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Abstract
We use the effective-field theory with correlations based on different cluster sizes
to investigate phase diagrams of the frustrated Ising antiferromagnet on the hon-
eycomb lattice with isotropic interactions of the strength J1 < 0 between nearest-
neighbour pairs and J2 < 0 between next-nearest neighbour pairs of spins. We
present results for the ground-state energy as a function of the frustration param-
eter R = J2/|J1|. We find that the cluster-size has a considerable effect on the
existence and location of a tricritical point in the phase diagram at which the phase
transition changes from the second order to the first one.
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1. Introduction
Since a honeycomb lattice antiferromagnet with only nearest-neighbour exchange
interactions (J1) is considered as a bipartite lattice, the ground state exhibits long-
range ordering. The system becomes frustrated like the square lattice, if the next-
nearest-neighbour exchange interactions (J2) are considered. However, spin fluctu-
ations are expected to be larger for the honeycomb lattice than the square lattice
because the coordination number z = 3 in the honeycomb lattice is smaller than
that of z = 4 in the square lattice. Hence, it is interesting to study the magnetic
ordering on the honeycomb lattice under frustrating interactions.
We note that investigations of the frustrated two-dimensional Ising antiferromag-
net (AF) with spin-1
2
on a square lattice have a long history (see, e.g. [1−8]). In par-
ticular, it has been found that the introduction of competing interactions is accompa-
nied by the appearance of new ground states at the critical point R ≡ J2/|J1| = −0.5
and due to the ground-state degeneracy there is no long-range order at finite temper-
atures [4, 9−11]. Despite the simplicity of the model, it has been proved difficult to
precisely determine the order of the phase transition. Now, it is well established by
using different approximate studies [10− 12] and the Monte Carlo method [13− 18]
that in the region of R < −0.5, the phase transition changes at a tricritical tem-
perature from the second order to the first order. However, a very recent cluster
mean-field calculation [18] with a cluster of the size 4× 4 and the effective-field the-
ory with correlations based on the different cluster sizes [19] give change in the order
of the phase transition not only for R < −0.5 but also in the region of R > −0.5.
Interestingly, a similar attention has not been paid so far to the frustrated Ising
AF with spin-1
2
on the honeycomb lattice. A special feature of this lattice is that it
is not a Bravais lattice, i.e., a translation invariance of the full lattice is broken for
any type of state [20]. This non-Bravais lattice can be viewed as a composition of
two interlacing triangular sublattices and the lattice is constructed by two vectors
of the triangular Bravais lattice (see Fig. 1 in [21]). Hence, for a transition from
a paramagnetic state to a magnetically ordered phase, the spatial symmetry is not
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reduced as for the square lattice. We expect that the non-Bravais character of this
bipartite lattice results in a behaviour that cannot be observed in the square lattice
or other Bravais lattices [22]. Moreover, in view of recent experimental activities
[23−28], materials regarded as various types of spin systems on honeycomb lattices
are expected to be synthesized.
Motivated by the above considerations, in this paper we investigate the phase
diagram and critical properties of the frustrated J1−J2 Ising AF on the honeycomb
lattice. As far as we know, this model has not been analyzed in the literature. An
interest in the honeycomb lattice is also promoted in recent years because of its
relevance to graphen [29]. However, when second-neighbor interactions are taken
into account or when a magnetic field is applied to the honeycomb lattice, the
Hamiltonian is no longer exactly solvable and only approximate analytical studies
or numerical approaches are possible to attack this more general problem.
In this paper we employ the effective-field theory with correlations (EFT) based
on different cluster sizes which has been used for an investigation of frustration in
the square case [19]. Therefore, it will be interesting to compare effects of frustra-
tion on the phase diagram of these bipartite lattices. This approach is based on
the differential operator technique introduced into exact Ising spin identities and
has been successfully applied to a variety of spin-1
2
and higher spin problems (for a
review see, e.g., Ref. [30, 31]) including a geometrically frustrated triangular lattice
Ising AF [32 − 34]. Namely, here we will study the frustrated J1 − J2 Ising AF on
the honeycomb lattice in its parameter space using EFT based on one-, two-, four-,
and six-spin clusters. It is important that the present EFT allows us to treat large
clusters in a simpler and more efficient computational manner.
2. Theory
We consider the frustrated honeycomb Ising AF with competing nearest-neighbour
(J1 < 0) and next-nearest-neighbour (J2 < 0) interactions. The Hamiltonian of the
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model is given by
H = −J1
∑
〈i,j〉
sisj − J2
∑
〈i,i2〉
sisi2 , (1)
with si = ±1, where the first and second sums are taken over all pairs of nearest-
neighbours (nn) and next-nearest-neighbours (nnn) of spins, respectively.
Before calculation of the transition line between ordered and paramagnetic phases,
it is appropriate to first consider the ground state of this model. For J2 = 0 the
ground state of the Hamiltonian (1) is the known AF solution with the energy per
site EAF/N = −3/2|J1|. However, adding the nnn AF interactions yields an increase
of the ground state energy per site for the AF state:
EAF
N
= −
3
2
(|J1|+ 2J2). (2)
In this case each site has its three nn on the other sublattice and six nnn on its own
sublattice. For a large negative J2 the system orders in the collinear striped states
(CS) described either by alternate single ferromagnetic columns of antiparallel spins
(Fig. 1(a)) or alternate pairs of columns consisting of AF coupled spins (Fig. 1(b))
(see Ref. [35, 36]). In such case the ground state is degenerate and its energy per
site is given by
ECS
N
= −
1
2
(|J1| − 2J2). (3)
A critical point separating these ordered phases is located at Rc = −1/4, where the
transition temperature is suppressed to T = 0 K. This value may be compared to
that of the frustrated J1−J2 Ising model on the square lattice Rc = −1/2, where the
energy of the collinear (or superantiferromagnetic) state depends only on the value
of J2 coupling [14]. Due to the degeneracy of the ground state the system remains
disordered at all finite temperatures for R < −1/4. Therefore, we focus only on the
AF phase which exists for R > −1/4.
A starting point of the EFT for our Ising spin system is generalized Callen-Suzuki
[37, 38] exact identity
〈O{n}〉 =
〈
Tr{n}[O{n} exp(−βH{n})]
Tr{n}[exp(−βH{n})]
〉
, (4)
4
where the partial trace Tr{n} is to be taken over the set {n} of spin variables spec-
ified by the cluster spin Hamiltonian H{n}. Here, O{n} denotes any arbitrary spin
function including the set of all {n} spin variables (finite cluster) and 〈· · ·〉 denotes
the usual thermal average.
2.1. Single-spin cluster approach
Let us consider first the cluster containing only one spin on site i and A sub-
lattice which interacts with other nn and nnn spins from the neighbourhood. In this
approach the multispin Hamiltonian H{n} for the AF single-spin cluster (n = 1) on
the honeycomb lattice is given by
HAF{1} = −s
A
i h
AF
i , (5)
with
hAFi = J1
3∑
i1=1
sBi1 + J2
6∑
i2=1
sAi2, (6)
where sAi and s
B
j are spin variables on sublattices A and B, respectively, and the
superscript AF denotes the antiferromagnetic system. After performing the trace
over the selected spin sAi on the right-hand side of the relation (4), applying the
differential operator technique, and using the van der Waerden identity for the two-
state Ising spin system, one finds
mA ≡ 〈s
A
i 〉 =
〈
3∏
i1=1
(A1 +B1s
B
i1
)
6∏
i2=1
(A2 +B2s
A
i2
)
〉
tanh(βx)
∣∣∣
x=0
, (7)
where Aν = cosh(JνDx), Bν = sinh(JνDx) (ν = 1, 2), and Dx = ∂/∂x is the
differential operator.
To proceed further, one has to approximate the thermal multiple correlation
functions occurring on the right-hand side of Eq. (7) as follows:
〈sBi1s
B
i′
1
· · · sAi2〉 ≈ 〈s
B
i1
〉〈sBi′
1
〉 · · · 〈sAi2〉, (8)
which means that nn and nnn of site i are assumed to be completely independent of
each other. It should be noted here that the approximation (8) is quite superior to
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the standard mean-field theory since even though it neglects correlations between
different spins but takes the single-site kinematic relations exactly into account
through the van der Waerden identity. Based on this approximation, Eq. (7) reduces
to
mA = (A1 +B1mB)
3(A2 +B2mA)
6 tanh(βx)
∣∣∣
x=0
, (9)
where mα (α = A,B) are the sublattice magnetizations per site. At this place, in
order to solve the problem generally, we need to evaluate the sublattice magnetiza-
tion mB. It can be derived in the same way as mA by the use of (4) for the selected
spin sj on B sublattice. However, at zero magnetic field we have mAF ≡ mA = −mB
and the equation for mB is the same as Eq. (9). Therefore, in what follows we use
only Eq. (9), which in this case takes the final form
mAF =
4∑
n=0
KAF2n+1m
2n+1
AF , (10)
where the coefficients KAF2n+1, which depend on T and R, can be easily calculated
within the symbolic programming by using the mathematical relation exp(λDx)f(x) =
f(x + λ). Because the final expressions for these coefficients are lengthy, their ex-
plicit form is omitted.
We are now interested in studying the transition temperature (or the phase dia-
gram) and the tricritical point of the model where the transition changes from the
second order to the first order. In the neigbourhood of a second-order transition
line where the order parameter mAF is small, Eq. (10) can be rewritten as
mAF = K
AF
1 mAF +K
AF
3 m
3
AF + · · · . (11)
The second-order phase transition line is then determined by the conditions
KAF1 = 1 and K
AF
3 < 0. (12)
Note that we have verified that the coefficient KAF3 is negative in the entire (T,R)
plane for R > −1/4. Thus, within the present EFT based on the single-spin cluster
we have only a second-order transition line between the AF and paramagnetic (P)
phases.
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2.2. Multi-spin cluster approach
In order to take into account effects of frustration within the present EFT more
precisely, it is necessary to consider at least a two-spin cluster. In this approach,
we select two nn spins, labeled i and j, which interact with other nn and nnn spins
from the neighborhood [39]. Hence, the multi-spin Hamiltonian H{n} for the AF
two-spin cluster (n = 2) on the honeycomb lattice (Fig. 2) is given by
H{ij}
AF = −J1s
A
i s
B
j − s
A
i h
AF
i − s
B
j h
AF
j , (13)
with
hAFi = J1
2∑
i1=1
sBi1 + J2
6∑
i2=1
sAi2, h
AF
j = J1
2∑
j1=1
sAj1 + J2
6∑
j2=1
sBj2, (14)
where the terms i1 = j and j1 = i are excluded from summations over the indices i1
and j1, respectively. At this point one should notice that the neighbourhood of the
sites i and j of the two-spin cluster for the J1 − J2 model on a honeycomb lattice
contains a set of common spins, namely the spins at the sites labeled by (i1, j2) or
(j1, i2) in Fig. 2. These spins interact with spins of the cluster and are frustrated
directly within the two-spin cluster theory, which is not the case of the one-spin
cluster approximation. Now, taking this into account and using the same procedure
as for the single-spin cluster, one derives the equation analogous to Eq. (9), which
now reads
mAF =
[
Ax(1)Ay(2) +Bx(1)By(2) +mB
(
Ax(1)By(2) + Ay(2)Bx(1)
)]2
×
[
Ay(1)Ax(2) +By(1)Bx(2) +mA
(
Ay(1)Bx(2) + Ax(2)By(1)
)]2
×
[(
Ax(2) +mABx(2)
)(
Ay(2) +mBBy(2)
)]4
fAF (x, y)
∣∣∣
x=0,y=0
, (15)
where Aµ(ν) = cosh(JνDµ), Bµ(ν) = sinh(JνDµ) (ν = 1, 2), Dµ = ∂/∂µ (µ = x, y)
are the differential operators and function fAF (x, y) is defined by
fAF (x, y) =
sinh β(x− y)
cosh β(x− y) + e2βJ1 cosh β(x+ y)
. (16)
Now, by using the condition mAF ≡ 〈(s
A
i − s
B
j )/2〉 = mA = −mB , Eq. (15) can be
finally recast in the form
mAF =
5∑
n=0
LAF2n+1m
2n+1
AF , (17)
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where the coefficients LAF2n+1, which depend on T and R, can be again easily calcu-
lated within the symbolic programming by using the mathematical relation exp(λDx+
γDy)fAF (x, y) = fAF (x+λ, y+ γ). We also note that in obtaining Eq. (15) we have
made use of the fact that fAF (x, y) = −fAF (−x,−y) and therefore only odd differ-
ential operator functions give nonzero contributions.
The second-order phase transition line is then determined by
LAF1 = 1 and L
AF
3 < 0. (18)
In the vicinity of the second-order phase transition line, the order parameter mAF
is given by
m2AF =
1− LAF1
LAF3
. (19)
The right-hand side of Eq. (19) must be positive. If this not the case, the transition
is of the first order, and hence the point at which
LAF1 = 1 and L
AF
3 = 0 (20)
is the tricritical point (TCP) [40].
To get a more convincing evidence for the existence a TCP in the phase diagram,
we have also considered four- and six-spin clusters. However, analytical calculations
for such large clusters would have been very lengthy and tedious, therefore, the
results were obtained in a completely numerical way within the symbolic program-
ming by using Mathematica software package [41]. It should be noted here that the
calculation times for the large clusters become rather long even using the symbolic
programming. Therefore, the highest approximation used to study the frustrated
Ising honeycomb lattice is the one based on the six-spin cluster.
3. Results and discussion
Numerical results for the critical temperature kBTN/|J1| versus R for various
cluster sizes are shown in Fig. 3. In this figure the solid lines indicate the second-
order phase transitions and the black circles denote the positions of TCPs at which
the phase transitions change from the second to the first order.
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First, by solving Eq. (12) numerically, we obtain a phase diagram between the
AF and P phases in the (R, T ) plane for the single-spin cluster. In this case, as seen
from Fig. 3, the corresponding AF-P transition (n = 1) is always of the second order
and the critical temperature gradually reduces from the value kBTN/|J1| = 2.1038
at R = 0 to kBTN/|J1| = 0 at Rc = −1/4, as expected from the ground-state argu-
ments.
However, when a larger cluster than the single-spin one is used, the second-order
transition line for the frustrated J1 − J2 Ising honeycomb lattice terminates at the
TCP. Thus, for the larger clusters there are second-order as well as first-order tran-
sitions. An example of such a phase diagram, obtained by solving Eqs. (18) and
(20) numerically for the two-spin cluster, is shown in Fig. 3 (n = 2). In this figure
we show also a phase diagram for the four-spin cluster (n = 4) obtained within
the present EFT in a completely numerical way. The scheme of this cluster, which
consists of the spins sAi , s
B
j , s
B
k , and s
B
l , is illustrated in Fig. 4. It is seen from the
figure that, similar to the two-spin cluster approximation, the corresponding ’fields’
hAFi , h
AF
j , h
AF
k , and h
AF
l of the four-spin cluster contain a set of common spins,
namely the spins at the sites labeled by two indices in Fig. 4. (These ’fields’, for
brevity, are not presented explicitly here.) Further, it is seen from Fig. 4 that within
the four-spin cluster approximation we take into account exactly three nn interac-
tions J1 and three nnn interactions J2. For the nonfrustrated model (R = 0), we
find that values of kBTN/|J1| are 1.9869 and 1.9261 for the two- and four-spin clus-
ters, respectively, which indicates a relatively slow convergence to the exact value
of kBTN/|J1| = 1.5186 with the increasing cluster size. On the other hand, our
estimates for the coordinates of the TCP (kBTt/|J1|;Rt) are (1.1352;−0.0907) and
(1.0820;−0.9125) for the two- and four-spin cluster approximations, respectively.
Thus, the cluster-size has a considerable effect on the existence and location of the
TCP at which the phase transition between the AF and P phases changes from the
second order to the first one. We note here that the first-order transition line is
not possible to calculate on the basis of Eq. (18) since then we are not allowed to
linearize Eq. (17) in the vicinity of the transition point. To solve this problem, one
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needs to calculate the free energy for the AF and P phases and to find a point of
intersection. Since only an approximate expression exists for the free energy at finite
temperature in the frame of the EFT based on any spin cluster (see, e.g. [12, 19]), we
have confined our calculations only to the second-order phase transitions, including
the TCP.
To further investigate this tricritical behaviour, we determine the phase diagram
for the six-spin cluster. We note that the choice of a six-spin cluster is not unam-
biguous. Indeed, one can choose a cluster with six spins in the form of a ’dumbbell’
or hexagon (see Fig. 5). In this case the neighbourhood of the sites i, j, k, l,m, and
n of the six-spin cluster contains a set of common spins for both the ’dumbbell’
spin- and the hexagon spin-clusters. In Fig. 5 these spins are labeled at the sites
by two or three indices. It is worth noticing that in the hexagon-spin cluster there
are only sites labeled by three indices, contrary to the ’dumbbell’-spin cluster where
sites with two or three indices exist. Since the phase diagrams for these clusters are
qualitatively the same, in Fig. 3 we show only the corresponding phase diagram for
the hexagon-spin cluster. In particular, we have found that the critical temperature
for R = 0 is kBTN/|J1| = 1.9064 (’dumbbell’-spin cluster) and kBTN/|J1| = 1.8673
(hexagon-spin cluster). By comparing these values of kBTN/|J1| to the exact value
(kBTN/|J1| = 1.5186), it can be seen that the EFT based on the spin cluster in the
form of the hexagon produces a larger improvement in the kBTN/|J1| than that for
the ’dumbbell’ cluster. This is not surprising because the present treatment based
on the hexagon cluster approximation takes into account exactly six nn interactions
while the EFT based on the ’dumbbell’ cluster takes into account exactly only five
nn interactions between the pair of spins defining the cluster (see Fig. 5). Therefore,
a further improvement to the theory is possible if clusters with a larger number of
nn interactions are considered. This is, as mentioned above, a difficult task due to
the fact that calculation times for large clusters become rather long even using the
symbolic programming. Finally, we estimate coordinates of the TCP at the (R, T )
plane, which are (1.0528;−0.0969) and (0.9189;−0.1133) for the ’dumbbell’- and
hexagon-spin cluster approximations, respectively. Generally it is seen that within
10
the present approach the TCP occurs at a fractionally higher negative value of the
frustration parameter with an increasing cluster size, but at temperature consider-
ably lower.
4. Conclusions
We have studied the phase diagram in the (R, T) plane of the frustrated J1 − J2
Ising model with spin-1
2
on a honeycomb lattice using the EFT based on differ-
ent cluster sizes. We have determined that the ground-state is the AF phase for
R > −1/4, while the system orders in the CS phase for R < −1/4. However, for
R < −1/4, we have not found a long-range order at T 6= 0 K due to the degeneracy
of the ground state. This behaviour has been also confirmed by our preliminary
Monte Carlo calculations.
Further, in the AF region (R > −1/4), we have found the phase transition line
between the AF and P phases. However, the present EFT predicts the TCP in the
phase diagram only for clusters n > 1, but not for the single-spin (n = 1) cluster
where only the second-order phase transition was observed. Since by using larger
and larger clusters, better results are expected, we are forced to conclude that the
frustrated J1−J2 Ising system on a honeycomb lattice exhibits the TCP in the phase
diagram between the AF and P phases. Therefore, we believe that our effective-field
results are qualitatively correct and the tricritical behaviour is due to stronger ef-
fects of frustration for the clusters n > 1 than for the single-spin (n = 1) cluster. A
thorough Monte Carlo study or more reliable calculations for this frustrated J1−J2
model would be desirable. To our knowledge, no such studies have been attempted
yet.
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Figure captions
Figure 1: Ground-state configurations of the J1−J2 Ising model on the honeycomb
lattice showing two, (a) and (b), degenerate collinear striped states. Two sublattices
are marked by black and white circles.
Figure 2: Ground-state configurations of the J1−J2 Ising model on the honeycomb
lattice showing aniferromagnetic states for the two-spin cluster approximation de-
fined by the Hamiltonian (13) with spins si and sj (thick line). The sites occupied
by spins that interact with one or two spins of the cluster are labeled by one or two
corresponding indices, respectively. Two sublattices are marked by black and white
circles.
Figure 3: Phase diagram in the coupling-temperature plane for the J1 − J2 Ising
model on the honeycomb lattice based on the one- (n = 1), two- (n = 2), four-
(n = 4), and six-spin (n = 6) clusters. The latter cluster corresponds to the hexagon-
spin one (see also text). The solid lines indicate second-order transitions and the
black circles denote the position of a tricritical point. AF and P are the antiferro-
magnetic and paramagnetic phases.
Figure 4: Ground-state configurations of the J1−J2 Ising model on the honeycomb
lattice showing aniferromagnetic states for the four-spin cluster approximation with
spins si, sj, sk, and sl (thick lines). The sites occupied by spins which interact with
one or two spins of the cluster are labeled by one or two corresponding indices,
respectively. Two sublattices are marked by black and white circles.
Figure 5: Two options of the six-spin cluster with spins si, sj, sk, sl, sm, and sn for
the antiferromagnetic arrangement on the honeycomb lattice (thick lines): (a) for
the ’dumbbell’-spin cluster and (b) for the hexagon-spin cluster. The sites occupied
by spins which interact with one, two or three spins of the cluster are labeled by
one, two or three corresponding indices, respectively. Two sublattices are marked
by black and white circles.
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