



Рис. 2. Переходник ESP8266 
Вывод: в дальнейшем мы планируем разработать полноценный прототип 
переносимого устройство, работающего на технологии Wi-Fi. И протестировать 
работу системы содержавшей несколько десятков таких датчиков на реальных 
объектах.  
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Развитие науки в настоящее время, наблюдения и эксперименты, рост количества 
получаемой информации и необходимость ее обработки требуют создания 
высокопроизводительных вычислительных систем для кластеризации или 
классификации огромного неструктурированного множества данных. В данной 
работе рассматривается задача кластеризации астрономических объектов с 
использованием методов нечеткой логики.  
Нечеткая логика представляет собой обобщение традиционной логики и теории 
множеств, базирующееся на понятии нечеткого множества, которое расширяет 
определение классического множества, допуская значение функции принадлежности 
множеству в интервале [0;1]. Это означает, что объект может принадлежать 
множеству с некоторой степенью.  Такой тип принадлежности позволяет описывать 
более естественные задачи кластеризации объектов. Для определения кластера 
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используются логические выражения вида: если x1 = a, x2 = b, … xn = n, то y  I, где y 
– объект кластера I, имеющий {x1;xn} параметров.   
В дополнение к алгоритмам нечеткой кластеризации большое внимание привлекает 
алгоритм кластеризации на основе плотности DBScan. Данный алгоритм позволяет 
оценить точки кластеризуемого множества как основные, пограничные или шумовые, 
что также можно использовать при построении правил кластеризации и оценке 
расположения кластера в пространстве. 
Теоретические сведения. Алгоритм DBScan основан на центро-
ориентированном подходе. В центр-ориентированном подходе плотность 
рассчитывается для отдельной точки в наборе данных путем пересчета точек внутри 
определенного радиуса, включая саму точку. Этот метод прост в реализации, но 
плотность любой момент будет зависеть от заданного радиуса. Например, если 
радиус достаточно велик, то все точки будут иметь плотность m -  число точек в 
наборе данных. Точно так же, как если радиус слишком мал, то все точки будут иметь 
плотность 1. 
Центр-ориентированный подход к плотности позволяет классифицировать точку 
внутри плотной области (основная точка или ядро), по краю плотной области 
(пограничная точка или граница), или в скудно оккупированном регионе (шум или 
фоновая точка).  
 
Рис. 1. Центро-ориентированный подход 
Основные точки – точки, которые находятся в внутри кластера основанного на 
плотности. Точка является основной в том случае если количество точек внутри 
данного радиуса, определяемое функцией дистанции и определяемого пользователем 
радиуса Eps, превышает определенное пороговое значение, MinPts, который также 
является параметром указанный пользователем. Граница – точки не являющиеся 
основными, но попадающими в окрестность радиуса основной точки. Граница может 
оказаться внутри радиуса нескольких основных точек. Шум – любая точка, которая 
не является ни границей ни основной.  
Особенности реализации 
Определение DBScan можно дать следующим образом: любые две основные точки, 
находящиеся на достаточно близком расстоянии друг от друга, находятся в одном 
кластере. Точно так же, любая пограничная точка, находящаяся достаточно близко к 
основной точке, находится с ней в одном кластере. Точки шума отбрасываются.  
Алгоритм DBScan можно разбить на следующие этапы: 
1. Пометить все точки, как основные, пограничные или шумовые, 
2. Отбросить точки шума, 
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3. Соединить все основные точки, находящиеся на расстоянии Eps радиуса 
одна от другой, 
4. Объединить каждую группу соединенных основных точек в отдельный 
кластер, 
5. Назначить каждую пограничную точку одному из кластеров, 
ассоциированных с ней основных точек 
Базовая сложность DBScan алгоритма – O (m × время, затраченное на поиск, чтобы 
найти точки в EPS-окресности), где m -  число точек. В худшем случае, это сложность 
O (m2). Перед реализацией алгоритма необходимо выделить параметры: радиус 
окрестности Eps и пороговое значение плотности MinPts. Основной способ – оценка 
поведения расстояния от точки до ее k-го ближайшего соседа – расстояние k. Для 
точек, принадлежащих некоторому кластеру, значение k будет мало, если k не 
больше, чем размер кластера. Тем не менее, для точек, которые не принадлежат 
кластеру, таких как точки шума, k-расстояние будет относительно большим. 
Поэтому, если вычислять k-расстояние для всех точек данных для некоторого k 
исортировать их в порядке возрастания, ожидается увидеть резкое изменение в 
значениях k-расстояния что соответствует подходящему значению Eps. Если выбрать 
это расстояние в качестве параметра Eps и значение k в качестве параметра MinPts, 
то точки, для которых k-расстояние меньше Eps будут помечены как основные точки, 
в то время как другие точки будут помечены как шум или пограничные точки.  
Так как DBScan использует определение кластера, основанное на плотности, он 
относительно устойчив к шуму и может обрабатывать кластеры произвольных форм 
и размеров. DBScan можете найти кластеры, которые не могут быть найдены с 
помощью алгоритма k-средних, однако, его эффективность снижается, когда 
кластеры различны по плотности.  
Для реализации данного алгоритма было создано приложение, содержащее классы-
сущности для хранения объектов кластеризации и управляющий класс – 
кластеризатор, имплементирующий основной алгоритм. Согласно приведенному 
теоретическому описанию объекты разбиваются на типы: основные, пограничные 
или шумовые, после этого шумовые точки отбрасываются, а оставшиеся 
объединяются в кластеры на основе двух параметров: радиус окрестности и 
пороговое значение плотности. 
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