Estimation of CO$_2$ flux from targeted satellite observations: a
  Bayesian approach by Cox, Graham
ar
X
iv
:1
40
3.
33
06
v2
  [
ma
th.
ST
]  
16
 O
ct 
20
14
ESTIMATION OF CO2 FLUX FROM TARGETED
SATELLITE OBSERVATIONS: A BAYESIAN APPROACH
GRAHAM COX
Abstract. We consider the estimation of carbon dioxide flux at the
ocean–atmosphere interface, given weighted averages of the mixing ratio
in a vertical atmospheric column. In particular we examine the depen-
dence of the posterior covariance on the weighting function used in tak-
ing observations, motivated by the fact that this function is instrument-
dependent, hence one needs the ability to compare different weights.
The estimation problem is considered using a variational data assimila-
tion method, which is shown to admit an equivalent infinite-dimensional
Bayesian formulation.
The main tool in our investigation is an explicit formula for the poste-
rior covariance in terms of the prior covariance and observation operator.
Using this formula, we compare weighting functions concentrated near
the surface of the earth with those concentrated near the top of the
atmosphere, in terms of the resulting covariance operators.
We also consider the problem of observational targeting, and ask if
it is possible to reduce the covariance in a prescribed direction through
an appropriate choice of weighting function. We find that this is not the
case—there exist directions in which one can never gain information,
regardless of the choice of weight.
Keywords. Carbon flux; Variational data assimilation.
1. Introduction
It is well known that the effects of trace atmospheric gases, such as CO2,
are important in long-term climate predictions. In monitoring the concen-
trations of such atmospheric constituents, it is crucial to understand the
fluxes between different components of the climate system (i.e. land, at-
mosphere, and ocean). These fluxes can be estimated from observations of
the concentration (or mixing ratio) of the trace gas in question, coupled
with an appropriate transport model (see, for instance, [8, 22]). However,
such inversions are strongly dependent on the choice of atmospheric trans-
port model (see [15] and references therein), so there is still disagreement
regarding annually-averaged flux magnitudes, to say nothing of variations
on seasonal (or even shorter) time scales.
Recent attention has focused on the possibility of obtaining more accurate
data in the near future, in the form of satellite-based lidar observations. A
number of such observational strategies were recently studied in [17]. Our
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objective is to compare these strategies using the methodology of varia-
tional data assimilation. The primary technical tool in our investigation is
an explicit formula for the posterior covariance, in terms of the (instrument-
dependent) observation operator. This formula allows us to compare dif-
ferent observational methods via their respective weighting functions, and
discuss the possibility of targeting observations, in terms of the resulting
posterior covariances.
Throughout we adopt the guiding principle of [28] (see also [29])—that
one should avoid discretization of a problem for as long as is reasonably
possible, in order to distinguish properties of the original continuous system
from nonphysical artifacts of the discretization. We are thus led to model
the boundary flux as a (time-dependent) function defined over the entire
observational window. As a result, the variational problem (and hence the
equivalent Bayesian problem) is infinite-dimensional, with the covariance a
bounded, selfadjoint operator. Given a finite amount of data, the prior and
posterior covariance operators agree on a subspace of finite codimension.
The space on which they differ (i.e. where information has been gained) can
be explicitly described in terms of the observational weighting function.
The primary contributions of this paper are the following.
1. Bayesian interpretation of the regularized variational problem
We set up a well-posed variational problem (using Tikhonov regulariza-
tion) and prove that it possesses a unique minimizer. Moreover, we establish
L2 growth estimates on the transport equation and conclude that the reg-
ularized problem has a Bayesian interpretation. This is important for two
reasons. First, it gives a concrete interpretation of the regularization pa-
rameters, and explains how they should be chosen using prior information.
Second, it allows us to relate the Hessian of the cost functional to the poste-
rior covariance, and hence interpret our variational computations in terms
of the “decrease in covariance” or “gain in information” resulting from each
observation.
2. Explicit computation of posterior covariance operator
We give an explicit formula for the posterior covariance in terms of the
prior covariance and the observational weighting function. In particular, the
posterior covariance is related to the Fourier coefficients of the weighting
function when it is expanded in the modes of a particular Sturm–Liouville
operator. These modes depend on the atmospheric diffusion and transport
velocity, and hence establish a clear geometric connection between the under-
lying atmospheric dynamics and the information gain from each observation.
This formula allows us to identify the direction of maximal information gain
for a given weighting function—this is useful in comparing different weights,
and in targeting directions in which one would like to learn something by
choosing an appropriate weight.
3. Comparison of high and low altitude observations
Since the weighting function is instrument-dependent, it is essential that
we understand the the experimental ramifications of different instrument
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designs (say, in terms of the posterior covariance), to ensure that we choose
the best weight. Of course the notion of “best” is very subtle, and depends
on what information is considered most relevant.
We compare different weighting functions using the explicit covariance
formula described above. It is shown that monotone (as a function of alti-
tude) weights guarantee a certain monotonicity property for the posterior
covariance operator. It is also shown that weighting functions concentrated
near the surface of the Earth are better at estimating the mean flux over
a given time window than weights concentrated near the top of the atmo-
sphere. Since the flux is being estimated right at the ocean–atmosphere
interface, it is not particularly surprising that a weight concentrated nearby
will produce the best results. However, this is only true of the mean flux.
The situation becomes much more complicated when one considers the entire
covariance operator. In fact it can be shown that, given any two weighting
functions, say ρ1 and ρ2, there exists a direction in which ρ1 decreases the
covariance more than ρ2.
4. Discussion of observational targeting and unobservability
Our covariance formula is also useful for the problem of observational tar-
geting. Specifically, we ask if, given a fixed direction in the function space
that the flux belongs to, one can find an observation operator that decreases
the covariance in that direction? In particular we just ask whether or not
the covariance can be decreased by some nonzero amount in the given di-
rection (and allow for the possibility that the decrease is greater elsewhere).
Somewhat surprisingly, we find that this is not possible—there exist direc-
tions along which the prior and posterior covariance operators coincide for
any choice of observational weighing function. This means there are direc-
tion that are completely inaccessible to observations made using the family
of observation operators considered in this paper. However, the problem
of explicitly describing these unobservable directions, and determining their
physical significance (if any), is still open.
A related concept in determining the information content of a given ob-
servation is the so-called “influence matrix” [2] or “hat matrix” [16]. This
is a diagnostic tool in ordinary or generalized least squares regression which
measures the sensitivity of the predicted model output with respect to vari-
ations in the data. However, it only measures the change in the observable
quantity (in our case, a weighted average of the carbon mixing ratio in the
atmospheric column). This is not well-suited to the present situation, as
we are interested in determining the surface flux, which is a function (hence
exists an an infinite-dimensional space), so there is much variability that is
not captured by the influence matrix. As noted above, there is no univer-
sal notion of an “ideal” observation operator, and so we work directly with
the full posterior covariance operator, in order to determine precisely how
knowledge of the flux is improved with each observation.
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It well known in the variational data assimilation literature (see e.g.
[24, 30, 31] and references therein) that there is a strong connection between
an observation’s spatial location, the generalized Fourier modes of the un-
derlying dynamical system, and the overall sensitivity of the assimilation
scheme. For instance, if an observation is made near a spatial maximum of
the fastest growing mode, it is possible to match the data by effecting a small
change in the initial condition (relative to the assumed prior value). While
the connection to the geometry of the modes of the underlying dynamical
system is certainly reminiscent of the present work, there is a key difference
in that we are interested in estimating the flux (a function of time, measured
at a single point in space), rather than the initial condition (a function of
space, measured at a single point in time). In fact this distinction is crucial
to the phenomenon of unobservable subspaces that we will encounter below.
2. The transport model: existence and basic estimates
We model the atmosphere by a vertical column of finite height h. Letting
q(z, t) denote the mass fraction of carbon dioxide at height z and time t, we
assume q evolves by a linear advection–diffusion equation
qt + (wq)z = (kqz)z(1)
where we have used subscripts to denote partial derivatives, and w and k de-
note the atmospheric velocity and diffusion, respectively, which are allowed
to vary with height but are assumed to be constant in time. (See [8] and
[22] for applications of similar linear models to flux estimation problems.)
The following assumptions will frequently be needed in the remainder of the
paper.
k,w ∈ C2[0, h](A1)
k(z) > 0 for z ∈ [0, h](A2)
w(0) = w(h) = 0(A3)
The following existence result is standard (cf. Corollary 5.2 of [14]).
Proposition 1. Suppose (A1) and (A2) are satisfied, and let T > 0. For
F ∈ C[0, T ] and q0 ∈ C1[0, h], there exists a unique solution to (1) on
[0, h] × (0, T ] that satisfies the boundary conditions
qz(0, t) = −F (t)(2)
qz(h, t) = 0(3)
and the initial condition
q(z, 0) = q0(z).(4)
This solution will be denoted qF (z, t). To understand the physical signifi-
cance of the function F (t) in the boundary condition (2), we further assume
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that (A3) holds, and compute
d
dt
∫ h
0
qF (z, t)dz = k(0)F (t)(5)
for any t ∈ (0, T ]. Thus, up to a constant, F denotes the net transport of
carbon into or out of the atmosphere. In this computation (A3) ensures there
is no transport into or out of the atmosphere on account of the advective
term w(z). In a 3-dimensional model, the corresponding boundary condition
is that the velocity field w has vanishing normal component at the top and
bottom of the atmosphere. Similarly, (3) ensures there is no diffusive flux at
the top of the atmosphere. Our sign convention is chosen so that a positive
value of F corresponds to a net flux of carbon into the atmosphere.
We next derive an a priori estimate for qF that will be paramount in
establishing the Bayesian formulation in Section 4 below. Observe that
(A2) and the continuity of k (which follows from (A1)) together imply the
existence of a number ǫ > 0 such that
k(z) ≥ ǫ
for all z ∈ [0, h].
Proposition 2. Suppose (A1), (A2) and (A3) are satisfied. There exists a
positive constant K, depending on sup |w|, k(0), ǫ and h, such that if T > 0
and F ∈ C[0, T ], then
‖qF (·, t)‖2L2(0,h) ≤ KeKt
[
(1 + t) ‖q0‖2L2(0,h) +
(
1 + t2
) ‖F‖2L2(0,t)](6)
for any t ∈ [0, T ], where qF denotes the unique solution to (1)–(4) given by
Proposition 1.
The estimate is proved by an application of Gronwall’s inequality. Along
the way it will be necessary to show that ‖qFz ‖L2(0,h) controls the pointwise
values of qF . To do so, we first establish that there is at least one point in
space where the solution is not too large. To simplify notation we abbreviate
qF to q for the remainder of the section.
Lemma 1. For each t∗ ≥ 0 there exists z∗ ∈ [0, h] such that
q(z∗, t∗) =
1
h
(∫ h
0
q0(z)dz + k(0)
∫ t∗
0
F (t)dt
)
.
Proof. Integrating (5) with respect to t we find∫ h
0
q(z, t∗)dz =
∫ h
0
q0(z)dz + k(0)
∫ t∗
0
F (t)dt
and the result follows from the mean value theorem for integrals. 
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The Cauchy–Schwarz inequality implies
|q(z∗, t∗)| ≤ 1
h
(√
h‖q0‖L2(0,h) + k(0)
√
t∗‖F‖L2(0,t∗)
)
,(7)
so we have found a point in space where the value of q is controlled by the
flux and the initial data. This allows us to estimate q at any other point.
Lemma 2. For any (z, t) ∈ [0, h] × (0, T ] we have
|q(z, t)|2 ≤ A
(
‖q0‖2L2(0,h) + ‖qz(·, t)‖2L2(0,h) + t‖F‖2L2(0,t)
)
,(8)
where A > 0 depends only on h and k(0).
Proof. Let t∗ ∈ [0, T ], and choose z∗ according to Lemma 1. Then for any
z ∈ [0, h] we can write
q(z, t∗) = q(z∗, t∗) +
∫ z
z∗
qz(ζ, t∗)dζ.
We observe that ∫ z
z∗
qz(ζ, t∗)dζ ≤
√
h‖qz(·, t∗)‖L2(0,h),
with the right-hand side independent of z∗. Since t∗ ∈ (0, T ] was arbitrary,
the result follows from (7). 
We are now ready to prove the main energy estimate.
Proof of Proposition 2. Differentiating and then integrating by parts, we
find that
1
2
d
dt
∫ h
0
q(z, t)2dz = k(0, t)q(0, t)F (t) −
∫ h
0
kq2zdz +
∫ h
0
wqqzdz.
For any positive constant α, the inequality of arithmetic and geometric
means implies
q(0, t)F (t) ≤ α
2
|q(0, t)|2 + 1
2α
|F (t)|2
≤ αA
2
(
‖q0‖2L2(0,h) + ‖qz(·, t)‖2L2(0,h) + t‖F‖2L2(0,t)
)
+
1
2α
|F (t)|2,
where in the second inequality we have used (8) to estimate |q(0, t)|. Simi-
larly, ∫ h
0
wqqzdz ≤ sup |w|
2
(
β‖qz‖2 + β−1‖q‖2
)
for any β > 0. Choosing α and β small enough that
αAk(0)
2
+
β sup |w|
2
≤ ǫ
we arrive at the inequality
d
dt
‖q(·, t)‖2L2(0,h) ≤ K
[
‖q0‖2L2(0,h) + ‖q(·, t)‖2L2(0,h) + |F (t)|2 + t‖F‖2L2(0,t)
]
,
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where K depends on sup |w|, k(0), ǫ and h. The result then follows from
the differential form of Gronwall’s inequality (see, for instance, [9]). 
3. Lidar observations and the variational problem
For simplicity we restrict our attention to satellite-based lidar (light radar)
measurements of the carbon mixing ratio—see [18] for a physical implemen-
tation and preliminary sensitivity analysis of a DIAL (differential lidar) sys-
tem. In this scenario each observation is given by a weighted average of
the mixing ratio over the atmospheric column (cf. Equation (4) in [17]),
with respect to a weighting function ρ(z) that depends on the observational
instrument as well as background atmospheric factors, such as temperature
and surface albedo.
Given such a weighting function, we define the corresponding observation
operator H : L2(0, h)→ R by
Hq :=
∫ h
0
ρ(z)q(z)dz.(9)
Since the weighting function is instrument dependent we will think of it as
a variable, and study the extent to which one can maximize the information
gained from each observation through judicious choice of ρ. This approach
is justified by the strong qualitative dependence of ρ on the observational
frequency (cf. Figure 1 in [6] and Figure 3 in [17]).
We assume throughout that ρ is a nonnegative, square-integrable function,
hence H is a bounded operator, with adjoint H∗ : R→ L2(0, h) satisfying
〈Hf, a〉
R
= 〈f,H∗a〉L2(0,h)
for each f ∈ L2(0, h) and a ∈ R. It follows easily that H∗a = aρ for a ∈ R.
Given such weighted observations y1, . . . , yN of the mixing ratio at times
t1 < · · · < tN , we need to estimate the boundary flux F (t) that best matches
the observations, in a sense to be made precise below. We assume that the
ith observation is subject to normally distributed noise, with variance r2i ,
and recall that qF denotes the solution to the carbon transport equation (1)
with prescribed boundary flux F (which necessarily exists by Proposition
1). The problem of finding F that minimizes
1
2
N∑
i=1
r−2i
∣∣HqF (·, ti)− yi∣∣2 ,
is ill-posed, so it is necessary to regularize the problem in order to obtain
a meaningful answer. We follow the approach of Tikhonov (see e.g. [7, 13,
19, 32]) and define a regularized cost functional
J(F ) =
1
2
N∑
i=1
r−2i
∣∣HqF (·, ti)− yi∣∣2 + 1
2
‖C−1/20 (F − F0)‖2L2(0,tN ),(10)
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for some given function F0 ∈ L2(0, tN ) and selfadjoint, positive semidefinite,
trace class operator C0 on L2(0, tN ). We define the associated Cameron–
Martin space by E := Im(C1/20 ).
Note that the regularized cost functional in (10) is formally the same
as the cost function used in 4D-Var data assimilation (see [4, 20], and [28]
for the infinite-dimensional case). However, we will refrain from calling our
assimilation scheme “4D-Var” because it is in fact only two-dimensional
(counting both spatial and temporal variables) on account of the simplified
physical model under consideration.
An important example is C0 = −σ2∆−1, where ∆ = (d/dt)2 with domain
H2(0, tN ) ∩H10 (0, tN ), and σ > 0. In this case E = H10 (0, tN ) and the cost
functional is
J(F ) =
1
2
N∑
i=1
r−2i
∣∣HqF (·, ti)− yi∣∣2 + 1
2σ2
‖F − F0‖2H1
0
(0,tN )
.
There is a standard existence result for the regularized problem.
Proposition 3. If E is compactly embedded in L2(0, tN ), then there exists
a unique function F¯ ∈ F0 + E such that
J(F¯ ) = inf
F∈F0+E
J(F ).
To prove this we consider the map G : L2(0, tN )→ RN defined by
G(F ) := (HqF (·, t1), . . . ,HqF (·, tN )) .(11)
Appealing to Proposition 1, G is defined for all F ∈ C[0, tN ]. Using Propo-
sition 2 and the fact that C[0, tN ] ⊂ L2(0, tN ) is dense, we can extend G
uniquely to all of L2(0, tN ).
Proof of Proposition 3. The result follows from Theorem 5.4 in [28] once we
show that the function G defined in (11) satisfies the following conditions:
(i) for every ǫ > 0 there is an M = M(ǫ) ∈ R such that, for all F ∈
L2(0, tN ),
|G(F )| ≤ exp
(
ǫ‖F‖2L2(0,tN ) +M
)
;
(ii) for every r > 0 there is a K = K(r) such that, for all F1, F2 in the
closed ball Br(0) ⊂ L2(0, tN ),
|G(F1)− G(F2)| ≤ K‖F1 − F2‖L2(0,tN ).
Both conditions are immediate consequences of the estimate given in Propo-
sition 2. 
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4. The Bayesian interpretation
Proposition 3 guarantees the existence of a unique minimizer for the reg-
ularized variational problem. In this section we observe that the regularized
problem has a natural Bayesian interpretation in which the minimum of J
corresponds to the MAP (maximum a posteriori) estimator. In particular,
the regularization term in (10) corresponds to a Gaussian prior distribution
with mean F0 and covariance C0. This interpretation makes clear the role
played by F0 and C0, and can be used to guide our choice of these quan-
tities (based on prior knowledge) to ensure the regularized problem has a
meaningful solution.
Since the evolution equation and the observation operator (together rep-
resented by the function G above) are both linear, if we assume the obser-
vational noise is normally distributed, it follows that the family of Gauss-
ian prior distributions is conjugate, in the sense that they necessarily yield
Gaussian posteriors. The linear estimation problem in Hilbert spaces is well-
studied (see [12, 21] and references contained therein, and [11] for a Bayesian
perspective). The reader is also advised to consult [28] for a modern, uni-
fied presentation, containing many examples of both linear and nonlinear
problems.
The assumption that F0 ∈ L2(0, tN ) and C0 is selfadjoint, positive semi-
definite and trace class guarantees the existence of a Gaussian measure µ0
with mean and covariance F0 and C0, respectively [26]. This will be the prior
distribution in our Bayesian formulation.
Given the estimates in Proposition 2 (cf. the proof of Proposition 3
above), the following result is an immediate consequence of Corollary 4.4 in
[28].
Proposition 4. Let µ0 be a Gaussian measure such that µ0
[
L2(0, tN )
]
= 1,
and suppose that (A1), (A2) and (A3) are satisfied. Given a set of observa-
tions {(yi, ti)}Ni=1, where the ith observation has normally distributed noise
with covariance r2i , there is a well-defined posterior measure µy on L
2(0, tN ),
with Radon–Nikodym derivative
dµy
dµ0
(F ) ∝ exp
{
−
N∑
i=1
r−2i
∣∣HqF (·, ti)− yi∣∣2
}
.(12)
Moreover, the posterior mean and covariance are continuous with respect to
the data y = (y1, . . . , yN ) ∈ RN .
The condition µ0
[
L2(0, tN )
]
= 1 ensures that the Cameron–Martin space
E = Im(C1/2o ) is compactly embedded in L2(0, tN ), so the existence result
of Proposition 3 applies.
A standard choice for the prior is a Gaussian distribution with covariance
proportional to the inverse Laplacian −∆−1. To make sense of this we must
impose boundary conditions to ensure that the Laplacian is invertible. Two
common choices are:
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(1) Dirichlet boundary conditions, i.e. ∆ : H2 ∩H10 → L2;
(2) periodic boundary conditions, i.e. ∆ : H˚2per → L2, where H˚2per is the
space of periodic functions in H2 with zero mean.
The corresponding Cameron–Martin spaces are H10 and H˚
1
per, respectively.
In the first example we are imposing the prior assumption that the flux
agrees with the prior mean F0 at the endpoints {0, tN}, as can easily be seen
from the Euler–Lagrange equation for (10). On the other hand, the periodic,
zero mean assumption is only justified if all long-term trends have been
subtracted from the data, so it would not be appropriate for determining
the average flux over a given window of time.
However, it is important to note that our main formula (Theorem 1 below)
expresses the difference between the prior and posterior covariance opera-
tors, so for our purposes the particular choice of µ0 is not important as long
as the conditions of Proposition 4 are satisfied.
5. The posterior covariance
We denote the posterior covariance operator by C1. The main result of
this section is an explicit formula for C1 in terms of C0 and the weighting
function ρ in the observation operator defined by (9).
Letting Lq = (kqz)z−(wq)z (so that the evolution equation (1) is qt = Lq),
we define the adjoint operator L∗ by L∗p = (kpz)z + wpz. Letting
′ = ddz ,
and assuming that p′(h) = q′(h) = 0 and (A3) holds, we find that∫ h
0
[p(Lq)− (L∗p)q] dz = k(0) [q(0)p′(0)− p(0)q′(0)](13)
for all p, q in the Sobolev space H2(0, h) (see [9]).
It is well known (see, for instance, [5]) that the Sturm–Liouville problem
L∗p+ λp = 0, p′(0) = p′(h) = 0(14)
has a sequence of simple eigenvalues λ0 < λ1 < · · · , with corresponding
eigenfunctions {ρn} forming a basis for L2(0, h). Since ρ′n(0) = 0 but ρn
is not identically zero, standard uniqueness results imply that ρn(0) 6= 0.
Therefore we can assume that the eigenfunctions have been normalized to
have ρn(0) = 1 for each n. It is easy to verify that∫ h
0
ρm(L
∗ρn)µ(z)dz = −
∫ h
0
kρ′mρ
′
nµ(z)dz(15)
for all m,n ≥ 0, where we have set µ(z) = exp ∫ w(z)/k(z)dz, hence∫ h
0
ρm(z)ρn(z)µ(z)dz = 0
for m 6= n.
The normalization ρn(0) = 1 is chosen to simplify the computation of the
posterior covariance. An undesirable consequence of this choice is that the
sequence {ρn} is not necessarily orthonormal (with respect to either dz or
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µ(z)dz), so we must exhibit some caution when dealing with series of the
form
∑
anρn.
Lemma 3. There is a constant C > 0 such that
C−1 ≤
∫ h
0
ρn(z)
2µ(z)dz ≤ C
for all n ≥ 0. Therefore, the series
∞∑
n=0
anρn
converges to a function in L2(0, h) if and only if {an} ∈ ℓ2.
Proof. We write ρn(z) = ρ˜n(z)/ρ˜n(0), where {ρ˜n} are the corresponding
eigenfunctions normalized to have∫ h
0
ρ˜n(z)
2µ(z)dz = 1.
The result follows from uniform upper and lower bounds on |ρ˜n(0)|, as can
be found in Chapter V.11.5 of [3]. 
It is easy to see that λ0 = 0 (with ρ0 ≡ 1), hence all of the eigenvalues
are nonnegative. Moreover, we have the asymptotic formula (see [3])
λn = cn
2 +O(1)(16)
for some positive constant c. This growth estimate will be of key importance
in Section 7.
We are now ready to compute the posterior covariance operator. We write
the observational weighting function as
ρ =
∞∑
n=0
anρn,(17)
with {ρn} as defined above, then define
Gi(t) := k(0)r
−1
i
(
∞∑
n=0
ane
λn(t−ti)
)
χ[0,ti](t)(18)
for 1 ≤ i ≤ N , where {ti} are the observation times and χ[0,ti] denotes the
characteristic function of the interval [0, ti].
Lemma 4. The functions {Gi} defined in (18) satisfy Gi ∈ L2(0, tN ) for
1 ≤ i ≤ N .
Proof. Since ρ ∈ L2(0, h), it follows from Lemma 3 that {an} ∈ ℓ2. Using
(16) we find that {eλn(t−ti)}∞n=0 ∈ ℓ2 for t < ti, with∥∥∥eλn(t−ti)∥∥∥2
ℓ2
≤ A√
ti − t
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for some A > 0 independent of n and t. The Cauchy–Schwarz inequality
implies
|Gi(t)|2 ≤ A
′
√
ti − t
for some A′ > 0, and the result follows. 
We denote by D(C0) ⊂ L2(0, tN ) the domain of the prior covariance op-
erator. The main result of this section is the following.
Theorem 1. Suppose (A1), (A2) and (A3) are satisfied. Then the posterior
covariance is given by
C−11 G = C−10 G+
N∑
i=1
(∫ tN
0
G(s)Gi(s)ds
)
Gi(19)
for all G ∈ D(C0).
We will often find it convenient to use an integral version of this formula,
‖C−1/21 G‖2L2(0,tN ) = ‖C
−1/2
0 G‖2L2(0,tN ) +
N∑
i=1
(∫ tN
0
G(t)Gi(t)dt
)2
,(20)
which shows that the information gain from the ith observation is maximized
in the direction spanned by Gi, and the prior and posterior covariance oper-
ators agree on the codimension one subspace orthogonal to Gi. While it is a
priori clear that a single scalar observation will only yield new information
in one dimension, the importance of (20) is that it allows us to compute this
direction explicitly in terms of the weight ρ. Applications of this formula to
the carbon flux problem are given in Sections 6 and 7.
We start the proof by computing the second variation of the cost func-
tional (10), and relating it to the posterior covariance operator. We recall
that E = Im(C1/20 ) denotes the Cameron–Martin space associated to the
prior covariance operator, which is compactly embedded in L2(0, tN ).
Lemma 5. Let G ∈ E. Then∥∥∥C−1/21 G∥∥∥
L2(0,tN )
=
N∑
i=1
r−2i
∣∣Hq˚G(·, ti)∣∣2 + ∥∥∥C−1/20 G∥∥∥
L2(0,tN )
,(21)
where q˚G denotes the unique solution to (1) with boundary conditions
q˚Gz (0, t) = −G(t), q˚Gz (h, t) = 0
and initial condition
q˚G(z, 0) = 0.
Proof. Viewing the solution to the transport equation given in Proposition
1 as a map F 7→ qF , the linearization is given by
d
ds
∣∣∣∣
s=0
qF+sG = q˚G,
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so we obtain
D2J(F )(G,G) =
d2
ds2
∣∣∣∣
s=0
J(F + sG)
=
N∑
i=1
r−2i
∣∣Hq˚G(·, ti)∣∣2 + ∥∥∥C−1/20 G∥∥∥
L2(0,tN )
for the Hessian of J .
Since the forward problem is linear, the cost functional is quadratic and
has a unique minimizer, which we denote by F¯ . Then Taylor’s theorem
implies
J(F¯ + sG) = J(F¯ ) +
s2
2
D2J(F¯ )(G,G)
for any G. We also have that the posterior measure is Gaussian (cf. Theorem
6.20 and Example 6.23 in [28], and also Section 5 of [1]) hence
J(F ) = J(F¯ ) +
1
2
〈
C−1/21 (F − F¯ ), C−1/21 (F − F¯ )
〉
L2(0,T )
.
Setting F = F¯ + sG and equating the above expressions, we find∥∥∥C−1/21 G∥∥∥
L2(0,tN )
= D2J(F¯ )(G,G),(22)
which completes the proof. 
We use the spectral decomposition of the observational kernel, as pre-
scribed in (17), to complete the proof of Theorem 1.
Proof of Theorem 1. For the ith observation we have
Hq˚G(·, ti) =
∞∑
n=0
an
∫ h
0
ρn(z)q˚
G(z, ti)dz.
We focus on the nth summand, which we write as anHn(ti) with Hn defined
by
Hn(t) =
∫ h
0
ρn(z)q˚
G(z, t)dz.
Differentiating and then applying (13), we have
d
dt
Hn(t) =
∫ h
0
ρn(z)
∂q˚G(z, t)
∂t
dz
= k(0)G(t) − λnHn(t),
because q˚Gt = Lq˚
G, L∗ρn = λnρn, and ρn(0) = 1. Using an integrating
factor, we find
Hn(t) = k(0)e
−λnt
∫ t
0
G(s)eλnsds.
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Summing over n, it follows that
Hq˚G(·, ti) = k(0)
∞∑
n=0
ane
−λnti
∫ ti
0
G(s)eλnsds
for each i. Squaring both sides and summing over i, we obtain (20). Finally,
(19) follows from (20) via a standard polarization argument. 
6. High vs. low altitude observations
Our first application of Theorem 1 is to compare observational weighting
functions concentrated near the surface of the Earth with weights concen-
trated near the top of the atmosphere. We start with a simple example,
letting
ρ±(z) = ρ0(z)± ρ1(z),(23)
where ρ0 and ρ1 are the first two adjoint eigenfunctions defined in (14) with
the normalization ρ0(0) = ρ1(0) = 1. In the case that w = 0 and k = 1, this
is just
ρ±(z) = 1± cos(πz/h),
so we will think of ρ+ and ρ− as being concentrated near the surface of the
earth and the top of the atmosphere, respectively.
We assume a single observation, at time T > 0. According to (20),
information is gained in the directions spanned by
G±(t) = 1± eλ1(t−T ).
Note that G+ and G− are strictly increasing and decreasing, respectively.
Thus an observation made by ρ+ will yield a higher gain in information than
ρ− on the subspace of fluxes that are increasing in magnitude (with respect
to time). It turns out this monotonicity property holds more generally.
Theorem 2. Let ρ ∈ C1[0, h] be increasing (decreasing) with respect to z.
For each 1 ≤ i ≤ N , the function Gi ∈ L2(0, tN ) defined in (18) is decreasing
(increasing) with respect to t.
Proof. It is clear that the function
pi(z, t) :=
∞∑
n=0
ane
λn(t−ti)ρn(z)
satisfies the adjoint equation pit + L
∗pi = 0 on [0, h] × (−∞, ti), with Neu-
mann boundary conditions. Therefore
s(z, t) := piz(z, ti − t)
satisfies the equation
st = (ks)zz + (ws)z
on [0, h] × (0,∞), with Dirichlet boundary conditions. By construction we
have s(z, 0) ≥ 0 and s(0, t) = s(h, t) = 0, so the maximum principle (e.g.
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Lemma 5 of [14]) implies s(z, t) ≥ 0 for all (z, t) ∈ [0, h] × [0,∞). It follows
that sz(0, t) ≥ 0 for t ≥ 0.
We thus have piz(0, t) = 0 and pizz(0, t) ≥ 0 for all t ≤ ti. Evaluating the
adjoint equation at z = 0, we obtain
pit(0, t) = −k(0)pizz(0, t) ≤ 0.
Recalling the normalization ρn(0) = 1, we see that pi(0, t) ∝ Gi(t), with a
positive constant of proportionality, and the result follows. 
While the above result demonstrates a strong connection between the ge-
ometry of ρ(z) and the resulting posterior covariance (via Gi), many ques-
tions of course remain. For instance, while it was shown that ρ+ (ρ−) gives
more information on the subspaces of fluxes that are increasing (decreasing)
with respect to time, it is not immediately clear which is better suited to
determining the mean flux over the observational time window.
From (20) we see that determining which of ρ± yields more information
about the mean flux on [0, T ] is equivalent to determining which of the
functions G± has a larger (in absolute value) orthogonal projection onto the
space of constant functions. We integrate to find∫ T
0
G±(t)dt = T ± 1− e
−λ1T
λ1
.
A simple convexity estimate yields 1 − e−λ1T ≤ λ1T . This implies both of
the integrals above are positive, and so∣∣∣∣∫ T
0
G+(t)dt
∣∣∣∣− ∣∣∣∣∫ T
0
G−(t)dt
∣∣∣∣ = 21 − e−λ1Tλ1 ,
which is clearly positive.
This example suggests that for the purpose of determining the mean flux,
it is advisable to choose a weighting function that is concentrated near the
surface of the Earth. It also illustrates that the comparison of weights is a
rather subtle business, as there is no universal notion of a “best” observation
operator.
7. Targeting and unobservable dimensions
Our second application is to observational targeting: given a “direction of
interest” Ĝ and a time ti, does there exist a weighting function ρ such that
the correspondingGi is proportional to Ĝ? In other words, can one construct
an observation operator of the form (9) that yields maximal information gain
in a given direction Ĝ?
According to Theorem 1, the existence of a weight ρ with the desired
properties is equivalent to the existence of a sequence {an} ∈ ℓ2 such that
Ĝ(t) =
∞∑
n=0
ane
λn(t−ti)
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in L2(0, ti). There are several nontrivial technical details to be resolved in
carrying out this program. First, one needs to determine for which Ĝ such a
sequence exists in ℓ2. Second, one needs to ensure the resulting weight ρ =∑
anρn is nonnegative. Third is the much more difficult question of which
weighting functions can be physically realized by existing instrumentation.
This is closely related to the problem of determining the subspace of
L2(0, ti) spanned by the functions {exp(λn(t − ti))}, where {λn} are the
Sturm–Liouville eigenvalues from the adjoint problem (14). Such non-orthogonal
series expansions arise in controllability problems for the heat equation (cf.
[10]), and there is extensive literature on their completeness properties (see
e.g. [23, 25, 27]).
We simplify the situation by just considering a single observation, at time
T > 0, and asking: given Ĝ ∈ L2(0, T ), does there exist a nonnegative
weight ρ =
∑
anρn in L
2(0, h) such that
GT (t) = k(0)r
−1
T
∞∑
n=0
ane
λn(t−T )
has a nontrivial projection onto Ĝ? In other words, we are requiring only
that there is some decrease in covariance along the given direction Ĝ, and
allow for the possibility that the decrease may be greater elsewhere. We find
that even this more modest demand cannot always be satisfied.
Theorem 3. There exists G ∈ L2(0, T ) such that C1G = C0G for any choice
of ρ.
In other words, there are directions in which one can never gain informa-
tion by making an integrated observation as in (9).
Proof. It follows from (19) that G will have the desired property if and only
if ∫ T
0
G(t)eλntdt = 0
for all n ≥ 0.
However, the growth estimate (16) for the adjoint Sturm–Liouville eigen-
values {λn} immediately gives
∞∑
n=0
1
1 + |λn| <∞,(24)
in which case it is known [23, 25] that the set of functions {exp(λnt)} is not
complete in L2(0, T ). This completes the proof. 
There are two features of the above proof that are deserving of comment.
First, the difficulty in targeting observations comes from the fact that the
observations are spatial, integrated over the atmospheric column at a fixed
time, while the quantity of interest—the flux— is temporal, evaluated at a
fixed point in space over a given interval of time. For instance, if we instead
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consider the initialization problem (where the boundary data is fixed, and
the initial condition q0 is the quantity of interest), it is not hard to see that
an observation at time ti decreases the covariance in the direction spanned
by
∞∑
n=0
ane
−λntiρn(z)(25)
in L2(0, h). Here there are no unobservable subspaces, because the set {ρn}
spans L2(0, h).
Second, we note the significance of the parabolicity of the transport equa-
tion. Since the equation is first-order in time, the functions {Gi} defined in
(18) involve sums of exponentials exp(λnt), with λn ≈ cn2 for large n, for
which (24) is satisfied. In, on the other hand, q solved a wave equation (e.g.
qtt = Lq), the resulting posterior covariance formulas would involve terms
of the form exp(
√
λnt), for which we obtain
∞∑
n=0
1
1 +
√
λn
=∞,
hence the phenomenon of unobservability is not present in the hyperbolic
case.
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