Abstract. We prove local convergence results for the spectra and pseudospectra of sequences of linear operators acting in different Hilbert spaces and converging in generalised strong resolvent sense to an operator with possibly nonempty essential spectrum. We establish local spectral exactness outside the limiting essential spectrum, local ε-pseudospectral exactness outside the limiting essential ε-near spectrum, and discuss properties of these two notions including perturbation results.
Introduction
We address the problem of convergence of spectra and pseudospectra for a sequence (T n ) n∈N of closed linear operators approximating an operator T . We establish regions K ⊂ C of local convergence, 2) where the limits are defined appropriately. Recall that for ε > 0 the ε-pseudospectrum is defined as the open set σ ε (T ) := λ ∈ C : (T − λ)
employing the convention that (T − λ) −1 = ∞ for λ ∈ σ(T ) (see [34] for an overview).
We allow the operators T , T n , n ∈ N, to act in different Hilbert spaces H, H n , n ∈ N, and require only convergence in so-called generalised strong resolvent sense, i.e. the sequence of projected resolvents ((T n −λ) −1 P Hn ) n∈N shall converge strongly to (T − λ) −1 P H in a common larger Hilbert space. The novelty of this paper lies in its general framework which is applicable to a wide range of operators T and approximating sequences (T n ) n∈N : 1) We do not assume selfadjointness as in [29, Section VIII.7] , [36, Section 9.3] , or boundedness of the operators as in [33, 35, 17, 13 ] (see also [14] for an overview).
2) The operators may have non-empty essential spectrum, in contrast to the global spectral exactness results for operators with compact resolvents [3, 27, 37] .
3) The results are applicable, but not restricted to, the domain truncation method for differential operators [26, 9, 10, 11, 28, 15] and to the Galerkin (finite section) method [24, 8, 31, 25, 5, 7, 6 ]. 4) Our assumptions are weaker than the convergence in operator norm [21] or in (generalised) norm resolvent sense [4, 20] .
Regarding convergence of spectra (see (1.1)), the aim is to establish local spectral exactness of the approximation (T n ) n∈N of T , i.e.
(1) local spectral inclusion: For every λ ∈ σ(T ) ∩ K there exists a sequence (λ n ) n∈N of λ n ∈ σ(T n ) ∩ K, n ∈ N, with λ n → λ as n → ∞; (2) no spectral pollution: If there exists a sequence (λ n ) n∈I of λ n ∈ σ(T n ) ∩ K, n ∈ I, with λ n → λ as n ∈ I, n → ∞, then λ ∈ σ(T ) ∩ K.
Concerning pseudospectra (see (1.2)), we define local ε-pseudospectral exactness, -inclusion, -pollution in an analogous way by replacing all spectra by the closures of ε-pseudospectra.
In general, spectral exactness is a major challenge for non-selfadjoint problems. In the selfadjoint case, it is well known that generalised strong resolvent convergence implies spectral inclusion, and if the resolvents converge even in norm, then spectral exactness prevails [36, Section 9.3] . In the non-selfadjoint case, norm resolvent convergence excludes spectral pollution; however, the approximation need not be spectrally inclusive [23, Section IV.3] . Stability problems are simpler when passing from spectra to pseudospectra; in particular, they converge (ε-pseudospectral exactness) under generalised norm resolvent convergence [4, Theorem 2.1]. However, if the resolvents converge only strongly, ε-pseudospectral pollution may occur.
In the two main results (Theorems 2.3, 3.6) we prove local spectral exactness outside the limiting essential spectrum σ ess (T n ) n∈N , and local ε-pseudospectral exactness outside the limiting essential ε-near spectrum Λ ess,ε (T n ) n∈N . The notion of limiting essential spectrum was introduced by Boulton, Boussaïd and Lewin in [8] for Galerkin approximations of selfadjoint operators. Here we generalise it to our more general framework, σ ess (T n ) n∈N := λ ∈ C :
∃ I ⊂ N ∃ x n ∈ D(T n ), n ∈ I, with x n = 1, x n w → 0, (T n − λ)x n → 0 , and further to pseudospectral theory, Λ ess,ε (T n ) n∈N := λ ∈ C : ∃ I ⊂ N ∃ x n ∈ D(T n ), n ∈ I, with x n = 1, x n w → 0, (T n − λ)x n → ε .
Outside these problematic parts, we prove convergence of the (ε-pseudo-) spectra with respect to the Hausdorff metric. In the case of pseudospectra, the problematic part is the whole complex plane if T has constant resolvent norm on an open set (see Theorem 3.8 and also [4] ). The paper is organised as follows. In Section 2 we study convergence of spectra. First we prove local spectral exactness outside the limiting essential spectrum (Theorem 2.3). Then we establish properties of σ ess (T n ) n∈N , including a spectral mapping theorem (Theorem 2.5) which implies a perturbation result for σ ess (T n ) n∈N (Theorem 2.12). In Section 3 we address pseudospectra and prove local ε-pseudospectral convergence (Theorem 3.6). Then we establish properties of the limiting essential ε-near spectrum Λ ess,ε (T n ) n∈N including a perturbation result (Theorem 3.15). In the final Section 4, applications to the Galerkin method of block-diagonally dominant matrices and to the domain truncation method of perturbed constant-coefficient PDEs are studied.
Throughout this paper we denote by H 0 a separable infinite-dimensional Hilbert space. The notations · and ·, · refer to the norm and scalar product of H 0 . Strong and weak convergence of elements in H 0 is denoted by x n → x and x n w → 0, respectively. The space L(H) denotes the space of all bounded operators acting in a Hilbert space H. Norm and strong operator convergence in L(H) is denoted by B n → B and B n s → B, respectively. An identity operator is denoted by I; scalar multiples λI are written as λ. Let H, H n ⊂ H 0 , n ∈ N, be closed subspaces and P = P H : H 0 → H, P n = P Hn : H 0 → H n , n ∈ N, be the orthogonal projections onto the respective subspaces and suppose that they converge strongly, P n s → P .
Throughout, let T and T n , n ∈ N, be closed, densely defined linear operators acting in the spaces H, H n , n ∈ N, respectively. The domain, spectrum, point spectrum, approximate point spectrum and resolvent set of T are denoted by D(T ), σ(T ), σ p (T ), σ app (T ) and (T ), respectively, and the Hilbert space adjoint operator of T is T * . For non-selfadjoint operators there exist (at least) five different definitions for the essential spectrum which all coincide in the selfadjoint case; for a discussion see [16, Chapter IX] . Here we use
which corresponds to k = 2 in [16] . The remaining spectrum σ dis (T ) := σ(T )\σ ess (T ) is called the discrete spectrum. For a subset Ω ⊂ C we denote Ω * := {z : z ∈ Ω}. Finally, for two compact subsets Ω, Σ ⊂ C, their Hausdorff distance is d H (Ω, Σ) := max sup z∈Ω dist(z, Σ), sup z∈Σ dist(z, Ω) where dist(z, Σ) := inf w∈Σ |z − w|.
Local convergence of spectra
In this section we address the problem of local spectral exactness. In Subsection 2.1 we introduce the limiting essential spectrum σ ess (T n ) n∈N and state the main result (Theorem 2.3). Then we establish properties of σ ess (T n ) n∈N in Subsection 2.2, including a spectral mapping theorem (Theorem 2.5) which implies a perturbation result for σ ess (T n ) n∈N (Theorem 2.12). At the end of the section, in Subsection 2.3, we prove the main result and illustrate it for the example of Galerkin approximations of perturbed Toeplitz operators. i) The sequence (T n ) n∈N is said to converge in generalised strong resolvent sense to T , denoted by T n gsr → T , if there exist n 0 ∈ N and λ 0 ∈ n≥n0 (T n ) ∩ (T ) with
ii) The sequence (T n ) n∈N is said to converge in generalised norm resolvent sense to T , denoted by T n gnr → T , if there exist n 0 ∈ N and
The following definition generalises a notion introduced in [8] for the Galerkin method of selfadjoint operators. Definition 2.2. The limiting essential spectrum of (T n ) n∈N is defined as
The following theorem is the main result of this section. We characterise regions where approximating sequences (T n ) n∈N are locally spectrally exact and establish spectral convergence with respect to the Hausdorff metric.
Theorem 2.3.
i) Assume that T n gsr → T and T * n gsr → T * . Then spectral pollution is confined to the set
1)
and for every isolated λ ∈ σ(T ) that does not belong to the set in (2.1), there exists a sequence of λ n ∈ σ(T n ), n ∈ N, with λ n → λ, n → ∞.
ii) Assume that T n gsr → T and T n , n ∈ N, all have compact resolvents. Then claim i) holds with (2.1) replaced by the possibly smaller set
iii) Suppose that the assumptions of i) or ii) hold, and let K ⊂ C be a compact subset such that K ∩σ(T ) is discrete and belongs to the interior of K. If the intersection of K with the set in (2.1) or (2.2), respectively, is contained in σ(T ), then
2.2.
Properties of the limiting essential spectrum. In this subsection we establish properties that the limiting essential spectrum shares with the essential spectrum (see [16, Sections IX.1, 2] ).
The following result follows from a standard diagonal sequence argument; we omit the proof.
Proposition 2.4. The limiting essential spectrum σ ess ((T n ) n∈N ) is a closed subset of C.
The limiting essential spectrum satisfies a mapping theorem.
Theorem 2.5. Let λ 0 ∈ n∈N (T n ) and λ = λ 0 . Then the following are equivalent:
. By Definition 2.2 of the limiting essential spectrum, there exist I ⊂ N and x n ∈ D(T n ), n ∈ I, such that x n = 1, x n w → 0 and (T n − λ)x n → 0. Note that (T n − λ 0 )x n → |λ − λ 0 | = 0, hence there exists N ∈ N such that (T n − λ 0 )x n > 0 for every n ∈ I with n ≥ N . Define
Then y n = 1 and
Moreover, we calculate
It is easy to check that if there exist an infinite subset I ⊂ N and y n ∈ H n , n ∈ I, with y n = 1, y n w → 0 and (
Remark 2.6. For the Galerkin method, Theorem 2.5 is different from the spectral mapping theorem [8, Theorem 7] for semi-bounded selfadjoint operators. Whereas in Theorem 2.5 the resolvent of the approximation, i.e. (P n T | R(Pn) − λ 0 ) −1 , is considered, the result in [8] is formulated in terms of the approximation of the resolvent, i.e. P n (T − λ 0 ) −1 | R(Pn) , which is in general not easy to compute.
The essential spectrum is contained in its limiting counterpart.
For the proof we use the following elementary result.
Lemma 2.8. Assume that T n gsr → T . Then for all x ∈ D(T ) there exists a sequence of elements x n ∈ D(T n ), n ∈ N, with x n = 1, n ∈ N, and
Proof. By Definition 2.1 i) of T n gsr → T , there exist n 0 ∈ N and λ 0 ∈ (T ) such that λ 0 ∈ (T n ), n ≥ n 0 , and
Let x ∈ D(T ) and define
Then, using P n s → P and (2.4), it is easy to verify that y n − x → 0 and T n y n − T x → 0. In particular, there exists n 1 ≥ n 0 such that y n = 0 for all n ≥ n 1 . Now (2.3) follows for arbitrary normalised x n ∈ D(T n ), n < n 1 , and x n := y n / y n , n ≥ n 1 .
Proof of Proposition 2.7. i) Let λ ∈ σ ess (T ). By definition, there exist an infinite subset I ⊂ N and x k ∈ D(T ), k ∈ I, with x k = 1, x k w → 0 and
Let k ∈ I be fixed. Since T n gsr → T , Lemma 2.8 implies that there exists a sequence of elements x k;n ∈ D(T n ), n ∈ N, such that x k;n = 1, x k;n − x k → 0 and T n x k;n − T x k → 0 as n → ∞. Let (n k ) k∈I be a sequence such that n k+1 > n k , k ∈ I, and
ii) The inclusion σ ess (T ) ⊂ σ ess ((T n ) n∈N ) follows from i). Let λ ∈ σ ess ((T n ) n∈N ). By the assumption T n gnr → T , there exist n 0 ∈ N and λ 0 ∈ (T ) with λ 0 ∈ (T n ), n ≥ n 0 , and
. So there are an infinite subset I ⊂ N and x n ∈ H n , n ∈ I, with x n = 1, x n w → 0 and
Moreover, in the limit n → ∞ we have Definition 2.9. Let B n ∈ L(H n ), n ∈ N. The sequence (B n ) n∈N is said to be discretely compact if for each infinite subset I ⊂ N and each bounded sequence of elements x n ∈ H n , n ∈ I, there exist x ∈ H and an infinite subset I ⊂ I so that x n − x → 0 as n ∈ I, n → ∞.
If, in addition, (T n P n ) n∈N is strongly convergent, then
If, in addition, (T n − λ 0 ) −1 P n n∈N is strongly convergent, then
For the proof we need the following lemma. Claim ii) is the "discrete" analogue for operator sequences of the property of operators to be completely continuous.
Consider an infinite subset I ⊂ N and elements x ∈ H 0 and x n ∈ H n , n ∈ I, such that x n w → x as n ∈ I, n → ∞. i) We have x ∈ H and B n x n w → B 0 x ∈ H as n ∈ I, n → ∞. ii) If (B n ) n∈N is discretely compact, then B n x n → B 0 x as n ∈ I, n → ∞.
Proof. i) First note that, for any z ∈ H 0 , we have x n , z = x n , P n z −→ x, P z = P x, z , n ∈ I, n → ∞, and hence x n w → P x. By the uniqueness of the weak limit, we obtain x = P x ∈ H. The weak convergence B n x n w → B 0 x is shown analogously, and also B n x n = P n B n x n w → P B 0 x which proves B 0 x = P B 0 x ∈ H. ii) Assume that there exist an infinite subset I 0 ⊂ I and ε > 0 such that
Since the sequence (x n ) n∈I0 is bounded and (B n ) n∈N is a discretely compact sequence, by Definition 2.9 there exists an infinite subset I ⊂ I 0 such that (B n x n ) n∈ I ⊂ H 0 is convergent (in H 0 ) to some y ∈ H. Then, by claim i), the strong convergence B * n P n s → B * 0 and the weak convergence x n w → x imply B n x n w → B 0 x ∈ H as n ∈ I, n → ∞. By the uniqueness of the weak limit, we obtain y = B 0 x, and therefore (B n x n ) n∈ I converges to B 0 x. The obtained contradiction to (2.7) proves the claim.
Proof of Proposition 2.10. i) Let I ⊂ N be an infinite subset, and let x n ∈ D(T n ), n ∈ I, satisfy x n = 1 and x n w → 0. Lemma 2.11 ii) implies T n x n → 0. Now the first claim follows immediately. Now assume that, in addition, (T n P n ) n∈N is strongly convergent. Then, by [3, Proposition 2.10], the sequence (T * n ) n∈N is discretely compact. Now the second claim follows analogously as the first claim.
ii) The assertion follows from i) and the mapping result in Theorem 2.5; note that (λ − λ 0 ) −1 = 0 for all λ ∈ C.
The limiting essential spectrum is invariant under (relatively) discretely compact perturbations.
If, in addition, (B n P n ) n∈N is strongly convergent, then
ii) For n ∈ N let A n be a closed, densely defined operator in H n . If there exists
is discretely compact and
If, in addition,
Proof. i) Let I ⊂ N be an infinite subset, and let x n ∈ D(T n ), n ∈ I, satisfy x n = 1 and x n w → 0. Lemma 2.11 ii) implies B n x n → 0. Now the first claim follows immediately. Now assume that, in addition, (B n P n ) n∈N is strongly convergent. Then, by [3, Proposition 2.10], the sequence (B * n ) n∈N is discretely compact. Now the second claim follows analogously as the first claim.
ii) By i), we have
. Now the first claim follows from the mapping result in Theorem 2.5.
is discretely compact. Now the second claim follows analogously.
2.3.
Proof of local spectral convergence result and example. In this subsection we prove the local spectral exactness result in Theorem 2.3 and then illustrate it for the Galerkin method of perturbed Toeplitz operators.
First we establish relations of the limiting essential spectrum with the following two notions of limiting approximate point spectrum and region of boundedness (introduced by Kato [23, Section VIII.1]). Definition 2.13. The limiting approximate point spectrum of (T n ) n∈N is defined as
and the region of boundedness of (T n ) n∈N is
bounded .
The following lemma follows easily from Definitions 2.2 and 2.13.
If T n , n ∈ N, all have compact resolvents, then
Under generalised strong resolvent convergence we obtain the following relations.
Proof. i) The proof is analogous to the proof of Proposition 2.7; the only difference is that here weak convergence of the considered elements is not required.
ii) The first inclusion follows from Lemma 2.14 i).
Then there exist an infinite subset I ⊂ N and x n ∈ D(T * n ), n ∈ I, with x n = 1 and (T * n − λ) → 0 as n → ∞. Since (x n ) n∈I is a bounded sequence and H 0 is weakly compact, there exists I ⊂ I such that (x n ) n∈ I converges weakly to some x ∈ H 0 . If
On the other hand, Lemma 2.11 i) yields x ∈ H and (T *
By the uniqueness of the weak limit, we obtain (T
iii) The second equality follows from claim ii), from σ p (T * ) * ⊂ σ app (T * ) * and from claim i) (applied to T * , T * n ). Now we obtain the first equality by replacing T * , T * n by T, T n .
The limiting essential spectrum is related to the region of boundedness as follows.
ii) If T n gsr → T and T n , n ∈ N, all have compact resolvents, then
Proof. i) The claimed identities follow from Lemma 2.14 ii) and Proposition 2.15 iii).
ii) The claims follow from the second part of Lemma 2.14 ii) and Proposition 2.15 ii).
The local spectral convergence result (Theorem 2.3) relies on the following result from [3] .
Proof of Theorem 2.3. i) First note that the set in (2.1) is closed by Proposition 2.4. If λ is an isolated point of σ(T ) and does not belong to the set in (2.1), then there exists ε > 0 so small that
By Proposition 2.16 i), the right hand side coincides with ∆ b (T n ) n∈N ∩ (T ). Now the claims follow from Theorem 2.17.
ii) The proof is analogous to i); we use claim ii) of Proposition 2.16. iii) Assume that the claim is false. Then there exist α > 0, an infinite subset I ⊂ N and λ n ∈ K, n ∈ I, such that one of the following holds:
(1) λ n ∈ σ(T n ) and dist(λ n , σ(T ) ∩ K) > α for every n ∈ I; (2) λ n ∈ σ(T ) and dist(λ n , σ(T n ) ∩ K) > α for every n ∈ I. Note that, in both cases (1) and (2), the compactness of K implies that there exist λ ∈ K and an infinite subset J ⊂ I such that (λ n ) n∈J converges to λ.
First we consider case (1) . There are λ n ∈ σ(T n ), n ∈ J, with λ n → λ ∈ K. Since K does not contain spectral pollution by the assumptions, we conclude λ ∈ σ(T ) ∩ K. Hence
Now assume that (2) holds. The closedness of σ(T ) ∩ K yields λ ∈ σ(T ) ∩ K, and the latter set is discrete by the assumptions. So there exists n 0 ∈ N so that λ = λ n for all n ∈ J with n ≥ n 0 . In addition, by the above claim i) or ii), respectively, there exist µ n ∈ σ(T n ), n ∈ N, so that µ n → λ as n → ∞. Since λ ∈ σ(T ) ∩ K is in the interior of K by the assumptions, there exists n 1 ∈ N so that µ n ∈ K for all n ≥ n 1 . So we conclude that, for all n ∈ J with n ≥ max{n 0 , n 1 },
a contradiction to µ n → λ. This proves the claim.
We illustrate the latter result for the Galerkin method of a compact perturbation of a Toeplitz operator. It is well known that truncating a Toeplitz operator (and compact perturbations of it) to finite sections is not a spectrally exact process but the pseudospectra converge (see [6, Chapters 2, 3] for an overview). We confirm these results using the developed theory of limiting essential spectra. Example 2.18. Denote by {e k : k ∈ N} the standard orthonormal basis of l 2 (N). Let T ∈ L(l 2 (N)) be the Toeplitz operator defined by the so-called symbol
where a k ∈ C, k ∈ Z, are chosen so that f is continuous. This means that, with respect to {e k : k ∈ N}, the operator T has the matrix representation (T ij )
with
The set f (∂B 1 (0)) is called symbol curve. Given λ / ∈ f (∂B 1 (0)), we define the winding number I(f, λ) to be the winding number of f (∂B 1 (0)) about λ in the usual positive (counterclockwise) sense. The spectrum of T is, by [6, Theorem 1.17] , given by
For n ∈ N, let P n be the orthogonal projection of l 2 (N) onto H n := span{e k : k = 1, . . . , n}. It is easy to see that P n s → I. For a compact operator S ∈ L(l 2 (N)), let A := T + S and define A n := P n A| Hn , n ∈ N. We claim that the limiting essential spectra satisfy
hence, by Theorem 2.3, no spectral pollution occurs for the approximation (A n ) n∈N of A, and every isolated λ ∈ σ(A)\σ(T ) is the limit of a sequence (λ n ) n∈N with λ n ∈ σ(A n ), n ∈ N.
To prove these statements, define
The perturbation result in Theorem 2.12 i) implies
So, altogether we arrive at the first inclusion in (2.8). By [6, Theorem 1.17], σ ess (T ) ∪ σ ess (T * ) * = f (∂B 1 (0)) and for λ ∈ σ(T )\f (∂B 1 (0)) the operator T − λ is Fredholm with index ind(T − λ) = −I(f, λ) = 0. This means that σ(T ) is equal to the set σ e4 (T ) defined in [16, Chapter IX] , one of the (in general not equivalent) characterisations of essential spectrum. This set is invariant under compact perturbations by [16, Theorem IX.2.1], hence σ e4 (T ) = σ e4 (A) ⊂ σ(A), which proves the second inclusion in (2.8). The rest of the claim follows from Theorem 2.3.
For a concrete example, let
The symbol curve f (∂B 1 (0)) is shown in Figure 1 in red. The spectrum of the corresponding Toeplitz operator T consists of the symbol curve together with the connected components with winding numbers 1, 2, −1, see Figure 1 (a). So the resolvent set (T ) is the union of the connected components with winding number 0, which are denoted by Ω 1 and Ω 2 in Figure 1 By the above claim, the Galerkin approximation (A n ) n∈N of A := T + S does not produce spectral pollution, and every accumulation point of σ(A n ), n ∈ N, in Ω 1 ∪ Ω 2 belongs to σ(A). Figure 1 (b) suggests that two such accumulation points exist in Ω 1 and six in Ω 2 .
Note that although the points in σ(T ) ⊂ σ(A) are not approximated by the Galerkin method, the resolvent norm diverges at these points, see Figure 1 (b) . This is justified by [7, Proposition 4.2] , which implies that for every λ ∈ σ(A) and every ε > 0 there exists n λ,ε ∈ N with λ ∈ σ ε (A n ), n ≥ n λ,ε (see also Theorem 3.3 below).
Local convergence of pseudospectra
In this section we establish special properties and convergence of pseudospectra. Subsection 3.1 contains the main pseudospectral convergence result (Theorem 3.6). We also study the special case of operators having constant resolvent norm on an open set (Theorem 3.8). In Subsection 3.2 we provide properties of the limiting essential ε-near spectrum Λ ess,ε (T n ) n∈N including a perturbation result (Theorem 3.15), followed by Subsection 3.3 with the proofs of the results stated in Subsection 3.1.
3.1. Main convergence result. We fix an ε > 0.
Definition 3.1. Define the ε-approximate point spectrum of T by
The following properties are well-known, see for instance [34, Chapter 4] and [12] .
If T has compact resolvent, then
with equality if T is selfadjoint.
In contrast to the spectrum, the ε-pseudospectrum is always approximated under generalised strong resolvent convergence. For bounded operators and strong convergence, this was proved by Böttcher-Wolf in [7, Proposition 4.2] (where nonstrict inequality in the definition of pseudospectra is used); claim i) is not explicitly stated but can be read off from the proof. Note that if T has compact resolvent, then claim i) holds for all λ ∈ σ ε (T ) = σ app,ε (T ) by Lemma 3.2 ii). Theorem 3.3. Suppose that T n gsr → T . i) For every λ ∈ σ app,ε (T ) and x ∈ D(T ) with x = 1, (T − λ)x < ε there exist n λ ∈ N and x n ∈ D(T n ), n ≥ n λ , with
and x n − x → 0 as n → ∞.
ii) Suppose that, in addition, T * n gsr → T * . Then for every λ ∈ σ ε (T ) there exists n λ ∈ N such that λ ∈ σ ε (T n ), n ≥ n λ .
The following example illustrates that we cannot omit the additional assumption T * n gsr → T * in Theorem 3.3 ii). In particular, this is a counterexample for [9, Theorem 4.4] where only T n gsr → T is assumed.
Example 3.4. Let T be the first derivative in L 2 (0, ∞) with Dirichlet boundary condition,
We approximate T by a sequence of operators T n in L 2 (0, n), n ∈ N, defined by
Note that {λ ∈ C : Re λ ≥ 0} = σ(T ) ⊂ σ ε (T ). The operators i T n , n ∈ N, are selfadjoint. Hence
Using that {f ∈ D(T ) : supp f compact} is a core of T , [3, Theorem 3.1] implies that T n gsr → T . However, since i T is not selfadjoint, we obtain T * n = −T n gsr → −T = T * . The selfadjointness of i T n and Lemma 3.2 iv) imply
Therefore, for every λ ∈ C with Re λ > ε, we conclude λ ∈ σ ε (T ) but
In order to characterise ε-pseudospectral pollution, we introduce the following sets.
Definition 3.5. Define the essential ε-near spectrum of T by Λ ess,ε (T ) := λ ∈ C : ∃ x n ∈ D(T ), n ∈ N, with
and the limiting essential ε-near spectrum of (T n ) n∈N by
The following theorem is the main result of this section. We establish local ε-pseudospectral exactness and prove ε-pseudospectral convergence with respect to the Hausdorff metric in compact subsets of the complex plane where we have ε-pseudospectral exactness. i) The sequence (T n ) n∈N is an ε-pseudospectrally inclusive approximation of T . ii) Define
Then ε-pseudospectral pollution is confined to
if the operators T n , n ∈ N, all have compact resolvents, then it is restricted to
iii) Let K ⊂ C be a compact subset with
If the intersection of K with the set in (3.1) or (3.2), respectively, is contained in σ ε (T ), then
Remark 3.7. If we compare Theorem 3.6 iii) with [4, Theorem 2.1] for generalised norm resolvent convergence, note that here we do no explicitly exclude the possibility that λ → (T − λ) −1 is constant on an open subset ∅ = U ⊂ (T ). However, if the resolvent norm is equal to 1/ε on an open set U , then U ∩ σ ε (T ) = ∅ and hence the following Theorem 3.8 ii) implies that a compact set K with K ∩ Λ ess,ε (T n ) n∈N ⊂ σ ε (T ) satisfies K ∩ U = ∅. So we implicitly exclude the problematic region U .
In the following result we study operators that have constant resolvent norm on an open set. For the existence of such operators see [30, 4] . 
3.2.
Properties of the limiting essential ε-near spectrum. Proposition 3.10.
i) The sets Λ ess,ε (T ), Λ ess,ε (T n ) n∈N are closed subsets of C. ii) We have
Proof. A diagonal sequence argument implies claim i), and claim ii) is easy to see. 
Hence the left hand side of (3.3) is empty whereas the right hand side equals C by Theorem 3.8.
Analogously as σ ess (T ) ⊂ σ ess (T n ) n∈N (see Proposition 2.7), also the essential ε-near spectrum is contained in its limiting counterpart.
For the proof we use the following simple result. Lemma 3.13. Assume that T * n gsr → T * . Suppose that there exist an infinite subset I ⊂ N and x n ∈ D(T n ), n ∈ I, with x n = 1 and x n w → 0. If ( T n x n ) n∈I is bounded, then T n x n w → 0.
Since H 0 is weakly compact, there exist y ∈ H 0 and an infinite subset I ⊂ I such that (y n ) n∈ I converges weakly to y. We prove that y = 0. Lemma 2.11 i) implies y ∈ H and (T n − λ 0 )
The uniqueness of the weak limit yields (T − λ 0 ) −1 y = 0 and thus y = 0.
Proof of Proposition 3.12. i) The proof is analogous to the one of Proposition 2.7 i). ii) Using claim i), it remains to prove Λ ess,ε (T n ) n∈N ∩ (T ) ⊂ Λ ess,ε (T ). Let λ ∈ Λ ess,ε (T n ) n∈N ∩ (T ). By Definition 3.5, there exist an infinite subset I ⊂ N and x n ∈ D(T n ), n ∈ I, with x n = 1, x n w → 0 and (T n − λ)x n → ε. Since λ ∈ (T ), [3, Proposition 2.16 ii)] implies that there exists n λ ∈ N such that λ ∈ (T n ), n ≥ n λ , and (T n − λ) −1 P n → (T − λ) −1 . Define I 2 := {λ ∈ I : n ≥ n λ } and
Then w n = 1 and w n w → 0 by Lemma 3.13. In addition,
Since, in the limit n ∈ I 2 , n → ∞,
Similarly as for σ ess (T n ) n∈N (see Proposition 2.10), the set Λ ess,ε (T n ) n∈N is particularly simple if the operators T n , n ∈ N, or their resolvents form a discretely compact sequence. Proposition 3.14.
i) If T n ∈ L(H n ), n ∈ N, are so that (T n ) n∈N is a discretely compact sequence and (T * n P n ) n∈N is strongly convergent, then Λ ess,ε (T n ) n∈N = {λ ∈ C : |λ| = ε}.
Proof. i) The proof is similar to the one of Proposition 2.10 i). ii) Assume that there exists λ ∈ Λ ess,ε (T n ) n∈N . Then there are an infinite subset I ⊂ N and x n ∈ D(T n ), n ∈ I, with
By Lemma 3.13, y n w → 0 as n ∈ I, n → ∞. Hence (T n −λ 0 )x n = y n +(λ−λ 0 )x n w → 0 and thus, by the assumptions and Lemma 2.11 ii),
The obtained contradiction to x n = 1, n ∈ I, proves the first claim. The second claim is obtained analogously, using that ((T * n − λ 0 ) −1 ) n∈N is discretely compact by [3, Proposition 2.10].
We prove a perturbation result for Λ ess,ε (T n ) n∈N and, in claim ii), also for σ ess (T n ) n∈N ; for the latter we use that the assumptions used here imply the assumptions of Theorem 2.12.
ii) Let S and S n , n ∈ N, be linear operators in H and H n , n ∈ N, with
Then the sums A := T + S and
Λ ess,ε (T + S) = Λ ess,ε (T ).
Proof. i) The proof is analogous to the proof of Theorem 2.12 i).
ii) The proof relies on the following claim, which we prove at the end. Claim: We have λ 0 ∈ n∈N (A n ) ∩ (A), the sequences
are discretely compact and, in the limit n → ∞,
The second equality in (3.4) follows from the above Claim and Theorem 2.12 ii). Now let λ ∈ Λ ess,ε (A n ) n∈N . Then there exist an infinite subset I ⊂ N and x n ∈ D(A n ), n ∈ I, with
By Lemma 3.13, we conclude y n w → 0 as n ∈ I, n → ∞. Then (A n − λ 0 )x n = y n + (λ − λ 0 )x n w → 0 and thus, by the above Claim and Lemma 2.11 ii),
is discretely compact and (
Proof of Claim:
A Neumann series argument implies that, for every n ∈ N, we have λ 0 ∈ (A n ) and
for A, S, T we obtain analogous equalities. Now we apply [3, Lemma 3.2] to B = (S(T − λ 0 ) −1 ) * and B n = (S n (T n − λ 0 ) −1 ) * , n ∈ N; note that −1 ∈ ∆ b (B n ) n∈N ∩ (B) by assumption (a). Hence we obtain
Now the strong convergences (3.6) follow from (3.7) and assumption (c). To prove discrete compactness of the sequences in (3.5), we use that
Now the claims are obtained by [3, Lemma 2.8 i), ii)] and using assumptions (a), (b) and (A
iii) The assertion follows from claim ii) applied to T n = T , S n = S, n ∈ N.
Proofs of pseudospectral convergence results.
First we prove the ε-pseudospectral inclusion result.
Proof of Theorem 3.3. i) The assumption T n gsr → T and Lemma 2.8 imply that there are x n ∈ D(T n ), n ∈ N, with x n = 1, x n − x → 0, T n x n − T x → 0. Hence there exists n λ ∈ N such that, for all n ≥ n λ ,
ii) By Lemma 3.2 ii), σ ε (T ) = σ app,ε (T ) ∪ σ app,ε (T * ) * . Now the assertion follows from claim i) and the assumptions T n gsr → T , T * n gsr → T * .
Now we confine the set of pseudospectral pollution.
if the inequality is strict, then
Proof. First we prove that
A Neumann series argument yields that, for all n ∈ N so large that |λ n − λ| < 1/C,
The first resolvent identity implies
The right hand side converges to 0 since λ n → λ. This proves (3.8).
The inequality lim sup
So we arrive at the contradiction (T − λ)
, then the mapping result in Theorem 2.5 implies that 1/M 2 ∈ σ ess ((T n − λ)(T * n − λ)) n∈N . Hence there exist an infinite subset I ⊂ N and
, we obtain analogously that λ ∈ Λ ess,1/M (T n ) n∈N .
Next we prove the ε-pseudospectral exactness result.
Proof of Theorem 3.6. i) Let λ ∈ σ ε (T ). Assume that the claim is false, i.e.
Choose λ ∈ σ ε (T ) with |λ − λ| < α/2. By Theorem 3.3 ii), there exists n λ ∈ N such that λ ∈ σ ε (T n ) ⊂ σ ε (T n ), n ≥ n λ , which is a contradiction to (3.9) . ii) Choose λ ∈ C\σ ε (T ) outside the set in (3.1) or (3.2), respectively. Assume that it is a point of ε-pseudospectral pollution, i.e. there exist an infinite subset I ⊂ N and λ n ∈ σ ε (T n ), n ∈ I, with λ n → λ. By the choice of λ and Proposition 2.16 i),
Since λ n ∈ σ ε (T n ), n ∈ I, we have
Now, by Proposition 3.16 and using λ / ∈ Λ ess,(0,ε] , we conclude that (T − λ) −1 = 1/ε. By Theorem 3.8 ii), the level set {λ ∈ (T ) : (T − λ) −1 = 1/ε} does not have an open subset. Hence we arrive at the contradiction λ ∈ σ ε (T ), which proves the claim.
iii) The proof is similar to the one of Theorem 2.3 iii). Assume that the claim is false. Then there exist α > 0, an infinite subset I ⊂ N and λ n ∈ K, n ∈ I, such that one of the following holds:
(1) λ n ∈ σ ε (T n ) and dist(λ n , σ ε (T ) ∩ K) > α for every n ∈ I; (2) λ n ∈ σ ε (T ) and dist(λ n , σ ε (T n ) ∩ K) > α for every n ∈ I. Note that, in both cases (1) and (2), the compactness of K implies that there exist λ ∈ K and an infinite subset J ⊂ I such that (λ n ) n∈J converges to λ.
First we consider case (1). Claim ii) and the assumptions on K imply that λ ∈ σ ε (T ) ∩ K and hence |λ n − λ| ≥ dist(λ n , σ ε (T ) ∩ K) > α, n ∈ J, a contradiction to λ n → λ. Now assume that (2) holds. The assumption
with n ≥ n λ . Since |λ n − λ| → |λ − λ| < α/2, we arrive at a contradiction. This proves the claim.
Finally we prove the result about operators that have constant resolvent norm on an open set.
Proof of Theorem 3.8. i) Let λ 0 ∈ U . By proceeding as in the proof of Theorem 3.6 (with T n = T , λ n = λ = λ 0 , n ∈ N, and M = 1/ε), we obtain 1
and the second case 1/ε 2 ∈ σ ess ((
, then there exists y ∈ H with y = 1 such that (T −λ) −1 y = 1/ε. Hence x := (T −λ) −1 y = 0 satisfies (T −λ)x / x = ε. Note that µ → (T − µ)x is a non-constant subharmonic function on C and thus satisfies the maximum principle. Therefore, in every open neighbourhood of λ 0 there exist points µ such that (T − µ)x / x < ε and thus λ 0 ∈ σ ε (T ), a contradiction.
Since (T − λ) −1 = (T * − λ) −1 = 1/ε for every λ ∈ U , we analogously obtain λ 0 ∈ Λ ess,ε (T ). So there exists a sequence (x n ) n∈N ⊂ D(T ) with x n = 1, x n w → 0 and (T − λ 0 )x n → ε. Define
Then e n = 1 and e n w → 0 by Lemma 3.13 applied to T n = T . In addition, (T − 
note that [4, Theorem 3.2] was proved for complex uniformly convex Banach spaces and is thus, in particular, valid for Hilbert spaces (see [18] for a discussion about complex uniform convexity).
such that λ ∈ (T + K). The second resolvent identity applied twice yields
Since
and hence completely continuous, the weak convergence e n w → 0 yields Ke n → 0. Using (3.10) in addition, we conclude (T + K − λ) −1 − (T − λ 0 ) −1 e n → 0 and hence
Now define
Then w n = 1, w n w → 0 and (T + K − λ)w n = (T + K − λ) −1 e n −1 → ε. Therefore, λ ∈ Λ ess,ε (T + K). Theorem 3.15 i) applied to T n = T and B n = K yields Λ ess,ε (T + K) = Λ ess,ε (T ). So arrive at λ ∈ Λ ess,ε (T ).
In an analogous way as for (3.10), one may show that there exists a normalised sequence (f n ) n∈N ⊂ H with f n w → 0 and (T * − λ 0 ) −2 f n → 0. So, by proceeding as above, we obtain λ ∈ Λ ess,ε (T * ) * . ii) The claim follows from claim i) and Proposition 3.12 i).
Applications and Examples
In this section we discuss applications to the Galerkin method for infinite matrices (Subsection 4.1) and to the domain truncation method for differential operators (Subsection 4.2).
4.1.
Galerkin approximation of block-diagonally dominant matrices. In this subsection we consider an operator A in l 2 (K) (where K = N or K = Z) whose matrix representation (identified with A) with respect to the standard orthonormal basis {e j : j ∈ K} can be split as A = T + S. Here T is block-diagonal, i.e. there exist m k ∈ N with
We further assume that D(T ) ⊂ D(S), D(T * ) ⊂ D(S * ) and that there exists λ 0 ∈ (T ) such that S(T − λ 0 ) −1 is compact and
Define, for n ∈ N,
It is easy to see that P n s → I.
ii) The limiting essential spectra satisfy
hence no spectral pollution occurs for the approximation (A n ) n∈N of A, and for every isolated λ ∈ σ dis (A) there exists a sequence of λ n ∈ σ(A n ), n ∈ N, with λ n → λ as n → ∞. iii) The limiting essential ε-near spectrum satisfies
hence if A does not have constant resolvent norm (= 1/ε) on an open set, then (A n ) n∈N is an ε-pseudospectrally exact approximation of A.
Proof. First note that the adjoint operators satisfy A * n = T * n + S * n , and since, by (4.1), S is T -bounded and S * is T * -bounded with relative bounds < 1, [22, Corollary 1] implies A * = T * + S * . In addition, for any n ∈ N,
Now, using (4.2) everywhere, we check that the assumptions of Theorem 3.15 ii), iii) are satisfied.
(a) We readily conclude
In addition, since S(T − λ 0 ) −1 is assumed to be compact, [16, Theorem IX.2.1] yields σ ess (A) = σ ess (T ).
In claim i) it is left to be shown that A n gsr → A. To this end, we use that (4.2) and P n s → I imply
Now the claim follows from (4.3) and the perturbation result [3, Theorem 3.3] . Note that Theorem 2.12 ii) implies σ ess (A *
The identities in claim ii) are obtained from
Now the local spectral exactness follows from Theorem 2.3. The assertion in iii) follows from an analogous reasoning, using Theorem 3.6; note that if T does not have constant (= 1/ε) resolvent norm on an open set, then Λ ess,ε (T ) ⊂ ∂σ ε (T ) ⊂ σ ε (T ) and hence no ε-pseudospectral pollution occurs. 
For n ∈ N let P n be the orthogonal projection of l 2 (N) onto the first 2n basis vectors, and define A n := P n A| R(Pn) . Using Theorem 4.1, we show that σ ess (A) = {d}, Λ ess,ε (A) = {λ ∈ C : |λ − d| = ε}, that every λ ∈ σ dis (A) is an accumulation point of σ(A n ), n ∈ N, that no spectral pollution occurs and that (A n ) n∈N is ε-pseudospectrally exact.
To this end, define
Then it is easy to check that S := A−T is T -compact and the estimates in (4.1) are satisfied for all λ 0 ∈ C that are sufficiently far from σ(T ). The essential spectrum
To find Λ ess,ε (T ), note that, in the limit k → ∞,
This proves Λ ess,ε (T ) = {λ ∈ C : |λ − d| = ε}. Now the claims follow from 
For an extensive treatment of neutral differential equations with delay, see the monograph [1] (in particular Chapter 3 for second order equations). Let A be the realisation of τ in L 2 (−π, π) with domain
where f is continued 2π-periodically. With respect to the orthonormal basis {e k : k ∈ Z} ⊂ D(A) with e k (t) := e ikt / √ 2π, the operator A has the matrix representation
. . .
We split A to T := diag(T j : j ∈ Z), D(T ) := D(A), and S := A − T . Note that S on D(S) = l 2 (Z) is bounded and T -compact and S * is T * -compact, but T does not have compact resolvent. Next we prove the existence of λ 0 ∈ (T ) such that the estimates in (4.1) are satisfied. To this end, let λ 0 ∈ iR\{0} and estimate
one may check that also
Let P n denote the orthogonal projection onto
and let A n and T n denote the respective Galerkin approximations,
Note that det(A n − λ) = det(T n − λ) for every λ ∈ C, which implies σ(A n ) = σ(T n ) = ± √ a j : j = −n, . . . , n . Hence Theorem 4.1 ii) proves
Now we study the pseudospectra of A and T . In Figure 2 the eigenvalues (blue dots) and nested ε-pseudospectra (different shades of grey) of A n are shown for n = 2, 4, 6 and ε = 0.5, 0.6, . . . , 1.4, 1.5. As n is increased, for ε > 1 the ε-pseudospectra Figure 2 . Eigenvalues (blue dots) and ε-pseudospectra of the truncated 4n × 4n matrices An for n = 2 (top), n = 4 (middle), n = 6 (bottom) and ε = 1.5, 1.4, . . . , 0.6, 0.5. grow and seem to fill the whole complex plane, whereas for ε ≤ 1 they converge to σ ε (A) = C. We prove these observations more rigorously. In fact, we show that there exists an open subset of the complex plane where the resolvent norms of A and T are constant (1/ε = 1). So we cannot conclude ε-pseudospectral exactness using Theorem 4.1 iii). However, ε-pseudospectral inclusion follows from Theorem 3.6 i). In addition, the upper block-triangular form of A implies that if x ∈ H n , then
Hence no ε-pseudospectral pollution occurs. We calculate, for λ = re iϕ with Re(λ 2 ) = r 2 cos(2ϕ) < 0,
Hence, as in [4, Example 3.7] , the resolvent norm of T is constant on a non-empty open set,
One may check that
In addition, since (T j − λ) −1 → 1, j → ∞, for any λ ∈ (T ), we have Λ ess,ε (T ) = Λ ess,ε (T * ) * = ∅, ε = 1. Therefore, using Theorems 3.8 i) and 4.1,
This implies, in particular, that (A − λ) −1 ≥ 1 for all λ ∈ (A). Now we prove that the resolvent norm is constant (= 1) on an open set. To this end, let ϕ be so that cos(2ϕ) < − We assume that p is elliptic, i.e.
For n ∈ N let P n be the orthogonal projection of L 2 (R d ) onto L 2 (−n, n) d , given by multiplication with the characteristic function χ (−n,n) d . It is easy to see that P n s → I.
Theorem 4.4. Let A and A n , n ∈ N, be realisations of τ in L 2 (R) and L 2 (−n, n) d , n ∈ N, respectively, with domains hence no spectral pollution occurs for the approximation (A n ) n∈N of A, and every isolated λ ∈ σ dis (A) is the limit of a sequence (λ n ) n∈N with λ n ∈ σ(A n ), n ∈ N. iii) The limiting essential ε-near spectra satisfy Λ ess,ε (A n ) n∈N = Λ ess,ε (A * n ) n∈N * = Λ ess,ε (A) = {p(ζ) + z : ζ ∈ R d , |z| = ε} ⊂ σ ε (A), (4.8) and so (A n ) n∈N is an ε-pseudospectrally exact approximation of A.
Proof. Let T, S and T n , S n , n ∈ N, be the realisations of τ 1 , τ 2 in L 2 (R) and L 2 (−n, n) d , n ∈ N, respectively, with domains
The operators T and T n , n ∈ N, are normal; the symbol of the adjoint operators T * , T
(S * n (T * n − λ 0 ) −1 ) * P n f = (T n − λ 0 ) −1 S n P n f = P n (T − λ 0 ) −1 Sf
Now the claimed strong convergences follow using (4.10) and the density of
(b) We prove that S n (T n − λ 0 ) −1 n∈N is a discretely compact sequence; for S * n (T * n −λ 0 −1 ) n∈N the argument is analogous. To this end, let I ⊂ N be an infinite subset and let f n ∈ L 2 ((−n, n) d ), n ∈ I, be a bounded sequence. Then there exists an infinite subset I 1 ⊂ I such that (f n ) n∈I1 is weakly convergent in L 2 (R d ); denote the weak limit by f . We show that S n (T n − λ 0 ) −1 f n − S(T − λ 0 ) −1 f → 0 as n ∈ I 1 , n → ∞. Assume that the claim is false, i.e. there exist an infinite subset I 2 ⊂ I 1 and δ > 0 so that
Note that (c) and Lemma 2.11 i) imply that (S n (T n −λ) −1 f n ) n∈I2 converges weakly to S(T − λ 0 ) −1 f . The assumption (4.6) yields
Hence, by (4.9), there exists n 0 ∈ N so large that
2 for all n ∈ I 2 with n ≥ n 0 ; denote by I 3 the set of all such n. An estimate similar to (4.9) reveals that the W k,2 ((−n 0 , n 0 ) d ) norms
are uniformly bounded, and so the Sobolev embedding theorem yields
Altogether we arrive at a contradiction to (4.11), which proves the claim.
It is convenient to represent A n with respect to the Fourier basis and, in a further approximation step, to truncate the infinite matrix to finite sections. We prove that these two approximation processes can be performed in one. For n ∈ N let Proof. Define T n;n := Q n T n | R(Qn) , n ∈ N. Note that Q n T n = T n;n Q n , n ∈ N. Analogously as in the proof of Theorem 4.4, we obtain σ ess (T n;n ) n∈N = σ ess (T ), Λ ess,ε (T n;n ) n∈N = Λ ess,ε (T ), and the respective equalities for the adjoint operators. It is easy to see that S n;n := Q n S n | R(Qn) , n ∈ N, satisfy S n;n (T n;n − λ 0 ) −1 = Q n S n (T n − λ) −1 | R(Qn) , n ∈ N, and hence the discrete compactness of S n;n (T n;n − λ 0 )
−1 n∈N
follows from the one of S n (T n − λ 0 )
and from Q n s → I. By an analogous reasoning, the sequence S * n;n (T * n;n − λ 0 −1 ) n∈N is discretely compact. The rest of the proof follows the one of Theorem 4.4.
