Background: Although an increased risk for death after hip fracture is well established, whether this excess mortality persists over time is unclear.
I
nterest is increasing in quantifying the magnitude and duration of excess mortality after hip fractures for use in cost-effectiveness analyses of strategies for hip fracture prevention (1) (2) (3) . Although an increased risk for death after hip fracture is well established in both women and men, it is unclear whether this excess mortality persists over time (4) .
Although almost all studies have reported an increased risk for death in the first 3 to 6 months after injury, results from long-term (5-to 10-year) follow-up have been conflicting, with some studies finding persistent excess mortality and others finding none (5) (6) (7) (8) . These conflicting results have several potential causes, including differences in control populations, difficulties in comparing crude and adjusted mortality statistics, and differences in model covariates (4 -6, 9 -16) . At longer follow-up, the number of patients at risk and therefore the number of events (deaths) provide limited statistical power (17) . An additional source of variability occurs in time-to-event (survival) analyses when the mortality risk is not constant over time and follow-up varies across the cohorts (17, 18) . Because of these factors, reported hazard estimates are varied and have wide CIs, limiting any inferences physicians or public health policymakers can make. Further drawbacks include limited sample size, low frequency of observations, lack of stratification by sex, and reporting relative rather than absolute risks (17, 19, 20) .
We summarize longitudinal evidence about the magnitude and duration of excess mortality after hip fracture in older men and women.
METHODS

Design Overview
We followed a standardized protocol and conducted a meta-analysis of cohort studies to estimate the pooled relative risk for death after hip fracture by time since fracture (time-to-event meta-analysis). We then used these esti-mates of relative risk to perform absolute risk calculations (life-table methods applied to a U.S. reference population).
Data Sources and Searches
We searched for English and non-English articles by using MEDLINE (Ovid and PubMed, 1957 to May 2009) and EMBASE; the last computerized search was done on 4 May 2009. The Medical Subject Heading terms included hip fracture and mortality. We supplemented the archived computerized search with a manual search of the references of all retrieved articles.
Study Selection
Two independent reviewers scanned titles and available abstracts to identify potentially relevant articles. We selected published studies that used a prospective cohort design and assessed mortality from the time of the hip fracture onward in women and men older than 50 years, performed a life-table analysis (actuarial approach or Kaplan-Meier approach), and constructed survival curves of the group with hip fracture and (at minimum) an ageand sex-matched control group. We excluded reviews, research letters, case-control studies, uncontrolled studies, studies with less than 1-year follow-up, and studies not reporting separate all-cause mortality according to sex. Because included studies encompassed many years and countries, we could not contact authors for unpublished mortality data according to sex.
Data Extraction and Quality Assessment
Two authors independently extracted data and assessed elements of study quality and validity, including completeness of mortality ascertainment, loss to follow-up, and appropriateness of control population. Disagreements were resolved by consensus. Because of feasibility constraints, we did not contact authors for unpublished mortality data according to sex.
Data Synthesis and Analysis
We critiqued multiple characteristics of studies related to validity and generalizability and examined relationships between these characteristics with findings regarding risk for death after hip fracture. We defined the relative hazard (RH) as the relative risk for death after hip fracture compared with control participants over the total follow-up or during a specific interval after injury. We calculated the RH and 95% CI from the survival curves of individual studies by using a graphical approach that showed time trends (18, (21) (22) (23) . We limited the analysis to studies with graphical displays of mortality over time because the risk for death is particularly high during the initial months after the injury and because we wished to establish uniform periods for comparing trends across studies.
To track potential changes in the risk for death over time, we partitioned the time axis of each survival curve into 3-month intervals for the first year after injury and into yearly intervals thereafter. The time axis was initially divided into smaller intervals and subsequently into larger intervals, because a substantial proportion of events (deaths) occurs in the first months after injury. This procedure allowed us to calculate the relative risk for death during a specific period from the time, zero, of injury to a postfracture time, t, since injury (time-specific RH, cumulative RH, or RH t ), as well as a relative risk for death during a given interval, x, provided that the person is alive at the start of that interval (conditional RH, interval RH, or RH x ). We performed the first method to assess the relative differences in survival during the cumulative period from injury to a specific time after injury, such as the relative risk for survival (death) during the 5 years after injury. We performed the other method to reflect a person's prognosis if he or she had already survived the injury for several months or years. The RH x represents the relative risk for death among patients with hip fracture relative to control participants during a given interval (for example, from year 2 to year 3 after injury), provided that the person is alive at the start of this interval (that is, at 2 years after injury).
We determined the pooled estimates of the mean effect of hip fracture on mortality (pooled RH) and the corresponding 95% CIs by using the inverse variance fixed-effects model and the DerSimonian and Laird random-effects model for time-specific and conditional RHs (22, 24) . Point estimates were similar with both models; we present the random-effects analyses with the more conservative RH estimates.
We visually examined forest plots for heterogeneity, assessed between-study heterogeneity with the Cochran Q test (22, 24) , and quantified heterogeneity with the I 2 statistic (25, 26) . We plotted the RH of each study against several potential sources of heterogeneity that we identified a priori, including country of origin (latitude), mean age at entry (years), cohort size, publication year, starting year of study, and total duration of study (years). We also used random-effects categorical and meta-regression analyses (27) to examine whether findings were affected by the following subgroup characteristics: geographic region, defined according to the categories of the Global Burden of Disease 2000 World Health Organization member states project (28); register-based versus hospital-based fracture cohort; studies including only community-dwelling participants versus studies including nursing-home residents; choice of control group; and death ascertained by interview of relatives, death certificates, or civic registries. We explored potential publication bias by funnel plot (22, 24) , the Begg and Mazumdar test (29) , and the Egger test (30, 31) .
In our second step, we translated the estimates of relative risk for death (RHs) derived from the meta-analysis into estimates of the absolute survival differences between patients with hip fracture and control participants. We calculated absolute survival difference for each year up to 10 years after hip fracture by using standard life-table methods applied to U.S. population-based data on age-and sexspecific mortality (19, 32) . Appendix Table 1 (available at www.annals.org) lists details of the mathematical calculations, their derivations, and a description of the underlying assumptions of the model.
The annual mean age-and sex-specific probability of all-cause mortality was based on 2004 U.S. life-tables published by the National Center for Health Statistics (32) . These tables show the age-specific annual probability of dying from all causes for men and women starting at birth and ending at age 100 years. The U.S. annual probability of death was adjusted for the relative risk for death associated with hip fracture RH x , as estimated by the metaanalysis. We used this adjusted annual probability of death to compute the number of deaths that would occur annually and the cumulative number of deaths in 100 000 U.S. women and men with hip fracture and 100 000 U.S. control women and men ( 
Role of the Funding Source
The study was funded by the Fund for Scientific Research and the Willy Gepts Foundation. The funding sources had no role in defining research questions, abstracting data, synthesizing results, or preparing the manuscript or in the decision to submit the manuscript for publication. Figure 1 (available at www.annals.org) shows our search and selection process (33) . Of the 196 full-text articles that we examined, 153 did not display survival curves, 16 did not report separate survival curves according to sex (34 -49) , and 3 were duplicate reports (50 -52) . Twenty-four articles met all inclusion criteria (5, 6, 9 -16, 53-66) and provided survival curves for 22 unique cohorts of women with hip fracture and 17 unique cohorts of men with hip fracture, as well as age-and sexmatched control groups.
RESULTS
Appendix
Considered together, the cohorts included 578 436 women and 154 276 men with hip fracture. Reference mortality data reported in the 24 articles were taken from the general population in 17 studies, Medicare enrollees in 3 studies, hospital control participants without hip fracture in 2 studies, and community-dwelling participants without hip fracture in 2 studies. Survival was documented during observation periods of 1 to 15 years after injury. Six studies had observation periods of 2 years or less, were hospitalbased, started between 1984 and 1995 (calendar year 1989 on average), and included 547 009 women and 144 214 and men with hip fracture (55, 57, 58, (61) (62) (63) .
The overall quality of most studies was good, although they varied in size, duration of observation, selection of control populations, ascertainment of death, and adjustment for comorbid conditions ( Table 2 and Appendix Table 2, available at www.annals.org). In particular, some studies differed substantially from others. Jacobsen and colleagues (58), for example, contributed information on 543 768 and 144 049 U.S. women and men, respectively, with hip fracture (most patients in the overall sample) over a 2-year observation period. Investigators of the Dubbo Osteoporosis Epidemiology Study, an Australian study with a 15-year observation period, acknowledged that selection bias was likely, because participants were healthier than nonparticipants (66, 67) . Three studies with observation periods of 2 years or less (55, 61, 63) interviewed relatives to ascertain death.
Long-term studies, with an observation period of 10 years or more, were started between 1975 and 1989 (calendar year 1980 on average) in Europe (4 studies [10, 11, (12), or Australia (66). In total, they included 6186 women and 3415 men with hip fractures, but only 859 women and 237 men with hip fractures were still alive (at risk) at the beginning of the 9-to 10-year follow-up for these studies. The long-term study from the United States (12) included only men. All of the long-term studies included all patients with hip fracture (without excluding nonambulatory or institutionalized patients), used mortality data from the general population as reference, and recorded deaths by using a civic registry.
Relative Likelihood of Death Figure 1 shows individual-study and pooled summary estimates of the cumulative RHs for long-term (10-year) all-cause mortality, and Figure 2 shows the estimates for short-term (1-year) all-cause mortality. The individual study estimates consistently showed increased mortality after hip fracture, but heterogeneity among the studies was statistically significant, with I 2 values of up to 96%. Appendix Tables 3 to 5 and Appendix Figures 2 and 3 (available at www.annals.org) detail our exploration of potential sources of heterogeneity. Results for pooled summary estimates did not depend on any single outlying study, and excluding studies that seemed to be outliers (for example, Bliuc and colleagues [66]) did not eliminate statistical heterogeneity. The observed probability of death after 1 year in the control participants (for both women and men) ranged from about 2% to 12% across studies. Stratified analyses suggested that some of the observed heterogeneity in female and male cohorts (P Ͻ 0.001 for heterogeneity) might be explained by geographic region. The only factor statistically significantly and positively associated with the cumulative RHs for short-term all-cause mortality in the meta-regression analysis was the duration of observation in cohorts of both female and male patients (R 2 ϭ 22% and 24%, P ϭ 0.047 and 0.008, respectively). However, this relationship disappeared when we omitted the study by Bliuc and colleagues (66) (P Ͼ 0.15 for all). We observed no differences between the groups when post hoc categorical meta-analyses were limited to the group of 6 studies with a 2-year observation period versus the group of the 6 other studies with an observation period of at least 10 years. The pooled RHs for short-term and long-term studies were 2.89 (95% CI, 2.27 to 3.68) and 3.83 (CI, 3.04 to 4.82), respectively, in women, and 3.23 (CI, 1.95 to 5.36) and 4.99 (CI, 3.62 to 6.89), respectively, in men. P values for between-group heterogeneity in women and men were 0.10 and 0.16, respectively. increase in the relative likelihood of death from all causes adjusted for age compared with control participants during the first 3 months after hip fracture. The RHs decreased substantially during the first 2 years after fracture but did not return to the mortality rates seen in age-and sexmatched control participants, even at the longest followup. Fifteen years after injury, the pooled cumulative RHs for women and men were 3.00 (CI, 1.10 to 8.18; 2 studies) and 3.52 (CI, 0.99 to 12.5; 2 studies), respectively. Table 1 shows the pooled estimates of the conditional RH for all-cause mortality in women and men, reflecting the prognosis if the patient had already survived the injury. We observed the highest hazard estimates during the intervals immediately after injury, especially in men, with a subsequent decrease in both sexes. Beginning at the second year, the RH of mortality became relatively constant but remained substantially increased compared with control participants. We observed similar findings in men, even though the excess hazard of mortality did not reach statistical significance during all intervals, presumably because of the smaller number of men at risk and the smaller number of events (deaths) during certain intervals. Merging the estimates beyond the second year after fracture, the annual RH for all-cause mortality was 1.73 (CI, 1.56 to 1.90) in women and 1.61 (CI, 1.48 to 1.74) in men.
Funnel plots and formal statistical tests, including the rank correlation test of Begg and Mazumdar and the test of Egger and colleagues (29 -31), suggested the possibility of publication bias (data not shown).
Absolute Risk for Death
Appendix Table 6 (available at www.annals.org) and Figure 4 show differences in absolute risk for death after hip fracture in the various age and sex groups. Appendix Table 1 gives life-tables for imaginary cohorts of 100 000 older women and 100 000 older men with and without hip fracture. These estimates show, for example, that a white woman in the United States who has a hip fracture at age 80 years has an excess annual mortality of 8%, 11%, 18%, and 22% at 1, 2, 5, and 10 years after injury, respectively. The corresponding figures for a white man in the United States who has a hip fracture at age 80 years are 18%, 22%, 26%, and 20%. Overall, these findings indicate that, in both sexes, excess mortality after hip fracture depends largely on age. At any given age, excess mortality after hip fracture is higher in men than in women. Beyond 5 years after hip fracture, and especially in persons older than 80 years, sex-related differences in excess risk for mortality start to decrease. In the older age categories, age-specific mortality from other causes increases very rapidly. The effect of this competing mortality reduces the absolute excess mortality after hip fracture in the oldest group of patients. Regardless, statistically significant excess mortality persists for 10 years after hip fracture.
DISCUSSION
Our analysis of data from multiple cohort studies showed that older adults have a 5-to 8-fold increased risk for all-cause mortality during the first 3 months after hip fracture. Relative hazards for mortality decreased thereafter but did not return to rates seen in age-and sex-matched control groups without fracture. Moreover, an excess annual mortality for adults with hip fracture persisted over time in both women and men. At any given age, the excess annual mortality after hip fracture was higher in men than in women. Several factors may contribute to the marked increase in short-term relative mortality risk after hip fracture. These include postoperative events associated with hip surgery, such as pulmonary embolism (68), infectious complications (69, 70), heart failure (69, 70), or cardiovascular or pulmonary complications (64) . Multiple comorbid conditions predisposing to fracture, such as dementia, chronic obstructive pulmonary disease, psychiatric conditions, cardiovascular disease, kidney disease, and neurologic diseases could also increase short-term mortality risks (5, 12, 47) . Whether some of these factors could help explain why excess mortality after hip fracture is consistently higher in men than in women merits further study. For example, 1 study suggested that the higher excess mortality in men might be related to an increased risk for postoperative complications, including infections (70). Another study showed that men with fracture have a greater burden of comorbid diseases at the time of fracture than women (71), although comorbid conditions do not fully explain the mortality difference between the sexes (58, 70).
We do not know whether the long-term excess mortality in patients with hip fracture is driven by differences in frailty that existed before hip fracture, were precipitated by hip fracture, or both. Patients with hip fracture are, on average, more functionally impaired and have more comorbid conditions than similar-aged patients without hip fracture. Prospective studies of functional outcomes after fracture also indicate that older adults who have a hip fracture have substantial new functional impairments and loss in quality of life that frequently persist at 1 year (71-73). Many of the components of the frailty syndrome that commonly occur after hip fracture are known risk factors for mortality, including poor mobility, balance, reduced muscle strength, impaired cognition, poor nutritional status, low levels of physical activity, and increased risk for falls (37, 74 -77) . However, 1 study comparing survival in women older than age 70 who had hip fracture with control participants matched by age, sex, comorbid conditions, and functional status found that although short-term mortality (up to 2 years) was more pronounced in women with comorbid disease and functional limitations at the time of fracture, excess mortality more than 2 years after the fracture was restricted to those who had fewer baseline comorbid conditions and functional limitations. This intriguing preliminary finding suggests that hip fracture, perhaps through an inflammatory or immunologic effect, may trigger or accelerate frailty in patients with few comorbid con- ditions at baseline, leading to longer-term effects on survival (78) .
Several limitations affect the certainty and interpretation of our findings. First, some data derived from individual studies could have been biased. Most studies that we analyzed either pooled nursing home residents with community-dwelling participants or did not specify and differentiate nursing home residents from communitydwelling participants. Data from studies that pooled patients with varying underlying risks could potentially overestimate the survival of nursing home residents with hip fracture and underestimate the survival of communitydwelling participants with hip fracture. Most studies assembled cohorts from hospital admissions or lists. These studies missed persons with hip fracture who were never admitted and probably had very high early mortality rates.
Second, we included only studies that displayed results with survival curves, and statistical testing suggested the possibility of publication bias. Third, studies varied, sometimes markedly, in size, duration of observation, selection of control populations, ascertainment of death, and adjustment for comorbid conditions. We had limited ability to explore how the accuracy or precision of RH estimates for short-and long-term mortality were affected by betweenstudy heterogeneity.
Fourth, our analyses do not quantify how much of the observed excess mortality is directly attributable to hip fracture and its sequelae. We could not assess or take into account the potentially confounding effects of comorbid conditions and treatments received. Fifth, mortality rates in the hip fracture and control populations may vary over time and could bias the RH estimates. Life-table methodbased analyses, as used in our study, assume no secular trends in relative risk for death, which may be unrealistic. Indeed, some evidence suggests that mortality risk after hip fracture has increased over time, even with adjustment for demographic shifts in the hip fracture population (47) .
Sixth, although we pooled data from studies conducted in several geographic regions, the generalizability of our estimates of age-specific excess mortality is limited, because we modeled excess mortality only for a white U.S. population. Finally, our modeling of excess mortality was hypothetical and not an actual prospective study.
Regardless of limitations, we believe ours is the first systematic review to provide quantitative estimates of both relative and absolute survival in patients with hip fracture. Meta-analyses of survival data require specific techniques because of data censoring; ignoring censoring may bias the overall estimates. Potentially useful information about timing of events (deaths) and the shape of the published survival curves was not discarded in the current analysis, because we computed an RH and its standard error for each contributing cohort study and then increased the power of our analyses by pooling data. An advantage of this method is that we could estimate the RH of death at several intervals after the injury. The cohorts used in this analysis varied in size, and the designs of the studies were heterogeneous in many respects, but no single study was so large that it dominated the overall results regarding RH for allcause mortality. From a public health perspective, calculations of absolute risk and estimates of excess mortality, such as those presented here, not only allow estimates of the consequences of various diseases and complications but may ultimately contribute to a more appropriate allocation of resources for competing causes of mortality.
Patients with hip fracture have a 5-to almost 8-fold increased hazard of all-cause mortality during the first 3 months after the fracture. This excess mortality decreases substantially during the first 2 years after fracture, but does not return to the mortality rate seen in age-and sexmatched control participants even after 10 years of followup. Over time, this excess mortality RH translates into statistically significant differences in the absolute risk for death. The absolute risk for death and the excess all-cause mortality in patients with hip fracture are largely dependent on age. At any given age, excess mortality after hip fracture is higher in men than in women. These findings may be helpful when performing cost-effectiveness analyses of hip fracture prevention strategies or designing treatment strategies in patients with hip fracture.
APPENDIX
The additional post hoc meta-regression analyses indicated that the cumulative RHs for short-term (1-year) all-cause mortality might be positively associated with the underlying risk at 1 year in female cohorts (R 2 ϭ 15%, P ϭ 0.043) but not in male cohorts (R 2 ϭ 7%, P ϭ 0.18). These findings were similar when the Australian outlier study was excluded (R 2 ϭ 22%, P ϭ 0.030, and R 2 ϭ 3%, P ϭ 0.45, respectively) (Appendix Table 3 and Appendix Figure 3 ) (66).
Because of this information, we also formally explored heterogeneity in baseline mortality rates.
To examine heterogeneity (differences across control groups) and to calculate pooled summary proportions across all samples and for each control group, we used the logit method. In this method, the observed proportions are converted to logits, all analyses (fixed-effects and random-effects models) are performed on the logit, and the final results are converted back into proportions for ease of interpretation (27) . According to the data in the individual studies, the observed probability of death after 1 year ranges from 2.9% to 11.8% and from 2.3% to 11.9% in the female and male control groups, respectively. Our analyses using the logit method confirm that mortality probability values after 1 year are highly heterogeneous in both sexes. In women, the I 2 statistic is 90%, with a P value for the Q statistic less than 0.001 (chi-square ϭ 202.44). In men, the I 2 statistic is 91%, with a P value for the Q statistic less than 0.001 (chi-square ϭ 174.32).
We conducted further post hoc categorical and metaregression analyses to identify potential factors that might influence the underlying mortality risk in the reference populations. Lower baseline risks for all-cause mortality in female cohorts were associated with geographic location (P ϭ 0.031 for the Australian study), control participants taken from community-dwelling populations (P ϭ 0.012), and the study being started in a recent calendar year (P ϭ 0.037) and in male cohorts were associated with geographic location (P ϭ 0.001 for the Australian study) and the study being started in a recent calendar year (P Ͻ 0.001). After we excluded the Australian outlier study, only control participants taken from community-dwelling populations significantly (P ϭ 0.004) affected the baseline risks for all-cause mortality in female cohorts (all other P values Ͼ 0.15). In male cohorts, baseline risk was lower in Europe than in the United States (P ϭ 0.006) (Appendix Table 5 ). * Between-group heterogeneity P value for categorical meta-analyses and model P value for meta-regression analyses. P values are presented without adjustment for multiple testing. † The outlying study is the Dubbo Osteoporosis Epidemiology Study, which was done in Australia and had a 15-year observation period (66). The authors acknowledge that there was probably selection bias in their study because participants were healthier than nonparticipants (67) . ‡ See Appendix Table 4 . § See Appendix Figure 2 . See Appendix Figure 3 . 
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