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Breve descripción del contenido
Los fractales son figuras geométricas que desafían la intuición
por sus propiedades especiales, en particular el hecho de que
su dimensión puede no ser un número natural. En este trabajo
estudiaremos las propiedades básicas de los fractales, su cons-
trucción y su relación con otros elementos de las matemáticas,
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Notación
Lista de los símbolos más usados a lo largo del trabajo.
N Conjunto de los números naturales, esto es, {1,2, . . . }.
Q Conjunto de los número racionales.
R Conjunto de los números reales.
C Conjunto de los números complejos.
|A| Diámetro de A.
Nδ(F) El menor número de conjuntos que forman un δ-recubrimiento de
F .
dimB F Dimensión de conteo de cajas superior de F .
dimB F Dimensión de conteo de cajas inferior de F .
dimB F Dimensión de conteo de cajas de F .
dimH F Dimensión de Hausdorff de F .
dim F Dimensión topológica de F .
F Clausura topológica de F .
L n Medida de Lebesgue n-dimensional.
H s Medida de Hausdorff s-dimensional.
Ds(E, x) Densidad de E en x .
Gδ Conjunto de los conjuntos que se pueden escribir como interseccio-
nes numerables de abiertos.
Fσ Conjunto de los conjuntos que se pueden escribir como uniones
numerables de cerrados.
voln Volumen n-dimensional.
Aδ δ-vecindad de A.
L (C) Longitud de la curva C .
dH(A, B) Distancia de Hausdorff entre A y B.

Resumen
Los fractales son un tipo de conjuntos conocidos por ser “irregulares” a todas las escalas y,
usualmente, ser “autosimilares”. Además, tienen una sorprendente variedad de aplicaciones
desde modelización de superficies de la naturaleza hasta el estudio de sistemas dinámicos
pasando por aplicaciones en economía, física o astronomía.
En este trabajo nos centraremos en comprender con cierto detalle las matemáticas detrás
de la geometría fractal. Así, definiremos y estudiaremos las principales herramientas mate-
máticas usadas para describir y estudiar fractales. En particular, definiremos un concepto
de dimensión que permitirá a los fractales tener como dimensión un número real positivo
cualquiera. Además, daremos un significado preciso y estudiaremos la irregularidad y la
autosimilitud comentadas.
Finalmente, comentaremos brevemente algunas de sus aplicaciones en distintas discipli-
nas matemáticas.
Abstract
Fractal sets are known for being “irregular” and, usually, “self-similar”. Moreover, they
have a surprising variety of applications including modelation of natural surfaces, study of
dynamical systems and applications in economy, physics or astronomy.
In this work we will try to understand the mathematics behind fractal geometry. We will
define and study the main mathematical tools needed to describe and study fractal sets. In
particular, we will define a concept of dimension that will allow fractal sets to have any
positive real number as their dimension. Furthermore, we will give a precise meaning to the
mentioned irregularity and self-similarity.
Finally, we will briefly comment some of the applications in different branches of mat-
hematics.

1. Introducción y ejemplos clásicos.
Benoît Mandelbrot acuña el término fractal en su libro de 1975, The fractal geometry of
nature [20], inspirado en la palabra latina fractus que tiene un doble significado de «frag-
mentado» e «irregular». Como el nombre de su libro indica, la principal motivación de la
introducción del concepto de fractal era la de modelizar la geometría de diversas superfi-
cies naturales. Por ejemplo, según Mandelbrot, la geometría clásica no era suficiente para
describir la superficie de las nubes, la línea costera o ciertas superficies topográficas. No
obstante, esta no era la única motivación pues, además, dichos fractales parecían tener usos
prácticos en disciplinas muy diversas. Comentaremos esto con más detalle en el Capítulo 5.
En cuanto a las matemáticas, Mandelbrot agrupa en este libro una serie de conjuntos
cuya característica común era la de ser muy irregulares. Muchos de estos conjuntos eran ya
conocidos, pero se catalogaban como casos patológicos o degenerados cuyo estudio no me-
recía la pena. Hasta el siglo XIX, las matemáticas se centraban en el estudio de las funciones
diferenciables, es decir, aquellas suficientemete regulares como para poder aproximarlas
por una línea recta en cada punto. Por entonces, la creencia era que el grafo de cualquier
función definida por una “fórmula analítica” era diferenciable [9]. Sin embargo, en 1872,
Weiestrass demostró que si a ∈ N entonces la función
∑∞
n=1 b
n cos(an xπ) es continua pero
no es diferenciable en ningún punto, pues su derivada se vuelve arbitrariamente grande al
aumentar el índice de la suma parcial [30]. En la Figura 1.1 podemos ver gráficas de la
función para distintos valores de a y b.
(a) a = 3, b = 12 (b) a = 3, b =
3
4
Fig. 1.1. Gráficas de los 500 primeros sumandos de la función de Weiestrass entre 0 y 2
para distintos valores de a y b.





cas similares. Sin embargo, nunca publicó una demostración. En 1890, Peano introduce [27]
una curva que llena el espacio, es decir, una aplicación continua y sobreyectiva de [0,1] en
2
[0, 1] × [0, 1]. Estas funciones desafiaban tanto el pensamiento de época que fueron apo-
dadas “monstruos” y fueron, generalmente, ignoradas por la comunidad matemática. Sin
embargo, plantarían una semilla que llevaría a matemáticos posteriores a pensar en nuevos
ejemplos con propiedades similares. Veremos tres de estos ejemplos en este apartado, el
conjunto de Cantor, la curva de Koch y el triángulo de Sierpinski.
Ejemplo 1.1. Construiremos el conjunto de Cantor a través de un proceso iterativo. Sea
E0 el intervalo [0, 1]. Obtendremos E1 dividiendo E0 en tres partes iguales y eliminando el
tercio del medio. De esta forma obtendremos que E1 está formado por dos intervalos, [0,
1
3] y
[23 , 1]. Continuando de esta manera, obtendremos Ek eliminando el tercio del medio en cada
uno de los intervalos que forman Ek−1. Por tanto, Ek consistirá en 2
k intervalos de longitud
3−k cada uno. El conjunto de Cantor F lo formarán aquellos números que pertenezcan a Ek
para todo k ∈ N∪ {0}, es decir, F =
⋂∞
k=0 Ek.
Ejemplo 1.2. La curva de Koch se construye de manera parecida al conjunto de Cantor.
Sea E0 un segmento de recta de una unidad de longitud. El conjunto E1 consiste en cuatro
segmentos obtenidos dividiendo E0 en tres y remplazando el tercio del medio por los otros
dos segmentos del triángulo equilátero cuya base sea el segmento eliminado. Seguimos
construyendo de forma que Ek se obtenga aplicando el procedimiento anterior a cada uno
de los segmentos que forman Ek−1. Ilustramos las primeras etapas de este proceso en la
Figura 1.2. La curva de Koch es el límite de los Ek cuando k→∞.
Fig. 1.2. Curva de Koch.
Ejemplo 1.3. Para construir el triángulo de Sierpinski empezaremos con E0 siendo un trián-
gulo equilátero de lado unitario y los puntos de su interior. Para obtener E1 dividiremos E0
en cuatro triángulos equiláteros, usando los segmentos que unen los puntos medios de ca-
da lado del original, y eliminamos el interior del triángulo del medio. De manera similar
a los ejemplos anteriores, seguimos iterando de forma que Ek se obtenga aplicando este
proceso a cada uno de los triángulos que forman Ek−1. El triángulo de Sierpinski es el límite
de Ek cuando k →∞ que, teniendo en cuenta que Ek ⊂ Ek−1 para todo k ∈ N, puede ser
interpretado como
⋂∞
k=1 Ek. En la Figura 1.3 se ilustran las primeras etapas.
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Fig. 1.3. Triángulo de Sierpinski.
En el año 1918 se publican dos trabajos relevantes para en el desarrollo de lo que hoy
conocemos como fractales. Por un lado, Hausdorff [16] define la dimensión de Hausdorff ,
un concepto fundamental en la geometría fractal y que veremos con detalle en este trabajo.
Cabe destacar al respecto que, un par de décadas más tarde, el matemático ruso Besicovitch
publicó una serie de resultados interesantes utilizando la dimensión de Hausdorff [2–4],
algunos de los cuales veremos en el Capítulo 3. Su trabajo sobre la dimensión de Haus-
dorff fue tan importante como para que algunos autores se refieran a esta como dimensión
de Hausdorff-Besicovitch. Por otro lado, de forma independiente, los matemáticos france-
ses Gaston Julia y Pierre Fatou, trabajaron en resultados sobre iteraciones de funciones de
variable compleja. En particular, definieron los llamados conjuntos de Julia, una clase de
conjuntos que resultan ser fractales. Vemos un ejemplo en la Figura 1.4.
Fig. 1.4. Un ejemplo de conjunto de Julia.
4
En [20], Mandelbrot definía un fractal como un conjunto que cumple que su dimensión
de Hausdorff es estrictamente mayor que su dimensión topológica. Trataremos de darle un
significado a esta definición a lo largo del trabajo. No obstante, el propio Mandelbrot des-
cartaba esta definición en una reedición de su libro en 1982. Kenneth Falconer comenta en
su libro Fractal Geometry. Mathematical Foundations and Applications [12] que esta defini-
ción es muy restrictiva pues deja fuera a conjuntos que parecen merecer ser considerados
fractales. Desde entonces, a pesar de algún intento infructuoso, el término fractal se utiliza
en matemáticas sin una definición precisa. Falconer observa al respecto que, a pesar de no
haber una definición concreta y precisa, sí que existen una serie de características relacio-
nadas con el concepto de fractal. De esta manera, cuando nos refiramos a un conjunto F
como un fractal, tendremos en mente las siguientes propiedades:
(1) F tiene detalles en escalas arbitrariamente pequeñas.
(2) F es demasiado irregular para ser descrito en el lenguaje tradicional de la geometría,
tanto global como localmente.
(3) Usualmente F tiene algún tipo de autosimilitud.
(4) Usualmente, la dimensión de Hausdorff de F es mayor que su dimensión topológica.
(5) En muchos casos de interés, F se define de manera sencilla, probablemente de forma
recursiva.
Retomando el uso de fractales como modelo de ciertas formas naturales, observamos
que no existen fractales en la naturaleza pues a escalas suficientemente pequeñas las ca-
racterísticas fractales desaparecen para dejar paso a las moléculas. No obstante, a ciertas
escalas, se parecen bastante a fractales y puede ser útil considerarlos como tales. Al fin y al
cabo, tampoco existen rectas ni circunferencias perfectas en la naturaleza. Para más detalles
históricos sobre la geometría fractal pueden consultarse los libros [20] y [9].
En cuanto a la estructura de este trabajo, en el Capítulo 2 definiremos y estudiaremos
dos dimensiones fractales, la dimensión de Hausdorff y la dimensión de conteo de cajas.
No obstante, empezaremos el capítulo definiendo la dimensión topológica pues se trata
de la más intuitiva y nos dará un punto de partida a la hora de hablar de dimensiones.
A continuación, introduciremos la dimensión de conteo de cajas pues es la dimensión más
sencilla entre las fractales. Continuaremos con la dimensión de Hausdorff, la más importante
en el estudio de los fractales a nivel teórico. Para ello debemos ampliar conocimientos de
teoría de la medida, en particular, estudiaremos qué son las medidas métricas exteriores
y un método para construirlas. Terminaremos comparando todas las dimensiones vistas y
comentando la motivación de la primera definición de fractal de Mandelbrot.
En el Capítulo 3 utilizaremos algunas de las herramientas de teoría de la medida intro-
ducidas en el capítulo anterior para estudiar las propiedades locales de los s-conjuntos, una
clase de conjuntos de interés al estudiar fractales. Esto nos conducirá a una definición de
irregularidad interesante. Además, enunciaremos un par de teoremas de caracterización de
s-conjuntos en función de si son o no irregulares. Esto nos proporcionará un mayor enten-
dimiento de la estructura de los fractales a nivel teórico.
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En el Capítulo 4 estudiaremos un tipo de autosimilitud, la autosimilitud exacta. Para
ello introduciremos el concepto de sistema iterativo de funciones. Esto nos conducirá a
métodos para construir nuevos fractales, a métodos para obtener representaciones gráficas
de fractales y, probablemente lo más interesante, a un método de cálculo de la dimensión
de Hausdorff de ciertos fractales extremadamente sencillo.
En el Capítulo 5 nos centraremos en alguna de las aplicaciones de los fractales. Empeza-
remos comentando una aplicación de los sistemas iterativos de funciones a la comprensión
de imágenes. Por otro lado, veremos cómo pueden aparecer fractales en el estudio de siste-
mas dinámicos, centrándonos en el ejemplo del modelo logístico. Además, aprovecharemos
para relacionar esto con el llamado “conjunto de Mandelbrot” que tendrá una sorprendente
conexión con los conjuntos de Julia mencionados anteriormente. Por último, recopilaremos,
a modo de divulgación, algunas de las aplicaciones de los fractales más interesantes en las
matemáticas.
Por último, se incluyen dos apéndices. En el Apéndice A se puede consultar el código en
R utilizado para generar algunas de las ilustraciones incluidas en este trabajo. El resto de
ilustraciones utilizadas se han obtenido de diversos libros que se especificarán en cada caso.
En el Apéndice B se incluyen algunas demostraciones auxiliares.
Para cerrar este apartado, comentaremos brevemente la bibliografía utilizada. El princi-
pal libro de referencia a lo largo del trabajo es el ya comentado Fractal Geometry. Mathema-
tical Foundations and Applications [12]. Se trata de un libro que recopila tanto contenidos
teóricos sobre fractales así como distintas aplicaciones. En general, seguiremos la línea de
este libro a lo largo del trabajo. No obstante, hay ciertos contenidos que se omiten para
los que nos harán falta otras fuentes. En primer lugar, necesitaremos libros de teoría de la
medida complementarios. En este trabajo usaremos el libro Measure, topology and fractal
geometry [7], que es un manual sobre fractales en el que se incluyen todos los detalles sobre
teoría de la medida necesarios, y el libro Measure and integration [26] que es más específico
sobre el tema. Además, en algunas demostraciones a lo largo del trabajo, particularmente
en el Capítulo 3, se optará por el libro The geometry of fractal sets [13] también de Falconer.
En segundo lugar, necesitaremos resultados sobre espacios métricos y topología. Para ello
recurriremos al ya mencionado Measure, topology and fractal geometry [7] y al libro Topo-
logy [25], que es un libro especializado de topología. Por último, utilizaremos el libro Chaos
and fractals [28] como referencia para ampliar información a lo largo del trabajo, se trata




La noción de dimensión es un aspecto muy relevante en el estudio de los fractales. Una de
las características especiales de las dimensiones fractales es que no tienen por qué ser núme-
ros enteros. Como veremos, esto es debido a que intentan generalizar la idea familiar de que
una curva regular tiene dimensión uno o una superficie regular dimensión dos. En general, el
concepto de dimensión es algo complicado. Como punto de partida en este capítulo, defini-
remos la dimensión topológica que es el concepto de dimensión más intuitivo. No obstante,
nuestro interés está en las dimensiones fractales. Así, nos centraremos rápidamente en la
dimensión de conteo de cajas, una dimensión fractal cuya definición no requiere de ningún
conocimiento previo, es la más intuitiva y es relativamente fácil de estimar en todo tipo de
conjuntos. Veremos también que esta dimensión tiene algunas características que podemos
considerar como poco interesantes a nivel teórico y que necesitaremos de conocimientos de
teoría de la medida para poder definir una alternativa mejor en este aspecto. Cabe destacar
que hay una gran variedad de “dimensiones fractales” con diversas relaciones entre ellas.
En este trabajo sólo se exponen algunas de las más importantes. El lector interesado puede
encontrar una exhaustiva recopilación de dimensiones fractales en [8, Chapter 1].
2.1. Dimensión topológica
En general, el concepto de dimensión en matemáticas no es sencillo. En este trabajo
nos centraremos en estudiar las dimensiones fractales. No obstante, empezamos definiendo
la dimensión topológica por un doble motivo. En primer lugar, porque es el concepto de
dimensión más antiguo y más intuitivo de los estudiados en este trabajo. Además, como
hemos visto, tiene un papel protagonista en la definición de fractal de Mandelbrot.
Definición 2.1. SeanU un recubrimiento por abiertos de un espacio topológico X y x ∈ X .
Diremos que el número de elementos del recubrimiento U que contienen a x es la multi-
plicidad de U en x y lo denotaremos M(U , x). Diremos que M(U ) = supx∈X {M(U , x)} es
la multiplicidad de U .
Definición 2.2. Sean U y V dos recubrimientos por abiertos de X . Diremos que V es un
refinamiento de U si para todo V ∈ V existe un U ∈ U tal que V ⊂ U .
Utilizaremos el concepto de refinamiento para definir la dimensión topológica de un
espacio topológico. Para ellos consideraremos la cantidad
M(X ) = sup
U
{́ınf{M(V ) : V es un refinamiento de U}} ,
que es la multiplicidad de un refinamiento óptimo en ese sentido. Tomamos el supremo sobre
todos los recubrimientos para descartar casos triviales como el recubrimientoU = {X } que
nos da el valor M(U ) = 1.
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Definición 2.3. Diremos que la dimensión topológica de un espacio topológico X es la can-
tidad M(X ) − 1, es decir, la dimensión es uno menos que la máxima multiplicidad de un
refinamiento óptimo. La denotaremos dim X .
Como vemos la dimensión topológica no tiene una definición muy sencilla. Sin embargo,
se trata del concepto de dimensión más intuitivo. Por ejemplo, en la Figura 2.1 podemos ver
un recubrimiento con multiplicidad 2 para un conjunto de dimensión topológica 1. Obser-
Fig. 2.1. Recubrimiento de un conjunto con dimensión topológica 1. Como vemos el má-
ximo número de abiertos a los que pertenece un punto del conjunto es 2 por lo que la
multiplicidad del recubrimiento es 2. Imagen obtenida en [7].
vamos que la dimensión topológica de un espacio topológico es siempre un número entero
no negativo. Esto supone una diferencia sustancial con las dimensiones fratales que defini-
remos en el resto del capítulo. El lector interesado puede encontrar un estudio detallado de
la dimensión topológica en [7].
2.2. Dimensión de conteo de cajas
Tras una sucinta aparición de la dimensión topológica, nos centramos en las dimensiones
fractales. En primer lugar estudiaremos la dimensión de conteo de cajas. Trabajaremos en
esta sección sobre el espacio euclídeo n-dimensional Rn. Denotaremos por U a un subcon-
junto no vacío de Rn y definimos su diámetro como |U |= sup{|x − y| : x , y ∈ U} ∈ [0,∞],
es decir, la mayor distancia entre dos puntos cualesquiera de U .
Definición 2.4. Diremos que una colección numerable de conjuntos {Un}n∈N es un δ-recu-
brimiento de F si F ⊂
⋃∞
n=1 Un y 0< |Un| ≤ δ para todo n ∈ N.
Dado F un subconjunto de Rn, la idea detrás de la dimensión de conteo de cajas es
tomar, para cada δ > 0, el menor número de conjuntos que formen un δ-recubrimiento de
F , que denotaremos por Nδ(F), con la idea de ver cómo se comporta este número cuando
δ tiende a cero. De esta forma si cuando δ tiende a cero Nδ(F) ≈ cδ−s con c y s constantes
positivas, diremos que F tiene dimensión de conteo de cajas s. La siguiente definición lo
expresa formalmente.
Definición 2.5. Sea F un subconjunto de Rn no vacío y acotado y sea Nδ(F) el menor
número de conjuntos que forman un δ-recubrimiento de F de todos los δ-recubrimientos
posibles. Definimos la dimensión de conteo de cajas superior e inferior, respectivamente,
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En general dimB F ≤ dimB F y, si se da la igualdad, nos referiremos a ese valor como la
dimensión de conteo de cajas de F y se denotará por dimB F .
En la definición pedimos que F sea no vacío y acotado para evitar problemas con log 0
o log∞, pues por un lado al ser no vacío todo recubrimiento de F tiene por lo menos un
elemento y al ser acotado es un subconjunto de un compacto así que por lo menos existe un
recubrimiento finito.
Proposición 2.6 ([12, Equivalent definitions 2.1]). En la Definición 2.5 es equivalente que
Nδ(F) se defina de cualquiera de las siguientes maneras:
(1) el menor número de conjuntos que formen un δ-recubrimiento de F,
(2) el menor número de bolas cerradas que formen un δ-recubrimiento de F,
(3) el menor número de cubos de lado δ que recubran F,
(4) el número de cubos de la forma [m1δ, (m1+1)δ]×· · ·×[mnδ, (mn+1)δ] , con m1, . . . , mn
números enteros, que interseca a F,
(5) el mayor número de bolas disjuntas de radio δ con centro en F.
Demostración. Todas las equivalencias se prueban de manera similar. Para demostrar la equi-
valencia de dos apartados tomamos un conjunto de uno de los apartados, lo recubrimos con
un número constante de conjuntos del otro apartado y viceversa. Con este procedimiento,
al tomar logaritmos podremos demostrar que Nδ(F) en una definición es mayor o igual que
en la otra y viceversa. Probaremos con detalle la equivalencia entre el apartado (1) y el (4).
Para más detalles se puede consultar la demostración en [12].
(1) ⇔ (4) Denotamos por Nδ(F) el menor número de conjuntos de diámetro δ que
recubren F . Sea N ′
δ
(F) el número de cubos de la forma [m1δ, (m1+1)δ]×· · ·×[mnδ, (mn+
1)δ] , con m1, . . . , mn números enteros, que interseca a F . En particular los cubos de N ′δ(F)
proporcionan una colección de conjuntos de diámetro δ
p
n que recubren F , por tanto,
Nδpn(F)≤ N ′δ(F). (2.1)
Por otro lado, podemos recubrir cualquier conjunto de diámetro δ con 3n cubos n-dimen-
sionales de lado δ, para ello tomamos un cubo que interseque al conjunto y, entonces, este

















log3n + log Nδ(F)
− logδ
, (2.3)





n) = log( 1δ) = − logδ. Tomando límites superior e inferior en la








































donde los términos constantes log
p
n y log 3n desaparecen debido a que tanto − log(δ
p
n)
















De lo que se deduce la igualdad.
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La formulación (4) de la definición de dimensión de conteo de cajas es de las más usadas
para estimar esta dimensión computacionalmente. Por ejemplo, para estimar la dimensión
de conteo de cajas de un conjunto F contenido en el plano, dibujamos, para unos cuantos
valores de δ, un cuadrícula con cuadrados o “cajas” de lado δ y contamos el número de
cajas que cortan a F . De esta forma la dimensión de conteo de cajas es aproximadamente la
pendiente de la gráfica de log Nδ contra − logδ. En la Figura 2.2 se ilustra parte este proceso
sobre la frontera de Galicia.
Fig. 2.2. Distintas iteraciones para la aproximación de la dimensión de conteo de cajas
para la frontera de Galicia. Se marcan en amarillo aquellas “cajas” en las que hay puntos
de la frontera.
Veremos en el final de este apartado que la dimensión de conteo de cajas tiene unas
características poco interesantes a nivel teórico y por tanto trabajaremos para definir una
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dimensión mejor en ese aspecto. No obstante, el gran interés que tiene esta dimensión es
precisamente su facilidad de estimarse computacionalmente. En este trabajo hemos comen-
tado un método muy básico utilizando la definición (4), para ver métodos más avanzados
puede consultarse [12, Chapter 4]. A modo de ejemplo, trataremos de calcular a nivel teó-
rico la dimensión de conteo de cajas en alguno de los ejemplos del primer capítulo.
Ejemplo 2.7. Sea F el conjunto de Cantor. Veamos que dimB F =
log2
log3 . Sea Ek el k-esimo
conjunto obtenido en la construcción del Ejemplo 1.1. Tomando δ tal que 3−k < δ ≤ 3−k+1,
los 2k intervalos de longitud 3−k que conforman Ek son un δ-recubrimiento de F y conse-
cuentemente Nδ(F)≤ 2k. Por tanto,
















Por otro lado, sea ahora δ tal que 3−k−1 ≤ δ < 3−k. Entonces cualquier intervalo de longitud
δ interseca como mucho a uno de los intervalos que forman a Ek pues la distancia entre dos
intervalos de Ek es de 3
−k > δ. Como en Ek hay 2
k intervalos, se necesitan por lo menos 2k
intervalos de longitud δ para recubrir F . Por tanto, Nδ(F)≥ 2k y entonces,















De las desigualdades (2.4) y (2.5) deducimos que dimB(F) =
log2
log3 .
Ejemplo 2.8. Sea F el triángulo de Sierpinski. Veamos que dimB = dimB =
log3
log2 . Sea Ek la
k-esima etapa de la construcción del Ejemplo 1.3. Ek consiste en 3
k triángulos equiláteros
con lados de longitud 2−k. Tomando δ tal que 2−k < δ ≤ 2−k+1, dado que F ⊂ Ek para todo














Por otro lado, tomemos δ tal que 2−k−1 < δ ≤ 2−k. Entonces cualquier subconjunto del
plano de diámetro δ interseca como mucho a tres triángulos de Ek, puesto que no puede
intersecar a dos triángulos a distancia mayor que 2−k. Como hay 3k triángulos en Ek y todos
contienen algún punto de F , se necesitan por lo menos 3
k
3 conjuntos de diámetro menor o
igual que δ para recubrir F . Consecuentemente, Nδ(F)≥ 3k−1. Por tanto,











Deducimos entonces que dimB(F) = dimB(F) =
log3
log2 .
En la siguiente proposición enumeramos algunas de las propiedades básicas de la di-
mensión de conteo de cajas.
Proposición 2.9. La dimensión de conteo de cajas cumple las siguientes propiedades:
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(1) Si E ⊂ F, entonces dimB E ≤ dimB F y dimB E ≤ dimB F.
(2) Si F ⊂ Rn no vacío y acotado, entonces 0≤ dimB F ≤ dimB F ≤ n.
(3) dimB es finitamente estable, es decir, dimB(E ∪ F) =máx{dimB E, dimB F}.
(4) Si F ⊂ Rn es abierto, entonces dimB F = n.
(5) Si F es no vacío y finito, dimB F = 0.
Demostración. (1) Como E ⊂ F tenemos que para todo δ > 0, Nδ(E) ≤ Nδ(F) de lo que se
sigue la desigualdad de dimensiones.
(2) Por definición tenemos que 0 ≤ dimB F ≤ dimB F , entonces solo tenemos que ver
dimB F ≤ n. Sean C un cubo n-dimensional de lado m y δ ∈ (0, m). Es fácil ver que podemos
recubrir C con cubos n-dimensionales de lado δ dispuestos como en el apartado (4) de la
Proposición 2.6 utilizando dmδ e
n cubos. Entonces, como dmδ e
n ≤ (mδ + 1)
n = (m+ δ)nδ−n ≤
(2m)nδ−n, existe una constante c = (2m)n tal que Nδ(C) ≤ cδ−n para todo δ ∈ (0, m).
Usando la definición de dimB obtenemos que dimBC ≤ n. Como cualquier conjunto acotado
F está contenido en un cubo n-dimensional, tenemos, por (1), que dimB F ≤ dimBC ≤ n.
(3) En la desigualdad Nδ(E∪ F)≤ Nδ(E)+Nδ(F) dividimos por − logδ (tomando δ < 1
para que no afecte al signo de la desigualdad) y obtenemos, tomando límite superior, que
dimB(E∪F)≤máx{dimB E, dimB F}. Para la desigualdad contraria basta tener en cuenta que
E, F ⊂ E ∪ F .
(4) Como F contiene un cubo n-dimensional C tenemos, razonando de manera similar
a (2), que Nδ(F) ≥ Nδ(C) ≥ cδ−n para alguna constante c lo que implica que dimB(F) ≥ n.
Por (2) tenemos que n≤ dimB F ≤ dimB F ≤ n, por lo que dimB F = n.
(5) Como F es no vacío y finito, F consiste en m puntos distintos. Luego Nδ(F) = m para
todo δ > 0 y, por tanto, dimB F = 0. 
Proposición 2.10 ([12, Proposition 2.6]). Sea E ⊂ R y E su clausura topológica. Entonces
dimB E = dimB E,
dimB E = dimB E.
Demostración. Sea {Bα}kα=1 una colección finita de bolas cerradas de radio δ. Entonces el
conjunto
⋃k
α=1 Bα es cerrado y contiene a E si y sólo si contiene a E ya que por definición la
clausura de un conjunto es el menor cerrado en el que está contenido. Por tanto, el menor
número de bolas cerradas de radio δ que recubren E también recubren E. Teniendo en
cuenta la Proposición 2.6, se da la igualdad de dimensiones. 
Si bien a primera vista esta proposición parece interesante, podemos exponer las debi-
lidades de la dimensión de conteo de cajas a nivel teórico muy fácilmente gracias a ella.
Veamos a través de dos ejemplos cómo conjuntos numerables tienen dimensión de conteo
de cajas mayor que cero, incluso aunque sólo tengan un punto de acumulación.
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Ejemplo 2.11. Gracias a la Proposición 2.10 es sencillo construir un conjunto numerable
con dimensión de conteo de cajas distinta de cero. Sea E el conjunto, numerable, de los
racionales que pertenecen a [0,1]. Entonces E es todo el intervalo [0,1], por la Proposi-
ción 2.10 vemos que dimB E = dimB E = 1. Se trata de un resultado poco interesante pues
la dimensión de cada punto por separado es cero y, sin embargo, su unión numerable tiene
dimensión igual a uno.
Ejemplo 2.12. Sea E = {0} ∪ { 1n}n∈N, veamos que dimB E =
1
2 . Sean δ ∈ (0,
1
2) y k ∈ N el
natural que satisfaga 1(k−1)k > δ ≥
1
k(k+1) .
Veamos en primer lugar que dimB E ≥
1
2 . Sea U un conjunto tal que |U | ≤ δ, entonces
U sólo puede contener a un punto del conjunto { 1n}
k
n=1 pues la distancia entre dos de estos




k(k−1) > δ. Consecuentemente, son necesarios por lo












cuando k→ +∞, que corresponde con δ→ 0, por lo que dimB E ≥
1
2 .
Por otro lado, veamos que dimB E ≤
1
2 . Podemos dividir el intervalo [0,
1
k] en k + 1 in-
tervalos de longitud 1k(k+1) ≤ δ, con esto nos quedan otros k − 1 puntos en E que podemos







log 2+ log k




cuando k→ +∞, que corresponde con δ→ 0, por lo que dimB E ≤
1
2 .
En este ejemplo vemos que basta que un conjunto numerable tenga un único punto de
acumulación para que su dimensión de conteo de cajas sea mayor que cero.
2.3. Teoría de la medida
Nuestro objetivo será tratar de construír una dimensión que corrija las carencias teóricas
de la dimensión de conteo de cajas. No iremos muy lejos en este intento sin la ayuda de la
teoría de la medida, así pues, en este capítulo, introduciremos las nociones de esta rama de
las matemáticas necesarias para poder seguir avanzando. A partir de aquí trabajaremos con
un conjunto cualquiera X .
Definición 2.13. Decimos que una colección S de subconjuntos de X es una σ-álgebra si
∅ ∈ S y S es cerrada bajo uniones numerables y bajo complementarios.
Proposición 2.14 ([7, Theorem 5.2.1]). SeaC una colección de subconjuntos de X , entonces
existe una única σ-álgebra F tal que:
(1) C ⊂F ,
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(2) Si G es una σ-álgebra tal que C ⊂ G entonces F ⊂ G .
Demostración. Veamos en primer lugar que la intersección de una familia de σ-álgebras es
una σ-álgebra. Sea Γ una familia de σ-álgebras y sea B =
⋂
A∈ΓA , veamos que B es
una σ-álgebra. En primer lugar, tenemos que ∅ ∈ B ya que ∅ ∈ A para todo A ∈ Γ por
ser A una σ-álgebra. En segundo lugar, veamos que B es cerrado por complementarios.
Sea A ∈ B , entonces A ∈ A para todo A ∈ Γ y, por tanto, X \ A ∈ A , consecuentemente,
X \ A ∈ B . Por último, veamos que es cerrado por uniones numerables. Sea {An}n∈N con
An ∈ B para todo n ∈ N, entonces An ∈ A para todo n ∈ N y para todo A ∈ Γ , así que
⋃
n∈N An ∈A para todoA ∈ Γ y, consecuentemente,
⋃
n∈N An ∈B .
Para construir la σ-álgebra F consideraremos Γ la familia de todas las σ-álgebras G
tales que C ⊂ G . Γ es no vacío ya que por lo menos la σ-álgebra que forman la familia
de todos los subconjuntos de X pertenece a Γ . Sea F =
⋂
G∈Γ G . F es una σ-álgebra por
ser intersección de σ-álgebras y si G es una σ-álgebra tal que C ⊂ G , entonces G ∈ Γ y,
consecuentemente, F ⊂ G . 
Definición 2.15. Si C es una colección de subconjuntos de X , diremos que la σ-álgebraF
obtenida en la Proposición 2.14, que denotaremos por σ(C ), es la σ-álgebra generada por
C .
Definición 2.16. Decimos que una aplicación µ definida sobre una σ-álgebra S y con
valores en [0,+∞] es una medida si cumple las dos siguientes propiedades:
(1) El conjunto vacío tiene medida igual a 0, es decir,
µ(∅) = 0;
(2) La aplicación µ es σ-aditiva, es decir, para toda colección numerable {En}n∈N de ele-












Teorema 2.17 ([13, Theorem 1.1] Continuidad de la medida). Sea µ una medida definida
en una σ-álgebra S de subconjuntos de X . Entonces se cumple:
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Demostración. (1) Podemos expersar
⋃∞
k=1 Ek como la unión disjunta E1 t
⊔∞
k=2(Ek \ Ek−1).
































(2) Sea Ek = F1 \ Fk, entonces la sucesión Ek∈N es creciente y, como µ(F1)<∞, µ(Ek)<∞
para todo k ∈ N. Además,
⋂∞
k=1 Fk = F1 \
⋃∞






















Definición 2.18. Decimos que una aplicación ν definida sobre todos los subconjuntos de X
y con valores en [0,+∞] es una medida exterior si cumple las siguientes propiedades:
(1) El conjunto vacío tiene medida igual a 0, es decir,
µ(∅) = 0;
(2) ν(A)≤ ν(B) si A⊂ B;
(3) La aplicación ν es σ-subaditiva, es decir, para toda colección numerable {An}n∈N de












Las medidas exteriores son útiles pues por un lado están definidas para cualquier sub-
conjunto de X pero además, como veremos a continuación, siempre existe una σ-álgebra
sobre la que actúa como una medida.
Definición 2.19. Sea ν una medida exterior sobre X . Un subconjunto E ⊂ X se dice ν-
medible (en el sentido de Carathéodory) si para cada subconjunto A de X tenemos que
ν(A) = ν(A∩ E) + ν(A\ E).
Observamos que, como A= (A∩ E)
⋃
(A\ E), por la condición (3) de la Definición 2.18
tenemos que en general se cumple ν(A) ≤ ν(A∩ E) + ν(A \ E). Luego para verificar que
un conjunto E es ν-medible llegará con probar que ν(A) ≥ ν(A∩ E) + ν(A\ E) para todo A
subconjunto de X .
Teorema 2.20 ([13, Theorem 1.2]). Sea ν una medida exterior. La colecciónM de los con-
juntos ν-medibles forma una σ-álgebra y la restricción de ν aM es una medida.
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Demostración. Empezaremos viendo queM es una σ-álgebra.
Claramente ∅ ∈ M pues, para todo A ⊂ X , A∩∅ = ∅ y A \∅ = A, entonces ν(A) =
ν(∅) + ν(A) ya que ν(∅) = 0 por ser ν medida exterior.
Veamos que M es cerrado por complementarios. Para ello, supongamos que E ∈ M
y veamos que X \ E ∈ M . Como E ∈ M tenemos, para todo A ⊂ X , que ν(A) = ν(A ∩
E) + ν(A \ E), además, como A∩ (X \ E) = A \ E y A \ (X \ E) = A∩ E, también se cumple
ν(A∩ (X \ E)) + ν(A\ (X \ E)) = ν(A\ E) + ν(A∩ E) = ν(A). Por tanto, X \ E ∈M .
Veamos que M es cerrado por uniones numerables. Sean {En}n∈N ⊂ M y A ⊂ X . Apli-
cando la igualdad de la Definición 2.19 sucesivamente tenemos que
ν(A) =ν(A∩ E1) + ν(A\ E1)
=ν(A∩ E1) + ν((A\ E1)∩ E2) + ν(A\ (E1 ∪ E2))
























Para todo k ∈ N se cumple
⋃k
j=1 E j ⊂
⋃∞
j=1 E j, lo que implica que A\(
⋃∞
j=1 E j) ⊂ A\(
⋃k
j=1 E j).
















































Por otro lado, como A∩ (
⋃∞










, usando el apartado (3) de la




















































































lo que implica que
⋃∞
j=1 E j ∈M . Por tanto,M es una σ-álgebra.
Por último, veamos que ν restringida aM es una medida. Para ello tenemos que ver que
ν cumple la condición (2) de la Definición 2.16. Por la condición (3) de la Definición 2.18






n=1 ν(En) si {En}n∈N es
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una colección de conjuntos disjuntos deM . Tomando A=
⊔∞




















∩ E j = E j por ser {En}n∈N conjuntos disjuntos. Por lo tanto, la
restricción de ν aM es efectivamente una medida. 
Definición 2.21. Decimos que una medida exterior es regular si para cualquier conjunto A
existe un conjunto ν-medible E tal que A⊂ E y ν(E) = ν(A).
Estaremos interesados en construir una medida exterior tal que la mayoría de conjuntos
sean medibles, en particular, será conveniente que los conjuntos que sean expresables en
términos de uniones o intersecciones de conjuntos abiertos o cerrados sean medibles. A
partir de ahora sea (X , d) un espacio métrico y (X ,τd) el espacio topológico inducido por la
métrica.
Definición 2.22. Llamaremos borelianos o conjuntos de Borel de (X ,τd) a los conjuntos de
la σ-álgebra generada por τd . Denotaremos por Fσ al conjunto de los borelianos que se
puedan expresar como una unión numerable de conjuntos cerrados y Gδ al conjunto de
los borelianos que que se puedan expresar como una intersección numerable de conjuntos
abiertos.
Observamos que en la Definición 2.22 es equivalente decir que los borelianos son los
elementos de la σ-álgebra generada por los abiertos de τd a decir que son los elementos
de la σ-álgebra generada por los cerrados de τd . Esto es debido a que una σ-álgebra es
cerrada por complementarios. Con el objetivo de asegurarnos que los conjuntos de Borel
sean medibles introducimos la siguiente definición.
Definición 2.23. Una medida exterior ν sobre un espacio métrico (X , d) se dice medida
métrica exterior si ν(E∪F) = ν(E)+ν(F) para todo par de subconjuntos E y F positivamente
separados, es decir, tales que d(E, F) := ı́nf{d(x , y) : x ∈ E, y ∈ F}> 0.
Demostraremos a continuación que los borelianos son siempre ν-medibles si ν es una
medida métrica exterior. Para ello demostraremos en primer lugar el siguiente lema.
Lema 2.24 ([26, Lemma 13.1] Carathéodory). Sean ν una medida métrica exterior sobre
(X , d), G ∈ τd y A0 cualquier subconjunto de G. Para todo n ∈ N, sea
An =
§









Demostración. Como para todo n ∈ N, An ⊂ A0 y An ⊂ An+1, tenemos que ν(An) ≤ ν(A0) y
ν(An)≤ ν(An+1). Por tanto, el límite existe y es menor o igual que ν(A0). Consecuentemente
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Como An ⊂ A0 para todo n ∈ N, tenemos que
⋃∞
n=1 An ⊂ A0. Como G es un abierto,
cada punto x ∈ A0 es un punto interior de G y, por tanto, existe un entorno abierto de ese
punto Ux ⊂ G de forma que d(Ux , X \ G) > 0. Consecuentemente, x ∈ Am para un m ∈ N
suficientemente grande. Así, A0 ⊂
⋃∞






Para todo n ∈ N definimos Dn = An+1 \An. De la igualdad (2.10) y el hecho de que An ⊂ An+1
se deduce que









































k∈N ν(D2k+1) es divergente. Supongamos que lo es la primera. La
demostración es completamente análoga si suponemos que lo es la segunda.

































y, por tanto, se cumple la desigualdad (2.9) como queríamos probar. 
Teorema 2.25 ([26, Theorem 13.2]). Si ν es una medida métrica exterior sobre (X , d),
entonces los conjuntos cerrados de (X ,τd) son ν-medibles.
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Demostración. Sean F un conjunto cerrado y A un conjunto cualquiera. Entonces A\ F está






para todo n ∈ N, y
ĺım
n→∞
ν(En) = ν(A\ F). (2.12)
Por la desigualdad (2.11) tenemos que
ν(A)≥ ν[(A∩ F)∪ En] = ν(A∩ F) + ν(En),
y, haciendo tender n→∞, tenemos, por la igualdad (2.12), que
ν(A)≥ ν(A∩ F) + ν(A\ F).
Por tanto, F es ν-medible. 
Corolario 2.26 ([26, Corollary 13.2.1]). Si ν es una medida métrica exterior, entonces los
borelianos son ν-medibles.
Demostración. Por el Teorema 2.20 sabemos que los conjuntos medibles forman una σ-
álgebra. Como los borelianos son la σ-álgebra generada por los cerrados de τd y, por el
Teorema 2.25, los cerrados son medibles tenemos, a consecuencia de la Proposición 2.14,
que los borelianos son medibles. 
Nos centraremos ahora en un método para crear medidas exteriores y medidas métricas
exteriores desarrollado por Carathéodory. Sea A una familia de subconjuntos de X que
recubra a X . Sea c :A → [0,∞] una función cualquiera.
Teorema 2.27 ([7, Theorem 5.2.2] Método I). Existe una única medida exterior ν sobre X
tal que:
(1) ν(A)≤ c(A) para todo A∈A ,
(2) si ν∗ es una medida exterior sobre X de forma que ν∗(A) ≤ c(A) para todo A ∈ A ,
entonces ν∗(B)≤ ν(B) para todo B ⊂ X .
Demostración. Para la unicidad vemos que si dos medidas satisfacen (1) y (2), por (2) cada
una es menor o igual que la otra y por tanto son iguales.








donde el ínfimo se toma sobre el conjunto de todos los recubrimientos numerables D de
B por conjuntos deA . Veamos en primer lugar que ν así definida es una medida exterior.
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Claramente ν(∅) = 0 ya que el conjunto vacío está recubierto por un recubrimiento vacío
y la suma vacía tiene valor cero. Por otro lado, si B ⊂ C , entonces cualquier recubrimiento
de C también es un recubrimiento de B y, consecuentemente, ν(B) ≤ ν(C). Por último, sea












Si ν(Bn) =∞ para algún n, la desigualdad se cumple claramente. Por tanto podemos supo-
ner ν(Bn)<∞ para todo n ∈ N. Sea ε > 0. Para cada n ∈ N podemos escoger, teniendo en
cuenta la definición que introdujimos en la igualdad (2.13),Dn un recubrimiento numerable
de Bn por conjuntos deA de forma que
∑
A∈Dn
c(A)≤ ν(Bn) + 2−nε.
Sea D =
⋃
n∈NDn, entonces D es un recubrimiento numerable de
⋃










































Consecuentemente, ν es una medida exterior.
Por último veamos que ν cumple las dos condiciones del enunciado. Para (1), si A∈A ,





Para (2), supongamos que ν∗ es una medida exterior sobre X tal que ν∗(A)≤ c(A) para todo


















y por tanto ν(B)≥ ν∗(B), como queríamos ver. 
Definición 2.28. Sea C ⊂ Rn un producto cartesiano de intervalos finitos, es decir, C es de
la forma
C = (a1, b1)× (a2, b2)× · · · × (an, bn),
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donde ai < bi para todo i ∈ {1, . . . , n}. Entonces definimos el volumen n-dimensional de C
como
voln(C) = (b1 − a1)(b2 − a2) · · · (bn − an).
Sea F un subconjunto cualquiera de Rn, definimos la aplicación










donde el ínfimo se toma sobre todos los recubrimientos numerables de F por conjuntos que
son productos cartesianos de intervalos finitos. De esta forma L n es una medida exterior
construida siguiendo el Teorema 2.27, donde A son los conjuntos que son productos car-
tesianos de intervalos finitos y c :A → [0,∞] es el volumen n-dimensional. L n se llama
medida exterior de Lebesgue n-dimensional y su restricción a la σ-álgebra de los conjuntos
L n-medibles es la medida de Lebesgue n-dimensional. Se tiene que los conjuntos de Borel
son L n-medibles [5, Proposition 1.3.6].
Por último en este apartado, veamos un método para construir medidas métricas exte-
riores. Sean (X , d) un espacio métrico y A⊂ X , de igual forma que para espacios euclídeos
denotaremos por |A| = sup{d(x , y) : x , y ∈ A} el diámetro de A. Sea A una familia de
subconjuntos de X de forma que para todo x ∈ X y todo ε > 0 existe un A ∈ A tal que
x ∈ A y |A| < ε. Sea c : A → [0,∞] un función cualquiera. Para todo ε > 0 construimos
una medida exterior νε por el método del Teorema 2.27 sobre el conjunto Aε y la función




este límite existe ya que νε(E) crece cuando ε decrece. Para comprobar esto supongamos
0< ε < ε′ entoncesAε ⊂Aε′ y por tanto νε′(E)≤ νε(E) ya que en la definición introducida
en la igualdad (2.13) el ínfimo se toma sobre menos elementos. Diremos que una función
ν0 construida de esta manera está construida a través del Método II.
Teorema 2.29 ([7, Theorem 5.4.4] Método II). Una función ν0 construida a través del
Método II es una medida métrica exterior.
Demostración. En primer lugar veamos que es una medida exterior. Tenemos νε(∅) = 0 y
νε(A) ≤ νε(B) si A ⊂ B por ser νε medida exterior para todo ε > 0. Luego ν0 cumple con
estas dos propiedades también. Veamos que ν0 es σ-subaditiva. Sea {En}n∈N una colección
de subconjuntos de X , por la σ-subaditividad de νε y el hecho de que νε′(E) ≤ νε(E) si




































Por último, veamos que ν0 es una medida métrica exterior. Sean A y B dos subconjuntos de
X positivamente separados, tenemos que demostrar que ν0(A∪ B) = ν0(A) + ν0(B). Como
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ν0 es una medida exterior tenemos que ν0(A∪ B) ≤ ν0(A) + ν0(B), luego solo tenemos que
probar la desigualdad contraria. Sea ε tal que d(A, B) > ε > 0 y sea D un recubrimiento
numerable de A∪ B por conjuntos de Aε. Un conjunto D ∈ D tiene diámetro menor que
d(A, B), por tanto, intersecará como mucho a uno de los dos conjuntos. Consecuentemente
podemos dividir a D en dos colecciones disjuntas D1 y D2, de forma que D1 recubra a A y









c(D)≥ νε(A) + νε(B).
Tomando el ínfimo sobre todos los recubrimientos tenemos que νε(A∪ B) ≥ νε(A) + νε(B).
Por último, tomando el límite cuando ε →∞, deducimos que ν0(A∪ B) ≥ ν0(A) + ν0(B)
como queríamos probar. 
2.4. Medida y dimensión de Hausdorff
Con lo que hemos visto de teoría de la medida ya estamos en disposición de poder definir
la dimensión Hausdorff. Esta es una de las dimensiones fractales más conocidas y utilizadas.
Como veremos tiene propiedades mejores a nivel teórico que la dimensión de conteo de
cajas pero es mas difícil de estimar computacionalmente sobre ejemplos concretos. En lo
que sigue, sean (X , d) un espacio métrico y s un número real positivo.
Definición 2.30. La medida exterior construida a través del Método II usando la aplicación
cs :A −→ R+ definida por cs(A) = |A|s, donde A es el conjunto de todos los subconjuntos
de X , se denomina la medida exterior s-dimensional de Hausdorff y la denotaremos porH s.
Llamaremos medida s-dimensional de Hausdorff a la restricción deH s a la σ-álgebra de los
conjuntosH s-medibles.
Observación 2.31. En este trabajo se denotará porH s tanto a la medida de Hausdorff como
a la medida exterior de Hausdorff. En caso de utilizar la medida de Hausdorff se indicará
expresamente que el conjunto esH s-medible. Por otro lado, nos centraremos en el estudio
de la medida de Hausdorff sobre Rn.
Como H s está construida por el Método II tenemos, en virtud del Teorema 2.27, que
H s es una medida métrica exterior y, por tanto, sabemos, por el Corolario 2.26, que todos
los borelianos sonH s-medibles.
Aplicaremos explícitamente a este caso la construcción de una medida por el Método II
para obtener una definición más explícita de H s. En primer lugar, para cada δ > 0 cons-










donde el ínfimo se toma sobre todos los δ-recubrimientos de F Aδ. Entonces





es la medida exterior s-dimensional de Hausdorff de F .
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Observación 2.32. Se obtiene una definición equivalente de la medida de Hausdorff si en
la ecuación (2.14) el ínfimo se toma sobre todos los δ-recubrimientos de F formados por
conjuntos convexos en vez de conjuntos arbitrarios. Esto es debido a que siempre existe,
para cualquier conjunto, un conjunto convexo del mismo diámetro en el que está contenido.
Además, también se obtiene una definición equivalente si tomamos el ínfimo sobre todos
los δ-recubrimientos abiertos o todos los δ-recubrimientos cerrados [6].
Nos dedicaremos ahora a demostrar algunos resultados sobre la medida de Hausdorff
que nos serán de utilidad. El siguiente teorema demuestra la regularidad de la medida de
Hausdorff junto con algunas consecuencias que nos serán útiles más adelante.
Teorema 2.33 ([13, Theorem 1.6]).
(1) Si E es un subconjunto de Rn, entonces existe un conjunto G perteneciente a Gδ tal que
E ⊂ G yH s(G) =H s(E). En particular,H s es una medida exterior regular.
(2) Cualquier conjuntoH s-medible deH s-medida finita contiene un conjunto perteneciente
a Fσ de igual medida y, por tanto, contiene un conjunto cerrado que difiere de él en un
conjunto de medida arbitrariamente pequeña.
Demostración. (1) Si H s(E) =∞, entonces Rn es un conjunto abierto de igual medida.
Supongamos que H s(E) <∞. Teniendo en cuenta la Observación 2.32 podemos tomar,
para todo k ∈ N, {U km}m∈N un
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(E)+ 1k . Tomando el límite cuando k→∞ y
teniendo en cuenta que E ⊂ G deducimos queH s(E) =H s(G). Como, por el Corolario 2.26,
los conjuntos pertenecientes a Gδ sonH s-medibles,H s es una medida exterior regular.
(2) Sea E un conjunto H s-medible con H s(E) <∞. Usando (1), podemos encontrar
una sucesión {Ok}k∈N de conjuntos abiertos que contengan a E tal que H s(
⋂∞









m para todo k ∈ N, donde {F
k
m}m∈N es una sucesión creciente de conjuntos
cerrados. Tenemos, por la continuidad de la medidaH s, que
ĺım
m→∞
H s(E ∩ F km) =H
s(E ∩Ok) =H s(E),
para todo k ∈ N. Por tanto, dado ε > 0, podemos encontrar un mk tal que
H s(E \ F kmk)< 2
−kε,










H s(E \ F kmk)>H
s(E)− ε.
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Como Fε ⊂
⋃∞
k=1 Ok, tenemos queH
s(Fε \ E) ≤H s(
⋂∞
k=1 Ok \ E) = 0. Por (1) tenemos que
Fε \ E está contenido en un conjunto G perteneciente a Gδ tal que H s(G) = 0. Por tanto,
Fε \ G es un conjunto perteneciente a Fσ, contenido en E y que cumple
H s(Fε \ G)≥H s(Fε)−H s(G)>H s(E)− ε.
Sea {εl}l∈N una sucesión de números reales positivos que converja a cero. Entonces el con-
junto
⋃
l∈N(Fl \G) es un conjunto perteneciente a Fσ, contenido en E y, por el Teorema 2.17,
de igual medida que E. 
Demostraremos a continuación el Teorema del recubrimiento de Vitali. Este resultado
nos permitirá extraer subconjuntos con propiedades interesantes de un tipo de recubrimien-
tos, que definiremos a continuación, llamados recubrimientos de Vitali. Este teorema será de
particular interés en el Capítulo 3.
Lema 2.34 ([13, Lemma 1.7]). Sean E un conjunto H s-medible con H s(E) <∞ y ε > 0.
Entonces existe ρ > 0 que depende solo de E y de ε tal que, para cualquier colección numerable























para todoρ-recubrimiento {Wk}k∈N de E. Sea {Uk}k∈N una colección numerable de conjuntos
de Borel tal que 0 < |Uk| ≤ ρ. De las igualdades (2.15) y (2.14) deducimos que podemos
encontrar un ρ-recubrimiento {Vk}k∈N de E \
⋃∞
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Definición 2.35. Sea E ⊂ Rn. Una colección V de subconjuntos de Rn se llama recubrimien-
to de Vitali de E si para todo x ∈ E y para todo δ > 0, existe un U ∈ V tal que x ∈ U y
0< |U | ≤ δ.
Teorema 2.36 ([13, Theorem 1.10] Teorema del recubrimiento de Vitali). Sea E un
subconjuntoH s-medible de Rn y sea V un recubrimiento de Vitali de conjuntos cerrados para
E. Entonces:
(1) Existe un subconjunto numerable {Un}n∈N de V tal que sus elementos son disjuntos y, o





n=1 Un) = 0.






Demostración. Sea ρ > 0 fijado, podemos asumir que |U | ≤ ρ para todo U ∈ V . Esco-
geremos los Un de manera inductiva. Sea U1 cualquier elemento de V . Supongamos que




=∅}. Si dm = 0,
entonces, como el recubrimiento de Vitali está formado por conjuntos cerrados, tenemos
que E ⊂
⋃m
k=1 Uk y, por tanto, (1) se cumple y el proceso termina. En otro caso tomaremos
Um+1 tal que |Um+1| ≥
dm





Para terminar la demostración de (1), supongamos que este proceso no termina en un
número finito de etapas y que
∑∞
k=1 |Uk|
s <∞ y veamos que entoncesH s(E \
⋃∞
i=1 Ui) = 0.
Para todo n ∈ N, sea Bn una bola con centro en Un y radio 3|Un|. Veamos que para todo










Como el proceso de selección de los {Un} no termina en un número finito de etapas, tenemos
que, para todo x ∈ E \
⋃k








s <∞, tenemos que |Un| → 0 y, consecuentemente, |U |> 2|Um| para algún m ∈ N.
Por el método de selección de los {Un}, U tiene que intersecar a algún Ui con k < i < m para
el cual |U | ≤ 2|Ui|. Consecuentemente, U ⊂ Bi y, por tanto, se cumple el contenido (2.17).




































i=1 Ui) = 0 para
todo δ > 0 y, consecuentemente,H s(E \
⋃∞
i=1 Ui) = 0.




s = ∞, entonces (2) se cumple trivialmente. Supongamos que
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∑∞
i=1 |Ui|
s <∞, entonces, por el apartado (1) y el Lema 2.34 tenemos que


















Vistos estos resultados, nos centraremos en estudiar las propiedades de la medida de
Hausdorff. Para empezar, demostraremos que es, de alguna forma, una generalización de la
medida de Lebesgue. Necesitaremos para ello el siguiente resultado sobre conjuntos conve-
xos.
Teorema 2.37. La medida de Lebesgue n-dimensional de un subconjunto de Rn cerrado, con-
vexo y de diámetro d es, como mucho, la de una bola de diámetro d.
Una demostración de este teorema puede consultarse en [10]. Por otro lado, es conocido





. Puede consultarse una demostración de este resultado en [11].
Teorema 2.38 ([13, Theorem 1.12]). Si E ⊂ Rn entonces L n(E) = cnH n(E), donde L n es






Demostración. Sea ε > 0, teniendo en cuenta la Observación 2.32, podemos construir un








cnε. Consecuentemente L n(E)≤ cnH n(E).
Para ver la desigualdad contraria, sea {Cm}m∈N una colección de conjuntos que sean




voln(Cm)<L n(E) + ε. (2.18)
Para todo m ∈ N, el conjunto de todas la bolas cerradas de radio menor o igual a δ forman un
recubrimiento de Vitali para Cm. Por el Teorema 2.36, existe una colección de bolas disjuntas










































































L n(Cm)< cn−1L n(E) + cn−1ε.
Por tanto, para todo ε y δ positivos se cumple cnH nδ (E)≤L
n(E) + ε y, consecuentemente,
cnH n(E)≤L n(E). 
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De esta forma, la medida de Hausdorff generaliza los conceptos de longitud, área y
volumen. Serán de utilidad a lo largo del trabajo los dos siguientes resultados sobre cómo
se comporta la medida de Hausdorff sobre cierto tipo de transformaciones.
Proposición 2.39 ([12, Proposition 3.1]). Sean F ⊂ Rn y f : F → Rn una aplicación tal
que para todo x , y ∈ F,
| f (x)− f (y)| ≤ c|x − y|
con c ∈ R+. Sea s un número real positivo, entoncesH s( f (F))≤ csH s(F).
Demostración. Si {Un}n∈N es un δ-recubrimiento de F entonces, como
| f (F ∩ Un)| ≤ c|F ∩ Un| ≤ c|Un|,
{ f (F∩Un)}n∈N es un cδ-recubrimiento de f (F). Por tanto,
∑∞





y, consecuentemente, H scδ( f (F)) ≤ c
sH s
δ
(F). Como esta desigualdad se cumple para todo
δ > 0, tomando el límite obtenemos queH s( f (F))≤ csH s(F). 
Proposición 2.40 ([12, Scaling property 3.2]). Sea f : Rn → Rn una aplicación sobreyec-
tiva tal que para todo x , y ∈ Rn,
| f (x)− f (y)|= r|x − y|
con r ∈ R+. Sea s un número real positivo, entoncesH s( f (F)) = r sH s(F).
Demostración. Como | f (x)− f (y)|= r|x − y|, f es inyectiva. Como por hipótesis f es tam-
bién sobreyectiva, tenemos que | f −1(x)− f −1(y)|= r−1|x− y| y el resultado es consecuencia
de aplicar la Proposición 2.39 a f y f −1. 
En particular tenemos que H s es invariante por isometrías, como cabría esperar. Nos
centraremos ahora en en definir una dimensión utilizando la medida de Hausdorff, con este
objetivo, estudiaremos como varíaH s en función de s. Tomando δ < 1 en la ecuación (2.14)
vemos que H s
δ
es decreciente con s, así que, por la igualdad (2.15), H s también lo es.


















(F). Tomando límites vemos que siH s(F)





(F) así que siH t(F) toma un valor positivo entoncesH s(F) es infinito
si s < t. Por tanto,H s(F) ,como función de s, tiene un valor crítico antes del cual la medida
de Hausdorff vale∞ y después del cual vale 0. Esto suscita la siguiente definición.
Definición 2.41. Llamaremos dimensión de Hausdorff de F , denotado dimH F al valor que
cumple,




∞ si s < dimH F,
0 si s > dimH F.
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Observación 2.42. En el análisis previo a la Definición 2.41 hemos omitido los casos en los
queH s(F) = 0 para todo s > 0 yH s(F) =∞ para todo s > 0. Estos casos se corresponden,
respectivamente, con dimH F = 0 y dimH F =∞. El primer caso es, por ejemplo, el de los
subconjuntos finitos de Rn. El segundo caso no se da en el estudio de H s sobre Rn pero
puede darse en espacios más generales como espacios de Hilbert.
Si s = dimH F entonces H s(F) puede tomar cualquier valor en [0,∞]. Llamaremos s-
conjunto a un conjunto H s-medible (en particular un boreliano por el Corolario 2.26) que
cumpla que 0<H s(F)<∞. Los s-conjuntos son los más convenientes para estudiar teóri-
camente. En la práctica la mayoría de conjuntos que nos encontremos serán s-conjuntos [12,
Chapter 5].
Proposición 2.43. La dimensión de Hausdorff cumple las siguientes propiedades,
(1) Si E ⊂ F entonces dimH E ≤ dimH F.
(2) Si F ⊂ Rn, entonces 0≤ dimH ≤ n.
(3) Estabilidad numerable, es decir, si {Fn}n∈N es una sucesión numerable de conjuntos, en-
tonces dimH
⋃∞
n=1 Fn = supn∈N{dimH Fn}.
(4) Si F es numerable, entonces dimH F = 0.
(5) Si F ⊂ Rn es abierto, entonces dimH F = n.
Demostración. (1) Si E ⊂ F , entoncesH s(E)≤H s(F) para todo s > 0 y, consecuentemente,
dimH E ≤ dimH F .
(2) Como la dimensión de Hausdorff es mayor o igual a cero en general, solo tenemos
que probar que si F ⊂ Rn entonces dimH ≤ n. Sea E un subconjunto acotado deRn, entonces
H s(E) = 0 para todo s > n ya que E se puede recubrir con un número finito de cubos n
dimensionales de diámetro δ para todo δ > 0. Como cualquier subconjunto de Rn es unión
numerable de conjunto acotados,H s(F) = 0 si s > n. Por tanto, dimH F ≤ n.
(3) Como Fn ⊂
⋃∞
n=1 Fn para todo n ∈ N, por la propiedad (1) tenemos que dimH Fn ≤
dimH
⋃∞
n=1 Fn. Por otro lado, si s > dimH Fn para todo n ∈ N , entoncesH
s(Fn) = 0 para todo







s(Fn) = 0, lo que implica la desigualdad contraria.
(4) F =
⋃∞
n=1 Fn donde Fn es un punto para todo n ∈ N. Como Fn es un punto tene-
mos que H 0(Fn) = 1 y por tanto dimH Fn = 0. Luego tenemos por la propiedad (3) que
dimH
⋃∞
n=1 Fn = 0.
(5) Como F es abierto, contiene una bola de volumen n-dimensional positivo, luego
dimH F ≥ n. Por (2) obtenemos la desigualdad contraria. 
Por último en este apartado, un resultado interesante en el que la dimensión de Haus-
dorff de un conjunto nos da información sobre su topología.
Proposición 2.44 ([12, Proposition 3.5]). Sea F ⊂ Rn tal que dimH F < 1, entonces F es
totalmente disconexo.
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Demostración. Sean x e y dos puntos distintos de Rn. Definimos la función f : Rn→ [0,∞)
por f (z) = |z − x |. Entonces tenemos que
| f (z)− f (w)|=

|z − x | − |w− x |

≤ |(z − x)− (w− x)|= |z −w|,
por lo que f es lipschitziana. Por la Proposición 2.39, tenemos que dimH f (F)≤ dimH F < 1.
Luego f (F) es un subconjunto de R conH 1-medida cero y, por tanto, R \ f (F) es denso en
R. Consecuentemente, podemos encontrar un r ∈ R \ f (F) tal que 0 < r < f (y). Entonces
tenemos que
F = {z ∈ F : |z − x |< r} ∪ {z ∈ F : |z − x |> r},
por lo que F es igual a la unión de dos conjuntos abiertos disjuntos tales que x e y no
pertenecen al mismo. Por tanto x e y no están en la misma componente conexa de F . Como
x e y eran dos puntos arbitrarios deducimos que F es totalmente disconexo. 
2.5. Comparación de dimensiones. Definición de fractal de
Mandelbrot
Empezamos este apartado comparando las dos definiciones de dimensión fractal vistas
hasta ahora.
Proposición 2.45 ([12, Proposition 3.4]). Sea F ⊂ Rn no vacío y acotado. Entonces
dimH F ≤ dimB F ≤ dimB F.
Demostración. Distinguimos dos casos. En primer lugar, supongamos que H s(F) = 0 para
todo s > 0, entonces dimH F = 0 y el resultado se cumple ya que, por definición, 0 ≤
dimB F ≤ dimB F . En segundo lugar, supongamos que existe s > 0 tal que 1<H
s(F). Como




usando la igualdad (2.14). Tomando logaritmos obtenemos que 0 < log Nδ(F) + s logδ y,
por lo tanto, s ≤ ĺım infδ→0+
log Nδ(F)
− logδ , de lo que se deduce el resultado. 
Por desgracia, existen ejemplos en los que las desigualdades de la Proposición 2.45 son
estrictas. Por lo tanto, en general, si conocemos (o podemos estimar) el valor de una de las
dimensiones solo obtendremos una cota para la otra. En el Capítulo 4 veremos una condición
suficiente para que ambas dimensiones coincidan sobre un conjunto.
Para comparar las dimensiónes fractales con la dimensión topológica hay que tener en
cuenta que la segunda está definida para cualquier espacio topológico sea o no metrizable.
Dicho esto, otra diferencia sustancial es que, como comentábamos anteriormente, a dife-
rencia de las dimensiones de conteo de cajas y de Hausdorff, la dimensión topológica es
un número entero. Por otro lado, en cualquier espacio métrico, se cumple la desigualdad
dim F ≤ dimH F , una demostración de este resultado se puede consultar en [8, Chapter 3].
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Como comentamos en la introducción, Mandelbrot originalmente definió un fractal co-
mo un conjunto cuya dimensión de Hausdorff excedía estrictamente su dimensión topoló-
gica. Expondremos un par de ejemplos que ilustren, por un lado, cuál era la motivación de
esta definición y, por otro lado, por qué no era una “buena” definición. A priori, parecería
razonable definir un fractal como un conjunto tal que su dimensión de Hausdorff no sea
un entero puesto que, intuitivamente, parece que para esto suceda, dicho conjunto tiene
que ser “irregular” de alguna forma (exploraremos con detalle dicha “irregularidad” en el
Capitulo 3). No obstante, existen conjuntos con dimensión de Hausdorff entera y que, sin
embargo, parecen tener ciertas características que habíamos asociado con los fractales en la
introducción. Por ejemplo, consideremos el siguiente resultado, cuya demostración se puede
consultar en el Apéndice B.
Teorema 2.46 ([25, Theorem 44.1]). Sea I = [0,1]. Existe una aplicación continua y so-
breyectiva f : I → I2.
Tenemos entre manos una curva que “llena el espacio”. Como habíamos comentado, el
primer ejemplo de una curva de este tipo fue dado por Peano a finales del siglo XIX y se trata
de uno de los monstruos a los que Mandelbrot consideraba fractales. No obstante, al “llenar
el espacio”, vemos que su dimensión de Hausdorff es 2, es decir, un número entero. Por
tanto, para poder incluír este tipo de curvas como fractales, Mandelbrot amplía la definición
usando la dimensión topológica. De esta manera, este tipo de curvas son fractales en el
sentido de Mandelbrot pues su dimensión topológica es 1.
Como comentábamos en el primer capítulo, en la actualidad no existe ninguna conven-
ción sobre la definición de fractal. Por ejemplo, la definición de Mandelbrot no se acepta pues
existen ciertos conjuntos cuya dimensión de Hausdorff es igual a su dimensión topológica y,
sin embargo, son lo suficientemente irregulares como para que se consideren fractales. Un
ejemplo de uno de estos conjuntos es el grafo de la función de Cantor, también conocido
como “la escalera del diablo”, que podemos ver en la Figura 2.3. Para su definición y más
detalles se pueden consultar [21,28].
Fig. 2.3. Función de Cantor. Imagen obtenida de [20].
3. Propiedades locales de s-conjuntos
En esta sección estudiaremos, con el objetivo de dar una definición formal de “irregu-
laridad”, las propiedades locales de s-conjuntos de Rn, es decir, estudiaremos los entornos
de los puntos de un s-conjunto. Como las demostraciones de muchos de los siguientes re-
sultados son muy laboriosas no las incluiremos en este trabajo. Nuestra forma de proceder
será probar con rigurosidad un resultado más sencillo que el general y después enunciar el
resultado general citando dónde se puede encontrar una demostración. Todos los resultados
presentados en esta parte se enuncian en los Capítulos 2, 3 y 4 de [13].
3.1. Densidad y regularidad
En primer lugar buscaremos un análogo al siguiente teorema de densidad de Lebesgue
para s-conjuntos. Denotaremos por Br(x) la bola cerrada de centro x y radio r.
Teorema 3.1 ([13, Theorem 1.13]). Sea E un subconjunto L n-medible de Rn. Entonces la
densidad de Lebesgue de E en x, definida como
ĺım
r→0+
L n(E ∩ Br(x))
L n(Br(x))
,
existe, es igual a 1 si x ∈ E y es igual a 0 si x /∈ E, excepto para un conjunto de L n-medida
cero.
Empezaremos definiendo el análogo para s-conjuntos a la densidad de Lebesgue. Gracias
a este nuevo concepto de densidad podremos dar una definición de regularidad para s-
conjuntos.
Definición 3.2. Dado s > 0, definimos las densidades superior e inferior de un s-conjunto E
en un punto x ∈ Rn respectivamente como
D
s
(E, x) = ĺım sup
r→0+
H s(E ∩ Br(x))
(2r)s
,
Ds(E, x) = ĺım inf
r→0+





(E, x) = Ds(E, x) decimos que la densidad de E en x existe y la denotamos por Ds(E, x),
siendo esta el valor común.
Definición 3.3. Sea E un s-conjunto. Un punto x ∈ E tal que D
s
(E, x) = Ds(E, x) = 1 se
dice punto regular de E. Un punto x ∈ E que no sea regular se dice irregular. Un s-conjunto
E se dice regular si H s-casi todos sus puntos son regulares y se dice irregular si H s-casi
todos sus puntos son irregulares.
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c(E, x) = ĺımr→0+
§
sup




donde el supremo se toma sobre todos los conjuntos convexos U tales que x ∈ U y 0< |U | ≤
r.




c(E, x). Además, si x ∈ U
entonces U ⊂ B|U |(x). Por tanto,
H s(E ∩ U)
(2|U |)s
≤
H s(E ∩ B|U |(x))
(2|U |)s
,













Trataremos ahora de dar una caracterización de s-conjuntos regulares e irregulares. Para
ello necesitaremos unos resultados sobre las densidades que veremos a continuación. Para
empezar, como trabajaremos con la medida de Hausdorff, necesitamos probar que los con-
juntos con los que vamos a trabajar sonH s-medibles. Demostraremos en el siguiente lema
algunos casos sencillos.
Lema 3.5 ([13, Lemma 2.1]). Sea E un s-conjunto de Rn. Entonces se cumple que:
(1) H s(E ∩ Br(x)) es, como función de x, Borel-medible para todo r, es decir, el conjunto
{x ∈ Rn :H s(E ∩ Br(x))< c} es un boreliano para todo c ∈ R+.
(2) Ds(E, x) y D
s
(E, x) son, como funciones de x, Borel-medibles.
Demostración. (1) Sean r,α > 0 y F = {x ∈ Rn : H s(E ∩ Br(x)) < α}. Sea x ∈ F . Por el
Teorema 2.17 tenemos que, para cualquier sucesión {δn}n∈N de números reales positivos
decreciente y que converge a cero,
ĺım
n→∞
H s(E ∩ Br+δn(x)) =H
s(E ∩ Br(x)).
Por tanto podemos encontrar un ε > 0 tal queH s(E ∩ Br+ε(x))< α. Si y ∈ Bε(x), tenemos
que Br(y) ⊂ Br+ε(x) y, consecuentemente,H s(E∩Br(y))< α. Entonces Bε(x) es un entorno
de x contenido en F y, como esto se cumple para todo x ∈ F , F es un conjunto abierto de
Rn. Como esto es cierto para todo α > 0, concluimos queH s(E ∩ Br(x)) es Borel-medible.
(2) Demostraremos que Ds(E, x) es Borel-medible, el caso de D
s
(E, x) se prueba de forma
parecida. Sea α > 0, veamos que el conjunto {x ∈ Rn : Ds(E, x) < α} es un conjunto de
Borel. Usando el apartado (1) tenemos que el conjunto Gr = {x ∈ Rn : H s(E ∩ Br(x)) <
α(2r)s} es un abierto para todo r ∈ R+. Veamos que el conjunto
Fρ = {x ∈ Rn :H s(E ∩ Br(x))< α(2r)s para algún r < ρ},
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es abierto. Sea x ∈ Fρ, entonces existe r0 < ρ tal que H s(E ∩ Br0(x)) < α(2r0)
s. Entonces,
x ∈ Gr0 ⊂ Fρ donde, como acabamos de ver, Gr0 es un abierto.
Por la definición de Ds(E, x), tenemos que
{x ∈ Rn : Ds(E, x)< α}=
§
















ya que si ρ1 ≥ ρ2 entonces Fρ1 ⊂ Fρ2 . Luego, {x ∈ R
n : D(E, x) < α} es un conjunto
perteneciente a Gδ y, por tanto, un conjunto de Borel para todo α > 0. Consecuentemente
Ds(E, x) es una función de x Borel-medible. 
Demostrar que la densidad convexa superior es Borel-medible es más complicado por
lo que en este trabajo asumiremos que los conjuntos definidos usando dicha densidad son
medibles. El lector interesado puede encontrar una demostración completa de los siguientes
resultados en [8] donde en vez de la densidad convexa superior se utiliza una densidad
basada en una dimensión fractal no vista en este trabajo (en [13] no se demuestra que la
densidad convexa superior sea Borel-medible).
Los dos siguientes teoremas son resultados sobre la densidad convexa superior que uti-
lizaremos más adelante, junto a la desigualdad (3.1), para obtener los resultados que bus-
camos sobre las densidades superior e inferior.
Teorema 3.6 ([13, Theorem 2.2]). Sea E un s-conjunto de Rn, entonces D
s
c(E, x) = 0 para
H s-casi todo x /∈ E.
Demostración. Sea α > 0, vamos a probar que el conjunto medible F = {x /∈ E : D
s
c(E, x) >
α} es de medida cero. Sea δ > 0. Por el Teorema 2.33 existe un conjunto cerrado E1 ⊂ E tal
queH s(E \ E1)< δ. Sean ρ > 0 y
V = {U ⊂ Rn : U es cerrado y convexo,0< |U | ≤ ρ, U ∩ E1 =∅ yH s(E ∩ U)> α|U |s}.
Veamos que V es un recubrimiento de Vitali de conjuntos cerrados para F , es decir, para
todo x ∈ F y para todo ε > 0 existe un conjunto cerrado y convexo V ∈ V tal que x ∈ V y
0 < |V | < ε. Sean x ∈ F , ε > 0 y definimos ε1 = d(x , E1) > 0, que es mayor estrictamente
que 0 por ser E1 cerrado. Sea ε2 =mı́n{ε1,ε,ρ}. Como x ∈ F , tenemos que D
s
c(E, x)> α y,
por tanto, existe un conjunto convexo U tal que H s(F ∩ U) > α|U |s y 0 < |U | < ε2. Luego
V = U es el conjunto que buscábamos.
Por tanto, por el Teorema 2.36, existe una sucesión {Uk}k∈N de conjuntos disjuntos per-
tenecientes a V tal que
∑∞
k=1 |Un|
s =∞ o H s(F \
⋃∞
k=1 Uk) = 0. Como Uk ∈ V para todo
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Como esto es cierto para todo δ > 0 y para todo ρ > 0, concluimos queH s(F) = 0. 
Teorema 3.7 ([13, Theorem 2.3]). Sea E un s-conjunto de Rn, entonces D
s
c(E, x) = 1 para
H s-casi todo x ∈ E.
Revisar. Empezaremos demostrando que D
s
c(E, x) ≥ 1 para casi todo x ∈ E. Sean α < 1 y
ρ > 0 y sea
Fρ = {x ∈ E :H s(E ∪ U)< α|U |s para todo U convexo tal que x ∈ U , |U |< ρ}.
Teniendo en cuenta la Observación 2.32, podemos encontrar, para todo ε > 0, un ρ-recu-




|Uk|s <H s(F) + ε.
Podemos asumir que Uk contiene un punto de Fρ para todo k ∈ N ya que, en caso contrario,
podemos tomar los conjuntos que sí tengan puntos de Fρ como nuestro recubrimiento. Por













|Uk|s < α(H s(Fρ) + ε).
Como α < 1 y la desigualdad es cierta para todo ε > 0, deducimos que H s(Fρ) = 0.
Como esto se cumple para todo ρ > 0, deducimos que D
s
c(E, x) ≥ α para casi todo x ∈ E.
Finalmente, como esto se cumple para todo α < 1, concluimos que D
s
c(E, x) ≥ 1 para casi
todo x ∈ E.
Probaremos ahora que D
s
c(E, x) ≤ 1 para casi todo x ∈ E. Sea α > 1, definimos el
conjunto medible Fα = {x ∈ E : D
s
c(E, x) > α}. Vamos a demostrar que H
s(Fα) = 0 para
todo α > 1. Sea F ′
α
= {x ∈ Fα : D
s
c(E \ Fα, x) = 0}. Por el Teorema 3.6, tenemos que
H s(Fα \ F ′α) = 0. Como E es medible en tanto que s-conjunto, y Fα ⊂ E, tenemos que





c(E \ Fα, x)≥ D
s









c(E \ Fα, x)> α.
Consecuentemente, el conjunto
V = {U ⊂ Rn : U es cerrado y convexo yH s(Fα ∩ U)> α|U |s}, (3.2)
es un recubrimiento de Vitali de conjuntos cerrados para F ′
α
. Sea ε > 0, por el segundo
apartado del Teorema 2.36, podemos encontrar una sucesión {Uk}k∈N de conjuntos disjuntos





s + ε. Por la definición de V tenemos que






H s(Fα ∩ Uk) + ε≤
1
α
H s(Fα) + ε.
Como esta desigualdad es cierta para todo ε > 0, concluimos que H s(Fα) = 0 si α > 1,
como queríamos demostrar. 
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Una vez demostrados estos resultados, recopilamos una serie de consecuencias intere-
santes que, además, utilizaremos después para estudiar la estructura de s-conjuntos.
Corolario 3.8 ([13, Corollary 2.4 & 2.5]). Si E es un s-conjunto de Rn. Entonces
(1) Ds(E, x) = 0 paraH s-casi todo x /∈ E,
(2) 2−s ≤ D
s
(E, x)≤ 1 paraH s-casi todo x ∈ E.
Demostración. Ambos resultados se deducen inmediatamente de la cadena de desigualda-
des (3.1) y los Teoremas 3.6 y 3.7. 
Corolario 3.9 ([13, Corollary 2.6]). Sea F un subconjunto medible de un s-conjunto E.
Entonces D
s
(F, x) = D
s
(E, x) y Ds(F, x) = Ds(E, x) para casi todo x ∈ F.
Demostración. Sea H = E\F , entonces tenemos, por el Corolario 3.8, que Ds(H, x) = 0 para
casi todo x ∈ F . Luego para estos x se cumple que
D
s
(E, x) = D
s
(F, x) + Ds(H, x) = D
s
(F, x),
Ds(E, x) = Ds(F, x) + Ds(H, x) = Ds(F, x).

Corolario 3.10 ([13, Corollary 2.7]). Sea E =
⋃
k∈N Ek una unión disjunta numerable de
s-conjuntos de forma queH s(E)<∞. Entonces, para todo k ∈ N y para casi todo x ∈ Ek,
Ds(Ek, x) = D
s(E, x) y D
s
(Ek, x) = D
s
(E, x).
Demostración. Se deduce aplicando el Corolario 3.9 a Ek como subconjunto de E. 
Corolario 3.11 ([13, Corollary 2.8]). Sea E un s-conjunto. Si E es regular (resp. irregular)
entonces cualquier subconjunto medible de E con medida positiva es regular (resp. irregular).
Demostración. Se deduce inmediatamente del Corolario 3.9 y la definición de regularidad.

El siguiente resultado nos permite descomponer un s-conjunto en un conjunto regular y
uno irregular. En la Figura 3.1 se puede ver este proceso en el caso de un 1-conjunto.
Corolario 3.12 ([13, Corollary 2.10] Teorema de descomposición). Si E es un s-conjunto,
entonces el conjunto de los puntos regulares de E es un conjunto regular y el conjunto de los
puntos irregulares de E es un conjunto irregular.
Demostración. Por el Lema 3.5, el conjunto de puntos regulares y el conjunto de puntos
irregulares de E son ambos medibles. Por tanto el resultado se deduce del Corolario 3.9. 
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Fig. 3.1. Descomposición de un 1-conjunto F en una parte regular y otra irregular. Imagen
obtenida de [12].
3.2. Estructura de conjuntos de dimensión entera
En este apartado estudiaremos los s-conjuntos regulares para el caso s ∈ N. Empezare-
mos centrándonos en los 1-conjuntos. Aquí será de gran importancia el concepto de curva.
Definición 3.13. Definimos una curva (o una curva de Jordan) como la imagen de una
aplicación continua e inyectiva Ψ : [a, b] → R2 donde [a, b] es un intervalo cerrado no
degenerado.
Tenemos entonces que, bajo nuestra definición, las curvas no se autointersecan, son
compactas y son conexas.
Definición 3.14. La longitud de una curva C , L (C), se define como








donde el supremo se toma sobre toda partición a = t0 < t1 < . . . < tm = b del intervalo
[a, b]. Si una curva C cumple que L (C)<∞ diremos que es una curva rectificable.
Observamos que siempre es posible parametrizar una curva rectificable C por el pa-
rámetro longitud de arco. Es decir, podemos representar C como la imagen de una fun-
ción Ψ0 : [0,L (C)] → Rn de manera que la longitud de Ψo([0, t]) sea igual a t para todo
t ∈ [0,L (C)]. Además, si Ψ es la parametrización por la longitud de arco de una curva C ,
se obtiene de la Definición 3.14 que
|Ψ(t1)−Ψ(t2)| ≤ |t1 − t2|, (3.3)
para todo t1 y t2 en el intervalo de definición de Ψ. Demostraremos a continuación que toda
curva rectificable es un 1-conjunto regular.
Lema 3.15 ([13, Lemma 3.2]). Si C es una curva rectificable entoncesH 1(C) =L (C).
Demostración. Sea C una curva rectificable uniendo z y w. Denotamos por “proj” la proyec-
ción ortogonal de Rn a la recta que pasa por z y w y por [z, w] el segmento de dicha recta
que une z con w. Entonces tenemos que |proj x − proj y| ≤ |x − y| si x , y ∈ Rn. Por la Pro-
posición 2.39 y el Teorema 2.38, tenemos queH 1(C)≥H 1([z, w]) =L 1([z, w]) = |z −w|
ya que el segmento [z, w] ⊂ proj C .
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Supongamos que C es la imagen de Ψ : [a, b]→ Rn. Por lo visto anteriormente tenemos
que H 1(Ψ([t, u])) ≥ |Ψ(t)− Ψ(u)| para cualquier t, u ∈ [a, b]. Entonces si a = t0 < t1 <








H 1(Ψ([tk−1, tk])) =H 1(C),
ya que los arcos Ψ([tk−1, tk]) son disjuntos excepto por sus puntos extremos. Por tanto,
L (C)≤H 1(C).
Veamos ahora la desigualdad contraria. SeaΨ la parametrización por la longitud del arco
de C , entonces Ψ es una aplicación sobreyectiva del intervalo [0,L (C)] en C que cumple
la desigualdad (3.3). Por la Proposición 2.39 tenemos que H 1(C) ≤ H 1([0,L (C)]) =
L (C). 
Proposición 3.16 ([13, Lemma 3.5]). Una curva rectificable es un 1-conjunto regular.
Demostración. Como C es rectificable tenemos que L (C) <∞. Por otro lado, C tiene dos
extremos distintos p y q y, claramente, L (C)≥ |p− q|> 0. Por tanto, gracias al Lema 3.15,
tenemos que 0<H 1(C)<∞ y, consecuentemente, C es un 1-conjunto.
Veamos que C es regular. Sea x ∈ C que no sea un extremo, entonces x divide a C en dos
partes que denotaremos Cp,x y Cx ,q. Si r es lo suficientemente pequeño, podemos encontrar
un punto y ∈ Cx ,q tal que |x − y|= r y Cx ,y ⊂ B(x , r). Tenemos que
r = |x − y| ≤ L (Cx ,y) =H 1(Cx ,y)≤H 1(Cx ,q ∩ B(x , r)).
De manera análoga vemos que r ≤ H 1(Cp,x ∩ B(x , r)) y, por tanto, 2r ≤ H 1(C ∩ B(x , r)).
Consecuentemente
D1(C , x) = ĺım inf
r→0+
H 1(C ∩ B(x , r))
2r
≥ 1.
Como además tenemos, por el segundo apartado del Corolario 3.8, que D1(C , x)≤ D
1
(C , x)≤
1 para H 1-casi todo x , D1(C , x) existe y es igual a 1 para casi todo x ∈ C . Consecuente-
mente, C es regular. 
Ahora que sabemos que toda curva rectificable es un 1-conjunto, nos preguntamos si
podemos expresar todo 1-conjunto como unión de curvas rectificables. Esta pregunta suscita
la introducción de los dos siguientes conceptos.
Definición 3.17. Diremos que un 1-conjunto contenido en una unión numerable de curvas
rectificables es un Y -conjunto.
Corolario 3.18 ([13, Corollary 3.9]). Un Y -conjunto es un 1-conjunto regular.
Demostración. Aplicando el Corolario 3.11 y la Proposición 3.16 tenemos que un 1-conjunto
contenido en una curva rectificable tiene densidad 1 en casi todos sus puntos. Por el Coro-
lario 3.10 tenemos que esta propiedad también es cierta para Y -conjuntos. 
Definición 3.19. Decimos que un 1-conjunto es un Z-conjunto si su intersección con cual-
quier curva rectificable es deH 1-medida cero.
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Con esta definición ya tenemos todos los elementos para enunciar el teorema de caracte-
rización de 1-conjuntos. No obstante, para poder demostrarlo necesitamos el siguiente lema
cuya demostración puede consultarse en [13].
Lema 3.20 ([13, Theorem 3.23]). Sea E un Z-conjunto de R2. Entonces D1(E, x) ≤ 34 para
casi todo x ∈ E.
Teorema 3.21 ([13, Theorem 3.25]).
(a) Un 1-conjunto de R2 es irregular si y solo si es un Z-conjunto.
(b) Un 1-conjunto de R2 es regular si y solo si es la unión de un Y -conjunto y un conjunto de
H 1-medida cero.
Demostración. (a) Un Z-conjunto es irregular por la Lema 3.20. Para demostrar el recíproco
supongamos que F es un 1-conjunto irregular y C una curva rectificable, luego F ∩ C es
un subconjunto de un conjunto regular y de uno irregular. Entonces, por el Corolario 3.11,
F ∩ C tieneH 1-medida cero y, consecuentemente, F es un Z-conjunto.
(b) Por el Corolario 3.18 un Y -conjunto es regular y añadir un conjunto de medida cero
no afecta a las densidades, por tanto, tampoco a la regularidad.
Sea E un 1-conjunto regular. Entonces, por definición, D1(E, x) = 1 para casi todo x ∈ E.
Así, por el Lema 3.20 y el Corolario 3.9, tenemos que cualquier subconjunto medible de E
con medida positiva interseca a una curva rectificable en un conjunto de medida positiva.
Utilizaremos este hecho para definir una sucesión de curvas rectificables {Ck}k∈N de manera
inductiva. Escogemos C1 una curva rectificable de manera que
H 1(C1 ∩ E)≥
1
2
sup{H 1(C ∩ E) : C es una curva rectificable}.
Si {C1, . . . , Cm} han sido ya seleccionadas y Em = E \
⋃m
k=1 Ck es de medida positiva, escoge-




sup{H 1(C ∩ Ek) : C es una curva rectificable}> 0.
El proceso termina en un número finito de etapas si {Ck}mk=1 recubre casi todo E, en cuyo






H 1(Ck ∩ E),
y por tanto H 1(Ck ∩ E)→ 0. Veamos que H 1(E \
⋃∞
k=1 Ck) = 0. Por reducción al absurdo
supongamos que H 1(E \
⋃∞
k=1 Ck) > 0. Entonces existe una curva rectificable C tal que
H 1(C ∩ (E \
⋃∞
k=1 Ck)) = d > 0, pero como H
1(Ck ∩ E) → 0, existe un N ∈ N tal que
H 1(CN ∩E)<
d
2 . Entonces C hubiera sido escogida como CN+1 lo cual es una contradicción.
Por tanto, H 1(E \
⋃∞
k=1 Ck) = 0, y, consecuentemente, E consiste en el Y -conjunto E ∩
⋃∞
k=1 Ck y el conjunto de medida cero E \
⋃∞
k=1 Ck. 
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Por último enunciaremos una caracterización de s-conjuntos regulares para s ∈ N. Para
ello deberemos definir el análogo a los Y -conjuntos para dimensiones mayores que uno, la
rectificación numerable.






donde H s(G) = 0 y fk es una función lipschitziana que va de un subconjunto acotado Ek
de Rs a Rn.
Definiremos también el concepto de tangencia para s-conjuntos pues, como veremos,
tendrá una gran relevancia.
Definición 3.23. Diremos que el s-conjunto F ⊂ Rn tiene tangente en x en la dirección v,




y, para todo ángulo φ > 0,
ĺım
r→0+
H s(F ∩ (B(x , r) \ S(x , v,φ)))
r s
= 0,
donde S(x , v,φ) es el conjunto de los y ∈ Rn tales que | 〈y − x , v〉 | ≤ ||y − x || cosφ, como
se indica en la Figura 3.2.
Fig. 3.2. Representación de S(x ,θ ,φ). Imagen obtenida de [12].
Teorema 3.24 ([13, Theorem 3.33]). Sea E ⊂ Rn un s-conjunto donde s es un entero. En-
tonces son equivalentes:
(1) E es regular.
(2) E es numerablemente rectificable.
(3) E tiene tangente en alguna dirección en casi todos sus puntos.
En [13] solo se enuncia el Teorema 3.24. La demostración de la equivalencia de (2) y
(3) y la implicación (2)⇒(1) puede encontrarse en [14]. La demostración de la implicación
(1)⇒(2) puede encontrarse en [24].
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3.3. Estructura de conjuntos de dimensión no entera
El resultado para s-conjuntos con s no entero es fácil de enunciar pero difícil de de-
mostrar. Como veremos, tales conjuntos serán siempre irregulares. Demostraremos en este
trabajo el caso 0< s < 1.
Teorema 3.25 ([13, Theorem 4.2]). Si E es un s-conjunto con 0 < s < 1, la densidad
Ds(E, x) no existe para casi todo punto de E.
Demostración. Lo demostraremos por reducción al absurdo. Supongamos pues que existe
un subconjunto medible E1 de E con medida positiva donde la densidad exista. Por el Coro-
lario 3.8 tenemos que 12 < 2
−s ≤ Ds(E, x) si x ∈ E1. Por el Teorema de Egoroff [26, Theorem
21.3], podemos encontrar un r0 > 0 y un conjunto de Borel F ⊂ E1 con H s(F) > 0 y de
forma que




para todo x ∈ F y todo r < r0. Sea y ∈ F un punto de acumulación de F . Sea η un número
real tal que 0 < η < 1. Definimos la corona circular Ar,η = B(y, r(1+ η)) \ B(y, r(1− η)).
Entonces
H s(E ∩ Ar,η)
(2r)s
=
H s(E ∩ B(y, r(1+η)))−H s(E ∩ B(y, r(1−η)))
(2r)s
→ Ds(E, y)((1+η)s − (1−η)s)
(3.5)
cuando r → 0+. Como y era un punto de acumulación de F , podemos encontrar, para ciertos
valores de r arbitrariamente pequeños, un x r ∈ F tal que |x r− y|= r. Por tanto, para dichos
valores de r, tenemos que B(x r ,
rη




<H s(E ∩ B(x r ,
rη
2
))≤H s(E ∩ Ar,η),
para valores arbitrariamente pequeños de r. Usando la igualdad (3.5) concluimos que
2−s−1ηs ≤ Ds(E, y)((1+η)s − (1−η)s) = D(E, y)(2sη+O(η2)),
cuando η→ 0+. Lo cual es imposible cuando 0< s < 1. 
Corolario 3.26 ([13, Corollary 4.3]). Cualquier s-conjunto con 0< s < 1 es irregular.
Como habíamos anticipado, el teorema general es el siguiente.
Teorema 3.27 ([13, Theorem 4.12]). Un s-conjunto de Rn con s /∈ N es irregular.
La demostración del Teorema 3.27 puede encontrarse en [23]. Gracias al Teorema 3.27
ya podemos justificar el hecho, que anteriormente calificábamos de intuitivo, de que todo
s-conjunto cuya dimensión de Hausdorff, s, sea un real no entero debe ser considerado un
fractal.
4. Sistema iterativo de funciones
Muchos fractales tienen una parte que es similar de alguna forma al total. Observamos
este fenómeno ya desde los primeros ejemplos con el conjunto de Cantor, la curva de Koch
o el triángulo de Sierpinski. Lo importante de esta “autosimilitud” es que nos puede servir
no sólo para crear nuevos fractales sino también para poder calcular su dimensión fractal
de manera sencilla. Para poder estudiar la autosimilitud fractal, introducimos el concepto
de sistema iterativo de funciones.
Definición 4.1. Sea D ⊂ Rn un conjunto cerrado. Una aplicación S : D→ D se dice que es
una contracción si existe r ∈ (0,1) tal que |S(x)− S(y)| ≤ r|x − y| para todo x , y ∈ D.
Definición 4.2. Una familia finita de contracciones {S1, S2, . . . , Sm}, con m ≥ 2, se llama
sistema iterativo de funciones, usualmente abreviado como SIF (o IFS por sus siglas en inglés).
Definición 4.3. Un conjunto compacto F ⊂ D se llama conjunto invariante para el SIF













3 . Entonces S1(F) y S2(F) son respectivamente la mitad de la izquierda y la
de la derecha de F y, por tanto, F = S1(F) ∪ S2(F). Consecuentemente, F es un conjunto
invariante para el SIF {S1, S2}.
Nuestro siguiente objetivo será demostrar que el conjunto invariante de un SIF es único.
De esta manera, el conjunto invariante queda completamente especificado por el SIF. Para
poder demostrar esto introduciremos un espacio métrico completo con el objetivo de aplicar
el Teorema del punto fijo de Banach. Empezamos definiendo la distancia de dicho espacio
métrico.
Definición 4.5. Sea A un subconjunto de Rn. Definimos la δ-vecindad, Aδ, de A como el
conjunto de puntos a distancia menor o igual a δ de A, es decir,
Aδ = {x ∈ Rn : |x − a| ≤ δ para algún a ∈ A}.
Definición 4.6. Sea S el conjunto de todos los compactos no vacíos de D. Decimos que la
distancia definida sobre S como
dH(A, B) = ı́nf{δ ≥ 0 : Aδ ⊂ B y Bδ ⊂ A},
es la distancia de Hausdorff .
Teorema 4.7 ([7, Theorem 2.5.1]). La distancia de Hausdorff define una métrica sobre S .
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Demostración. En primer lugar vemos que claramente dH(A, B) ≥ 0 y dH(A, B) = dH(B, A).
Como A y B son compactos están acotados y, por tanto, dH(A, B)< +∞.
Veamos que dH(A, B) = 0 si y solo si A= B. Si A= B para todo ε > 0, A⊂ Bε y entonces
dH(A, B) = 0. Por otro lado, si A, B ∈ S satisfacen dH(A, B) = 0, entonces si x ∈ A tenemos
que, para todo ε > 0, x ∈ Bε. Consecuentemente, d(x , B) = 0 y como B es compacto y, por
tanto, cerrado, x ∈ B. Luego A ⊂ B. Podemos ver de forma análoga que B ⊂ A por lo que
A= B.
Por úlitmo veamos que se cumple la desigualdad triangular. Sean ε > 0, A, B, C ∈ S
y x ∈ A. Entonces existen y ∈ B tal que |x − y| < dH(A, B) + ε y z ∈ C tal que |y − z| <
dH(B, C)+ε. Por tanto, |x − z| ≤ |x − y|+ |y − z|< dH(A, B)+ dH(B, C)+2ε, es decir, A está
contenido en la (dH(A, B) + dH(B, C) + 2ε)-vecindad de C . De forma análoga vemos que C
está contenido en la (dH(A, B)+dH(B, C)+2ε)-vecindad de A. Consecuentemente, dH(A, C)≤
dH(A, B) + dH(B, C) + 2ε para todo ε > 0 y por lo tanto dH(A, C)≤ dH(A, B) + dH(B, C). 
Nuestro objetivo ahora será probar que (S , dH) es un espacio métrico completo. Para
esto necesitaremos previamente introducir algún concepto de topología en espacios métricos
necesario para la demostración.
Definición 4.8. Diremos que un espacio métrico S es secuencialmente compacto si cada su-
cesión de elementos de S tiene por lo menos un punto de acumulación.
Definición 4.9. Sea r > 0. Diremos que un subconjunto A de un espacio métrico S es una
r-red para S si cada punto de S está a una distancia menor o igual a r de un punto de A.
Proposición 4.10 ([7, Proposition 2.3.5]). Sean S un espacio métrico secuencialmente com-
pacto y r > 0, entonces S tiene una r-red finita.
La demostración de la Proposición 4.10 se puede encontrar en el Apéndice B.
Definición 4.11. Diremos que un espacio métrico S es compacto de punto límite si cada
subconjunto infinito de S tiene por lo menos un punto de acumulación.
Necesitaremos también el siguiente teorema sobre compacidad en espacios métricos.
Teorema 4.12 ([25, Theorem 28.2]). En espacios métricos la compacidad secuencial, la com-
pacidad de punto límite y la compacidad son equivalentes.
Teorema 4.13 ([7, Theorem 2.5.3]). El espacio métrico (S , dH) es un espacio métrico com-
pleto.
Demostración. Tenemos que demostrar que cualquier sucesión de Cauchy de S converge.
Supongamos que {An}n∈N es una sucesión de Cauchy en S . Sea
A= {x ∈ D : ∃{xn}n∈N tal que xn ∈ An y xn→ x},
vamos a demostrar que dH(An, A)→ 0 y que A es no vacío y compacto.
Empezaremos probando que dH(An, A)→ 0 y que A es no vacío. Sea ε > 0. Como {An}n∈N
es de Cauchy, existe un N ∈ N tal que si m, l ≥ N entonces dH(Am, Al) <
ε
2 . Sea m > N ,
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veamos que dH(Am, A)< ε. Si x ∈ A, entonces existe una sucesión {xn}n∈N tal que xn ∈ An y
xn → x . Entonces, para n suficientemente grande, d(xn, x) <
ε
2 . Si k > N , entonces existe
un y ∈ Am tal que d(xk, y) <
ε
2 . Por tanto, tenemos que d(y, x) ≤ d(y, xk) + d(xk, x) < ε.
Consecuentemente, A⊂ Nε(Am). Para ver que Am ⊂ Nε(A), supongamos y ∈ Am y escojamos
un sucesión de naturales estrictamente creciente k1 < k2 < · · · de forma que k1 = m y
dH(Ak j , Al)< 2
− jε para todo l ≥ k j. Definimos una sucesión {yk}k∈N con yk ∈ Ak de manera
inductiva. Para k < m, escogemos yk ∈ Ak de manera arbitraria. Escogemos ym = y . Si yk j
ha sido ya escogido y k j < k ≤ k j+1, escogemos yk ∈ Ak tal que d(yk j , yk) < 2
− jε. De esta
forma {yk}k∈N es una sucesión de Cauchy en D y, como D es cerrado, converge a un valor
x ∈ D. Claramente x ∈ A y además tenemos que d(y, x) = ĺımk←∞ d(y, yk) < ε lo que
implica que y ∈ Nε(A) y, por tanto, Am ⊂ Nε(A). Además, tomando ε= 1, vemos que A 6=∅.
Por último, veamos que A es compacto. Gracias al Teorema 4.12 esto es equivalente a
probar que A es compacto de punto límite. Empezaremos probando que para todo ε > 0
existe una ε-red finita en A. Sea n tal que dH(An, A) <
ε
3 . Por la Proposición 4.10, tenemos
que existe una ε3 -red finita para An que denotaremos {y1, y2, . . . , ym}. Para cada yi de la
ε
3 -red existe un x i ∈ A tal que d(yi, x i) <
ε
3 . Por tanto, el conjunto finito {x1, x2, . . . , xm} es
una ε-red para A.
En segundo lugar probaremos que A es un conjunto cerrado. Sea x ∈ A, entonces existe
una sucesión {yn}n∈N de elementos de A tal que d(x , yn) < 2−n. Para todo n ∈ N, tomamos
un zn ∈ An tal que d(yn, zn)< dH(An, A) + 2−n. De esta forma tenemos que
d(zn, x)≤ d(zn, yn) + d(yn, x)< dH(An, A) + 2−n + 2−n.
Como dH(An, A) + 2−n + 2−n → 0 cuando n→∞, tenemos que zn → x y, por tanto, x ∈ A,
luego A es un conjunto cerrado.
Finalmente, veamos que A es un compacto de punto límite. Sea F un subconjunto infinito
de A. Sabemos que existe una 12 -red B para A, entonces, por ser F subconjunto de A, todo
punto de F está a distancia menor o igual a 12 de algún punto de B. Como F es infinito y
B es finito, existe un elemento de B que está a distancia menor o igual que 12 a un número
infinito de elementos de F . Sea F1 ⊂ F ese conjunto infinito. Como todo elemento de F1
está a distancia menor o igual que 1 de cualquier otro elemento de F1 tenemos que |F1| ≤ 1.
Podemos razonar de manera análoga, escogiendo esta vez una 14 -red de A, y obtener un
conjunto infinito F2 ⊂ F1 con |F2| ≤
1
2 . De esta manera podemos obtener una sucesión de
conjuntos {Fk}k∈N tal que |Fk| ≤ 2−k+1 y Fk+1 ⊂ Fk para todo k ∈ N. Consideramos ahora una
sucesión {xn}n∈N tal que xk ∈ Fk para todo k ∈ N. Tenemos que d(x j, xk) ≤ 2− j+1 si j < k y,
por tanto, la sucesión {xn}n∈N es de Cauchy y, consecuentemente, converge a un elemento
x . Como A es cerrado tenemos que x ∈ A. Por tanto, x es un punto de acumulación de F
como queríamos probar. 
Teorema 4.14 ([12, Theorem 9.1]). Sea {S1 . . . Sm} un SIF definidas en un subconjunto ce-
rrado D ⊂ Rn de forma que para todo x , y ∈ D,
|Sλ(x)− Sλ(y)| ≤ rλ|x − y|,
con rλ ∈ (0, 1) para todo λ ∈ {1, . . . , m}. Entonces el SIF tiene un único conjunto invariante F.
44












para todo E ⊂ D compacto, no vacío y tal que Sλ(E) ⊂ E para todo λ ∈ {1, . . . , m}.
Demostración. Sea S el conjunto de todos los compactos no vacíos de D y dH la distancia
de Hausdorff sobre S . Por el Teorema 4.13 sabemos que (S , dH) es un espacio métrico
completo. Si A ∈ S , entonces S(A) definido en la igualdad (4.1) es compacto ya que la
imagen continua de un compacto es un compacto y la unión finita de compactos también,
luego S es en efecto una aplicación de S en S . Sea r = máx{r1, . . . , rm} < 1, veamos que
S cumple que para todo A, B ∈ S
dH(S(A), S(B))≤ rdH(A, B). (4.3)
Sean q > dH(A, B) y x ∈ S(A), entonces x = fn(x ′) para algún n ∈ {1, . . . , m} y algún
x ′ ∈ A. Como q > dH(A, B), existe un punto y ′ ∈ B tal que d(x ′, y ′) < q. Entonces el punto
y = fn(y ′) ∈ S(B) satisface que d(x , y) = rnd(x ′, y ′) < rq. Como esto se cumple para todo
punto x ∈ S(A), tenemos que S(A) está contenido en la rq-vecindad de S(B). Análogamente,
vemos que S(B) está contenido en rq-vecindad de S(A). Por tanto dH(S(A), S(B)) < rq, y,
como esto es cierto para todo q > dH(A, B), concluimos que dH(S(A), S(B))≤ rdH(A, B).
Entonces, S es una contracción en un espacio métrico completo y, por el Teorema del
punto fijo de Banach, S tiene un único punto fijo, es decir, existe un único conjunto F ∈ S
que es invariante para el SIF, y, además, dH(Sk(E0), F) → 0 cuando k → ∞ para todo
E0 ∈ S . En particular si tomamos E ∈ S tal que Sλ(E) ⊂ E para todo λ ∈ {1, . . . , m},
entonces S(E) ⊂ E y, por tanto, {Sk(E)}k∈N es una sucesión decreciente de elementos de S




Una vez sabemos que el conjunto invariante de un SIF es único, surgen dos problemas. El
primero, que comentaremos a continuación, consiste en, dado un SIF, encontrar su conjunto
invariante y el segundo, que abordaremos en el Capítulo 5, consiste en, dado un conjunto,
encontrar un SIF del que sea conjunto invariante. Para el primer problema, utilizaremos la
segunda parte del Teorema 4.14, pues la aplicación S, definida en la igualdad (4.1), es clave
para poder computar el conjunto invariante de un SIF. Como vimos en la demostración de
dicho teorema, la sucesión {Sk(E)}k∈N converge a F respecto a la distancia de Hausdorff y,
por tanto, se trata de una sucesión de aproximaciones del fractal F cada vez mejores. Para




Si1 ◦ · · · ◦ Sik(E) =
⋃
Ik
Si1(Si2(· · · (Sik(E) · · · ))), (4.4)
donde la unión se toma sobre el conjunto Ik de todas la k-uplas (i1, . . . , ik) con i j ∈ {1, . . . , m}.
Si Sλ(E) ⊂ E para todo λ ∈ {1, . . . , m}, y x ∈ F , podemos definir la aplicación
Φ : {(i1, i2, . . .) : i j ∈ {1, . . . , m}} → F (4.5)
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que hace corresponder (i1, i2, . . .) con x i1,i2,... :=
⋂∞
k=1 Si1 ◦ · · · ◦ Sik(E). Además Φ es sobre-
yectiva ya que, por la igualdad (4.2), cualquier elemento de F está contenido en Sk(E)
para todo k ∈ N y entonces, por la igualdad (4.4), se cumple que, para todo k ∈ N, existe
una secuencia (i1, . . . , ik) ∈ Ik tal que x ∈ Si1 ◦ · · · ◦ Sik(E). Además, la expresión x i1,i2,... no
depende del conjunto E escogido siempre y cuando se cumpla que Sλ(E) ⊂ E para todo
λ ∈ {1, . . . , m} [12, Chapter 9].
De todo esto podemos extraer dos métodos para aproximar conjuntos invariantes compu-
tacionalmente. El primer método consiste en escoger un conjunto inicial cualquiera y dibujar
la aproximación k-ésima Sk(E). Este es, por ejemplo, el método usado en la Figura 1.3.
El segundo método se denomina “juego del caos” (“chaos game” en inglés). Consiste en
crear una sucesión de puntos de la siguiente manera: tomamos un punto inicial x0 cualquie-
ra, seleccionamos, de manera aleatoria, una contracción Si1 del SIF y defininimos x1 como
Si1(x0). Continuamos de esta forma seleccionando un Sik y definiendo xk = Sik(xk−1) para
todo k ∈ N. Ilustramos este proceso en la Figura 4.1. Para más detalles sobre este método
se puede consultar [28, Chapter 6].
(a) 100 iteraciones (b) 1000 iteraciones (c) 10000 iteraciones
Fig. 4.1. Primeras iteraciones del juego del caos asociado al triángulo de Sierpinski.
4.1. Autosimilitud. Dimensión de conjuntos autosimilares
Retornamos al estudio de la autosimilitud. Para ello, nos centraremos en el caso de los
SIF en los que los Sλ sean similitudes, es decir, que cumplen que para todo x , y ∈ D
|Sλ(x)− Sλ(y)|= rλ|x − y|,
con rλ ∈ (0, 1) para todo λ. Diremos que rλ es la proporción de la similitud Sλ. Observa-
mos que se deduce directamente de la definición que cualquier similitud es inyectiva.
Definición 4.15. Diremos que el conjunto invariante de un SIF de similitudes es un conjunto
exactamente autosimilar o, simplemente, autosimilar.
Coméntabamos al principio del capítulo que la autosimilitud era útil para calcular la
dimensión fractal. Comenzaremos ahora a introducir resultados para llegar a este objetivo.
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Proposición 4.16 ([7, Theorem 4.1.1]). Sea {rk}mk=1 un conjunto de números reales tales











Entonces Φ es una función continua que cumple que Φ(0) = n ≥ 1 y ĺımx→∞Φ(x) = 0 < 1.
Por tanto, en virtud del Teorema de los Valores Intermedios, existe por lo menos un s tal que





que es estrictamente menor que cero. Luego Φ es estrictamente decreciente y por tanto s es
la única solución de Φ(x) = 1. 
Definición 4.17. Sea F el conjunto invariante del SIF {S1, · · · , Sm} tales que Sk es una si-





r sk = 1,
es la dimensión de similitud de F .
Observamos que un mismo conjunto F puede ser el conjunto invariante de dos SIF dis-
tintos dando lugar a dos posibles dimensiones de similitud. Por ejemplo el intervalo [0,1]
se puede obtener por un lado como la unión de [0, 12] y [
1
2 , 1] ambos obtenidos de [0,1] a
través de similitudes de proporción 12 , lo que daría a una dimensión de similitud de 1. Sin
embargo, [0, 1] también se puede obtener como la unión de los intervalos [0, 23] y [
1
3 , 1],
ambos obtenidos a través de similitudes de proporción 23 que inducirían una dimensión de
similitud estrictamente mayor que 1. Intuitivamente este ejemplo nos hace pensar que para
que la dimensión de similitud dependa solo del conjunto habría que limitar el solapamiento
de los intervalos. Veremos a continuación que en efecto esto es así pues, bajo ciertas hi-
pótesis que nos limiten este solapamiento, la dimensión de similitud será la misma que la
dimensión de Hausdorff.
Definición 4.18. Diremos que un SIF {S1, · · · , Sm} satisface la condición del conjunto abierto




Sk(V ) ⊂ V,
siendo esta unión una unión disjunta.
Vamos a probar que si un SIF cumple la condición del conjunto abierto, entonces la
dimensión de similitud es la misma que la dimensión de Hausdorff. Para ello necesitamos
un par de resultados previos.
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Lema 4.19 ([12, Lemma 9.2]). Sean a1, a2 > 0. Sea {Vk}k∈N una colección de abiertos dis-
juntos deRn tal que, para todo k ∈ N, Vk contiene una bola de radio a1r y está contenido en una
bola de radio a2r. Entonces cualquier bola B de radio r interseca como mucho a (1+2a2)na−n1
elementos de {V k}k∈N.
Demostración. Sea B una bola de radio r, veamos que, como mucho, interseca a (1+2a2)na−n1
elementos de {V k}k∈N. Si B no interseca a ningún elemento de {V k}k∈N entonces el resul-
tado se cumple trivialmente. Podemos suponer entonces que B interseca por lo menos a
un conjunto de {V k}k∈N. Sea Vk0 con k0 ∈ N tal que B ∩ V k0 6= ∅. Tenemos que, como Vk0
está contenido en una bola de radio a2r, Vk0 está contenida en cualquier bola centrada en
un punto de Vk0 y de radio 2a2r. Deducimos que Vk0 está contenido en un bola concéntrica
con B y de radio (1+ 2a2)r que denotaremos A. Supongamos que el número de conjuntos
pertenecientes a {Vk}k∈N que intersecan a B es igual a q ∈ N ∪ {∞}. Como hemos visto,
si un elemento de {Vk}k∈N interseca a B, entonces está contenido en A, por tanto, pues-
to que los elementos de {Vk}k∈N son disjuntos, contienen cada uno una bola de radio a1r
y A es un conjunto acotado, q ∈ N. Denotaremos los q conjuntos que intersecan a B como
{Vk1 , · · · , Vkq}. Como para todo 1≤ i < j ≤ q, Vki y Vk j son disjuntos, tenemos que el volumen
n-dimensional de la unión de las bolas de radio a1r contenidas en cada {Vki}1≤i≤q es igual
a q(a1r)n. Como
⋃q
i=1 Vki ⊂ A, tenemos que q(a1r)
n ≤ (1 + 2a2)nrn y, consecuentemente,
q ≤ (1+ 2a2)na−n1 como queríamos probar. 
Proposición 4.20 ([12, Mass distribution principle 4.2]). Sea µ una medida exterior de-
finida sobre los subconjuntos de un conjunto F ⊂ Rn tal que 0 < µ(F) <∞. Si para algún
s > 0 existen dos constantes positivas c y ε tales que
µ(U)≤ c|U |s,
para todo U tal que |U | ≤ ε, entonces H s(F) ≥ µ(F)c y, por tanto, s ≤ dimH F ≤ dimB F ≤
dimB F.
















Tomando ínfimos, tenemos que H s
δ
(F) ≥ µ(F)c para δ ∈ (0,ε). Por tanto H
s(F) ≥ µ(F)c y,
como µ(F)> 0, dimH F ≥ s. 
Para los siguientes resultados necesitaremos introducir notación sobre secuencias de
índices.
Notación 4.21. Sea {S1, . . . , Sm} un SIF compuesto por similitudes de proporción {r1, . . . , rm}.
Empezamos recordando que denotamos por x i1,i2,··· =
⋂∞
k=1 Si1 ◦ · · · ◦ Sik(E) y Ik el conjunto
de todas las k-uplas (i1, . . . , ik) donde i j ∈ {1, . . . , m} para todo j ∈ {1, . . . , k}. Además,
denotaremos por
(1) I el conjunto de las sucesiones de índices entre 1 y m.
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(2) Ii1,...,ik , al subconjunto de I en el que los k primeros términos de cada sucesión sean
(i1, . . . , ik).
(3) Ai1,··· ,ik = Si1 ◦ · · · ◦ Sik(A), donde A es un conjunto cualquiera y (i1, . . . , ik) ∈ Ik.
Lema 4.22 ([12, Theorem 9.3]). Sean {S1, . . . , Sm} un SIF compuesto por similitudes de pro-
porción {r1 . . . , rm}, F su único conjunto invariante y s su dimensión de similitud. Supongamos
que se satisface la condición del conjunto abierto. Entonces la aplicación eµ definida sobre los
subconjuntos de F por
eµ(A) = µ({(i1, i2, . . .) ∈ I : x i1,i2,... ∈ A}),
donde A⊂ F y µ es la medida exterior sobre el conjunto I construida por el Método I mediante
la función c(Ii1,...,ik) = (ri1 · · · rik)
s, es una medida exterior que está en las condiciones de la
Proposición 4.20.
Demostración. En primer lugar, veamos que eµ es una medida exterior sobre los subconjun-
tos de F . Sea Φ : I → F la aplicación sobreyectiva definida en (4.5). De esta forma, si
A ⊂ F , eµ(A) = µ(Φ−1(A)). Por tanto, eµ(∅) = µ(Φ−1(∅)) = µ(∅) = 0. Si A ⊂ B, entonces
Φ−1(A) ⊂ Φ−1(B) y, consecuentemente, eµ(A) = µ(Φ−1(A)) ≤ µ(Φ−1(B)) = eµ(B). Por últi-














Veamos que eµ está en las condiciones de la Proposición 4.20. En primer lugar, veamos
que 0 < eµ(F) < ∞, observamos que eµ(F) = µ(Φ−1(F)) = µ(I ) por ser Φ sobreyecti-
va. Por las propiedades de una medida exterior construida por el Método I tenemos que











= 1. De hecho, utilizando que
(ri1 · · · rik)
s =
∑m
λ=1(ri1 · · · rik rλ)
s se puede demostrar que µ(I ) = 1, los detalles se pueden
consultar en [7, Theorem 5.5.4].
En segundo lugar, veamos que existe una constante q tal que eµ(U) ≤ |U |sq para todo
U ⊂ F tal que |U | < 1. Sea B cualquier bola de radio r < 1, buscaremos una cota de eµ(B).
Sea V un conjunto abierto que satisfaga la condición del conjunto abierto, vamos a recubrir
F ∩ B con unos ciertos subconjuntos de V de la forma Vi1,...,ik y después estimar la medida
de estos subconjuntos. El reto es encontrar un conjunto de secuencias de índices (i1, . . . , ik)
lo suficientemente bueno.
Definimos un nuevo conjuntoQ a partir de los elementos deI . Para cada (i1, i2, . . .) ∈ I ,
sea ik el primer elemento que cumpla que
ri1 · · · rik ≤ r. (4.6)






r ≤ ri1 · · · rik (4.7)




r ≤ r rik < ri1 · · · rik−1 rik .
Sea Q el conjunto de todas las secuencias finitas obtenidas de esta forma. Para cada
(i1, i2, . . .) ∈ I , existe un único k ∈ N tal que (i1, . . . , ik) ∈Q. Observamos que si (i1, . . . , ik) ∈
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En primer lugar, por satisfacer la condición del conjunto abierto, tenemos que
⋃m
k=1 Sk(V ) ⊂
V y, por el Teorema 4.14, tenemos que F =
⋂∞
k=0 S
k(V ). Por tanto, F ⊂ V y Fi1,...,ik ⊂ V i1,...,ik





Probemos la primera igualdad de la ecuación (4.8). En primer lugar, observamos que
el elemento de Q obtenido a partir de la sucesión constante
 
mı́n1≤i≤m ri,mı́n1≤i≤m ri, . . .

es de longitud maximal en Q. Supongamos que la longitud de dicho elemento de Q es
igual a K ∈ N. Esto quiere decir que si q ∈ Q tenemos que q es una k-upla con k ≤ K .
Sea QK el subconjunto de Q formado por todas las K-uplas de Q. Sea (i1, i2, · · · , iK) ∈QK ,
entonces, por definición deQ, ri1 ri2 · · · riK−1 > r. Por tanto, (i1, i2, . . . , iK−1, j) ∈Q
K para todo
j ∈ {1, . . . , m}. Consideramos la partición de QK formada por la relación de equivalencia
(i1, i2, . . . , iK−1, iK)∼K ( j1, j2, . . . , jK−1, jK) :⇔ (i1, i2, . . . , iK−1) = ( j1, j2, . . . , jK−1).
De esta forma, todos los elementos de una clase de equivalencia tienen los K − 1 primeros
términos iguales. Entonces, por lo comentado anteriormente, cada clase de equivalencia
está formada por m K-uplas cuyos K-ésimos términos son {1, . . . , m}. Sea {q1, q2, . . . , qm}=
{(i1, . . . , iK−1, 1), . . . , (i1, . . . , iK−1, m)} una de las clases de equivalencia, utilizando que F =
⋃m
i=1 Fi tenemos que Fi1,...,iK−1 =
⋃m






q∈Q Fq donde Q1 es el conjunto obtenido a partir de Q de la
siguiente manera:
(1) Si q /∈QK entonces q ∈Q1,
(2) Por cada clase de equivalencia {q1, q2, . . . , qm} = {(i1, . . . , iK−1, 1), . . . , (i1, . . . , iK−1, m)}
tenemos que (i1, . . . , iK−1) ∈Q1.
El conjunto Q1 está formado por k-uplas con k ≤ K − 1 y, nuevamente, si (i1, i2, . . . , iK−1) ∈
Q1 tenemos que ri1 ri2 · · · riK−2 > r, y, por tanto, (i1, i2, . . . , iK−1, j) ∈ Q1 para todo j ∈
{1, . . . , m}. Luego podemos considerar el conjuntoQK−1 formado por todas las (K−1)-uplas
de Q1 y la relación de equivalencia sobre QK−1
(i1, i2, . . . , iK−2, iK−1)∼K−1 ( j1, j2, . . . , jK−2, jK−1)⇔ (i1, i2, . . . , iK−2) = ( j1, j2, . . . , jK−2).







este razonamiento llegaremos a obtener un conjuntoQK−1 formado por m 1-uplas distintas





q∈Q Fq. Utilizando nuevamente
F =
⋃m








Aplicaremos el Lema 4.19 a una subcolección de {Vi1,...,ik : (i1, . . . , ik) ∈ Q} que definire-
mos más adelante. No obstante, vamos a demostrar que la colección {Vi1,...,ik : (i1, . . . , ik) ∈
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Q} cumple las hipótesis del lema y, por tanto, cualquier subcolección también las cumplirá.
Como V cumple la condición del conjunto abierto, los conjuntos V1, . . . , Vm son disjuntos.
Entonces, como cualquier par de secuencias de Q difieren por lo menos en un elemento y
los Si son inyectivos, la colección de conjuntos abiertos {Vi1,...,ik : (i1, . . . , ik) ∈ Q} es disjun-
ta. Probaremos ahora que cumple también la segunda hipótesis del Lema 4.19, para ello
escogemos a1 y a2 de forma que V contenga a una bola de radio a1 y esté contenido en una
bola de radio a2. Entonces, para todo (i1, . . . , ik) ∈ Q el conjunto Vi1,...,ik contiene una bola
de radio ri1 · · · rik a1 y, por la desigualdad (4.7), también una bola de radio (mı́n1≤i≤m ri)a1r.
Por otro lado, Vi1,...,ik está contenido en una bola de ri1 · · · rik a2 y, por la desigualdad (4.6),
también en una bola de radio a2r.
Denotaremos por R el conjunto de las secuencias q ∈Q tales que B interseca a V q. Por
el Lema 4.19, tenemos que hay, como mucho, q = (1+ 2a2)na−n1 (mı́n1≤i≤m ri)
−n elementos
en R .
Ya estamos en condiciones de estimar eµ(B) usando lo demostrado hasta ahora. Tenemos
que







ya que, por la ecuación (4.8) y la definición de R , si x i1,i2,··· ∈ F ∩ B ⊂
⋃
R V j1,..., jk , entonces











r s ≤ r sq,
usando la desigualdad (4.6). Como cualquier conjunto U está contenido en una bola de
radio |U |, tenemos que eµ(U)≤ |U |sq. 
Teorema 4.23 ([12, Theorem 9.3]). Sea {S1 . . . Sm} un SIF de similitudes. Si Sλ satisface la
condición del conjunto abierto para todo λ y F es el conjunto invariante del SIF, se cumple que








Además, para este valor de s, se cumple que 0<H s(F)<∞.
Demostración. Sea s la dimensión de similitud de F . Aplicando sucesivamente la Defini-
ción 4.3 obtenemos que F =
⋃
q∈Ik
Fq. Como la aplicación Si1 ◦ · · · ◦ Sik(A) es una similitud





















|F |s = |F |s.
Para todo δ > 0, podemos escoger un k ∈ N lo suficientemente grande como para que
|Fi1,··· ,ik | ≤ (máx1≤i≤k{ri})
k|F |k ≤ δ. De esta manera, para todo δ > 0, H s
δ
(F) ≤ |F |s y, por
tanto,H s(F)≤ |F |s. Consecuentemente, dimH F ≤ s.
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Probemos ahora la desigualdad contraria, para ello consideramos la medida eµ definida
en el Lema 4.22. Hemos visto en la demostración anterior que eµ cumple que eµ(U) ≤ |U |sq
para cierto q > 0. Entonces, por la Proposición 4.20 tenemos que H s(F) ≥ q−1 > 0, lo que
implica que dimH F ≥ s.
Veamos ahora que dimB F ≤ s. Sea r < 1 y Q definido como en la demostración del
Lema 4.22. Con un argumento análogo a la demostración de la igualdad en la ecuación (4.8)








(ri1 · · · rik)
s = . . .=
∑
(i1,...,ik)∈QK−1
(ri1 · · · rik)
s,
usando la igualdad (4.9) en cada una de las clases de equivalencia. Así, tenemos que
∑
(i1,...,ik)∈Q









r si = 1,
usando nuevamente la igualdad (4.9). Por tanto, podemos deducir, gracias a la desigual-




r−s elementos. Para cada (i1, . . . , ik) ∈
Q tenemos, por la desigualdad (4.6), que |V i1,...,ik | = ri1 · · · rik |V | ≤ r|V |. Entonces, por
la ecuación (4.8), tenemos que
⋃




r−s elementos. Por tanto,




















log r + log |V |
= s.
Por la Proposición 2.45 tenemos que s = dimH F ≤ dimB F ≤ dimB F ≤ s, lo que concluye
la demostración. 
El Teorema 4.23 nos permite calcular la dimensión de muchos fractales autosimilares
de forma sencilla. En particular si un SIF formado por m similitudes todas de proporción
r cumple la condición del conjunto abierto, entonces la dimensión del conjunto invariante
será log m− log r .
Ejemplo 4.24. Sea F el triángulo de Sierpinski. Entonces dimH = dimB =
log 3
log 2 .
En la notación del Ejemplo 1.3, F es el conjunto invariante de tres similitudes que llevan
el triangulo E0 a los triángulos de E1. La condición del conjunto abierto se cumple tomando
V como el interior de E0. Por tanto, por el Teorema 4.23, dimH = dimB =
log 3
log 2 .
De manera análoga, obtenemos fácilmente que la dimensión de Hausdorff de la curva





Nos centraremos en lo que resta del trabajo en comentar alguna de las aplicaciones de
los fractales. Empezaremos comentando el problema, que habíamos dejado en el aire en el
capítulo anterior, de, dado un conjunto, encontrar un SIF del que sea conjunto invariante.
Esto nos conducirá a una aplicación sobre la comprensión de imágenes. En segundo lugar,
presentaremos algunos ejemplos sencillos de fractales que aparecen trabajando con sistemas
dinámicos. Por último, terminaremos recopilando otras aplicaciones.
5.1. Teorema del collage. Aplicación a la compresión de
imágenes
Anteriormente dejamos en el aire el problema de, dado un conjunto cualquiera, encon-
trar un SIF del que sea conjunto invariante. Los siguientes resultados aseguran la existencia
de un SIF cuyo conjunto invariante sea razonablemente parecido al conjunto deseado.
Teorema 5.1 ([12, Theorem 9.13] Teorema del collage). Sea {S1, . . . , Sm} un SIF sobre
D ⊂ Rn tal que |Sk(x)− Sk(y)| ≤ c|x − y| con c < 1, para todo x , y ∈ Rn y todo 1 ≤ k ≤ m.













donde F es el conjunto invariante del SIF.
Demostración. Usando la desigualdad triangular, la definición de conjunto invariante y la










































de lo que se deduce el resultado. 
Corolario 5.2 ([12, Corollary 9.14]). Sean E ⊂ Rn compacto y no vacío y δ > 0, entonces
existe un SIF de similitudes {S1, . . . , Sm} tal que su conjunto invariante F cumple que dH(E, F)≤
δ.
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Demostración. Sea B1, . . . , Bm una colección de bolas que recubran E de forma que tengan
sus centros en E y sus radios sean menores o iguales que δ4 . Entonces E ⊂
⋃m
k=1 Bk ⊂ E δ4 . Para
todo k ∈ {1, . . . , m}, sea Sk una similitud de proporción menor que
1
2 tal que Sk(E) ⊂ Bk.
Entonces Sk(E) ⊂ Bk ⊂ (Sk(E)) δ2 , y por lo tanto tenemos que (
⋃m
k=1 Sk(E)) ⊂ E δ4 y E ⊂
⋃m




2 . Luego, por el Teorema 5.1, concluimos que dH(E, F) < δ, donde F es el conjunto inva-
riante del SIF {S1, . . . , Sm}. 
Esto tiene una evidente aplicación directa a la comprensión de imágenes. Por ejemplo,
en la Figura 5.1 representamos lo que podría ser la hoja de una planta como el conjunto
invariante de un SIF. En general, el método propuesto en la demostración del Corolario 5.2
no es el más eficiente pues no tiene en cuenta las posibles autosimilitudes del conjunto. Para
más detalles sobre el uso de SIF para representar imágenes puede consultarse [28].
Fig. 5.1. La hoja de Barnsley. Se trata de un conjunto invariante de cuatro similitudes
afines [31].
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El estudio de sistemas dinámicos es una parte importante de la matemática actual debido
a sus aplicaciones en diversas disciplinas científicas. Se trata por tanto de un tema muy
extenso y no pretenderemos meternos con profundidad. Por contra, comentaremos ejemplos
sencillos en los que los fractales juegan un papel importante. Para ampliar información sobre
los temas que vamos a tratar o sobre la relación entre fractales y sistemas dinámicos en
general pueden consultarse [12,18,28,29].
Sea X un conjunto cualquiera y f una aplicación de X en sí mismo. Pensaremos un
elemento de X como una configuración particular de un sistema, de esta forma f codifica la
regla mediante la cual el sistema evoluciona de un estado al siguiente. Sea D ⊂ Rn y f : D→
D una aplicación de D en sí mismo. Sea x ∈ D, como la imagen f (x) sigue perteneciendo a D,
podemos volver a tomar su imagen por f , es decir, f ( f (x)) que denotaremos por f 2(x). De
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esta forma, podemos seguir iterando f 3(x) = f ( f ( f (x))) y, en general, f n(x) = f ( f n−1(x))
para n ∈ N.
Definición 5.3. Sea f : D→ D una aplicación y x ∈ D, diremos que { f n(x)}n∈N es la órbita
de x .
En general estaremos interesados en el comportamiento de un órbita { f n(x)}n∈N cuando
n sea grande. Como comprobaremos visualmente en el siguiente apartado, puede que f n(x)
converja a un punto fijo w, esto es, un punto tal que f (w) = w. Más en general, podría
suceder que { f k(x)}k∈N converja a una órbita periódica de p puntos {w, f (w), . . . , f p−1(w)},
donde p es el menor entero tal que f p(w) = w, en el sentido que | f k(x) − f k(w)| → 0
cuando k→∞. No obstante, en algunas situaciones, { f k(x)}k∈N parece moverse de forma
aparentemente aleatoria, esto puede ser debido a un conjunto invariante fractal, también
llamado atractor extraño. En este contexto llamaremos atractor a un subconjunto cerrado F
de D que sea invariante por f , es decir, f (F) = F , y que cumpla que la distancia de f k(x) a
F tienda a 0 cuando k→∞ para todo x ∈ V donde V es un conjunto abierto que contiene
a F . El mayor de estos conjuntos V se llama cuenca de atracción de F .
Para dar una intuición de por qué pueden aparecer atractores fractales observamos que
f (D) ⊂ D y, por tanto, f k(D) ⊂ f k−1(D) ⊂ . . . ⊂ f (D) ⊂ D. Consecuentemente, f k(D) =
⋂k
i=1 f
i(D) y, por tanto, el conjunto F =
⋂∞
k=1 f




para todo x ∈ D. Así, la sucesión de iteraciones { f k(x)}k∈N se acerca a F cuando k →∞.
Usualmente F será un atractor del sistema dinámico y, como vimos en el capítulo anterior,
esta forma de construir conjuntos puede producir fractales.
5.2.1. El modelo logístico
Supongamos que queremos modelizar, mediante un sistema dinámico, el crecimiento de
una población. Así, si la variable x representa el tamaño de la población, queremos predecir
cuál será el tamaño de esta población después de un cierto periodo de tiempo. Para ello
necesitamos una función adecuada f que modelice esta situación. Un primer acercamiento
consistiría en suponer que la población se reproduce de forma constante y por tanto, si x es
la población al comienzo, r x , donde r es un número real positivo, será la población al cabo
de un cierto periodo de tiempo. El modelo resultante produce un crecimiento exponencial
si r > 1 y por tanto solo será útil mientras la población disponga de unos recursos ilimi-
tados que le permitan seguir creciendo a un ritmo constante. Para que el modelo tenga en
cuenta factores externos que limiten el crecimiento exponencial, suponemos que existe una
población máxima P de forma que si la población se acerca a P, limitará su crecimiento.
Modelamos esta situación con la fórmula x 7→ r x(P − x). Para simplificar las ecuaciones
consideraremos la cantidad ex = xP que representa la proporción de la máxima población P.
De esta forma tenemos
ef (ex) := f (ex P) = rex P(P − ex P) = erex(1− ex),
donde er = rP2. Por simplicidad de la notación definimos fλ como
fλ : [0, 1]→ [0, 1]
x 7→ λx(1− x),
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donde λ ∈ [0, 4] es un parámetro que codifica información sobre el sistema. Este modelo se
conoce como modelo logístico.
Un herramienta interesante para tener un primer acercamiento visual al estudio de las
órbitas del modelo logístico son los diagramas de coweb, también conocidos como diagramas
de Verthulst, cuyo funcionamiento se explica en la Figura 5.2.
Fig. 5.2. Diagrama de coweb del modelo logístico para λ = 4. En azul representamos la
gráfica de 4x(1− x) y en rojo la recta f (x) = x. Usualmente reemplazaremos las flechas
por segmentos.
En la Figura 5.3 se observan comportamientos muy diferentes para distintos valores de
r. Por ejemplo, en la Figura 5.3 (a), observamos que la sucesión de los {xk}k∈N converge
hacia un punto fijo. En la Figura 5.3 (b), los {xk}k∈N tienden hacia un ciclo de dos elementos.
Por último, en las restantes se observa un comportamiento más extraño. En particular en la
Figura 5.3 (d) se observa lo que llamaremos un comportamiento caótico. Existen diversas




Fig. 5.3. Diferentes comportamientos para distintos valores de r.
5. Aplicaciones 57
definiciones de caos en matemáticas. Una de ellas es la siguiente.
Definición 5.4. Una aplicación f se dice caótica sobre F si se cumple:
(1) Para algún x ∈ F , la órbita de x es densa en F .
(2) Los puntos x ∈ F tales que f p(x) = x para algún p ∈ N son densos en F .
(3) Existe un δ > 0 tal que, para todo x ∈ F , existen puntos y ∈ F arbitrariamente
cercanos a x tales que | f k(x)− f k(y)| ≥ δ para algún k ∈ N.
Estamos interesados en saber cuál es comportamiento a largo plazo de las órbitas del
modelo logístico en función del parámetro λ. Para ello nos apoyaremos en la Figura 5.4 don-
de encontramos el diagrama de bifurcación del modelo logístico, es decir, una gráfica donde
se aproxima dicho comportamiento de las órbitas del modelo en función de su parámetro.
En este caso, para un cierto valor x0, hemos dibujado { f kλ (x0)}
750
k=501 para distintos valores
de λ con el objetivo de hacer una aproximación visual del comportamiento a largo plazo de
las órbitas de fλ.
Resumimos a continuación los resultados del estudio del diagrama de bifurcación del
modelo logístico, para más detalles se puede consultar [29, Chapter 6]. Si 0 < λ ≤ 1,




k→∞ para todo x ∈ [0, 1]. Para 1< λ < 3, la función fλ tiene un punto fijo inestable en 0 y
un punto fijo estable en 1− 1λ , de tal forma que f
k
λ
(x)→ 1− 1λ para todo x ∈ (0,1). Cuando λ
sobrepasa el valor λ1 = 3, el punto fijo 1−
1
λ se vuelve inestable y se “bifurca” en una órbita
estable de periodo 2 a la que son atraídos todos los puntos de (0,1) salvo una colección
numerable. Dicha bifurcación se aprecia claramente en la Figura 5.4. Cuando λ alcanza el
valor λ2 = 1 +
p
6, las órbitas de periodo 2 se vuelven inestables y son remplazadas por
órbitas estables de periodo 4. Mientras λ sigue incrementando, esta duplicación del periodo
de la órbita estable sigue ocurriendo. Así, definimos λq como el valor del parámetro λ en el
que aparece una órbita estable de periodo 2q. Además, dicha duplicación sucede de manera
cada vez más rápida de modo que λq→ λ∞ cuando q→∞, donde λ∞ ' 3,570.
Fig. 5.4. Diagrama de bifurcación para el modelo logístico.
58 5.2. Sistemas dinámicos
Una de las características más interesantes de este proceso es su universalidad. Resulta
que el comportamiento del modelo logístico es similar al de cualquier transformación de
un intervalo hλ(x) := λh(x) en la que h sea una función diferenciable y unimodal. Aunque
los valores {λk}k∈N en los que se produzcan la duplicación del periodo de la órbita estable
dependan de hλ, siempre se cumple que λ∞ − λk ' cδ−k, donde c es una constante que
depende de hλ y δ = 4,6692 . . . es la constante de Feigenbaum. Además, el comportamiento
de hλ∞ será caótico debido a la existencia de un atractor fractal cuya dimensión de Hausdorff
es aproximadamente igual a 0,538 [12, Section 13.2].
Pensando ya en el siguiente apartado y con el objetivo de simplificar al máximo la fun-
ción del modelo logístico, introduciremos el concepto de conjugación topológica para ver
que estudiar el comportamiento de fλ es de alguna forma equivalente a estudiar el com-
portamiento de gc(x) := x2 + c para alguna constante c. Diremos que dos aplicaciones
continuas f : X → X , g : Y → Y son topológicamente conjugadas si existe un homeomor-
fismo φ : Y → X tal que f ◦ φ = φ ◦ g. Esta relación nos es útil ya que las propiedades
relacionadas con los sistemas dinámicos de f y de g serán las mismas. Las aplicaciones
fλ : x 7→ λx(1− x) y gc : y 7→ y2 + c son topológicamente conjugadas por el homeomorfis-
mo φ : x 7→ λ2 (1− 2x) en el apropiado rango de definición, donde c y λ están relacionados
por la ecuación 4c = λ(2−λ) [29, Lecture 25].
5.2.2. El conjunto de Mandelbrot. Conjuntos de Julia
Nos preguntamos ahora qué pasa con el comportamiento de gc : x 7→ x2 + c como una
función definida de C en C y c ∈ C. Empezaremos centrándonos en el estudio para el valor
inicial 0. En particular, nos interesará conocer para qué valores de c la órbita del cero está
acotada.
Definición 5.5. Llamaremos conjunto de Mandelbrot, denotado por M , al conjunto de c para
los que {gkc (0)}k∈N está acotado.
Como fλ y la restricción a R de gc son topológicamente conjugadas, los valores de c co-
rrespondientes a aquellos de λ para los que las órbitas del modelo logístico estaban acotadas
pertenecerán al conjunto de Mandelbrot. En la Figura 5.5, podemos ver una representación
del conjunto de Mandelbrot junto a la correspondencia de los valores pertenecientes a R
con el diagrama de bifurcación del modelo logístico. El conjunto de Mandelbrot tiene una
sorprendente conexión con el estudio de la iteración de funciones complejas de Julia y Fatou
que comentábamos en la introducción. Ellos estudiaron el comportamiento de un polinomio
con coeficientes complejos (en particular, gc) para cualquier valor inicial z ∈ C.
Definición 5.6. Sea f : C→ C un polinomio de grado mayor o igual que 2 con coefficientes
complejos. Sea K( f ) = {z ∈ C : { f k(z)}k∈N está acotado}. Decimos que el conjunto de Julia
de f , denotado J( f ) es la frontera de K( f ), es decir, J( f ) = ∂ K( f ).
Nos centraremos en los conjuntos J(gc). Como se puede apreciar en la Figura 5.6, es-
tos conjuntos son muy diferentes dependiendo del parámetro c escogido. Precisamente el
conjunto de Mandelbrot nos ayudará a saber cuales de estos conjuntos son conexos.
Teorema 5.7 ([12, Theorem 14.14]). Para todo c ∈ C, el conjunto de Julia J(gc) es conexo
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Fig. 5.5. El conjunto de Mandelbrot y su correspondencia con el diagrama de bifurcación
del modelo logístico. Imagen obtenida en [32].
(a) c = −0,1+ 0,1i (b) c = 0,25+ 0,52i (c) c = 0,66i
Fig. 5.6. Representación de conjuntos de Julia de gc para distintos valores de c. Imagen
obtenida en [12].
si {gkc (0)}k∈N está acotado y es totalmente disconexo en caso contrario. Por tanto,
M = {c ∈ C : {gkc (0)}k∈N está acotado}= {c ∈ C : J(gc) es conexo}.
Si nos fijamos en conjunto J(g0), es decir, el conjunto de Julia asociado a la función
compleja g0 : x 7→ x2, vemos que se corresponde con la circunferencia {z ∈ C : |z|= 1} que
no es un fractal. Veremos a través de los dos siguientes resultados que esto es una excepción
pues, en la mayoría de los casos, J(gc) es un fractal.
Teorema 5.8 ([12, Theorem 14.15]). Si |c|> 5+2
p
6
4 , entonces J(gc) es el conjunto invariante
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del SIF {(z − c)
1
2 ,−(z − c)
1
2 } para z cerca de J(gc). Además, si |c| es grande, tenemos que




Teorema 5.9 ([12, Theorem 14.16]). Si |c|< 14 , entonces J(gc) es una curva simple cerrada.
Además, si |c| es pequeño se tiene que





Una de las características más interesantes de los fractales son sus múltiples aplicaciones
en diversas disciplinas. En este trabajo nos hemos centrado en estudiar las matemáticas de-
trás de los fractales pero no podemos finalizar sin comentar algunas de estas aplicaciones.
Así, aprovecharemos este apartado para comentar algunas de las aplicaciones más intere-
santes que no se hayan comentado a lo largo del trabajo.
En primer lugar, en el libro [19] encontramos métodos usados en análisis matemáti-
co que están basados en fractales, en particular usan ideas en la autosimilitud como, por
ejemplo, la construcción de SIF en distintos espacios con el objetivo de obtener aproxima-
ciones de un cierto objeto matemático deseado. Así, podemos encontrar, por ejemplo, una
generalización del Teorema del Collage [19, Theorem 8.5].
Por otro lado, ciertas construcciones fractales han sido útiles para crear contraejemplos
o resolver problemas en diversas áreas de matemáticas puras. A modo de ejemplo comen-
taremos brevemente el problema de Kakeya. A principios del siglo XX, Besicovitch estaba
trabajando sobre una conjectura relacionada con la integral de Riemann sobre la que se dio
cuenta que podría encontrar un contraejemplo si era capaz de construir un subconjunto de
R2 que contuviera un segmento en todas las direcciones y fuera de medida cero. Finalmente,
en [1] fue capaz de construir un conjunto de dichas características conocido como conjunto
de Besicovitch. Paralelamente, los matemáticos japoneses Kakeya y Fujiwara trabajaban so-
bre el problema de encontrar el subconjunto convexo de R2 con menor área dentro del cual
era posible invertir un segmento unidad, es decir, dentro del cual se puede maniobrar conti-
nuamente un segmento de longitud uno de forma que termine en su posición original pero
rotado 180o. En [15] conjeturaron que la solución era un triángulo equilátero de altura uno
y, además, observaron que si se quitaba la restricción de la convexidad el problema acep-
taba soluciones con menor área que la del triángulo equilátero. El problema de encontrar
el conjunto con menor área en el que se puede rotar un segmento unidad pasó a llamarse
problema de Kakeya. Unos años más tarde, Besicovitch resolvió el problema de Kakeya de
una forma sorprendente pues, con una simple modificación del conjunto de Besicovitch, se
podían obtener conjuntos de medida arbitrariamente pequeña en los que era posible in-
vertir un segmento unidad. Se pueden encontrar más detalles sobre el tema, incluyendo la
construcción de los conjuntos mencionados, en [13, Chapter 7].
Los fractales se utilizan también en modelización. Por un lado, como comentábamos en la
introducción, modelizan ciertos fenómenos naturales. Para ello se utiliza, entre otras cosas,
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el llamado “movimiento browniano” en honor del científico Robert Brown que, en 1827, se
dio cuenta de que la trayectoria seguida por una partícula de polen en la superficie del agua
es muy irregular. La modelización de estas trayectorias irregulares es útil para modelizar
múltiples fenómenos, un ejemplo lo encontramos en la Figura 5.7. Para más detalles sobre
el estudio del movimiento browniano se puede consultar de [12, Chapter 16]. Un libro
específico sobre el uso de fractales en modelización biológica es [17], en el que se incluyen
múltiples ilustraciones relacionadas con el tema. Por otro lado, los fractales también son
útiles en el estudio del flujo turbulento. Para más detalles se puede consultar [22].
Fig. 5.7. Ejemplo de aplicación del movimiento browniano. Imagen obtenida de [12].

A. Código utilizado
Código usado para generar la Figura 1.1. Primero definimos la función «weiestrass», que
asigna a cada x la suma parcial n-ésima para los parámetros a y b, de forma recursiva. A
continuación, dibujamos una aproximación de la función usando 500 sumandos.
1 weiestrass<-function(a,b,n,x) {
2 f<-0








Código usado para generar la Figura 1.3. Definimos la función una función que para cada
n nos dibuja En (en la notación del Ejemplo 1.3). Empezamos obteniendo las coordenadas
de los vértices de todos los triángulos de En en dos vectores x e y. Por último utilizamos el
paquete «ggplot2» para dibujar En. Para ello definimos el vector id que indica como agrupar







7 for (k in 1:n){
8 x_new<-c()
9 y_new<-c()






















31 p <- ggplot(r, aes(x = x, y = y)) +
32 geom_polygon(aes(group = id),fill="black",colour="black")+
33 theme_bw() +
34 theme(axis.line =element_blank(),panel.grid.major = element_blank(),
panel.grid.minor = element_blank(),panel.border = element_blank()
,panel.background = element_blank(),axis.text.x = element_blank()
, axis.ticks.x = element_blank(),axis.text.y = element_blank(),




Código usado para generar la Figura 2.2. Utilizamos el paquete “sp” para obtener los
datos geográficos necesarios. Utilizamos después la función “fortify” para transformar dichos
datos en un data frame con el que podamos trabajar con el paquete “spatstat”. Continuamos
utilizando la función “as.ppp” para crear un archivo .ppp al que poder aplicar la función
“quadratcount” que sirve para dividir en una cuadrícula las coordenadas. Gracias a esta
función detectamos en que cuadrados de dicha cuadrícula hay puntos de la frontera. Por
último, utilizamos el paquete “ggplot2” para dibujar lo que nos interesa.
1 library("raster")
2 library("sp")
3 spain <- getData('GADM', country = 'spain', level = 1)
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19 cuadr_gal<-function(a){
20 Q<-quadratcount(gal_ppp,nx=a,ny=a)
21 xx<-seq(c_x-h,c_x+h,length.out = a+1)





27 for (i in 1:nrow(Q)){
28 for (j in 1:ncol(Q)){










39 geom_polygon(data=fgal,aes(x=long, y=lat, group = group),colour="
black",fill=NA)+
40 geom_vline(xintercept = xx)+




44 theme(axis.line =element_blank(),panel.grid.major = element_blank(),
panel.grid.minor = element_blank(),panel.border = element_blank()
,panel.background = element_blank(),axis.text.x = element_blank()
, axis.ticks.x = element_blank(),axis.text.y = element_blank(),






Código utilizado para generar la Figura 4.1. El juego del caos asociado al triángulo de Sier-
pinski es equivalente a, en cada iteración, calcular el punto medio entre el punto iterativo
y uno de los tres vértices (escogido de manera aleatoria en cada iteración).
1 n_iter<-10000
2 vertices<-data.frame(x=c(0, 1, 0.5),y=c(0, 0, sqrt(3)/2))
3 pto_iterativo<-runif(2)
4 ptos_finales<-data.frame(x=rep(0,n_iter),y=rep(0,n_iter))






10 points(ptos_finales$x,ptos_finales$y, col="black",pch=20, cex =0.5)
Código utilizado para generar la Figura 5.1. Consultado en la página web [31].
1 fractal_fern2 <- function(x, p){
2 if (p <= 0.01) {
3 m <- matrix(c(0, 0, 0, .16), 2, 2)
4 f <- c(0, 0)
5 } else if (p <= 0.86) {
6 m <- matrix(c(.85, -.04, .04, .85), 2, 2)
7 f <- c(0, 1.6)
8 } else if (p <= 0.93) {
9 m <- matrix(c(.2, .23, -.26, .22), 2, 2)
10 f <- c(0, 1.6)
11 } else {
12 m <- matrix(c(-.15, .26, .28, .24), 2, 2)
13 f <- c(0, .44)
14 }
15 m %*% x + f
16 }
17 reps <- 1000000
18 p <- runif(reps)
19 coords <- c(0, 0)
20 m <- Reduce(fractal_fern2, p, accumulate = T, init = coords)
21 m <- t(do.call(cbind, m))
22 plot(m, type = "p", cex = 0.1, col = "darkgreen",
23 xlim = c(-3, 3), ylim = c(0, 10),
24 xlab = NA, ylab = NA, axes = FALSE)
Código usado para generar la Figura 5.4. Con el objetivo de aproximar el comportamiento de
las órbitas del modelo logístico, iteramos la función fλ (aquí definida como «map») 500 veces
antes de guardar ningún valor. Repetimos el proceso para distintos valores del parámetro λ
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11 for (i in 1:500){
12 x<-map(r,x)
13 }










En este apéndice incluiremos algunas demostraciones de carácter más auxiliar.
Demostración del Teorema 2.46. Construiremos la aplicación continua f como el límite de
una sucesión de aplicaciones continuas { fn}n∈N. Empezaremos describiendo una operación
sobre caminos que usaremos para definir los fn.
Consideramos un intervalo compacto arbitrario de la recta real [a, b] y un cuadrado
arbitrario del plano con lados paralelos a los ejes coordenados. Sea g el camino descrito en
la Figura B.1, que podemos pensar como una aplicación continua de [a, b] en el cuadrado.
Fig. B.1. Definición de g. Imagen obtenida de [25].
La operación que queríamos definir reemplaza el camino g por el camino g ′ descrito en
la Figura B.2. Se trata de un camino hecho por cuatro caminos triangulares de la mitad de
tamaño que g. Observamos que g y g ′ tienen el mismo punto inicial y el mismo punto final
y que esta operación se puede aplicar a cualquier camino triangular h como se indica en la
Figura B.3.
Fig. B.2. Definición de g ′. Imagen obtenida de [25].
Definimos la sucesión de funciones fn : I → I2 de manera inductiva. Sea f0 el camino
triangular descrito en la Figura B.1 con a = 0 y b = 1. La aplicación f1 se obtiene aplicando
la operación descrita en la Figura 2 a la aplicación f0. Para obtener f2 aplicamos la misma
operación a cada uno de los cuatro caminos triangulares de f1, como se recoge en la Figu-
ra B.4. En el caso general, fn+1 es un camino creado a partir de aplicar esta operación a cada
uno de los 4n caminos triangulares, cada uno contenido en un cuadrado de lado 2−n, de fn.
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Fig. B.3. Definición de g ′. Imagen obtenida de [25].
Fig. B.4. Visualización de f2 y f3. Imagen obtenida de [25].
Consideramos la siguiente métrica sobre R2,
d(x,y) =máx{|x1 − y1|, |x2 − y2}.
Denotaremos por ρ la métrica sobre C (I , I2) definida por
ρ( f , g) = sup{d( f (t), g(t)) : t ∈ I}.
Como I2 es cerrado en R2, el espacio métrico (I2, d) es completo. Por tanto, el espacio
métrico (C (I , I2),ρ) es también completo [25, Theorem 43.6].
Probaremos que la sucesión de aplicaciones continuas { fn}n∈N es de Cauchy en el espa-
cio métrico (C (I , I2),ρ). Observamos que cada uno de los caminos triangulares de fn está
dentro de un cuadrado de lado 2−n. La operación usada para definir fn+1 reemplaza cada
camino triangular por cuatro caminos triangulares que están dentro del mismo cuadrado
que el original. Por tanto, la distancia en (I2, d) entre fn(t) y fn+1(t) es, como mucho, 2−n.
Consecuentemente,ρ( fn, fn+1)≤ 2−n. Concluimos que { fn}n∈N es una sucesión de Cauchy en
(C (I , I2),ρ) ya que
ρ( fn, fn,m)≤ 2−n + 2−n−1 + · · ·+ 2−n−m+1 < 2−n+1,
para todo n, m ∈ N.
Como (C (I , I2),ρ) es completo, { fn}n∈N converge a una función continua f : I → I2.
Nos falta probar que f es sobreyectiva. Sea x ∈ I2, veamos que x ∈ f (I). En primer lugar,
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observamos que, dado n ∈ N, el camino fn pasa a una distancia menor o igual a 2−n de x ya
que fn pasa por cada uno de los cuadrados de lado 2
−n en los que hemos divido I2. Usando
este hecho, probaremos que, dado ε > 0, la ε-vecindad de x interseca a f (I). Podemos
escoger N lo suficientemente grande como para que







Con lo que hemos probado, podemos asegurar que existe t0 ∈ I tal que d(x, fN (t0)) ≤
2−N . Luego, ya que d( fN (t), f (t))<
ε
2 para todo t, deducimos que
d(x, f (t0))< ε,
y, consecuentemente, la ε-vecindad de x interseca a f (I). Por lo tanto, x pertenece a la
clausura de f (I). Como I es compacto, tenemos que f (I) también es compacto y, conse-
cuentemente, es cerrado. Por tanto, x pertenece a f (I) como queríamos probar. 
Demostración de la Proposición 4.10. Supongamos que S no tiene una r-red finita. Vamos a
definir una sucesión {xn}n∈N, de forma inductiva, tal que d(xn, xm) > r para todo n 6= m.
En primer lugar, como S 6=∅, ya que sino ∅ sería una r-red finita, podemos escoger x1 ∈ S.
Supongamos ahora que x1, x2, . . . , xn ya han sido escogidos. Como por hipótesis {x1, . . . , xn}
no es una r-red, podemos tomar xn+1 tal que d(x j, xn+1)> r para todo 1≤ j ≤ n.
Veamos que la sucesión {xn}n∈N no tiene punto de acumulación, lo que supondría una
contradicción pues S es secuencialmente compacto. Por reducción al absurdo, supongamos
que existe un punto de acumulación x . Por ser punto de acumulación tendríamos que en la
bola B r
2
(x) contendría dos puntos de la sucesión lo cual es imposible pues la distancia entre
dos puntos de la sucesión es estrictamente mayor que r. 
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