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THE UNDIRECTED OPTICAL INDICES OF TREES
YUAN-HSUN LO, HUNG-LIN FU, YIJIN ZHANG, AND WING SHING WONG
Abstract. For a connected graph G, an instance I is a set of pairs of vertices and a
corresponding routing R is a set of paths specified for all vertex-pairs in I. Let RI be
the collection of all routings with respect to I. The undirected optical index of G with
respect to I refers to the minimum integer k to guarantee the existence of a mapping
φ : R → {1, 2, . . . , k}, such that φ(P ) 6= φ(P ′) if P and P ′ have common edge(s), over
all routings R ∈ RI . A natural lower bound of the undirected optical index is the edge-
forwarding index, which is defined to be the minimum of the maximum edge-load over all
possible routings. Let w(G, I) and pi(G, I) denote the undirected optical index and edge-
forwarding index with respect to I, respectively. In this paper, we derive the inequality
w(T, IA) <
3
2
pi(T, IA) for any tree T , where IA := {{x, y} : x, y ∈ V (T )} is the all-to-all
instance.
1. Introduction
Let G be a connected graph with vertex set V (G) and edge set E(G). An instance I is a
set (or, multiset) of vertex-pairs of V (G). A routing R in G with respect to I is a set of |I|
paths, one for each vertex-pair in I. That is, {x, y} ∈ I if and only if there is a path having
x and y as its terminal vertices. Such a path is denoted by Px,y or Py,x. A k-path-coloring
of R is a mapping φ : R→ {1, 2, . . . , k}, and is said to be proper if φ(P ) 6= φ(P ′) whenever
P and P ′ have common edge(s). Let w(G, I,R) be the minimum integer k to guarantee the
existence of a proper k-path-coloring of R. Let RI denote the collection of all routings in G
with respect to I. The undirected optical index (or the path-chromatic number) of G with
respect to I is then defined to be
w(G, I) := min
R∈RI
w(G, I,R).
Note that by constructing a graph Q(R), say conflict graph, on R by paths P and P ′ being
adjacent if and only if they have common edge(s), the value w(G, I,R) turns out to be the
chromatic number of Q(R), i.e., χ(Q(R)).
For a routing R ∈ RI and an edge e ∈ E(G), the edge-load of e, denoted by `G,R(e), is
the number of paths in R passing through e. Let pi(G, I,R) denote the maximum value of
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`G,R(e) by going through all edges in G, i.e., pi(G, I,R) = maxe∈E(G) `G,R(e). The edge-
forwarding index of G with respect to I is then defined by
pi(G, I) := min
R∈RI
pi(G, I,R).
It is easy to see that pi(G, I) ≤ w(G, I) for any connected graph G and instance I.
Analogous parameters can be introduced when considering a connected bidirected graph,
which is a digraph obtained from a connected (undirected) graph by putting two opposite
arcs on each edge. In a bidirected graph G, an instance I consists of ordered pairs of vertices
and a corresponding routing ~RI refers to a set of |I| dipaths specified for all ordered pairs in
I. The optical index and arc-forwarding index, denoted by ~w(G, I) and ~pi(G, I) respectively,
are defined accordingly. We use the right-arrow symbol to emphasize that the parameters
are considered in a directed version. It is worth noting that the evaluation of optical
indices is known as the routing and wavelength assignment (RWA) problem, which arises
from the investigation of optimal wavelength allocation in an optical network that employs
Wavelength Division Multiplexing (WDM) [1].
For an arbitrary instance I, to evaluate the exact value of w(G, I) has been shown
to be NP-hard, even for trees [13] and cycles [8]. Some approximation algorithms were
proposed in [23, 20]. The best known results are with approximation ratio 43 for trees [8]
and approximation ratio 2 − o(1) for cycles [7]. When it comes to directed case, it is also
NP-hard to determine ~w(G, I) for trees and cycles [8]. A 53 -approximation algorithm for
trees was proposed in [9] and a 2-approximation algorithm for cycles was given in [6]. As
~pi(G, I) being a natural lower bound of ~w(G, I), Kaklamanis et al. [16] showed that 53~pi(G, I)
colors are enough when G is a tree, and Tucker [24] showed that 2~pi(G, I) − 1 colors are
enough when G is a cycle. Interested readers are referred to [4, 12, 14, 17, 19, 21] for more
information.
Some literatures focused on the fundamental case when the instance consists of all vertex-
pairs (or, ordered pairs of vertices for directed case), called all-to-all instance and denoted
by IA. That is, |IA| =
(|V (G)|
2
)
for undirected case and |IA| = |V (G)|(|V (G)| − 1) for
directed case. It has been proved that the equality ~w(G, IA) = ~pi(G, IA) holds for trees [11],
cycles [25], trees of cycles [5], some Cartesian product of paths or cycles with equal lengths [3,
22], some certain compound graphs [2] and circulant graphs [2, 12]. Kosowski [15] provided
a family of graphs satisfying ~w(G, IA) > ~pi(G, IA).
The results for all-to-all instance on undirected case are relatively few. The exact value
of w(G, IA) and the gap between it to pi(G, IA) are characterized for cycles [18] or complete
m-ary trees [10]. It was conjectured in [10] that w(G, IA) is upper bounded by
3
2pi(G, IA)
in the case when G is a tree. This paper is devoted to prove this conjecture. It should
be noted here that, both the 43 -approximation algorithm in [8] for undirected case and the
method of the usage of 53~pi(G, I) colors in [16] for directed case do not cover our result.
2. Main Result
Let T be a tree. There is a unique path to connect any pair of vertices in T , so |RI | = 1,
for any instance I. Hereafter we only consider the all-to-all instance and use R to denote
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the unique all-to-all routing. For convenience, w(T, IA), pi(T, IA) and `T,R(e) are simply
written as w(T ), pi(T ) and `T (e), respectively.
Since each edge e ∈ E(T ) is a bridge, `T (e) is equal to the product of the numbers of
vertices of the two components in T − e. Therefore, a natural upper bound of pi(T ) is
obtained as follows.
Proposition 1. Let T be a tree of order n. It follows that
pi(T ) ≤ n
2
4
.
Here is the main result in this paper.
Theorem 2. Let T be a tree of order n. It follows that
w(T ) <
3
2
pi(T ). (1)
Proof. The proof of Theorem 2 is obtained by induction on n. It is obvious that (1) holds
when n ≤ 3. In what follows we consider n ≥ 4, and assume (1) holds for any tree of order
less than n.
Let eˆ be the edge maximizing the value `T (e) among all edges, that is, `T (eˆ) = pi(T ).
Note that eˆ may not be unique. Let A and B be the two connected components of T − eˆ
with a ≥ b, where a := |V (A)| and b := |V (B)|.
We first consider the case when b ≥ 34a. The paths in R are partitioned into three classes.
• P1 := {Px,y : x, y ∈ V (A)}.
• P2 := {Px,y : x, y ∈ V (B)}.
• P3 := {Px,y : x ∈ V (A) and y ∈ V (B)}.
It follows from previous observation that χ(Q(P1)) = w(A), χ(Q(P2)) = w(B) and χ(Q(P3)) =
|P3| = a · b. Observe that any two paths, one in P1 and another in P2, can receive the same
color. By the induction hypothesis and Proposition 1, it follows that
w(T ) ≤ max {w(A), w(B)}+ |P3|
< max
{3
2
pi(A),
3
2
pi(B)
}
+ |P3| = max
{3
8
a2,
3
8
b2
}
+ ab
= a
(3
8
a+ b
) ≤ a(1
2
b+ b
)
=
3
2
ab
=
3
2
pi(T ),
as desired.
In what follows, consider b < 34a. Denote by r the endpoint of eˆ with r ∈ V (A). Let
B1(= B), B2, . . . , Bd be the connected components of T − r, where d = degT (r). Note
that d ≥ 2 since we assume n ≥ 4. For i = 1, 2, . . . , d denote by si the neighbor of r
with si ∈ V (Bi), and let bi = |V (Bi)|. The assumption piT (eˆ) = pi(T ) implies that b1 ≥ bi
for i ≥ 2. Without loss of generality, we assume b1 ≥ b2 ≥ · · · ≥ bd. See Fig. 1 for
the illustration of the structure of T . Notice that b1 = b ≤ a = 1 + b2 + · · · + bd and
pi(T ) = ab = b1(1 + b2 + · · ·+ bd).
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𝑟𝑟
⋯
⋯
𝑠𝑠1 𝑠𝑠2 𝑠𝑠3 𝑠𝑠𝑑𝑑
𝐵𝐵 = 𝐵𝐵1 𝐵𝐵2 𝐵𝐵3 𝐵𝐵𝑑𝑑
𝐴𝐴
?̂?𝑒
Figure 1. The structure of T .
To render the paper more readable, the rest of the proof is moved to the next two sections.
The framework of the whole proof is illustrated as follows.
b ≥ 34a (Section 2)
b < 34a

d = 2 (Section 3.1)
d = 3 (Section 3.2)
d = 4 (Section 3.3)
d ≥ 5

b ≥ a/2 (Section 4.1)
b < a/2
{
b1 = b2 = · · · = bd (Section 4.2)
b1 = · · · = bk > bk+1 ≥ · · · ≥ bd (Section 4.3)

3. Proof of Theorem 2 for d < 34a and 2 ≤ d ≤ 4
3.1. d = 2. Let e be the edge connecting r and s2. Then, pi(e) = (b+1)(a−1) > ab = pi(T )
whenever 3a > 4b. This contradicts to the definition of pi(T ).
3.2. d = 3. In this case, a = 1 + b2 + b3 and pi(T ) = b1(1 + b2 + b3). The paths in R are
classified into the following 7 classes.
• P1 := {Pr,y : y ∈ V (T ) \ {r}}.
• P2 := {Px,y : x ∈ V (B1), y ∈ V (B2)}.
• P3 := {Px,y : x ∈ V (B1), y ∈ V (B3)}.
• P4 := {Px,y : x ∈ V (B2), y ∈ V (B3)}.
• P5 := {Px,y : x, y ∈ V (B1)}.
• P6 := {Px,y : x, y ∈ V (B2)}.
• P7 := {Px,y : x, y ∈ V (B3)}.
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First, two paths in P1 can receive the same color if their terminal vertices (except for the
one r) are not in the same set V (Bi), i = 1, 2 or 3. Since b1 ≥ b2 ≥ b3, one has χ(Q(P1)) ≤
b1. Second, any two paths, one in P2 and the other in P7, have no edges in common. By
the fact χ(Q(P2)) = |P2| = b1b2, the induction hypothesis that χ(Q(P7)) < 32pi(B3) and
pi(B3) ≤ 38b23 from Proposition 1, we have χ(Q(P2∪P7)) ≤ max{b1b2, 38b23} = b1b2. Similarly,
χ(Q(P3 ∪ P6)) ≤ max{b1b3, 38b22} and χ(Q(P4 ∪ P5)) ≤ max{b2b3, 38b21}. It follows that
w(T ) ≤ b1 + b1b2 + max
{
b1b3,
3
8
b22
}
+ max
{
b2b3,
3
8
b21
}
. (2)
Consider the case when b2b3 ≥ 38b21. Since b1b3 ≥ 38b22 due to b1 ≥ b2 ≥ b3, it follows from
(2) that
w(T ) ≤ b1 + b1b2 + b1b3 + b2b3 = b1(1 + b2 + b3) + 1
2
b2b3 +
1
2
b2b3
≤ b1(1 + b2 + b3) + 1
2
b1b2 +
1
2
b1b3 < b1(1 + b2 + b3) +
1
2
b1(1 + b2 + b3)
=
3
2
pi(T ).
Next, consider the case when b2b3 <
3
8b
2
1. If b1b3 ≥ 38b22, by (2) and the assumption that
b < 34a we have
w(T ) ≤ b1 + b1b2 + b1b3 + 3
8
b21 < b1(1 + b2 + b3) +
9
32
b1(1 + b2 + b3)
<
3
2
b1(1 + b2 + b3) =
3
2
pi(T ).
Otherwise, by (2) and b < 34a again we have
w(T ) ≤ b1 + b1b2 + 3
8
b22 +
3
8
b21 ≤ b1 + b1b2 +
3
4
b21
< b1 + b1b2 +
9
19
b1(1 + b2 + b3) =
3
2
b1(1 + b2 + b3) +
1
16
b1(1 + b2 − 15b3). (3)
Notice that b < 34a and b2 ≤ b1 imply b2 ≤ 3 + 3b3. It follows from (3) that
w(T ) <
3
2
b1(1 + b2 + b3)− 1
4
b1(3b3 − 1) < 3
2
b1(1 + b2 + b3) =
3
2
pi(T ).
3.3. d = 4. In this case, a = 1 + b2 + b3 + b4 and pi(T ) = b1(1 + b2 + b3 + b4). We consider
the following sub-cases.
(i) b1 ≥ b3 + b4.
(ii) b1 < b3 + b4 and b1b4 ≥ b2b3.
(iii) b1 < b3 + b4, b1b4 < b2b3 and b1 ≤ 4b4.
(iv) b1 < b3 + b4, b1b4 < b2b3 and b1 > 4b4.
3.3.1. Proof for sub-case (i). We first obtain a new graph T ′ from T by removing the
edge {r, s4} and adding the edge {s3, s4}, see Fig. 2 for an example of T ′. It is not hard to
see that the edge eˆ still maximizes the value `T ′(e), which implies that pi(T
′) = b1(1 + b2 +
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b3 + b4) = pi(T ). Observe that degT ′(r) = 3. By the same argument in Section 3.2 for d = 3
case, we have
w(T ′) <
3
2
pi(T ′) =
3
2
pi(T ). (4)
𝑟𝑟
𝑠𝑠1 𝑠𝑠2 𝑠𝑠3 𝑠𝑠4
?̂?𝑒 𝑒𝑒1 𝑒𝑒2
𝑟𝑟
𝑠𝑠1 𝑠𝑠2 𝑠𝑠3 𝑠𝑠4
?̂?𝑒
𝑒𝑒𝑒
𝑇𝑇 𝑇𝑇𝑒
𝑒𝑒1
Figure 2. T ′ = T − {r, s4}+ {s3, s4}.
Let φ′ be a proper w(T ′)-path-coloring of T ′. Define a path-coloring φ of T by
φ(Px,y) =

φ′(P ′s3,y), if x = r and y ∈ V (B4); (5a)
φ′(P ′r,y), if x = s3 and y ∈ V (B4); (5b)
φ′(P ′x,y), otherwise. (5c)
We use the superscript “prime” herein to emphasize the paths are considered in T ′. φ
is well-defined since it just exchanges the color of the path connecting r and y with that
connecting s3 and y, for any y ∈ V (B4).
Lemma 3. The path-coloring defined on T in (5a)–(5c) is proper.
Proof. Following the definition of φ, we first define a mapping f from R to the routing of
T ′ as
f(Px,y) =

P ′s3,y, if x = r and y ∈ V (B4);
P ′r,y, if x = s3 and y ∈ V (B4);
P ′x,y, otherwise.
As such, φ(Px,y) = φ
′(f(Px,y)). For convenience, use e1, e2 and e′ to denote the edges
{r, s3}, {r, s4} and {s3, s4}, respectively, as shown in Fig. 2.
Consider two paths in T , say Px,y and Pu,v, which have at least one common edge. Let
E (resp., E ′) denote the collection of common edges of Px,y and Pu,v (resp., f(Px,y) and
f(Pu,v)). If E ′ 6= ∅, then
φ(Px,y) = φ
′(f(Px,y)) 6= φ′(f(Pu,v)) = φ(Pu,v).
In what follows, we aim to prove that E ′ 6= ∅.
When f(Px,y) = Px,y and f(Pu,v) = Pu,v, one has E ′ = E 6= ∅. Consider the case when
f(Px,y) 6= Px,y and f(Pu,v) 6= Pu,v. By assuming y, v ∈ V (B4), there are four possibilities
for the choices of x, u: x = u = r; x = u = s3; x = r and u = s3; and x = s3 and u = r.
For either case, one can check that e′ ∈ E ′. Hence E ′ 6= ∅.
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Finally, we consider by symmetry that f(Px,y) 6= Px,y and f(Pu,v) = Pu,v. By assuming
y ∈ V (B4), one has x = r or x = s3. When x = r (i.e., f(Px,y) = P ′s3,y), E 6= ∅ and
f(Pu,v) = Pu,v imply that either u, v ∈ V (B4) or u ∈ V (B1)∪V (B2)∪V (B3) and v ∈ V (B4).
For the former case we have E ′ = E , while for the latter case we have e′ ∈ E ′. When x = s3
(i.e., f(Px,y) = P
′
r,y), by E 6= ∅ and f(Pu,v) = Pu,v again, there are three possibilities for
the choices of u, v: (i) u, v ∈ V (B4); (ii) u ∈ V (B1) ∪ V (B2) ∪ V (B3) and v ∈ V (B4); and
(iii) u ∈ V (B1)∪ V (B2) and v ∈ V (B3). We have E ′ = E for (i), e′ ∈ E ′ for (ii), and e1 ∈ E ′
for (iii). This concludes that E ′ 6= ∅. 
Lemma 3 guarantees that w(T ) ≤ w(T ′). Hence the result follows by (4).
3.3.2. Proof for sub-cases (ii) and (iii). We consider (ii) and (iii) simultaneously. The
paths in R are classified into the following 5 classes.
• P1 := {Pr,y : y ∈ V (T ) \ {r}}.
• P2 := {Px,y : x, y ∈ V (Bi) for some i, 1 ≤ i ≤ 4}.
• P3 := {Px,y : x ∈ V (B1) and y ∈ V (B2) or x ∈ V (B3) and y ∈ V (B4)}.
• P4 := {Px,y : x ∈ V (B1) and y ∈ V (B3) or x ∈ V (B2) and y ∈ V (B4)}.
• P5 := {Px,y : x ∈ V (B1) and y ∈ V (B4) or x ∈ V (B2) and y ∈ V (B3)}.
Similar to the argument in (2) of Section 3.2 for d = 3 case, we have
w(T ) ≤ b1 + max
{3
8
b21,
3
8
b22,
3
8
b23,
3
8
b24
}
+ max{b1b2, b3b4}
+ max{b1b3, b2b4}+ max{b1b4, b2b3}.
By the assumption that b1 ≥ b2 ≥ b3 ≥ b4, the above inequality can be simplified as
w(T ) ≤ b1 + 3
8
b21 + b1b2 + b1b3 + max{b1b4, b2b3}. (6)
Consider (ii): b1 < b3 + b4 and b1b4 ≥ b2b3. It follows from (6) and b < 34a that
w(T ) ≤ b1 + 3
8
b21 + b1b2 + b1b3 + b1b4
< b1(1 + b2 + b3 + b4) +
3
8
b1 · 3
4
(1 + b2 + b3 + b4)
=
41
32
b1(1 + b2 + b3 + b4) <
3
2
b1(1 + b2 + b3 + b4)
=
3
2
pi(T ).
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Consider (iii): b1 < b3 + b4, b1b4 < b2b3 and b1 ≤ 4b4. It follows from (6) that
w(T ) ≤ b1 + 3
8
b21 + b1b2 + b1b3 + b2b3
=
3
2
b1(1 + b2 + b3 + b4) +
3
8
b21 + b2b3 −
1
2
b1 − 1
2
b1b2 − 1
2
b1b3 − 3
2
b1b4 (7)
≤ 3
2
b1(1 + b2 + b3 + b4) +
3
8
b1(b1 − 4b4 − 4
3
) (8)
<
3
2
b1(1 + b2 + b3 + b4) (9)
=
3
2
pi(T ),
where inequalities (8) and (9) are due to 2b2b3 ≤ b1b2 + b1b3 and b1 ≤ b4, respectively.
3.3.3. Proof for sub-case (iv). Finally, consider (iv): b1 < b3 + b4, b1b4 < b2b3 and
b1 > 4b4. The paths in R are classified into the following 7 classes.
• P1 := {Pr,y : y ∈ V (T ) \ {r}}.
• P2 := {Px,y : x ∈ V (B1) and y ∈ V (B2)}.
• P3 := {Px,y : x, y ∈ V (B3) ∪ V (B4)}.
• P4 := {Px,y : x ∈ V (B1) and y ∈ V (B3)}.
• P5 := {Px,y : x, y ∈ V (B2) ∪ V (B4)}.
• P6 := {Px,y : x ∈ V (B2) and y ∈ V (B2)}.
• P7 := {Px,y : x, y ∈ V (B1) ∪ V (B4)}.
It is easy to see that χ(Q(P1)) = b1, χ(Q(P2)) = b1b2, χ(Q(P4)) = b1b3, and χ(Q(P6)) =
b2b3. Let B̂ be the tree obtained from the union of B3 and B4 by adding an extra edge
connecting s3 and s4. It is easy to see that w(B̂) = χ(Q(P3)). By the induction hypothesis
that w(B̂) < 32pi(B̂), it follows from Proposition 1 that
χ(Q(P3)) = w(B̂) < 3
2
pi(B̂) ≤ 3
8
(b3 + b4)
2.
Furthermore, since any two paths, one in P2 and another in P3, can receive the same color,
we have
χ(Q(P2 ∪ P3)) = max
{
χ(Q(P2)), χ(Q(P3))
} ≤ max{b1b2, 3
8
(b3 + b4)
2
}
. (10)
By the same argument, one has
χ(Q(P4 ∪ P5)) ≤ max
{
b1b3,
3
8
(b2 + b4)
2
}
(11)
and
χ(Q(P6 ∪ P7)) ≤ max
{
b2b3,
3
8
(b1 + b4)
2
}
. (12)
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Combining χ(Q(P1)) = b1 and equations (10)–(12) yields
w(T ) ≤χ(Q(P1)) +
3∑
i=1
χ (Q (P2i ∪ P2i+1))
≤b1 + max
{
b1b2,
3
8
(b3 + b4)
2
}
+ max
{
b1b3,
3
8
(b2 + b4)
2
}
+ max
{
b2b3,
3
8
(b1 + b4)
2
}
. (13)
As b1 < b3 + b4 and b1 > 4b4 implying b4 <
1
3b3 and b1 <
4
3b3, by b4 ≤ b3 ≤ b2 ≤ b1 we
have
3
8
(b3 + b4)
2 <
3
8
(b1 +
1
4
b1)(b2 + b2) =
15
16
b1b2, (14)
and
3
8
(b2 + b4)
2 <
3
8
(b1 +
1
4
b1)
2 =
75
128
b21
<
75
128
b1 · 4
3
b3 =
25
32
b1b3. (15)
By plugging (14) and(15) into (13), we have
w(T ) ≤ b1 + b1b2 + b1b3 + max
{
b2b3,
3
8
(b1 + b4)
2
}
. (16)
If b2b3 ≥ 38(b1 + b4)2, it follows (16) that
w(T ) ≤ b1 + b1b2 + b1b3 + b2b3
=
3
2
b1
(
1 + b2 + b3 + b4
)
+
(
b2b3 − 1
2
b1(b2 + b3)
)− 1
2
b1 − 3
2
b1b4
≤ 3
2
pi(T )− 1
2
b1 − 3
2
b1b4
<
3
2
pi(T ).
Else, if b2b3 <
3
8(b1 + b4)
2, it follows (16) again that
w(T ) ≤ b1 + b1b2 + b1b3 + 3
8
(b1 + b4)
2
=
3
2
b1(1 + b2 + b3 + b4)− 1
2
b1 − 1
2
b1b2 − 1
2
b1b3 − 3
4
b1b4 +
3
8
b21 +
3
8
b24
=
3
2
pi(T )− 1
2
b1 − 1
2
b1b2 +
3
8
b1
(
b1 − 4
3
b3
)
+
3
8
b4
(
b4 − 2b1
)
<
3
2
pi(T )− 1
2
b1 − 1
2
b1b2 (17)
<
3
2
pi(T ),
where (17) is due to b1 <
4
3b3 and b4 ≤ b1.
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4. Proof of Theorem 2 for b < 34a and d ≥ 5
This part proceeds by induction on d, with initial cases d = 2, 3 and 4. We consider
three scenarios: (i) b ≥ a/2; (ii) b < a/2 and b1 = b2 = · · · = bd; and (iii) b < a/2 and
b1 = b2 = · · · = bk > bk+1 ≥ · · · ≥ bd for some k with 1 ≤ k ≤ d − 1. In each case, we
assume b1 < bd−1 + bd, otherwise, it can be reduced to the d− 1 case and Lemma 3 can be
applied as we shown above.
4.1. b ≥ a/2. Since d ≥ 5, it follows that 2(bd−1 + bd) ≤ b2 + b3 + · · · + bd ≤ 2b1, which
implies that bd−1 + bd ≤ b1. This is a contradiction to the assumption that b1 < bd−1 + bd.
4.2. b < a/2 and b1 = b2 = · · · = bd. In this case, pi(T ) = b(bd − b + 1). Consider the
following classification of R.
• Pi :=
{
Px,y : x, y ∈ V (Bi) ∪ {r}
}
, for i = 1, 2, . . . , d; and
• P(i,j) := {Px,y : x ∈ V (Bi) and y ∈ V (Bj)}, for 1 ≤ i < j ≤ d.
First, assume d is even. For i 6= i′, any two paths, one in Pi and another in Pi′ , can
receive the same color. Then, by the induction hypothesis and Proposition 1 we have
χ
(
Q
(
d⋃
i=1
Pi
))
= χ(Q(P1)) = w(B1) < 3
2
pi(B1) ≤ 3
8
b2.
Recall that the chromatic index of a complete graph of order d is d−1 when d is even. Let
Kd be a complete graph of d vertices labelled 1, 2, . . . , d, and let f : E(Kd)→ {1, 2, . . . , d−1}
be a proper (d− 1)-edge-coloring of Kd. For t = 1, 2, . . . , d− 1, denote by Ct the collection
of ordered pairs (i, j) such that f({i, j}) = t, where i < j. Any two paths, one in P(i,j) and
another in P(i′,j′), can receive the same color if (i, j) and (i′, j′) are distinct and both in Ct
for some t. This implies that, for any t,
χ
Q
 ⋃
(i,j)∈Ct
P(i,j)
 = χ (Q(P(i,j))) = |P(i,j)| = b2.
To sum up, we have
w(T ) ≤ χ
(
Q
(
d⋃
i=1
Pi
))
+
d−1∑
t=1
χ
Q
 ⋃
(i,j)∈Ct
P(i,j)

<
3
8
b2 + (d− 1)d2 < 3
2
b(bd− b+ 1) = 3
2
pi(T ).
Second, assume d is odd. Recall that the total-chromatic number of a graph G is the
minimum integer k needed to guarantee the existence of a mapping from V (G) ∪ E(G) to
a set of k colors such that (i) adjacent vertices receive distinct colors, (ii) incident edges
receive distinct colors, and (iii) any vertex and its incident edges receive distinct colors.
The total-chromatic number of Kd is known to be d when d is odd, see [27, p.16].
For convenience, label the set of vertices in Kd by 1, 2, . . . , d. Let f : V (Kd) ∪ E(Kd)→
{1, 2, . . . , d} be a proper d-total-coloring of Kd such that f(t) = t for any t ∈ V (Kd). By a
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similar argument, for t = 1, 2, . . . , d, one has
χ
Q
Pt ∪ ⋃
f({i,j})=t
P(i,j)
 = max{3
8
b2, b2
}
= b2.
Therefore,
w(T ) ≤
d∑
t=1
χ
Q
Pt ∪ ⋃
f({i,j})=t
P(i,j)
 = d · b2 < 3
2
b(bd− b+ 1) = 3
2
pi(T ).
4.3. b < a/2 and b1 = b2 = · · · = bk > bk+1 for some k with 1 ≤ k ≤ d− 1. Construct
a tree T ′ from T by removing a leave ui from Bi, where ui is arbitrarily chosen but vertex
si, for i = 1, 2, . . . , k. Let B
′
i = Bi − ui for i = 1, 2, . . . , k. See Fig. 3 for an example of T
and T ′ with d = 5 and k = 3.
𝑟𝑟
𝑠𝑠1 𝑠𝑠2 𝑠𝑠4 𝑠𝑠5
?̂?𝑒
𝑇𝑇
𝑠𝑠3
𝑢𝑢1
𝑢𝑢2
𝑢𝑢3
𝑟𝑟
𝑠𝑠1 𝑠𝑠2 𝑠𝑠4 𝑠𝑠5
?̂?𝑒
𝑇𝑇𝑒
𝑠𝑠3
Figure 3. T ′ = T − u1 − u2 − u3, where ui is an arbitrarily chosen leaf for i = 1, 2, 3.
It is easy to see that eˆ still maximizes the value `T ′(e) among all edges in T
′, that is,
`T ′(eˆ) = pi(T
′). Note here that T ′ − r has d branches B′1, . . . , B′k, Bk+1, . . . , Bd. By the
induction hypothesis, we have
w(T ′) <
3
2
pi(T ′) =
3
2
(b1 − 1)
(
1 + (b2 − 1) + · · ·+ (bk − 1) + bk+1 + · · ·+ bd
)
(18)
=
3
2
b1(1 + b2 + · · ·+ bd)− 3
2
(
(k − 1)b1 + b2 + b3 + · · ·+ bd − (k − 2)
)
(19)
=
3
2
pi(T )− 3(k − 1)b1 − 3
2
(bk+1 + bk+2 + · · ·+ bd) + 3
2
(k − 2), (20)
where the last equation is due to b1 = b2 = · · · = bk. Let R′ be the all-to-all routing of T ′.
As w(T ) ≤ w(T ′) + χ(Q(R \R′)), we consider the remaining paths in R \R′.
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When k = 1, R \ R′ = {Pu1,y : y ∈ V (T ) \ {u1}}. By assigning one new color to each
path in R \R′, it follows from (20) and the assumption b < a/2 that
w(T ) ≤ w(T ′) + b1 + b2 + · · ·+ bd
<
3
2
pi(T )− 3
2
(b2 + b3 + · · ·+ bd)− 3
2
+ (b1 + b2 + · · ·+ bd)
=
3
2
pi(T ) + b1 − 1
2
(1 + b2 + b3 + · · ·+ bd)− 1
<
3
2
pi(T ).
When k = 2, R \R′ is divided into the following classes.
• P1 :=
{
Px,y : x = u1, y ∈ V (B′1) ∪ {r} or x = u2, y ∈ V (B′2) ∪ {r}
}
.
• P2 := {Px,y : x = u1, y ∈ V (B′2) or x = u2, y ∈ V (B′1) or x = u1, y = u2
}
.
• Pi := {Px,y : x = u1, y ∈ V (Bi) or x = u2, y ∈ V (Bi+1)}, for i = 3, 4, . . . , d− 1.
• Pd := {Px,y : x = u1, y ∈ V (Bd) or x = u2, y ∈ V (B3)}.
One can check that χ(Q(P1)) = b1, χ(Q(P2)) = |P2| = 2b1 − 1, χ(Q(Pd)) = b3, and
χ(Q(Pi)) = bi for 3 ≤ i ≤ d− 1. It follows from (20) that
w(T ) ≤ w(T ′) +
d∑
i=1
χ(Q(P))
≤ w(T ′) + 3b1 + 2b3 + b4 + b5 + · · ·+ bd−1 + 1
<
3
2
pi(T )− 3b1 − 3
2
(b2 + b3 + · · ·+ bd)− 3
2
+ 3b1 + 2b3 + b4 + b5 + · · ·+ bd−1 + 1
=
3
2
pi(T ) +
1
2
(b3 − b4 − b5 − · · · − bd−1 − 3bd)− 1
<
3
2
pi(T ), (21)
where (21) is due to bd−1 + bd > b1 and d ≥ 5.
When k ≥ 3 and k is odd, R \R′ is divided into the following classes.
• P(i,j) :=
{
Pui,y : y ∈ V (B′j)
}
, for 1 ≤ i, j ≤ k.
• P0 :=
{
Pui,r : 1 ≤ i ≤ k
}
.
• Pi :=
{
Pui,y : y ∈ V (Bk+1)
}
, for 1 ≤ i ≤ k.
• P∞ :=
{
Pui,uj : 1 ≤ i 6= j ≤ k
}
.
• P̂(i,j) :=
{
Pui,y : y ∈ V (Bj)
}
, for 1 ≤ i ≤ k and k + 2 ≤ j ≤ d.
Note that P(i,i) refers to the collection of paths connecting ui and vertices in B′i. We remark
here that |P0| = k, |P∞| =
(
k
2
)
, and |P(i,j)| = b1 − 1, |Pi| = bk+1 ≤ b1 − 1, |P̂(i,j)| = bj for
all suitable i and j.
Recall that the total-chromatic number of Kk is k when k is odd. Let Kk be a complete
graph of k vertices labelled 1, 2, . . . , k, and let f : V (Kk) ∪ E(Kk) → {1, 2, . . . , k} be a
proper k-total-coloring of Kk. For t = 1, 2, . . . , k denote by Ct the collection of vertices and
edges who receive color t under f . Notice that each Ct contains exactly one vertex and
k−1
2 edges. For the sake of argument, we assume vertex t ∈ Ct. For any t, construct two
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sets Ot and Ort as follows: For each edge {i, j}, i < j, put (i, j) and (j, i) into Ot and Ort ,
respectively.
Pick two paths, one in P(i,j) and another in P(i′,j′), they can receive the same color if
{i, j}∩{i′, j′} = ∅. For any t, since t /∈ {i, j} and {i, j}∩{i′, j′} = ∅ for any (i, j), (i′, j′) ∈ Ot,
we have
χ
Q
P(t,t) ∪ ⋃
(i,j)∈Ot
P(i,j)
 ≤ max{|P(t,t)|, |P(i,j)|}(i,j)∈Ot = b1 − 1.
Since paths in Pt have no common edges with paths in P(j,i), for any (j, i) ∈ Ort , by the
similar argument we have
χ
Q
Pt ∪ ⋃
(j,i)∈Ort
P(j,i)
 ≤ max{|Pt|, |P(j,i)|}(j,i)∈Ort = b1 − 1.
By going through t from 1 up to k, it derives
χ
Q
 ⋃
1≤t≤k
Pt ∪
⋃
1≤i,j≤k
P(i,j)
 ≤ 2k(b1 − 1). (22)
The paths in P0 ∪ P∞ can be dealt with in the same way. Any two paths in{
Pt,r
} ∪ {Pui,uj : {i, j} ∈ Ct}
have no common edges. This implies that
χ (Q (P0 ∪ P∞)) = χ
(
Q
({
Pt,r
} ∪ {Pui,uj : {i, j} ∈ Ct})) ≤ k. (23)
It remains to consider paths in P̂(i,j), for 1 ≤ i ≤ k and k + 2 ≤ j ≤ d. Notice that
any two paths, one in P̂(i,j) and another in P̂(i′,j′), have no common edges if and only if
i 6= i′ and j 6= j′. We only consider the case when k ≤ d− k − 1, since the other case (i.e.,
k > d− k − 1) can be dealt with in the same way. The classes of paths can be arranged in
the following fashion.
i Si
1 P̂(1,k+2), P̂(2,k+3), P̂(3,k+4), . . . , P̂(k,2k+1).
2 P̂(1,k+3), P̂(2,k+4), P̂(3,k+5), . . . , P̂(k,2k+2).
...
...
...
...
. . .
...
d− k − 1 P̂(1,d) , P̂(2,k+2), P̂(3,k+3), . . . , P̂(k,2k).
In general, set St collects the classes of paths P̂(1,t+k+1), P̂(2,t+k+2), P̂(3,t+k+3), . . . , P̂(k,t+2k),
where the addition is taken modulo d + 1 and plus k + 2. The chromatic number of the
conflict graph induced by paths in St is determined by the sizes of the classes P̂(i,j) therein;
more precisely,
χ(Q(St)) ≤ max
{
|P̂(1,t+k+1)|, |P̂(2,t+k+2)|, |P̂(3,t+k+3)|, . . . , |P̂(k,t+2k)|
}
=
{
bk+2, if t = 1 or d− 2k ≤ t ≤ d− k − 1;
bt+k+1, otherwise.
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Thus, we have
χ
Q
 ⊎
1≤i≤k,
k+2≤j≤d
P̂(i,j)

 ≤ d−k−1∑
t=1
χ (Q (St))
= kbk+2 + bk+3 + bk+4 + · · ·+ bd−k+1. (24)
Combining (22)–(24), we obtain
χ(Q(R \R′)) ≤ 2k(b1 − 1) + k + kbk+2 + bk+3 + bk+4 + · · ·+ bd−k+1,
and further (20) yields
w(T ) ≤ w(T ′) + χ(Q(R \R′))
<
3
2
pi(T )− 3(k − 1)b1 − 3
2
(
bk+1 + bk+2 + · · ·+ bd
)
+
3
2
(k − 2)
+ 2k(b1 − 1) + k + kbk+2 + bk+3 + bk+4 + · · ·+ bd−k+1
=
3
2
pi(T )− (k − 3)b1 − 3
2
(
bk+1
)
+
(
k − 3
2
)
bk+2 +
1
2
(k − 6)
− 1
2
(
bk+3 + bk+4 + · · ·+ bd−k+1
)− 3
2
(
bd−k+2 + bd−k+3 + · · ·+ bd
)
. (25)
Since bk+2 ≤ bk+1 ≤ b1 − 1 and k ≥ 3, one has
− (k − 3)b1 − 3
2
(
bk+1
)
+
(
k − 3
2
)
bk+2 +
1
2
(k − 6) ≤ −(k − 3) + 1
2
(k − 6) < 0. (26)
Therefore, the result follows by plugging (26) into (25).
When k ≥ 3 and k is even, the argument is similar to the odd case with a slight modifi-
cation. Let T ′′ be a tree obtained from T ′ by removing an extra leave uk+1 from Bk+1, and
let B′k+1 = Bk+1 − {uk+1}. By the same argument in (18)–(20), we have
w(T ′′) <
3
2
pi(T )− 3
2
(2k − 1)b1 − 3
2
(
bk+1 + bk+2 + · · ·+ bd
)
+
3
2
(k − 2). (27)
Let R′′ be the all-to-all routing of T ′′. R \R′′ can be divided into the following classes.
• P(i,j) :=
{
Pui,y : y ∈ V (B′j)
}
, for 1 ≤ i, j ≤ k + 1.
• P0 :=
{
Pui,r : 1 ≤ i ≤ k + 1
}
.
• Pi :=
{
Pui,y : y ∈ V (B′k+2)
}
, for 1 ≤ i ≤ k + 1.
• P∞ :=
{
Pui,uj : 1 ≤ i 6= j ≤ k + 1
}
.
• P̂(i,j) :=
{
Pui,y : y ∈ V (Bj)
}
, for 1 ≤ i ≤ k + 1 and k + 3 ≤ j ≤ d.
Observe that k+ 1 is even. Again, by the same argument as proposed in (22)–(24), we have
χ(Q(R \R′′)) ≤2(k + 1)(b1 − 1) + (k + 1) + (k + 1)bk+3
+ bk+4 + bk+5 + · · ·+ bd−k. (28)
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Combining (27) and (28) yields
w(T ) ≤ w(T ′′) + χ(Q(R \R′′))
<
3
2
pi(T )− (k − 7
2
)
b1 − 3
2
(
bk+1 + bk+2
)
+
(
k − 1
2
)
bk+3 +
1
2
(k − 5)
− 1
2
(
bk+4 + bk+5 + · · ·+ bd−k
)− 3
2
(
bd−k+1 + bd−k+2 + · · ·+ bd
)
. (29)
It suffices to claim that
− (k − 7
2
)
b1 − 3
2
(
bk+1 + bk+2
)
+
(
k − 1
2
)
bk+3 +
1
2
(k − 5) < 0. (30)
If bk+3 = 0, the left-and-side of (30) can be simplified as
− ((k − 4) + 1
2
)
b1 +
1
2
(
(k − 4)− 1)− 3
2
(
bk+1 + bk+2
)
=− 1
2
(k − 4)(2b1 − 1)− 1
2
(b1 + 1)− 3
2
(
bk+1 + bk+2
)
,
which is less than 0 due to k ≥ 4. If bk+3 > 0, by plugging bk+3 = b1 − , for some  ≥ 1,
into the left-hand-side of (30), we derive from bk+1 ≥ bk+2 ≥ bk+3 = b1 −  that
− (k − 7
2
)
b1 − 3
2
(
bk+1 + bk+2
)
+
(
k − 1
2
)
bk+3 +
1
2
(k − 5)
≤− k+ 1
2
k +
7
2
− 5
2
= −(− 1)(k − 7
2
)− 1
2
(k − 2)
< 0,
as desired. 
5. Concluding Remarks
In this paper, we prove that for any tree T , w(T ) < 32pi(T ). For any odd integer k ≥ 3
and positive integer t, let Tk,t be a rooted tree with k branches, each of which has exactly t
vertices. It has been showed in [10] that w(Tk,t) = kt
2 and pi(Tk,t) = (k−1)t2+t. Therefore,
lim
t→∞
w(Tk,t)
pi(Tk,t)
=
k
k − 1 ,
which is upper-bounded by 32 due to k ≥ 3. This indicates that the ratio 32 is an asymp-
totically tight upper bound. For a rational number δ between 1 and 32 , it is called feasible
if there exists a tree T such that w(T ) = δpi(T ). It would be interesting to determine the
spectrum of feasible rational numbers. Some known feasible rational numbers can be found
in [10].
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