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Abstract—Semi-supervised learning has received a lot of recent
attention as it alleviates the need for large amounts of labelled
data which can often be expensive, requires expert knowledge
and be time consuming to collect. Recent developments in deep
semi-supervised classification have reached unprecedented per-
formance and the gap between supervised and semi-supervised
learning is ever-decreasing. This improvement in performance
has been based on the inclusion of numerous technical tricks,
strong augmentation techniques and costly optimisation schemes
with multi-term loss functions. We propose a new framework,
LaplaceNet, for deep semi-supervised classification that has a
greatly reduced model complexity. We utilise a hybrid energy-
neural network where graph based pseudo-labels, generated
by minimising the graphical Laplacian, are used to iteratively
improve a neural-network backbone. Our model outperforms
state-of-the-art methods for deep semi-supervised classification,
over several benchmark datasets. Furthermore, we consider
the application of strong-augmentations to neural networks
theoretically and justify the use of a multi-sampling approach
for semi-supervised learning. We demonstrate, through rigorous
experimentation, that a multi-sampling augmentation approach
improves generalisation and reduces the sensitivity of the network
to augmentation. Code available at https://github.com/psellcam/
LaplaceNet.
I. INTRODUCTION
The advent of deep learning has been key in achieving out-
standing performance in several computer vision tasks including
image classification [1]–[5], object detection e.g. [6]–[8] and
image segmentation [9]–[11]. Training deep learning models
often relies upon access to large amounts of labelled training
data. In real-world scenarios we often find that labels are
scarce, expensive to collect, prone to errors (high uncertainty)
and might require expert knowledge. Therefore, relying on
a well-representative dataset to achieve good performance is
a major limitation for the practical deployment of machine
learnt methods. These issues have motivated the development
of techniques which are less reliant on labelled data.
Semi-supervised learning aims to extract information from
unlabelled data, in combination with a small amount of label
data, and produce results comparable to fully supervised
approaches. In recent years, the developments in deep learning
have motivated new directions in semi-supervised learning
(SSL) for image classification. The major benefit of these
new deep approaches being the ability to learn feature repre-
sentations rather than rely upon hand-crafted features. In the
last few years, deep SSL papers have reached unprecedented
performance e.g. [12], [13], and the gap between supervised
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and semi-supervised models is much smaller now that it was
even five years ago, with semi-supervised methods surpassing
certain supervised techniques.
What techniques have been crucial to the improved perfor-
mance of deep semi-supervised methods? Although, there is
no universal answer, there are several shared commonalities
between the current SOTA. The works of [12]–[14] demon-
strated that a key factor for improving performance is the use
of strong augmentations strategies such as AutoAugment [15],
RandAugment [16], Cutout [17] and CTAugment [14]. Ad-
ditionally, the use of confidence thresholding [12], [18] and
temperature sharpening [13], [19] are thought to be vital in
improving performance for pseudo-labeling methods. Other
papers [19]–[21] have shown great improvement from using
interpolating techniques such as MixUp [22]. Several SOTA
have also promoted large batch sizes [12] with a large ratio of
unlabelled to labelled data per batch.
Recent approaches in SSL have proposed costly optimisation
schemes involving multi-term loss functions to improve the
generalisation of their models [14], [20]. Some approaches
[12] use separate loss terms for unlabelled and labelled data,
whilst consistency regularisation approaches such as [13] use
a standard supervised loss in combination with a specialised
consistency loss. Other approaches go even further [14], [20]
and use three or more loss terms which promote entropy
minimisation, class balancing or simultaneously minimise
several consistency losses.
Over-costly computational approaches and unnecessary com-
plexity, make it hard to directly say what tools or approaches
are important for improved generalisation and make it difficult
to use SSL methods in realistic settings. Furthermore, despite
the significant improvements found in using augmentations,
there has been little effort in the field of SSL to investigate
how best to include strong augmentations techniques in
the learning framework. With these points in mind, in this
work, we introduce a new deep SSL framework for image
classification which offers state-of-the-art performance with
massively reduced model complexity. Our main contributions
are:
– We propose a graph based pseudo-label approach for
semi-supervised image classification which we name
LaplaceNet. We demonstrate through extensive testing,
that our approach produces state-of-the-art results on
benchmark datasets CIFAR-10, CIFAR-100 and Mini-
ImageNet. We do so with vastly reduced model complexity
compared to the current state-of-the-art. We show that
a single loss, the classic supervised loss, is all that is























– We show that using an energy-based graphical model for
pseudo-label generation produces more accurate pseudo-
labels, with a small computational overhead, than us-
ing the network’s predictions directly. Furthermore, we
demonstrate that energy-based pseudo-label approaches
can produce state-of-the-art results without the techniques
(temperature sharpening, confidence thresholding, soft
labels) that are currently thought to be essential for pseudo-
label methods.
– Instead, we offer further evidence that strong augmentation
is by far and away the most important tool for improving
the performance of semi-supervised models in the natural
image domain. With this in mind, we propose, theoretically
justify and experimentally demonstrate that a multi-
sample averaging approach to strong augmenation not
only improves generalisation but reduces the sensitivity
of the model’s output to data augmentation.
II. RELATED WORK
The problem of improving image classification performance
using SSL has been extensively investigated from the classic
perspective e.g. [23]–[28], in which one seeks to minimise a
given energy functional that exploits the assumed relationship
between labelled and unlabelled data [29]. However, classical
approaches tended to rely on hand-crafted features that lim-
ited their performance and generalisation capabilities. With
the popularisation of deep learning and its ability to learn
generalisable feature representations, many techniques have
incorporated neural networks to mitigate problems of generali-
sation. These modern state-of-the-art methods are dominated
by two approaches, consistency regularisation and pseudo-
labelling, which differ in how they incorporate unlabelled data
into the loss function.
A. Consistency Regularisation Techniques
One of the fundamental assumptions that allows semi-
supervised learning to help performance is the cluster assump-
tion, which states that points in the same cluster are likely
to be in the same class. This can be seen to be equivalent
to the low-density assumption which states that the decision
boundaries of the model should lie in low-density regions of
the data distribution. Following from the above assumptions, if
we have access to some labelled data Zl = {xi, yi}nli=1 and a
large amount of unlabelled data Zu = {xi}nl+nui=nl+1, we should
seek to move our decisions boundaries to be in low density
regions of the joint labelled and unlabelled data distributions.
Consistency regularisation seeks to implement the low-
density assumption by encouraging the model f to be invariant
to perturbations δ to the data x. As a result the decision
boundaries are pushed to low-density regions. Mathematically,
given some data perturbing function u : X → X , such that
u(x) = x+ δ, consistency based approaches seek to minimise
some consistency loss Lcon in the general form of
Lcon = ||f(u(x))− f(x)||22. (1)
A large number of papers have applied this idea to SSL
including the
∏
−Model and temporal ensembling [30], Virtual
Adversarial Training (VAT) [31], Mean Teacher [32], the
Interpolation Consistency Training (ICT) [21] RemixMatch [14]
and MixMatch [19]. The downside of consistency regularisation
techniques is the vagueness in choosing an appropriate δ.
This vagueness is reflected in the wide range of perturbations
which have been used in the field. Virtual Adversarial Training
uses adversarial training to learn an effective δ for each
point. Mean Teacher [32] decided to apply a perturbation
to the model itself, and replaces f(u(x)) with an exponential
moving average of the model fEMA(x). Interpolation Con-
sistency Training [21] seeks to train the model to provide
consistent predictions at interpolations of unlabelled points. The
authors of [13] demonstrated that by replacing simple noising
perturbations with stronger augmentation perturbations (eg,
RandAugment [16] or CTAugment [14]) leads to a substantial
performance improvements.
Although these techniques have demonstrated great perfor-
mance, it is unclear how best to set the perturbations δ and
how best to incorporated them in learning frameworks. In our
work, we avoid using model based perturbations and instead
focus on the the application of strong data augmentation.
B. Pseudo-Labelling Techniques
Another family of methods, termed pseudo-label approaches,
focus on estimating labels for the unlabelled data points and
then using them in a modified loss function. Forcing the network
to make predictions on unlabelled points minimises the entropy
of the unlabelled predictions [29] and moves the decision
boundaries to low-density regions. Additional, dependent on
the accuracy of the pseudo-labels, we increase the amount of
labelled data the model has access to and reduce overfitting to
the initally small label set. There are many ways to incorporate
unlabelled data / pseudo-label pairs into the loss function but
the most common ways are to either create a specific loss term
for the unlabelled data pseudo-label pairs [12], [18] or by using
composite batches containing both labelled and unlabelled data
and keeping the standard supervised classification loss [20],
[33].
The first application of this idea to the deep learning setting
was presented by Lee [34]. Viewing the output of the neural
network f(x) as a discrete probability distribution, Lee assigned
a hard pseudo-label ŷ for each unlabelled data point according
to its most likely prediction ŷi = arg max f(xi). These pseudo-
labels were then used in a two termed loss function of the
form













where ls is some loss function and η is a weighting parameter.
The pseudo-labels are recalculated every-time the unlabeled
data is passed through the network. As an alternative to hard
labels, [19] used the full output probability distribution of the
network as a soft label for each point. However, it was found
that sharpening this distribution helped ensured the model’s
prediction entropy was minimised.
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As pointed out by Arazo et al [20] there is a potential
pitfall in this style of approach. Networks are often wrong and
the neural network can overfit to its own incorrectly guessed
pseudo-labels in a process termed confirmation bias. Arazo
et al proposed using MixUp [22], soft labels and a minimum
ratio of labeled to unlabeled data to reduce confirmation bias.
An alternative method to reduce confirmation bias is to use
uncertainty quantification for the produced pseudolabels. These
methods calculate a confidence score ri for each pseudo-
label ŷi. The works of [12], [33] used the entropy of the
probability distribution to give ri whilst [35] used the distance
between unlabelled points and labelled points in feature space.
One can then either weight the loss terms by ri or exclude
pseudo-labels whose ri is below some threshold τ in an attempt
to prevent the network learning from low confidence predictions.
This style of approach is based upon the idea that the neural
network is well calibrated, i.e that the model’s softmax score
is a good indicator of the actually likelihood of a correct
prediction. However, recent research has suggested that modern
neural networks are not as well calibrated as may be intuitively
thought [36]. In our work we demonstrate that, whilst a intuitive
solution, uncertainty quantification is not needed for our pseudo-
label approach.
In a completely different direction to network predictions, it
has been shown from a classical perspective [25] that energy
based models such as graphs are well suited to the task of label
propagation. Therefore, several works [33], [37], [38] have
shown good performance by iteratively feeding the feature
representation of a neural network to a graph, performing
pseudo-label generation on the graph and then using those
labels to train the network. However, graphical approaches
have yet to show that they can produce state-of-the-art results
compared to model based approaches such as [12], [13]. In
our work, we present a graphical approach which surpasses
the performance of model based approaches, demonstrating
that graphical approaches have a lot of promise for practical
applications.
III. PROPOSED TECHNIQUE
This section details our proposed semi-supervised method.
We cover the generation of pseudo-labels, the optimisation
of the model alongside a full algorithm and we explore our
multi-sample augmentation approach.
A. Problem Statement:
From a joint distribution Z = (X ,Y) we have a dataset Z of
size n = nl +nu comprised of a labelled part of joint samples
Zl = {xi, yi}nli=1 and a unlabelled part Zu = {xi}ni=nl+1 of
single samples on X . The labels come from a discrete set
of size C y ∈ {1, 2, .., C}. Our task is to train a classifier f ,
modelled by a neural network with parameter vector θ, which
can accurately predict the labels of unseen data samples from
the same distribution X . The classifier f can be viewed as the
composition of two functions z and g such that f(x) = g(z(x)).
z : X → Rdp is the embedding function mapping our data
input to some dp dimensional feature space and g : Rdp → RC
projects from the feature space to the classification space.
B. Pseudo-labels Generation
As a pseudo-label based approach, we iteratively assign a
pseudo-label ŷ to all data points in Zu once per epoch. In
this work, we generate hard pseudo-labels using a graph based
approach first proposed by Zhou et al [26] and first adapted to
deep networks by Iscen et al [33] which has been thoroughly
studied in the classical machine learning literature.
We first extract the feature representation of the dataset V by
using the embedding function of the neural network z so that
V = {z(x1), .., z(xn)}. Unlike other works we do not apply
augmentation to the data whilst producing the pseudo-labels.
Using V and a similarity metric d, we use d(vi, vj) = 〈vi, vj〉,
we construct a symmetric weighted adjacency matrix W ∈
Rn×n. The elements wij ∈ W are given by Wij = d(vi, vj)
and represent the pairwise similarities between data points.








We then construct the degree matrix D := diag(W1n) and
use this to normalise the affinity matrix W = D−1/2WD−1/2,
which prevent nodes with high degree having a large global
impact. Finally, we use the initial label information to create
the labelled matrix Y ∈ Rn×C
Yij =
{
1, if yi = j,
0 otherwise.
(4)
We can then propagate the information contained in Y across
the graph structure W by minimising the graphical Laplacian
of the prediction matrix F ∈ Rn×C plus a fidelity term to the
supplied labelled data:
















where µ is a scalar weight. The first term enforces points
which are close according to the metric d to share a similar
label whilst the second term encourages initially labelled points
to keep their label. To side-step the computationally infeasible
closed form solution, we use the conjugate gradient approach to
solve the linear system (I − γW)F = Y , where γ(1+µ) = 1.
Using F the pseudo-labels ŷi are given by
ŷi = arg max
j
Fij . (6)
A common problem in label propogation is that the psuedo-
labels produced by the graph may be unbalanced over the
classes and Iscen et al [33] attempted to weight the optimisation
problem to avoid this possibility. We found that the weighting
approach of Iscen et al actually made the performance of
the model worse than leaving the predictions as is. An
alternate approach to counter class in-balances is distribution
alignment [14], which enforces the distribution of the pseudo-
label predictions to match some given prior distribution. The
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Algorithm 1 Smooth Distribution Alignment
1: Input: Pseudo-label Prediction F ∈ Rn×C , Prior Distribu-
tion D ∈ RC , labelled and unlabelled indexes L = {li}nli=1
and U = {ui}nui=1 and max iteration T
2: Output: Adjusted Pseudo-label Prediction F ∈ Rn×C
3: for ti = 1, ti++, while ti < T do
4: DU ∈ RC ← Initialise with zeros
Get the pseudo-label distribution:
5: for ui ∈ U do




8: R = D/Du
Clip values for smooth deformation:
9: R[R > 1.01] = 1.01 and R[R < 0.99] = 0.99 #
Deform the current predictions:
10: for ci = 1, ci++, while ci < C do
11: F [U, ci] ∗= R[ci]
12: end for
13: Row normalise F to give valid distributions.
14: end for
implementation of this idea by ReMixMatch focused on
applying this idea to the network predictions and wasn’t optimal
for a graph based framework.
Instead we propose a novel smoother version of distribution
alignment which can be applied during or just after the
conjugate gradient approach. We give a full algorithm for
this in Algorithm 1. The algorithm is an iterative approach
which smoothly deforms the pseudo-label predictions F by the
ratio R between the prior distribution D and the pseudo-label
distribution of the unlabelled points DU . Thereby promoting
the prediction of underrepresented classes and vice versa. To
ensure the deformation is smooth we clip the range of R values
to be close to one. We show in the experimental section that
this approach improves the performance of the model.
C. Semi-Supervised Loss
In the deep semi-supervising setting, particularly in the
current SOTA [12] [19], several works seek to minimise a semi-
supervised loss L̂ssl composed of two or more terms, one each
for the labelled and unlabelled data points and potentially others
covering entropy minimisation etc., which has the following
form:











ls(f(x), ŷ) + .....,
(7)
where η is a balancing parameter. For our approach we wanted
to strip away as much complexity from the loss function as
possible in an effort to see what elements are required for
good performance. We move away from using a multi-term
loss and instead only use the standard supervised loss which has
worked so well in supervised image classification. To include
our unlabelled data we use mixed batches of size b which are
made up of bl labelled samples and bu unlabelled samples to
which we have assigned a pseudo-label ŷ. Our semi-supervised







Note that in (8) yi may be a ground truth label or a pseudo-
label. What is remarkable about this loss is its simplicity.
There is no confidence thresholding of the pseudo-labels,
additional weighting parameters, no consistency based terms or
other regularisations. Instead we rely upon the strength of the
combination of an a energy based graphical approach to pseudo-
labels estimation and the clever use of strong augmentation to
increase generalisation.
D. Training the model
For initialisation purposes, we quickly extract some baseline
knowledge from the dataset by minimising a supervised loss








where b is the batch size and ls is the cross entropy loss. We
emphasis that (9) uses only the tiny labelled set Zl, and is
performed once before the main semi-supervised optimisation.
We then begin our main learning loop which alternates between
updating the pseudo-label predictions and minimising the semi-
supervised loss Lssl for one epoch, where we define one epoch
to be one pass through the unlabelled data Zu. This cycle then
runs for a total of S optimisation steps and the fully trained
model is then tested on the relevant testing set. Note that we do
use Mixup [22] on both Lsup and Lssl with a beta distribution
parameters α. In Algorithm 2, we give an overview of training
our model for S optimisation steps.
E. Multi-Sampling Augmentation
Since the work of [13], several approaches have implemented
the use of strong augmentations [12], [14], [18] to the problem
of semi-supervised learning, with each work having a different
way of including augmentation to their framework. Very
recent works [14], [18] have begun using multiple augmented
versions of the same unlabelled image. As yet there is no
motivation for why this multiple sampling idea is preferable
to alternatives such as larger batch sizes or running the
code for more steps. In this section we offer a theoretical
motivation for why multi-sampling improves generalization
along with a mathematically bound on its performance gain.
With this knowledge in mind we provide a simple method for
including augmentation averaging into our SSL framework and
demonstrate this approach increases accuracy and reduces the
sensitivity of the model to data augmentation.
We view an augmentation strategy A as a set T of trans-
formations t : X → X and denote it as T = {t1, t2, .., tδ}.
The current standard approach, that the majority of existing
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Algorithm 2 Training Scheme for LaplaceNet
1: Input: labelled data Zl = {xi, yi}nli=1, unlabelled data
Zu = {xi}ni=nl+1, untrained model f with trainable
parameters θ and embedding function z. Hyper-parameters:
Number of optimisation steps S
# Initialisation:
2: for i = 1 to 100 do
3: optimise Lsup over Zl
4: end for
5: Set current step to zero si = 0
# Main Optimisation Process:
6: while si < S do
7: Extract features: V = {z(xi)}ni=1
8: Construct Graph Matrix W
9: Degree Normalisation W = D−12 WD−12
10: Propagate Information via Q(F )
11: Distributed Alignment on F
12: ŷi = arg maxFi ∀ nl + 1 ≤ i ≤ n
13: for i = 1 to bnubu c do
14: BL = {xi, yi}bli=1 ⊂ Zl , Bu = {xi, ŷi}
bu
i=1 ⊂ Zu
15: Composite Batch B = BL ∪Bu
16: Optimise Lssl , si + +
17: end for
18: end while
techniques follow, is to simply sample t ∼ T once for each







However, we argue that such a simple implementation, might
not extract the full information present in the augmentation. If
we want to encourage our model output to be more resistant
to data augmentations from T , and as a result produce a
more generalisable model, we need to perform a multi-sample






Et∼T [l(f(t(xi)), y)], (11)
which measures the risk of the model over the entire augmenta-
tion set. If we want to minimise (11) then we must minimise
the expected augmentation error over the entire transformation
set for each data point Et∼T [l(f(t(xi)), y)]. To see how a
multi-sample approach helps us do just that we use Hoeffding’s
inequality which provides us with a probability bound that the
sum of bounded independent random variables deviates from
its expected value by more than a certain amount.
Let Z1, .., , Zna be a sequence of i.i.d random variables.
Assume that E[Z] = µ and P[a ≤ Zi ≤ b] = 1 for every i.








≤ 2exp(−2mε2/(b− a)2). (12)
We can rewrite (12) in context of the previously defined
augmentation loss where we replace Z1, .., , Zna with na










As we increase na, we converge in probability to the desired
loss Et∼T [l(f(t(xi)), y)] for each data point. Subsequently,
we should optimise to a lower of LT meaning that the model
output will fluctuate less over the augmentation set T for the
used training data, and in the process make our model more
generalisable. Furthermore, we can see that the probability is
bounded by an exponent whose power is ∝ −na. Therefore,
as we increase na the rate of decrease for the bound also
decreases, making the first few samples far more important
than later ones. This result explains prior behaviours reported
but not reasoned in past papers such as [14]. When using a
na sample the computational complexity increases as O(na)
but as there should be dimishing returns for increasing na it
should only be necessary to use na values slightly above one.
As we have shown that a multi-sample approach should offer
generic performance increases for suitable T we change (8)











where the index j represents repeated samples from T . In the
ablation section, we perform a thorough experimental evaluation
to test the theoretical predictions we have made in this section.
Augmentation Implementation Similarly to other ap-
proaches we use two different augmentation strategies: one
for labelled data and another for unlabelled data. However, we
apply strong augmentations to both labelled and unlabelled
data, unlike past approaches [12] which reported divergences
using this approach. For strong augmentations we make use
of RandAugment [16], and CutOut augmentation [17]. For
completeness we list the full data transformations for labelled
and unlabeld data in Table I and the implementation of
RandAugment and CutOut in the supplementary material.
TABLE I: The augmentation transformations used for labelled
and unlabelled data. For normalisation we use the official
channel
labelled Transform Unlabelled Transform
Random Horizontal Flip
Random Crop and Pad




IV. IMPLEMENTATION AND EVALUATION
In this section we detail the implementation of LaplaceNet,
including hyper parameter values and training schemes, and
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TABLE II: List of hyperparameters used in the paper across
the CIFAR-10/100 and Mini-Imagenet datasets.
PARAMETER CIFAR-10 CIFAR-100 Mini-ImageNet
α 1.0 0.5 0.5
µ 0.01 0.01 0.01
k 50 50 50
S 2.5× 105 2.5× 105 2.5× 105
b 300 100 100
bl 48 50 50
lr 0.03 0.03 0.1
nm 0.9 0.9 0.9
ω 5× 10−4 5× 10−4 5× 10−4
na 3 3 3
the evaluation protocol we used to measure our model’s
performance and compare against the current state-of-the-art.
A. Dataset Description
We use three image classification datasets: CIFAR-10 and
CIFAR-100 [39] and Mini-ImageNet [40]. Following standard
protocol, we evaluate our method’s performance on differing
amounts of labelled data for each datasets.
(a) CIFAR-10,CIFAR-100 Containing 50k training images
and 10k test images, these datasets contain 10 and 100 classes
respectively. The image size is small at 32 by 32 pixels. We
perform experiments using 500,1k,2k and 4k labels for CIFAR-
10 and 4k and 10k labels for CIFAR-100.
(b) Mini-ImageNet A subset of the popular ImageNet
dataset, containing 100 classes each with 500 training and 100
test images. The resolution of the images is 84× 84 pixels and
represents a much harder challenge than the CIFAR-10/CIFAR-
100 datasets. We use 4k and 10k labels in our experiment.
B. Implementation Details
Architectures For a fair comparison to older works we use
the ”13-CNN” architecture [32] and for comparison to recent
state-of-the-art works we use a WideResNet (WRN) 28-2 and
a WRN-28-8 [41] architecture. We additional use a ResNet-18
[5] for Mini-Imagenet. For all models we set the drop-out rate
to 0. For the ”13-CNN” we add a l2-normalisation layer to the
embedding function. Infrastructure For all experiments, we
use 1-2 Nvidia P100 GPUs. Training Details: We train with
stochastic gradient descent (SGD) using Nesterov momentum
nm with value 0.9 and weight decay ω with value 0.0005. We
use an initial learning rate of lr = 0.3 and use S = 250000
optimisation steps in total. We utilise a cosine learning rate
decay such that the learning rate decays to zero after 255000
steps. We do not make use of any EMA model averaging.
Parameters We list the parameter values used in Table II. Most
parameter values are common parameter settings from the deep
learning field and are not fine-tuned to our application. Being
able to work with reasonably generic parameters is well suitable
to the task of SSL where using fine-tuning over validation sets
is often impossible in practical applications.
C. Evaluation Protocol
We evaluate the performance of LaplaceNet on the CIFAR-
10/CIFAR-100 and Mini-Imagenet datasets and compare against
the current SOTA models for semi-supervised learning. For
ease of comparison, we split the current SOTA into two groups.
1) Methods which used the 13-CNN architecture [32]: Π-
Model [30], Mean Teacher(MT) [32], Virtual Adversarial
Training (VAT) [31], Label Propogation for Deep Semi-
Supervised Learning (LP) [33], Smooth Neighbors on
Teacher Graphs (SNTG) [42], Stochastic Weight Averag-
ing(SWA) [43], Interpolation Consistency Training (ICT)
[21], Dual Student [44], Transductive Semi-Supervised
Deep Learning(TSSDL) [35], Density-Aware Graphs
(DAG) [38] and Pseudo-Label Mixup [20]. Unfortunately,
due to the natural progress in the field, each paper
has different implementation choices which are not
standardised. Despite this, comparisons to this group
are still useful as a barometer for model performance.
2) Recent methods which used the WRN [41] (Mix-
Match [19], FixMatch (RandAugment variant) [12] and
UDA [13]). To guarantee a fair comparison to these
techniques, and as suggested by [45], we used a shared
code-base for UDA and FixMatch which reimplemented
the original baselines. Additionally we then ensured
UDA and FixMatch used the same model code, the
same optimiser with the same parameters, the same
number of optimisation steps and the same RandAugment
implementation as our approach.
Evaluation Protocol For each dataset we use the official
train/test partition and use the Top-1 error rate as the evaluation
metric. For each result we give the mean and standard deviation
over five label splits.
V. RESULTS AND DISCUSSION
In this section, we discuss the experiments we performed
to evaluate and compare our model against the state-of-the-art
(SOTA). Additionally, we detail several ablation experiments
which explore the benefits of graph-based pseudo-labels, the
effect of augmentation averaging and evaluating the importance
of individual components.
A. Comparison to SOTA
Firstly, we test our model on the less complex CIFAR-10
and CIFAR-100 datasets. In Table III, we compare LaplaceNet
against the first group of methods using the 13-CNN network.
Our approach, by some margin, produces the best results on
CIFAR-10 and CIFAR-100 and represents a new SOTA for
pseudo-labels methods. We obtain a lower error rate using 500
labels than the recent work of Arazo et al [20] obtain using
4000 labels. For CIFAR-100 LaplaceNet is a full 6% more
accurate than any other approach and the first method to achieve
an error rate below 30% on CIFAR-100 using 10k labels. In
Table IV we compare against the second group of methods
using the WRN-28-2 network. LaplaceNet is again the best
performing method, outperforming the recent works of UDA
[13] and FixMatch [12]. In particular we find a significant
increase in performance on the more complex CIFAR-100
dataset and beat the other considered methods by more than
3% with 10k labels.
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TABLE III: Top-1 error rate on the CIFAR-10/100 datasets for our method and other methods using the 13-CNN architecture.
We denote with † experiments we have ran.
DATASET CIFAR-10 CIFAR-100
METHOD 500 1000 2000 4000 4000 10000
SUPERVISED BASELINE 37.12 ± 0.89 26.60 ± 0.22 19.53 ± 0.12 14.02 ± 0.10 53.10 ± 0.34 36.59 ± 0.47
CONSISTENCY BASED APPROACHES
Π-Model - - - 12.36 ± 0.31 - 39.19 ± 0.36
MT† 27.45 ± 2.64 21.55 ± 1.48 15.73 ± 0.31 12.31 ± 0.20 45.36 ± 0.49 36.08 ± 0.51
VAT - - - 11.36 ± 0.34 - -
MT-LP 24.02 ± 2.44 16.93 ± 0.70 13.22 ± 0.29 10.61 ± 0.28 43.73 ± 0.20 35.92 ± 0.47
SNTG – 18.41±0.52 13.64±0.32 9.89±0.34 – 37.97±0.29
MT-fast-SWA - 15.58 ± 0.12 11.02 ± 0.12 9.05 ± 0.21 - 34.10 ± 0.31
MT-ICT - 15.48 ± 0.78 9.26 ± 0.09 7.29 ± 0.02 - -
Dual Student – 14.17±0.38 10.72±0.19 8.89±0.09 – 32.77±0.24
PSEUDO-LABELLING APPROACHES
TSSDL† - 21.13 ± 1.17 14.65 ± 0.33 10.90 ± 0.23 - -
LP† 32.40 ± 1.80 22.02 ± 0.88 15.66 ± 0.35 12.69 ± 0.29 46.20 ± 0.76 38.43 ± 1.88
DAG 9.30 ± 0.73 7.42 ± 0.41 7.16 ± 0.38 6.13 ± 0.15 37.38 ± 0.64 32.50 ± 0.21
Pseudo-Label Mixup 8.80 ± 0.45 6.85 ± 0.15 - 5.97 ± 0.15 37.55 ± 1.09 32.15 ± 0.50
LaplaceNet † 5.68 ± 0.08 5.33 ± 0.02 4.99 ± 0.12 4.64 ± 0.07 31.64 ± 0.02 26.60 ± 0.23
TABLE IV: Top-1 error rate for CIFAR-10/100. All methods, except MixMatch, are tested using the same code-base and use
the same model code, the same optimiser (SGD) with the same optimisation parameters, the same number of optimisation steps
and the same RandAugment implementation. We denote with † experiments we have ran.
DATASET CIFAR-10 CIFAR-100
METHOD 500 2000 4000 4000 10000
OTHER METHODS
MixMatch 9.65 ± 0.94 7.03 ± 0.15 6.34 ± 0.06 — —
SAME CODEBASE
UDA † 6.88 ± 0.74 5.61 ± 0.16 5.40 ± 0.19 36.19 ± 0.39 31.49 ± 0.19
FixMatch(RA) † 5.92 ± 0.11 5.42 ± 0.11 5.30 ± 0.08 34.87 ± 0.17 30.89 ± 0.18
LaplaceNet † 5.57 ± 0.60 4.71 ± 0.05 4.35 ± 0.10 33.16 ± 0.22 27.49 ± 0.22
TABLE V: Top-1 error rate for Mini-ImageNet. We compare
against methods which have used an identical ResNet-18
architecture.
METHOD 4000 10000
Supervised Baseline 66.04 ± 0.32 52.89 ± 0.33
Consistency Regularisation Methods
MT 72.51 ± 0.22 57.55 ± 1.11
MT-LP 72.78 ± 0.15 57.35 ± 1.66
Pseudo-Label Methods
LP 70.29 ± 0.81 57.58 ± 1.47
Pseudo-Label Mixup 56.49 ± 0.51 46.08 ± 0.11
LaplaceNet 46.32 ± 0.27 39.43 ± 0.09
To test the performance of LaplaceNet on a more complex
dataset, we evaluate our model on the Mini-ImageNet dataset,
which is a subset of the well known ImageNet dataset and in
Table V we compare our results against all others methods
which have used this dataset. Once again, we find our method
performs very well, producing an error rate a 10% and 7%
better than any other method on 4k and 10k labelled images
respectively. Demonstrating our approach can be applied to
complex problems in the field. Additionally, we are more than
20% more accurate that the nearest graphical approach (LP).
To test the effect of increasing network size on our perfor-
mance we also ran our model on CIFAR-10/100 using an WRN-
28-8(26 million parameters) architecture and and compared
that to the WRN-28-2(1.6 million parameters) architecture in
Table VI. Unsurprisingly, we achieved a large performance
improvement using a WRN-28-8 on both CIFAR-10 and
CIFAR-100, with an 2.87 error rate on CIFAR-10 using 4k
TABLE VI: The effect on Top-1 error rate by scaling up the
neural network in size from a WRN-28-2 to a WRN-28-8 on
the CIFAR-10/100 datasets.
DATASET CIFAR-10 CIFAR-100
MODEL 500 4000 4000 10000
WRN-28-2 5.57 ± 0.60 4.35 ± 0.10 33.16 ± 0.22 27.49 ± 0.22
WRN-28-8 3.81 ± 0.37 2.87 ± 0.18 26.61 ± 0.10 22.11 ± 0.23
labels and an 22.11% error rate on CIFAR-100 using 10k
labels.
B. Graph Based Pseudo-Labels
Many pseudo-label based techniques [12] [20] have produced
state-of-the-art results using pseudo-labels generated directly
by the network rather than using an energy based approach
such as label propogation on a constructed graph, which is
computationally more complex. Therefore, in this section we
examine whether there is any advantage in using a graph based
approach? To test the importance of graph based pseudo-labels,
we created two variants of LaplaceNet, both without distribution
alignment and with na = 1.
1) The pseudo-labels are generated directly from the net-
work predictions: ŷi = argmax f(xi) ∀ i > l
2) The pseudo-labels are generated from the graph, as in
Equation 6, ŷi = argmaxj Fij ∀ i > l
We then compared the Top-1 error rate of these two variants
on the CIFAR-100 dataset, see Fig 1. The graph-variant greatly
outperformed the direct prediction variant, emphasising the
clear advantage that graphically produced pseudo-labels have.
What is contributing to this advantage? As an energy-based
8
(a) 4k labels (b) 10k labels
Fig. 1: Experimental comparison of the effect of using pseudo-labels produced in a graphical framework versus pseudo-labels
generated by the neural network on the Top-1 error rate on the CIFAR-100 dataset ((a) 4k and (b) 10k labelled images) with
the 13-CNN network. Using graphically produced pseudo-labels we achieve a much higher accuracy than using the network
predictions.
approach, propogation on the graph incorporates information
on the global structure of the data, whilst the network is making
a purely local decision at each point. Arazo et al [20] showed
that naive network based pseudo-label approach could not
generate an accurate solution for the ”two moons” toy dataset,
despite the fact that this problem has been solved by graphical
methods for some time [25]. Thus demonstrating that purely
local decisions are detrimental to accuracy when the global
structure of data isn’t taken into account.
C. Augmentation Averaging
In this paper we justify a multiple augmentation approach
to further improve semi-supervised models. In this section,
we present the experimental verification of our theoretical
predictions about augmentation averaging as well as comparing
its effect to potential alternative techniques. To test the effect
of augmentation averaging we ran our approach on the CIFAR-
100 dataset using the 13-CNN network for a range of values
na = [1, 3, 5]. Additionally we compared the changed caused
by augmentation averaging to the more common approaches of
scaling the batch size b and labelled batch size bl by [1, 3, 5]
and scaling the number of optimisation steps S by [1, 3, 5]
To quantify the effect of a given change we use two measures:
the augmentation invariance of the classifier, which we define in
this paper, and Top-1 error. Augmentation invariance measures
the extent to which the classifier’s performance changes under
data augmentation. Given an augmenation function u : X → X
and a classifier fθ the augmentation invariance V with respect












which can be viewed as the performance ratio with and
without data augmentation. We consider both the augmentation
invariance of our model with respect to the fully labelled
training and test data in order to give a full picture of the
model’s invariance, but we still only use a subset of the labelled
data for training.
TABLE VII: The effect of removing individual components
from the baseline model on Top-1 error rate for CIFAR-100
on the 13-CNN network.
CIFAR-100
MODEL 4k 10k
Baseline 32.41 ± 0.25 27.37 ± 0.20
COMPONENT REMOVED
RandAugment 44.43 ± 0.66 34.75 ± 0.23
Distribution Alignment 33.26 ± 0.24 29.07 ± 0.07
MixUp 33.74 ± 0.26 28.02 ± 0.20
In Fig 2 we present our findings. We found that naively
scaling the number of optimisation steps without changing the
hyperparameters led to the model diverging as we spent too
many epochs at a high learning rate. Therefore, we provide
results for the other two considered techniques which can be
directly compared. As theorised in Section III we find that
increasing the number of augmentation samples decreased
the sensitivity of the model’s predictions to augmentation on
both the training and test data.An almost identical effect was
found by scaling the batch size. However, the major difference
between the two is their effect on Top-1 error rate. We found
scaling the batch size offered no improvement to Top-1 error,
in-fact the largest batch size offered the worst outcome, whilst
increasing the number of augmentation samples noticeably
improved the model’s accuracy. Additionally as theorised in
Section III, we see that the gain in performance from na = 1→
3 is much greater than na = 3→ 5, supporting our statements
regarding the exponential bound in probability. These results
suggests that scaling the number of augmentation samples could
be a great option for semi-supervised models using suitable
strong augmentations.
D. Component Evaluation
As LaplaceNet combines several different techniques, we
tested the importance of strong augmentation, distribution
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Fig. 2: A comparison on the effect of increasing batch size versus increasing the number of augmentation samples on Top-1
error rate, test data augmentation invariance and training data augmentation invariance for the CIFAR-100 dataset. Increasing
the amount of augmentation averaging decreased the error rate whilst also decreasing the sensitivity of the model’s output
predictions to augmented data. Increasing the batch size had a similar effect on the model’s sensitivity, but it offered no
improvement to model accuracy.
alignment and MixUp to the overall accuracy of the model.
We created a baseline model (na = 1) and then remove each
component one at a time and tested the performance on the
CIFAR-100 dataset, see Table VII. Whilst the removal of
each component decreased the performance of the model, it
is clear the most crucial component to model performance
is strong augmentation and removing it drastically reduces
model accuracy. However, unlike other works [20] we find that
whilst MixUp [22] offers a small advantage is it not critical
for composite batch pseudo-label approaches. This may be due
to the advantages of graph-based approaches overcoming the
flaws of naive neural network predictions.
VI. CONCLUSION
We propose a new graph based pseudo-label approach
for semi-supervised image classification, LaplaceNet, that
outperforms the current state-of-the-art on several datasets
whilst having a much lower model complexity. Our model
utilises a simple single term loss function without the need for
additionally complexity whilst additionally avoiding the need
10
for confidence thresholding or temperature sharpening which
was thought to be essential for state-of-the-art performance.
We instead generate accurate pseudo-labels through a graph
based technique with distribution alignment. We also explore
the role that augmentation plays in semi-supervised learning
and justify a multi-sampling approach to augmentation which
we demonstrate through rigorous experimentation improves
both the generalisation of the network as well as the model’s
sensitivity to augmented data.
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APPENDIX A
AUGMENTATION POOL
In this work we use RandAugment [16] rather than a
learnt augmentation strategy such as AutoAugment [15] which
has a large computational cost. In Table IX we detail the
augmentation pool used. Additionally, we apply CutOut [17]
augmentation after RandAugment sampling.
We use two different augmentation strategies in our work:
one for labelled data and one for unlabelled data. We use
”strong” augmentations, RandAugment and CutOut, on both
labelled and unlabelled data with the only difference being
that we sample once from RandAugment for labelled data
and twice for unlabelled data. Given a pre-selected list of
transformations, RandAugment randomly samples from the list
with each transformation having a magnitude parameter. Rather
than optimising this parameter on a validation set, which may
not exist in typical semi-supervised applications, we sample a
random magnitude from a pre-set range. This is same as is done
in FixMatch [12] and UDA [13]. We list the transformation




To give clarity on the how long our code takes to run we
provide the computational run times of LaplaceNet on the
CIFAR-100 dataset using the 13-CNN model for a variety of
settings, see Table VIII. Each experiment was run on one P100
NVIDIA GPU. From Table VIII, we see that the time increased
caused by increasing the batch size or increasing the number
of samples is very similar. Component-wise, removing strong
augmentation gives the largest decrease in computational time
whilst removing the graphical propogation saved just over an
hour on CIFAR-100. This represent a very small time trade off
given the advantages present in using graphical pseudo-labels.
TABLE VIII: Computational time taken for our approach using
4k labelled images on the CIFAR-100 dataset using the 13-
CNN architecture. We provide the time taken for a number of
different settings used in the results section. All experiments
were performed using one NVIDIA P100 GPU.
MODEL COMPUTATIONAL TIME (HOURS)
BASELINE 7.52 ± 0.04
COMPONENT REMOVAL
No Distribution Alignment 6.18 ± 0.01
No Strong Augmentation 5.84 ± 0.03
No Graphical Propogation 6.32 ± 0.01
MODEL SCALING
3×-Batch-size 12.28 ± 0.03
5×-Batch-size 17.23 ± 0.06
3×-Samples 12.88 ± 0.01
5×-Samples 18.14 ± 0.11
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