ABSTRACT: The amide vibrational modes play an important role in energy transport and relaxation in polypeptides and proteins and provide us with spectral markers for structure and structural dynamics of these macromolecules. Here, we present a detailed model to describe the dynamic properties of the amide I and amide II modes and the resulting linear and nonlinear spectra. These two modes have large oscillator strengths, and their mutual coupling plays an important role in their relaxation. Using first-principles calculations of NMA-d 7 and a dipeptide in a fluctuating bath described by molecular dynamics simulations, we model the frequencies of the local vibrations as well as the coupling between them. Both the coherent couplings and the fluctuations induced by contact with their environment are taken into account. We apply the resulting model of interacting fluctuating oscillators to study the collective vibrations and the partially coherent transport of vibrational energy through a model R-helix. We find that the instantaneous vibrations are delocalized over a few (up to four) amide units, while the coherences in the helix survive for 0.5-1 ps, leading to coherent transport on a similar time scale.
INTRODUCTION
Over the past decade, infrared spectroscopy of polypeptides and proteins has developed into a rich field of research, in particular, after the introduction of two-dimensional infrared (2DIR) spectroscopy. The quest is for spectral probes of energy transport and relaxation at femtosecond time scales and for markers of structure and structural dynamics in the two-dimensional spectra. 1, 2 In particular, the amide I mode, that is, the vibration of the CdO bond occurring in each amide unit of the polypeptide, is frequently probed in experimental studies. The reason is that this vibration has a strong transition dipole, resulting in easily discerned spectral contributions as well as appreciable interactions between closely separated oscillators, which in turn lead to collective vibrations and sensitivity to structure.
Early 2DIR studies have shown that the amide I vibrations in polypeptides indeed are of a collective nature. In the first report of a 2DIR spectrum of polypeptides, the size of the collective vibrations, defined as the distance over which quantum coherence persists, was found to be 8 Å. 1 This means that a few amide groups are moving with a well-defined phase relation. This observation, in turn, must mean that on this length scale, energy is flowing coherently through the amide I vibrations.
The quantum coherence induced by the electrodynamic and through-bond interactions between local modes on separate amide units is counteracted by interactions with thermally excited low-frequency modes in the solvent and the protein, which cause rapid dephasing and destroy the coherence over large distances. If the coupling to the environment is strong enough, quantum coherent transport will be absent. Therefore, in order to understand the importance of quantum coherence for the energy transport in a protein and its effect on infrared spectra, it is crucial to model the couplings between various amide modes as well as between these modes and the environment. The interaction with the environment also leads to dissipation: an overall loss of energy in the high-frequency mode of interest. The pathways of energy flow in peptides are far from completely known, and several modes have been suggested to accept the energy from an initially excited amide I excitation. 3 Modeling these dynamics is a complex problem because of the large number of degrees of freedom involved. In principle, nonequilibrium MD simulations allow the calculation of the energy flow through all of the vibrational modes in a polypeptide and the solvent. 4 However, because such methods are based on classical equations of motion, they cannot describe coherent energy transfer.
In this study, we will focus on the coupled dynamics of amide I and amide II vibrations and describe this system quantum mechanically, accounting for interactions with a classical solvent. The amide II mode is dominated by the C-N vibration; it is optically weaker than the amide I vibrations and occurs at a frequency that is on the order of 100 cm -1 lower. From experimental work 5, 6 and our earlier theoretical modeling, 7 confirmed by quantum chemical calculations on N-methyl acetamide (NMA)-water
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The method presented by us is an extension of the quantum mechanical oscillator approach that was introduced to analyze the amide I spectrum of peptides and proteins. In its first form, it used a transition dipole coupling model to describe the coupling between different amide I units, and a Ramachandran-angledependent ab initio map was used for the nearest-neighbor coupling. 9 Electrostatic maps based on ab initio calculations were established to connect the amide I frequency to the electrostatic potential or field generated by the surrounding peptide and solvent environment. [10] [11] [12] [13] [14] [15] [16] Recently, an empirical mapping was proposed as well. 17 Improved long-distance coupling methods such as the transition charge coupling scheme have been developed. 18, 19 These mappings have been applied successfully to the interpretation of the amide I band absorption and 2DIR spectra of peptides and proteins. [20] [21] [22] [23] [24] [25] [26] [27] Although these maps have been successful in explaining the spectral properties of the amide I modes as seen in experiments, vibrational relaxation ; energy flowing away from the amide I modes ; has hardly been explored.
Recently, experimental attention has been directed toward the amide II band and, in particular, to the cross peaks between the amide I and amide II bands observed in the 2DIR spectra. 5, 28 The cross peaks were found to contain structural information. To simulate these types of experiments and model the relaxation from amide I to amide II modes or vice versa, one needs not only to know how the amide I oscillator frequency depends on the state of the environment, but this information is also needed for the amide II frequency, as well as the couplings between various amide I and II modes. A few frequency maps have been proposed, 12, 29, 30 and nearest-neighbor maps for the couplings were developed 28,31 using matrix reconstruction 32 or discrete differentiation of potential energy surfaces. It turns out that the amide II vibration is very sensitive to the deuteration of the carbon atoms in the NMA molecule used to obtain the maps.
As it is our aim to apply the model to polypeptides, we have chosen to develop a new parametrization that uses fully deuterated carbon atoms (NMA-d 7 ) in order to describe the response of the oscillator frequency to its environment. The reason is that in this isotope, the methyl umbrella groups contribute less to the vibrational eigenmodes than in the nondeuterated form. This is an essential property because these methyl groups do not exist in the polypeptides. The couplings between vibrations in nearestneighbor amide groups in the polypeptide are modeled using a mapping derived from ab initio calculations on a dipeptide. Some results employing our new parametrization were presented in an earlier publication, 33 but in this paper, we present considerably more information about the statistical properties of the derived oscillator Hamiltonian, such as its Gaussian nature and the difference with models based on NMA-d and NMA-h 7 . In addition, we present new results for model R-helices, relating to the energy gap between the amide I and amide II modes in this extended system, the delocalization length of the collective oscillations, and their coherence time.
This paper is organized as follows. In section II, we introduce the model used for the amide I and II vibrations in the protein and the description of the environmental modes. The two crucial ingredients of the model, the couplings between high-frequency modes and the properties of the interaction with the environment, are deduced from model calculations on small peptide fragments presented in Subsections II B and II C. In section III, we present the results for NMA-d 7 , the dipeptide, and vibrational dynamics in a model R-helix. Section IV sums up the conclusions of this work and discusses future extensions.
MODEL
A model of vibrational dynamics should, in principle, include all modes in the peptide and solvent quantum mechanically. To simplify the calculation, we designate certain high-frequency vibrations (here, the amide I and amide II modes) as the system, which is described using quantum theory. All other modes form the environment, which influences the dynamics of vibrational energy packets in the system modes. The time evolution of the environmental modes is approximated using classical mechanics. This is a reasonable approximation because the modes that influence relaxation between the amide vibrations most are those with frequencies smaller than the joint amide I and II bandwidth. Therefore, the important bath modes have frequencies smaller than the thermal energy and can hence be described classically.
A. Fluctuating Peptide Hamiltonian. A polypeptide can be described as a chain of amide groups (see Figure 1 ), which we label by indices n and m. The high-frequency vibrations in each group, with excitation energies much larger than the thermal energy, are described in a quantum mechanical Hamiltonian. Indices i and j are used to distinguish between the different types of vibrations. In our case, only the amide I and amide II modes in each amide group are taken into account, which are indicated by i = 1 and 2, respectively. A fluctuating oscillator Hamiltonian, which includes the bilinear interactions between the high-frequency vibrations as well as their interaction with the environment, is then given by The Journal of Physical Chemistry B
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The operators b n,i † and b n,i are the standard bosonic creation and annihilation operators on the ith mode in amide group n. The frequency and quartic anharmonicity of each mode are given by ω n,i and A i , respectively. Bilinear interactions between mode i in amide group n and mode j in group m are included as the coupling terms J n,i;m,j .
The effect of the environment on the high-frequency modes in the system Hamiltonian is included in the time dependence of their frequencies and interactions. In effect, we will account for the environment by treating the matrix elements of the Hamiltonian as stochastic variables, whose statistics are imposed by the interaction with the fluctuating environment. We will account for fluctuations in the oscillator frequencies of the amide I and II modes and the interaction between these modes on the same amide unit. The bilinear couplings between different groups are assumed to be constant because, typically, their fluctuations are found to be much smaller than those in the oscillator frequencies. This was confirmed previously in MD simulations of trialanine, where coupling fluctuations of a few wavenumbers were found, 34 and we expect these fluctuations to be even smaller in the more rigid helix. Furthermore, as implied in the Hamiltonian, we have neglected fluctuations in the anharmonicity. The effect of such fluctuations on the spectra of the amide I mode is known to be small. 14 Finally, while correlations between the fluctuating quantities within an amide group are accounted for, we do not include correlations between different groups. This approach will allow us to parametrize the time dependence of the Hamiltonian from the simulations of a single peptide group.
We note that the fluctuating oscillator Hamiltonian has been modeled by quite a few authors for the case of amide I vibrations, [10] [11] [12] [13] [14] [15] while its analogue, which also includes the amide II vibrations, has received relatively little attention. 12, 29, 30 B. Fluctuations of Frequencies and On-Site Interactions. To model the statistical properties of the fluctuations in the local amide I and II vibrations and the environment-induced interactions between these vibrations within the same group, we take two steps. In the first step, we perform density functional theory (DFT) calculations on NMA-d 7 in a variety of environments of point charges and obtain a map that describes how the frequencies and the interaction depend on the electric field and its gradient at the positions of the atoms in the amide group. This is similar to the strategy followed for NMA-d in ref 29. In the second step, we use this map to obtain a fluctuating Hamiltonian from the MD trajectory of the NMA-d 7 molecule in D 2 O. The trajectory, which was described earlier in ref 29 , was generated at a temperature of 300 K using the GROMACS package. 35, 36 DFT calculations are performed with the ADF program, 37,38 using the ADF TZ2P basis set and the RPBE exchange correlation functional. 39, 40 From the DFT results, we observe that a reduced basis set of local modes accounts for most of the amide modes. This basis, which we use in the construction of the coupling map described in the next section, consists of the CC R , NC R 0, CN, and CO stretches and the OCN, DNC, NCC R , and CNC R 0 bends (see Figure 1 ). In the amide I vibration, 94% of the amplitude of the wave function squared is found on these modes; in the amide II vibration, this is 96%.
In NMA in heavy water, the solvent in which 2DIR experiments of polypeptides are commonly performed, the hydrogen atom bonded to nitrogen is replaced with deuterium, leading to NMA-d. Our choice to base our modeling on the fully deuterated form NMA-d 7 has been argued already in the Introduction. We have found that, in contrast to the results in NMA-d, 7 ,29 the heavier methyl groups in NMA-d 7 hardly move, which is essential in order to be able to use this molecule as a building block for a model of larger peptides, where the methyl groups are absent and the N atom is deuterated when performing 2DIR experiments in heavy water. These calculations on the NMA-d 7 molecule provide a parametrization of the fluctuations in a single amide group. They define the stochastic process that governs the interaction of an amide group with the environment. The properties of this process can be arbitrary, but in the current system of amide I and II vibrations in a peptide in water, some simplifying assumptions can be made. First of all, we observe in our simulations that the fluctuations are, to a very good approximation, of Gaussian nature. In this case, all information about the fluctuations is contained in the two-point correlation functions of the fluctuating quantities.
C. Intersite Interactions. The bilinear coupling terms J in the peptide Hamiltonian (eq 1) were modeled by (electrodynamic) transition charge coupling. 18, 19 For interactions between amide groups that are linked by covalent bonds, the TCC model is not applicable because mechanical coupling caused by movements of the in-between atoms (through-bond coupling) is important. Such through-bond couplings have been taken into account in models of amide I vibrations in peptides by performing DFT calculations on dipeptides or polypeptides. 10, 13, 18, 19, 34, 41 Here, we extend these methods to include the amide II mode.
In order to obtain the nearest-neighbor interactions, we perform a Hamiltonian matrix reconstruction, which is based on writing the eigenmodes in a dipeptide obtained from DFT calculations as a linear superposition of the eigenmodes in two NMA-d 7 molecules. If the dipeptide eigenmodes are denoted as |Ψae and the NMA-d 7 eigenmodes as |Φae, the required transformation can be expressed as a 4 Â 4 matrix T which satisfies |Ψae = T|Φae. This is achieved by expressing the dipeptide eigenstates and the NMA-d 7 eigenstates in the same basis set of stretch and bend vibrations and then using a matrix reconstruction method to find the transformation between the two sets of eigenmodes.
Maps for amide I and amide II site frequencies, and the couplings, as a function of the dihedral angles (φ and ψ; see Figure 1 ) were calculated in this way. The local basis used in the NMA-d 7 molecule was introduced in section II B. Here, we denote the set of the basis states on the two sides of the dipeptide as {|nae}. There are a total of 16 basis states, resulting from the 4 stretching and 4 bending basis vibrations considered on each side of the dipeptide (section II B). The expansions of the dipeptide eigenmodes, |Ψae = P n AEn|Ψae|nae, and of the NMA-d 7 eigenmodes, |Φae = P n AEn|Φae|nae, are known. The transformation matrix T is found by solving the system AEn|Ψae = P m T nm AEm|Φae. Because the system is overdetermined (64 equations for 16 unknowns), the transformation from the basis of dimer eigenstates to the direct product basis of NMA eigenstates is then found by a least-squares solution. Finally, the Hamiltonian in the required basis (H) is obtained by transforming the (diagonal) Hamiltonian in the basis of dipeptide eigenstates (E dipeptide ) as
The least-squares procedure gives a transformation matrix that is not unitary, which results in a Hamiltonian in the basis of NMA states which is not exactly symmetric. We therefore explicitly symmetrize the Hamiltonian; we come back to this issue in section III B.
D. Vibrational Dynamics and Spectra. To calculate vibrational dynamics and (nonlinear) infrared spectra, we numerically integrate the time-dependent Schr€ odinger equation. Trajectories for the frequencies and intramode coupling in each amide group
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Two-dimensional infrared spectra were calculated by propagating the time-dependent Schr€ odinger equation during the coherence times t 1 and t 3 and the population time t 2 for the various orientational contributions to the signal. 42, 43 The most time-consuming part in the calculation is the propagation of coherent superpositions of one-and two-exciton states during t 3 . This propagation is simplified significantly by using the Trotter formula to factorize the propagation in each time step into a part due to the harmonic terms in the Hamiltonian and a part arising from the anharmonicities. The time propagation from the anharmonic part is trivial, and the harmonic two-quantum propagator can be written as the product of one-quantum propagators using a version of Wick's theorem. 44 
RESULTS AND DISCUSSION
A. NMA-d 7 . The obtained DFT maps which describe the response to an electrostatic environment of the frequencies of the amide I and II oscillators and their coupling within the same amide unit are given in Table 1 , while the response of the transition dipoles of both vibrations to such an environment is given in Table 2 . These maps were used to obtain a fluctuating Hamiltonian from the MD trajectory of the NMA-d 7 It turns out that the DFT calculation overestimates the energy gap between the two modes, which results in a calculated linear spectrum with the amide I and amide II peaks too far apart. This is not entirely surprising because it is well-known that DFT frequencies are only accurate within a few percent. They are often scaled to correct for rather systematic errors. 45 We therefore multiply the energies obtained in the DFT calculation by a scaling factor, which is c 1 for the amide I mode and c 2 for the amide II mode. Because, as far as we know, no gas-phase spectra a The map relates the amide I and II frequencies and the coupling between them to the electric field and its gradient on the atoms in the amide group. Each of these quantities, generally denoted Ω, is given by ), respectively, where E h is the Hartree. The notation is similar to that in Table 1 ; the field dependent quantities are now the components of the transition dipole. The Journal of Physical Chemistry B ARTICLE of NMA-d 7 have been measured, it is not possible to use gasphase experimental results to find the scaling factors. It is, however, possible to compare the average energy gap in the liquid to the experimental spectrum. Following this procedure, we obtain scaling factors of c 2 = 1.0248 for the amide II mode and c 1 = 0.9693 for the amide I mode. In this way, we correct for possible differences between the DFT energies and the unknown experimental gas-phase frequencies, as well as for possible errors in the predicted solvent shift. Thus, we are not able to asses the reliability of the prediction of the solvent shift, which turned out to be predicted rather poorly in NMA-d. 29 After the scaling using the gas-phase eigenmodes as a basis, the average values of the diagonal elements of the Hamiltonian in solution obtained from the MD simulations are 1514 and 1586 cm -1 , respectively. On this basis, the Hamiltonian is not diagonal, and the average coupling between the two modes is 36.7 cm -1 , induced by the solvent. The average of the eigenfrequencies, which are calculated from each MD snapshot, are found to be 1495 and 1605 cm -1 for amide II and amide I, respectively. This is in good agreement with the experimentally obtained peak positions (1495 and 1604 cm -1 ; ref 5). The DFT simulation also yields the parameters needed in the TCC coupling model; for completeness, they are collected in Table 3 .
Other parameters that we use in the peptide model are the anharmonicities, the dipole vectors, and the time correlation functions of the amide I and II modes. The anharmonicities are taken to be 16 cm -1 for the amide I mode 1 and 11 cm -1 for the amide II mode. 5 From the average over the MD trajectory, the angle between the two dipoles is 79.4°(which compares well to the 75°found experimentally in ref 5) , and the length of the amide II dipole is 0.64 times the length of the amide I dipole.
In the 2D experiment, broad-band laser pulses are used to excite the amide I and II bands coherently. Interaction with the laser light prepares a coherent superposition of the Hamiltonian eigenstates at a point in time. During the evolution time following the pulse, the dynamic environment changes the character of instantaneous system eigenstates. In principle, matrix elements of the propagator between all eigenstates at different points in time exist. The dynamics then leads to redistribution of energy over the instantaneous eigenstates, which also implies relaxation of energy toward the equilibrium configuration. The two-dimensional spectrum can be interpreted as the presence of excitations at a certain energy ω 1 before the waiting time (plotted on the horizontal axis), correlated with the presence of an energy packet at ω 3 after the waiting time (plotted on the vertical axis). In this interpretation, the various points in the 2DIR spectrum follow the relaxation process between sets of instantaneous eigenmodes with the same energy. One must note, however, that this simplified interpretation neglects the coherent superpositions of two eigenmodes that can also be prepared by the first two pulses.
The calculated linear and 2DIR spectra, obtained by propagating the Schr€ odinger equation with the time-dependent Hamiltonian given in eq 1, 43 are shown in Figures 4 and 5 , respectively, together with the experimental spectra from ref 5. The line shape of the amide I mode is predicted well by the calculations. In the amide II region, the agreement is not as good. The amide II peak is too narrow, indicating that the calculation underestimates the time scale or the amplitude of the fluctuations. The calculation also overestimates the dipole of the amide II vibration; the ratio between the integrated intensities of the two modes is 0.4 in the calculation versus 0.3 in the experiment. The relative intensity of the cross peak in the parallel and the perpendicular polarization geometry is wellreproduced in the simulations, reflecting the correct prediction of the relative angle between the amide I and amide II transition dipoles.
B. Dipeptide. The Hamiltonian matrix reconstruction for a dipeptide explained in section II C gives values for the amide I and II frequencies at the C and the N side of the dipeptide, the intrasite coupling at both sides, and the four intersite couplings. The maps of these values obtained as a function of the dihedral angles are given in Figures 6 and 7 . The Journal of Physical Chemistry B
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Before discussing our results, we come back to the fact that our construction gives a basis transformation connecting the dipeptide eigenstates to the direct product of eigenstates of two NMA molecules that is only approximately unitary (section II C). As a result, the Hamiltonian in the NMA basis is not completely symmetric. We corrected for this unphysical result by explicitly symmetrizing the Hamiltonian. This leads only to small corrections of the couplings, as we have checked by comparing with a (nonlinear) minimization procedure that explicitly constrains the transformation matrix to be unitary. In that procedure, we minimize the difference between the known dipeptide normal modes and the transformation matrix times the NMA normal modes. Minimization is done with respect to the Frobenius norm (least-squares) and is constrained to a unitary transformation matrix. The matrix elements reconstructed in this way differ from the ones obtained after symmetrization by less than 0.32 cm -1 . Several previous maps have been presented for the amide I frequency and intersite coupling in a dipeptide. Couplings were calculated as the finite difference of the energy along a vibrational coordinate 18, 41 or by matrix reconstruction methods. 10, 13, 19, 34 Our results, which are found using joint inversion of the amide I and amide II modes, give qualitatively the same results as those works for the amide I-amide I intersite coupling. All maps find a negative coupling along the antidiagonal (ψ = -φ) and positive couplings in the remaining corners. However, quantitative differences between the maps are significant. In the Torii and Tasumi map, the coupling varies between -9.5 and 32.7 cm -1 .
41
This asymmetry between positive and negative values of the coupling is also found in our present result, while the extremal values are almost equal in refs 19 and 31. Furthermore, although reconstruction of the couplings between amide I units seems to be rather robust, values for the frequency shifts strongly depend on the DFT method used, as concluded in ref 34 . We leave a detailed comparison of DFT methods in the joint amide I-amide II case for future work. In the present work, we will apply the maps to a system where all sites experience the same shift and the absolute value will only affect the distance between the amide I and the amide II bands. Calculations on the amide I, II, III, and A modes in a dipeptide with hydrogen instead of deuterium atoms have also been The Journal of Physical Chemistry B ARTICLE reported. 31 The difference between deuterium and hydrogen in the methyl groups is apparent in the vibrational frequencies in NMA-h 7 and NMA-d 7 found using DFT; in NMA-d 7 , we obtain 1373 and 1666 cm -1 for the amide II and amide I modes, respectively, while Hayashi and Mukamel report 1472 (1507) and 1722 cm -1 (1733 cm -1 ) for frozen (flexible) methyl groups. 31 However, many of the qualitative features of the frequency and coupling maps, as extracted from the dipeptide and NMA calculations, agree. The coupling strengths between amide I modes for both dihedral angles close to 0 are significantly more negative in the nondeuterated map. In the amide IIamide II coupling map, we observe positive regions around (φ,ψ) = (30°,80°) that are not so clear in the HayashiMukamel map. Only one of the two amide I-amide II maps is given in ref 31 . The map presented here for the coupling between the N-site amide I mode and the C-site amide II mode is distinctly different from the coupling map between the N-site amide II mode and the C-site amide I mode. This is not surprising because the distance and bonding patterns are entirely different for the two cases. Recently, Ge and co-workers have calculated amide I-amide II coupling maps by taking numerical derivatives of the energy along the normal-mode coordinates. 28 With our method of matrix reconstruction, we find similar results.
C. r-Helix: Hamiltonian. As a model polypeptide, we consider an R-helix. To construct the helix, we use standard bond lengths and angles 46 and take all pairs of dihedral angles to be (φ,ψ) = (-57°,-47°).
The fluctuations in the amide I and II site energies and in the coupling between them are parametrized from our NMA-d 7 results. With the assumption that the fluctuations are Gaussian, all information is contained in the six auto-and cross-correlation functions C(t), shown in Figure 2 . Cross-correlations between the two frequencies on the same group and the intragroup coupling are included, but as noted in section II A, we assume that the fluctuations in different groups are uncorrelated. Such correlations might be present, especially between the amide II and amide I vibrations in amide groups connected through a hydrogen bond. Detailed tests would require the combination of our map with MD simulations of peptide fragments, which is beyond the scope of this paper. Assuming no intergroup correlations, a fluctuating Hamiltonian for a helix with N amide groups can be generated from the NMA-d 7 correlation functions.
In this model, we make the usual assumption that the intergroup couplings are constant in time. This can be rationalized from the origin of these couplings as electrodynamic or throughbond interactions, which are not expected to exhibit large fluctuations. 47, 48 Coupling constants in the helix, obtained from the transition charge coupling model combined with the dipeptide DFT map, are given in Table 4 . In the helix, large couplings are found between the amide I modes that are connected along the backbone and through intramolecular hydrogen bonds. These interactions are quantitatively similar, in agreement with earlier work. 47, 49 The couplings in the amide I band that we find are also in reasonable agreement with experimental results, which read J 12 I = 8.5 ( 1.8 cm -1 , J 13 I = -5.4 ( 1.0 cm -1 , and J 14 I = -6.6 ( 0.8 cm -1 . 50 While the couplings in the amide I band are rather well-known, much less information is available for the amide II modes. One model empirically included an amide II-amide II nearest-neighbor coupling of -8.7 cm -1 . 51 This is considerably larger than the coupling constants found in our calculation ( Table 4 ). The discrepancy can be understood from the fact that the empirical model used in ref 51 includes only interactions between nearest-neighbor amide II oscillators. Perhaps surprisingly, in our results, the largest interaction between amide II modes skips one peptide unit along the backbone. This large coupling can be rationalized by observing that the CN bonds in these units make an angle of only 13°. Because the stretch vibrations of these bonds form the major contribution to the amide II mode, this geometry will increase the coupling. Further calculations on the couplings between amide II modes were performed in ref 31 . The trend of the couplings agrees with our results, J n,nþ1 II and J n,nþ3 II are small, the largest coupling is J n,nþ2 II , which is negative, and J n,nþ4 II is positive. Apart from the first and the last groups, each amide group in the helix has two neighbors. The presence of these neighbors shifts the frequencies and the intragroup coupling. From the dipeptide DFT map, these shifts can be determined, and their values in the R-helix geometry are given in Table 5 . For a group in the middle of a helix, the shifts from right and left neighbors must be added. 15, 19 We assume that the average frequency in each group is the same, which is only correct for groups in the middle of a long helix. 47, 52, 53 D. r-Helix: Vibrational Dynamics and Spectra. In the peptide Hamiltonian, we have included the frequency shifts found from the dipeptide map, shown in Figure 6 . Because of the combination of a blue-shifted amide I frequency, a red-shifted amide II frequency, and an increased coupling, the gap between the two bands is larger than that in NMA-d 7 . This is in agreement with experimental results on R-helix forming polylysine. 51 In our calculations, the increase in the frequency gap leads to slower relaxation between the amide I and II modes. While a relaxation constant of 0.5-0.7 ps was found in NMA-d, 7,29 the current parametrization yields a value of 2 ps for the helix. 33 Such a shift in the vibrational frequencies, caused by interactions with neighboring peptide groups, could explain the experimentally observed difference in lifetime of the amide I mode between NMA and larger peptides. Figure 8 shows the density of states and the participation number spectrum for snapshots of the Hamiltonian at a fixed point in time. The latter quantity provides a measure of the delocalization of the collective vibrational states in a dynamic environment. 47 It is defined by considering the eigenstates of the Hamiltonian Ψ u (t) at each point in time and calculating the participation number as
where E u (t) is the energy of eigenstate Ψ u at time t. The average is over all snapshots. From the calculated density of states, we observe that there is a small gap between the amide I and II modes. This means that it is possible to distinguish between the two modes, even though they are coupled. The density of states in the amide II band is much larger than that in the amide I band, which should be expected as a result of the difference in intersite coupling strengths in the two bands. The participation number spectrum shows that amide I vibrations are delocalized over almost four amide groups, while the amide II vibrations are somewhat more localized. The value in the amide I band agrees reasonably well with the results of Ham et al. 47 Similar localization sizes in the amide I band have also been found in experimental work on 3 10 helices. 25 The delocalization pattern for both types of helices might be different, however. Figure 9 shows 2DIR spectra for the R-helix calculated for several waiting times and polarization geometries. The peaks in this spectrum are further apart than those in the spectrum of NMA-d 7 in Figure 5 . This is mostly a result of the shifts in the amide I and II frequencies and their coupling due to neigboring peptide groups, as mentioned in the beginning of this section. Compared to NMA spectra, more structure is observed in the amide I peak resulting from the A and E 1 type eigenstates also observed experimentally. 54 The splitting in the simulated spectrum is slightly exaggerated compared to the experimental observation. Like in the NMA-d 7 spectrum, cross peaks between amide I and II modes are clearly observed, showing that these two modes are still strongly coupled in the helix. The amide I-amide II cross peaks are stronger in the perpendicular polarization configuration, as expected from their almost perpendicular transition dipole vectors. The intensity of the cross peaks changes in a complex way with the waiting time t 2 , reflecting partially coherent exciton transport between the two bands. This was discussed in more detail in our previous paper. 33 There, we further demonstrated that it is possible to disentangle the intra-and interband dynamics by analyzing the relative peak intensities.
Insight into the vibrational dynamics during the waiting time can also be gained from the perspective of local modes. Starting from a picture of amide I and II vibrations in the various amide groups, vibrational dynamics corresponds to the movement of energy packets through space. Because the wavelength of the light is much larger than the size of a peptide, the laser excites all vibrations coherently. Because of symmetry, movement to the right or to the left along the helix is equally probable, and on average, no net energy transfer will occur. Nevertheless, information on the transport of vibrational energy through space, which can be directly characterized in simulation by starting from a localized vibration, can be extracted from detailed analysis of the 2DIR spectra for different polarization geometries. 33 The presence of partially delocalized eigenstates leads to coherent, wavelike transport along the helix for short times. Because of the dynamic destruction of the instantaneous eigenstates, coherent transport is only possible for about 500 fs. Afterward, the transport in the site basis can be characterized as diffusive.
The role of coherent transport in the helix can be further clarified by directly looking at the off-diagonal matrix elements of the density matrix in the site basis. A few of them are plotted in Figure 10 . In the simulations, a single amide I local mode was excited at time t = 0. The lifetime of the coherence was found to be on the order of 500 fs-1 ps. Such amide I-amide II coherences have been reported experimentally in the amide II peak of NMA-d 7 in D 2 O with a lifetime of 150 fs but, to our knowledge, not in experiments on larger peptides. The latter is possibly due to the limited number of data sets where the waiting time is varied.
We thus find that coherent transport is important in the amide I and II modes in an R-helix on a time scale up to a few hundred Contours are plotted at 25 equally spaced levels between -60 and 60% of the maximum amplitude in the t 2 = 0 spectra. Gray contours are used for bleaching/stimulated emission peaks, while induced absorption peaks are plotted in black.
The Journal of Physical Chemistry B ARTICLE femtoseconds. This calculation applies to a perfect helix, in which localization is only induced by the dynamic environment. Recent experiments have also considered a different situation, in which one of the amide oscillators has a different environment, leading to a shift in the vibrational frequency. 55 This allows the specific excitation of a local mode. If the shift is significantly larger than the coherent couplings, one would expect perfect localization and strong suppression of coherent energy transfer to the other local modes. However, the environment-induced fluctuations are large enough to make transport possible. To demonstrate this, we plot the population on the fourth amide I mode as a function of waiting time, following initial excitation of the first amide I mode ( Figure 11 ). Comparing the situation in which the initially excited mode is shifted by -30 cm -1 with an unshifted initial excitation, we find that the maximum of the transferred population is roughly halved. However, significant transfer is still possible, and the time scale on which energy flows away from the shifted amide I mode is almost the same as that in the unshifted case.
CONCLUSIONS
In this paper, we have presented an electrostatic map for the effect of the environment on the amide I and II frequencies, as well as their coupling, in NMA-d 7 . The map is more suitable for the parametrization of these modes in larger polypeptides than earlier maps based on NMA-d, which suffered from contributions of the methyl umbrellas to the amide II mode. The combination with MD simulation allows the comparison of calculated linear and nonlinear spectra with experiment. Correspondence is excellent for the amide I mode. Reasonable results are obtained for the amide II mode, although further improvement is necessary. The modeling reveals strong coupling between the amide I and II modes (on the order of 10 cm
), which is reflected in the presence of a cross peak in the 2DIR spectra, in agreement with experiment.
To be able to model larger peptides, we have calculated couplings between amide I and II modes in different amide groups from a transition charge coupling model. Because such models cannot properly reproduce the couplings between modes in neighboring amide groups, we used matrix reconstruction methods to create a joint amide I-amide II coupling map from DFT calculations on a dipeptide. Apart from the couplings, the calculations predict that the energy gap between the two modes is larger in a polypeptide than that in NMA-d 7 , which leads to slower interband relaxation. These findings for the energy gap and the relaxation time agree with experimental data.
Using these parametrizations, we have studied the vibrational dynamics in a model R-helix. Coherent transport is possible within the first 0.5-1 ps after excitation. Similarly, also, vibrational coherence survives over this time scale. We find that even if the frequency of an initially excited amide mode in the R-helix is shifted by 30 cm -1 compared to all other oscillators, significant transport of energy over the helix is still possible within 1 ps. The precise strength of this mechanism depends strongly on the magnitude of the environment-induced fluctuations. Because our model does not include the lower exposure to the solvent in a helix as compared to NMA, it probably overestimates the size of the frequency fluctuations. The neglect of backbone fluctuations on the other hand can be expected to result in an underestimation of the frequency fluctuations. Considering previous studies, where water-exposed sites were found to have a broader frequency distribution than buried sites, 23 ,24,56 the former effect is likely to dominate, leading to a slight overall overestimation of the frequency fluctuations in this work. If the fluctuations in a realistic system are indeed smaller, the escape of a vibration from an oscillator with a shifted energy will be suppressed. However, smaller fluctuations will also lead to even longer lived coherences in the ideal helix. In future studies, the precise properties of the fluctuations in larger peptides should be investigated, employing MD simulations on these structures. Such simulations can also answer the interesting question of the correlation of fluctuations between different amide groups, which could further enhance the coherent transport.
In this work, we have added the amide II mode as a relaxation channel for excited amide I vibrations. The model Hamiltonian conserves the number of excitations in these two modes combined. In reality, vibrational relaxation to other modes will also occur. Inclusion of these processes is a challenging problem, which can be tackled by extending the simulations presented here using nonequilibrium MD simulations. 4, 57 Such simulations should also address the back-reaction of the system to the environment to ensure correct thermalization, which can be included using mean-field theory. ' REFERENCES
