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Introduction
Fractional cointegration has become an important and relevant topic in time series analysis in recent years. Cheung & Lai (1993) examine a model of purchasing power parity, Baillie & Bollerslev (1994) investigate exchange rates, Booth & Tse (1995) interest rate futures and Dittmann (1998) stock prices. All of them find evidence for fractional cointegration in their data.
Two integrated time series are called fractionally cointegrated, if there is a linear combination (possibly including an intercept or a time trend) that is fractionally
integrated. An important issue in this class of models is testing the hypothesis of no cointegration with a test that is powerful against fractionally cointegrated alternatives.
As in cointegration analysis in general, such tests can be constructed in two different ways. One possibility is to specify and estimate a full parametric model, followed by an appropriate test for fractional cointegration. This approach is pursued by Baillie & Bollerslev (1994) and Dueker & Startz (1997) . The other way is to estimate the potential cointegration equation by an OLS regression and to test the residuals for a unit root with a semiparametric test, as in Cheung & Lai (1993) or Booth & Tse (1995) . When conducting these semiparametric residual-based tests, one only needs to estimate those parameters that determine the long run behavior of the system. This property is especially appealing when financial time series are considered, since these often have complicated short run characteristics. Therefore, only residual-based tests are considered in this paper.
Classical residual based tests are the Phillips-Perron test and the Augmented Dickey-Fuller test when applied to regression residuals (see Phillips & Ouliaris (1990) ). In a Monte Carlo study, Diebold & Rudebusch (1991) showed that the power of Dickey-Fuller type unit root tests against fractionally integrated alternatives is quite low.
Presumably, this is the reason why these tests were not used as tests for fractional cointegration in the literature.
Another residual-based test for fractional cointegration is the modified rescaled range test as described by Lo (1991) when applied to the first differences of regression residuals. To the best of the author's knowledge, this test has not been used in fractional cointegration analysis either, though it seems to be a promising candidate. Cheung & Lai (1993) as well as Booth & Tse (1995) employ t-tests based on Geweke 3 Lai (1993) estimate the long memory parameter of the first differences of the regression residuals and decide by a t-test whether it is zero. On the other hand, Booth and Tse (1995) apparently estimate the long memory parameter from the residuals themselves and test whether this is equal to one. Hurvich & Ray's (1995) and Velasco's (1997) research suggests that the last test may be improved by tapering the residuals' periodogram before estimating the long memory parameter.
The aim of this study is to determine that residual-based test of the hypothesis of no cointegration which is most powerful against fractionally cointegrated alternatives. This is done by Monte Carlo experiments, since there is no theory at hand that can give an answer to this problem. 1 Since financial time series often contain a deterministic linear trend, we consider cointegrating regressions both with and without an additional time trend (which we call unrestricted and restricted regression, respectively). We also investigate the case that no time trend is included in the cointegrating regression while the individual series have such a trend.
The paper is organized as follows. Section 2 introduces the concept of fractional cointegration and seven residual based tests which are to be compared. Section 3 reports Monte Carlo results for restricted estimation in the absence of deterministic trends, and Section 4 gives an account of the corresponding results for unrestricted estimation.
Section 5 discusses the question whether the (known but possibly wrong) asymptotic variance of the GPH estimator should be used when computing the corresponding tests.
In Section 6, the consequences of performing a restricted estimation when the individual series contain a time trend are considered. Section 8 summarizes the most important results. The Appendix contains a description of the conducted Monte Carlo experiments and their results. 4
Fractional Cointegration and Seven Residual Based Tests
Let x t and y t be two I(1) time series, i.e. Çx t and Çy t are stationary and have a finite positive spectral density at frequency zero. We do not assume that the mean of Çx t or Çy t is zero, so both processes x t and y t may exhibit a linear time trend. We call {x t , y t } fractionally cointegrated, if and only if there exists a cointegrating equation
where u t is I(d) with 0 < d < 1, so that the spectral density of u t is unbounded at frequency zero and behaves like Û -2d as Û → 0. If u t is I(0), the system is called classically cointegrated.
In the remainder of this section, seven residual-based tests for the hypothesis H 0 : "x t and y t are not cointegrated, i.e. u t is I(1)" versus H 1 : "x t and y t are cointegrated, i.e. u t is I(d) with d < 1" are presented. These tests build upon the OLS residuals of the regression x t = Ñ + ÒEy t + ÓEt.
(2)
(2) is called unrestricted regression. If the term ÓEt is omitted, it is called restricted regression. Let û t denote the residuals of either regression.
Geweke Porter-Hudak Tests (GPH)
One possibility to construct a test for fractional cointegration is to estimate the long memory parameter d* of û t and to test for "d* = 1". It is important to distinguish between d and d*. d is the long memory parameter of the true residuals u t while d* is the long memory parameter of the OLS regression residuals û t . Since the OLS regression method tends to reduce too much of the residual's variance, the regression residuals are likely to be biased towards stationarity. So, one might expect that d* < d. Geweke & Porter-Hudak (1983) proposed to estimate d, the long memory parameter of u t , by regressing
where Û k = 2àk/T and I(Û k ) is the periodogram of u t at frequency Û k . T is the sample size and k runs from 1 to n, where n = T Ü and Ü is chosen -usually from [0.5, 0.6]. Robinson (1995) and Velasco (1997) show that the t-test-statistic Z
. is asymptotically normal if d < ¾, u t is Gaussian and under some further asymptotic 5 restrictions on the range { , + 1, ..., n} over which regression (3) is carried out.
Moreover, Z
d is shown to be consistent if d < 1. Velasco (1997) also presents an estimator for d that is asymptotically normal for d g [0.5, 1.5) under similar assumptions. This estimator Z d T can be obtained by using the cosine bell tapered periodogram I T (Û k ) instead of I(Û k ) in the periodogram regression (3) and regressing over only every third frequency, i.e. k = 1, 4, 7, ..., n. In order to obtain I T (Û k ) (up to a factor that is irrelevant for our purpose), one simply uses the tapered series h t Eu t , where h t = ½(1 -cos(2àt/T)), instead of u t when calculating the periodogram.
These theoretical results hold, if u t can be observed, what we assume not to be the case. Instead, we are concerned with the estimated û t from regression (2) and it is not clear whether any of these statements is still true. Nevertheless, these results may serve as valuable guidelines for the construction of possibly powerful tests. In this paper, we will examine the following four GPH tests:
s-GPH Test:
Under the null hypothesis of no cointegration u t is I(1), so the obvious way is to estimate Z d * from regression (3) Lo (1991) developed a test of the hypothesis of no long range dependence (i.e. d = 0) that is robust to short-range dependence. Let z t be the time series that is to be tested for H 0 : "z t is I(0)". Then the modified rescaled range test statistic is given by:
where Z â ps q ¢ £ is a consistent estimator of the partial sum's variance:
We choose the lag truncation parameter q by Andrews' (1991) data-dependent formula, where q is the greatest integer less than or equal to k T with
Z r is the estimated first-order autocorrelation of z t . Cheung (1991) found in a related Monte Carlo study that the modified rescaled range test has more power against fractional alternatives than the Geweke Porter-Hudak test when d < 0.25. Since Çu t is I(0) under the null hypothesis of no cointegration, this test, if calculated for z t = Çû t , might therefore be more powerful than the d-GPH Test. We call the test given by (4), (5) and (6) for z t = Çû t the Modified Rescaled Range test (MRR).
Phillips-Perron-t-Test (PP)
A classical test of the hypothesis of no cointegration is the Phillips-Perron t-test (see e.g. Hamilton (1994) ). This test is a modified version of the OLS t-test of the null hypothesis "á = 1" in the regression û t = á û t -1 + e t . (5) and (6) with z t = ê t . Again, we choose the lag truncation parameter by Andrews' (1991) formula, as proposed by Cheung & Lai (1997) .
Augmented Dickey-Fuller Test (ADF):
The augmented Dickey-Fuller t-test statistic is the OLS t-test of the null hypothesis "á = 1" in the regression
In view of his simulation results, Hall (1994) recommends not to fix the dimension p of model (9) but to estimate p from the data. In this paper, we use the MPE (Mean square Prediction Error) criterion as described by Fuller (1996) , i.e. we choose the p that
The MPE criterion is closely related to the Akaike Information Criterion (AIC). The advantage of MPE is that no likelihood specification is needed and that its calculation is simple.
Restricted Estimation in the Absence of Deterministic Trends
In this section, we assume that E(Çx t ) = 0 = E(Çy t ), so that x t and y t have no deterministic trend and Ó in (1) is zero. Further, all tests under consideration are calculated from the residuals û t of the restricted regression x t = Ñ + ÒEy t .
(2') Table 3 to Table 6 in Appendix B contain simulated critical values for s-GPH, d-GPH, t-GPH und t*-GPH under the null hypothesis of no cointegration for sample sizes 100, 250, 500 and 1000, respectively. We consider two ranges of the periodogram regression {1, 2, ..., n}: n = T 0.5 and n = T 0.6 . Brownian Bridge) as given by Lo (1991) . It illustrates that MRR's distribution is biased to the left, too. It is remarkable that the empirical variance of MRR increases slightly with the sample size. Table 2 contains the corresponding critical values for PP and ADF. These empirical 9 distributions must be simulated anew, because the tables in Phillips & Ouliaris (1990) are only valid for fixed lag truncation parameters (or model dimensions, respectively).
However, PP and ADF as defined in Section 2 contain data-dependent parameter selection methods, so that the critical values might be different from the usual ones.
Nevertheless, our critical values do not differ significantly from those given by Phillips & Ouliaris (1990) .
Tables 7 to 10 in Appendix B display the simulated power of the eleven tests under the alternative of fractional cointegration. We consider ten different long memory parameters d = 0, 0.1, 0.2, ..., 0.9 and four sample sizes 100, 250, 500 and 1000. The following findings can be reported:
1. For a given n, t*-GPH dominates t-GPH considerably, i.e. the power of the full tapered GPH test is always larger than the power of the tapered GPH test. This is not surprising, as the periodogram regression of t*-GPH runs across thrice as many points as the regression of t-GPH.
2. For all GPH tests, the test with n = T 0.6 dominates the one with n = T 0.5 . This is not surprising either, since residuals of the data generating process (henceforth DGP) are ARFIMA (0, d, 0). Consequently, the spectral density of the DGP is undisturbed by short range influences, so that it would be best to run the periodogram regression over all frequencies (i.e. n = T/2).
3. Except for small samples (T 4 500) and large d (d 5 0.8), s-GPH dominates t*-GPH.
This can be explained by the fact that the influence of high order autocorrelations is reduced by tapering in t*-GPH. On the one hand, this is important to ensure convergence, because these high order autocorrelations are calculated from only few observations. On the other hand, they contain much information about the long memory of the series. So this information is not used completely by t*-GPH.t*-GPH is slightly better than s-GPH for T = 100 and d = 0.9.
4. For all sample sizes, the best GPH test is d-GPH if d > 0.5. For d < 0.5 (0.4), s-GPH is better than d-GPH for sample sizes T > 100 (T = 100). Figure 3 shows the power of the four GPH tests with significance level 1%, T = 1000 and n = T 0.6 . It illustrates results 1, 3 and 4.
5. PP dominates ADF and all GPH tests. This result is quite surprising, since PP has originally not been designed as a test against fractionally cointegrated alternatives.
Reasons for this might be the relative simplicity of PP and the fact that the periodogram regression is not very robust.
6. MRR is more powerful than any GPH test if d 5 0.7 and more powerful than PP in large samples ( In contrast to our results, Cheung & Lai (1993) found that d-GPH is more powerful than ADF -especially if d lies between 0.35 and 0.65. We suspect that the reason is that Cheung & Lai (1993) fixed the dimension p of the ADF model (to p = 4) whereas p is determined by a data dependent model selection criterium in the present study. Hall (1994) showed that the power of ADF can be considerably increased if data-based model selection criteria are employed. Another reason for the different results of the two studies might be that the cointegrating regression in Cheung & Lai (1993) does not contain a constant. Further, Cheung & Lai (1993) use the asymptotic variance of the periodogram regression residuals when calculating d-GPH. This alteration of d-GPH is discussed in Section 5 and can result in further efficiency gains.
Unrestricted Estimation
In this section, we consider the unrestricted estimation (2) so that any deterministic linear trend in x t or y t is removed automatically. Simulation results for critical values and the power of the eleven tests, when applied to residuals of an unrestricted regression, can be found in Appendix C, which is organized according to Appendix B. In what follows, only those results are reported that are different from the findings of Section 3.
ad 3. s-GPH dominates t*-GPH (without exceptions for small samples and large d).
ad 4. d-GPH is more powerful than s-GPH, if d > 0 and T = 100. Moreover, d-GPH is more powerful than s-GPH, if d 5 0.5 and T 5 250, as before. ad 6. PP dominates MRR for all sample sizes and all d.
8.
For large sample sizes (T 5 500), the power of PP and ADF when applied to residuals from the unrestricted regression is higher than the power of the two tests in the restricted estimation case. So even if we know that the individual series have no linear time trend and that Ó = 0 in (1) consequently, it is better not to assume that Ó is zero in the cointegrating regression (2) -provided that T S 500. It is surprising that one can increase the power of PP or ADF by not using all available information. Therefore, Hansen's (1992) conjecture that "excess detrending will reduce the test's power" (p.103) seems to be wrong.
9.
The empirical variance of the null distribution for the GPH tests is larger if estimation is unrestricted, whereas things are the other way round for MRR, PP and ADF. Robinson (1995) shows that the residuals of the periodogram regression (3) have the asymptotical variance à 2 /6 and that the GPH estimator's asymptotical variance is à 2 /24n. This result is obtained under the assumption that the process u t is Gaussian, though Robinson (1995) conjectures "that a limit distribution theory can be obtained under more general distributional assumptions" (p. 1052). Cheung & Lai (1993) as well as Booth & Tse (1995) use the residuals' asymptotic variance when calculating the GPH tests. We have to keep in mind however that we are concerned with regression residuals û t in finite samples and not with the true residuals u t . It is not clear whether using the asymptotic variance really is an improvement in this situation. Moreover, the assumption of Gaussianity seems especially questionable if financial time series are considered, which often exhibit complicated non-Gaussian patterns. For this reason, Robinson's (1995) asymptotics have not been used when calculating the GPH tests in previous sections.
GPH Test with Asymptotic Residual Variance
This section now investigates whether the d-GPH test can be improved thereby. Table 1 in Appendix D displays the critical values for d-GPH for T=500 and n = T 0.6 .
Since the residuals' or the estimator's asymptotic variance can be used and the test can be applied to the restricted or the unrestricted regression, there are four cases to distinguish.
Tables 2 and 3 contain the power of these four tests. Additionally, Tables 4 to 6 contain the corresponding simulation results for the small sample size T = 100.
We first observe that it makes virtually no difference which asymptotic variance is used (even though the critical values are quite different): The difference in power never exceeds 0.03%.
Compared to the corresponding tests with estimated variance, using the asymptotic variance improves the power of the test, if d < 0.7. In large samples (T = 500), the maximum difference is obtained for d = 0.6 when 5% critical values are considered (1.62% for restricted and 1.85% for unrestricted estimation). In small samples (T = 100), the maximum difference is more substantial (6.09% for restricted estimation for d = 0.4, 7.72% for unrestricted estimation for d = 0). For d 5 0.7 however, there does not seem to be any advantage of the test with asymptotic variance over that with estimated variance. On the contrary, the test with estimated variance seems to be slightly better if d = 0.9.
One must keep in mind that the simulated processes in this study are "well behaved" in the sence that there are no short term disturbances and that errors are normally distributed. Since this is surely not true for financial time series, the d-GPH test with asymptotic variance might well perform considerably worse in practice than in this study.
Further, in the region where power is low (i.e. d 5 0.7), the test with asymptotic variance does not improve the power significantly. Altogether, the use of the asymptotic variance can only be recommended in small samples.
Restricted Estimation in the Presence of Deterministic Trends
Consider the case in which both series x t and y t have a linear time trend and Ó in (1) is zero. Further assume that the alternative holds, so that x t and y t are indeed cointegrated and cointegrating regression (2) is not spurious. In this case (1, -Ò)' is the cointegrating vector for the stochastic trends and simultaneously for the deterministic trends in (x t , y t )'.
If the time trend ÓEt is now included in the cointegrating regression
(2) -which effectively detrends the two series x t and y t -Z Ò converges to Ò at the rate of O p T 1 -d ¢ £ , as derived by Cheung & Lai (1993 On the other hand, if the key assumption "Ó = 0" does not hold, the power of the tests is very low. This is illustrated by Table 5 in Appendix E which shows the power of the three tests if Ó @ 0 and u t ~ I(0.9).
To sum up it can be said that restricted estimation in the presence of deterministic trends leads to power gains compared to unrestricted estimation if the trends are large and Ó in (1) is known to be zero. If Ó @ 0 however, restricted estimation results in serious power losses.
Conclusions
This paper shows that the Phillips-Perron t-test when applied to regression residuals is clearly the best test when testing the null hypothesis of no cointegration against fractionally cointegrated alternatives. In particular it is more powerful than any of the four GPH tests in the study, including the tests used by Cheung & Lai (1993) and Booth & Tse (1995) . Merely, the modified rescaled range test is more powerful than the Phillips-Perron test if sample size is large, the cointegration regression is restricted and the true long memory parameter is close to 1. This study also shows that the power of the Phillips-Perron test increases in large samples (T 5 500) if a time trend is included in the cointegrating regression -even if there is no time trend in reality.
The d-GPH test proposed by Cheung & Lai (1993) , which tests whether the long memory parameter of the regression residuals' first differences is zero, turned out to be the best test among the GPH tests. In fact, the s-GPH test, which tests whether the long memory parameter of the regression residuals is one, is slightly more powerful than d-GPH if the true long memory parameter lies in [0, 0.5), but in that region also d-GPH's power is quite high. On the other hand, d-GPH is more powerful than s-GPH if the true long memory parameter comes from (0.5, 1) where power is low in general. Velasco's (1997) proposal to taper the residuals' periodogram before estimating the long memory parameter turned out to be useless for our purposes.
Using the asymptotic variance of periodogram regression residuals as given by Robinson (1995) , increases the power of d-GPH for d < 0.7. However, there is some evidence that doing so might decrease d-GPH's power if d lies in the crucial region close to 1. All in all, the use of the asymptotic variance can only be recommended in small samples.
We also pointed at some pitfalls that arise if the individual series contain a time trend but no time trend is included in the cointegrating regression. We therefore recommend to include such a time trend whenever there is evidence of a drift in one of the individual series.
Appendix A: Description of the Monte-Carlo experiment
For the simulation of the critical values, 100,000 replications are conducted. For each replication two random walks of appropriate length are generated by calculating the partial sums of two streams of uncorrelated standard normal variates. The 95%
confidence intervals of the 5% critical value are computed as described in Rohatgi (1984) , pp. 496-500.
10,000 replications are used for the power simulations. Each time a random walk u 1t and a fractionally integrated series u 2t of length T+50 are calculated, where u 2t is generated as described in Hosking (1984) . Then the fractionally cointegrated system is modeled by x t = 2u 1t -u 2t and y t = u 2t -u 1t and the first 50 observations are discarded.
Under the null hypothesis of no cointegration the 95% confidence interval of the rejection percentage is given by 1% G 0.2%, 5% G 0.43% or 10% G 0.59%, depending on the desired significance level.
For the simulations reported in Appendix E, the trend ÔEt is added to the random walk u 1t if Ó = 0. If Ó @ 0, the trends Ô 1 Et and Ô Et are added to x t and y t , respectively.
All calculations were performed in SAS/IML. Appendix C: Simulation Results for Unrestricted Estimation 
Appendix B: Simulation Results for Restricted Estimation in the Absence of Deterministic Trends

Phillips-Perron-Test
ADF-Test Percentile T=100 T=250 T=500 T=1000 T=100 T=250 T=500 T=1000 1. 0% -4.524 -4.411 -4.370 -4.333 -4.637 -4.448 -4.383 -4.350 2.5% -4.189 -4.095 -4.066 -4.039 -4.271 -4.125 -4. [-12.268, -11 .904] [-9.567, -9.361] (n=T 0.6 ) 1. 0% -4.353 -3.964 -3.499 -3.229 -5.115 -4.492 -16.317 -9.161 2.5% -3.701 -3.411 -2.916 -2.702 -4.260 -3.784 -12.082 -7.417 5.0% -3.180 -2.942 -2.426 -2.282 -3.565 -3.197 -9.274 -6.214 [-6.341, -6 .231] [-5.326, -5.247] Table 6 : Power of d-GPH when the asymptotic variance of (A) regression residuals or (B) OLSestimator is used with unrestricted regression, T = 100 and n = T 0.6 . (C) gives the corresponding power of d-GPH when the variance is estimated (as in previous tables). ( 
