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Adsorption of peptides at the interface between a fluid and a solid occurs widely in both nature 
and applications. Knowing the dominant conformations of adsorbed peptides and the energy 
barriers between them is of interest for a variety of reasons. Molecular dynamics (MD) 
simulation is a widely used technique that can yield such understanding. However, the 
complexity of the energy landscapes of adsorbed peptides means comprehensive exploration of 
the energy landscape by MD simulation is challenging. An alternative approach is energy 
landscape mapping (ELM), which involves the location of stationary points on the potential 
energy surface, and its analysis to determine, for example, the pathways and energy barriers 
between them. In the study reported here, comparison is made between this technique and replica 
exchange molecular dynamics (REMD) for met-enkephalin adsorbed at the interface between 
graphite and the gas phase: the first ever direct comparison of these techniques for adsorbed 
peptides. Both methods yield up the dominant adsorbed peptide conformations. Unlike REMD, 
however, ELM also readily allows the identification of the connectivity and energy barriers 
between the favored conformations, transition paths and structures between these conformations, 
and the impact of entropy. It also permits the calculation of the constant volume heat capacity, 
although the accuracy of this is limited by the sampling of high-energy minima. Overall, 
compared to REMD, ELM provides additional insight into the adsorbed peptide system provided 
sufficient care is taken to ensure key parts of the landscape are adequately sampled. 
1 INTRODUCTION 
Peptides are often used in the functionalization of solid surfaces due to their high degree of 
programmability.1 Applications of material-binding peptides include the formation and 
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functionalization of nanomaterials,2-4 protective or bioactive coatings for medical implants and 
other biomaterials,5-6 biosensing,7-8 cancer diagnosis9 and drug delivery.10 Peptide adsorption can 
also be used as a model for that of larger biomolecules such as proteins, which is implicated in 
desired and otherwise bodily reactions.11-12 For instance, the effect of a surface on the fibrillation 
of the amyloid beta protein, which causes Alzheimer’s disease, has been studied using 
polypeptide segments of this protein.13-15 
Computational studies have led to an improved understanding of peptide-surface interactions 
in recent years.16-18 Modeling interactions that occur over timescales longer than the microsecond 
range remains a challenge, however, since all-atom simulation methods such as molecular 
dynamics (MD) are not currently capable of probing these scales sufficiently.17 This limitation 
poses a particular barrier to assessing the conformations of many material-binding peptides, 
which possess complex, flexible natures that cannot be reliably sampled in so short a time.19 
Coarse-grained models that significantly reduce the number of degrees of freedom in the 
molecule improve computational speed to the point of enabling adequate probing of timescales 
into the second range.16 However, this occurs at the cost of the model’s accuracy, and the 
development of reliable coarse-grained models remains a work in progress.18  
An alternative approach to MD simulation is the use of mathematical algorithms to locate 
stationary points on the underlying potential energy surface (PES) of the system, the local 
minima (stable configurations) and saddle points (maximum-energy transition states).20-23 These 
algorithms may be applied iteratively to create large connected networks of stationary points that 
constitute a map of the PES, in contrast with MD and other molecular simulation methods that 
explore the free energy surface (FES) stochastically; we therefore refer to the former approach as 
‘energy landscape mapping’ (ELM). Stationary point networks constructed using ELM may be 
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used in a variety of ways including, for example, constructing the FES using harmonic 
approximations,24 understanding the nature of the PES and FES through disconnectivity graphs25-
26 and transition mechanisms between stable configurations via discrete path sampling (DPS).27 
Recently, the authors here applied ELM to an adsorbed peptide for the first time ever, 
successfully reproducing a previously reported conformational switching phenomenon and 
identifying the transitions.28 The study reported here further explores the potential of ELM for 
adsorbed peptides by comparing results obtained from it with those produced by replica 
exchange molecular dynamics (REMD), an MD technique designed to ameliorate the timescale 
limitations of standard MD.29 The system considered was met-enkephalin adsorbed at the 
gas/graphite interface, which has been previously studied by some of the authors.30 The primary 
conformations and energy landscapes obtained by the two approaches were compared, along 
with the heat capacity curves computed by each method. Transition paths and rate constants 
between prominent conformations were also evaluated using ELM. The models and 
methodologies used and the study details are summarized in the next section, followed by a 
presentation and discussion of results and, finally, a concluding summary. 
2 METHODOLOGY 
2.1 MODEL 
The model consists of a single met-enkephalin molecule above a flat, infinite graphite surface. 
Met-enkephalin, a pentapeptide with the amino acid sequence Tyr-Gly-Gly-Phe-Met, was 
represented in simple uncharged form, with NH2 and COOH groups at the N- and C-termini, 
respectively. This form was observed to yield a broader range of conformations and a more 
complex PES than the zwitterionic form, which was also considered as part of the study (results 
not shown). Intramolecular interactions were modeled using the CHARMM36m force field, a 
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variation of the CHARMM36 force field with improved modeling of intrinsically disordered 
peptides and proteins.31 The CHARMM force field used has broken symmetry, which has been 
noted to cause problems in this form of studies, due to inconsistent energies arising for 
permutational isomers of the same structure.32 However, since none of the residues or termini in 
uncharged met-enkephalin are asymmetric in the CHARMM36m force field, the results of the 
present study are unaffected by this. 
Graphite was represented as two graphene layers, since it has been previously observed that 
layers beyond the first two have negligible interaction with adsorbing molecules.33 In ELM 
calculations, peptide-surface interactions were modeled by the Steele potential:34 













where l = 0, …, L – 1 is a counter over the layers of solid atoms in the surface up to the 
maximum, L, ρ the density of atoms in each of the layers, Δ the distance between the layers, zj 
the distance from the surface of peptide atom j, and εsj and σsj the Lennard-Jones energy and 
length parameters, respectively. The Lennard-Jones parameters were calculated from the 
corresponding parameters for the surface, εs and σs, and the atom, εj and σj, using the Lorentz-
Berthelot rules. The surface parameters are summarized in Table 1.  
Table 1. Steele model parameters for graphite. 
parameter value reference 
L 2 a 
εs 0.05564 kcal/mol b 
σs 3.40 Å b 
ρ 0.3807 atoms/Å2 c 
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Δ 3.3555 Å c 
a Ref. 33 
b Ref. 34 
c Derived from literature bond length and unit cell height data.35  
In the case of the REMD simulations, graphite was represented using an atomistic model, with 
the atomic structure and force field parameters set to replicate those used in the Steele model for 
ELM. A periodic box with dimensions 51.723 × 51.192 × 50.000 Å3 was used to achieve the 
same in-plane extent as in ELM, with the graphite sheets positioned at the bottom of the box. 
The non-bonded interactions in the REMD simulations were truncated using a smooth cutoff 
function between 10 Å and 12 Å in order to maintain a reasonable computational effort whilst 
minimizing the differences with the ELM energies. 
2.2 METHODS 
2.2.1 ENERGY LANDSCAPE MAPPING 
ELM was used to construct an extensive database of connected stationary points on the PES. 
Basin-hopping with simulated annealing (SA-BH) was first used to identify a large number of 
local potential energy (PE) minima. BH involves conducting a Monte Carlo simulation on a 
transformed PES, where every point is mapped to the locally minimized energy, thus allowing 
the system to bypass energy barriers.36 A random step is taken from a starting structure, followed 
by local minimization, and the Metropolis criterion is then applied to accept or reject the step. 
This procedure is repeated for a specified number of steps. Combining this methodology with 
SA, where the temperature used in application of the Metropolis criterion is decreased over the 
course of the simulation, allows the algorithm to gradually seek out lower-lying minima. In this 
study, the steps were taken by randomly perturbing the backbone dihedral angles of the met-
enkephalin molecules up to a maximum step size, and minimization was carried out using the 
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limited-memory Broyden–Fletcher–Goldfarb–Shanno (LBFGS) algorithm.37 A noted weakness 
of SA is that, as the temperature decreases, the system may become trapped in a region of the 
PES that does not contain the global minimum.36 This was mitigated by running in parallel many 
independent SA-BH simulations starting from different initial structures, and using a large 
starting step size so as to encourage broad sampling of the PES. Parallel tempering, in which the 
temperatures of parallel simulations are periodically exchanged, provides an alternative approach 
to addressing this issue, and has been benchmarked in conjunction with BH.38-39 However, in this 
study, it was observed that parallel SA-BH simulations were sufficient to effectively sample 
large numbers of PE minima, without requiring temperature exchanges. 
Following the completion of all SA-BH simulations, the stationary point database was 
expanded using single-ended transition state searches. In such a search, a small perturbation is 
applied to a known local minimum, eigenvector following40 is used to locate a nearby saddle 
point, and the two minima adjoining this saddle point are located using the LBFGS algorithm. 
All newly found stationary points and their connectivity are recorded in the database. At regular 
intervals, the database was depicted using disconnectivity analysis,25 and all stationary points not 
connected to the global minimum within a reasonable PE threshold were removed. 
When further single-ended searches resulted in no qualitative change in the disconnectivity 
graph, DPS27 techniques were then employed to find further saddle points separating low-energy 
minima that had been overlooked by the single-ended searches. DPS was applied to pairs of low-
energy minima separated by high barriers. In the DPS procedure used here, an approach based on 
Dijkstra’s shortest-path algorithm41 was used to determine the fastest transition path,42 and 
double-ended transition state searches were applied between pairs of minima on this path, 
selected in order of increasing Euclidean separation.43 A double-ended transition state search 
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involves the use of the doubly nudged elastic band (DNEB) method44 to identify saddle point 
candidates between the two endpoints, eigenvector following to precisely locate these saddle 
points, and the LBFGS algorithm to identify the connecting minima. DPS was iteratively applied 
until connection attempts had been attempted for all pairs of minima within 2.5 kcal/mol of the 
global minimum that were separated by energy barriers of more than 7.5 kcal/mol. 
As a final step in ELM, the PE stationary point database was used to derive the FES of the 
system at 300 K and 350 K. For a chosen temperature, rate constants between PE minima 
connected by a saddle point were calculated using occupational probabilities derived from 
harmonic densities of states.21,45 PE minima connected by rate constants above 109 s-1 were 
combined to form new FE minima, and harmonic densities of states were then used to re-
calculate energies for these minima and associated transition states.24 Additionally, optimal 
transition pathways between selected low PE minima were determined using the 
KSHORTESTPATHS algorithm,46 again using harmonic densities of states to calculate rate 
constants. Constant volume heat capacity curves also were computed based on the same 
harmonic approximation, by considering the contribution of each PE minimum in the database.47 
Finally, overall phenomenological rate constants, summing over an ensemble of transition 
pathways, were calculated for comparison with the single-pathway rate constants using graph 
transformation.48 
ELM was implemented using the software of Wales and co-workers, which is freely available 
on their website.49 This software was interfaced with the CHARMM program for PE 
calculations,50 which was modified to include the Steele potential. 
2.2.2 REPLICA EXCHANGE MOLECULAR DYNAMICS 
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REMD requires identification of the temperature range over which the replicas are spread. The 
lower bound was set at the temperature of interest, 300 K. The upper bound was selected by 
identifying the temperature at which the molecule was able to flip easily between the two 
observed predominant adsorbed orientations to the surface, which are as illustrated in Figure 
1(a). The orientation of the molecule to the surface is best described by the backbone normal 
angle, which is defined as the angle to the graphite surface of the backbone normal vector, Figure 
1(b). For a strongly adsorbed molecule, a backbone parallel to the surface is anticipated, 
corresponding to a backbone normal angle approaching either 90° or –90°, depending on the 
orientation as displayed in Figure 1(a). 
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Figure 1. The orientation of met-enkephalin to the graphite surface: (a) the two predominant 
adsorbed orientations viewed from directly above the surface, which is not shown; and (b) the 
definition of the backbone normal vector, vBB, that is used to define the orientation of the 
molecule to the surface, which is the sum of v123 and v345 where the former is the vector cross 
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product of the vectors from Cα3 to Cα2 and from Cα3 to Cα1, and the latter the vector cross product 
of the vectors from Cα3 to Cα5 and from Cα3 to Cα4. 
The REMD upper bound temperature was determined by undertaking a series of 100 ns 
conventional MD simulations at temperatures ranging from 300 K to 1500 K at 200 K intervals. 
Snapshots of the molecule were taken at 1 ps intervals and, from those snapshots with a center of 
mass within 8 Å of the graphite surface, all those conformations with backbone normal angles 
above 60° and below –60° were classified into separate groups reflecting the orientations 
illustrated in Figure 1(a). The temperature at which the fractions of these orientations converged 
was chosen as the upper bound temperature. These conventional simulations were also used to 
determine the remaining REMD study details, which are given and justified in the following 
section. 
During the REMD simulation, snapshots of each replica were taken directly prior to each 
attempted temperature exchange. After completion, the simulation was analyzed by applying a 
clustering algorithm to all snapshot structures at the lowest temperature, 300 K, adsorbed on the 
surface: the starting structure and 32 further snapshots had a center of mass more than 8 Å from 
the surface and were, thus, discarded. Clustering involves grouping similar structures together 
according to an appropriate metric, often the root mean square deviation (RMSD), and thus 
provides a means of determining the main conformations found by the simulation and their 
prominence. While many algorithms and approaches exist to classify snapshots from MD 
simulations into clusters,51 the most useful and reliable algorithms require the calculation of the 
metric between every pair of snapshots. However, this was not computationally feasible for the 
number of snapshots produced in this study. Instead, a new clustering algorithm based on the 
methodology of Lyman and Zuckermann52 was used. This new algorithm is outlined here. 
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Starting from the full list of snapshots, the algorithm iteratively removes randomly selected 
snapshots from the list, along with all other snapshots within a specified cut-off distance. Here, 
this distance was set at 1 Å RMSD (calculated using only the Cα atoms), as this was found to 
generate an appropriate number and size of clusters for meaningful analysis, a finding consistent 
with our earlier work.53 Under Lyman and Zuckermann’s approach, once all snapshots have been 
removed from the list, the set of randomly selected snapshots are termed ‘reference structures’, 
and each snapshot is allocated to a cluster depending on which reference structure it is nearest to. 
In the algorithm employed in this study, the LBFGS algorithm is used to determine the PE 
minimum associated with each snapshot, and the PE minima associated with the randomly 
selected snapshots are used as reference structures. The resulting clusters are then refined by 
iteratively applying two steps. Firstly, any clusters with reference structures separated by less 
than a threshold of 0.5 Å RMSD are merged, with the reference structure of the smaller cluster 
being discarded; this threshold was identified based on detailed inspection of structures as a 
function of deviation from reference structures. Secondly, the associated minima of all snapshots 
in each cluster are tallied, and the most populated minimum becomes the new reference structure 
for that cluster. These steps are alternated until their successive application results in no change 
to the set of reference structures. Finally, the distribution of backbone normal angles for the 
snapshots in each cluster is examined, and if this distribution is multimodal (indicating a 
conformation that adsorbs on the surface in different ways), appropriate threshold angles are 
chosen to split the distribution into separate sub-clusters. Following this, the clusters are deemed 
final. 
The self-consistency of the REMD simulation was analyzed by measuring the convergence of 
the cluster probability distribution (that is, the fraction of snapshots allocated to each cluster) for 
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the 300 K replica. Two means were used: (a) self-referential convergence analysis (SRCA); and 
(b) constancy of cluster entropy (CCE). SRCA involves splitting the simulation into halves and 
comparing their cluster probability distributions; their similarity is an indication of the degree of 
self-consistency of the simulation.52 In CCE, the cluster entropy is calculated as an order 
parameter of the cluster probability distribution as a function of the elapsed time in the 
simulation: 




where pi(t) is the probability that a snapshot taken between the beginning of the simulation and 
time t belongs to cluster i, and N is the total number of clusters. A convergence in this cluster 
entropy over time also implies a self-consistent simulation.54  
Constant volume heat capacities were also calculated from the REMD simulation, to provide 
an additional metric for the comparison of REMD with ELM. In the canonical ensemble, the heat 





where ⟨E⟩ and ⟨E2⟩ are the average values of the energy and squared energy, respectively; kB is 
Boltzmann’s constant and T is the temperature. Average energies and squared energies are 
calculated at each of the temperatures used in the REMD simulation, by discarding the first 50 
snapshots taken at each temperature and averaging over the rest.  
MD and REMD simulations were carried out using Nanoscale Molecular Dynamics 
(NAMD).55 Analysis of simulation results, including the calculation of RMSD values and 
backbone normal angles, and the generation of molecular structure images used in this 
publication, was performed using Visual Molecular Dynamics (VMD).56 
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2.3 STUDY DETAILS 
2.3.1 ENERGY LANDSCAPE MAPPING 
A total of 100 SA-BH simulations were conducted, each of 250,000 steps. A temperature of 
kBT = 5.0 kcal/mol was used for the first step, and this was decremented by 1.6 × 10–3 % after 
each step. The maximum step size for each dihedral angle was initially set to 360°, simulating 
complete randomization of the secondary structure. This was adjusted every 50 steps within the 
range of (0, 360°], being increased by 5% if the Metropolis acceptance ratio for the preceding 50 
steps was greater than 0.5, and decreased by 5% otherwise. Starting points for single-ended 
transition state searches were produced by applying random deviations of up to 0.01 Å in each 
Cartesian coordinate from the local PE minima. The DNEB method was applied with 10 images 
and a maximum of 300 iterations. All applications of the LBFGS algorithm used a memory of 
the last 4 iterations, a maximum step size of 0.4 Å, initial guesses for the diagonals of the 
Hessian matrix of 0.1 kcal2/mol2Å2, and a convergence criterion of the RMS gradient not 
exceeding 10−7 kcal/molÅ. 
2.3.2 REPLICA EXCHANGE MOLECULAR DYNAMICS 
All MD simulations used a time step of 1 fs. An upper bound REMD temperature of 1100 K 
was chosen according to the methodology outlined in section 2.2.2. In order to determine the 
number of replicas and allocation of temperatures, the potential energy distributions from the 
conventional MD simulations were approximated as Gaussian distributions. The details were 
then chosen according to the recommendations of Rathore et al.,57 with a target exchange 
probability of 0.2 for all adjacent pairs of replicas. Using this approach, nine replicas were 
chosen for use in the REMD simulation, at temperatures of 300 K, 354 K, 418 K, 492 K, 579 K, 
680 K, 799 K, 938 K and 1100 K. The exchange period and number of exchange attempts were 
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chosen according to the criteria that the exchange period should exceed the autocorrelation time 
and the number of attempts should exceed the transit number by at least two orders of 
magnitude.58 The conventional MD simulations produced autocorrelation times ranging from 
approximately 1 ps to 2.5 ps, and the number of replicas and target exchange probability in this 
study correspond to a transit number of approximately 125.58 Accordingly, an exchange period 
of 5 ps and 40,000 exchange attempts were chosen, yielding a total simulation length of 200 ns. 
3 RESULTS AND DISCUSSION 
3.1 PERFORMANCE OF REMD SIMULATION 
Figure 2 shows the exchange probability achieved in the REMD simulation by each adjacent 
pair of replicas. A steady increase in the exchange probability with temperature is evident, 
ranging from approximately 0.2 at 300 K to 0.25 at the highest. These exchange rates are within 
a range that corresponds to ideal mixing of the replicas,57 although the variation does indicate 
that the temperatures chosen for the replicas are not distributed in the most computationally 
efficient way. 
 
Figure 2. The REMD exchange probability for each pair of replicas where pairs are ordered by 
increasing temperature: (1) 300 K and 354 K, (2) 354 K and 418 K, and so forth. 
 16 
Figure 3(a) and (b) display the cluster probability distributions of the 300 K replica for the first 
and second 100 ns halves of the REMD simulation. These are consistent in the sense that the 
probabilities for each of the first eight clusters, which account for approximately 79% of all 
structures, are well within an order of magnitude. Meanwhile, Figure 3(c) shows that the cluster 
entropy for the 300 K replica stabilizes very quickly at around 2.5, remaining within 5% of the 
final value after approximately 113 ns. These results are all indicative of a self-consistent 
simulation. It is worth noting that self-consistency does not guarantee convergence, as there may 
be areas of the FES entirely unexplored by the simulation.54 However, given the steps taken to 
ensure sufficient mixing of the replicas, we are confident that this possibility has been minimized 
as far as reasonably practicable. 
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Figure 3. Results illustrating the self-consistency of the REMD simulation: (a) Cluster 
probability distribution of the 300 K replica in the first 100 ns of the REMD simulation; (b) 
cluster probability distribution of the 300 K replica in the second 100 ns of the simulation; and 
(c) variation of the cluster entropy of the 300 K replica with time. 
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3.2 REMD CLUSTER ANALYSIS 
Figure 4(a) shows for each snapshot in the REMD simulation the backbone normal angle and 
the RMSD from the PE minimum reference structure of cluster A. It also gives an indication of 
the many varied structures the adsorbed molecule may take. As shown in Figure 4(b), which 
displays the cluster probability distribution for the entire simulation, a total of 44 clusters were 
identified from the REMD simulation using the procedure outlined above. The eight clusters that 
account for at least 2% of the total number of snapshots, which are denoted A to H in order of 
decreasing probability, are shown in color in Figure 4(a); these collectively account for nearly 
79% of all snapshots. This demonstrates the success of the clustering algorithm in that these 
eight clusters are distinct with very little overlap. 
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Figure 4. Results of the REMD clustering algorithm: (a) all adsorbed snapshots taken during the 
REMD simulation, plotted according to their backbone normal angle and RMSD from the 
reference structure of cluster A, with snapshots belonging to clusters A through H colored 
accordingly; and (b) cluster probability distribution, with clusters ordered from most populated 
to least. 
Figure 5 displays the reference structure for each cluster, illustrating the conformation 
corresponding to each. The most common three conformations (A to C) are essentially flat to the 
surface, which is reflected by their backbone normal angles clustering towards ±90° as seen in 
Figure 4(a). The others possess more three-dimensional secondary structures, with various sites 
binding to the surface. In either case, the secondary structures vary appreciably, generally 
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permitting intramolecular hydrogen bonding and interactions between various functional groups. 
Common motifs include interactions between the Phe and Met sidechains (structures A and B), 
the uncharged N- and C-termini (A and C), the glycine strand and the Tyr sidechain (D and E) 
and the C-terminus and the hydroxyl group of the Tyr residue (F, G and H). Structures A and C, 
representing two of the three most populated clusters which account for more than half of all 
snapshots, are essentially equivalent to conformations identified in the authors’ previous study of 
this system, which used both REMD and an evolutionary algorithm,30 indicating good agreement 
with that prior work. Structure E also is of note for its twisted, S-shaped backbone. This 
phenomenon would result in the two component vectors of the backbone normal vector (as 
displayed in Figure 1) pointing in opposite directions with respect to the surface, accounting for 
the near-zero backbone normal angle observed in Figure 4(a). 
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Figure 5. Reference structures for clusters A through H. 
3.3 ELM AND COMPARISON WITH REMD 
A total of 706,461 minima and 558,053 saddle points on the PES were located using ELM. As 
has been previously noted, the PES of peptide/interface systems contain so many stationary 
points that its exhaustive mapping is impractical.28,59 However, since only the lowest PE minima 
and the stationary points connecting them are likely to make a significant contribution to the 
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molecule’s dynamics,21 the evaluation of these points provides an indicator of how extensively 
ELM has probed the PES. Figure 6, which shows the variation of the number of PE minima 
within 2.5 kcal/mol of the global minimum over the course of the mapping, indicates that nearly 
all of these low-lying minima were identified within the first 100,000 minima discovered by 
ELM. The iterative DPS procedure then ensured the paths between all these low-lying minima 
were well sampled. 
 
Figure 6. Variation of the number of low-lying minima (i.e. within 2.5 kcal/mol of the global 
minimum) with the total number of minima found through the ELM simulation. 
A further indication of ELM’s comprehensiveness can be gathered from comparison with the 
REMD simulation, in particular by tallying the number of REMD snapshots corresponding to PE 
minima that were not found using ELM, or for which no connection was found to the global 
minimum. Since no significantly low-lying minima were connected to the global minimum by a 
PE barrier greater than 20 kcal/mol, this was used as a cut-off for analysis. The total number of 
snapshots, 39,968, is signficantly lower than the number of minima found by ELM, and as a 
result, most of the minima are inevitably not associated with any snapshots. On the other hand, 
snapshots that correspond to a minimum not discovered or not connected to the global minimum 
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by ELM indicate that the PES was not sufficiently mapped in that region of configurational 
space. 
Table 2 shows that of the PE minima associated with each REMD snapshot, 4.5% were not 
located at all by ELM, while a further 6.0% were not connected to the global minimum, 
confirming that the ELM procedure was not entirely exhaustive. Most of the largest REMD-
identified clusters were almost completely characterized, however, the only prominent exception 
being cluster E, for which approximately 16% of associated minima were not connected to the 
global minimum below the threshold, and a further 7% were not discovered at all. The smaller 
clusters collectively denoted as ‘the rest’ were generally less well sampled, which is to be 
expected given they correspond to higher-energy regions of the PES that were not prioritized 
when conducting ELM. 
Table 2. Proportion of REMD-discovered snapshots for which the associated PE minimum was 
discovered or otherwise by ELM. Only connections via a maximum-energy saddle point below a 






















PE minima not 
discovered by 
ELM 
number fraction number fraction number fraction 
A 17595 17189 0.977 247 0.014 159 0.009 
B 4496 4302 0.957 106 0.024 88 0.020 
C 2454 2423 0.987 19 0.008 12 0.005 
D 1928 1722 0.893 92 0.048 114 0.059 
E 1581 1223 0.774 247 0.156 111 0.070 
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F 1528 1457 0.954 29 0.019 42 0.027 
G 1055 977 0.926 36 0.034 42 0.040 
H 813 737 0.907 42 0.052 34 0.042 
the rest 8518 5750 0.675 1563 0.183 1205 0.141 
total 39968 35780 0.895 2381 0.060 1807 0.045 
 
Figure 7 displays the lowest PE stationary points connected to the global minimum and their 
connectivity using a disconnectivity graph. A disconnectivity graph pictorializes an energy 
landscape by representing individual energy minima as termini, which are joined at nodes 
corresponding to the maximum-energy saddle point on the optimal path connecting them.25 The 
PE disconnectivity graph displayed here is broad and contains a large number of small ‘funnels’ 
and individual minima that are separated by high energy barriers. This phenomenon, known as 
frustration, occurs commonly when a system has a number of dissimilar low-energy structures, 
and also when geometric barriers hinder a molecule from transitioning between two related 
structures.21 Both of these are certainly possible in the system considered here: the REMD 
simulation results suggest met-enkephalin adsorbed on graphite may take on any of several 
diverse conformations as displayed in Figure 5, while the presence of the graphite surface may 
provide a significant geometric obstacle to some conformational transitions. 
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Figure 7. PE disconnectivity graph. All minima connected to the global minimum by a 
maximum-energy saddle point below U = 20 kcal/mol are shown. Colored minima are the 
associated minima of REMD snapshots from the most prominent clusters: A (red), B (green), C 
(blue), D (pink), E (orange), F (yellow), G (light blue) and H (grey). Colored bars indicate 
regions of the disconnectivity graph dominated by a particular cluster. 
The colored minima in Figure 7 correspond to snapshots found in the REMD simulation. 
These provide a useful basis for comparing the two methodologies, and a number of conclusions 
may be drawn. ELM was successful in characterizing most of the clusters obtained using REMD, 
with minima corresponding to the same cluster typically near each other on the graph. Whilst the 
global PE minimum sits within cluster F, the small number of minima located within the funnel 
corresponding to this cluster means entropic effects may be small, making it potentially less 
favored than other structures. Conversely, clusters A and C also contain PE minima close to but 
greater than the global PE minimum but occupy significant portions of the disconnectivity graph 
corresponding to many minima and, thus, presumably more favored entropically. These 
observations are reflected in the REMD results, which show conformations A and C are 
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significantly more favored at 300 K than F. It is worth noting that the sections of the graph 
corresponding to each cluster are relatively narrow compared to the breadth of the graph, 
indicating that most minima do not correspond closely to the eight most prominent clusters 
identified with REMD, instead representing other configurations that REMD failed to 
characterize. 
There are discrepancies between the results obtained from the two techniques, however. The 
funnel containing cluster B, while well-defined, is both narrow and has relatively high PE, 
implying that this conformation should be relatively rare. However, REMD indicates that it is the 
second most preferred conformation. According to Table 2, ELM was highly successful in 
locating the minima corresponding to cluster B, and as such, the reason for this cluster’s 
underrepresentation in the ELM results compared to the REMD counterparts is not immediately 
obvious. A possibility, given its wide range of backbone normal angles as displayed in Figure 
4(a), is that it covers a large area of configurational space that has relatively few minima on the 
PES (i.e. a large flattish hyper-plane), and is thus favored by entropy in a manner that is not 
reflected in disconnectivity analysis. 
Cluster G presents another point of inconsistency between the results obtained through ELM 
and REMD, in that it appears to exist on the disconnectivity graph as a subset of cluster A 
identified through the REMD analysis. The low energy barrier between the two clusters suggests 
that they may interconvert as readily as slightly different variants of the A conformation. This 
contrasts with Figure 4(a), which quite clearly distinguishes the two clusters according to their 
order parameters. It has been observed previously that order parameters can fail to accurately 
represent the relationships between structures in kinetic transition networks.60-61 As such, this 
result is not surprising, and illustrates the utility of ELM and disconnectivity analysis in yielding 
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a richer, more insightful description of a system’s conformations and the relationships between 
them compared to analysis based on order parameters only. 
Figure 8 shows the FE disconnectivity graphs of the system at 300 K and 350 K. The 
disconnectivity graph at 300 K indicates that the FES at this temperature retains the essential 
characteristics of the PES, although various funnels are condensed into individual minima by the 
technique of amalgamating groups of PE minima. There exist low FE minima corresponding to 
clusters A, C, D, F, G and H, while the PE minima corresponding to clusters B and E are 
assimilated within clusters A and D, respectively. At this point, the global FE minimum belongs 
to cluster A, in accordance with the results of the REMD simulation, while the other five minima 
(i.e. C, D, F, G and H) are all within about 2kBT of the global minimum. It is known62 that the 
ratio of the sampling probabilities of two states i and j, pi/pj, is related to the difference in FE 






Based on this equation, the FE differences at 300 K obtained through ELM and the 
probabilities at the same temperature yielded by REMD as displayed in Figure 4(b) are in good 
agreement. There also exist other prominent FE minima at slightly higher energies, which 
correspond to clusters with lower probabilities. The assimilation of clusters B and E is surprising, 
given their graphical separation from the parent clusters A and D in Figure 4(a), and the high 
energy barriers evident on the PE disconnectivity graph. This, firstly, presents further examples 
of relationships between structures that are not evident from REMD, and secondly, illustrates the 
importance of FE analysis in ELM, which may yield information overlooked by considering the 
PE only. Meanwhile, it is notable that the precise ordering of these minima obtained through 
ELM differs from REMD. Inaccuracies due to the harmonic approximations used in calculating 
 28 
free energies, or an undersampling of PE stationary points, present possible explanations for this. 
Another potential source of error is the surface corrugation effect of the atomistic graphite model 
used for REMD, which is overlooked by the smooth approximation utilized in ELM. However, 
this effect has been demonstrated to be extremely small except at very low temperatures,63 and is 
therefore unlikely to account for any observable discrepancies in results. 
 
Figure 8. FE disconnectivity graphs at: (a) 300 K and (b) 350 K. All minima connected to the 
global minimum by a maximum-energy saddle point below G = 30kBT are shown. Colored 
minima are the associated minima of REMD snapshots from the most prominent clusters: A 
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(red), B (green), C (blue), D (pink), E (orange), F (yellow), G (light blue) and H (grey). Colored 
dots indicate the lowest minimum on the disconnectivity graph corresponding to each cluster. 
At 350 K, the PE minima for all clusters other than F are connected by rate constants above the 
threshold of 109 s-1 utilized in forming FE minima. This causes them all to merge to form a well-
defined global FE minimum corresponding to all of these conformations, while F retains a 
distinct FE minimum. As a whole, this FE graph shows that most of the major conformations of 
adsorbed met-enkephalin interconvert relatively easily even at low temperatures. This implies 
that 1100 K was an excessive choice as an upper bound temperature for REMD. A lower choice 
would still have provided sufficient sampling of conformational space, while lessening the 
computational effort due to the fewer replicas required. 
Further comparison between the two methodologies may be made by comparing the constant 
volume heat capacity curves obtained from each, which are displayed in Figure 9. Since the heat 
capacities calculated from REMD are directly computed from the canonical ensemble, they 
provide an effective means of assessing the accuracy of those calculated from ELM. As Figure 9 
shows, ELM overestimates the heat capacity by about 10%. It correctly predicts a peak at 
approximately 400 K, but significantly underestimates its strength. ELM also predicts a second 
heat capacity peak at about 200 K, which is below the minimum temperature used for REMD 
simulation here. It has been suggested that calculations of heat capacity features from ELM by 
using harmonic approximations are most reliable at low temperatures, where the contributions of 
low PE minima are dominant, and the assumption of harmonicity is most accurate.47 At higher 
temperatures, anharmonic densities of states and the undersampling of higher PE minima 
become prominent factors, and these likely account for the differences in results here. It is 
notable that the maximum REMD temperature, 1100 K, corresponds to an increase in heat 
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capacity that is likely due to the peptide’s detachment from the surface; this is not taken into 
consideration by ELM, since all PE minima correspond to adsorbed structures. Aside from this, 
the similarity of the profiles of the curves shown in Figure 9 suggests that, even in the absence of 
comprehensive enumeration of PE minima, calculation of the heat capacity using harmonic 
approximations may yield reasonable qualitative conclusions regarding the heat capacity features 
of the landscapes of adsorbed peptides, but they should not be relied on for the production of 
accurate quantitative data. 
 
Figure 9. Constant volume heat capacities, as a function of temperature, calculated from the 
stationary point database obtained from ELM, and separately from the REMD simulation. 
Figure 10 displays a transition pathway connecting three of the REMD-determined reference 
structures that were most prominent on the disconnectivity graphs: those corresponding to 
clusters A, C and F. The pathway consists of the best path between F and A, and the best path 
between A and C. The best path between F and C (not shown) contains a significantly larger 
number of stationary points and lower rate constant, and hence is unlikely to contribute as 
significantly to the system’s dynamics as the shown path. As displayed in the inset structures on 
Figure 10, the transition represents a rearrangement of the adsorbed peptide from a compact, 
folded structure, F, through an intermediate, A, to a flat, extended structure, C. Such folding and 
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unfolding mechanisms are characteristic of proteins, and it has been noted that solid surfaces 
play a role in protein unfolding.64 These results thus demonstrate a significant advantage of ELM 
as applied to adsorbed peptides, in its ability to characterize and provide insight into such 
processes. 
 
Figure 10. Variation of the PE along the transition pathway between the reference structures for 
cluster F (left, yellow), A (center, red) and C (right, blue). Selected structures along the pathway 
are shown as insets. The reference PE is that of structure F, the global PE minimum. The path 
distance is the minimized Euclidean distance between neighboring stationary points, scaled to 
the total length of the pathway. Lines between stationary points are provided as a guide to the 
eye only. 
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Rate constants for the transition path as shown in Figure 10 at 300 K, 350 K and 400 K are 
displayed in Figure 11(a). These are split into the forward and backward transitions between F 
and A, and between A and C. It is notable that the A→F rate constants in all cases are 1 to 2 
orders of magnitude greater than all others, suggesting that the F conformation should be most 
favored, at odds with the results for both REMD and free energy analysis of the ELM-derived 
stationary point database. However, the rate constants shown in Figure 11(a) only account for a 
single pathway, and in reality, an ensemble of transition paths would contribute to the kinetics of 
the system. The phenomenological rate constants displayed in Figure 11(b) take this transition 
path ensemble into account: here, it is notable that the A→C rate constants are now competitive 
with those from A→F, although the F conformation is still preferred. This apparent preference 
may be due to the funnel corresponding to F containing a very well-defined reference structure 
with no competing low minima in its vicinity, as displayed in Figure 7, while A and C contain 
numerous such competing minima. As a result, the probabilities of the system corresponding 
precisely to the reference structures for A and C are artificially reduced. It is also notable that 
most of the phenomenological rate constants are lower than the pathway rate constants, by up to 
an order of magnitude. This indicates that the complexity of the pathway ensemble generally has 
the effect of slowing down the system’s transitions relative to the rates expected based on the 
most favored path alone. 
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Figure 11. (a) Variation of the rate constants with temperature for the transition paths between 
structures F, A and C as shown in Figure 10, and (b) variation of the overall phenomenological 
rate constants between F, A and C with temperature. 
4 CONCLUSIONS 
Two techniques for exploring energy landscapes characterized by high energy barriers and 
inherently long timescales were applied to study the adsorbed conformations of a flexible 
peptide, met-enkephalin, at a gas/graphite interface. A number of significant conformations were 
identified using REMD, and the energy barriers and natures of the energy landscapes, which 
included significant frustration at low temperatures, were further elucidated using ELM. Both 
methodologies were in substantial agreement on several key conformations, and their energetic 
favorability relative to one another. It can be concluded that ELM offers greater insight into the 
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conformational space and the kinetics and dynamics of transition processes compared to REMD, 
as well as information about energy barriers between conformations and the effects of entropy. 
The challenge remains of ensuring ELM is performed to the highest level of completion 
possible, as its efficacy depends significantly on whether all important minima and saddle points 
are found. The procedure followed in this study involving single-ended and double-ended 
transition state searches represents a step towards achieving this, but further work is needed 
towards more rigorous methods of quantifying the degree to which the PES is mapped. The 
difficulties in extensively evaluating stationary points pose a particular obstacle to the calculation 
of properties that depend upon mapping high PE regions of the PES, such as the heat capacity at 
moderate to high temperatures. PE minimum sampling schemes such as basin sampling,65 
however, provide a promising means of addressing this.47 
Although REMD and ELM were undertaken separately in this study, it would be possible to 
address the limitations and challenges of each method by using both techniques in tandem, 
provided the size of the system and the computational resources available allow for this 
possibility. Using REMD and the presently used clustering approach, one may identify PE 
minima corresponding to the most significant conformations. DPS along with single-ended 
searches may then be used to investigate the configurational space between these minima, and 
build up an essentially complete picture of the energy landscape that includes all of the 
conformations found using REMD. This may provide a more efficient and reliable means of 
conducting ELM than attempting to build a stationary point database from scratch, and is worthy 
of future investigation. 
Given many applications of peptide and protein adsorption occur in aqueous environments, it 
is desirable to incorporate the use of solvent in studies of this phenomenon. Unfortunately, 
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implicit solvation models have proven largely inadequate in modeling peptide adsorption at 
liquid/solid interfaces.62 The requirement of explicit solvent to reliably model the system greatly 
increases the number of degrees of freedom, making both ELM and REMD more 
challenging.21,66-67 All-atom force fields designed for use in biointerfacial systems may provide a 
way forward for the use of implicit solvation in studies such as this, but their development and 
validation is ongoing.19 Finally, the feasibility of using ELM to characterize larger and more 
complex systems of biomolecule adsorption is worth investigating. In particular, since the 
aggregation or assembly of peptides on surfaces is relevant to a number of its applications,2-6 the 
adsorption of multiple peptides at a surface is a topic of interest, and is the subject of ongoing 
work. 
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