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Abstract
For counterfactual policy evaluation, it is important to ensure that treatment pa-
rameters are relevant to the policies in question. This is especially challenging under
unobserved heterogeneity, as is well featured in the definition of the local average treat-
ment effect (LATE). Being intrinsically local, the LATE is known to lack external
validity in counterfactual environments. This paper investigates the possibility of ex-
trapolating local treatment effects to different counterfactual settings when instrumen-
tal variables are only binary. We propose a novel framework to systematically calculate
sharp nonparametric bounds on various policy-relevant treatment parameters that are
defined as weighted averages of the marginal treatment effect (MTE). Our framework
is flexible enough to incorporate a large menu of identifying assumptions beyond the
shape restrictions on the MTE that have been considered in prior studies. We apply
our method to understand the effects of medical insurance policies on the use of medical
services.
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1 Introduction
For counterfactual policy evaluation, it is important to ensure that treatment parameters
are relevant to the policies in question. This is especially challenging in the presence of un-
observed heterogeneity. This challenge is well featured in the definition of the local average
treatment effect (LATE). The LATE has been one of the most popular treatment parame-
ters used by empirical researchers since it was introduced by Imbens and Angrist (1994). It
induces a straightforward linear estimation method that requires only a binary instrumental
variable (IV), and yet, allows for unrestricted treatment heterogeneity. The unfortunate fea-
ture of the LATE is that, as the name suggests, the parameter is intrinsically local, recovering
the average treatment effect (ATE) for a specific subgroup of population called compliers.
This feature leads to two major challenges in making the LATE a valuable parameter for
counterfactual policy evaluation. First, the subpopulation for which the effect is measured
may not be the population of policy interest. Second, the definition of the subpopulation
depends on the IV chosen, rendering the parameter even more difficult to extrapolate to new
environments.
Dealing with the lack of external validity of the LATE has been an important theme
in the literature. One approach in theoretical work (Angrist and Fernandez-Val (2010);
Bertanha and Imbens (2019)) and empirical research (Dehejia et al. (2019); Muralidharan et al.
(2019)) has been to show the similarity between complier and non-complier groups based on
observables. This approach, however, cannot attend to possible unobservable discrepancies
between these groups. Heckman and Vytlacil (2005) unify well-known treatment parameters
by expressing them as weighted averages of what they define as the marginal treatment ef-
fect (MTE). This MTE framework has a great potential for extrapolation because a class
of treatment parameters that are policy-relevant can also be generated as weighted aver-
ages of the MTE. The only obstacle is that the MTE is identified via a method called local
IV (Heckman and Vytlacil (1999)), which requires the continuous variation of the IV that
is sometime large depending on the targeted support. This in turn reflects the intrinsic
difficulty of extrapolation when available exogenous variation is only discrete. Acknowledg-
ing this nature of the challenge, previous studies in the literature have proposed imposing
shape restrictions on the MTE, which is a function of the treatment-selection unobservable,
while allowing for binary instruments in the framework of Heckman and Vytlacil (2005).
Brinch et al. (2017) introduce shape restrictions (e.g., linearity) on the MTE functions in an
attempt to identify the LATE extrapolated to different subpopulations or to test for its exter-
nality validity. More recently, Mogstad et al. (2018) propose a general partial identification
framework where bounds on various policy-relevant treatment parameters can be obtained
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from a set of “IV-like estimands” that are directly identified from the data and routinely
obtained in empirical work. Kowalski (2020) applies an approach similar to these studies to
extrapolate the results from one health insurance experiment to an external setting.
This paper continues this pursuit and investigates the possibility of extrapolating local
treatment parameters to different policy settings in the MTE framework when IVs are only
binary. In a partial identification framework similar in spirit to Mogstad et al. (2018), we
show how to systematically calculate sharp nonparametric bounds on various extrapolated
treatment parameters for binary (or more generally, discrete) outcomes using instruments
that are allowed to be binary. These parameters are defined as weighted averages of the
MTE. Examples include the ATE, the treatment on the treated, the LATE for subgroups
induced by new policies, and the policy-relevant treatment effect (PRTE). We also show how
to place in this procedure restrictions from a large menu of identifying assumptions beyond
the shape restrictions considered in earlier work.
In this paper, we make four main contributions. First, we propose a novel framework for
calculating bounds on policy-relevant treatment parameters. We introduce the probability
of the latent state of the outcome-generating process conditional on the treatment-selection
unobservable. This latent conditional probability is the key ingredient for our analysis, as
both the target parameter and the distribution of the observables can be written as linear
functionals of it. Therefore, having it as a decision variable, we can formulate infinite-
dimensional linear programming that produces bounds on a targeted treatment parameter.
This approach is reminiscent of Balke and Pearl (1997) and can be viewed as its generalization
to the MTE framework. Balke and Pearl (1997) introduce a linear programming approach
to characterize bounds on the ATE with a binary outcome, treatment and instrument. The
main distinction of our approach is that the latent probability is conditioned on the selection
unobservable, which is important for our extrapolation purpose. To make it feasible to solve
the resulting infinite-dimensional program, we use a sieve-like approximation of the program
and produce a finite-dimensional linear program (LP). This approximation approach builds
on Mogstad et al. (2018), although they use approximation directly on the MTE function.
We also propose a conservative approach to choosing the sieve dimension in practice.
Second, by formulating the LP based on the latent conditional probability rather than the
MTE, it creates a flexible environment where we can introduce identifying assumptions that
have not been used in the context of the MTE framework or the LATE extrapolation. We pro-
pose assumptions that there exist exogenous variables other than IVs. We propose two types
of exogenous variables that have been used in the context of identifying the ATE in the lit-
erature: Mourifie´ (2015), Han and Vytlacil (2017), Vuong and Xu (2017), and Han and Lee
(2019) use the first type, and Vytlacil and Yildiz (2007), Shaikh and Vytlacil (2011), and
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Balat and Han (2018) use the second type. We utilize these variables in this novel context
of the MTE framework. Also, while the earlier papers exploit these variables in combination
with rank similarity or rank invariance, we show that they independently have identifying
power for treatment parameters, including the ATE. We also propose identifying assumptions
such as uniformity and the direction of endogeneity in this MTE framework. The direction
of endogeneity is sometimes assumed in empirical work to characterize selection bias and
has been shown to have identifying power (Manski and Pepper (2000)). The uniformity as-
sumption is related to rank similarity or rank invariance (Chernozhukov and Hansen (2005)).
The shape restrictions on the MTE considered in the literature can also be nested within
our framework, since the MTE is just a sum of the latent conditional probabilities. The
assumptions on the existence of exogenous variables complement the identifying assumptions
that rely on the researcher’s prior, in that its identifying power comes from actual data.
When a confidence set is constructed under one of the latter assumptions, we can conduct a
specification test for that assumption.
Third, we show that our approach yields straightforward proof of the sharpness of the
resulting bounds. This feature stems from the use of the latent conditional probability in the
linear programming and the convexity of the feasible set in the program. When the MTE
itself is the target parameter, we distinguish between the notions of point-wise and uniform
sharpness and argue why uniform sharpness is often difficult to achieve.
Fourth, as an application, we study the effects of insurance on medical service utilization
by considering various counterfactual policies related to insurance coverage. The LATE
for compliers and the bounds on the LATE for always-takers and never-takers reveal that
possessing private insurance has the largest effect on medical visits for never takers, i.e., those
who face higher insurance cost. This provides a policy implication that lowering the cost of
private insurance is important, because the high cost might hinder people with most need
from receiving adequate medical services.
The linear programming approach to partial identification of treatment effects was pio-
neered by Balke and Pearl (1997) and recently gained attention in the literature; see, e.g.,
Mogstad et al. (2018), Torgovitsky (2019a), Machado et al. (2019), Kamat (2019), Gunsilius
(2019), and Han (2020b).1 As these papers suggest, there are many settings, including ours,
where analytical derivation of bounds is cumbersome or nearly impossible due to the com-
plexity of the problems.
This paper will proceed as follows. The next section introduces the main observables,
maintained assumptions, and target parameters. Section 3 defines the latent conditional
1For the computational approach in contexts other than program evaluation, see Manski (2007),
Kitamura and Stoye (2019), Deb et al. (2017), and Tebaldi et al. (2019).
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probability and formulates the infinite-dimensional LP, and Section 4 introduces sieve ap-
proximation to the program. Section 5 then generalize the analysis to incorporate additional
exogenous variables. Section 6 proposes a menu of identifying assumptions and shows how
they can easily be incorporated in the LP. Section 7 provides numerical illustrations, and
Section 8 contains an empirical application. In the Appendix, Section A lists the examples
of target parameters. Section B discusses (i) the point-wise and uniform sharpness for the
MTE bounds, (ii) inference, especially how to conduct specification tests for identifying as-
sumptions, (iii) an extension with continuous covariates, and (iv) the relationship between
this paper’s LP and those in Mogstad et al. (2018). All proofs are contained in Section C.
2 Observables and Target Parameters
Assume that we observe the binary outcome Y ∈ {0, 1}, binary treatment D ∈ {0, 1}, and
binary instrument Z ∈ {0, 1}. We may additionally observe (possibly endogenous) discrete
covariates X ∈ X .2 Binary Y is common in empirical work. Binary Z is also common,
especially in randomized experiments, and allowing for this minimal exogenous variation
is the key challenge for extrapolation that we want to address in this paper. Still, the
analysis of this paper can be extended to allow for general discrete Y and Z. Let Y (d) be
the counterfactual outcome given D = d, which is consistent with the observed outcome:
Y = DY (1) + (1−D)Y (0). We maintain the following assumptions:
Assumption SEL. D = 1{U ≤ P (Z,X)} where P (Z,X) ≡ Pr[D = 1|Z,X ] and U |X=x ∼
Unif [0, 1] for x ∈ X .
Assumption EX. (Y (d), D(z)) ⊥ Z|X.
Assumption SEL imposes a selection model for D, which is important in motivating
and interpreting marginal treatment effects later. This assumption is also equivalent to
Imbens and Angrist (1994)’s monotonicity assumption (Vytlacil (2002)). We introduce the
standard normalization that U ∼ Unif [0, 1] conditional on X = x.3 Assumption EX imposes
the exclusion restriction and conditional independence for Z.
2We focus on discreteX as it simplifies the exposition. Section B.3 in the Appendix extends the framework
to incorporate continuously distributed X .
3Note that for any index function g(z, x) and an unobservable ε with any distribution, the selection model
satisfies D = 1{ε ≤ g(Z,X)} = 1{Fε|X(ε|X) ≤ Fε|X(g(Z,X)|X)} = 1{U ≤ P (Z,X)}, since P (z, x) =
Pr[ε ≤ g(z, x)|X = x] = Pr[U ≤ Fε|X(g(z, x)|x)|X = x] = Fε|X(g(z, x)|x) and Fε|X(ε|X) = U is uniformly
distributed conditional on X .
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Heckman and Vytlacil (2005) establish that various treatment parameters can be ex-
pressed as integral equations of the MTE, defined as
E[Y (1)− Y (0)|U = u,X = x].
Following Mogstad et al. (2018), it is convenient to introduce the marginal treatment response
(MTR) function
md(u, x) ≡ E[Y (d)|U = u,X = x]
= Pr[Y (d) = 1|U = u,X = x].
Then, the MTE can be expressed asm1(u, x)−m0(u, x). Now, we define the target parameter
τ to be a weighted average of the MTE:
τ = E[τ1(Z,X)− τ0(Z,X)], (2.1)
where
τd(z, x) =
∫
md(u, x)wd(u, z, x)du (2.2)
by using FU |X(u|x) = u, and wd(u, z, x) is a known weight specific to the parameter of
interest.4 This definition agrees with the insight of Heckman and Vytlacil (2005). The target
parameter includes a wide range of policy-relevant treatment parameters. With a Dirac delta
function for a given value u as the weight, the MTE itself can be an example. We list a
few examples of the target parameter here; other examples can be found in Table 4 in the
Appendix.
Example 1. The ATE can be a target parameter with wd(u, z, x) = 1, ∀u, z, x.
τATE = E
[∫ 1
0
m1(u,X)du−
∫ 1
0
m0(u,X)du
]
Example 2. The generalized LATE for always-takers and never-takers are also target pa-
rameters. Here, we give the expression of the LATE for always-takers as an example. Assume
P (z, x) increases in z for any given x ∈ X . For the always-taker (AT) LATE, we give weight
1
P (0,x)
to individuals with u ∈ [0, P (0, x)] and thus, we have wd(u, z, x) = 1(u∈[0,p(0,x)])p(0,x) .
4Mogstad et al. (2018) define the weight in a slightly different way.
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τLATE-AT = E
[∫ 1
0
m1(u,X)
1(u ∈ [0, p(0, X)])
p(0, X)
du−
∫ 1
0
m0(u,X)
1(u ∈ [0, p(0, X)])
p(0, X)
du
]
Example 3. The policy relevant treatment effect (PRTE) is a target parameter that is partic-
ularly useful for policy evaluation. It is defined as the welfare difference between two different
policies. Let Z and Z ′ be two instrument variables under two policies and P (Z,X) and
P ′(Z ′, X) be propensity scores under the two policies.
τPRTE = E
[∫ 1
0
m1(u,X)
Pr [u ≤ P ′(Z ′, X)]− Pr [u ≤ P (Z,X)]
E [P ′(Z ′, X)]−E [P (Z,X)] du
−
∫ 1
0
m0(u,X)
Pr [u ≤ P ′(Z ′, X)]− Pr [u ≤ P (Z,X)]
E [P ′(Z ′, X)]−E [P (Z,X)] du
]
In these examples, the weights w0 and w1 can be set asymmetrically to define a broader
class of parameters. All the parameters we consider in this paper can be defined conditional
on X , although we omit them for succinctness.
3 Distribution of Latent State and Infinite-Dimensional
Linear Program
As a crucial first step of our analysis, we define a state variable that determines a specific
mapping of
d 7→ y.
Since d ∈ {0, 1} and y ∈ {0, 1}, there are four possible maps from d onto y. Define a discrete
latent variable ǫ whose value e corresponds to each possible map:
ǫ ∈ E ,
where |E| = 4 with E ≡ {1, 2, 3, 4}. That is, ǫ is a decimal transformation of a binary sequence
(Y (1), Y (0)), which captures the treatment effect heterogeneity. For the later purpose, it is
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helpful to explicitly define the map as
y = ge(d)
and write
Y (d) = gǫ(d), (3.1)
which implies Y = gǫ(D). It is important to note that no structure is imposed in introducing
ge(·) because the mapping is saturated by binary Y and D. By (3.1) and Assumption SEL,
Assumption EX can be equivalently stated as (ǫ, U) ⊥ Z|X . Still, ǫ and X can be correlated
as X is allowed to be endogenous.
Now, as a key component of our LP, we define the probability mass function of ǫ condi-
tional on (U,X): for e ∈ E ,
q(e|u, x) ≡ Pr[ǫ = e|U = u,X = x] (3.2)
with
∑
e∈E q(e|u, x) = 1 for any u, x. The quantity q(e|u, x) captures endogenous treatment
selection. It is shown below that this latent conditional probability is a building block
for various treatment parameters and thus serves as the decision variable in the LP. The
introduction of q(e|u, x) distinguishes our approach from those in Balke and Pearl (1997)
and Mogstad et al. (2018). Since the probability is conditional on continuously distributed
U , the simple finite-dimensional linear programming approach of Balke and Pearl (1997) is
no longer applicable. Instead, we use an approximation method similar to Mogstad et al.
(2018). However, Mogstad et al. (2018) uses the MTR function as a building block for
treatment parameters and introduces the “IV-like” estimands as a means of funneling the
information from the data. Unlike in Mogstad et al. (2018), q(e|u, x) can be directly related
to the distribution of data. This allows us to later incorporate identifying assumptions that
are difficult to incorporate within the framework of Mogstad et al. (2018).
By (3.1) and (3.2), note that
Pr[Y (d) = 1|U = u,X = x] = Pr[ǫ ∈ {e ∈ E : ge(d) = 1}|U = u,X = x]
=
∑
e∈E:ge(d)=1
q(e|u, x).
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Therefore, the MTR can be expressed as
md(u, x) =
∑
e:ge(d)=1
q(e|u, x). (3.3)
Combining (3.3) and (2.2), we have τd(z, x) =
∑
e:ge(d)=1
∫
q(e|u, x)wd(u, z, x)du, and thus
the target parameter τ = E[τ1(Z,X)]−E[τ0(Z,X)] in (2.1) can be written as
τ =
∑
e:ge(1)=1
∫
E[q(e|u,X)w1(u, Z,X)]du−
∑
e:ge(0)=1
∫
E[q(e|u,X)w0(u, Z,X)]du (3.4)
for some q that satisfies the properties of probability.
The goal of this paper is to (at least partially) infer the target parameter τ based on the
data, i.e., the distribution of (Y,D, Z,X). The key insight is that there are observationally
equivalent q(e|u, x)’s that are consistent with the data, which in turn produces observationally
equivalent τ ’s that define the identified set.
Let p(y, d|z, x) ≡ Pr[Y = y,D = d|Z = z,X = x] be the observed conditional probability.
This data distribution imposes restrictions on q(e|u, x). For instance, for D = 1,
p(y, 1|z, x) = Pr[Y (1) = y, U ≤ P (z, x)|Z = z,X = x]
= Pr[Y (1) = y, U ≤ P (z, x)|X = x]
by Assumption EX, but
Pr[Y (1) = y, U ≤ P (z, x)|X = x] =
∫ P (z,x)
0
Pr[Y (1) = y|U = u,X = x]du
=
∑
e:ge(1)=y
∫ P (z,x)
0
q(e|u, x)du, (3.5)
where the second equality is by Pr[Y (d) = y|U = u,X = x] =∑e:ge(d)=y q(e|u, x).
To define the identified set for τ , we introduce some simplifying notation. Let q(u, x) ≡
{q(e|u, x)}e∈E and
Q ≡ {q(·) :
∑
e∈E
q(e|u, x) = 1 ∀(u, x) and q(e|u, x) ≥ 0 ∀(e, u, x)}
be the class of q(u, x), and let p ≡ {p(1, d|z, x)}(d,z,x)∈{0,1}2×X . Also, let Rτ : Q → R and
R0 : Q → Rdp (with dp being the dimension of p) denote the linear operators of q(·) that
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satisfy
Rτq ≡
∑
e:ge(1)=1
∫
E[q(e|u,X)wτ1(u, Z,X)]du−
∑
e:ge(0)=1
∫
E[q(e|u,X)wτ0(u, Z,X)]du,
R0q ≡
∑
e:ge(d)=1
∫
Udz,x
q(e|u, x)du,
where Udz,x denotes the intervals U1z,x ≡ [0, P (z, x)] and U0z,x ≡ (P (z, x), 1].
Definition 3.1. The identified set of τ is defined as
T ∗ ≡ {τ ∈ R : τ = Rτq for some q ∈ Q such that R0q = p}.
In what follows, we formulate the infinite-dimensional LP (∞-LP) that characterizes
T ∗. This program conceptualizes sharp bounds on τ from the data and the maintained
assumptions (Assumptions SEL and EX). The upper and lower bounds on τ are defined as
τ =sup
q∈Q
Rτq, (∞-LP1)
τ = inf
q∈Q
Rτq, (∞-LP2)
subject to
R0q = p. (∞-LP3)
Observe that the set of constraints (∞-LP3) does not include
∑
e:ge(d)=0
∫
Udz,x
q(e|u, x)du = p(0, d|z, x) ∀(d, z, x) ∈ {0, 1}2 × X . (3.6)
This is because we know a priori that they are redundant in the sense that they do not further
restrict the feasible set, i.e., the set of q(e|u, x)’s that satisfy all the constraints (q ∈ Q and
(∞-LP3)).
Lemma 3.1. In the linear program (∞-LP1)–(∞-LP3), the feasible set defined by q ∈ Q
and (∞-LP3) is identical to the feasible set defined by q ∈ Q, (∞-LP3), and (3.6).
Theorem 3.1. Under Assumptions SEL and EX, suppose T ∗ is non-empty. Then, the
bounds [τ , τ ] in (∞-LP1)–(∞-LP3) are sharp for the target parameter τ , i.e., cl(T ∗) = [τ , τ ],
where cl(·) is the closure of a set.
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The result of this theorem is immediate due to the convexity of the feasible set {q : q ∈
Q}∩{q : R0q = p} in the LP and the linearity of Rτq in q, which implies that [τ , τ ] is convex.
4 Sieve Approximation and Finite-Dimensional Linear
Programming
Although conceptually useful, the LP (∞-LP1)–(∞-LP3) is not feasible in practice because
Q is an infinite-dimensional space. In this section, we approximate (∞-LP1)–(∞-LP3) with
a finite-dimensional LP via a sieve approximation of the conditional probability q(e|u, x). We
use Bernstein polynomials as the sieve basis. Bernstein polynomials are useful in imposing
restrictions on the original function (Joy (2000); Chen et al. (2011); Chen et al. (2017)) and
therefore have been introduced in the context of linear programming (Mogstad et al. (2018);
Masten and Poirier (2018); Mogstad et al. (2019)).
Consider the following sieve approximation of q(e|u, x) using Bernstein polynomials of
order K
q(e|u, x) ≈
K∑
k=1
θe,xk bk(u),
where bk(u) ≡
(
K
k
)
xk(1 − x)K−k is a univariate Bernstein basis, θe,xk ≡ θe,xk,K ≡ q(e|k/K, x) is
its coefficient, and K is finite. It is important to note that x can index θ, because q(e|u, x)
is a saturated function of x. By the definition of the Bernstein coefficient, for any (e, x),
it satisfies q(e|u, x) ≥ 0 for all u if and only if θe,xk ≥ 0 for all k. Also,
∑
e∈E q(e|u, x) = 1
for all (u, x) is approximately equivalent to
∑
e∈E θ
e,x
k = 1 for all (k, x). To see this, first,∑
e∈E q(e|u, x) = 1 for all (u, x) implies
∑
e∈E θ
e,x
k =
∑
e∈E q(e|k/K, x) = 1 for all (k, x).
Conversely, when
∑
e∈E θ
e,x
k = 1 for all (k, x),
∑
e∈E
q(e|u, x) ≈
∑
e∈E
K∑
k=1
θe,xk bk(u) =
K∑
k=1
bk(u) = 1
by the binomial theorem (Coolidge (1949)). Motivated by this approximation, we formally
define the following sieve space for Q:
QK ≡
{{ K∑
k=1
θe,xk bk(u)
}
e∈E
:
∑
e∈E
θe,xk = 1 ∀(k, x) and θe,xk ≥ 0 ∀(e, k, x)
}
⊆ Q. (4.1)
Let K ≡ {1, ..., K} and p(z, x) ≡ Pr[Z = z,X = x]. For q ∈ QK , by (3.4) and (4.1), the
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target parameter τ = E[τ1(Z,X)]−E[τ0(Z,X)] can be expressed with
E[τd(Z,X)] =
∑
e:ge(d)=1
∑
(k,x)∈K×X
θe,xk
∫
bk(u)
∑
z∈{0,1}
wd(u, z, x)p(z, x)du
≡
∑
e:ge(d)=1
∑
(k,x)∈K×X
θe,xk γ
d
k(x), (4.2)
where γdk(x) ≡
∫
bk(u)
∑
z∈{0,1}wd(u, z, x)p(z, x)du. Also, for q ∈ QK and D = 1, by (3.5),
we have
p(y, 1|z, x) =
∑
e:ge(d)=y
∑
k∈K
θe,xk
∫ P (z,x)
0
bk(u)du
≡
∑
e:ge(d)=y
∑
k∈K
θe,xk δ
1
k(z, x), (4.3)
where δdk(z, x) ≡
∫
Udz,x
bk(u)du.
From (4.2) and (4.3), we can expect that a finite-dimensional LP can be obtained with
respect to θe,xk . Let θ ≡ {θe,xk }(e,k,x)∈E×K×X and let
ΘK ≡
{
θ :
∑
e∈E
θe,xk = 1 ∀(k, x) and θe,xk ≥ 0 ∀(e, k, x)
}
.
Then, we can formulate the following finite-dimensional LP that corresponds to the ∞-LP
in (∞-LP1)–(∞-LP3):
τK = max
θ∈ΘK
∑
(k,x)∈K×X
{ ∑
e:ge(1)=1
θe,xk γ
1
k(x)−
∑
e:ge(0)=1
θe,xk γ
0
k(x)
}
(LP1)
τK = min
θ∈ΘK
∑
(k,x)∈K×X
{ ∑
e:ge(1)=1
θe,xk γ
1
k(x)−
∑
e:ge(0)=1
θe,xk γ
0
k(x)
}
(LP2)
subject to
∑
e:ge(d)=1
∑
k∈K
θe,xk δ
d
k(z, x) = p(1, d|z, x) ∀(d, z, x) ∈ {0, 1}2 ×X . (LP3)
This LP is computationally very easy to solve using standard algorithms, such as the simplex
algorithm; conditional on x, when K = 50 and dim(θ) = 204, it takes only around 10 seconds
to calculate τK and τK with moderate computing power. The important remaining question
is how to choose K in practice. We discuss this issue in Section 7. Finally, it is worth noting
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that, extending Proposition 4 in Mogstad et al. (2018), we may exactly calculate τ and τ
(i.e., τ = τK and τ = τK) under the assumptions that (i) the weight function wd(u, z, x)
is piece-wise constant in u and (ii) the constant spline that provides the best mean squared
error approximation of q(e|u, x) satisfies all the maintained assumptions (possibly including
the identifying assumptions introduced later) that q(e|u, x) itself satisfies; see Mogstad et al.
(2018) for details.
5 General Analysis
Now we generalize the analysis in Sections 2–4 to incorporate additional exogenous variables
other than the instrument Z that researchers may be equipped with. We show that these
variables are fruitful for narrowing bounds on the target parameter. This is the first paper
that introduces this type of variable in the MTE framework. This is also the first paper that
shows the usefulness of these variables without necessarily combining them with assumptions
related to rank similarity or rank invariance.
Let W ∈ W be such an exogenous variable. We assume that W is discrete. We show
that even binary variation in W can be useful in improving the bounds. We modify our
maintained assumptions to consider two different scenarios related to W : (a) W directly
affects Y but not D and (b) W directly affects both Y and D. Let Y (d, w) be the extended
counterfactual outcome of Y given (d, w).
Assumption SELW . (a) Assumption SEL; (b) D = 1{U ≤ P (Z,X,W )} where P (Z,X,W ) ≡
Pr[D = 1|Z,X,W ].
Assumption EXW . (a) (Y (d, w), D(z)) ⊥ (Z,W )|X; (b) (Y (d, w), D(z, w)) ⊥ (Z,W )|X.
Case (a) is where W is a reversely excluded exogenous variable, which we call reverse IV.
This type of exogenous variables was considered by Vytlacil and Yildiz (2007), Shaikh and Vytlacil
(2011), and Balat and Han (2018). However, unlike those studies, we exploitW without rank
similarity or rank invariance. In Case (b), we show that a reverse IV is not necessary, and
W can be present in the selection equation. This type of exogenous variables was consid-
ered by Mourifie´ (2015), Han and Vytlacil (2017), Vuong and Xu (2017), and Han and Lee
(2019), but again, unlike these papers, we do not necessarily assume rank similarity or rank
invariance. Below, we combine the existence of W (for both scenarios) with assumptions
that are related to rank similarity. Another distinct feature of our approach in comparison
to the prior studies is that we consider a broad class of the generalized LATEs as our target
parameter, including the ATE considered in those studies.
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In what follows, we modify the linear programming framework from Sections 2 and 3 to
reflect Assumptions SELW and EXW . For notational simplicity, we focus on Case (a) here;
it is straightforward to draw analogous results for Case (b). With the existence of W , the
MTR is defined as
md(u, w, x) ≡ E[Y (d, w)|U = u,X = x]
= Pr[Y (d, w) = 1|U = u,X = x],
where W does not appear as a conditioning variable due to Assumption EXW (a). Then, the
target parameter can be expressed as
τ = E[τ1(Z,W,X)− τ0(Z,W,X)],
where
τd(z, w, x) =
∫
md(u, w, x)wd(u, z, x)du.
Note that the weight wd(u, z, x) is not a function of w due to Assumption SELW (a).
5 Now,
consider a mapping
(d, w) 7→ y,
which is coded in the value e of ǫ ∈ E where |E| = 16 (redefining the variable ǫ introduced in
Section 3). Conveniently, let E ≡ {1, 2, ..., 16}; Table 1 lists all 16 maps. Equivalently, define
y = ge(d, w),
which implies
Y (d, w) = gǫ(d, w) (5.1)
and Y = gǫ(D,W ). By (5.1) and Assumption SELW (a), Assumption EXW (a) can be equiva-
lently stated as (ǫ, U) ⊥ (Z,W )|X . Define the probability mass function of ǫ conditional on
(U,X) as
q(e|u, x) ≡ Pr[ǫ = e|U = u,X = x] = Pr[ǫ = e|U = u,X = x,W = w].
5Apparently, with Assumption SELW (b), the weight will be written as w
∗
d
(u, z, w, x) since the propensity
score is a function of W .
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ǫ d w Y (d, w)
1
0 0 0
0 1 0
1 0 0
1 1 0
2
0 0 1
0 1 0
1 0 0
1 1 0
3
0 0 0
0 1 1
1 0 0
1 1 0
4
0 0 1
0 1 1
1 0 0
1 1 0
ǫ d w Y (d, w)
5
0 0 0
0 1 0
1 0 1
1 1 0
6
0 0 1
0 1 0
1 0 1
1 1 0
7
0 0 0
0 1 1
1 0 1
1 1 0
8
0 0 1
0 1 1
1 0 1
1 1 0
ǫ d w Y (d, w)
9
0 0 0
0 1 0
1 0 0
1 1 1
10
0 0 1
0 1 0
1 0 0
1 1 1
11
0 0 0
0 1 1
1 0 0
1 1 1
12
0 0 1
0 1 1
1 0 0
1 1 1
ǫ d w Y (d, w)
13
0 0 0
0 1 0
1 0 1
1 1 1
14
0 0 1
0 1 0
1 0 1
1 1 1
15
0 0 0
0 1 1
1 0 1
1 1 1
16
0 0 1
0 1 1
1 0 1
1 1 1
Table 1: All Possible Maps from (d, w) to y
Then, the MTR can be expressed as
md(u, w, x) =
∑
e∈E:ge(d,w)=1
q(e|u, x) (5.2)
and the target parameter as
τ =
∫
E[
∑
e:ge(1,W )=1
q(e|u,X)w1(u, Z,X)]du−
∫
E[
∑
e:ge(0,W )=1
q(e|u,X)w0(u, Z,X)]du. (5.3)
Recall, the sieve approximation of the conditional probability is given by q(e|u, x) ≈∑k∈K θe,xk bk(u).
Then, for q ∈ QK , by (5.3), we have τ = E[τ1(Z,W,X)]−E[τ0(Z,W,X)] with
E[τd(Z,W,X)] =
∑
(w,x)∈W×X
∑
e:ge(d,w)=1
∑
k∈K
θe,xk γ
d
k(w, x),
where γdk(w, x) ≡
∑
z∈{0,1} p(z, w, x)
∫
bk(u)wd(u, z, x)du and p(z, w, x) ≡ Pr[Z = z,W =
w,X = x]. In terms of the data distribution, we can derive, e.g.,
p(y, 1|z, w, x) = Pr[Y (1, w) = y, U ≤ P (z, x)|X = x]
=
∫ P (z,x)
0
Pr[Y (1, w) = y|U = u,X = x]du
=
∑
e:ge(1,w)=y
∫ P (z,x)
0
q(e|u, x)du
=
∑
e:ge(1,w)=y
∑
k∈K
θe,xk δ
1
k(z, x),
where δdk(z, x) ≡
∫
Udz,x
bk(u)du, as in the baseline case.
This modification yields a modified LP:
τ = max
θ∈ΘK
∑
(k,w,x)∈K×W×X
{ ∑
e:ge(1,w)=1
θe,xk γ
1
k(w, x)−
∑
e:ge(0,w)=1
θe,xk γ
0
k(w, x)
}
(LPW1)
τ = min
θ∈ΘK
∑
(k,w,x)∈K×W×X
{ ∑
e:ge(1,w)=1
θe,xk γ
1
k(w, x)−
∑
e:ge(0,w)=1
θe,xk γ
0
k(w, x)
}
(LPW2)
subject to
∑
e:ge(d,w)=1
∑
k∈K
θe,xk δ
d
k(z, x) = p(1, d|z, w, x) ∀(d, z, w, x) ∈ {0, 1}2 ×W ×X . (LPW3)
Although omitted in the paper, similar modification can be made for Case (b), i.e., under
Assumptions SELW (b) and EXW (b). Since the number of maps increases to 16 instead of
four of the baseline case, the dimension of the decision variable θ in the LP (LPW1)–(LPW3)
is four times larger than that in the baseline. For example, assuming binary W and setting
K = 50, we have dim(θ) = 816 = 4 × 204. Still, it takes only about 13 seconds to solve the
program.
We argue that in either Cases (a) or (b), the variation from W is in fact helpful in
narrowing the bounds [τ , τ ] as long as W is a relevant variable. For the remainder of Section
6, we assume W ∈ {0, 1} and suppress “conditional on X” for simplicity, unless otherwise
noted.
Assumption R. (i) Pr[Y (d, w) 6= Y (d, w′)] > 0 for some d and w 6= w′; (ii) either (a)
P (z) > 0 for all z or (b) P (z, w) > 0 for all z, w.
Theorem 5.1. Under Assumptions SELW , EXW , and R, the variation of W poses non-
redundant constraints on θ ∈ ΘK in the LP (LPW1)–(LPW3) (suppressing x).
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Assumption R(i) is a relevance condition for W in determining Y . Heuristically, the
improvement occurs because, with R(i), the constraint matrix (i.e., the matrix multiplied
to the vector θ in (LPW3)) has greater rank with the variation of W than without. See
the proof of the theorem for a formal argument. Note that non-redundant constraints on θ
do not always guarantee an improvement of the bounds in (LPW1)–(LPW3), because these
constraints may still be non-binding. Nevertheless, non-redundancy is a necessary condition
for the improvement.
6 Possible Identifying Assumptions
Bounds on the target parameter are generally uninformative in the absence of additional
assumptions besides Assumptions SEL and EX. This is because a binary instrument has
no extrapolative power for general non-compliers, e.g., always-takers and never-takers, but
only identifies the effect for compliers. Prior studies have tried to overcome this challenge
by imposing shape restrictions on the MTE (Cornelissen et al. (2016); Brinch et al. (2017);
Kowalski (2020)), although these restrictions are not always empirically justified. Evidently,
it would be useful to provide researchers with a larger variety of assumptions so that it is
easier to find justifiable assumptions that suit their specific examples.
In Section 5, the existence ofW (Assumptions SELW and EXW ) is shown to be one useful
source for extrapolation. In this section, we propose identifying assumptions that can be
incorporated within our framework and that help shrink the bounds on the target parameters.
The shape restrictions employed in the literature can be used within our framework. We also
propose other assumptions that have not been previously used in the LATE extrapolation.
These assumptions can be incorporated as additional equality and inequality restrictions in
the linear programming: Given the LP (∞-LP1)–(∞-LP3), identifying assumptions can be
imposed by appending
R1q = a1, (∞-LP4)
R2q ≤ a2, (∞-LP5)
where R1 and R2 are linear operators on Q that correspond to equality and inequality con-
straints, respectively, and a1 and a2 are some vectors.
When an assumption violates the true data-generating process, then the identified set will
be empty. This corresponds to the situation where the LP does not have a feasible solution.
When we reflect sampling errors, this corresponds to the case where the confidence set is
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empty.6
6.1 Uniformity
Researchers may be willing to restrict the degree of treatment heterogeneity to yield in-
formative bounds. This restriction has not been used before in the context of the MTE
framework. This restriction may be combined with the assumptions related to the existence
of W (Assumptions SELW , EXW , and R). We suppress the conditioning on X throughout
this subsection.
Assumption U. For every w ∈ W, Pr[Y (1, w) ≥ Y (0, w)] = 1 or Pr[Y (1, w) ≤ Y (0, w)] =
1.
When W is not available at all, this assumption can be understood with W being degen-
erate. The following assumption is stronger than Assumption U.
Assumption U∗. For every w,w′ ∈ W, Pr[Y (1, w) ≥ Y (0, w′)] = 1 or Pr[Y (1, w) ≤
Y (0, w′)] = 1.
Note that w and w′ may be the same or different, i.e., the uniformity is for all combinations
of (w,w′) ∈ {(0, 0), (1, 1), (1, 0), (0, 1)}. Therefore, Assumption U∗ implies Assumption U.
Assumptions U and U∗ are weaker than the monotone treatment response assumption in
Manski (1997) and Manski and Pepper (2000) in that they do not impose the direction of
monotonicity. Assumptions U and U∗ are also closely related to the rank similarity and rank
invariance assumptions in the literature (e.g., Chernozhukov and Hansen (2005)). Namely,
given a structural model Y = 1[s(D,W ) ≥ VD], when Assumption U∗ is violated, then rank
similarity (FV1|U = FV0|U) cannot hold, and thus rank invariance (V1 = V0) cannot hold.
Assumptions U and U∗ can be imposed by “deactivating” relevant maps. For example,
suppose Y (1, w) ≥ Y (0, w) almost surely for all w ∈ {0, 1} under Assumption U. This
assumption can be imposed as equality constraints (∞-LP4), i.e., in the form of R1q = a1,
using the labeling of Table 1:
q(3|u) = q(4|u) = q(7|u) = q(8|u) = 0,
q(2|u) = q(4|u) = q(10|u) = q(12|u) = 0,
6In order to verify whether the identified set is empty, we need to check whether the feasible set of θ is
empty. An efficient way to do this is to identify vertices of the feasible polytope, if any. This process is no
simpler than the simplex algorithm that we use to solve the LP. Therefore, we recommend that one first
solves the LP and check if infeasibility is reported.
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respectively, corresponding for w = 1 and w = 0. Therefore, the corresponding θek = 0. Then,
the effective dimension of θ will be reduced in (LPW1)–(LPW3) and thus yields narrower
bounds. As another example, suppose the following holds almost surely under Assumption
U∗: Y (1, 1) ≥ Y (0, 0), Y (1, 0) ≤ Y (0, 1), Y (1, 1) ≥ Y (0, 1), and Y (1, 0) ≥ Y (0, 0). These
inequalities respectively imply
q(2|u) = q(4|u) = q(6|u) = q(8|u) = 0,
q(5|u) = q(6|u) = q(13|u) = q(14|u) = 0,
q(3|u) = q(4|u) = q(7|u) = q(8|u) = 0,
q(2|u) = q(4|u) = q(10|u) = q(12|u) = 0.
It is worth mentioning that, in Assumption U (Assumption U∗), the direction of monotonicity
is allowed to be different for different w ((w,w′) pairs). This direction will be identified
from the data. Specifically, the direction can be automatically determined from the LP by
inspecting whether the LP has a feasible solution; when wrong maps are removed, there is
no feasible solution. Note that this result holds regardless of the existence of W . It is easy to
see that the direction of the monotonicity coincides with the sign of the ATE. Previous work
has discussed the role of the rank similarity assumption on determining the sign of the ATE
(Bhattacharya et al. (2008); Shaikh and Vytlacil (2011); Han (2020b)), and the result above
shows that Assumptions U and U∗ play a similar role in the linear programming approach.
In the next two subsections, we suppress W for simplicity.
6.2 Direction of Endogeneity
In some applications, researchers are relatively confident about the direction of treatment
endogeneity. The idea of imposing the direction of the selection bias as an identifying as-
sumption appears in Manski and Pepper (2000), who introduce monotone treatment selection
(MTS), in addition to the monotone treatment response assumption mentioned above.
Assumption MTS. E[Y (d)|D = 1, X = x] ≥ E[Y (d)|D = 0, X = x] for d ∈ {0, 1} and
x ∈ X .
Under our framework, this assumption can be imposed in the form of R2q ≤ a2. To see
this, Assumption MTS is equivalent to
∑
e:ge(d)=1
E
[∫ 1
P (Z,X)
q(e|u)du−
∫ P (Z,X)
0
q(e|u)du
∣∣∣∣∣X = x
]
≤ 0
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for all d, x ∈ {0, 1} × X . As is clear from this expression, Assumption MTS imposes restric-
tions on the joint distribution of (ǫ, U).
6.3 Shape Restrictions
It is straightforward to incorporate the shape restrictions on the MTR or MTE function
introduced in the literature. They can be imposed via constraints on θ.
Assumption M. For x ∈ X , md(u, x) is weakly increasing in u ∈ [0, 1].
Assumption C. For x ∈ X , md(u, x) is weakly concave in u ∈ [0, 1].
Assumption M appears in Brinch et al. (2017) and Mogstad et al. (2018) and Assump-
tion C appears in Mogstad et al. (2018). These assumptions can be imposed as inequality
constraints (∞-LP4), i.e., in the form of R2q ≤ a2. For implications on the finite-dimensional
LP (LP1)–(LP3), recall that for q ∈ QK , the MTR satisfies
md(u, x) =
∑
e:ge(d)=1
q(e|u, x) =
∑
k∈K
∑
e:ge(d)=1
θe,xk bk(u).
According to the property of the Bernstein polynomial, Assumption M implies that
∑
e:ge(d)=1
θe,xk
is weakly increasing in k, i.e.,
∑
e:ge(d)=1
θe,x1 ≤
∑
e:ge(d)=1
θe,x2 ≤ · · · ≤
∑
e:ge(d)=1
θe,xK .
Assumption C implies that
∑
e:ge(d)=1
θe,xk −
∑
e:ge(d)=1
2θe,xk+1 +
∑
e:ge(d)=1
θe,xk+2 ≤ 0 for k = 0, ..., K − 2.
One can obtain analogous assumptions and their implications in the presence of W .
Another shape restriction introduced in the literature is separability. Although it is
not particularly appealing with binary Y , if one is willing to assume a separable model for
md(u, x) = Pr[Y (d) = 1|U = u,X = x] = m1d(x) + m2d(u), then such a structure can be
imposed on θ.
7 Simulation
This section provides numerical results to illustrate our theoretical framework and to show
the role of different identifying assumptions in improving bounds on the target parameters.
20
For target parameters, we consider the ATE and the LATEs for always-takers (LATE-AT),
never-takers (LATE-NT), and compliers (LATE-C). We calculate the bounds on them based
only on the information from the data and then show how additional assumptions on the
existence of additional exogenous variables, uniformity, and shape restrictions tighten the
bounds.
7.1 Data-Generating Process
We generate the observables (Y,D, Z,X,W ) from the following data-generating process
(DGP). We assume that W is a reverse IV, i.e., we maintain Assumptions SELW (a) and
EXW (a). We allow covariate X to be endogenous. All the variables are set to be binary with
Pr [Z = 1] = 0.5, Pr [X = 1] = 0.6 and Pr [W = 1] = 0.4. The treatment D is determined by
Z and X through the threshold crossing model specified in Assumption SELW (a), where the
propensity scores P (z, x) are specified as follows: P (0, 0) = 0.1, P (1, 0) = 0.4, P (0, 1) = 0.4,
and P (1, 1) = 0.7. The outcome Y is generated from (D,X,W ) through Y = DY1+(1−D)Y0
where
Yd = 1 [md(U,X,W ) ≥ ǫ] (7.1)
and the MTR functions are defined as
m0(u, 0, 0) = 0.02b
4
0(u) + 0.08b
4
1(u) + 0.14b
4
2(u) + 0.20b
4
3(u) + 0.21b
4
4(u)
m1(u, 0, 0) = 0.12b
4
0(u) + 0.28b
4
1(u) + 0.44b
4
2(u) + 0.52b
4
3(u) + 0.54b
4
4(u)
m0(u, 1, 0) = 0.22b
4
0(u) + 0.48b
4
1(u) + 0.64b
4
2(u) + 0.72b
4
3(u) + 0.74b
4
4(u)
m1(u, 1, 0) = 0.44b
4
0(u) + 0.71b
4
1(u) + 0.88b
4
2(u) + 0.97b
4
3(u) + 0.99b
4
4(u)
m0(u, 0, 1) = 0.10b
4
0(u) + 0.25b
4
1(u) + 0.30b
4
2(u) + 0.32b
4
3(u) + 0.33b
4
4(u)
m1(u, 0, 1) = 0.20b
4
0(u) + 0.45b
4
1(u) + 0.60b
4
2(u) + 0.65b
4
3(u) + 0.66b
4
4(u)
m0(u, 1, 1) = 0.30b
4
0(u) + 0.60b
4
1(u) + 0.80b
4
2(u) + 0.85b
4
3(u) + 0.86b
4
4(u)
m1(u, 1, 1) = 0.35b
4
0(u) + 0.70b
4
1(u) + 0.92b
4
2(u) + 0.99b
4
3(u) + 1.00b
4
4(u)
where bKk stands for the k-th basis function in the Bernstein approximation of degree K.
These MTR functions are chosen to be consistent with Assumptions M and C, i.e., to be
positively monotone and weakly concave in u for all (d, x, w) ∈ {0, 1}3. Also, the DGP in
(7.1) satisfies Assumption U∗ because ǫ does not depend on d = 0, 1 and the MTR functions
satisfy m1(u, x, w) > m0(u, x, w) for all (d, x, w) ∈ {0, 1}3. Following the second example
in Section 6.1, the DGP satisfy the following uniform order for the counterfactual outcomes
Y (d, w): Y (1, 1) ≥ Y (0, 1) ≥ Y (1, 0) ≥ Y (0, 0) a.s. We generate a sample containing
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1,000,000 observations and choose K = 50. We choose the large sample size to mimic the
population. Our choice of K is discussed below. The number of unknown parameters θ in
the linear programming is equal to dim(θ) = |E| × |X | × (K + 1).
7.2 Bounds on Target Parameters under Different Assumptions
7.2.1 ATE
Figure 1 contains the bounds on the ATE under different assumptions. The true ATE value
is 0.21, depicted as the solid red line in the figure. First, the worst-case bounds on the ATE
with no additional assumptions (and without using variation fromW ) are [−0.25, 0.45]. Since
the mappings do not involve W , we have |E| = 4, and the linear programming is solved with
dim(θ) = |E| × |X | × (K + 1) = 4× 2× 51 = 408.
For comparison, we calculate the bounds that incorporate the existence of W . We build
up the target parameters with mappings involvingW and use data distribution conditional on
W = 0 and W = 1 as the constraints. Using constraints conditional on different values of W
allows us to fully exploit the variations from W ; see (LPW3). As shown in the setup with W
(Section 5), we have |E| = 16, which gives dim(θ) = |E|×|X |×(K+1) = 16×2×51 = 1, 632.
The resulting bounds are depicted in the dotted greenish-blue line. When the variation from
W is exploited, the bounds on the ATE are [−0.24, 0.44], which is slightly narrower than
without using W . This result is consistent with our theoretical finding presented in Theorem
5.1 that W can help tighten the bounds as long as it is a relevant variable. Nonetheless,
these worst-case bounds are not that informative, e.g., they do not determine the sign of the
ATE.
Next, we impose the uniformity assumption without W (Assumption U) and with W
(Assumption U∗). First, under Assumption U, the bounds on the ATE are tightened as some
mappings occur with probability zero reducing the dimension of θ. As mentioned in Section
6.1, the direction of monotonicity in Assumption U (i.e., which mapping does not occur) is
determined by the LPs. We solve the LPs with different directions imposed, then choose the
one with a feasible solution. This means that the corresponding direction of monotonicity
is consistent with the DGP. Under Assumption U, we obtain a narrower bound [0.06, 0.45].
Second, under Assumption U∗, the bounds become [0.06, 0.33]. In Figure 1, these bounds
under Assumptions U and U∗ are depicted as violet and green dashed lines, respectively.
Both sets of bounds identify the sign of the ATE, consistent with the theoretical discussion.
While their lower bounds coincide, Assumption U∗ yields a lower upper bound compared to
Assumption U.
Next, we impose the shape restrictions (Assumptions M and C). As discussed in Section
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Figure 1: Bounds on the ATE under Different Assumptions
6.3, these assumptions can be easily incorporated in the linear programming by directly
imposing inequality constraints on θ. Under these assumptions (and the existence ofW ), the
bounds on the ATE shrink to [0.11, 0.27], which is displayed with the pink line in Figure 1. We
find that shape restrictions are powerful assumptions and yield narrower bounds compared
to those with Assumption U∗. They function differently in the linear programming: unlike
the uniformity assumption, which maintains the ranking of individuals across counterfactual
groups, shape restrictions directly control the MTR functions. Finally, the dash-dotted black
line in Figure 1 shows the bounds on the ATE under the uniformity assumption and the shape
restrictions. These assumptions all together yield the narrowest bounds, [0.13, 0.25], for the
true ATE, 0.21.
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7.2.2 Generalized LATEs
Next, we construct bounds on the generalized LATEs. The original definition of the LATE
is the ATE for compliers (C). Researchers may also have interests in other local treatment
effects. We consider two other parameters—LATEs for always-takers (AT) and never-takers
(NT). Figure 2 displays the bounds on the LATE-AT, LATE-C, and LATE-NT under different
assumptions. This analysis is analogous to that with the ATE. Since the covariate X affects
the decision of compliance, to avoid confusion in the definition of the compliance groups, we
instead establish bounds on the LATEs conditional on X . We draw the conditional MTE
functions with solid red lines in both panels as a reference.
The feature that there exists no defiers in the DGP is known. When there is no defier,
the LATE-C is point identified, which has an analytical expression of the two-stage least
squares estimand. As a confirmation exercise, we numerically calculate the LATE-C using
the linear programming, which yields point estimates as shown in Figure 2. The true LATE-
Cs conditional on X = 0 and X = 1 are equal to 0.21 and 0.22, respectively. Regardless of
assumptions imposed, the estimates remain close to the true values throughout.
The true values of the conditional LATE-AT and the LATE-NT are 0.15 and 0.28 when
X = 0 and 0.14 and 0.25 when X = 1. First, as before, we consider the worst-case bounds
where the existence ofW is ignored versus whereW is taken into account. WithoutW , we get
the bounds [−0.71, 0.24] and [−0.28, 0.72] on the LATE-AT and the LATE-NT conditional on
X = 0, and [−0.48, 0.52] and [−0.56, 0.43] conditional on X = 1; with W , we get the bounds
[−0.62, 0.2] and [−0.28, 0.7] on the LATE-AT and the LATE-NT conditional on X = 0, and
[−0.48, 0.5] and [−0.55, 0.41] conditional on X = 1. The upper bounds with W are lower
than the ones without W , although the gain is not substantial. For the lower bounds, the
one on the LATE-AT conditional on X = 0 is significantly higher with W than without W ,
and all the other ones have negligible differences with and without W.
We then apply Assumptions U and U∗. Under Assumption U, the bounds on the LATE-
AT and the LATE-NT turn to [0, 0.24] and [0, 0.72] conditional on X = 0, and [0, 0.52] and
[0, 0.43] conditional on X = 1; when W is used and Assumption U∗ is applied, the bounds
shrink to [0, 0.18] and [0, 0.47] conditional on X = 0, and [0, 0.36] and [0, 0.35] conditional
on X = 1. As before, Assumptions U and U∗ determine the sign of the effects.
When the shape restrictions are imposed instead, the bounds on the LATE-AT and the
LATE-NT were improved to [0.11, 0.17] and [0.03, 0.3] conditional on X = 0, and [0.05, 0.31]
and [0.15, 0.31] conditional on X = 1. Under Assumption U∗ combined with the shape
restrictions, we get the narrowest bounds of [0.11, 0.15] and [0.04, 0.3] conditional on X = 0,
and [0.08, 0.26] and [0.15, 0.31] conditional on X = 1.
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Figure 2: Bounds on the LATEs under Different Assumptions
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7.3 The Choice of K
As a tuning parameter in the LP, we need to choose the order of Bernstein polynomials,
K. In general, K should be chosen based on the sample size and the smoothness of the
function to be approximated, in our case, q(·). The choice of the sieve dimension or more
generally, regularization parameters, is a difficult question (Chen (2007)) and developing
data-driven procedure is a subject of on-going research in various nonparametric contexts of
point identification; see, e.g., Chen and Christensen (2015) and Han (2020a). In this partial
identification setup, we propose the following heuristic and conservative approach, which is
in spirit consistent with the very motivation of partial identification.
First, we do not want to claim any prior knowledge about the smoothness of q(·) because
it is the distribution of a latent variable. Because K determines the dimension of unknown
parameter θ in the linear programming, the width of the bounds tends to increase with K.
At the same time, the computational burden increases with K. One interesting numerical
finding is that, when K is sufficiently large, the increase of the width slows down and the
bounds become stable. This suggests that we may be able to conservatively choose K that
acknowledges our lack of knowledge of the smoothness but, at the same time, produces a
reasonable computational task for the linear programming.
To illustrate this point, we consider the conditional MTE and ATE as the target parame-
ters and show how their bounds change as we increase K. We consider the MTE because it is
a fundamental parameter that generates other target parameters, and hence, it is important
to understand the sensitivity of its bounds to K. Figures 3 and 4 show the evolution of
the bounds on the MTE and the ATE as K grows. When K = 5, the bounds are narrow.
Although it may be tempting to choose this value of K, this attempt should be avoided as
it may be subject to the misspecification of smoothness. When K increases beyond 30, the
bounds start to converge and become stable. We choose K = 50, and this is the choice we
made in our previous numerical exercises.7
As discussed in Section B.1 in the Appendix, it is worth mentioning that the bounds on
the MTE are point-wise sharp but not uniformly sharp. The graph for the MTE bounds are
drawn by calculating the point-wise sharp bounds on MTE at each point of u (after properly
discretizing it) and then connecting them. Therefore, these bounds should not be viewed
as uniformly sharp bounds. Nonetheless, this graph is still useful for the purpose of our
illustration. Given the current DGP, we find that there are no uniformly sharp bounds for
the MTE.
7Note that with larger K, some LP solvers would ignore coefficients with negligible (e.g., 10−13) values
that cause a large range of magnitude in the coefficient matrix. It may be recommended to simultaneously
rescale a column and a row to achieve a smaller range in the coefficients.
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Figure 3: Bounds on MTE with Different K
8 Empirical Application
It is widely recognized in the empirical literature that health insurance coverage can be an es-
sential factor for the utilization of medical services (Hurd and McGarry (1997); Dunlop et al.
(2002); Finkelstein et al. (2012); Taubman et al. (2014)). Prior studies on this topic typi-
cally make use of parametric econometric models for the analysis. In their application,
Han and Lee (2019) relax this common approach by introducing a semiparametric bivari-
ate probit model to measure the average effect of insurance coverage on patients’ medical
visits. By applying our theoretical framework of partial identification, we further relax the
parametric and semiparametric structures used in these studies. More importantly, we try
to understand how much we can learn about the effect of insurance that is utilized through
various counterfactual policies by learning the effect of different compliance groups.
We use the 2010 wave of the Medical Expenditure Panel Survey (MEPS) and focus on
all the medical visits in January 2010. The sample is restricted to contain individuals aged
between 25 and 64 and exclude those who had any kind of federal or state insurance in 2010.
The outcome Y is a binary variable indicating whether or not an individual has visited a
doctor’s office; the treatment D is whether an individual has private insurance. We choose
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Figure 4: Bounds on ATE with Different K
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whether a firm has multiple locations as the binary instrument Z. This IV reflects the
size of the firm, and larger firms are more likely to provide fringe benefits, including health
insurance. On the other hand, the number of branches of a firm does not directly affect
employee decisions about medical visits. To justify the IV, self-employed individuals are
excluded. For potentially endogenous covariates X , we include the age being 45 and older,
gender, income above median, and health condition. Lastly, for an exogenous covariate W ,
we use the percentage of workers who are provided with paid sick leave benefits within each
industry. Following Han and Lee (2019), we assume W satisfies Assumptions SELW (b) and
EXW (b), as X is controlled. We construct a categorical variable such that W = 0 for less
than 50%, W = 1 for between 50–80%, and W = 2 for above 80%. Table 2 summarizes the
observables.
Table 2: Summary Statistics
Variable Mean S.D Min Max
Y Whether or not visit doctors 0.18 0.39 0 1
D Whether or not have insurance 0.66 0.47 0 1
Z Firm has multiple locations 0.68 0.47 0 1
X
Age above 45 0.41 0.49 0 1
Gender 0.50 0.50 0 1
Income above median 0.50 0.50 0 1
Good health 0.36 0.48 0 1
W Pay sick leave provision 1.25 0.73 0 2
Number of observations = 7,555
First, as a benchmark, we report that the LATE-C estimate calculated via our linear
programming approach is equal to a singleton of 0.17, which is in fact identical to the 2SLS
estimate we separately calculate. In what follows, we extrapolate this LATE beyond the
complier group to the ATE. The presence of covariates reduces the effective sample size and
thus leads to larger sampling errors in estimating the p of the ∞-LP (∞-LP1)–(∞-LP3).
This may create inconsistencies in the set of equality constraints (∞-LP3), resulting in no
feasible solution. This is in fact what happens in this application. To resolve this estimation
problem, we introduce a slackness parameter η and modify (∞-LP3) so that, with some
slackness, it satisfies
‖R0q − p‖ ≤ η. (8.1)
A similarly modified constraint can then be followed in the finite-dimensional LP after ap-
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proximation, as well as by combining (∞-LP4)–(∞-LP5). The appropriate value of η should
depend on the sample size, the dimension of covariates, and the dimension of the unknown
parameter θ. To explain the latter, as K increases, the dimension of θ (i.e., unknowns) in-
creases, while the number of constraints (i.e., simultaneous equations for the unknowns) is
fixed. Therefore, as K increases, the chance that the LP does not have a feasible solution
would decrease. Based on the method discussed in the previous section, we set K = 50 in
this application.
We calculate worst-case bounds on the ATE, as well as bounds after imposing Assump-
tions U and M and after using covariate W . Under Assumption U, the data rules out the
possibility that Y (0) > Y (1), indicating that individuals with private insurance are more
likely to visit a doctor. Assumption M imposes that the MTR function is weakly increasing
in U = u. Usually, U is interpreted as the latent cost of obtaining treatment. Kowalski
(2020) interpreted U as eligibility in a similar setup for Medicaid insurance. The eligibility
for Medicaid is related to income level and age. In our setup, because the treatment is having
the private insurance, we interpret the eligibility as the health status, which is reflected in
the premium. Interpreting U as a latent cost (e.g., premium) of getting private insurance,
Assumption M states that the chance of making a medical visit (with or without insurance)
increases for those with higher cost. This is a reasonable assumption given that sicker in-
dividuals typically face higher insurance costs and also visit doctors more often. We choose
the slackness parameter η to be 0.05 under no assumption and Assumption U and 0.07 when
Assumption M is added. When W is used, we choose η to be 0.08 under no assumption and
0.1 with Assumption M.
The bounds on the ATE are shown in Figure 5. The worst-case bound on the ATE equals
[−0.45, 0.37]. The bounds become [0.01, 0.37] under Assumption U and [0.06, 0.37] under
Assumption M. It is interesting to note that the identifying power of the uniformity and
the shape restriction is similar in this example. When both Assumption U and Assumption
M are imposed, the bounds are further tightened to [0.07, 0.37], although not substantially,
indicating that the two assumptions are complementary. Lastly, we see improvements when
the variation in W is exploited than when it is not, although the gains are not large.
Next, we consider the always-taker, complier, and never-taker LATEs. We consider these
generalized LATEs conditional on X = x. Specifically, we focus on the treatment effects for
males above age 45, with income below the median and bad health conditions. The results
are shown in Table 3 and depicted in Figure 6. The LATE-C is analytically calculated via
TSLS.8 For the LATE-AT and LATE-NT, Assumption U identifies the sign of the effects,
8When the alternative constraint (8.1) is used with the slackness parameter, the LATE-C is no longer a
singleton.
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Figure 5: Bounds on the ATE of Private Insurance on Medical Visits
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Figure 6: Bounds on the generalized LATEs of Private Insurance on Medical Visits for Male
Above 45, with Income Below Median, of Bad Healthiness
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Table 3: Estimated Bounds on generalized LATEs for Males Above 45, with Income Below
Median, Bad Health Condition
No Assumption U M U+M W M+W
LATE-AT [-0.93,0.21] [0,0.20] [-0.07,0.15] [0,0.15] [-0.76,0.20] [-0.01,0.19]
LATE-C 0.01 0.01 0.01 0.01 0.01 0.01
LATE-NT [-0.24,0.98] [0,0.97] [-0.14,0.95] [0,0.95] [-0.22,0.84] [-0.08,0.82]
Slackness parameter η 0.05 0.05 0.07 0.07 0.08 0.10
Number of observations = 7,555
and Assumption M nearly identifies it. Using the variation inW mostly improves the bounds
compared to the ones without it. From the results, we can conclude that possessing private
insurance has the greatest effect on medical visits for never takers, i.e., people who face higher
insurance cost. This provides a policy implication that lowering the cost of private insurance
is important, because high costs might hinder those with the most need from receiving enough
medical services.
A Examples of the Target Parameters
Table 4 contains the list of target parameters. The table is taken from Mogstad et al. (2018).
B More Discussions
B.1 Point-wise and Uniform Sharp Bounds on MTE
In Section 2, we provided some examples of target parameters. The building block for
these parameters is the MTE, m1(u)−m0(u) (suppressing x). Heckman and Vytlacil (2005)
show why this fundamental parameter can be of independent interest. Unlike other target
parameters proposed here, we may want to allow the MTE to be a function of u (beyond
evaluating it at a fixed u). In this section, we discuss the subtle issue of point-wise and
uniform sharp bounds on τMTE(u) ≡ m1(u)−m0(u) as a function of u.
Suppress X for simplicity. Recall q(u) ≡ {q(e|u)}e∈E and Q ≡ {q(·) :
∑
e q(e|u) =
1 ∀u and q(e|u) ≥ 0 ∀(e, u)}. Let M be the set of MTE functions, i.e.,
M≡
{
m1(·)−m0(·) : md(·) = E[Yd|U = ·] =
∑
e∈E:ge(d)=1
q(e|·) ∀d ∈ {0, 1} for q(·) ∈ Q
}
.
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Target Parameters Expressions Ranges of u
Weights
wd(u, z, x)
Average Treatment Effect
E[Y (1)− Y (0)] [0, 1] 2d− 1
(ATE)
LATE for Compliers
E {Y (1) − Y (0)|u ∈ [P (z0, x), P (z1, x)]} [P (z0, x), P (z1, x)] (2d − 1) ×
1(u∈[P (z0,x),P (z1,x)])
P (z1,x)−P (z0,x)(LATE-C) given x ∈ X
LATE for Always-Takers
E {Y (1) − Y (0)|u ∈ [0, P (z0, x)]} [0, P (z0, x)] (2d − 1) ×
1(u∈[0,P (z0,x)])
P (z0,x)(LATE-AT) given x ∈ X
LATE for Never Takers
E {Y (1) − Y (0)|u ∈ [P (z1, x), 1]} [P (z1, x), 1] (2d − 1) ×
1(u∈[P (z1,x),1])
1−P (z1,x)(LATE-NT) given x ∈ X
LATE for [u, u] E[Y (1) − Y (0)|u ∈ [u, u]] [P (z0, x), P (z1, x)] (2d − 1) ×
1(u∈[u,u])
u−u
Marginal Treatment Effect
E[Y (1) − Y (0)|u′] u′ (2d− 1)× 1(u = u′)
(MTE)∗
Policy Relevant Treatment Effect
E(Y ′)−E(Y )
E(D′)−E(D)
[0, 1] (2d − 1) ×
Pr[u≤P ′(z′)]−Pr[u≤P ′(z)]
E[P (Z′)]−E[P (Z)]
(PRTE) for a new policy (P ′, Z′)
* The MTE uses the Dirac measure at u′, while the other target parameters use the Lebesgue measure on
[0, 1].
Table 4: Examples of the Target Parameters
The bounds on τMTE ∈ M in the ∞-LP are given by using a Dirac delta function as a
weight. Therefore, given evaluation point u ∈ [0, 1], (∞-LP1)–(∞-LP3) can be simplified
as follows, defining the upper and lower bounds τ(u) and τ (u) (being explicit about the
evaluation point) on τMTE(u):
τ(u) = sup
q∈Q
∑
e∈E:ge(1)=1
q(e|u)−
∑
e∈E:ge(0)=1
q(e|u) (B.1)
τ(u) = inf
q∈Q
∑
e∈E:ge(1)=1
q(e|u)−
∑
e∈E:ge(0)=1
q(e|u) (B.2)
subject to
∑
e:ge(d)=1
∫
Udz
q(e|u˜)du˜ = p(1, d|z) ∀(d, z) ∈ {0, 1}2. (B.3)
Then, for any fixed u ∈ [0, 1],
τ (u) ≤ τMTE(u) ≤ τ(u).
We argue that these bounds are point-wise sharp but not necessarily uniformly sharp for
τMTE(·).9
9See Firpo and Ridder (2019) for related definitions of point-wise and uniform sharpness.
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Definition B.1 (Point-wise Sharpness). τ (·) and τ(·) are point-wise sharp if, for any u¯ ∈
[0, 1], there exist τMTE,u¯, τMTE,u¯ ∈M such that τ(u¯) = τMTE,u¯(u¯) and τ(u¯) = τMTE,u¯(u¯).
Theorem B.1. τ (·) and τ (·) are point-wise sharp bounds on τMTE(·).
The proofs of this and other theorems appear later. Note that point-wise bounds will
maintain some properties of an MTE function, but not all. For uniform sharpness, τ (·) and
τ(·) themselves have to be MTE functions on [0, 1], i.e., τ(·) and τ (·) should be elements in
M.
Definition B.2 (Uniform Sharpness). τ(·) and τ (·) are uniformly sharp if τ (·), τ(·) ∈M.
The following theorem is almost immediate.
Theorem B.2. τ(·) is uniformly sharp if and only if there exists q∗(·) ∈ Q such that q∗(·)
is in the feasible set and τ(u) =
∑
e∈E:ge(1)=1
q∗(e|u) −∑e∈E:ge(0)=1 q∗(e|u) for all u ∈ [0, 1].
Similarly, τ (·) is uniformly sharp if and only if there exists q†(·) ∈ Q such that q†(·) is in the
feasible set and τ(u) =
∑
e∈E:ge(1)=1
q†(e|u)−∑e∈E:ge(0)=1 q†(e|u) for all u ∈ [0, 1].
The following is a more useful result that relates point-wise bounds with uniform bounds.
For each u¯, let q∗u¯(·) and q†u¯(·) be the point-wise maximizer and minimizer of (B.1)–(B.3),
respectively.
Corollary B.1. τ(·) is uniformly sharp if and only if there exists q∗(·) ∈ Q such that q∗(·)
is in the feasible set and q∗u¯(u¯) = q
∗(u¯) for all u¯ ∈ [0, 1]. Also, τ(u) is uniformly sharp if and
only if there exists q†(·) ∈ Q such that q†(·) is in the feasible set and q†u¯(u¯) = q†(u¯) for all
u¯ ∈ [0, 1].
Based on the Bernstein approximation we introduce, this corollary implies that for a
uniform upper bound to exist, there should exist a common maximizer θ∗ such that θ∗ is in
the feasible set of the LP and τ (u) =
∑
k∈K
{∑
e∈E:ge(1)=1
θe∗k bk(u) −
∑
e∈E:ge(0)=1
θe∗k bk(u)
}
for all u. In other words, if θ∗u¯ is the maximizer of the LP for given u¯, then there should
exist θ∗ in the feasible set such that θ∗u¯ = θ
∗ for all u¯ ∈ [0, 1]. Since this condition will not
generally hold, uniformly sharp bounds on the MTE may not exist. The condition can be
verified in practice by implementing the LP in a finite grid of u in [0, 1] and checking whether
θ∗u is constant for all values in the grid.
B.2 Inference
It is important to construct a confidence set for our target parameter or its bounds in order to
account for the sampling variation in measuring treatment effectiveness. It will also be inter-
esting to develop a procedure to conduct a specification test for the identifying assumptions
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discussed in Section 6. The problem of statistical inference when the identified set is con-
structed via linear programming has been studied in, e.g.,Deb et al. (2017), Mogstad et al.
(2018), Hsieh et al. (2018), and Torgovitsky (2019b) . Among these papers, Mogstad et al.
(2017)’s setting is closest to ours, and their inference procedure can be directly adapted to
our problem. Instead of repeating their result here, we only briefly discuss the procedure.
Recall q(u, x) ≡ {q(e|u, x)}e∈E is the latent distribution and p ≡ {p(1, d|z, x)}d,z,x is the
distribution of the data, and Rτ , R0, R1, and R2 denote the linear operators of q(·) that
correspond to the target and constraints. Consider the following hypotheses:
H0 :p ∈ P0, H1 : p ∈ P\P0,
where
P0 ≡ {p ∈ P : Rq = a for some q ∈ Q}
and
R ≡ (R′τ , R′0, R′1, R′2)′
a ≡ (τ, p′, a′1, a′2)′
Suppose Rˆ and aˆ are sample counterparts of R and a. Then, a minimum distance test statistic
can be constructed as
Tn(τ) ≡ inf
q∈QK
√
n
∥∥∥Rˆq − aˆ∥∥∥ .
Similar to Mogstad et al. (2017), Tn(τ) is the solution to a convex optimization problem that
can be reformulated as an LP using duality. A (1−α)-confidence set for the target parameter
τ can be constructed by inverting the test:
CS1−α ≡ {τ : Tn(τ) ≤ cˆ1−α}
where cˆ1−α is the critical value for the test. The resulting object is of independent interest, and
it can further be used to conduct specification tests. The large sample theory for Tn(τ), as well
as a bootstrap procedure to calculate cˆ1−α, will directly follow according to Mogstad et al.
(2017), which is omitted for succinctness.
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B.3 Linear Programming with Continuous X
Suppose X is continuously distributed and assume X = [0, 1]dX . Let q(u, x) ≡ {q(e|u, x)}e∈E
and p(x) ≡ {p(1, d|z, x)}d,z. Recall that Rτ : Q → R and R : Q → Rdp are the linear
operators of q(·) where dp is the dimension of p. Consider the following LP:
τ = sup
q∈Q
Rτq, (B.4)
τ = inf
q∈Q
Rτq, (B.5)
s.t. (Rq(x) = p(x) for all x ∈ X , (B.6)
where (Rq)(x) = p(x) emphasizes the dependence on x, and thus contains infinitely many
constraints. Therefore, this LP is infinite dimensional because of not only the decision variable
but also the constraints. The problem with q is addressed with the sieve approximation.
To address the problem with continuous X , we proceed as follow. Note that, in general,
E |h(X)| = 0 if and only if h(x) = 0 almost everywhere in X . Therefore, each j-th equation
in the equality restrictions (B.6) can be replaced by
E |(Rq)j(X)− pj(X)| = 0.
Now, for the sieve space of Q, we consider
Q˜K ≡


{ K˜∑
k=1
θekbk(u, x)
}
e∈E
:
∑
e∈E
θek = 1 ∀k ∈ K˜ and θek ≥ 0 ∀(e, k)

 ⊆ Q, (B.7)
where bk(u, x) is a bivariate Bernstein polynomial and K˜ ≡ {1, ..., K˜}. Then,
E[τd(Z,X)] =
∑
e:ge(d)=1
∑
k∈K˜
θek
∫
E[bk(u,X)wd(u, Z,X)]du
≡
∑
e:ge(d)=1
∑
k∈K˜
θekγ˜
d
k , (B.8)
where γ˜dk ≡
∫
E[bk(u,X)wd(u, Z,X)]du. Also,
p(y, d|z, x) =
∑
e:ge(d)=y
∑
k∈K˜
θek
∫
Udz,x
bk(u, x)du
≡
∑
e:ge(d)=y
∑
k∈K˜
θekδ˜
d
k(z, x), (B.9)
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where δ˜dk(z, x) ≡
∫
Udz,x
bk(u, x)du. Let θ˜ ≡ {θek}(e,k)∈E×K˜ and let
Θ˜K˜ ≡
{
θ˜ :
∑
e∈E
θek = 1 ∀k ∈ K˜ and θek ≥ 0 ∀(e, k)
}
.
Then, we can formulate the following finite-dimensional LP:
τ K˜ = max
θ∈Θ
K˜
∑
k∈K˜
{ ∑
e:ge(1)=1
θekγ˜
1
k −
∑
e:ge(0)=1
θekγ˜
0
k
}
(B.10)
τ K˜ = min
θ∈Θ
K˜
∑
k∈K˜
{ ∑
e:ge(1)=1
θekγ˜
1
k −
∑
e:ge(0)=1
θekγ˜
0
k
}
(B.11)
subject to
E
∣∣∣∣∣∣
∑
e:ge(d)=1
∑
k∈K˜
θekδ˜
d
k(Z,X)− p(1, d|Z,X)
∣∣∣∣∣∣ = 0. (B.12)
In estimation, we use the sample counterparts ˆ˜γdk and
ˆ˜
δdk for γ˜
d
k and δ˜
d
k , and (B.12) can be
estimated with slackness by
1
n
n∑
i=1
∣∣∣∣∣∣
∑
e:ge(d)=1
∑
k∈K˜
θek
ˆ˜
δdk(Zi, Xi)− pˆ(1, d|Zi, Xi)
∣∣∣∣∣∣ ≤ η,
where pˆ(1, d|z, x) is some preliminary estimate of p(1, d|z, x) and η is the slackness parameter.
Later, we want to introduce additional constraints from some identifying assumptions:
R1q = a1 (B.13)
R2q ≤ a2 (B.14)
For the equality restrictions, we can use the same approach that transforms (B.6). For the
inequality restrictions (B.14), we can allow any identifying assumptions for which R2 is a
matrix rather than an operator:
Assumption MAT. R2 is a dim(a2)× dim(q) matrix.
Assumptions M and C and the unconditional version of Assumption MTS satisfy this
condition.
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B.4 Equivalence with the IV-Like Estimands
We draw a connection between our approach and the approach used in Mogstad et al. (2018).
In particular, we show that the identified set of the MTR functionsMid used in Mogstad et al.
(2018) is equivalent to the set of MTR functions derived from the feasible set used in this
paper. Therefore, the feasible set in this paper contains no less information about the data
than those contained in Mid via IV-like estimands in their paper.
The IV-like estimand is defined in Proposition 3 in Mogstad et al. (2018), and is stated
as below.
Proposition B.1 (IV-like Estimand from Mogstad et al. (2018)). Suppose that s : {0, 1} ×
Rdz×dx → R is an identified (or known) function that is measurable and has a finite second
moment. We refer to such a function s as an IV-like specification and to βs ≡ E
[
s(D,Z,X)Y
]
as an IV-like estimand. If (Y,D) are generated according to Assumption SEL and Assump-
tion EX, then
βs = E
[ ∫ 1
0
m0(u,X)ω0s(u, Z,X)du
]
+ E
[ ∫ 1
0
m1(u,X)ω1s(u, Z,X)du
]
, (B.15)
where ω0s(u, z, x) = s(0, z, x)1[u > p(z, x)], and ω1s(u, z, x) = s(1, z, x)1[u ≤ p(z, x)].
For the MTR functions to be consistent with the data, the following conditions need to
be satisfied:
E[Y |D = 0, Z,X ] = E[Y0|U > p(Z,X), Z,X ] = 1
1− P (Z,X)
∫ 1
p(Z,X)
m0(u,X)du, (B.16)
E[Y |D = 1, Z,X ] = E[Y1|U ≤ p(Z,X), Z,X ] = 1
P (Z,X)
∫ p(Z,X)
0
m1(u,X)du. (B.17)
Define the identified set as:
Mid =
{
m = (m0, m1), m0, m1 ∈ L2 : m0, m1 satisfies equation (B.16) and (B.17) a.s
}
.
This identified set is defined in Mogstad et al. (2018, Section 2.5). The definition follows
the fact that the MTR functions inMid are compatible with the observed conditional means
of Y . In this sense, it exhausts the information of the data contained in the conditional
means. When Y is binary, the conditional means of Y contain the information of the complete
distribution.
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Define the feasible set Qf as
Qf =
{
q ∈ L2 : q ∈ Q and satisfies equation (∞-LP3)
}
.
To establish the connection with Mid, we construct the set of MTR functions based on the
feasible set:
Mf =
{
m = (m0, m1) : md =
∑
e:ge(d)=1
q(e|u, x), d = {0, 1}, q ∈ Qf
}
.
Then the following holds, proof of which appears later:
Theorem B.3. Suppose Y is discretely distributed. Under the Assumption SEL and EX,
Mf =Mid.
Proposition 3 in Mogstad et al. (2018) shows an equivalence relationship between the
identified set Mid and the set of MTR functions satisfying constraints based on selected IV-
like estimands. Theorem B.3 shows that the information contained in our feasible set used in
the LP is the same as the selected IV-like estimands that exhaust the available information.
Theorem B.3 can be extended to the case where Y is discrete and X is continuous. When
Y is a non-binary discrete outcome variable, Mid and Mf only exhaust the information on
the conditional means, but not other distributional information. Nonetheless, that missing
information is captured by Qf that we use as our constraint set, because q(e|u) is defined as
the conditional probability of Y taking each value.
C Proofs
C.1 Proof of Lemma 3.1
Fix (d, z, x). By
∑
e∈E q(e|u, x) = 1 for q ∈ Q, we have
1 =
∑
e∈E
q(e|u, x) =
∑
e:ge(d)=1
q(e|u, x) +
∑
e:ge(d)=0
q(e|u, x).
Then, in (∞-LP3), the constraint with p(0, d|z, x) can be written as
p(0, d|z, x) =
∫
Udz,x
∑
e:ge(d)=0
q(e|u, x)du =
∫
Udz,x
{
1−
∑
e:ge(d)=1
q(e|u, x)
}
du
= Pr[D = d|Z = z,X = x]−
∫
Udz,x
∑
e:ge(d)=1
q(e|u, x)du.
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Then by rearranging terms, this constraint becomes
p(1, d|z, x) =
∫
Udz,x
∑
e:ge(d)=1
q(e|u, x)du,
since Pr[D = d|Z = z,X = x] − p(0, d|z, x) = p(1, d|z, x). Therefore, the constraint with
p(0, d|z, x) does not contribute to the restrictions imposed by (∞-LP3) and q ∈ Q. 
C.2 Proof of Theorem 5.1
In proving the claim of the theorem, note that Z can be fixed at a certain value, so we fix
Z = z here. We first prove with Case (a). To simplify notation, let q(e1, ..., eJ |u) ≡ Pr[ǫ ∈
{e1, ..., eJ}|u] =
∑J
j=1 q(ej|u). Based on Table (1), we can easily derive
p(1, 1|z, 1) =
∫ P (z)
0
∑
e:ge(1,1)=1
q(e|u)du =
∫ P (z)
0
q(9, ..., 16|u)du,
p(1, 1|z, 0) =
∫ P (z)
0
∑
e:ge(1,0)=1
q(e|u)du =
∫ P (z)
0
q(5, ..., 8, 13, ..., 16|u)du,
p(1, 0|z, 1) =
∫ 1
P (z)
∑
e:ge(0,1)=1
q(e|u)du =
∫ 1
P (z)
q(3, 4, 7, 8, 11, 12, 15, 16|u)du,
p(1, 0|z, 0) =
∫ 1
P (z)
∑
e:ge(0,0)=1
q(e|u)du =
∫ 1
P (z)
q(2, 4, 6, 8, 10, 12, 14, 16|u)du.
Define the operator
T dz q
e ≡
∫
Udz
q(e|u)du.
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Then, for the r.h.s. (p11|z1, p11|z0, p10|z1, p10|z0)
′ of the constraints in (LPW3) that correspond
to Z = z, the corresponding l.h.s. is


∫ P (z)
0
q(9, ..., 16|u)du∫ P (z)
0
q(5, ..., 8, 13, ..., 16|u)du∫ 1
P (z)
q(3, 4, 7, 8, 11, 12, 15, 16|u)du∫ 1
P (z)
q(2, 4, 6, 8, 10, 12, 14, 16|u)du


=


0 0 0 0 0 0 0 0 T 1z T
1
z T
1
z T
1
z T
1
z T
1
z T
1
z T
1
z
0 0 0 0 T 1z T
1
z T
1
z T
1
z 0 0 0 0 T
1
z T
1
z T
1
z T
1
z
0 0 T 0z T
0
z 0 0 T
0
z T
0
z 0 0 T
0
z T
0
z 0 0 T
0
z T
0
z
0 T 0z 0 T
0
z 0 T
0
z 0 T
0
z 0 T
0
z 0 T
0
z 0 T
0
z 0 T
0
z

 q
≡ Tq,
where T is a matrix of operators implicitly defined and q(u) ≡ (q(1|u), ...., q(16|u)). Now for
q ∈ QK , define a 16K-vector
θ ≡


θ1
...
θ16


where, for each e ∈ {1, ..., 16}, θe ≡ (θe1, ..., θeK)′. Similarly, let b(u) ≡ (b1(u), ..., bK(u))′.
Then, we have q(e|u) = b(u)′θe. Let H be a 16 × 16 diagonal matrix of 1’s and 0’s that
imposes additional identifying assumptions on the outcome data-generating process. In this
proof, H is used to incorporate Assumption R(i). Given H , the constraints in (LPW3) (that
correspond to Z = z) can be written as
THq = {TH ⊗ b′} θ = (p11|z1, p11|z0, p10|z1, p10|z0)′.
Now, we prove the claim of the theorem. Suppose the claim is not true, i.e., the even rows
are linearly dependent to odd rows in TH . Given the form of T , which has full rank under
Assumption R(ii)(a), this linear dependence only occurs when H is such that Hjj = 1 for
j ∈ {1, 4, 13, 16} and 0 otherwise. But, according to Table 1, this implies that Pr[Y (d, w) 6=
Y (d, w′)] = 0 for all d and w 6= w′, which contradicts Assumption R(i). This proves the
theorem for Case (a).
Now we move to prove the theorem for Case (b), analogous to the previous case. For
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every z, we can derive
p(1, 1|z, 1) =
∫ P (z,1)
0
∑
e:ge(1,1)=1
q(e|u)du =
∫ P (z,1)
0
q(9, ..., 16|u)du,
p(1, 1|z, 0) =
∫ P (z,0)
0
∑
e:ge(1,0)=1
q(e|u)du =
∫ P (z,0)
0
q(5, ..., 8, 13, ..., 16|u)du,
p(1, 0|z, 1) =
∫ 1
P (z,1)
∑
e:ge(0,1)=1
q(e|u)du =
∫ 1
P (z,1)
q(3, 4, 7, 8, 11, 12, 15, 16|u)du,
p(1, 0|z, 0) =
∫ 1
P (z,0)
∑
e:ge(0,0)=1
q(e|u)du =
∫ 1
P (z,0)
q(2, 4, 6, 8, 10, 12, 14, 16|u)du.
Define
T dz,wq
e ≡
∫
Udz,w
q(e|u)du
where Udz,w can be analogously defined. Then,


∫ P (z,w)
0
q(9, ..., 16|u)du∫ P (z,w′)
0
q(5, ..., 8, 13, ..., 16|u)du∫ 1
P (z,w)
q(3, 4, 7, 8, 11, 12, 15, 16|u)du∫ 1
P (z,w′)
q(2, 4, 6, 8, 10, 12, 14, 16|u)du


=
(
0 0 0 0 0 0 0 0 T1
z,w
T1
z,w
T1
z,w
T1
z,w
T1
z,w
T1
z,w
T1
z,w
T1
z,w
0 0 0 0 T1
z,w′
T1
z,w′
T1
z,w′
T1
z,w′
0 0 0 0 T1
z,w′
T1
z,w′
T1
z,w′
T1
z,w′
0 0 T0
z,w
T0
z,w
0 0 T0
z,w
T0
z,w
0 0 T0
z,w
T0
z,w
0 0 T0
z,w
T0
z,w
0 T0
z,w′
0 T0
z,w′
0 T0
z,w′
0 T0
z,w′
0 T0
z,w′
0 T0
z,w′
0 T0
z,w′
0 T0
z,w′
)
q
≡ T˜ q,
where T˜ is a matrix of operators implicitly defined. Then, insertingH , the constraint becomes
T˜Hq =
{
T˜H ⊗ b′
}
θ = (p11|z1, p11|z0, p10|z1, p10|z0)
′.
Then the remaining argument is the same as in the previous case, which completes the proof.

C.3 Proof of Theorem B.1
For any given u¯ ∈ [0, 1], τ (u¯) = ∑e∈E:ge(1)=1 q∗u¯(e|u¯) −∑e∈E:ge(0)=1 q∗u¯(e|u¯) for some q∗u¯(·) ≡
{q∗u¯(e|·)}e∈E in the feasible set of the LP, (B.1) and (B.3). Therefore, τ(u¯) = τMTE,u¯(u¯) for
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τMTE,u¯(u¯) =
∑
e∈E:ge(1)=1
q∗u¯(e|u¯)−
∑
e∈E:ge(0)=1
q∗u¯(e|u¯), which is in M by definition. We can
have a symmetric proof for τ (·). 
C.4 Proof of Theorem B.2
Again, by the fact that τMTE(·) =
∑
e∈E:ge(1)=1
q(e|·)−∑e∈E:ge(0)=1 q(e|·) in general, τ (u) =∑
e∈E:ge(1)=1
q∗(e|u)−∑e∈E:ge(0)=1 q∗(e|u) for all u ∈ [0, 1] is equivalent to τ (·) being contained
in M, and similarly for τ (·). 
C.5 Proof of Theorem B.3
From (∞-LP3), we can write E[Y |D = 0, Z,X ] in terms of q(e|u,X) as below:
E[Y |D = 0, Z,X ]=Pr [Y = 1|D = 0, Z,X ] = Pr [Y = 1, D = 0|Z,X ]
Pr [D = 0|Z,X ]
=
1
1− P (Z,X)
∑
e:ge(0)=1
∫ 1
P (Z,X)
q(e|u,X)du
=
1
1− P (Z,X)
∫ 1
P (Z,X)
∑
e:ge(0)=1
q(e|u,X)du (C.1)
Therefore, for (m0, m1) ∈ Mf
E[Y |D = 0, Z,X ] = 1
P (Z,X)
∫ 1
P (Z,X)
m0(u,X)du
and symmetrically,
E[Y |D = 1, Z,X ] = 1
P (Z,X)
∫ P (Z,X)
0
m1(u,X)du
We conclude that Mf ⊂Mid.
Now suppose m ∈Mid. By (B.16) and (C.1), for ∀z, x
1
1− P (z, x)
∫ 1
P (z,x)
m0(u, x)du =
1
1− P (z, x)
∑
e:ge(0)=1
∫ 1
P (z,x)
q(e|u, x)du
and,
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∫ 1
P (z,x)

m0(u, x)− ∑
e:ge(0)=1
q(e|u, x)

 du = 0
This equality holds for all the possible values of P (z, x), we conclude that m0(u, x) =∑
e:ge(0)=1
q(e|u, x) on the support u ∈ [0, 1], ∀x following the fundamental theorem of calcu-
lus. Following the symmetric procedure, we can conclude that m1(u, x) =
∑
e:ge(1)=1
q(e|u, x).
And we show that Mid ⊂Mf . Thus, Mf =Mid.
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