The procedure of linearizing a control-affine system along a non-trivial reference trajectory is studied from a differential geometric perspective. A coordinate-invariant setting for linearization is presented. With the linearization in hand, the controllability of the geometric linearization is characterized using an alternative version of the usual controllability test for time-varying linear systems. The various types of stability are defined using a metric on the fibers along the reference trajectory and Lyapunov's second method is recast for linear vector fields on tangent bundles. With the necessary background stated in a geometric framework, linear quadratic regulator theory is understood from the perspective of the Maximum Principle. Finally, the resulting feedback from solving the infinite time optimal control problem is shown to uniformly asymptotically stabilize the linearization using Lyapunov's second method.
Introduction and background
Jacobian linearization is a standard concept in control theory and is used to study controllability, stability, and stabilization of non-linear systems. Indeed, Jacobian linearization provides the setting for a significant number of the control algorithms implemented in practice for non-linear systems.
In this paper, the abstract setting of "affine systems" of is used to develop a geometric theory of linearization for control-affine systems evolving on a differentiable manifold. The objective is not so much to broaden the applicability of linearization techniques, but to better understand the structure of linearization and to make explicit some of the choices that are made without mention in the standard practice of linearization. The motivation, in part, comes from examples in mechanics. Given an affine connection, what it means to linearize about a reference trajectory has a natural geometric interpretation provided by the Jacobi equation of geodesic variations. In the general setup of control-affine systems, a geometric setup is thus far not found in the literature. However, certain ideas presented here are implicit in the paper of Sussmann [1998] , although the presented geometric framework is less abstract and so has more structure.
1.1. Linear systems and quadratic optimal control. In order to provide a point of reference for our geometric formulation of control systems and their linearizations, this section outlines the standard manner in which linearization and stabilization is normally carried out for control-affine systems on R n . This standard strategy is, of course, correct but it "sweeps under the rug" various issues, listed in Section 1.2, that must be addressed to develop a geometric theory.
Let Ω ⊆ R n be an open subset and let f 0 , f 1 , . . . , f m be smooth vector fields, possibly depending measurably on t, on Ω. Consider a control system with governing equations γ (t) = f 0 (t, γ(t)) + m a=1 u a (t)f a (t, γ(t)), (1.1)
where γ : I → Ω is locally absolutely continuous and u : I → R m is bounded and measurable for some interval I ⊆ R. For the purposes of linearization, fix a reference trajectory γ ref corresponding to a reference control u ref , both defined on I ⊆ R. To define the linearization, for each t ∈ I define m + 1 smooth vector fields f a,t , a ∈ {0, 1, . . . , m}, by f a,t (x) = f a (t, x). The linearization of (1.1) along γ ref is then defined by ξ (t) = A(t)ξ(t) + B(t)v(t), Here Df a,t denotes the Jacobian of the vector field f a,t , a ∈ {0, 1, . . . , m}. Once the linearization (1.2) is obtained, its controllability properties can be investigated using the standard controllability Gramian (see Section 4.2 for restatements of the standard Gramian results). If the linearization (1.2) is ascertained to be controllable on I = [0, ∞), then (1.1) can be locally stabilized along the reference trajectory by stabilizing the linearization (1.2) using linear feedback [Ikeda, Maeda, and Kodama 1972, Kalman 1960] . That is, if L(V ; W ) denotes the set of linear maps from a vector space V to a vector space W , a map F : I → L(R n ; R m ) is chosen with the property that the closed-loop system ξ (t) = A(t) + B(t)F (t) ξ(t), is uniformly asymptotically stable. If F a (t) ∈ (R n ) * is the ath row of F (t), then the non-linear closed-loop system
is locally uniformly asymptotically stable along the trajectory γ ref [Vidyasagar 1993 ]. In practice one might design F through optimal control methods using a quadratic cost, the so-called linear quadratic regulator (LQR). We review this next. Let A : R → L(R n ; R n ) and B : R → L(R m ; R n ) be continuous maps and define a timevarying linear system on R n to be a pair (A, B) satisfying x (t) = A(t)x(t) + B(t)u(t).
(1.4)
The solution to (1.4) satisfying x(t 0 ) = x 0 for t 0 ∈ I is given by the variations of constants formula,
where Φ(t, t 0 ) is the state transition matrix. That is, t → Φ(t, t 0 ) is the solution to the homogeneous system Φ (t, t 0 ) = A(t)Φ(t, t 0 ) with initial condition Φ(t 0 , t 0 ) = id R n .
Problem: (Finite time LQR problem)
For a time-varying linear system (A, B), find a pair (x(t), u(t)), satisfying the equation (1.4), defined on I = [t 0 , t 1 ] which minimizes the quadratic cost function J(x(t 0 ), t 0 , t 1 ) = 1 2 x T (t 1 )F (t 1 )x(t 1 ) + 1 2
t)Q(t)x(t) + u T (t)R(t)u(t) dt,
where F (t 1 ) ∈ L(R n ; R n ) is symmetric and positive-semidefinite, Q : I → L(R n ; R n ) is symmetric and positive-semidefinite for each t ∈ I, and R : I → L(R m ; R m ) is symmetric and positive-definite for each t ∈ I.
• Solutions to Problem 1.1 for a finite time t 1 can be obtained by variational methods or by applying the Maximum Principle [Athans and Falb 1966, Lee and Markus 1967] . The original presentation of the Maximum Principle is provided by Pontryagin, Boltyanskiȋ, Gamkrelidze, and Mishchenko [1961] . Using either method, the existence of a solution to Problem 1.1 is equivalent to the existence of a solution K(t, t 1 ) to the differential Riccati equation
where the time dependence has been dropped for brevity. A solution to the Riccati equation then provides an optimal, in the sense of Problem 1.1, linear state feedback u(t) = −R −1 (t)B T (t)K(t, t 1 )x(t) [Kalman 1960 ].
In the study of the infinite-time problem, the terminal cost F (t 1 ) is considered to be zero.
Problem: (Infinite time LQR problem)
For a time-varying linear system (A, B), find a pair (x(t), u(t)), satisfying the equation (1.4), defined on I = [t 0 , ∞) which minimizes the quadratic cost function J(x(t 0 ), t 0 , ∞) = 1 2
t)Q(t)x(t) + u T (t)R(t)u(t) dt,
where Q : I → L(R n ; R n ) is symmetric and positive-semidefinite for each t ∈ I, and R : I → L(R m ; R m ) is symmetric and positive-definite for each t ∈ I.
• If the time-varying linear system (A, B) is controllable, then solutions to the Riccati equation exist as t 1 → ∞ and, similar to the finite time problem, the solution to the Riccati equation provides a linear feedback which is optimal in the sense of Problem 1.2 [Kalman 1960 ]. Furthermore, under suitable uniformity bounds on the time-varying linear system (A, B) and cost data, the uniform asymptotic stability of the closed-loop linear system follows from a Lyapunov argument. The mathematical details and proofs the standard time-varying case as the final time tends to infinity are found in Kalman [1960] and short survey of the standard case is provided in Tyner [2007] .
1.2. Contribution and organization. This paper is a systematic investigation of Jacobian linearization and LQR theory from a differential geometric perspective. The above procedures by which (1.2), the linear system, is obtained and stabilized pose some problems when the Euclidean state space of the non-linear system (1.1) is replaced with a differentiable manifold. The main issues are outlined below and form the organizational basis of this paper.
Question:
The two families of linear maps {A(t)} and {B(t)} are dependent on the choice coordinate chart since the Jacobian of the vector fields f a,t , a ∈ {0, 1, . . . , m}, do not have a geometric analogue on a manifold. What replaces the Jacobian?
•
To answer Question 1.3, time-dependent affine systems on M are introduced in Section 3 and serve as the base object on which our geometric theory is built. In Section 3.1, what it means to linearize an affine system along a reference trajectory is understood in terms of the tangent lift. In that sense, the tangent lift plays the role of the Jacobian in Section 1.1.
Since the control system given by (1.1) has a state space that is an open subset of R n , there are several natural identifications that can be (unknowingly) made. The fact that the state space is naturally identified with each tangent space implies that (1.2) lives in a vector space. Where does the geometric version of (1.2) live?
• The geometry dictates that the linearization is an affine system on T M . Thus, in contrast to the standard case, an affine system and its linearization live on different manifolds. In Section 3.2, the complexity of the above development is seen to reduce significantly when the reference trajectory is chosen to be an equilibrium point.
1.5 Question: By virtue of (1.2) living in a vector space, its controllability can be checked using the controllability Gramian which makes use of the standard inner product and the coordinate-dependent family of maps {B(t)}. What does it mean for the geometric version of (1.2) to be controllable, and how can it be checked whether such a system has this property?
• In Section 4, Question 1.5 is addressed when the controllability of the linearization is considered. To begin, the standard controllability results for (1.2) are re-characterized in Section 4.2. These re-characterizations have the feature that they may be applied directly to the geometric setting of the linearization and this is done in Section 4.3.
1.6 Question: What does the geometric version of the linear quadratic regulator problem look like? What is the analogue of the Riccati equation?
• In Section 5.1 the geometric versions of both the finite and infinite time LQR problems are formulated for the linearization of an affine system. The bulk of this work involves char-acterizing solutions to the finite time LQR problem using the Maximum Principle. Given the geometric setup of the linearization along a reference trajectory as an affine system on T M , the regular Maximum Principle statements do not directly apply without reverting to working in a set of coordinates. Thus, a new Maximum Principle statement is provided by Theorem 5.2 and proved in Section 5.5. In Sections 5.2, 5.3, and 5.4, the key ingredients to prove the Maximum Principle are introduced. These include the variational and adjoint equations, needle variations, tangent cones, and, of course, the Hamiltonian. For readers familiar with the Hamiltonian in the standard setup, the Hamiltonian presented in Section 5.4 will look "different." However, it maintains the required maximization properties-see Lemmata 5.17 and 5.18-required to prove the Maximum Principle. In Section 5.6, the Maximum Principle is used, answering Question 1.6, to characterize solutions to the finite time LQR problem. In this characterization the geometric version of the Riccati equation is given.
In Section 5.7, the infinite time LQR problem is addressed. In particular, solutions to the Riccati equation are shown to exist as the final time in the LQR problem tends to infinity. To prove their existence, the geometric analogue of the classical minimum energy controller is developed. Finally, the trajectory corresponding to the solution of the Riccati equation, as the final time tends to infinity, is shown to be optimal in the sense of the infinite time LQR problem.
1.7 Question: Again, since the state space is naturally identified with each tangent space, the stability of both the non-linear system and its linearization are measured with respect to the standard Euclidean norm. What are the appropriate norms in a geometric setting? • In Section 6, stability and stabilization by LQR methods of the linearization are formulated to complete the geometric picture of LQR theory. In Section 6.1, the stability definitions are provided for a fixed reference vector field X ref and for linear vector fields over X ref .
(For example, the linearisation X T ref is a linear vector field over X ref .) These definitions are made using both a metric on M and a metric on the fibres of T M over image(γ ref ). Such metrics are naturally induced by choosing a Riemannian metric, G, on M . This answers Question 1.7 and contrasts with the standard setup of Section 1.1 where standard Euclidean metric on R n is used for both the non-linear system and its linearization. It is noted that a metric G on the fibres over image (γ ref ), unlike the Euclidean norm, will in general be time-dependent. As a consequence, any stability definitions made in terms of G, will be dependent on the choice of metric unless the state manifold is compact.
In Section 6.2, Lyapunov's direct method for linear vector fields on tangent bundles is introduced. As in the standard setup, the stability of the linear vector field is inferred from the properties of a Lyapunov candidate and its derivative along integral curves of the linear vector field. The derivative of the Lyapunov candidate along an integral curve is defined using the Lie derivative operator given by (2.1).
What is a linear state feedback for the geometric version of (1.2)?
• In Section 6.3, Question 1.8 is addressed. After making geometric sense of the terms "linear state-feedback" and "closed-loop system," it is proved that the linearization of an affine system is uniformly asymptotically stabilized using the linear state-feedback provided by the infinite time LQR problem. The proof follows by showing that the solution to the Riccati equation, as the final time tends to infinity, is a suitable Lyapunov function.
1.9 Question: After stabilizing the linearisation, how can the stabilizing linear state feedback be implemented for the non-linear system?
• Finally, in Section 7, a rough answer to Question 1.9 is posed as future work.
Geometric constructions
The basic geometric notation follows that of [Abraham, Marsden, and Ratiu 1988] . Let M be an n-dimensional Hausdorff manifold with a C ∞ differentiable structure. The letter I will always denote an interval in R. The set of class C r functions on M is denoted by C r (M ). The tangent bundle of M is denoted by τ M : T M → M and the cotangent bundle by π M : T * M → M . If φ : M → N is a differentiable map between manifolds, its derivative is denoted T φ : T M → T N . For a vector bundle π : E → M , Γ r (E) denotes the sections of E that are of class C r . The subbundle V E ker(T π) ⊆ T E is the vertical bundle of E.
Let V and W be R-vector spaces. The notation L(V ; W ) denotes the set of linear maps from V to W . The dual space to V is defined by V * = L(V ; R). For any nonempty set U ⊆ V , the annihilator of U is a subspace of V * defined by
Similarly, for any nonempty set S ⊆ V * , the coannihilator of S is a subspace of V defined by
For a bilinear map T : V × V → R, the flat map T : V → V * is defined by T (v); u = T (u, v) for all u ∈ V . If T is invertible then its inverse, the sharp map, is denoted by T : V * → V .
2.1. Time-dependent objects on a manifold. To define time-dependent vector fields on manifolds in a general way, following Sussmann [1998, §3] it is convenient to first introduce time-dependent functions (see also Aliprantis and Border [2006] ). A Carathéodory function on M is a map φ : I × M → R with the property that φ t φ(t, ·) is continuous for each t ∈ I, and φ x φ(·, x) is Lebesgue measurable for each x ∈ M . A Carathéodory function φ is locally integrally bounded (LIB) if, for each compact subset K ⊆ M , there exists a positive locally integrable function ψ K : I → R such that |φ(t, x)| ≤ ψ K (t) for each x ∈ K. A Carathéodory function φ : I × M → R is of class C r if φ t is of class C r for each t ∈ I and is locally integrally of class C r (LIC r ) it is of class C r and if X 1 · · · X r φ t is LIB for all t ∈ I and X 1 , . . . , X r ∈ Γ ∞ (T M ). A Carathéodory vector field on M is a map X : I × M → T M with the property that X(t, x) ∈ T x M and with the property that the function α · X : (t, x) → α(x) · X(t, x) is a Carathéodory function for each α ∈ Γ ∞ (T * M ). For a Carathéodory vector field X on M , denote by X t : M → T M the map X t (x) = X(t, x). A Carathéodory vector field X on M is locally integrally of class C r (LIC r ) if α · X is LIC r for every α ∈ Γ ∞ (T * M ). The set of LIC r vector fields on M is denoted by LIC r (T M ). The classical theory of time-dependent vector fields with measurable time dependence gives the existence of locally absolutely continuous integral curves for LIC ∞ vector fields [Sontag 1998, Appendix C] . An integral curve γ : I → M is locally absolutely continuous (LAC) if, for any φ ∈ C ∞ (M ), the map t → φ • γ(t) is locally absolutely continuous. Let γ (t) denote the tangent vector to γ at t ∈ I, noting that this is defined for almost every t ∈ I. The flow of X ∈ LIC ∞ (T M ) is denoted by Φ X t 0 ,t and the curve γ : t → Φ X t 0 ,t (x 0 ) is the integral curve for X with initial condition γ(t 0 ) = x 0 . Let γ : I → M be an LAC curve. A vector field along γ is a map ξ : I → T M with the property that ξ(t) ∈ T γ(t) M . A vector field ξ along γ is locally absolutely continuous (LAC) if it is LAC as a curve in T M . A weaker notion than that of an LAC vector field along γ is that of a locally integrable (LI) vector field along γ, which is a vector field ξ along γ having the property that the function t → α(γ(t)) · ξ(t) is locally integrable for every α ∈ Γ ∞ (T * M ). Let X ∈ LIC ∞ (T M ) and let γ : I → M be an integral curve for X. There is a naturally defined Lie derivative operator along γ that maps LAC sections of T M along γ to LI sections of T M along γ. This operator, denoted by L X,γ , is defined by
a.e. t ∈ I,
One easily verifies in coordinates that, for an LAC vector field ξ along γ, L X,γ (ξ) is given
where a summation over i ∈ {1, . . . , n} is implied. The Lie differentiation of LAC vector fields along a curve will play an important role in future developments, particularly in Sections 2.2 and 4.3. The geometric details of Lie differentiation for vector fields that depend measurably on time are provided by Sussmann [1998, §4] .
2.2. Tangent bundle geometry. The various ways to lift a vector field is a prominent geometric idea that arises frequently in future sections. These constructions are contained in [Yano and Ishihara 1973] . Let π : E → M be a vector bundle. An LIC ∞ vector field X on E is linear if, for each t ∈ I, 1. X t is π-projectable (denote the resulting vector field on M by πX t ) and 2. X t is a linear morphism of vector bundles relative to the following diagram:
That is, the induced mapping from π −1 (x) to T π −1 (πX t (x)) is a linear mapping of R-vector spaces.
The flow of a linear vector field has the property that Φ X t 0 ,t |E x : E x → E Φ πX t 0 ,t is a linear transformation.
A linear vector field on a vector bundle generalizes the notion of a time-varying differential equation in the following manner. Let V be a finite-dimensional R-vector space and consider on V a linear differential equation
where A : R → L(V ; V ) is locally integrable. Now define an LIC ∞ linear vector field on the trivial bundle pr 1 : R × V → R, where pr 1 is the projection onto the first factor, by
Here the projected vector field on the base space is simply πX A = ∂ ∂τ . This special case of a linear vector field has the feature that the vector bundle admits a natural global trivialization. The lack of this feature in general accounts for some of the additional complexity in our development. Now consider the case when E is the tangent bundle of M . Let X ∈ Γ ∞ (T M ) and define the tangent lift of X as the vector field X T ∈ Γ ∞ (T T M ) obtained by
The definition of the tangent lift can be extended to time-varying vector fields as follows.
is given by the coordinate expression
To provide an interpretation of the tangent lift, let γ : I → M be an integral curve of X ∈ LIC ∞ (T M ). A variation of X along γ is a map σ : I × J → M satisfying 1. J ⊆ R is an interval for which 0 ∈ int(J), 2. σ is continuous, 3. the map I t → σ s (t) σ(t, s) ∈ M is an integral curve for X for each s ∈ J,
is LAC, and
Corresponding to a variation σ of X along γ is an LAC vector field V σ along γ defined by
With this notation, the following result records some useful properties of the tangent lift.
2.1 Proposition: Let X : I × M → T M be an LIC ∞ vector field, let v x 0 ∈ T x 0 M , let t 0 ∈ I, and let γ : I → M be the integral curve of X satisfying γ(t 0 ) = x 0 . For a vector field Υ along γ satisfying Υ(t 0 ) = v x 0 , the following statements are equivalent: (i) Υ is an integral curve for X T ;
(ii) there exists a variation σ of X along γ such that V σ = Υ;
Proof: The equivalence of (i) and (ii) will follow from the more general Proposition 3.1 below. Thus only the equivalence of (i) and (iii) needs to be proved. This, however, follows directly from the coordinate expressions (2.1) and (2.2).
Corollary
The cotangent version of X T , used in Section 5, is defined in a similar manner. For
In natural coordinates (x 1 , . . . , x n , p 1 , . . . , p n ) for T * M , the vector field X T * (t, α x ) is given by the coordinate expression
3)
The LIC ∞ vector fields X T and X T * define an LIC
In natural coordinates (x 1 , . . . , x n , v 1 , . . . , v n ) for T M , the coordinate expression for the vertical lift is vlft(X)(t, v x ) = X i (t, x) ∂ ∂v i .
Affine systems and their linearization
In this section time-dependent affine systems on M are introduced. In Section 3.1 the linearization of an affine system on M along a non-trivial reference trajectory is obtained using the tangent lift. The resulting linearization has the structure of an affine system on T M . In Section 3.2, it is seen that the complexity of the above development reduces significantly at an equilibrium point.
A time-dependent distribution on M is a subset D ⊆ R×T M with the property that, for each x 0 ∈ M , there exist a neighbourhood N and LIC ∞ vector fields X = {X 1 , . . . , X k } on N such that
The vector fields X are called local generators for D. A time-dependent affine subbundle on M is a subset A ⊆ R × T M with the property that, for each x 0 ∈ M , there exists a neighbourhood N and LIC
The vector fields X are called local generators for A. The linear part of a time-
being the subspace of T x M upon which the affine subspace A (t,x) is modelled. If X are local generators for A as above, then the vector fields {X 1 , . . . , X k } are local linear generators for L(A). The next step is to define an "affine system" in A to be an assignment to each t,x) . This amounts to specifying the control set for the system. However, in order to focus on the geometry associated with an affine system and its linearization, it is assumed that A (t,x) = A (t,x) . This essentially means that the controls are unrestricted. Accepting a slight abuse of notation, a time-dependent affine subbundle A will be called a time-dependent affine system. A trajectory for A is then an LAC curve γ : I → M with the property that γ (t) ∈ A (t,γ(t)) . Note that the specification of an affine system does not provide a natural notion of a drift vector field and control vector fields. It can be seen that the basic properties like controllability can depend on the choice of a drift vector field. For the geometric development of the linearization, this is a non-issue since it is natural to assume the presence of a reference vector field, cf. the discussion of Section 1.1. To be formal about this, a reference vector field for an affine system A is an LIC
for all x ∈ M and almost every t ∈ R. 1. J ⊆ R is an interval for which 0 ∈ int(J); 2. σ is continuous;
The vector field V σ should be thought of as being the result of linearizing in the direction of the A-variation σ. Using the geometric constructions of Section 2.2, these vector fields along γ ref arise as trajectories for a time-dependent affine system on T M . Such a time-dependent affine subbundle
This is a time-dependent affine subbundle since it possesses local generators 
since σ s is a trajectory for A. Differentiating with respect to s at s = 0 gives
for almost every t, where v j (t) = ∂u j ∂s (0, t). Since σ 0 = γ ref it follows that u j (0, t) = 0, and so it follows that
noting that the corresponding infinitesimal variation is
The convexity of the set of variations of a given order (see [Bianchini and Stefani 1993] ) now ensures the existence of a variation for any trajectory Υ that covers γ ref .
3.2. Linearization about an equilibrium point. The above developments concerning linearization about a reference trajectory simplify significantly when dealing with an equilibrium point. Here the development looks a lot more like the standard non-geometric setup.
Let A be a time-dependent affine subbundle on M and let X ref :
Proof: This follows directly from the coordinate representation (2.2) for the tangent lift.
Thus the tangent lift is vertical-valued on T x 0 M . Since V vx 0 T M T x 0 M this means that the linearization is a time-dependent linear affine system on T x 0 M for which
Trajectories ξ : I → T x 0 M of the linearization then satisfy
for some measurable curve b :
. To make this look more like the usual notion of a time-varying linear system, for each t ∈ I let U be a finite-dimensional R-vector space and let B(t) ∈ L(U ; T x 0 M ) have the property that image(B(t)) = L(A) (t,x 0 ) . Then the equation governing trajectories become
for a measurable curve u : I → U . This then recovers the usual notion of a time-dependent linear system.
Linear controllability
In Section Recall that a trajectory for a time-dependent affine system A is an LAC curve γ : I → M such that γ (t) ∈ A (t,γ(t)) . The set of trajectories defined on [t 0 , t 1 ] is denoted by Traj(A, t 1 , t 0 ) and Traj(A, t 0 ) =
For x 0 ∈ M and t ≥ t 0 , the reachable set of A from x 0 is defined by
Similarly, a trajectory for the linearized time-dependent affine system
With these notions of the reachable sets, the controllability of each system is defined as follows. 
Recasting the standard results. In a step toward a geometric theory of Jacobian linearization, the standard setup of Brockett [1970] is recast on general R-vector spaces. In doing so, the extra structure available with Euclidean spaces, in particular the standard inner product, is removed. Let U and V be R-vector spaces with dim(U ) = m and dim(V ) = n. Let A : R → L(V ; V ) and B : R → L(U ; V ) be continuous and define a time-varying affine subbundle A (A,B) on V by
A trajectory ξ of A (A,B) satisfies
The solution to (4.1) satisfying ξ(t 0 ) = ξ 0 for t 0 ∈ I is given by,
where Φ(t, t 0 ) is the state transition matrix. That is, t → Φ(t, t 0 ) is the solution to the homogeneous system Φ (t, t 0 ) = A(t)Φ(t, t 0 ) with initial condition Φ(t 0 , t 0 ) = id V . The transition matrix then has the following properties:
The subbundle A (A,B) is controllable at t 0 if, for each ξ 0 , ξ 1 ∈ V , there exists a control u : [t 0 , t 1 ] → U which steers from ξ 0 at time t 0 to ξ 1 at time t 1 . In the standard case the controllability of a time-varying linear system is equivalent to the controllability Gramian,
having full rank for t > t 0 . This definition makes use of the standard inner product on
Inducing an inner product on U by a symmetric map R : I → L(U ; U * ) which is positive-definite for each t ∈ I yields a Gramian of the form
The derivation of (4.4) follows directly from the standard case in [Brockett 1970 ] and the time-varying affine subbundle A (A,B) is controllable at t 0 if and only if W (t 0 , t) is surjective for t > t 0 . Later, in Section 5.7, the quadratic cost in the LQR problem provides a natural choice of an inner product. The notion of a controllability Gramian does not make sense in the geometric framework of Section 3. There is no natural way to construct the analogue of W (t 0 , t) for the linearization of a reference vector field X ref along a reference trajectory γ ref since (4.4) is an integral of maps {t → B(t)} that depend on a choice of coordinates. Therefore, an alternative characterization of controllability that can be applied in the geometric setting is needed. The following result gives one such characterization.
4.2 Theorem: Let V , U , A, and B be as above. Then
Proof: For notational convenience define [Brockett 1970 ]. Since A, B, and u are continuous, there exists a sequence of partitions
Then v can be written as
A useful characterization of points in image(W (t 0 , t)) is provided by the next lemma.
Proof: By (4.2), the set of points reachable from 0 ∈ V in time t from t 0 is
Using the composition property of the transition matrix, apply Φ(t 0 , t) to any point in this set:
The lemma now follows by comparison with (4.3).
If the system can be steered from 0 to Φ(t, t 0 )v, this part of the theorem will follow from the lemma. Let µ j ∈ U have the property that B(t j )µ j = b t j j ∈ {1, . . . , k}. Now consider the distributional control u = k j=1 c j δ t j µ j , where δ t j is the delta-distribution with support {t j }. Applying this control, by (4.2), yields
(4.5)
Thus the distributional control u steers from 0 to Φ(t, t 0 )v, as desired. To show the distributional control u can be replaced with a sequence of piecewise continuous controls, consider the following lemma.
Lemma There exists a sequence of controls {u i } i∈N such that
Proof: For j ∈ {1, . . . , k} and i ∈ N define
otherwise. Now note that, using the Peano-Baker series,
Because A is continuous, all terms in the Peano-Baker series go to zero at least as fast as (
Thus only the first term remains in the limit, giving
The result now follows by taking u i = k j=1 u j,i . Let {u i } i∈N be a sequence of controls defined by the preceding lemma. For each i ∈ N,
by the first of the above lemmata. Therefore, the limit as i → ∞ is also in image(W (t 0 , t)). But, by (4.5),
giving the result.
Controllability of linearizations.
To provide a geometric characterization, using Theorem 4.2, of the reachable set for the linearization of a reference vector field X ref along a reference trajectory γ ref requires the following definition. For an LAC curve γ : I → M , a distribution along γ is a subset D ⊆ T M | image(γ) with the property that, for each t 0 ∈ I, there exists a neighbourhood J ⊆ I of t 0 and LAC vector fields ξ 1 , . . . , ξ k along γ|J such that D γ(t) = span R (ξ 1 (t), . . . , ξ k (t)) for each t ∈ J. Let t 0 ∈ int(I) and denote T = sup I, allowing that T = ∞. Let ( 
Proof: The first assertion follows since X T ref is a vector bundle mapping over X ref . The second part of the lemma is merely the definition of ξ X ref .
The lemma says that, if v(t) = T ρ(Υ(t)) for a trajectory Υ for A T ref , then we have
where b(t) ∈ image ρ(vlft(A (t,γ ref (t)) )) . Therefore, the equality of the sets (i) and (ii) follows from Theorem 4.2. From the definition of the set in (ii), the equivalence of (ii) and (iii) will follow if it can be shown that the notion of a distribution along γ 
(ii) if A is linearly controllable at t 0 along γ ref then it is controllable at t 0 along γ ref .
LQR and the Maximum Principle
In this section the main geometric structure for LQR theory is presented by characterizing solutions to the finite time LQR problem using the Maximum Principle as stated in Theorem 5.2. Although Theorem 5.2 is a new formulation of the Maximum Principle, the ideas required to prove it come for the existing formulations of the Maximum Principle. Thus, many of the technicalities follow from the standard versions of the Maximum Principle found in [Lee and Markus 1967] .
After providing the geometric versions of both the finite and infinite time LQR problems in Section 5.1, the bulk of this section builds the tools to prove Theorem 5.2 in Section 5.5. In Sections 5.2, 5.3, and 5.4, the variational and adjoint equations, needle variations, tangent cones, and, of course, the Hamiltonian are defined. Again, it is noted that the Hamiltonian presented in Section 5.4 will look "different" from the standard case but maintains the required maximization properties-see Lemmata 5.17 and 5.18-required to prove the Maximum Principle. In Section 5.6, the Maximum Principle is used to characterize solutions to the finite time LQR problem and the geometric version of the Riccati equation is given. In Section 5.7, solutions to the Riccati equation are shown to exist as the final time in the LQR problem tends to infinity. In arriving at this result, the geometric analogue of the minimum energy controller is defined. Finally, the trajectory corresponding to the solution of the Riccati equation, as the final time tends to infinity, is shown to be optimal in the sense of the infinite time LQR problem. 
To formulate an LQR problem for the linearization A T ref requires the following constructions. For a vector bundle π : E → B, we denote by Σ 2 (E) be the bundle of symmetric (0, 2)-tensors on B. To define the cost function along the reference trajectory, let Q be an LI section of Σ 2 (T M | image(γ ref ) ) with the property that Q(t) is positive-semidefinite for each t ∈ I. Also, let R be an LI section of Σ 2 (L(A)| image(γ ref ) ) with the property that R(t) is positive-definite for each t ∈ I. 
where F (t 1 ) is a symmetric positive-semidefinite (0, 2)-tensor on
(ii) (Infinite time, free endpoint problem) Find a vector field Υ :
and minimizes the cost
LetL : T M → R be a smooth map and define the fiber derivative as the map FL :
In the natural coordinates for T M and T * M , the local representative of the fibre derivative is given by
For a fixed section X of L(A), the restriction of the fiber derivative along γ ref applied to (5.1) yields F L(Υ(t)) = Q (t)Υ(t). Theorem 5.2, stated below, is used to characterize solutions to Problem 5.1(i) in Section 5.6. The infinite time problem, Problem 5.1(ii), is addressed in Section 5.7. The proof of Theorem 5.2 is found in Section 5.5 after building the necessary background in Sections 5.2, 5.3 and 5.4. Let ι(t) : 
where Υ * (t 0 ) = v γ ref (t 0 ) and Λ * (t 1 ) = F (t 1 )Υ(t 1 ).
The variational and adjoint equations.
In the standard theory of optimal control for non-linear controls systems on a manifold M , the variational equations are given by the linearization of the dynamics. A trajectory of the variational equations is interpreted as an infinitesimal variation arising from varying the initial conditions of a fixed trajectory on M . In the present geometric framework, the varying of initial conditions for a trajectory for A T ref corresponds to a variation in the fiber over γ ref at the initial time. In other words, the trajectories of the variational equation will be vertical. 
Definition: Let
where Ξ(t) is a vertical vector field along Υ(t).
The trajectories of the variational equations can be interpreted as infinitesimal variations in the following way. 
Σ(s, t) ∈ T T M is LAC.
For an A T ref -variation Σ of Υ, a vector field V Σ along Υ is defined by
As a consequence of property 5, the vector field V Σ (t) along Υ is vertical. In the natural coordinates (x, v, u, w) for T T M , V Σ (t) is given by Differentiating (5.3) in coordinates with respect to s at s = 0 yields
Proposition: Let
(i)⇒(ii) This follows by choosing Σ to be the
By making the natural identification of the fibers of the vertical subbundle of T T M with the fibers of the tangent bundle of M , it is possible to view trajectories of the variational equation as vector fields along γ ref . The end effect is that the curves t → Υ(t) ⊕ Ξ(t) in the Whitney sum T M ⊕ T M , a vector bundle over M , are used to formulate the optimal control problem. The refined variational definitions are as follows.
Definition: The variational equation for
where Ξ is a vector field along γ ref .
• Note that Definition 5.5 agrees with the statement "the linearization of a linear system is the original linear system." The upshot is that the adjoint equation will evolve on T M ⊕ T * M , which allows for the effect of the cost to be incorporated into the adjoint equations for the extended system; see Definition 5.10.
Definition: The adjoint equation for
where Λ is a covector field along γ ref .
The adjoint equations will play an important role in the statement and proof of the Maximum Principle. The relationship between the adjoint equations and variational equations is provided by Proposition 5.7.
Proposition: If the curve t → Υ(t) ⊕ Λ(t) (resp. t → Υ(t) ⊕ Ξ(t)) satisfies the adjoint equations (resp. variational equations), then the pairing Λ(t); Ξ(t) is constant along γ ref (i.e., Λ(t); Ξ(t) = Λ(t 0 ); Ξ(t 0 ) ).
Proof: This follows from a direct computation of d dt Λ(t); Ξ(t) using the coordinate versions of the adjoint and variational equations.
A geometric interpretation of the adjoint equations is that they describe the evolution of a hyperplane in T M along γ ref .
Corollary
satisfies the variation equation with Ξ(t 0 ) ∈ P t 0 } and that t → Υ(t) ⊕ Λ(t) is a solution of the adjoint equations with initial condition
Needle variations and tangent cones.
Roughly speaking the tangent cone is constructed by pushing forward needle variations. Its properties are instrumental in proving the Maximum Principle. The key property of the tangent cone is convexity. The main role of the tangent cone is to approximate the reachable set and it is interpreted as the set of "directions" from which a trajectory can start. In the case of a linear system, both the reachable set R(v γ ref (t 0 ) , t, t 0 ) and the tangent cone at time t are contained in the tangent space T γ ref (t) M . In fact, they are equal [Lee and Markus 1967] . However, since the proof of the Maximum Principle makes use of the extended system in Definition 5.9, which is not linear because of the cost being quadratic, this means that the general setup to construct the tangent cone is still required. To prove the Maximum Principle, it is advantageous to include the cost as a state variable by defining the extended system.
Definition:
The extended system, denoted byÂ T ref ⊆ T M × R, is defined by asking that a trajectoryΥ = (Υ, Υ 0 ) satisfies the differential equationṡ
(Υ(t), X(t)). •
The adjoint and variational equations can be obtained as before from the linearization of the extended system along a trajectory that projects to the reference trajectory. The effect of the cost enters the adjoint and variational equations using the fiber derivative of the Lagrangian.
Definition: (i) The extended variational equation is defined bẏ
(ii) The extended adjoint equation is defined bẏ
where Λ(t) is a covector field along γ ref .
• The first step toward constructing the tangent cone involves defining needle variations for the extended system, Definition 5.9. The motivation for using needle variations versus some other variety of variations is that the constructions involving needle variations are enough prove to the Maximum Principle.
Definition:
Let t 0 , t 1 ∈ R satisfy t 0 < t 1 . LetÂ T ref be an extended system with initial conditionsΥ(t 0 ) and X a section of L(A) along γ ref .
(i) Fixed interval needle variation data is a triple θ = (τ θ , θ , Z θ ), where
and (c) Z θ is a section of L(A).
(ii) The variation of X associated to the fixed interval needle variation data θ = (
(iii) Let t → Σ(X θ (s, t),Υ(t 0 ), t 0 , t) be the trajectory ofÂ T ref corresponding to X θ (s, ·) with the fixed interval needle variation data θ = (τ θ , θ , Z θ ). The fixed interval needle variation associated with X is defined by
and is a vertical curve in V T M × R which projects to γ ref .
The existence of the derivative in (5.5) is guaranteed when τ θ is a Lebesgue point [Lee and Markus 1967, §4 .1]. 
Definition
where i ∈ {1, . . . , n}.
• It is noted that almost every τ θ ∈ (t 0 , t 1 ] is a Lebesgue point. For the fixed interval needle variation data θ = (τ θ , θ , Z θ ), where τ θ is a Lebesgue point, the fixed interval needle variation v θ has the form,
(5.6) [Lee and Markus 1967, §4.1] . In light of (5.6), fixed interval needle variations will be considered as elements of L(A) × R. The set of fixed interval needle variations at Lebesgue points form a cone in L(A) × R. More precisely, if v θ is a fixed interval needle variation with data θ = (τ θ , θ , Z θ ) and λ ∈ R ≥0 , then λv θ is a fixed interval needle variation with data (τ θ , λ θ , Z θ ). Assigning the notation λθ = (τ θ , λ θ , Z θ ) implies the relation v λθ = λv θ . The above constructions are now extended to allow for multiple variations of X to contribute to corresponding fixed interval needle variations.
Definition:
Let t 0 , t 1 ∈ R satisfy t 0 < t 1 . LetÂ T ref be an extended system with initial conditionsΥ(t 0 ) and X a section of L(A).
(i) Fixed interval multi-needle variation data is a collection Θ = {θ 1 , . . . , θ k } of fixed interval needle variation data θ j = (τ j , j , Z j ), j ∈ {1, . . . , k}, such that the times τ 1 , . . . , τ k are distinct Lebesgue points. (ii) The variation of X associated to the fixed interval multi-needle variation data
where
,Υ(t 0 ), t 0 , ·) be the trajectory corresponding to X Θ (s, ·) with the fixed interval multi-needle variation data Θ = {θ 1 , . . . , θ k }. The fixed interval multineedle variation associated with X is defined by
and projects to γ ref .
• If τ j < t, j ∈ {1, . . . , k}, associated with the fixed interval multi-needle variation data Θ = {θ 1 , . . . , θ k }, then v θ exists and is given by
where v θ j is the fixed interval needle variation for θ j and where Φ τ j ,t is the flow, from τ j to t, of the linear part of the extended variational equation, Definition 5.10(i), with fixed section X(t), [Lee and Markus 1967, §4.1] . That is, Φ τ j ,t is the flow corresponding tȯ
L(Υ(t))Ξ(t).
If Θ = {θ 1 , . . . , θ k } is fixed interval multi-needle variation data and if λ = {λ 1 , . . . , λ k }, λ j ∈ R ≥0 , then denote λΘ = {λ 1 θ 1 , . . . , λ k θ k }. With this notation, a coned convex combination of fixed interval multi-needle variations takes the form
Finally we define fixed interval tangent cones for the extended system.
5.14 Definition: Let t 0 , t 1 ∈ R satisfy t 0 < t 1 . LetÂ T ref be an extended system with initial conditionsΥ(t 0 ) and X a section of L(A). For t ∈ [t 0 , t 1 ] define the fixed interval tangent cone at t, denoted by K(X,Υ(t 0 ), t 0 , t), as the closure of the coned convex hull of the set {Φ τ,t v | v is a fixed interval needle variation at a Lebesgue point τ }.
The next lemma tells us that points in the interior of the fixed interval tangent cone are in the reachable set.
Lemma: ([Lee and Markus 1967, §4.1, Lemma 2])
Let t 0 , t 1 ∈ R satisfy t 0 < t 1 . LetÂ T ref be an extended system with initial conditionsΥ(t 0 ) and X a section of L(A). 
is the dual of the inclusion map. 
(ii) The maximum Hamiltonian is the function
(iii) The extended Hamiltonian is the function
(iv) The extended maximum Hamiltonian is the function
The following lemmata provide a relationship between the Hamiltonian and the tangent cones of Section 5.3. It is interesting to note that these maximization statements only involve properties of tangent cones and do not rely on the optimal control problem data and, although they are stated for the extended system, they hold for general non-linear systems. Let t 0 , t 1 ∈ R satisfy t 0 < t 1 and let
Lemma: (Hamiltonian maximization property) Let
(Υ(t) ⊕Λ(t),X(t)) ∈ ((T M × R) ⊕ (T * M × R)) × L(A). Then HÂ T ref (Υ(t) ⊕Λ(t),X(t)) = H max A T ref (Υ(t) ⊕Λ(t)) if and only if, (ι * (t)Λ(t), Λ 0 (t)); v(t) ≤ 0, where v(t) ∈ {(X(t) −X(t), L(Υ(t), X(t) −X(t))) | X(t) ∈ L(A) t,γ ref (t) }. Proof: Let X be a section of L(A) along γ ref . Then H A T ref (Υ(t) ⊕Λ(t),X(t)) = H max A T ref (Υ(t) ⊕Λ(t)) ⇐⇒ HÂ T ref (Υ(t) ⊕Λ(t),X(t)) ≥ HÂ T ref (Υ(t) ⊕Λ(t), X(t)), ⇐⇒ HÂ T ref (Υ(t) ⊕Λ(t),X(t)) − HÂ T ref (Υ(t) ⊕Λ(t), X(t)) ≥ 0 ⇐⇒ ι * (t)Λ(t); X(t) −X(t) + Λ 0 (t)L(Υ(t), X(t) −X(t)) ≤ 0 ⇐⇒ (ι * (t)Λ(t), Λ 0 (t)); v(t) ≤ 0, where v(t) ∈ {(X(t) −X(t), L(Υ(t), X(t) −X(t))) | X(t) ∈ L(A) t,γ ref (t) }.
Lemma: (Hamiltonian maximization and the fixed interval tangent cone)
Let A be an affine system with linearization
Let t →Υ(t) ⊕Λ(t) be a solution to the extended adjoint equation forÂ T ref along γ ref with the above property at time τ . Then, for almost every t ∈ [t 0 , τ ],
. Then, by definition of the fixed interval tangent cone,
Now use the definition of the adjoint equations to obtain
Since this holds for every χ t ∈ L(A) t,γ ref (t) , the lemma follows from Lemma 5.17. 
Proof: Let (Υ * , X * ) be an optimal trajectory for Problem 5.1(i). The proof relies on the construction of a hyperplane which is used to define the final condition for the extended adjoint equations.
Proof: At each time t ∈ [t 0 , t 1 ] the reachable set at time t for the extended system is contained in T γ ref (t) M × R, as is the fixed interval tangent cone. To prove the lemma, the important non-trivial fact that the fixed interval tangent cone is contained in the reachable set is utilized, Lemma 5.15. Suppose that (0
whose final cost are lower than Υ 0 * (t 1 ) which contradicts the hypothesis that (Υ * , X * ) is optimal.
Since K(X * ,Υ(t 0 ), t 0 , t 1 ) is convex and (0 γ [Lee and Markus 1967] . LetΛ * (t 1 ) ∈ ann(P (t 1 )) and note that
The first expression implies that Λ 0 * (t 1 ) ≤ 0. LetΛ * be the adjoint response with final conditionΛ * (t 1 ) which implies that Λ 0 * (t) is also constant. If Λ 0 * = 0 then, without loss of generality, set Λ 0 * = −1 by redefiningΛ * as −(Λ 0 * ) −1Λ * . The linearity of the adjoint equation and a non-zero initial condition implies thatΛ
. The next step is to prove by contradiction, using the controllability assumption, that Λ 0 * = 0. Suppose that Λ 0 * = 0. Then (Λ * , 0) satisfies the adjoint equations:
where Λ(t) is a covector field along γ ref . The Hamiltonian for the extended system becomes
The function HÂ T ref ,0L is a linear function of X * and is maximized if ι * (t)Λ * (t) = 0. Thus
The controllability hypothesis then implies that Λ * (t) = 0 γ ref (t) for all t > t 0 . Since Λ * (t) satisfies the linear differential equatioṅ
, which contradicts the non-triviality condition that either Λ 0
is a quadratic function of X and R(t) is positive-definite, the Hamiltonian is maximized if ι * (t)Λ * (t) + Λ 0 * R (t)X * (t) = 0. The above equation can be solved for the optimal control in terms of the costate variable to obtain
The proof now follows from the form of the extended adjoint equations.
5.6. Characterizing the finite time LQR problem. The next theorem characterizes solutions to Problem 5.1(i) using Theorem 5.2 and introduces the geometric version of the differential Riccati equation.
Theorem:
The following are equivalent:
for each t ∈ [t 0 , t 1 ]; (ii) there exists a solution to Problem 5.1(i); (iii) the pair (Υ(t), Λ(t)) satisfẏ
over the interval [t 0 , t 1 ] and add the result to the cost to obtain
Now in local coordinates-for brevity the time dependence is no longer indicated-the right hand side is 1 2
Using the hypothesis, the cost becomes
and the cost is then minimized by choosing a trajectory Υ such that (i) the pair (Υ, Λ) satisfẏ
where K 1 is invertible, K 1 (t 1 ) = id T M , and K 2 (t 1 ) = F (t 1 ).
Then (i)⇒(ii).
Proof: Note that F L(Υ(t)) = Q (t)Υ(t). Assuming (i), let (Υ, Λ) be the pair satisfying
and similarly
show that (Υ(t),Λ(t)) and (Υ(t), Λ(t)) satisfy the same differential equation. Since K 1 (t 1 ) = id T M , and K 2 (t 1 ) = F (t 1 ), it follows that (Υ(t 1 ),Λ(t 1 )) = (Υ(t 1 ), F (t 1 )Υ(t 1 )), and the lemma follows by the uniqueness of solutions to differential equations.
It is now shown that, given any
If (Υ, Λ) satisfy (iii) and K 1 (t) is invertible for all t ∈ [t 0 , t 1 ], then by the lemma the following linear relationship holds:
1 (t) satisfies the Riccati equation in statement (i), it is first observed that K(t 1 ) = F (t 1 ) by construction. Using the linear relationship Λ(t) = K(t)Υ(t), the costate equation is
In coordinates the above equation becomeṡ
Again, using the linear relationship of state and costate implies thaṫ
5.20 Remark: The coordinate expressioṅ
recovers the standard Riccati equatioṅ
• 5.7. Infinite time LQR problems. In this section the solution to Problem 5.1(ii) is constructed by extending the ideas of Theorem 5.19 to the infinite time case. This will require various uniformity bounds on the problem data and ensuring the existence of solutions to the Riccati equation as the final time tends to infinity. The idea is to construct the analogue of the minimum energy controller in the present geometric framework. We quickly recall from [Brockett 1970 ] the development of this controller. We suppose that we have a controllable time-varying linear system (A, B) . Given an initial state x 0 ∈ R n and t 0 , t 1 ∈ R satisfying t 0 < t 1 , we seek a control u : I → R m that steers x 0 to the origin at time t 1 while minimizing the energy
One can show that the control is given by
where η satisfies W (t 0 , t 1 )η = x 0 . The trajectory corresponding to this control is
To develop our analogue to this minimum energy control law, define
The differential equation (5.12) should be thought of as the geometric analogue of the formula
for the derivative of the standard controllability Gramian (4.3). The rule for differentiating with respect to second parameter is provided by the following lemma.
Lemma
To complete the proof it is shown that Φ
,τ also satisfies the differential equation (5.13). Applying the "backward differentiation lemma" [Abraham, Marsden, and Ratiu 1988] 
which in coordinates becomes
providing the desired result.
The next lemma plays a central role in the rest of the proof.
Lemma: If
, linear in v 0 , such that, for the resulting trajectory Υ 1 ∈ Traj(A T ref , t 1 , t 0 ) and time t 2 (v 0 , t 0 ) ≤ t 1 , the following hold:
Proof: In line with the standard minimum energy controller [Brockett 1970 ], define a vector field along γ ref by 14) where Υ(t 0 ) = v 0 . The lemma will follow if (5.14) is a trajectory of A T ref .
We claim, this is the trajectory prescribed by the following section of L(A):
, as defined in (5.14), is a trajectory, then Υ(τ ) must satisfy
The limit in (5.16) exists because it is a bounded non-deceasing function of t 1 . The polarization identity,
(ii) Let t ∈ [t 0 , t 1 ] and let K t 1 (t) be a solution to the Riccati equation with final condition K t 1 (t 1 ) = 0. By part (i) of the proofK (t) = lim
exists. Now suppose, for t ∈ [t 0 , τ 1 ], τ 1 ≤ t 1 , that P τ 1 (t) is a solution to the Riccati equation with final condition P τ 1 (τ 1 ) = K t 1 (τ 1 ). Then, the continuity of solutions to differential equations implies that P τ 1 (t) = K t 1 (t) for t ≤ τ 1 ≤ t 1 . Thus, it follows that
with final conditionK(τ 1 ) = P τ 1 (τ 1 ).
Theorem:
The trajectory corresponding to the section of L(A) defined by
is optimal in the sense of Problem 5.1(ii).
Proof: LetJ(Υ(t 0 ), t 0 , t 1 ) be the cost associated with (5.17) on the interval [t 0 , t 1 ].
Lemma The trajectory Υ(t) corresponding to (5.17) has the associated cost
Proof: Let J(Υ(t 0 ), t 0 , t 1 ) be the optimal cost. By Proposition 5.23, for > 0 there exists T > t 0 such that
for all t 1 ≥ T . On the other hand,K(t) is a solution to the Riccati equation and thus, by Theorem 5.19,
Now, by contradiction,J(Υ(t 0 ), t 0 , ∞) is proved to be the optimal cost. By assumption J(Υ(t 0 ), t 0 , ∞) ≤J(Υ(t 0 ), t 0 , ∞) and, if the inequality is strict, then there exist a positive constant C such that
To obtain a contradiction, choose a section of L(A) whose cost J 1 (Υ(t 0 ), t 0 , ∞) has the property that
which contradicts the fact that J(Υ(t 0 ), t 0 , t 1 ) is the optimal cost.
Stability and Stabilization
In this section, stability and stabilization by LQR methods of the linearization are addressed to complete the geometric picture of LQR theory. In Section 6.1, the stability definitions for a fixed reference vector field X ref and for linear vector fields over X ref are defined by using a metric on M and a metric on the fibres of T M over image(γ ref ), respectively. Such metrics are naturally induced by choosing a Riemannian metric G on M . Note that, unless the state manifold is compact, these stability definitions depend on the choice of metric. In Section 6.2, Lyapunov's direct method for linear vector fields on tangent bundles is introduced. In Section 6.3, after making geometric sense of the terms "linear state-feedback" and "closed-loop system," it is proved that the linearization of an affine system is uniformly asymptotically stabilized using the linear state-feedback provided by the infinite time LQR problem. 
(ii) locally uniformly d G -stable if, for each > 0, there exists δ > 0 such that
(iii) locally asymptotically d G -stable if it is locally d G -stable and if, for each t 0 ∈ I and > 0, there exists δ, T > 0 such that
6.3 Example: To illustrate how stability along a non-compact reference trajectory depends on the choice metric, we take M = R + and denote by x the standard coordinate for M and by (x, v) the natural coordinates for T M . We take X = x ∂ ∂x so that
We take the reference trajectory γ ref : R → M given by γ ref (t) = e t . An integral curve of X T over this reference trajectory with initial condition (1, v 0 ) at t = 0 has the form
On M we consider the family of Riemannian metrics
where λ ∈ R. We have Φ
We see, therefore, that X T is 1. G λ -stable over X with respect to γ ref if λ = 0, 2. uniformly exponentially G λ -stable if λ < 0, and
• The above definitions, being for linear vector fields, hold both at a global and local level and are analogous with the standard stability definitions for linear time-varying ordinary differential equations. The following diagram provides the correspondence between each type of stability:
The implications given by transitivity of "if-then" are left off for the sake of clarity. The only non-trivial implication is U AS =⇒ U ES, and we show this in Proposition 6.4 below. In the statement of the result, let Y be a linear vector field over (ii) Y is uniformly exponentially G-stable with respect to γ ref ;
(iii) there exists constants c 1 , c 2 > 0 such that |||Φ Y t 0 ,t ||| G ≤ c 1 exp(−c 2 (t − t 0 )).
Proof: (i)⇒(ii) Since the system is uniformly G-stable, there exists c > 0 such that
candidate is defined by a quadratic form. In turn its derivative along trajectories of the linear system is also a quadratic form. The geometric definition that is provided here is analogous. A Lyapunov candidate V for Y is a symmetric (0, 2)-tensor field along γ ref such that, for each t ≥ t 0 , V (t) is positive-definite. The derivative of V along an integral curve Υ of Y is given by
For notational convenience, define a symmetric quadratic form
. By choosing the natural coordinates for the tangent bundle, a linear vector field Y over X has the form
Then (6.1) as a coordinate expression becomes To obtain uniform asymptotic stability, various uniformity bounds on the problem data are required and, as in Kalman [1960] , the class of linear systems is restricted to those that are uniformly controllable. In the classical approach, Kalman [1960] proves this using the optimal cost associate with the infinite time LQR problem as a Lyapunov function. The approach here is analogous. The cost data Q and R in the statement of Theorem 6.7 are defined as in Section 5.1. That is, let Q be an LI section of Σ 2 (T M | image(γ ref ) ) with the property that Q(t) is positivesemidefinite for each t ∈ I. Also, let R be an LI section of Σ 2 (L(A)| image(γ ref ) ) with the property that R(t) is positive-definite for each t ∈ I.
where η ∈ T * γ ref (t 0 ) M satisfies W (t 0 , t 2 )η = Υ(t 0 ). First consider an upper bound on the trajectory given the following computation: = − Q (t)Υ(t); Υ(t) − K (t)Υ(t); ι(t)R (t)ι * (t)K (t)Υ(t) , is negative as required.
Discussion and future work
In this paper a geometric understanding of Jacobian linearization along a non-trivial reference trajectory and LQR theory is given for affine systems on a differentiable manifold M . The basis of this geometric formulation involved embedding the reference trajectory •
In the standard case, this is of course well known and follows from Lyapunov's second method. The required Lyapunov function to show uniform exponential stability, in fact, is the same function used to guarantee the uniform asymptotic stability of the linearization [Vidyasagar 1993 ]. For a time-varying linear system that is uniformly asymptoticly stable, such a Lyapunov function is defined by
where M : I → L(R n ; R n ) is bounded and symmetric for each t ∈ I [Brockett 1970 ]. To answer Question 7.1 in a geometric context requires first making sense of (7.1). Then, the next hurdle is to "transfer" a Lyapunov function for the linear vector field on T M to Lyapunov function for X ref on M . If X ref is not stable with respect to some choice of metric, then perhaps it is possible to stabilize it under feedback. In Section 6.3 the linearization A T ref of an affine system A along a non-trivial reference trajectory γ ref was uniformly asymptotically stabilized using a linear state-feedback obtained from solving an infinite time LQR problem. In the setting of Section 1.1, a stabilizing linear state-feedback would be then implemented to locally uniformly exponentially stabilize the non-linear system along the reference trajectory. This is easily done in the standard setup since the state space is naturally identified with each tangent space. From a geometric point of view this raises the following question.
Question:
For a linear state-feedback F : I → L(T M ; L(A)) which uniformly asymptotically stabilizes the linearization A T ref , how can F be implemented with the affine system A? And once a method of implementation is understood, is it ensured that the affine system A is locally uniformly exponentially stabilized along the reference trajectory?
The feedback implementation problem amounts to interpreting geometrically the process of choosing coordinates on a neighbourhood of the reference trajectory. In the classical case, this is carried out by Vidyasagar [1993] . The geometrization of this classical approach is a subject of future work.
