The scientific significance of building a prediction model is epidemic warning. It can be seen from figure 1 that the monthly incidence of HFRS had an obviously increase in 2013 and then decrease. Nevertheless, we also found that the incidence in 2018 was higher than 2014 to 2017. Thus we thought an outbreak should be alarmed. As wrote at line 86-76, lines 89-90 and lines 254-259, one of the function was forecasting disease development and early warning. In this study, we built and compared three models with known data and found the hybrid model was best. Then this model could be used to forecast unknown incidence. With time going by, we can compare the actual data with predicted data, if the actual data higher than the upper limit of 95% confidence interval of predicted data, an outbreak should be alarmed. Generally, the only factor we used in building model was time, we can not know other influence factors so no target intervention could be offered by prediction model. In summary, predictive models can remind the health department when should they take targeted intervention, but how should they intervene is the limitation of prediction model nowadays. We hope there will be a day that predictive model can tell us how to do more targeted. Q2: Is the established prediction model sufficient to be verified only with data from January to May 2018? Can the model be established with 5-year data and verified with data after 2016?
A: The number of data used for ARIMA model building and verification are determined by researchers' personal experience or refer to some other researches. ARIMA model is commonly used in infectious diseases prediction and generally three to ten values are used to test model's forecasting performance.
Here we tried to build a single ARIMA model, a basic GRNN model and a hybrid ARMA-GRNN model whose fitting performance was tested by data from January 2011 to December 2015 and forecasting performance was tested by data from January 2016 to May 2018. The best ARIMA model was ARIMA(1,1,1)(1,1,0)12 and the smoothing factors of basic GRNN model and hybrid model were 0.063 and 0.052 respectively. The performances of these models are showed in the table below. From this table, we can find that the fitting performance of ARIMA model is the best while hybrid ARIMA-GRNN model is best in forecasting. These results are same with the results of our original study. However, the MAPE, MAE and RMSE of these three new models were higher than models in our manuscript. Thus we can draw a conclusion that hybrid mode is best in predicting HFRS incidence in China and model built by new data has higher accuracy.
Most of time series prediction models are time-efficient, which means continually update is the key point to maintain model's accuracy. Generally, the number of data used for forecasting performance verification should less than one cycle, which means less than 12 data is appropriate to test model's forecasting performance in this study. According to the authors' personal experience and refer to other study, we decided five data to verify our models. Besides, since the only influence factor involved in prediction model is time, the forecast length should be short and we assume that the change of social factors, seasonal factors and other factors which could influence the incidence of HFRS are constant during this short-predicted term, so that the accuracy of model is credible. If we verified our models with data after 2016, we can't assume the influence factors are stable during this long term, thus the results might not that reasonable.
We revised the manuscript according to your advice and made an explanation about the data selection in fitting and forecasting part. These revisions can be found at lines 120-122. We also added the table which I listed above as a supporting information named S1 and made an interpretation at lines 266-269.
Q3: The monthly incidence in this article needs to be defined. Should it be monthly reported cases?
A: Thank you for your correction. The monthly incidence of HFRS in this article were monthly reported values. The data was reported by National Health Commission of the People's Republic of China (Ministry of Health). All people who was infected must be reported to National Health Commission through the Infectious Disease Surveillance System. Thus the incidence in this manuscript was total incidence of mainland China.
We revised the manuscript and defined the monthly incidence as reported data in Abstract and Data Sources sections. These revisions can be found at lines 40-41 and lines 116-119. Besides, we also discussed the difference between the reported incidence and actual data in Strengths and Limitations section, which can be found at lines 65-67.
Q1: Numerous models are applicable for prediction, authors should restrict the title of the paper; A: Thank you for your correction, we revised the title of this manuscript to make sure it includes the research question, study design and setting. This revision can be found at lines 1-3. Q2: Spatial confounding is unavoidable when applying global models to a huge region with spatial stratified heterogeneity (SSH). SSH should be tested and its impact on a global model should be assessed. A relative simple solution to SSH is to find SSH of population, then apply models in strata separately.
A: Thank you for your kindly reminder, spatial confounding is crucial in building a prediction model, especially for disease that has obviously spatial distribution characteristics such as HFRS. However, some limitations of our study make it difficult to deal with spatial confounding, the main two limitations are listed below.
Firstly, the characteristics of time series prediction model. Many models such as autoregressive integrated moving average model (ARIMA), grey model (GM), generalized regression neural network model (GRNN) and Markov chain, these models only focus on diseases incidence change over time, even many influence factors were proved play a key role in disease development. The principle of prediction model is filtering out the high-frequency noise in the data, detecting local trends based on linear or non-linear dependence and forecasting the develop trends. In other words, the model could learn the internal regularity without the help of other influence factors. This characteristic makes it easy and common to be used in infectious disease prediction. On the contrary, other statistical models such as linear regression care much about the risk factors and almost all influence factors should be considered when building a forecast model. In summary, sine no influence factor or confounding was involved in this study except time, we may have difficult in deal with spatial confounding in this manuscript.
Secondly, the characteristics of data. Data in this manuscript was collected from national notifiable disease report announced by National Health Commission of the People's Republic of China (Ministry of Health). All cases of HFRS around the mainland China were reported to National Health Commission through the Infectious Disease Surveillance System. However, we can't acquire the HFRS incidence of each province even we want to explore the models' performances in 31 provinces in mainland China. This is one of the limitations of our research and we are trying to get the relevant data and explore the spatial distribution characteristics and its effects on HFRS incidence.
We revised our manuscript and made an interpretation about this limitation and how spatial confounding should be noticed, this revision can be found at lines 270-274.
Q3: Test the SSH in months, where "spatial" could be in mathematical meaning, e.g. geospace, time, attribute. It will be interesting to compare your results with the time series in years giving a month.
A: Thank you for such a good idea and we will try our best to acquire more information about HFRS incidence such as incidence of different region or meteorological data at the meantime. Then a more considerate statistical model will be established which involves most of influence factors. In a manuscript that we are working on, we are going to use some statistical methods to explore the difference of HFRS incidence in different regions. Thank you for your idea and we will add SSH test in that work and comparing the results with this study.
Q4: Could explanatory variables improve the prediction?
A: In this study, only time and HFRS incidence were adopted to build three prediction models and the forecast progress was proceed by model self-learning. High accuracy of prediction can be maintained by continually update of data. Most recent data is adopted and the oldest data is excluded to build another model and keep the model's performance, which is called as metabolism model. In this study, the only explanatory variable is time, which seems has little causal relation with HFRS incidence. Even models in this study have advantage in infectious diseases prediction, the biggest limitation is these models can not offer any explanatory for HFRS control or model improvement. This is an important problem which some researchers are trying to solve.
In summary, the way to improve the prediction is data update. We have revised our manuscript and illustrated the way to improve the prediction at lines 68-69 and lines 265-266.
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Response to reviewer #1:
Q1: This manuscript conducted a comparison between a hybrid model and two single models in forecasting the monthly incidence of HFRS in China. The results showed that the hybrid ARIMA-GRNN model was better than other models in forecasting monthly incidence of HFRS.
A: Thank you for your review and comments.
Q1: The authors actually didn't correctly understand the statistic problem encountered in their study and didn't take serious effort to solve the problem, although they wrote lengthy responses. For a spatial stratified heterogeneous (SSH) population, global models driven by data usually would be confounded. A relatively simple solution to avoid the problem is to test and find SSH then apply the models in strata.
A: Thank you for your correction, we tested the SSH by GeoDetecor and the results showed a q statistic with 0.776 and a p value with 0.000, the SSH was significant. Thus we partitioned the original time series by month and 12 new series were established. We tried to build the models with new series and we developed 5 new GRNN models by five small time series and forecasted. These forecasted values were compared with values forecasted by original GRNN model and the results showed that the revised model had better performance in HFRS incidence forecasting. We revised our manuscript and these changes can be found in lines 44-46, lines 75-77, lines 169-175, lines 237-251 and Table 2 .
However, since the sample size of each new series was 7, which is not enough to build an ARIMA model. Generally, 30 or more data were required to build an ARIMA model, thus basic ARIMA model and hybrid ARIMA-GRNN model couldn't be developed by these new series. GRNN model required less about sample size so it was revised. The results indicated that SSH was a confounder and should be relieved in time series prediction. According to these results, we discussed the lack of sample in Limitation section and we inferred that revised ARIMA model and hybrid model would be better than existed models. These revisions were showed in lines 299-309 and lines 313-317.
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