Abstract. In this paper, by applying the method of coincidence degree, M-matrix theory and constructing some suitable Lyapunov functional, some sufficient conditions are established for the existence and global exponential stability of periodic solutions for a kind of impulsive fuzzy cellular neural networks with mixed delays on time scales. Without assuming the boundedness of the activation functions fj, gj, these results are less restrictive than those given in the earlier references. Moreover an example is given to illustrate our results.
Introduction
Cellular neural networks (CNNs) which was first introduced by Chua and Yang in [11, 12] . The dynamical behaviors of CNNs with delays (DCNNs) have received much attention due to their potential applications in associated memory, parallel computing, pattern recognition, signal processing and optimization problems (see, for example, [8, 9, 10, 14, 15, 19, 26, 31] ). When a neural circuit is employed as associated memory, the existence of many equilibrium points for neural networks is a necessary feature. However, in applications to solve optimization problems, the networks must possess a unique and globally stable equilibrium point for every input vector. Due to the finite speed of information processing, the existence of time delays frequently causes oscillation, divergence, or instability in neural networks. Therefore, the study of stability of neural networks with delays is required practically. The problem of the stability of the cellular neural networks with delays has been extensively studied by numerous scholars (see [8, 9, 10, 11, 12, 14, 15, 19, 26, 31] ).
On the other hand, most neural networks can be classified as either continuous or discrete. Therefore most of the investigations focused on the continuous or discrete systems, respectively. However, there are many realworld systems and neural processes that behave in piecewise continuous style interlaced with instantaneous and abrupt change (impulses). Motivated by this fact, several new neural networks with impulses have been recently proposed and studied (see [18, 20] ). The theory of calculus on time scale (see [5, 6] and the references cited therein) was initiated by S. Hilger in 1988 in order to unify continuous and discrete analysis, and it has a tremendous potential for application and has recently received much attention. In fact, both continuous and discrete systems are very important in implementation and applications. But it is troublesome to study the existence and stability of periodic solutions for continuous and discrete system respectively. Therefore, it is meaningful to study that on time scale which can unify continuous and discrete situations (see [18, 21] ).
Fuzzy logic theory has shown to be an appealing and an efficient approach to deal with the analysis and synthesis problems for complex nonlinear systems. Among various kinds of fuzzy methods, Takagi-Sugeno (T-S) fuzzy models provide a successful method to describe certain complex nonlinear systems using some local linear subsystems (see [24] ). These models are based on using a set of fuzzy rules to describe nonlinear systems in terms of a set of local linear models that are smoothly connected by fuzzy membership functions. Recently, some stability problems for T-S fuzzy neural networks have been investigated (see [1, 2, 3] ). The author in [3] investigated the design of the state estimator of delayed fuzzy Hopfield neural networks and proposed a delay-dependent condition such that the error system is asymptotically stable. In [2] , the passivity approach is used to derive a learning law to guarantee that T-S fuzzy delayed Hopfield neural networks are passive and asymptotically stable.
Fuzzy cellular neural networks (FCNNs) introduced by Yang and Yang [27, 28] is another type cellular neural networks model, which combined fuzzy operation (fuzzy AND and fuzzy OR) with cellular neural networks. It is worth noting that FCNNs are different from T-S fuzzy neural networks. FCNNs included both fuzzy operation and summation operation. T-S fuzzy neural networks are based a set of fuzzy rules to describe nonlinear system. Recently researchers have found that FCNNs are useful in image processing, and some results have been reported on stability and periodicity of FCNNs [13, 29, 30] . However, few researchers investigated the existence and stability of periodic solutions of impulsive fuzzy cellular neural networks with delays on time scales. In this paper, we consider the following model
. . , n, where T is an ω-periodic time scale which has the subspace topology inherited from the standard topology on R.
, n corresponds to the number of units in a neural network, x i (t) is the activations of the i-th neuron at the time t, a i (t) represents the amplification function, d ij (t) is the elements of delayed feedback which represents the strengthen of the neuron interconnection within the network with bounded delay parameter τ ij (t). Time delay τ ij (t) ≥ 0 and is an ω-periodic function, α ij (t), β ij (t) are elements of fuzzy feedback MIN template and fuzzy feedback MAX template, respectively; ∧ and ∨ denote the fuzzy AND and fuzzy OR operation, respectively; E i (t) denotes the i-th component of an external input source introduced from outside the network to the cell i. f j (·) and g j (·) are the activation functions. t − τ ij (t) ∈ (−∞, 0] T and t − θ ∈ [0, ∞) T , k ij (·) are the delayed kernels of fuzzy feedback MIN template and fuzzy feedback MAX template.
. . , n) represent the right and left limit of x i (t k ) in the sense of time scales. {t k } is a sequence of real numbers such that t 1 < t 2 < . . . and lim k→+∞ t k = +∞. There exists a positive integer q such that
Without loss of generality, we also assume
For the sake of convenience, we introduce some notations
where f is an ω-periodic function, and
And we can choose constants E and τ such that
Throughout this paper, we make the following assumptions:
(A2) For i, j = 1, . . . , n, the delay kernels k ij (·) : [0, ∞) T → R + are real-valued piecewise continuous, and there exists a positive constant K such that
(A4) I ik (·) ∈ C(R, R) and there exist positive constants ρ ik such that
Our purpose of this paper is by applying the continuation theorem of coincidence degree theory and constructing some suitable Lyapunov functions to study the existence and global exponential stability of periodic solutions of system (1.1). To the best of our knowledge,this paper is the first paper to study the stability and existence of periodic solutions of (1.1).
This paper is organized as follows. In Section 2, we introduce some definitions and lemmas. In Section 3, by applying the theory of coincidence degree, we establish sufficient conditions for the existence of the periodic solutions of system (1.1). In Section 4, by constructing suitable Lyapunov functional, we shall derive sufficient conditions for the global exponential stability of periodic solutions of system (1.1). An example is given to demonstrate the effectiveness of our results in Section 5, and finally conclusions are presented in Section 6.
Preliminaries
In this section, we shall first recall some basic definitions, lemmas which are used in what follows.
Let T be a nonempty closed subset (time scale) of R. The forward and backward jump operators σ, ρ : T → T and the graininess µ :
A point t ∈ T is called left-dense if t > inf T and ρ(t) = t, left-scattered if ρ(t) < t, right-dense if t < sup T and σ(t) = t, and right-scattered if
Let ω ∈ R + , T is an ω-periodic time scale if T is a nonempty closed subset R such that t + ω ∈ T and µ(t + ω) = µ(t) whenever t ∈ T.
A function f : T → R is right-dense continuous provided it is continuous at right-dense point in T and its left-side limits exist at left-dense points in T. If f is continuous at each right-dense point and each left-dense point, then f is said to be a continuous function on T. The set of continuous functions f : T → R will be denoted by C(T).
For y : T → R and t ∈ T k , we define the delta derivative of y(t), y ∆ (t), to be the number (if it exists) with the property that for given ε > 0, there exists a neighborhood
and y is delta differentiable at t, then y is continuous at t. Let y be rightdense continuous. If Y ∆ (t) = y(t), then we define the delta integral by
Definition 2.1 ([17]
). If a ∈ T, sup T = R, and f is rd-continuous on [a, ∞), then we define the improper integral by
provided this limit exists, and we say that the improper integral converges in this case. If this limit does not exist, then we say that the improper integral diverges.
Definition 2.2 ([16]). For each
t ∈ T, let N be a neighborhood of t, then, for V ∈ C rd [T × R n , R + ). Define D + V ∆ (t, x(t)) to mean that, given ε > 0, there exists a right neighborhood N ε ⊂ N of t such that V (σ(t), x(σ(t))) − V (s, x(σ(t))) − µ(t, s)f (t, x(t)) µ(t, s) < D + V ∆ (t, x(t)) + ε, for each s ∈ N ε ,
s > t, where µ(t, s) = σ(t) − s. If t is rd and V (t, x(t)) is continuous at t, this reduces to
D + V ∆ (t, x(t)) = V (σ(t), x(σ(t))) − V (t, x(σ(t))) σ(t) − t .
Definition 2.3 ([4]
). Let T ̸ = R be a periodic time scale with periodic p. We say that the function f : T → R is ω periodic if there exists a natural number n such that ω = np, f (t + ω) = f (t) for all t ∈ T and ω is the least number such that f (t + ω) = f (t). If T = R, we say that f is ω > 0 periodic if ω is is the least positive number such that f (t + ω) = f (t) for all t ∈ T.
If r is regressive function, then the generalized exponential function e r is defined by
with the cylinder transformation
Let p, q : T → R be two regressive functions, we define
Lemma 2.1 ([5]). Let p, q be regressive functions on T, then:
(i) e 0 (t, s) = 1 and e p (t, t) = 1;
Lemma 2.4 ([25]). Let a, b ∈ T, for rd-continuous functions
f, g : [a, b] T → R, we have ∫ b a |f (t)||g(t)|∆t ≤ (∫ b a |f (t)| 2 ∆t ) 1/2 (∫ b a |g(t)| 2 ∆t ) 1/2 .
Lemma 2.5 ([25]). Let T be an ω-periodic time scale, then σ(t
+ ω) = σ(t) + ω, for all t ∈ T.
Lemma 2.6 ([25]). Let f be a continuous function on
[a, b] T which is ∆-differentiable on [a, b) T , then there exist ξ, τ ∈ [a, b) T such that f ∆ (ξ)(b − a) ≤ f (b) − f (a) ≤ f ∆ (τ )(b − a).
Lemma 2.7 ([27])
. Suppose x and y are two states of system (1.1), then we have
is said to be globally exponentially stable.
Existence of periodic solution
In this section, based on Mawhin's continuation theorem, we shall study the existence of at least one periodic solution of (1.1). To do so, we shall make some preparations. 
Lemma 3.1 ([22]). Let X, Y be two Banach spaces, Ω ⊂ X be open bounded and symmetric with
where Ω is the closure to Ω, ∂Ω is the boundary of Ω. 
for i, j = 1, 2, . . . , n, then system (1.1) has at least one ω-periodic solution.
is a piecewise continuous map with first-class discontinuity points in [0, ω] T ∩ {t l : l ∈ N}, and at each discontinuity point it is continuous on the left}, k = 1, 2. Take
. . .
It is easy to see that
L is a Fredholm mapping of index zero. Define the project operators P and Q as
Obviously, P and Q are continuous projectors and satisfy Im P = Ker L,
Similar to [18] , it is not difficult to show that QN (Ω) 
where
Suppose that x = (x 1 , x 2 , . . . , x n ) T is a solution of system (3.1) for a certain λ ∈ (0, 1], set t 0 = t + 0 = 0, t q+1 = ω, in view of (3.1), (A2)-(A5), Lemma 2.4 and Lemma 2.7, we have
Integrating both sides of system (3.1) from 0 to ω, we get:
Diving by ∫ ω 0 a i (t)∆t on the two sides of (3.2) and (3.3) respectively, we have for i = 1, 2, . . . , n
, from (3.4) and (3.5), we have
So we can have that
In addition to, we have
where i = 1, 2, . . . , n. By (3.6), we have that
Namely, 1 , B 2 , . . . , B n ) T . Then (3.7) can be rewritten in the matrix form H∥x∥ 0 ≤ B. From the condition of Theorem 3.1, H is a nonsingular M -matrix, hence
where γ is any positive constant. It is clear that N is independent of λ. Take N X = {x ∈ X : ∥x∥ X < N }. Obviously, N X satisfies all the requirement in Lemma 3.1 and the condition (a) satisfied. In view of all the discussion above, we conclude from Lemma 3.1 that system (1.1) has at least one ω-periodic solution. This completes the proof.
Global exponential stability of periodic solutions
Suppose that x * (t) = (x * 1 (t), , . . . , x * n (t)) T is an ω-periodic solution of system (1.1). In this section, we will construct some suitable Lyapunov functional to prove the global exponential stability of this periodic solution. 
Then the ω-periodic solution of (1.1) is globally exponentially stable.
Proof. According to Theorem 3.1, we know that system (1.1) has an ω-periodic solution x * (t) = (x * 1 (t), . . . , x * n (t)) T . Let x(t) = (x 1 (t), . . . , x n (t)) T be an arbitrary solution of system (1.1) and y i (t) = x i (t) − x * i (t), then from (1.1), we have
where i = 1, 2, . . . , n. From (A5), we have that |x i (t
. . , n, k ∈ N. Now we consider the following Lyapunov functional
Otherwise, there exist i ∈ {1, 2, . . . , n} and t i > 0 such that 
where T is a 2π-periodic time scale, a i (t) = 1, d 11 (t) = ) .
Therefore (A1)-(A5) are satisfied and H is a non-singular M -matrix, from Theorem 3.1, The system (5.1) has at least one 1-periodic solutions. We can choose constants η= Thus (A6) is satisfied. From Theorem 3.1 and Theorem 4.1, we know that system (5.1) has at least one 1-periodic solutions and it is globally exponentially stable.
Conclusion
In this paper, we have studied the existence, globally exponential stability of the periodic solution for impulsive fuzzy cellular neural networks with mixed delays on time scales. Some sufficient conditions set up here are easily verified and these conditions are correlated with parameters of the system (1.1). The obtained criteria can be applied to design globally exponential stable of periodic continuous and discrete fuzzy cellular neural networks.
