In this note, we develop some of the basic theory of s-finite (measures and) kernels, a little-studied class of kernels which Staton has recently convincingly argued is precisely the semantic counterpart of (first-order) probabilistic programs. We discuss their Carathéodory extension and extend Staton's analysis of their product measures. We give various characterisations of such kernels and discuss their relationship to the more commonly studied classes of σ-finite, subprobability and probability kernels. We use these characterisations to establish suitable Radon-Nikodým, Lebesgue decomoposition and disintegration theorems for s-finite kernels. We discuss s-finite analogues of the classical randomisation lemma for probability kernels. Throughout, we give some examples to explain the connection with (first-order) probabilistic programming. Finally, we briefly explore how some of these results extend to quasi-Borel spaces, hence how they apply to higher-order probabilistic programming.
Introduction
With increasing computational power and increasingly large datasets available, probabilistic computation is becoming more and more tractable as well as interesting. In moving towards a society that increasingly depends on probabilistic algorithms, for instance through various safety-critical machine learning applications like self-driving cars, it becomes more pressing to be able to guarantee the correctness of such algorithms. At the same time, it is notoriously difficult to achieve good test-coverage of programs which involve probabilistic branching. This suggests that proof-based correctness arguments could be of particular value in this domain.
A foundational question that needs to be answered for these purposes is what should be considered the semantics of a probabilistic program. In particular, what program transformations (for instance, compiler optimizations or inference algorithms) on probabilistic programs should be considered semantics preserving, thus safe?
The goal of probabilistic programming is to allow users to specify statistical models and to interpret data in the light of these models by performing (approximate) Bayesian inference. The key idea is separate the specification of the model from that of the inference algorithm. A probabilistic programming language supplies general purpose inference algorithms which work for larger classes of models, such that the user does not have to manually implement inference for each model she writes, freeing up her resources to put more energy into accurate modeling.
Intuitively, the semantics of a statistical model is a certain unnormalised measure, in the case of closed programs (which do not take any inputs), or a certain unnormalised (Markov) kernel, in the case of open program (which take inputs). The idea then is that the semantics of an inference algorithm is a procedure which attempts to (approximately) normalise such a measure representing a (closed) model. In practice, this may be done by directly computing an approximate normalised distribution or by drawing samples from the approximate normalised distribution; the normalising constant may or may not be computed in the inference algorithm.
To make this more precise, we need to specify what class of measures statistical models defined by probabilistic programs correspond to. In practice, infinite measures like the Lebesgue measure are often used in programs, as improper priors. Moreover, as argued in [Staton, 2017] , infinite measures are in fact unavoidable in any probabilistic programming language with a probability distributions over natural or real numbers and soft constraints, as they can be encoded through importance sampling. This introduces the challenge of finding a suitable class of possibly infinite measures and kernels which is closed under composition. Importantly, the commonly studied class of σ-finite measures and kernels is not closed under composition ! Staton [2017] has recently argued convincingly that closed (first-order) probabilistic programs correspond precisely to s-finite measures and kernels, certain unnormalised, a strictly larger class. This result, emphasizing the importance of s-finite measures and kernels is particularly striking as they have hardly been studied in the past, with probabilists focusing their energy on the more limited σ-finite class. Therefore, much of the foundational theory in the s-finite setting remains to be established.
We hope to make a contribution to such a theory in this note. In particular, we give various characterisations of s-finite measures and kernels and prove Radon-Nikodým, Lebesgue decomposition, disintegration and randomisation theorems. Throughout we take a more compositional approach than is conventionally taken, focusing on kernels rather than mere measures where possible, with a hope that the results will ultimately be applicable to a modular analysis of probabilistic programs.
For instance, as we shall see, the Radon-Nikodým theorem gives the precise conditions under which transformations of probabilistic programs known as importance sampling and rejection sampling are valid, the disintegration theorem gives the theoretical foundation for when exact Bayesian inference through symbolic disintegration as described in [Shan and Ramsey, 2017] is possible and the randomisation lemma demonstrates how any s-finite kernel (hence any probabilistic program) can be implemented as a combination as a single random number generator with some reweighting followed by a pure deterministic program.
Remark 1. NB: In this paper, we use the convention that ∞ · 0 = 0 and ∞ · r = ∞ for any other r ∈ (0, ∞]. Similarly, we shall use the convention that r/∞ = 0 for any r ∈ [0, ∞), while ∞/∞ is undefined.
Recap: Measures and Kernels
We give a very brief recap of the basic definitions of measure theory. A measurable space (|X|, Σ X ) (often we simply write X for the pair) is a set |X| equipped with a countably complete boolean subalgebra Σ X ⊆ P|X| of its powerset, called the σ-algebra of measurable subsets. Every countable set is a measurable space in a canonical way, using the discrete σ-algebra: every subset is measurable. More generally, every topological space X has a canonical σ-algebra (called the Borel σ-algebra) which is generated by its open sets
1 . This gives a canonical σ-algebra on for instance R and [0, ∞].
A measurable function f : X → Y is a function from |X| to |Y | such that V ∈ Σ Y ⇒ f −1 (V ) ∈ Σ X . We write Meas for the category of measurable spaces and measurable functions.
Meas is well-known to be complete and cocomplete: its limits and colimits are computed as in Set and equipped with the initial σ-algebra and final σ-algebra of the (co)limit diagram, respectively. Any subset V ⊆ X of a measurable space X has a canonical σ-algebra: Σ V := {U ∩ V | U ∈ Σ X }, called the subspace σ-algebra. In particular, we can equip set-theoretic equalizers with the subspace σ-algebra to get equalizers in Meas. We can construct products using the set-theoretic product together with the product σ-algebra: the smallest σ-algebra on i∈I X i generated by i∈I {π −1 i (V ) | V ∈ Σ X i }. Note that for countable I, this corresponds to the smallest σ-algebra generated by {Π i∈I V i | ∀ i∈I V i ∈ Σ X i }. The coequalizer of f, g : X → Y is constructed as the set-theoretic one q : Y → Z equipped with the σ-algebra {V ⊆ Z | q −1 (V ) ∈ Σ Y }. We can construct coproducts using the set-theoretic disjoint union together with the coproduct σ-algebra: {V ⊆ i∈I X i | ∀ i∈I V ∩ X i ∈ Σ X i }. Note that for countable I, this corresponds to the σ-algebra i∈I { i, V | V ∈ Σ X i }. We note that countable coproducts distribute over countable products.
Crucially, the category of measurable spaces is not cartesian closed. In particular, there is no measurable space structure on the set Meas(R, R) making the evaluation map
measurable [Aumann, 1961] , which makes it notoriously challenging to give a semantics for higher-order probabilistic programming with continuous distributions [Heunen et al., 2017] .
Every V ∈ Σ X induces a measurable function χ V : X → {0, 1}, called its characteristic function. In fact, the assignment Σ X → Meas(X, [0, ∞]); V → χ V is linear (in the sense that it sends binary disjoint unions, to binary sums) and Scott continuous (in the sense that it preserves suprema of ω-chains [Pollard, 2002, Lemma 2.2.11 ]. This result is usually known as the approximation by simple functions.
A measure µ on a measurable space X is a linear Scott continuous function between the ω-cpos µ : Σ X → [0, ∞]. We call U ∈ Σ X such that µ(U) = 0 (µ-)null sets. We say that a measurable predicate χ A on X holds (µ-)almost everywhere if µ(X \ A) = 0. 
called the integral with respect to µ [Schilling, 2017] .
We define a measurable partial function X ⇀ Y as a measurable function X → Y + {⊥}.
which is measurable in its first argument and a measure in its second. We will sometimes write k : X Y to indicate that k is a kernel from X to Y . We identify measures on Y with kernels from 1 to Y . Functions
The result is still a measure in its second argument because of linearity and Scott continuity of integration and scalar multiplication [0, ∞] 
However, in general, k ⊲ f may fail to be measurable in its first argument so is not always strictly a kernel 2 , though, as we shall see later, for well-behaved subclasses of kernels k (including s-finite kernels), k ⊲ f is in fact a kernel.
We can compose kernels k :
For the reasons outlined above, k ;l is a measure in its second argument. It turns out to also be measurable in its first argument, as l(−, V ) is not a function of x. Indeed, we can write l(−, V ), being a measurable function, as a countable linear combination of characteristic functions χ V i , i ∈ N, and use the countable linearity of the integral to obtain that
i.e. a countable linear combination of functions that are measurable in x, which shows that k ; l is measurable in its first argument and hence a kernel.
Similarly, given a kernel k :
For example, we can define the point mass measure (or Dirac measure) δ x for every x ∈ X, as δ x (U) := [x ∈ U]. Further, for W ∈ Σ X , we can construct a counting measure on
On R, we have a unique measure U, called the Lebesgue measure, for which Schilling, 2017] .
Given a measure µ on X and a kernel ν from X to Y , we call a measure Ψ on X × Y a product measure of µ and
By the Carathéodory Extension theorem, a maximal such product measure, called the maximal product measure µ ⊠ ν, always exists:
In general, there may be many product measures, however. For instance, in some cases, it is possible to define product measures through iterated integration:
and (in case ν(x) is independent of x: i.e. ν is a measure on Y )
In general, µ ⊗ l ν might not be well-defined as x → Y ν(x, dy)χ W (x, y) might not be a measurable function of x 4 , and similarly for µ ⊗ r ν. Moreover, even when they are well-defined, they might not be equal:
That is, Fubini's theorem for swapping order of integration does not hold in general.
We note that point mass measures allow us to interpret a measurable function f : X → Y as a kernel δ f from X to Y . This lets us relate the pushforward and pullback of kernels to kernel integration in the sense that
3 We shall sometimes use the word random variable as a synonym for measurable function, in particular if the codomain is (a subset of) R n for some n ∈ N. 4 As before, take X, Y = R, ν(x, −) := ∞ · # R , W ∈ Σ R×R such that fst(W ) / ∈ Σ R (whose existence is a classic result in descriptive set-theory [Kechris, 2012] , in suitable models of ZF). Then,
Given a measurable partial function f : X ⇀ Y , we can define a kernel δ f from X to Y , by setting δ ⊥ := 0 (the zero measure). Then, using the two equations above, we can define the pushforward and pullback of kernels k along f .
We say that a kernel k from X to Y is supported in C ∈ Σ X×Y if k(x, Y \ C x ) = 0 for all x ∈ X, where we write C x := {y ∈ Y | x, y ∈ C} for C ∈ Σ X×Y .
For two kernels k, l : X Y , let us write k ⊥ l (read "k and l are mutually singular 5 ") when there exists A ∈ Σ X×Y such that k is supported in A and l is supported in X × Y \ A. Note that any countable family {k n } n∈N is pairwise mutually singular iff there is a measurable partition {A n } n∈N of X × Y such that for all n ∈ N, k n is supported in A n .
Let us write k ≪ l for two kernels k, l : X Y , (read "k is absolutely continuous with respect to l") if for all x ∈ X, for all A ∈ Σ Y , l(x)(A) = 0 implies that k(x)(A) = 0.
Recap: Classes of Kernels
As we have seen, general measures and kernels can be problematic in the sense that basic results fail: k ⊲ f might not be measurable, µ ⊗ l k might not be well-defined and µ ⊗ l ν may not be equal to µ ⊗ r ν, even if both sides are well-defined (Fubini's theorem can fail). Therefore, we shall now restrict our attention to certain better-behaved classes of kernels.
In this paper, we shall be interested in the following classes of kernels and the corresponding classes of measures, which we identify with kernels with domain 1, a (fixed) singleton set.
Definition 1 (Classes of Kernels / Measures
is a measure for all x ∈ X, and k(−, U) : X → [0, ∞] is measurable for all U ∈ Σ Y . Further we define the following classes of kernels (and measures, which we identify with kernels µ :
• k is called a probability kernel if k(x, Y ) = 1 for all x ∈ X;
• k is called a subprobability kernel if sup x∈X k(x, Y ) ≤ 1;
• k is called a (non-uniformly 6 ) σ-finite it is of the form k = i∈N k i where each k i is a finite kernel (X, Σ X ) to (Y, Σ Y ) and k i ⊥k j whenever i = j. 5 We are using a notion of non-uniform mutual singularity of kernels here. Sometimes, a more stringent notion is used instead: k and l are called uniformly mutually singular if there exists A ∈ Σ Y such that for all x ∈ X, k(x)(A) = l(x)(Y \ A) = 0.
6 There is also a stronger notion of uniformly σ-finite kernel k sometimes used in practice, in which case k is demanded to decompose into a countable sum of finite kernels which are uniformly mutually singular. Both reduce to the same usual notion of σ-finite measure if X = 1. In this paper, we shall not be concerned with uniformly σ-finite kernels.
• k is called an s-finite kernel if it is of the form k = i∈N k i where each k i is a finite kernel from (X, Σ X ) to (Y, Σ Y ).
It follows from the definition that, ordered by inclusion, the above classes form an increasing chain.
We stress the uniformity of the bound in the definition of a finite (and hence σ-finite and s-finite kernel).
Example 1 (Deterministic Kernels). Any measurable partial function f : X ⇀ Y defines a deterministic kernel
which is a subprobability kernel and, in fact, a probability kernel if f is a function.
Example 2 (Non σ/s-Finite Kernels). An example of an s-finite measure that is not σ-finite is the infinite measure on the point. An example of a measure that is not s-finite is a counting measure on an uncountable measurable space like R.
S-finite kernels have the following important properties. Their importance can mostly be seen in the fact that they are a class of infinite kernels which is closed under composition (indeed, all the classes of kernels in Definition 1, except σ-finite, are closed under composition) and for which most important results from measure theory hold.
Theorem 1 (Composition of s-finite Kernels, [Staton, 2017] ). The class of s-finite kernels is closed under composition (kernel integration): k ;l is s-finite if k and l are. In particular, it is closed under pushforwards along measurable (partial) functions.
In particular, it turns out that the more commonly used subclass of σ-finite measures, while generally well-behaved in the sense that for instance the Fubini and Radon-Nikodým theorems hold, does not enjoy this property of compositionality, which explains our preference for s-finite kernels.
In fact, it is perhaps for that reason that many texts typically only talk about σ-finite measures, rather than σ-finite kernels, while discussions of kernels are frequently limited to the (sub)probability case. Similarly, in this note, we shall focus on measures, rather than kernels, in the σ-finite case.
Let us therefore make their definition more explicit: a measure µ on Y is σ-finite if it is the countable sum i∈N µ i of (pairwise) mutually singular finite measures µ i . More explicitly, a measure µ on Y is σ-finite if there exists a sequence of (pairwise disjoint) sets
Product Measures and Extension of Measure
As we shall see, however, s-finite kernels satisfy a limited Fubini theorem (proved by Staton) in the sense that µ ⊗ l ν = µ ⊗ r ν if both sides are defined. We add to that the observation that we might not have µ ⊗ l ν = µ ⊠ ν, however (hence, limited Fubini).
The classical proof of the Fubini theorem for σ-finite measures relies on the uniqueness of the Carathéodory extension [Schilling, 2017] . We note that Carathéodory extensions for s-finite measures might not be unique.
Theorem 2 (Carathéodory Extension Theorem). Let X be a measurable space and let R ⊆ Σ X be a sub-ring (or sub-semi-ring) of Σ X that generates Σ X . Let µ : R → [0, ∞] be a linear Scott continuous map (pre-measure). Then, there exists an extension µ :
If µ is σ-finite, then there is a unique extension µ. If µ is s-finite, then there exists some s-finite extension µ, but it may fail to be unique. In fact, not every extension µ might be s-finite.
Proof. The existence statement and uniqueness for σ-finite measures are standard [Schilling, 2017, Theorem 6 .1]. The existence of an s-finite extension µ for an s-finite premeasure µ follows by noting that µ = i∈N µ i , where µ i is finite. Now, we know that µ i has a σ-finite extension µ i to all of Σ X and it follows that µ := i∈N µ i is an extension of µ, which is s-finite as a countable sum of σ-finite measures (and therefore a countable sum of finite measures). The non-uniqueness for s-finite measures follows from the following counter-example. Note that the half-open intervals [a, b) form a semi-ring R which generates the Borel σ-algebra on R. Now, note that µ = n∈N U R and µ+ δ 0 are two distinct s-finite measures on R which restrict to the same premeasure µ on R. Moreover, # R also restricts to µ on R and it is not s-finite.
In fact, we can even show that product measures for s-finite measures are not unique.
Theorem 3 (Non-Uniqueness of Product Measures). Product measures for s-finite measures may not be unique. In particular, we may have that µ ⊗ l ν = µ ⊠ ν for s-finite measures µ and ν. However, what we do have is the following limited Fubini theorem for s-finite kernels. Let us define a parameterised versions of ⊗ l and ⊗ r : for k :
and for k : X Y and l : X Z, write
Then, we have the following.
Theorem 4 (Limited Fubini [Staton, 2017] ).
This shows that the classical integral recipe
is valid for s-finite measures.
Recap: Standard Borel Spaces
General measure spaces are too wild for many desirable results to hold, but usually we are only interested in a very well-behaved subclass of them, the standard Borel spaces, which has several useful characterisations as follows (see e.g. Kuratowski's Classification Theorem [Kechris, 2012, Section 15B] ).
Definition 2 (Standard Borel Space). We call a measurable space X a standard Borel space if X has a complete metric with a dense countable subset, and Σ X is the Borel σ-algebra.
Proposition 1 (Kuratowski's Classification Theorem). Given a measurable space (X, Σ X ) the following are equivalent:
2. (X, Σ X ) is either measurably isomorphic to (R, Σ R ) with the Borel σ-algebra Σ R , or countable with the the discrete σ-algebra
Note that all singletons are measurable in a standard Borel space. We write Sbs for the full subcategory of Meas on the standard Borel spaces.
We record some non-trivial results for standard Borel spaces here. The subcategory Sbs ⊆ Meas is closed under countable products, countable (distributive) coproducts and measurable subspaces (in particular equalizers) [Kechris, 2012, Section 12B] . A function f : X → Y between standard Borel spaces is measurable iff its graph is [Kechris, 2012, Section 14C] . If f : X → Y is a measurable injection between standard Borel spaces, then f (U) is measurable for any measurable U ∈ Σ X , i.e. a measurable injection between standard Borel spaces is an embedding [Kechris, 2012, Section 15A] . In particular, a measurable bijection between standard Borel spaces is an isomorphism.
Characterising S-finite Kernels
A downside of s-finite kernels is that they have hardly been studied by probabilists, hence even basic results still need to be established for them. It is for this purpose that we give a few characterisations of s-finite measures and kernels.
Theorem 5 (Characterising s-finite Kernels). We have the following equivalent characterisations of s-finiteness of a kernel ν from X to Y :
1. ν = n∈N ν n for subprobability kernels ν n ; 2. ν is the pushforward of a σ-finite kernel.
Moreover, we have that
is an s-finite kernel, then there exists a subprobability kernel µ :
(So we may choose f > 0.) In case either X is countable and discrete or Y is standard Borel, f can be taken to be jointly measurable in X and Y .
Proof. For 1), first decompose ν as the sum n∈N ν n of finite kernels. Write I n for the smallest integer larger than sup x∈X ν n (x, Y ). Then, note that ν = n∈N 1≤i≤In ν n /I n , where ν n /I n is a subprobability kernel and n∈N {1 ≤ i ≤ I n } ∼ = N. Conversely, characterisation 1) is clearly a subcase of our definition.
2) is a generalisation of proposition 7 of [Staton, 2017] from s-finite measures to s-finite kernels. The proof stays virtually the same. It is clear that the pushforward ν of a σ-finite kernel µ is s-finite, seeing that σ-finite kernels are, in particular, s-finite and s-finite kernels are closed under composition. Conversely, given an s-finite kernel ν from X to Y , we define a σ-finite kernel µ from X to N × Y . Indeed, decompose ν as a sum of finite kernels
Note that µ is σ-finite and that ν = snd * µ. (In fact, µ can even be observed to be a uniformly σ-finite kernel.) For 3), note that we can approximate f as a countable sum of bounded functions {f n } n∈N (the usual approximation by simple functions). Let us decompose ν as a sum m∈N ν m of finite kernels. Then, ν⊲f = ( m∈N ν m )⊲( n∈N f n ) = n,m N×N ν m ⊲f n , which is a countable sum of finite kernels. Indeed, note that
(It is a classic result in measure theory that ν m ⊲ f n defines a finite kernel (in particular, is measurable) for ν m a finite kernel and f n a bounded measurable function [Pollard, 2002, Theorem 4.20 (ii) ]. For 4), decompose ν as the sum n∈N ν n of subprobability kernels. Then define µ := n∈N ν n /2 n+1 . It then follows that µ is a subprobability kernel. Note that, for all x ∈ X, ν n (x) ≪ ν(x) ≪ µ(x) and define f n (x) := dν n (x)/dµ(x) and f := n∈N f n (using the Radon-Nikodým Theorem for finite measures [Kallenberg, 2006] 
where we use the monotone convergence Theorem [Schilling, 2017] to pull the countable sum out of the integral. Note that
Finally, we note that in case X is countable and discrete or Y is standard Borel, we can apply the Radon-Nikodým theorem for finite kernels ( [Kallenberg, 2017, Theorem 1.28] ), which lets us construct f n (hence f ) uniformly for all x ∈ X as the kernel RN-derivative dν n /dµ to get that f is jointly measurable in this case.
In particular, we see that, for X countable and discrete or Y standard Borel, a kernel ν from X to Y is s-finite if and only if it is of the shape µ ⊲ f for µ a subprobability kernel and
Compare points 3. and 4. to the following characterisation of σ-finite kernels.
Theorem 6 (Characterising σ-finite Kernels). Let ν be a kernel from X to Y . Then,
3. ν is σ-finite iff there exists a measurable function g : X × Y → (0, ∞) such that ν ⊲ g is a subprobability (equivalently, finite) kernel.
Proof. 1. Let us write B m := f −1 ([m, m + 1)) and f m for the measurable function which is equal to f on B m and 0 elsewhere. Note that f = m∈N f m . Note further that f m is bounded by m + 1.
Decompose ν as a sum n∈N ν n of mutually singular finite kernels, such that
We are done if we can show that the ν n ⊲ f m are mutually singular. To observe this, note that
We conclude that ν ⊲ f is a σ-finite kernel.
2. Decompose ν = n∈N ν n as a sum of mutually singular finite kernels. Let {A n } n∈N be a measurable partition of
is also measurable and that ν = µ ⊲ f .
3. Suppose that ν is σ-finite. The function g in the proof of 2. does the trick.
Conversely, suppose that we have a g : X × Y → (0, ∞), such that µ = ν ⊲ g is a subprobability kernel. Note that f = 1/g : X × Y → (0, ∞) is measurable and that ν = µ ⊲ f . Then, by 1., it follows that ν is σ-finite.
Theorem 7 (Another Characterisation of S-finite Kernels
is measurable for all x ∈ X), such that ν = µ ⊲ f . In case X is countable and discrete or Y is a standard Borel space, f can be chosen to be jointly measurable in X and Y . Moreover, for all x ∈ X, f (x, −) is unique ν(x)-almost everywhere and µ(x, A) is
Proof. Suppose that ν is s-finite. By theorem 5 4., we get a subprobability kernel µ ′ and a measurable function
′ ⊲ g and observe that it is σ-finite by theorem 6 1.. Moreover,
Conversely, suppose that ν = µ ⊲ f for µ σ-finite and f : X × Y → {1, ∞} measurable. Note that µ is in particular s-finite. Then, by theorem 5 3., we get that ν is s-finite.
For the uniqueness statement, suppose that also ν = µ ′ ⊲ f ′ . That is, for all x ∈ X and A ∈ Σ Y , we have that
It is clear that f and f ′ can differ on a ν(x, −)-null set. Suppose that f = 1 but f ′ = ∞ on some measurable ν(x, −)-non-null set A. Then, as µ(x, −) is σ-finite, there exists some measurable subset B ⊆ A such that 0 < µ(x, A) < ∞. It then follows that
which is a contradiction. It follows that f (x, −) and f ′ (x, −) only differ on a ν(x, −)-null set.
Suppose that ∞ / ∈ f (x, A). Then, it follows that
In order to establish Radon-Nikodým and disintegration theorems for s-finite kernels µ, later, we shall need the following definition of what we shall call an 0-∞-set to complement that of a null-set. Let us say U ∈ Σ X is an 0-∞-set with respect to a measure µ on X if for all V ∈ Σ U we have µ(V ) = 0 or ∞. In particular, any µ-null set is a µ-0-∞-set, which we shall refer to as a trivial 0-∞-set. We note that σ-finite measures µ do not have any non-trivial 0-∞-sets because any set of infinite µ-measure must have a countable partition of finite µ-measure. As we shall see (Theorem 8), the possession of non-trivial 0-∞-sets is a key distinguishing feature of s-finite measures compared to σ-finite measures.
In some cases (in particular, if µ is s-finite), it turns out that there is in some sense a largest 0-∞-set ∞ [µ] . Indeed, observe that we can always obtain another µ-0-∞-set from a given one by taking its union with some µ-null-set. We call an µ-0-∞-set A a top 0-∞-set if for all other 0-∞-sets B, we have that µ(B \ A) = 0. It is clear that, if such a top 0-∞-set exists, it is unique up to null-sets and we shall write ∞[µ] for it.
Theorem 8. An s-finite measure µ on X has a (µ-a.e. unique) top
Proof. For the second statement, note that as a σ-finite measure µ arises as a sum of mutually singular finite measures, we have that µ(A) = ∞ implies that there is some B ∈ Σ A such that 0 < µ(B) < ∞. This shows that σ-finite measures only have trivial 0-∞-sets. It follows that ∞[µ] is trivial for a σ-finite measure. Now, suppose that µ is a more general s-finite measure. By theorem 7, we obtain a σ-finite measure ν on X together with a measurable function f : X → {1, ∞} such that µ = ν ⊲ f . The claim is that f −1 (∞) is a top 0-∞-set for µ. Indeed, observe that µ| X\f −1 (∞) = ν| X\f −1 (∞) ⊲ f | X\f −1 (∞) is σ-finite by theorem 6 1. as ν is σ-finite and f | X\f −1 (∞) < ∞. Therefore, µ| X\f −1 (∞) does not have any non-trivial 0-∞-sets. It follows that f −1 (∞) is a top 0-∞-set.
Finally, suppose that ∞[µ] is trivial. Seeing that top 0-∞-sets are a.e. unique, it follows that this means that µ(f −1 (∞)) = 0 and therefore also ν(f −1 (∞)) = 0. Let g(x) = f (x) if f (x) < ∞ and g(x) = 1 otherwise. Then, it follows that µ = ν ⊲ f = ν ⊲ g. However, ν is σ-finite and g < ∞ so by theorem 6 1. it follows that µ is σ-finite.
For s-finite measures, non-trivial 0-∞-sets in a sense are sets that are of infinite measure "in a bad way". Lemma 1. For every s-finite measure µ on X non-trivial 0-∞-sets U coincide with measurable sets U that are not finitely approximable in the sense that
Proof. Let us note that µ is σ-finite on X \ ∞[µ], by theorem 8. Moreover, for a σ-finite measure, all sets are finitely approximable. Meanwhile, 0-∞-sets are clearly not finitely approximable.
Our conclusion is that every s-finite measure µ on X decomposes into a "good" σ-finite part on X \ ∞[µ] and a "badly infinite" part on ∞[µ].
We briefly make an observation about the situation for s-finite kernels.
Lemma 2. Let k : X Y be an s-finite kernel with X countable or Y standard Borel. Then, there exists a set
Proof. By theorem 7, we have k = l ⊲ f for a σ-finite kernel l :
, which is measurable. Then, it is clear from the previous that ∞ [k] x is a top 0-∞-set for k(x) for all x ∈ X. Finally, we can
is σ-finite by theorem 6 1..
We call such a set ∞[k] a top 0-∞-set for the kernel k.
Radon-Nikodým
In practice, rather than describing probabilistic models in terms of measures and kernels, one often simply describes their density with respect to some reference measure (usually the Lebesgue measure or a counting measure). Let us therefore turn to the question of when such densities exist for s-finite kernels. The answer is given by the Radon-Nikodým Theorem.
Definition 3 (Radon-Nikodým Derivative/Density). Let ν and ν ′ be kernels from X Y . By a Radon-Nikodým derivative (or density) of ν ′ with respect to ν, we mean a function
Note that, in general, a density f of a kernel ν ′ : X Y with respect to ν : X Y is simply a collection {f (x, −)} x∈X of densities of ν ′ (x) with respect to ν(x). In practice, we shall be particularly interested in cases, however, where f can be taken to be jointly measurable in X and Y .
Recall that ν ′ is absolutely continuous with respect to ν, written ν ′ ≪ ν, if, for all x ∈ X, for all ν(x)-null sets U, U is a ν ′ (x)-null set. Let us say for kernels ν ′ , ν : X Y that ν ′ is 0-∞-absolutely continuous (write ν ′ ∞ ≪ ν) with respect to ν if ν ′ ≪ ν, and for all x ∈ X, for all ν(x)-0-∞-sets U, U is a ν ′ (x)-0-∞-set. Note that for a σ-finite kernel ν, we have
Lemma 3. Suppose that ν, ν ′ : X Y are kernels such that for all x ∈ X, ν(x), ν ′ (x)
] is a ν ′ (x)-0-∞-set, it follows that it is also a ν(x)-0-∞-set and is therefore ν(x)-almost everywhere contained in ∞[ν(x)].
Conversely, suppose that ν
Next, we illustrate in what sense this concept is relevant to the question of existence of densities.
Lemma 4. Suppose that ν ′ has a density f :
where we decompose f (x, −) as a countable sum i∈N w i χ V i of characteristic functions of measurable subsets
It is easy to see that such Radon-Nikodým derivatives have a uniqueness property, if they exist, which justifies the notation dν ′ /dν. For that purpose, let us say that two kernels k, l from X to Y are almost everywhere ∞-equal with respect to some measure µ on X if
are µ-almost everywhere equal. That is, k and l are µ-almost everywhere equal on X \∞[µ] and k ⊲ ∞ and l ⊲ ∞ are µ-almost everywhere equal on ∞[µ].
Similarly, we say that a kernel k from X to Y is almost everywhere ∞-unique with respect to some predicate P on kernels, if all kernels that satisfy P are almost everywhere ∞-equal.
Theorem 9 (Uniqueness of RN-Derivatives). Let ν ′ be an s-finite measure on X. Suppose ν ′ = ν ⊲ f , and let g : X → [0, ∞] be measurable. Then, we have
That is, f and g are almost everywhere ∞-equal: RN-derivatives are almost everywhere ∞-unique. I.e. on the ν-σ-finite part of X, f and g are ν-a.e. equal; on its complement, the points where one has value 0 and the other strictly positive are ν-negligible.
Proof. Note that ν is σ-finite when restricted to
is well-known to be the precise uniqueness property of Radon-Nikodým derivatives (see e.g. [Pollard, 2002] ).
So let us restrict our attention to
Note that this uniqueness theorem applies, in particular, to s-finite kernels as s-finite kernels are pointwise s-finite measures and densities of kernels are simply pointwise densities of measures.
Showing the existence of such Radon-Nikodým derivatives is less straightforward, but it is well-known that this can be done for σ-finite measures (see, e.g., [Dudley, 2004, Theorem 5.5.4] and [Cohn, 1980, Theorem 4.2.3] ). We generalise this result to the s-finite setting.
Theorem 10 (Radon-Nikodým Theorem for S-finite Kernels). Let ν, ν ′ : X Y be s-finite kernels, such that ν
′ with respect to ν, such that dν ′ /dν(x, −) is measurable in Y , for all x ∈ X, and ν ′ = ν ⊲ dν ′ /dν. In case X is countable and discrete or Y is standard Borel, dν ′ /dν can be taken to be jointly measurable in X and Y .
We note that this theorem can fail if we only demand that ν ′ ≪ ν, as would be customary for σ-finite measures.
Proof. Note that we have the corresponding result for ν, ν ′ σ-finite kernels (in particular, finite kernels) is a special case of [Kallenberg, 2017, Theorem 1.28 ]. We will use this result in order to generalise it.
First, we show that we can in fact take ν to be s-finite while still restricting ν ′ to be σ-finite. Indeed, using Theorem 7, decompose ν as µ ⊲ f with f : X × Y → {1, ∞} and µ a σ-finite measure. (Note that f (x, −) is measurable for any x ∈ X and that f can be taken jointly measurable in X and Y if X is discrete and countable or Y is standard Borel.) By [Kallenberg, 2017, Theorem 1 .28], we can now construct a density dν ′ /dµ : X × Y → [0, ∞), such that dν ′ /dµ(x, −) is measurable for any x ∈ X and such that dν ′ /dµ is jointly measurable in X and Y if X is discrete and countable or Y is standard Borel.
We claim that dν ′ /dµ is in fact also a density for ν ′ with respect to ν.
Let us write ∞[ν] := f −1 (∞). We first show that dν ′ /dµ is a density of ν ′ with respect to
It therefore follows that dν ′ /dµ is an RN-derivative for ν ′ with respect to ν outside ∞[ν].
Now take x ∈ X and A ∈ Σ ∞[ν(x)] . Note that ∞[ν(x)] is an ν(x)-0-∞-set. We have:
It therefore follows that dν ′ /dµ is an RN-derivative for ν ′ with respect to ν on ∞[ν]. We have established the theorem for the subcase where ν ′ is a σ-finite kernel.
Next, we show that this implies the result for the case that ν ′ is s-finite as well. The idea is to decompose ν ′ = n∈N ν ′ n for finite kernels ν ′ n . In that case, it follows that
For a counter example in case ν is s-finite and we only demand ν ′ ≪ ν, take ν = n∈N U R and ν ′ = normal(0, 1). In that case, ν ′ ≪ ν. However, for any f : R → [0, ∞], A ∈ Σ R , we have ν ⊲ f (A) ∈ {0, ∞}, which means we can never have ν ⊲ f = ν ′ .
One reason the Radon-Nikodým Theorem is important is because it implies the existence of a general importance sampling procedure for arbitrary probabilistic programs (which [Staton, 2017] has shown have semantics in s-finite kernels).
Indeed, let µ ∞ ≪ ν be s-finite kernels X Y , where X is countable and discrete or Y is standard Borel. Then, we can construct a jointly measurable RN-derivative dµ/dν :
This has the property that ν ⊲ dµ/dν = µ. Put in computational terms of the model probabilistic programming language of [Staton, 2017] , this gives us the importance sampling procedure of µ with respect to ν: sample(µ(x)) = let y = sample(ν(x)) in score( dµ dν (x, y)); y It also implies the existence of a general rejection sampling procedure. Indeed, suppose that µ ∞ ≪ ν and that dµ/dν is bounded by some M ∈ [0, ∞). Then, we get a rejection sampling procedure for µ:
Lebesgue Decomposition
While the Radon-Nikodým theorem is a powerful tool for comparing kernels, it does not typically apply to any given pair of kernels k, l, as not usually k ∞ ≪ l. The Lebesgue decomposition theorem gives an analysis of the relationship between an arbitrary pair of well-behaved kernels. Typically, it is phrased for σ-finite measures and it appears as [Kallenberg, 2017, Theorem 1.28 ] for σ-finite kernels. In this section, we generalise the result to s-finite kernels.
In order to do this, we introduce a new relationship k <∞ l between kernels X Y (read "k is ∞-singular w.r.t. l"). Write k <∞ l iff k ≪ l, all k-0-∞-sets are trivial (i.e. are null sets) and there exists some A ∈ Σ X×Y such that k is supported on A and A is an l-0-∞-set.
Theorem 11 (Lebesgue Decomposition Theorem for S-finite Kernels). Let k, l : X Y be s-finite kernels with X countable and discrete or Y standard Borel. Then, k decomposes uniquely as a sum of three mutually singular components
where k a ∞ ≪ l, k ∞ <∞ l and k s ⊥ l. It then follows that k a , k s are s-finite and k ∞ is σ-finite.
Proof. Note that the special case of this theorem for k, l σ-finite appears as [Kallenberg, 2017, Theorem 1.28] (in which case k ∞ = 0 and in which case ∞ ≪ and ≪ are equivalent because we are working with σ-finite kernels).
Note that according to theorem 7, we obtain measurable f k : X × Y → {1, ∞} and f l : X × Y → {1, ∞} and σ-finite kernels k
l (∞) and observe that they define measurable subsets of X × Y .
Observe that because both k ′ and l ′ are σ-finite kernels, we are in the position to apply [Kallenberg, 2017, Theorem 1.28 ] to k ′ and l ′ to obtain σ-finite
Define
Then, it follows immediately that k = k a + k ∞ + k s . Observe that k a , k s are s-finite by theorem 5 3.. Moreover, it follows that k a , k ∞ and k s are mutually singular if we show that k 
We conclude that k a , k ∞ and k s are mutually singular.
We proceed to show that k s ⊥l, k a ∞ ≪ l and k ∞ <∞ l.
construction, Lebesgue decomposition, as observed above). By transitivity of
Thirdly, k ∞ is σ-finite by lemma 2. It immediately follows that all k ∞ -0-∞-sets are trivial by theorem 8. Moreover,
(by construction, Lebesgue decomposition) and l ′ ≪ l (l has strictly positive density f l w.r.t. l ′ ). By transitivity of ≪, it follows that
, by construction, which is an l-0-∞-set, so k ∞ <∞ l.
What remains to be shown is uniqueness of the decomposition. For that purpose, suppose that also k = κ a + κ ∞ + κ s where κ a ∞ ≪ l, κ s ⊥l and κ ∞ <∞ l and κ a , κ, ∞, κ s mutually singular.
we get that l is supported in L and k s and κ s are both supported in K := X × Y \ L. Observe that for U ∈ Σ K x , we have that l(x, U) = 0 and therefore
as all these kernels are ≪ w.r.t. l by assumption. Now, observing that by assumption
as L is the support of l while k s , κ s ⊥l by assumption. We see that k s = κ s .
What remains to be shown is that also k a = κ a and k ∞ = κ ∞ on L, where we already know that
To show that also k a = κ a and
and k ∞ does not have any such, by the assumption that k ∞ <∞ l. Therefore, k ∞ (x, U) = 0 and similarly, κ ∞ (x, U) = 0. It follows that also k a (x, U) = ∞ = κ a (x, U).
It remains to be shown that k a = κ a and
As k is σ-finite there by lemma 2, so are k a , κ a , k ∞ , κ ∞ , being summands of k.
Let us restrict our attention further to
Here, we claim that
, so this implies that U is a nontrivial l(x)-0-∞-set and hence also a k a (x)-0-∞-set, which contradicts the fact that k a is σ-finite on L \ ∞ [k] . We see that k a (x, U) = 0 and, similarly, κ a (x, U) = 0 and therefore
The final case to cover is that k a = κ a and
This concludes our uniqueness proof. Now, we know further by theorem 10 that k a above has a measurable density f : X × Y → [0, ∞] with respect to l. Moreover, note that k ∞ = 0 if l is σ-finite.
Disintegration
It is a corner stone of Bayesian inference that one can construct conditional probability distributions, as the posterior distribution arises as a particular conditional distribution over the unobserved parameters, conditioned on the observed parameters of the chosen statistical model. However, conditional distributions are a notoriously subtle topic in a general measure theoretic setting. A particularly clean treatment can be given using the notion of disintegration, which we shall treat in this section. The the so-called disintegration theorem establishes the existence of conditional distributions in suitable circumstances. The key result in this section will be a generalisation of this theorem to s-finite kernels, which in a sense gives the precise conditions under which Bayesian inference is possible for probabilistic programs.
Definition 4 (Disintegration (Conditional Distributions)). Let φ : X → Y be a measurable function between two measurable spaces and let µ : Z X and ν : Z Y . We call a kernel k : Z × Y X a disintegration (or conditional distribution) of µ with respect to φ and ν if a) (δ Z ⊗ r ν); k = µ (i.e. for all z ∈ Z, ν(z); k(z, −) = µ(z)); b) for all z ∈ Z, k(z, y) is supported on φ −1 (y) for ν(z)-almost all y.
Note that if k is a disintegration of µ with respect to φ and ν, in particular, this means that k(z, −) is a disintegration µ(z) with respect to φ and ν(z) (in such a way that it is jointly measurable in Z and Y ).
The typical case considered is the case where φ = fst : X 1 × X 2 → X 1 , Z = 1, ν = fst * µ and µ is a probability measure and X 1 , X 2 are standard Borel spaces. In this situation, the classical disintegration theorem tells us that a disintegration k always exists and may be chosen to be a probability kernel. Here, we consider the more general case because we shall we interested in compositionally transforming probabilistic programs through disintegration as discussed in [Shan and Ramsey, 2017] , which forces us to consider disintegrations of kernels (representing open programs) and programs that are not necessarily normalised (as subprograms might in general be s-finite).
To understand the relevance of disintegration to Bayesian inference, consider that a statistical model is generally specified as a joint probability measure µ on a product space X ×Θ, where Θ represents the space of unobserved (latent) parameters of the model and X represents the space of the observed data. In many cases, µ is specified as µ 1 ⊗ µ 2 , where µ 1 is a probability (or σ-finite, in the case of an improper prior) measure on Θ usually referred to as the prior distribution and µ 2 : Θ X is a probability kernel usually referred to as the likelihood. (Such a splitting of a joint distribution into a prior and a likelihood always exists by the disintegration theorem, but is far from unique. Ultimately, the joint distribution is what matters for most purposes.) This lets us define the model evidence (also called the marginal likelihood, intuitively representing the probability that the joint model assigns to different observations) ν := fst * µ, which is a probability measure on the data space X. The classical disintegration theorem now tells us that there is a disintegration x → µ(− | fst = x) in the form of a kernel X Θ of µ with respect to fst and ν. We call this probability kernel a posterior distribution. Note that its defining property is that
This result (or one of its close cousins) is often referred to as Bayes' theorem
The reader may have noted that we say a posterior distribution above. Indeed, disintegrations may not be unique. As we shall see, µ(− | fst = x) is unique for ν-almost all x. In many practical situations, X = R n and U R n ≪ ν, which means that the posterior distribution is uniquely determined everywhere if we assume it is a continuous kernel (rather than merely measurable). (Indeed, sets of Lebesgue measure zero have empty interior.) However, it should be noted that is by no means always true and posteriors in general are not uniquely defined everywhere. Now that the concept is sufficiently motivated, let us turn to prove the uniqueness and existence properties of disintegrations. First, we can easily establish the following uniqueness property of disintegrations.
Theorem 12 (Uniqueness of Disintegrations). Let φ : X → Y be a measurable function between standard Borel spaces, let µ be a measure on X and let ν be a measure on Y . If ν is s-finite, then a disintegration of µ with respect to φ and ν is ν-almost everywhere ∞-uniquely determined.
Proof. Note that the special case of this statement where ν is σ-finite appears as [Pollard, 2002, Theorem F.2.6] . We show that this implies the general statement.
Indeed, observe that by theorem 7, ν = ν ′ ⊲f for ν ′ σ-finite and f : Y → {1, ∞} measurable. Observe that k is a disintegration of µ w.r.t. ν and φ iff k ⊲ φ ; f is a disintegration of µ w.r.t. ν and φ iff k ⊲ φ ; f is a disintegration of µ w.r.t. ν ′ and φ.
We can apply [Pollard, 2002, Theorem F.2.6 ] to this last equivalent criterion to get the uniqueness statement required.
Seeing that a disintegration of kernels is, in particular, pointwise a disintegration of measures, this uniqueness result also applies to disintegrations of kernels.
We now turn to the existence of disintegrations.
Theorem 13 (Disintegration Theorem). Let X, Y be standard Borel spaces and let Z be some measurable space, let µ : Z X, ν : Z Y be s-finite kernels and let φ : X → Y be a measurable function such that φ * µ ≪ ν and such that for all x ∈ X we have that
Then, there exists an s-finite disintegration k : Z × Y X of µ with respect to φ and ν. k can be chosen to be a probability kernel if µ is σ-finite and φ * µ = ν.
This theorem may fail for s-finite µ, ν if we only demand that φ * µ ∞ ≪ ν.
Proof.
Step 0. Observe that the special case of this theorem where X = Y × X ′ , φ = fst and ν = fst * µ and µ is σ-finite appears [Kallenberg, 2017, Theorem 1.25(i) ], yielding a σ-finite disintegration k. The proof now proceeds by gradually generalising this result in three steps. Steps 1. and 2. are entirely standard and are used for the disintegration theorem for σ-finite measures in [Pollard, 2002, Appendix F] .
Step 3. is new.
7 Or equivalently, for all ν(x)-0-∞-sets U , φ −1 (U ) is a µ(x)-0-∞-set. Note that this is strictly stronger than the demand that φ * µ ∞ ≪ ν (as φ −1 (U ) may have measurable subsets which are not of the form φ −1 (V )).
Step 1. We generalise this to the case where ν : Z Y is a more general σ-finite kernel ν. Let us apply [Kallenberg, 2017, Theorem 1.25(i) ] to obtain a disintegration k of µ w.r.t. fst * µ and fst. Note that fst * µ ≪ ν and µ(x, φ
implies in particular that fst * µ ∞ ≪ ν. Now, we can apply theorem 10 to obtain a density f : Z × Y → [0, ∞) of fst * µ w.r.t. ν. We can observe that k ⊲ f is now a σ-finite disintegration of k of µ w.r.t. ν and fst, by theorem 6 1..
Step 2. We generalise this further to the case where X is an arbitrary standard Borel space and φ is an arbitrary measurable function X → Y . Given this setup, observe that φ, id X * µ defines an σ-finite kernel Z Y × X (as φ, id X is a measurable embedding) which concentrates on { φ(x), x | x ∈ X}. Moreover, fst * ( φ, id X * µ) = φ * µ ∞ ≪ ν. Therefore, we can obtain a disintegration k of φ, id X * µ with respect to ν and fst, using the disintegration theorem obtained in step 1. Then, observe that snd * k is a disintegration of µ with respect to ν and φ, as ν(x); snd * k(x, −) = snd * (ν(x); k(x, −)) = snd * ( φ, id X * µ(x)) = µ(x). Moreover, snd * k is s-finite as k is σ-finite.
Step 3. We generalise this even further to the fully general case where µ and ν are allowed to be s-finite measures. Let us now consider this fully general case. Apply theorem 7 to obtain σ-finite kernels µ ′ : Z X and ν ′ : Z Y as well as measurable functions
]) = 0, as both µ ′ and ν ′ are σ-finite. Therefore, we can apply the disintegration theorem obtained in Step 2. to obtain an s-finite disintegration k of µ ′ with respect to ν ′ and φ. We now claim that k ⊲ f µ (which is an s-finite kernel by theorem 5 3.) is a disintegration of µ with respect to ν and φ. It is immediate that k ⊲ f µ inherits property b) of a disintegration from k. All we need to do, therefore, is to demonstrate property a). The crucial observation in the proof will be that our assumption that
in fact implies that we can choose f µ and f ν such that
Noting this, we can compute, for z ∈ Z and U ∈ Σ X :
= { definition kernel composition and action on kernel
This demonstrates property a) for the disintegration k ⊲ f µ .
The statement about constructing k as a probability kernel appears as [Pollard, 2002, Exercise 5.3] , in the special case where ν is σ-finite and Z = 1. Observing that a probability kernel is simply a kernel which consists pointwise of probability measures, this generalises to general Z. Moreover, we can observe that any disintegration k of µ w.r.t. (the σ-finite kernel) ν ′ and φ, which we now know can be chosen to be a probability kernel, is also a disintegration of µ w.r.t. ν and φ.
To see that the theorem may fail for s-finite kernels if we only demand that φ * µ ∞ ≪ ν , take Z = 1, X = R, Y = 1, µ = U R . Then, φ * µ = ∞ · δ * . Take ν = φ * µ. This shows that we do not have a disintegration as
Remark 2 (Radon-Nikodým Derivatives as Disintegrations). Observe that Radon-Nikodým derivatives arise as a special case of disintegrations where φ = id X . Indeed, this gives a kernel k, such that k(x) is supported in {x}, hence k is merely a function Z × X → [0, ∞].
Randomising S-finite Kernels
In this section, we show how all s-finite kernels can be constructed from simple building blocks.
First, let us remind the reader of a pivotal result from measure theory, the so-called Randomisation Lemma: every probability kernel is constructible as a pushforward of the uniform probability measure on [0, 1].
Lemma 5 (Randomisation [Kallenberg, 2006, Lemma 2.22] ). Let σ be a probability kernel from a measurable space S to a standard Borel space T . Then there exists a measurable function det(σ) :
where we write U [0, 1] for the uniform distribution on [0, 1]. Conversely, every kernel obtained this way is a probability kernel.
We can extend this result to subprobability kernels from S to T by noting that they are the same as probability kernels from S to T + 1. Therefore, we get the following generalisation of the randomisation lemma.
Lemma 6 (Randomisation for Subprobability Kernels). Let σ be a subprobability kernel from a measurable space S to a standard Borel space T . Then there exists some measurable partial function (a.k.a. a deterministic kernel) det(σ) :
where we write U [0, 1] for the uniform distribution on [0, 1]. Moreover, we can choose det(σ) such that det(σ)(s, p) = ⊥ whenever σ(s) = 0. Conversely, any kernel obtained this way is a subprobability kernel.
Finally, we note that, by Theorem 5, we can write any s-finite kernel σ as a countable sum of subprobability kernels {σ n } n∈N :
This gives us the following.
Theorem 14 (Randomisation Lemma for S-finite Kernels). Let σ be an s-finite kernel from a measurable space S to a standard Borel space T . Then, there exists a measurable partial function (deterministic kernel) det(σ) :
for all s ∈ S. Conversely, any kernel obtained this way is s-finite.
Proof. Assume σ = n σ n , for subprobability kernels σ n . It is straightforward to see that the map ((s, n), U) → σ n (s, U)-call it σ ′ -is a kernel from S ×N to T , where N is equipped with the discrete σ-algebra, and S × N is equipped with the σ-algebra generated by the measurable rectangles. Moreoever, because each σ n is a subprobability kernel, so is σ ′ .
By the Randomisation Lemma for Subprobability Kernels, there exists a measurable
For the converse, we merely have to note that # N is s-finite as are deterministic kernels and that s-finite kernels are closed under composition.
We have obtained a characterisation of s-finite kernels, as being precisely the class obtained by closing under kernel composition • deterministic kernels (measurable partial functions);
• the Lebesgue measure
• the counting measure # N on N.
In fact, we can replace the measure space ([0, 1] , U [0, 1] ) with ([0, 1), U [0,1) ) in the above (seeing that {1} has measure 0) and we can note that the measure space (
) by the map (n, p) → n + p (whose inverse is given by the pair floor, id − floor ). This gives us the following.
Theorem 15 (Randomisation Lemma 2 for S-finite Kernels). Let σ be an s-finite kernel from a measurable space S to a standard Borel space T . Then, there exists a measurable partial function (deterministic kernel) det(σ) :
• the Lebesgue measure U [0,∞) on [0, ∞).
In fact, there are many equivalent ways of rephrasing the above lemma. One more useful variation is obtained by noting that (R, U R ) and ([0, ∞), U [0,∞) ) are isomorphic measure spaces, with the isomorphism given by [r ∈ [−n−1, −n) → r−3·floor(r)−1, r ∈ [n, n+1) → r + floor(r)] n∈N and its inverse.
Theorem 16 (Randomisation Lemma 3 for S-finite Kernels). Let σ be an s-finite kernel from a measurable space S to a standard Borel space T . Then, there exists a measurable partial function (deterministic kernel) det(σ) : S × R ⇀ T , such that
Clearly, det(σ) cannot be chosen to be total, in general. For instance, that would imply that σ(x, Y ) is constant in x. However, in some specific cases, it is possible.
Theorem 17 (Total Randomisation). Let σ be an s-finite measure on a standard Borel space T . Then, there exists a (total) measurable function det(σ) : R → T , such that
The converse is trivial if T = ∅ (take det(σ) = ∅). Therefore, let us assume T at least contains some element t 0 and let us prove the converse. Observe that we can apply theorem 16 to obtain a partial function det(σ) ′ : R ⇀ T , such that
′′ : R → T is a total measurable function. Moreover, writing D := det(σ) ′−1 (T ), then U D defines an s-finite measure on R and and det(σ)
Define, for n ∈ N, D n := (I n \I n−1 )∩D. Observe that D = n∈N D n and that U Dn is a probability measure for all n ∈ N. Therefore, lemma 5 gives us total measurable functions f n :
′′ , we have that det(σ) * U R = σ, while det(σ) : R → T is a total measurable function.
In particular, there exists a measurable function f : R → R ×R such that U R ⊗U R = f * U R .
One reason why these results are relevant is because they illustrate that one very rapidly obtains the whole class of s-finite kernels if one starts from a rather limited set of primitives and closes them under composition. In particular, even a probabilistic programming language with a set of primitives which at first sight may seem rather limited is expressive enough to construct all s-finite kernels: a call-by-value language with constants for all measurable functions, and random number generator sample U [0, 1] for drawing from U [0, 1] and a score construct for enforcing soft constraints suffices. Indeed, following the argument in [Staton, 2017 ],
• we can define all measurable partial functions using measurable functions and score;
• by lemma 6, we can define all subprobability kernels using sample U [0,1] and measurable partial functions, so, in particular, we can define the Poisson distribution sample poisson(1);
• using score, we can define sample # N using the previously outlined importance sampling procedure, using sample poisson(1), which by theorem 14 then lets us construct all s-finite kernels.
In fact, given that s-finite kernels are closed under composition (theorem 1) and soft constraints (theorem 5 3.), it follows that these primitives define precisely the class of s-finite kernels.
S-Finite Kernels Between Quasi-Borel Spaces
As argued in [Staton, 2017] , one can obtain a perfectly good denotational semantics of first-order (fine-grain call-by-value) probabilistic programming languages by interpreting the types as standard Borel spaces, the pure terms (complex values) as measurable functions and the effectful terms (computations) as s-finite kernels. However, it is a classic result in measure theory that the category of standard Borel spaces (or that of measure spaces) and measurable functions is not cartesian closed [Aumann, 1961] . This has led [Heunen et al., 2017] to introduce a more general notion of space called quasi-Borel spaces to interpret higher-order probabilistic programming languages. In this section, we shall prove equivalents of the Radon-Nikodým and Lebesgue decomposition theorems for quasiBorel spaces.
Briefly, the category of quasi-Borel spaces is defined as the category of concrete sheaves (in the sense of [Baez and Hoffnung, 2011] ) on the category of standard Borel spaces and measurable functions with countable measurable covers as its Grothendieck topology. This immediately shows that the category of quasi-Borel spaces is a Grothendieck quasi-topos and, in particular, is complete, cocomplete and cartesian closed.
Concretely, we recall the definition of a quasi-Borel space.
Definition 5 ( [Heunen et al., 2017] ). A quasi-Borel space (qbs) is a set X together with a set of functions M X ⊆ X R (called the random elements) such that (const) all the constant functions are in M X ;
(comp) M X is closed under precomposition with measurable functions on R;
(sheaf) M X is closed under countable measurable case distinctions: if R = i∈N U i , where
A morphism f : X → Y is a function that respects the structure, i.e. if α ∈ M X then α; f ∈ M Y . Morphisms compose as functions, and we have a category Qbs.
A qbs X is a subspace of a qbs
As discussed before, the category Qbs turns out to be complete, cocomplete and cartesian closed. Moreover, we can compare qbses to measurable spaces, as follows.
Theorem 18 ( [Heunen et al., 2017] ). We have an adjunction
which restricts to an adjoint equivalence from the full subcategory Sbs ⊆ Meas to M[Sbs] ⊆ Qbs. The adjunction is compatible with the forgetful functors Qbs → Set and Meas → Set. The qbs structure M X on a measurable space is defined as
and the measurable space structure Σ X on a qbs X is defined as
That is, Σ X is the final σ-algebra w.r.t. the random elements M X (i.e. the largest σ-algebra such that the random elements are measurable functions).
While qbs-morphisms play the role of measurable functions, we can also introduce an equivalent of s-finite kernel for qbses. These turn out to arise as the Kleisli morphisms for a commutative monad T , in fact. The idea is to use the randomisation lemma as a definition.
Definition 6 ((Randomisable) S-finite Measure [Ścibior et al., 2018] ). For a qbs X, we can define an (randomisable) s-finite measure to be a triple Ω, µ, α of a standard Borel space Ω, an α ∈ Qbs(Ω, X) and an s-finite measure µ on Ω. We can define the integral of any qbs-morphism f ∈ Qbs(X, [0, ∞]) w.r.t. Ω, µ, α :
Following the classic idea of Schwartz, this lets us identify Ω, µ, α and Ω ′ , µ ′ , α ′ if they define the same integral operator in the sense that
and write T X with the set of such obtained equivalence classes [Ω, µ, α] . Moreover, we can define the random elements
R Ω s-finite kernel and α ∈ Qbs(R × Ω, X)} to obtain a qbs T X.
This definition gives us a very straightforward way of making T into a monad.
Theorem 19 (Commutative Monad, [Ścibior et al., 2018] ). T is a commutative monad on Qbs under the monadic operations inherited from the continuation monad
Next, we give a new simplified presentation of T X and establish some results for the elements of T X. Observe that for [Ω, µ, α] ∈ T X, we have that α ∈ Qbs(Ω, X) yields α ∈ Meas(Ω, Σ X ), by applying the functor Σ and abusing notation by simply writing Ω for Σ Ω as Ω is a standard Borel space. That means that α * µ defines a measure Σ X in the usual measure theoretic sense. Moreover, by theorem 1, this is an s-finite measure.
Theorem 20.
as measures on Σ X . That is, the equality on elements Ω, µ, α is simply the equality on the measures α * µ on Σ X .
Proof. The equality of elements Ω, µ, α and Ω ′ , µ ′ , α ′ of T X is defined to be the equality of all integrals Observe that the classic Frobenius reciprocity result from measure theory [Schilling, 2017] tells us that
Therefore, the equality of elements of T X is also equivalently characterised as the equality of all integrals
However, as f can be approximated by simple functions, this is precisely the same as saying that α * µ = α ′ * µ ′ as measures on Σ X .
That is, we can think of T X as the set of (s-finite) measures (in the usual measure theoretic sense) on Σ X obtained as a pushforward of some s-finite measure µ on a standard Borel space Ω along a qbs morphism α ∈ Qbs(Ω, X). Similarly, the random elements of T X are simply (s-finite) kernels α * k : R Σ X obtained as a pushforward of some s-finite kernel k : R Ω to some standard Borel space Ω along a qbs morphism α ∈ Qbs(Ω, X). Applying the randomisation theorem 15 to randomise µ and k, we now obtain the following corollary. We can also immediately apply the randomisation theorem 15 to see that at least for standard Borel spaces X, this reproduces our usual notion of s-finite kernel, as every sfinite kernel between standard Borel spaces is randomisable.
Corollary 2. If X is a standard Borel space, then T X consists precisely of all s-finite measures on X and M T X consists of all s-finite kernels R X, in the measure theoretic sense. More generally, for standard Borel spaces X, Y , X ⇒ T Y consists precisely of all s-finite kernels X Y .
For µ, ν ∈ T X, where X is a qbs, let us define µ ≪ ν, µ ∞ ≪ ν, µ⊥ν, µ <∞ ν as we would for any two measures µ, ν on Σ X . Moreover, recall from [Ścibior et al., 2018] that we can add elements of T X (simply as measures) and that X ⇒ T 1 has a natural right action on T X (observing that T 1 = [0, ∞]). This action − ⊲ −, coincides with the usual action − ⊲ − of measurable functions Σ X → [0, ∞] on s-finite measures on Σ X , if we observe that Qbs(X, [0, ∞]) = Meas(Σ X , [0, ∞]) (abusing notation and simply writing [0, ∞] for M [0,∞] and recalling that Σ ⊣ M). This puts us in the position to state and prove an equivalent of the Radon-Nikodým and Lebesgue decomposition theorems for (randomisable) s-finite measuress on a qbs X.
Theorem 21 (Radon-Nikodým for Qbses). Let X be a qbs and let µ, ν ∈ T X. Then there exists a qbs morphism f ∈ Qbs(X, T 1) such that
Proof. This is a special case of theorem 10 once you note that Similarly, RN-derivates on qbses inherit the same uniqueness properties from those on measurable spaces of theorem 9.
Theorem 22 (Lebesgue Decomposition for Qbses). Let µ, ν ∈ T X. Then, µ decomposes uniquely as a sum of three mutually singular components
where µ a , µ ∞ , µ s ∈ T X and µ a ∞ ≪ ν, µ ∞ <∞ l and µ s ⊥ν.
Proof. Seeing that µ and ν are, in particular, s-finite measures on Σ X , we can appeal to theorem 11 to obtain a unique decomposition of µ as a sum of three mutually singular components µ = µ a + µ ∞ + µ s , where µ a ∞ ≪ ν, µ ∞ <∞ l and µ s ⊥ν.
What remains to be shown is that µ a , µ ∞ , µ s are in fact also elements of T X, rather than merely s-finite measures on Σ X . To see that, it is sufficient to exhibit elements β a , β ∞ , β s ∈ Qbs([0, ∞), X + {⊥}) such that
Observe that we have some β ∈ Qbs([0, ∞), X + {⊥}) such that β * U [0,∞) = µ, as µ ∈ T X. Now, as µ a , µ ∞ , µ s are mutually singular measures on Σ X , we get a measurable partition of Σ X as S a S ∞ S s such that µ a is supported in S a , µ ∞ is supported in S ∞ and µ s is supported in S s . Applying the functor Σ (which as a left adjoint preserves coproducts), we observe that β in particular is a measurable function [0, ∞) → Σ X +{⊥}. Therefore, R a := β −1 (S a ), R ∞ := β −1 (S ∞ ) and R s := β −1 (S s ) define measurable subsets of [0, ∞). Now, we can observe that the (finite) measurable case distinction β i := [R i .β, [0, ∞) \ R i .λr.⊥] defines an element of Qbs([0, ∞), X + {⊥}) by the qbs axioms (const) and (sheaf) and it follows immediately that β i * U [0,∞) = µ i , where i ∈ {a, ∞, s}. This concludes the proof.
It is at present not clear to the authors if and how a disintegration theorem can be established for qbses or if we can generalise the Radon-Nikodým and Lebesgue decomposition theorems to s-finite kernels between qbses.
