We describe a method for simulating the real time evolution of extended quantum systems in two dimensions. The method combines the benefits of integrability and matrix product states in one dimension to avoid several issues that hinder other applications of tensor based methods in 2D. In particular it can be extended to infinitely long cylinders. As an example application we present results for quantum quenches in the 2D quantum (2+1 dimensional) Ising model. In quenches that cross a phase boundary we find that the return probability shows non-analyticities in time.
The advent of ultra cold atomic gas experiments has led to a surge of interest in the time evolution and out-ofequilibrium behaviour of many-body quantum systems. Much effort has been focused on one dimensional (1D) problems because these can be tackled by analytically tractable or highly accurate numerical methods. Key questions that these studies have sought to elucidate are whether and how such systems thermalise after a sudden change, or 'quantum quench' of a system's Hamiltonian; with particular emphasis on the role played by conserved charges in 1D integrable systems [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] .
Experiments however, are not limited to 1D and it is interesting to explore similar questions in two dimensions (2D) and above [12] . Unfortunately there is no analogue in 2D of the aforementionned analytically exact 1D methods. Numerical approaches using matrix product state (MPS) representations, so successful in 1D, suffer in 2D due to the 'area law' growth of entanglement [13, 14] . This growth reduces the efficiency of MPS (and related 'tensor') algorithms and limits them to smaller system sizes.
Nonetheless MPS algorithms can be applied in 2D, by labelling lattice sites (usually in a zigzag fashion) to map to a 1D system [15] . The cost is that nearest neighbour interactions in 2D are mapped to increasingly long ranged 1D interactions, imposing an increasing numerical burden. Recently progress has been made in performing real time evolution on MPS with such long ranged Hamiltonians, by careful construction of so-called 'matrix product operators' [16] . Algorithms based on generalisations of MPS to higher dimensions, such as projected entangled pair states (PEPS) [17, 18] , make use of imaginary time evolution to find ground states [19] . However, these higher dimensional tensor methods have lower contraction efficiency over internal degrees of freedom relative to MPS and lack a higher dimensional analogue of the singular value decomposition used in MPS algorithms.
In this letter we demonstrate that real time evolution FIG. 1. Anisotropic setup for a 2D system as an array of N chains of length R, coupled by an interaction J ⊥ . The cylinder can be joined together at its ends to study toroidal systems.
is possible for large 2D systems by employing a highly anisotropic MPS formulation. Such an approach retains the contraction efficiency of matrix product states over other tensor methods, while avoiding the build up of long ranged interactions. Our setup will be similar to that used in the density matrix renormalisation group (DMRG) studies described in Refs. [20, 21] except that here we are explicit in our use of MPS. This change allows for straightforward implementation of algorithms other than DMRG, including those for time evolution and for accurately working with the thermodynamic limit. In particular using time evolving block decimation (TEBD) [22] we demonstrate that we can study the time evolution after a quench of infinitely long cylinders, with sufficient circumference that we approach the 2D thermodynamic limit. This includes quenches between different phases of a 2D quantum system. Method: We wish to maximise the analytically exact input to our MPS algorithm, while simultaneously controlling the growth of entanglement entropy. The construction we use is depicted in Fig. 1 : a cou-pled array of exactly solvable 1D subunits. As subunits we choose continuum chains of length R, with periodic boundary conditions, and integrable chain Hamiltonians. A state of a system of N chains may now be written as an MPS:
where each matrix A σi[i] is labelled by a chain i and a state of that chain σ i . These chain states (and any necessary matrix elements) are known exactly because of the choice of integrable chain Hamiltonians, and form a strongly correlated 'local' basis. The matrix dimensions relate to the entanglement between different partitionings of the system. MPS algorithms work within a variational basis of states with restricted entanglement, either by directly imposing a maximum matrix 'bond' dimension, χ, or via a compression criterion.
For ground and low-lying states of the system the entanglement entropy S E scales as the boundary 'area': by construction this is R, the chain length. For massive relativistic chains finite size effects are exponentially suppressed; when the theory is gapped we may use small R to throttle the growth of S E , while remaining in the 2D limit. We have previously demonstrated the effectiveness of this methodology in equilibrium by studying a 2D quantum (i.e. 2 + 1 dimensional) critical point [20, 21] .
The continuum chain has an infinite spectrum; however if R is finite the spectrum is discrete, and we may truncate at a cutoff energy E c . This step is justified by appeal to the truncated conformal spectrum approach [23] where it is observed that for relevant (in the renormalisation group sense) interactions, the low energy sector of a perturbed integrable system is formed primarily from (possibly strong) admixtures of low lying states of the unperturbed system. We therefore consider a relevant interchain coupling in the following.
Eq. 1 differs from a MPS for a 1D system only in that the 'physical indices' σ may be large (see Table I in [24] ), requiring strict use of sparse matrices to maximise computational resources. It is also important to take advantage of good quantum numbers and to perform matrix operations (e.g. singular value decompositions) in a block diagonal manner, to help preserve the sparse nature of the matrices and increase numerical efficiency. MPS time evolution algorithms may then be implemented just as for a 1D system, including TEBD [22] and its infinite counterpart (iTEBD) [25, 26] . For the former we may work with a torus or open cylinder geometry; the latter corresponds to an infinitely long cylinder. Both algorithms decompose the time evolution operator exp[−iHt] into a product of N t time step operators, t = N t τ . Each step is itself approximately decomposed into a product of two site (or chain) operations. The error at each step is proportional to the time increment τ raised to a power given by the order of the decomposition.
A second, more important, source of error is due to the compression of the MPS after each step via singular value decompositions. We compress by fixing a minimum singular value size, s min : singular values smaller than this threshold value are discarded. In this sense our algorithm is adaptive, as the bond dimension, and degree of encoded entanglement can grow. After a quench S E grows at worst linearly with time [27] , requiring matrix dimensions to grow exponentially and limiting the maximum timescales that can be reached.
For our 2D algorithm, forming the time evolution operator requires the exponentiation of a two chain Hamiltonian, which in turn necessitates the diagonalisation of the same object. This is a numerically costly step, but need only be done once at the beginning, and the result stored for later use.
In this letter we present results for quenches in the 2D quantum Ising model: (2) with i indexing individual chains of length R. We take H 1D,i to be the continuum limit of the 1D lattice quantum Ising model-or transverse field Ising model
with l an index along the chain. In the continuum limit this reduces to a theory of a 1D Majorana fermion with mass ∆ = gJ . For disordered chains, i.e. ∆ < 0, finite J ⊥ leads to a 2D quantum (d=2+1) order-disorder transition at a critical value J ⊥ = J c = 0.185 [21] .
Analytic expressions for the spectrum of the 1D TFIM and the spin matrix elements are detailed in Ref. [28] ; we summarise the salient features below. In the disordered phase the chain spectrum splits into two sectors, termed 'Neveu-Schwarz' and 'Ramond', with even and odd numbers of fermions respectively. In the NeveuSchwarz sector fermions have half-integer momenta (in units of 2π/R) while the Ramond fermions have integer momenta. Combined with their even/odd nature this means the total momentum on a chain is always integer. The spin operator is off diagonal in sector, so that on an individual chain Ramond states are only scattered into Neveu-Schwarz states and vice-versa by the J ⊥ term.
Our quench protocol is to start with J ⊥ = 0 and the chains each in their respective ground state (the NeveuSchwarz vacuum), applying a finite interchain coupling J ⊥ = 0 suddenly at t = 0.
We compute the evolution of the post quench state using iTEBD and TEBD, with first order and second order Trotter decompositions. Time step sizes, |∆|τ , between 10 −3 and 5 × 10 −3 are used. The quenches are explored as functions of J ⊥ , E c and R. Because MPS algorithms work directly with the state of the system, they are very flexible in terms of what can be measured, allowing us to investigate both local observables and global quantities. Results: We will focus on results for infinitely long cylinders, leaving a discussion of the effect of finite N until later. Let us first address the question of what time scales we expect to feature in the quench. To provide an answer we turn to the quasiparticle causality picture of Refs. [1, 2, 27] . After the quench the system is in an excited state, but not an eigenstate, leading to the production of quasiparticles. Quasiparticles created within the prequench correlation length, |∆| −1 , of each other are entangled, whilst those further apart are incoherent. This results in a time scale, t ∆ = (2c|∆|) −1 , (where c = 1 is the velocity of the fastest quasiparticles) before which the quench dynamics are controlled by the uncoupled chain ground state. Thus we measure t in units of |∆| −1 . Another scale is t R ∼ R/2c, the time for two quasipar- ticles, created at the same point and moving in opposite directions, to transit a chain and meet again. Hence there is a region t ∆ < t < t R where we may expect the time evolution to be representative of the 2D thermodynamic limit. For t > t R the finite nature of R will play a role. However, as the chains are coupled, we do not expect 'revivals' of the initial state for times that are multiples of t R : revivals of the 2D system are only possible on a much longer time scale t ∼ N J −2 ⊥ (using Fermi's Golden Rule to estimate the J ⊥ dependence) and so never for infinite cylinders.
A simple local observable that can be used to gauge the departure from the initial state is the occupation number for fermions at position x on chain i: n i (x). This can be calculated by summing the fermion mode occupations on a chain, n i,k , and using translational invariance along the chain. At t < 0, J ⊥ = 0 and n i,k = 0. After the quench the fermionic modes gradually become populated.
In the very shallow quench limit, |J ⊥ /J c | 1, and at short times, the quenches can be treated perturbatively. We find excellent agreement between our numerics and second order perturbation theory for J ⊥ = 0.01 (see [24] ). The quality of this agreement is essentially independent of chain cutoff for E c ≥ 4. Guided by the perturbative result (or alternatively a short time expansion) we plot n i,k in units of J 2 ⊥ for all quenches presented. We then see that at short times the results for n i (x)/J 2 ⊥ collapse onto a single curve as a function of |∆| t.
For deeper quenches that still do not cross the critical coupling, |J ⊥ /J c | < 1, the results quickly depart from the perturbative calculation, as shown in Fig. 2 , but converge to a large R limit on longer time scales as R increases. There is some dependence on the cutoff for E c > 4, but it is possible to increase E c to large enough values to see convergence.
Quenches through J c -the critical coupling for the 2+1 dimensional system-are the most challenging numerically as the population of higher energy chain states becomes significant. Concomitantly, the time evolution is most dependent on E c in this case. Ramped, rather than sudden, quenches can be implemented with some possible advantages in this regard [29] , though we have not yet explored this possibility. Nonetheless, robust qualitative features can be discerned for J ⊥ = 0.2 in Fig. 3 . The most striking difference, beyond the universal short time behaviour, is that n i (x) does not decrease significantly for |∆| t 1, as it does for smaller J ⊥ . Instead it appears to slowly increase or plateau, while undergoing oscillations.
It is also possible to calculate correlations between the chains. In Fig. 4 we show the nearest neighbour spin-spin correlation function as a function of time, σ i (x, t)σ i+1 (x, t) , for a selection of R and J ⊥ . Our choice of J ⊥ > 0 favours antiferromagnetic correlations, producing the overall negative sign. An expansion in small t shows that this quantity is proportional to J ⊥ t 2 allowing us to collapse the results onto a single curve at short times. The curves are qualitatively similar (after reflection in the time axis) to those for n i (x), meeting the naïve expectation that the number of occupied fermonic modes should follow the energy of the perturbation ∼ R 0
The 'Loschmidt echo' or overlap probability at a particular t is the modulus squared of the overlap between the initial and time evolved state:
where Ψ 0 is the ground state of the uncoupled chain system. In 1D it is useful to define a per site rate function, (t) via G(t) = exp[−N (t)]. Non-analyticities in (t) have been interpreted as 'dynamical phase transitions', following an exact calculation of this quantity for the 1D TFIM [30] [31] [32] . The general association of such non-analytic points with equilibrium critical phenomena is contested [33, 34] , but we compute analytically upper bounds [24] to show that for quenches with J ⊥ > 0. 27 we expect non-analyticities in G(t). Hence to demonstrate these non-analyticities, we consider a quench into the ordered phase with J ⊥ = 0.5.
Finite N effects in (t) are small in 1D quantum Ising models [32] , so that log G(t) scales as the system length, N . In Fig. 5 we plot log G(t) demonstrating that in 2D it scales with the system volume, |∆|RN as expected (we measure R in units of the prequench correlation length to form a dimensionless quantity). As to the existence of non-analytic points, for J ⊥ = 0.1 < J c we find that log G(t) is smooth up to the largest time scales we can reach. However for J ⊥ = 0.5 > J c we find non-analytic behaviour, with the same qualitative structure for both E c = 6 and 8. We also see non-analyticities for J ⊥ = 0.2, just above J c = 0.185, but they first occur at the edge of the attainable times.
Finally we consider the case of finite length and open boundary conditions. The TEBD algorithm is slower by approximately a factor of N due to the loss of translational invariance along the cylinder. We find negligible effect, for finite N 10 and i away from the ends of the cylinder, on the results for local quantities such as n i (x) (up to the time scales we reach). However this is not true for the Loschmidt echo (a global measure), especially when |J ⊥ | > J c . The inset of Fig. 5 shows the difference between the iTEBD and N = 20 and 100 results for R = 6, J ⊥ = 0.5. While there is excellent agreement up to |∆|t ∼ 1, afterwards there is a clear change in the non-analytic point structure. We still see this effect even for very small R and large N (approaching the limit of a single 1D TFIM), suggesting that boundary conditions have a non-negligible effect on the Loschmidt echo even for large systems. This last result is important for possible experimental investigations. Conclusions: We have demonstrated a robust method to compute dynamical behaviour in 2D quantum (d=2+1) systems after a quench, which we intend to use to study other systems including coupled quantum wires (i.e. coupled Luttinger liquids) and Heisenberg chains. The algorithm should prove especially useful when interpreting non-equilibrium cold atom [35, 36] and pumpprobe experiments in the cuprates [37, 38] .
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SUPPLEMENTAL MATERIAL Further details of method
The structure of the spectrum of the continuum limit Ising chain is detailed in Ref. [28] but we give a brief description here for convenience. The spectrum splits into two sectors, Neveu-Schwarz (NS) and Ramond (RM). The energy of a state with a particular fermion configuration is given by
where s = NV or RM and E s is the vacuum energy (different in the two sectors). For ∆ < 0 states with even numbers of particles (including the 0 particle vacuum state) are in the NS sector (n s ∈ Z), while odd particle states are in the Ramond sector (n s ∈ Z/2) The spin operator is off diagonal in sector, a fact that makes perturbative calculations significantly easier. As a consequence the overall sector (whether there is a odd or even number of Ramond chains) is conserved by H 2DQI . The total sector and momentum (along the chain direction) for two chains is also conserved by the two chain time evolution operator. These conservation laws are useful for performing matrix operations by sub blocks. The fermionic representation is symmetric with respect to the spin direction, as is our prequench state, and H 2DQI itself does not break this symmetry. Hence the local magnetisation σ i (x) is always zero.
We implement iTEBD [25] using the alteration due to Hastings [39] that improves numerical robustness by removing the need to divide by very small singular values. Before computing expectation values the iTEBD transfer matrix must be 'orthogonalised' as described in Refs. [14, 26, 40] .
Instead of imposing a fixed bond dimension, we perform TEBD and iTEBD using a cutoff on the minimum singular value that is retained, s min . This translates to a minimum eigenvalue of the reduced density matrix, ρ min = s 2 min . The advantage over fixed bond dimension is that when working with large matrices, one may drop unwanted singular values as individual sub blocks are processed, as opposed to recording the full results of the singular value decomposition and sorting by magnitude before truncating. In principle the maximum value of S E that can be captured in this way is −2 log s min .
Discussion of the effects of the cutoff TABLE I. The number of chain states kept (including the ground state) for various combinations of R and Ec (∆ = −1).
Ec
The number of chain states increases approximately exponentially with E c and R for E c > ∆. In Table I we show the number of chain states kept for a range of chain lengths and cutoffs. It is clear that changing E c from 4 to 8 (for example) has a much more dramatic effect on the number of included states at R = 8 than at R = 4. However with quenches below the critical coupling J c , we find that in general we see very little difference between E c = 6 and E c = 8 for R ≥ 4.
Small R limit
For a single chain there should be a crossover to effective 0D (0+1 dimensional) behaviour when the correlation length is of order the system size, |∆| −1 ∼ R. When |∆|R 1 only the chain ground state and lowest excited state survive with the energies of higher excited states scaling as multiples of (|∆|R) −1 . For ∆ < 0 the ground and first excited states are the Neveu-Schwarz vacuum and the zero momentum single particle Ramond states respectively. In this case the Hamiltonian of the coupled chain system becomes
where M = RM, k = 0| σ |NS, vac ∈ R. This can be written as the Hamiltonian of a single 1D lattice quantum Ising chain (up to some unimportant constants): where σ x , σ z are the usual Pauli matrices and we make the identifications
This is a useful check of the code, as it is easy establish if one recovers the correct 1D behaviour, including the 1+1 dimensional phase transition whenh =J. For example at R = 1, and by using E c to restrict the number of chain states to two, we are able to successfully reproduce the predicted positions of non-analytic points, for quenches of the 1D quantum Ising model through its critical point [30] .
Perturbation Theory
In the limit of small interchain coupling |J ⊥ /J c | 1 a perturbative expansion is appropriate. We use unitary perturbation theory, following Ref. [41] , in order to avoid spurious secular terms that grow in time without bound. The expectation of an operator A at time t after the quench (assuming that the pre quench Hamiltonian commutes with it, [H 1D,i , A] = 0) is given to order J 
where |Φ is a tensor product of unperturbed chain states, |φ 1 ⊗ |φ 2 ⊗ · · · ⊗ |φ N . In this work we choose the pre quench state to be the ground state of the uncoupled chain system,
where |0 i is the ground state of chain i. For the operator A we consider n i,k , the occupation number for a fermion on chain i with momentum k (along the chain). With these choices the only states that contribute to F (ω) for the quantum Ising system are tensor products of chain vacuum states, with a single nearest neighbour pair of chain excited states:
Using these states we find
where E φ is the energy of the (unperturbed) chain state |φ . The restriction on the sum indicates that the momenta of the chain states |φ i , |φ i±1 must sum to zero. For the expectation at time t we obtain
Again the restricted sum is over zero momenta pairs. The sum over s will contribute a simple factor of 2 unless the system is an open cylinder and i = 1, N , in which case one of the sums vanishes due to the missing nearest neighbour. We now make some remarks about the result at order J 2 ⊥ . For all i, k Eq. 16 is a sum of oscillatory terms with no 'decay' even in the thermodynamic limit. There are no boundary effects, excepting the trivial factor of 2 described above due to the different number of nearest neighbours. With disordered chains, for which the chain ground state is in the Neveu-Schwarz sector, only excited chain states of the Ramond sector will contribute. Consequently at this order n i,k will be zero for half integer momenta, k = 2π(n + 1/2)/R.
Using the above we calculate the occupation numbers perturbatively for a large range of k by evaluating the sums over states numerically. From these results it is simple to to find the position space occupation:
using translational invariance along the chains, provided the n i,k drop off sufficiently rapidly with k. We show our results for J ⊥ = 0.01 together with the perturbative curve (dashed curve) for R = 10 in Fig. 6 . The agreement is excellent at short times and still very good at longer times for n i (x).
Estimate of Critical Coupling, Jc
In this portion of the supplemental material we argue that the appearance of non-analyticities in the return probablity post-quench can be used to estimate the value of the critical coupling J c marking the phase transition (although see discussion below). To this end we employ the observation of [30] that in quenching from an initial value of the coupling, J ⊥i , to a final value of the coupling, J ⊥f , non-analyticities appear in the return probability whenever a fermionic mode (of the post-quench Hamiltonian) has an occupation of at least 1/2, i.e. appears with an occupation corresponding to either infinite or negative temperatures. In the case considered in [30] , these athermal occupations only occurred if the coupling crossed a phase boundary. The appearance of the nonanalyticities can then be used to estimate the location of these boundaries. However it is at least possible that in general interacting models (such as the XXZ spin chain considered in [33, 34] , such occupations can be induced without crossing a phase boundary. We will use low order perturbation theory to estimate the coupling J c at which athermal mode occupations appear, noting that because of the work of [33, 34] that this J c may not correspond to the critical coupling determining the equilibrium phase transition in the two dimensional quantum Ising model.
The modes that we will consider in this argument take the form where A † j,kx is an operator on the j-th chain that creates a fermion with momentum k x along the chain. We then want to find the minimum value of J ⊥ such that n kx,ky = i|ψ † kx,ky (J ⊥ )ψ kx,ky (J ⊥ )|i = 1/2, where |i is the initial state of the quench (here the ground state of the system for J ⊥ = 0). The mode for which this will first occur is (k x , k y ) = (k x,min , 0) = (2π/R, 0) as this is the mode with the lowest energy and so is easiest to drive athermal.
To compute n kx,min,0 we expand it in terms of the eigenstates {|s } of the post-quench Hamiltonian n kx,min,0 = s | s|i | 2 s|n kx,min,0 |s .
We will suppose that this sum is dominated by states involving at most one fermion on any given chain. The only such state |s that then contributes to this sum is |k x,min , 0; −k x,min , 0 = ψ † kx,min,0 (J ⊥ )ψ † −kx,min,0 (J ⊥ )|0 . While we cannot write down an exact expression for this state as a function of J ⊥ , we are able to write down to second order the contribution to this state coming from the J ⊥ = 0 vacuum |0 -the only part that matters in computing the overlap s|i . To second order we have We use here the conventions and notation of [28] . ).
For R → ∞ the value of J ⊥ at which n kx,min,0 = 1/2 is J ⊥ = 0.27119 . . .. While this value of J ⊥ is considerably larger than the value of J c = 0.185 given in [20] for where the equilibrium phase transition occurs, we can at least partially attribute this difference to the neglect both of terms higher order in J ⊥ in this computation as well as J ⊥ = 0 states involving more than one fermion per chain.
