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Abstract Arobust control technique is proposed to address
the problem of trajectory tracking of an autonomous ground
vehicle (AGV). This technique utilizes a fractional-order
proportional integral derivative (FOPID) controller to con-
trol a non-holonomic autonomous ground vehicle to track
the behaviour of the predefined reference path. Two FOPID
controllers are designed to control the AGV’s inputs. These
inputs represent the torques that are used in order to manip-
ulate the implemented model of the vehicle to obtain the
actual path. The implemented model of the non-holonomic
autonomous ground vehicle takes into consideration both of
the kinematic and dynamic models. In additional, a particle
swarm optimization (PSO) algorithm is used to optimize the
FOPID controllers’ parameters. These optimal tuned para-
meters of FOPID controllers minimize the cost function used
in the algorithm. The effectiveness and validation of the
proposed method have been verified through different pat-
terns of reference paths using MATLAB–Simulink software
package. The stability of fractional-order system is analysed.
Also, the robustness of the system is conducted by adding dis-
turbances due to friction ofwheels during the vehiclemotion.
The obtained results of FOPID controller show the advantage
and the performance of the technique in terms of minimizing
path tracking error and the complement of the path following.
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1 Introduction
The trajectory tracking problem of AGV has taken a
considerable attention over the past few years. Recently,
many researchers have developed various path tracking con-
trol methods considering the non-holonomic constraints of
autonomous ground vehicles. In the current state of the art,
many control methods and adaptive output feedback systems
are emerged for solving trajectory tracking problem Huang
et al. (2014). Such methods have used feedback signals to
obtain a closed-loop control system based on a plant model.
In Peng et al. (2014), Peng et al. derived a kinematic con-
troller of the mobile platform to obtain a desired velocity by
designing a Lyapunov function. In addition, a robust adaptive
tracking controllerwas proposed.According to theLyapunov
stability theory, the derived robust adaptive controller guaran-
tees global stability of the closed-loop system. In Zhang et al.
(2014), Zhang et al. developed a new control approach for
trajectory tracking of mobile robots. This control approach
was designed based on a global finite-time control law of the
angular velocity. The simulation results demonstrated a good
convergence and performance to stabilize the angle error of
mobile robots. InNormey-Rico et al. (2001), Juan presented a
classic PID controller for path tracking problem of a mobile
robot. A new PID tuning method was proposed based on
basic control tools, which takes into account the robustness
of the closed-loop system. In Resende et al. (2013), Resende
et al. proposed a fuzzy controller for trajectory tracking with
unicycle-like mobile robots. In this controller, two Takagi–
Sugeno (TS) fuzzy blocks were used to generate its gains.
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The stability of the developed controller was proven, using
the theory of Lyapunov. In Wang et al. (2011), an adaptive
trajectory tracking method based on the kinematics model
was proposed to solve the non-holonomic restriction prob-
lem of trajectory tracking of the wheeled mobile robot. This
method is based on the idea of the artificial field to improve
the effect of the trajectory tracking. Zhao et al. (2012) pro-
duced an approach to formulate path tracking problem of an
autonomous vehicle. This vehicle is a two degree of free-
dom. The produced approach is based on an adaptive PID
controller.
Fractional-order PID (FOPID) controllers are increasingly
becoming a popular technique that has gained increas-
ing attention in recent years in industrial applications. In
Aboelela et al. (2012), a FOPID controller was designed
to control the trajectory of the flight path of six degree of
freedom flying body. In Aldair and Wang (2010), Aldair and
Wang designed an optimal FOPID controller for a full vehi-
cle nonlinear active suspension system. In this system, the
optimal values of the FOPID controller parameters for min-
imizing the cost function are tuned using an evolutionary
algorithm. In Zamani et al. (2009), an application of FOPID
controller was presented for controlling an automatic voltage
regulator. This controller employed particle swarm optimiza-
tion (PSO) algorithm to carry out the design procedure of
FOPID.
The FOPID technique has parameter-based structure, and
its performance is robust for uncertainties in robotics sys-
tems. It is apparent that FOPID controller could involvemany
optimization techniques for tuning and obtaining optimal
parameters. In Lee and Chang (2010), Lee and Chang pre-
sented two optimization algorithms for optimizing a FOPID
controller. These algorithms are an electromagnetism and
evolutionary algorithm. Hence, a combination of the two
algorithms was introduced to take the advantages of both
algorithms and reduce the computation complexity of the
electromagnetism algorithm.
In Cao et al. (2005), an intelligent optimization method is
presented for designing fractional-order controllers based on
genetic algorithms. The optimization design process based
on genetic algorithm is analysed to obtain the proportional
gain, integral gain, derivative gain, derivative order and inte-
gral order. Furthermore, the PSO has been regarded widely
as a promising optimization algorithm due to its combination
of simplicity (in terms of its implementation), low com-
putational cost and good performance. Concomitantly, the
optimal problems solved by genetic algorithms can obtain
better solutions with PSO in comparison with conventional
methods. These are precisely the main motivations that led
us to apply PSO for FOPID controllers design to obtain the
optimal parameters Ramezanian and Balochian (2013); Cao
and Cao (2006).
Accordingly, in our earlier paperAl-Mayyahi et al. (2015),
the trajectory tracking problem of autonomous ground vehi-
cles was investigated using the proposed FOPID. The FOPID
is optimized by using a particle swarm algorithm. The latter
was utilized for searching the optimal values for controller’s
parameters. Those parameters are pivotal in designing the
FOPID controller. Both of kinematic and dynamic models
are used, and thus, a robust FOPID tuning is required. The
tuning method is used in PSO based on the integral square
of the error method (ISE) method. In this paper, the three
tasks have been achieved: firstly, the analysis of actuation
model and integrating it with kinematic and dynamic mod-
els. The actuationmodel of theAGV is an essential part in the
practical performance for driving the wheels. Therefore, it is
necessary to be considered into calculations and cannot be
ignored. Secondly, the stability of the entire system has been
inspected based on Nyquist criteria to verify the behaviour
of operation region. In this paper, the system is multi-input
multi-output (MIMO), and the transfer function of the system
is fractional order as a result from fractional-order controller.
Finally, disturbances have been applied to test the robust-
ness of the system. The simulation results are proved that the
proposed technique was successfully capable of achieving
trajectory tracking. The system is globally asymptotically
stable and robust to the applied external disturbances. The
proposed FOPID controller has been compared with the con-
ventional PID controller to demonstrate the advantage of
using FOPID controller over the conventional method. The
comparison showed that the tracking error has been mini-
mized and improved significantly.
The rest of the paper is organized as follows: The mod-
elling of an autonomous ground vehicle is given in Sect. 2.
The explanation of the fractional-order systems is described
in Sect. 3. The particle swarm optimization is demonstrated
in Sect. 4. The implementation of the proposed methodology
and the block diagram is depicted in Sect. 5. The stability of
the fractional-order system is analysed in Sect. 6.The con-
ducted simulation results are presented in Sect. 7 to illustrate
the effectiveness of the control scheme and to validate the
robustness of the fractional-order system. Finally, conclu-
sion is drawn in Sect. 8.
2 Modelling of an Autonomous Ground Vehicle
The modelling for wheeled autonomous vehicle will be
described in sections below. Thismodelling includes analysis
for both of the kinematic and dynamic models. The kine-
matic model describes the motion of the vehicle without
considering the forces that cause this motion. In contrast,
the dynamic model takes into consideration the forces that
cause the motion. The schematic diagram of the autonomous
ground vehicle is depicted in Fig. 1.
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Fig. 1 The schematic diagram of the autonomous ground vehicle
2.1 Kinematic Model
The kinematic analysis of differentiallywheeled autonomous
vehicle in a two-dimensional plane can be conducted byusing
Cartesian coordinates. It is assumed that the autonomous
vehicle moves without slipping on a plane, that means there
is a pure rolling contact between the wheels and the ground
and also there is no lateral slip between the wheel and the
plane. The vehicle has four fixed standard wheels and is
differentially driven by skid-steer motion. The two driving
wheels are independently driven by two motors to acquire
the motion and orientation. The wheels have same radius
‘r’. The driving wheels are separated by distance ‘2L’. The
posture of the vehicle in the two-dimensional plane at any
instant is defined by the situation in Cartesian coordinates
and the heading with respect to a global frame of reference.
The configuration of the vehicle is represented by generalized
coordinates, Pc = (Xc,Yc, θ).
The relationships for kinematic model of the autonomous
ground vehicle can be given as follows Al-Mayyahi et al.
(2014):
The kinematic in the vehicle frame is given by the follow-
ing equations:
⎡
⎣
x˙
y˙
θ˙
⎤
⎦ =
⎡
⎣
r
2
r
2
0 0
r
L − rL
⎤
⎦
[
ωr
ωl
]
(1)
v = r.
[
ωr + ωl
2
]
(2)
θ˙ = r.
[
ωr − ωl
L
]
(3)
The kinematic in the world frame is given by the following
equations:
⎡
⎣
x˙
y˙
θ˙
⎤
⎦ =
⎡
⎣
cos θ 0
sin θ 0
0 1
⎤
⎦
[
v
ω
]
x˙c = v cos θ (4)
y˙c = v sin θ (5)
θ˙ = ω (6)
ωr = ∅˙r (7)
ωl = ∅˙l (8)
In additional, it is assumed that the autonomous vehicle
is subject to the kinematic constraints such as the contact
between the wheels and the ground is pure rolling, and non-
slipping Fierro and Lewis (1998).
No slip constraint
y˙c cos θ − x˙c sin θ = aθ˙ (9)
Pure rolling constraint
x˙c cos θ + y˙c sin θ + L θ˙ = r ∅˙r (10)
x˙c cos θ + y˙c sin θ − L θ˙ = r ∅˙l (11)
These constraints show that the driving wheels do not slip.
The three non-holonomic constraints can be written in the
following form:
A (q) q˙ = 0 (12)
A (q) =
⎡
⎣
− sin θ cos θ −a 0 0
cos θ sin θ L −r 0
cos θ sin θ −L 0 −r
⎤
⎦ (13)
q˙ = [ x˙c y˙c θ˙ ∅˙r ∅˙l
]T
(14)
The above system can be transformed into amore compact
representation for control and simulation purposes. In this
transformation, we are trying to find a way to eliminate the
constraint term from the equation. The kinematic matrix is
defined by the following transformation:
q˙ =
⎡
⎢⎢⎢⎢⎣
x˙c
y˙c
θ˙
∅˙r
∅˙l
⎤
⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎣
cos θ −a sin θ
sin θ a cos θ
0 1
1
r
L
r
1
r − Lr
⎤
⎥⎥⎥⎥⎥⎦
[
v
ω
]
(15)
where,
v = velocity of the moving vehicle
θ = moving vehicle orientation
ωr = angular velocity of right wheel
ωl = angular velocity of left wheel
ω = angular velocity of vehicle.
Thismodel is referred to a vehicle’s kinematicmodel since
it describes the velocities but not the forces or torques that
have effect on the velocity. In the next section, the dynamic
model will be analysed.
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2.2 Dynamic Model
The dynamicsmodel of an autonomous ground vehicle repre-
sents the study of the relationship between the various forces
action on a robot mechanism and their accelerations. This is
mainly used for simulation study and analysis of vehicle’s
design and a motion controller design for the vehicle. The
description of the mechanism of the robot movement is given
in terms of its component parts; bodies, joints and the para-
meters that characterize them. In fact, several parameters are
required to define the dynamic model of a given rigid body
such inertia, centre of mass and applied forces. The energy-
basedLagrangian approach can be used to derive the dynamic
model of the autonomous vehicle which is represented in the
following general form Fierro and Lewis (1997):
M (q) ω˙ + C (q, q˙) ω + F (q˙) + G (q) = B (q) T (16)
where M (q) is the symmetric positive definite inertiamatrix,
C(q, q˙) is the centripetal and Coriolis matrix, F(q˙) is the
surface frictionmatrix,G(q) is the gravitational vector, B(q)
is the input transformation matrix, T is the input vector. The
vehicle planar motion leads to the elimination of the gravity
terms in the dynamic equation:
G (q) andF (q˙) = 0 (17)
Therefore, Eq. (16) can be rewritten in another appropriate
way as follows:
M(q)ω˙ + C (q, q˙) ω = B (q) T (18)
The above equations represent the dynamic equations of the
robot considering the non-holonomic constraints, and they
can be transformed into the following simplifiedmatrix equa-
tions:
[
m 0
0 ma2 + Ic
] [
w˙
θ¨
]
+
[
0 −maθ˙
maθ˙ 0
] [
w
θ˙
]
= 1
r
[
1 1
L −L
] [
Tr
Tl
]
(19)
The matrices elements are stated as follows:
M (q) =
[
m 0
0 ma2 + Ic
]
(20)
C (q, q˙) =
[
0 −maθ˙
maθ˙ 0
]
(21)
B (q) = 1
r
[
1 1
L −L
]
(22)
The relevant physical parameters of the autonomous vehicle
are shown in Table 1:
Table 1 The parameters of autonomous ground vehicle
Parameter Description Value Unit
r Wheel radius 0.1 m
L The distance between the
drive wheel and the axis
of symmetry
0.60 m
a The distance between the
centre of mass and drive
wheel axis
0.25 m
m The mass of the vehicle
with driving wheels and
DC motors
20 kg
Ic The mass moment of inertia
about the centre of mass
4 kgm2
2.3 Actuation Model
An actuator is an electrical motor that drives a mechanical
part of a robotic mechanism. The actuator receives a control
signal directly from a control system to drive wheels into
a specified motion. A DC motor is used as an actuator in
this work. The model of DC motor is given in the following
equations:
Tm = kmia (23)
vb = kbωm (24)
Ea = Raia + La dia
dt
+ vb (25)
Jm
dωm
dt
+ bmωm + TL = Tm (26)
where
wm = The angular speed of the motor,
ia = The motor current,
Ea = The applied voltage to the motor,
vb = The back e.m.f. voltage,
Jm = The motor inertia,
Tm = The motor torque,
TL = Load torque.
The physical parameters of the actuator are given in
Table 2:
3 Fractional-Order Systems
In the last two decades, researchers reported that factional-
order systems for modelling various materials more ade-
quately than conventional techniques. The fractional-order
systems have main effect over the controller system behav-
iour, for instance, to increase the speed of the response, and
decrease the steady-state error and relative stability Monje
et al. (2010).
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Table 2 The parameters of actuator
Parameter Description Value Unit
Ra The resistance of the
armature winding
8 
La The inductance in the motor
winding
0 Henry
Jm The motor inertia 0 kgm2
km The torque constant 0.35 N m/A
kb The back e.m.f. constant 0.35 V s/rad
bm Viscous friction 0 N m s
3.1 Fractional-Order Calculus
Fractional calculus is a mathematical topic which stud-
ies the ability of taking real number power of both the
differential and integration operators. There are several def-
initions to describe the fractional derivative. The firmly
established definitions are Grunwald–Letnikov definition
and the Riemann–Liouville definition. The most frequently
used definition in fractional-order calculus is the Riemann–
Liouville definition, in which the fractional-order integration
is defined as follows:
α D
−β
t f (t) =
1
 (β)
∫ t
α
(t − τ)β−1 f (τ ) dτ (27)
where β represents the real order of the differential and inte-
gral (0<β>1); α is the initial time instance, often assumed
to be zero; and t is the parameter for which both of the dif-
ferential and integral are taken. The Laplace and Fourier
transforms of the fractional derivative of f (t) are given by:
L
[
Dβt f (t)
]
= Sβ L [ f (t)] −
n∑
k=1
Sk[Dβ−k−1t f (t)]t=0
(28)
For convenience, the second part on the right-hand side of
Eq. (28) can be ignored when the derivatives of the function
f (t) are all equal to 0 at t=0. Therefore, this equation can be
rewritten as follows:
L
[
Dβt f (t)
]
= Sβ F (s) (29)
where F(s) is the Laplace transformer of f(t).
3.2 Fractional-Order PID Controller
The integral–differential equation defining the control action
of a fractional-order PID controller is given by
u (t) = Kpe (t) + Ki D−λe (t) + Kd Dμe (t) (30)
PIDPD
PIP
λ =1
λ
μ
λ =0
μ =1
μ =0
Fig. 2 Generalized FOPID controller
S
1/S Ki 
Kd 
Kp 
E(s) U(s) 
Fig. 3 The block diagram of fractional order
Applying Laplace transform to this equation with null ini-
tial conditions, the transfer function of the controller can be
expressed by:
C f (s) = Kp + Ki
Sλ
+ Kd Sμ (31)
In a graphical way, the control possibilities using a fractional-
order PID controller are shown in Fig. 2, extending the four
control points of the classical PID to the range of control
points of the quarter-plane defined by selecting the values of
λ and μ.
The essential advantage of the fractional-order PID con-
troller is the less sensitivity to changes that might happen to
parameters of a controlled plant. In fact, the two extra degrees
produce more adjustment for the dynamic behaviour of the
fractional-order PID controller than a conventional case. The
Simulink block diagram configuration of fractional-order
PID controller is depicted in Fig. 3.
4 Particle Swarm Optimization
The PSO is a stochastic algorithm based on principles of
natural selection and search algorithm. This algorithm is
inspired by the study of birds and fish flocking. In PSO
algorithm, each particle in the swarm represents a solu-
tion to the problem and it is defined with its position and
velocity. In D-dimensional search space, the position of the
i th particle can be represented by a D-dimensional vec-
tor, Si = (Xi1, . . . , XiD). The velocity of the particle Vi
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can be represented by another D-dimensional vector Vi =
(Vi1, . . . , ViD). The best position visited by the i th particle
is denoted as pbesti = (Pi1, . . . , PiD), and gbest as the index
of the particle visited the best position in the swarm; thus,
gbest becomes the best solution found so far Zhang et al.
(2013). The working of PSO algorithm is explained in the
following procedures:
Step 1: The algorithm parameters such as a number of gen-
erations, swarm size, inertia weight minimum, maximum
(Wmin, Wmax) and maximum iterations are initialized.
w = wmax − (wmax − wmin)
itermax
(32)
Step 2: The values of Kp, Ki and Kd are initialized randomly
within the optimal range of values for each gain. Step 3: The
fitness of each particle is evaluated using the integral of the
square of the error (ISE). This fitness function is given as in
Eq. (33).
ISE =
(∫ ∞
0
[e (t)]2dt
)
(33)
Step 4: The local best position (pbesti ) and the global best
position (gbest) of particles are obtained based on the fitness
value calculated from procedure 3 for each particle. Step 5:
In each iteration, the velocity and position of the particle are
updated using Eqs. (34) and (35), respectively.
V k+1i = WVki + C1R1
(
pbesti + Ski
)
+C2R2
(
gbesti + Ski
)
(34)
Sk+1i = Ski + V k+1i (35)
where R1 and R2 are random numbers selected between 0
and 1.
Step 6: The procedures from 2 to 5 are repeated until the
maximum iterations reached or the best solution is obtained.
The variables used in the PSO algorithm and their defini-
tions are listed in Table 3.
The flow chart for particle swarm optimization is given
Fig. 4:
5 Control System Design and Implementation
The block diagram of the AGV control system for trajec-
tory tracking of autonomous ground vehicle is depicted in
Fig. 5. Two FOPID controllers are used for driving the
autonomous ground vehicle’s wheels separately. The first
controller receives the difference between the desired gener-
ated trajectory and actual instantaneous trajectory as an input.
Therefore, the vehicle must change its orientation frequently
Table 3 The definitions of the PSO variables
Variable Definition
k Iteration number
Itermax Maximum number of iteration
D Dimension search space
Ski The current position of particle i th at iteration k
V ki The current velocity of particle i th at iteration k
pbesti Local best position y visited by i th particle
gbest Global best position visited by a warm
W Inertia weight function
Wmax Maximum value of inertia weight
Wmin Minimum value of inertia weight
C1 Cognitive coefficient
C2 Social coefficient
R1 & R2 Random number between 0 and 1
Initial Swarm parameters
Start
Calculate particle velocity
Finish
Is maximum 
iteration reached?
Yes
Select the best individual
No
Calculate particle position
Calculate the fitness function
Update particle velocity
Update particle position
Fig. 4 The flow chart of a particle swarm optimization
to track the desired trajectory. The output is for controlling
the right wheel. The second controller experiences the dif-
ference between the desired and actual velocity as input.
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Fig. 5 The block diagram of the AGV control system
Table 4 Parameters of the FOPID controller for orientation controller
Parameters Kp1 Ki1 Kd1 λ1 μ1
Optimal value 8.58 0.36 10.71 1.12 0.5
Table 5 Parameters of the FOPID controller for the velocity controller
Parameters Kp2 Ki2 Kd2 λ2 μ2
Optimal value 3.35 4.33 1.23 0.89 1.10
The desired velocity was represented by a constant value.
The outputs of both controllers are fed to the actuators of the
autonomous ground vehicle for controlling the motion and
tracking the given trajectories.
The fitness function used in PSO algorithm is simulated
by using the integral square of the error method shown in Eq.
(36).
ISE =
(∫ ∞
0
[eθ (t)]2dt
)
+
(∫ ∞
0
[ev (t)]2dt
)
(36)
The heading error signal and velocity error signal of first
and second fractional-order PID are given in equations as
follows, respectively:
eθ = θd−θa (37)
ev = vd−va (38)
where θd = the desired orientation, θa = the actual orien-
tation, eθ = the orientation error, vd = the desired velocity,
va = the actual velocity, and ev = the velocity error.
The optimal values for the orientation and velocity con-
trollers are given in Tables 4 and 5, respectively.
From the two tables above, the fractional-order transfer
functions for the first and second FOPID controller are given
as follows, respectively:
F1 (s) = 1.23s
1.99 + 3.35s0.89 + 4.33
s0.89
F2 (s) = 10.71s
1.62 + 8.58s1.12 + 0.36
s1.12
6 Stability Analysis
In this section, the stability analysis of the proposed sys-
tem will be investigated. Different methods can be utilized
to test the stability of a given system such as using Nyquist
stability criterion. The latter is based on Cauchy’s theorem,
which is concerned with mapping contours in the complex
s-plane. The Nyquist stability criterion states that the system
is asymptotically stable if all its poles in are placed in the left-
hand plane (LHP) and the Nyquist diagram does not enclose
the point ‘−1’. In Vivero and Liceaga-Castro (2008), multi-
inputmulti-output (MIMO)MATLAB toolboxwas proposed
for analysing the stability ofmultivariable systems.However,
this toolbox cannot be applied for fractional-order systems.
In this paper, the MIMO system is connected with two diag-
onal fractional-order controllers. Therefore, the total transfer
function will be fractional-order transfer function. The inter-
connection between the MIMO loops with fractional-order
controllers is shown in Fig. 6.
F1(s) and F2(s) are the two designed fractional-order PID
controllers. G11,G12,G21 and G22 are the transfer func-
tions of the system. These transfer functions are driven form
the equations given in Sect. 2. The framework of the total
closed-loop transfer functions is obtained based on individ-
ual channels design formultivariable systemUgalde-loo et al.
(2005). The latter is decomposed into an equivalent set of
single-input single-output (SISO) systems. Each SISO sys-
tem is the open-loop channel transmittance between output
Yi(s) and input Ri(s) with all internal loop closed.
The multivariable system depicted above is a transfer
function ‘G(s)’, which comprises 2x2 sub-systems, and the
_
R1
+
_
+
G12
u1
u2+
G11
G21
G22
+F1(s) 
++R2
Y1
Y2
G(s) 
F1(s) 
Fig. 6 Multivariable system with two controllers
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controllers are Fi(s) = diag[F1(s), F2(s)]. The transfer func-
tion for each individual channel can be established as in the
following relationships:
Ci (s) = Yi (s)
Ri (s)
(i = 1, 2) (39)
whereC1 (s) isthe first individual channel that can be defined
in the following equation:
C1 (s) = Y1(s)
R1(s)
= F1 (s) G11(s)(1 − γ (s) H2 (s)) (40)
Similarly for the second individual channel, C2 (s) is given
as follows:
C2 (s) = Y2(s)
R2(s)
= F2 (s) G22(s)(1 − γ (s) H1 (s)) (41)
where γ (s) is themultivariable structure function, and Hi (s)
is a unity negative feedback subsystem, which are, respec-
tively, defined in equations as follows:
γ (s) = G12 (s) G21(s)
G11 (s) G22(s)
(42)
Hi (s) = Fi (s) Gii (s)
1 + Fi (s) Gii (s) (i = 1, 2) (43)
The stability assessment for SISO fractional-order transfer
function (FOTF) for the first individual channel ‘C1 (s)’ was
carried out based on MATLAB function written in reference
Chen et al. (2009). In this function, a returned argument factor
calls ‘K’ is used to determine the stability of the fractional-
order system, if K is ‘1’ the system is stable and ‘0’ for
unstable. Also, from the pole positions shown in Fig. 7, it
is clearly apparent that all poles are placed with the stable
region.
Figure 8 shows the Nyquist plot for first individual chan-
nel. The stability can be assessed based on Nyquist stability
criterion. From the figure, it can be noticed that Nyquist dia-
gram does not enclose the point ‘−1’.
The frequency-domain response can be obtained for
fractional-order transfer function by replacing the variable
‘s’ by jω. Figure 9 depicts the frequency response for the
SISO fractional-order function of the first individual chan-
nel.
Similarly, the stability assessment for SISO fractional-
order transfer function is performed for the second individual
channel ‘C2 (s)’. Also, the returned argument factor ‘K’ for
‘C2 (s)’ is obtained when the simulation was executing. K
indicates ‘1’ which means the system is stable. Figure 10
describes that all poles are placed in the stable region. In addi-
tional, from Fig. 11, readers can notice that Nyquist diagram
does not enclose the point ‘−1’. Finally, the frequency-
domain response is presented in Fig. 12.
-1 -0.5 0 0.5 1
-1
-0.5
0
0.5
1
Fig. 7 Pole positions for the first individual channel
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Fig. 8 Nyquist graph for first individual channel
7 Simulation Results
The simulation results are carried out to validate the proposed
fractional-order PID controllers. The autonomous ground
vehicle’s model is governed by the kinematic and dynamic
and actuating equations given in Sect. 2. The entire sys-
tem has two FOPID controllers, and each controller has
five parameters. These parameters are symbolized as Kp1,
Ki1, Kd1, λ1 and μ1 for the first FOPID controller and as
Kp2, Ki2, Kd1, λ2 and μ2. Particle swarm optimization was
used in order to find the optimal values for those ten para-
meters. The parameters of the PSO used in the simulation
are as follows: Wmax = 1, Wmin = 0.25, swarm size = 5,
Itermax =5, D =10, and finally both c1&c2 = 1.4.
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Fig. 9 Frequency-domain response for first individual channel
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7.1 Platform Testing
After the autonomous ground vehicle’s model and the two
FOPID controllers have been implemented, the platform is
simulated and examined through different case studies to ver-
ify the response of the proposed methodology. Each case
considers a different path as follows:
Case Study-1
In this case, a circular smooth trajectory was generated
as desired trajectory. Equation (44) was used to generate the
orientation of the trajectory. This trajectory was compared
with the actual trajectory to find the error. Hence, the error
was fed into the fractional-order controller. The output of the
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Fig. 11 Nyquist graph for the second individual channel
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Fig. 12 Frequency-domain response for second individual channel
fractional-order controller is presented the control action that
was connected the motor of the left wheel. The second input
represents the desired velocity. The latter equals to vd =
0.4[m/sec] for interval 0 ≤ t ≤ 40 [rad]. This velocity
was compared with the actual velocity of the vehicle. The
error produced by comparing the velocity was inputted to the
second fractional-order controller. The output of the velocity
controller was connected the motor of the left wheel. After
running the simulation, the relationship between the desired
and actual trajectory is shown in Fig. 13. Figure 14 depicts
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Fig. 13 The relationship between the desired and actual trajectories
for the circular trajectory
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Fig. 14 The desired and actual orientation for the circular trajectory
the orientation of vehicle that was used for generating the
circular trajectory. The error between the desired and the
actual orientation is depicted in Fig. 15. Figure 16 shows the
changing of the integral square error functions of both the
orientation and velocity of the vehicle.
θd = (2π t/−40) [rad] 0 ≤ t ≤ 40 [rad] (44)
Case Study-2
In response to another case and to show the adaptation
of the proposed controller, a linear trajectory was created.
To ensure a linear trajectory, a constant orientation should
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Fig. 15 The tracking error between the desired and actual orientation
for the circular trajectory
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Fig. 16 The integral square error for the orientation and velocity of
the vehicle for circular trajectory
be generated using θd = π /4 [rad] for interval0 ≤ t ≤
40 [sec]. Similarly, the relationship between the desired and
actual trajectory is shown in Fig. 17. Figure 18 depicts the
vehicle orientation that was used for generating the linear
trajectory. The error between the desired and the actual ori-
entation is depicted in Fig. 19. Figure 20 shows the changing
of the integral square error functions of both the orientation
and velocity of the vehicle of linear trajectory.
The simulation results for the desired, actual and the error
between them are shown in Fig. 21. The results are the same
for both case studies because the desired velocity remained
without changing in its value.
7.2 Robustness Analysis
Designing an accurate and robust control system in the pres-
ence of disturbances in the dynamic systems is a challenging
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Fig. 18 The desired and actual orientation for the linear trajectory
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Fig. 19 The tracking error between the desired and actual orientation
for the linear trajectory
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Fig. 20 The integral square error for the orientation and velocity of
the vehicle for linear trajectory
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Fig. 21 The profile for desired, actual and error velocity for the circular
linear trajectory
problem. Therefore, it is essential to test the parameters of
fractional order to meet the performance specifications and
have desirable robustness. In this paper, the robustness of
the fractional-order PID controller is examined by applying
disturbances due to the external friction produced form the
vehicle motion between the wheels and ground. Figures 22
and 23 describe the time response of the mean square error
of fractional-order PID controller for the orientation and
velocity controller, respectively. In Fig. 22, the external dis-
turbance is applied solely on the right wheel due to friction
between the wheel and the ground and similarly in Fig. 23
due to the left wheel. It is apparent that there is a very slight
change in the response if the disturbance is applied. How-
ever, the change will be observed if a large disturbance is
enforced. The relationship between disturbances due to right
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Fig. 23 Time response of ISE for the velocity controller against dif-
ferent amplitudes of left wheel friction torque
and left wheels friction against the integral square error is
given in Table 6.
7.3 Comparison with Conventional PID Controller
In this section, a comparison between fractional-order PID
and the conventional one is presented. The parameters of
conventional PID controller for both orientation and velocity
controller are given in Tables 7 and 8, respectively. These
parameters were tuned in the same manner as in fractional-
order PID aforementioned using particle swarm optimization
technique. A comparison for the orientation tracking error
for circular and linear trajectories is depicted in Figs. 24 and
25, respectively. It is clearly obvious that the fractional-order
PID controller shows a significant improvement in terms of
minimizing the tracking error.
Table 6 Disturbances due to wheels friction against integral square
error
Friction due
to right wheel
Friction due
to left wheel
ISE for
FOPID # 1
ISE for
FOPID # 2
0 0 0.1924 0.05157
0.1 0 0.1986 0.05156
0.2 0 0.2103 0.05156
0.3 0 0.2260 0.05155
0.4 0 0.2452 0.05154
0.5 0 0.2679 0.05153
0.6 0 0.2939 0.05152
0.7 0 0.3232 0.05152
0.8 0 0.3557 0.05152
0.25 0.25 0.2180 0.05192
0.5 0.5 0.2695 0.05604
0.8 0.8 0.3606 0.06653
Table 7 Parameters of the conventional PID controller for AGV’s ori-
entation
Parameters Kp1 Ki1 Kd1
Value 1.754 1.830 12.904
Table 8 Parameters of the conventional PID controller for AGV’s
velocity
Parameters Kp2 Ki2 Kd2
Value 5.378 7.027 0.293
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Fig. 24 The tracking error between the desired and actual orientation
for the circular trajectory
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Fig. 25 The tracking error between the desired and actual orientation
for the linear trajectory
8 Conclusion
Fractional-order PIλDμ controller has been introduced to
control the motion of the autonomous ground vehicle. This
controller is optimized by minimizing the cost function. The
particle swarm optimization algorithm has been used to tune
the parameters of the FOPID controller. The designed FOPID
controller has shown the significant ability of the autonomous
ground vehicle to track the desired trajectory. Two different
trajectories, i.e. circular and linear trajectories, are consid-
ered to test the adaptation of the system. The simulation
results have confirmed successfully the effectiveness and val-
idation of the proposedFOPIDcontroller in terms of stability,
trajectory tracking control, tracking error minimizing and
robustness.
The effect of external disturbances has been taken into
consideration to test the efficient and robustness of the pro-
posed FOPID controller. The left and right wheel friction
torques are changed when an external disturbance occurs.
This change does not affect the vehicle operation even it is
applied permanently. The results have shown without doubt
the effectiveness and robustness of the proposed FOPID con-
troller.
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