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Résumé
Les tehnologies de tradution automatique existantes sont à présent vues omme une ap-
prohe prometteuse pour aider à produire des tradutions de façon eae et à oût réduit.
Cependant, l'état de l'art atuel ne permet pas enore une automatisation omplète du proes-
sus et la oopération homme/mahine reste indispensable pour produire des résultats de qualité.
Une pratique usuelle onsiste à post-éditer les résultats fournis par le système, 'est-à-dire ee-
tuer une vériation manuelle et, si néessaire, une orretion des sorties erronées du système.
Ce travail de post-édition eetué par les utilisateurs sur les résultats de tradution automa-
tique onstitue une soure de données préieuses pour l'analyse et l'adaptation des systèmes.
La problématique abordée dans nos travaux s'intéresse à développer une approhe apable de
tirer avantage de es retro-ations (ou post-éditions) d'utilisateurs pour améliorer, en retour, les
systèmes de tradution automatique. Les expérimentations menées visent à exploiter un orpus
d'environ 10 000 hypothèses de tradution d'un système probabiliste de référene, post-éditées
par des volontaires, par le biais d'une plateforme en ligne. Les résultats des premières expé-
rienes intégrant les post-éditions, dans le modèle de tradution d'une part, et par post-édition
automatique statistique d'autre part, nous ont permis d'évaluer la omplexité de la tâhe. Une
étude plus approfondie des systèmes de post-éditions statistique nous a permis d'évaluer l'utili-
sabilité de tels systèmes ainsi que les apports et limites de l'approhe. Nous montrons aussi que
les post-éditions olletées peuvent être utilisées ave suès pour estimer la onane à aor-
der à un résultat de tradution automatique. Les résultats de nos travaux montrent la diulté
mais aussi le potentiel de l'utilisation de post-éditions d'hypothèses de tradution automatiques
omme soure d'information pour améliorer la qualité des systèmes probabilistes atuels.
Mots-lés : tradution automatique probabiliste, apprentissage, évaluation, post-édition hu-
maine, ollete de orpus, post-édition statistique, estimation de onane.
Abstrat
Nowadays, mahine translation tehnologies are seen as a promising approah to help produe
low ost translations. However, the urrent state of the art does not allow the full automation of
the proess and human intervention remains essential to produe high quality results. To ensure
translation quality, system's results are ommonly post-edited : the outputs are manually heked
and, if neessary, orreted by the user.
This user's post-editing work an be a valuable soure of data for systems analysis and
improvement.
Our work fouses on developing an approah able to take advantage of these users' feedbaks
to improve and update a statistial mahine translation (SMT) system.
The onduted experiments aim to exploit a orpus of about 10,000 SMT translation hypothe-
ses post-edited by volunteers through a rowdsouring platform. The rst experiments integrated
post-editions into the translation model on the one hand, and on the system outputs by auto-
mati post-editing on another hand, and allowed us to evaluate the omplexity of the task. Our
further detailed study of automati statistial post-editions systems evaluate the usability, the
benets and limitations of the approah. We also show that the olleted post-editions an be
suessfully used to estimate the ondene of a given result of automati translation.
The obtained results show that the use of automati translation hypothese post-editions
as a soure of information is a diult but promising way to improve the quality of urrent
probabilisti systems.
Keywords : statistial mahine translation, learning, quality evaluation, human post-editing,
orpus olletion, statitial post-editing, ondene estimation.
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Introdution
Les tendanes atuelles montrent les besoins de plus en plus important en tradu-
tion automatique : la roissane rapide d'Internet, l'internationalisation politique et
la mondialisation éonomique augmentent l'abondane des ressoures multilingues et
le besoin en tradution de textes. Il est alors plus que jamais néessaire de briser les
barrières linguistiques an de permettre des ux d'éhanges multilingues rapides et
eaes.
La qualité des systèmes de tradution automatique a été signiativement améliorée
durant es dernières années mais elle-i n'a pas atteint l'idéal d'une tradution entiè-
rement automatique et de haute qualité espérée lors de l'apparition de la tehnologie,
soixante ans auparavant. Même si les systèmes automatiques permettent d'automati-
ser (du moins partiellement) la tâhe de tradution et de gagner du temps, la qualité
des résultats reste souvent bien en deça de elle produite par les traduteurs humains
professionnels.
Malgré ela, l'émergene et la diusion des outils de tradution automatique au-
près du grand publi (entre autres sur le World Wide Web) fait émerger de nouvelles
problématiques et de nouvelles perspetives.
Bien que l'enjeu majeur reste l'amélioration des systèmes de tradutions atuels,
les ateurs du domaine se onentrent maintenant sur des objetifs plus modestes et
herhent, par exemple, à prédire la diulté d'une tradution, évaluer au mieux un
résultat de tradution ou enore à déteter et analyser les erreurs ommises par le
système. Ces objetifs sont fortement liés à la problématique de l'amélioration de la
tradution en faisant en sorte que les systèmes de tradution soient apables d'antiiper
les diultés, d'en rendre ompte de manière intelligible et surtout d'auto-évaluer ave
préision la qualité de leurs tradutions, voire de solliiter l'aide de l'utilisateur pour
améliorer la tradution proposée.
Ces dernières années, l'essor du Web ollaboratif a engendré de nouveaux usages
grâe, entre autres, à des outils ollaboratifs où la partiipation des internautes/utilisa-
teurs ontribue à enrihir les systèmes. C'est ainsi que, dans le domaine du traitement
automatique du langage naturel, est apparu réemment l'idée de pallier les défauts
atuels des systèmes de tradution en faisant appel aux utilisateurs eux-mêmes.
1
2 Introdution
L'essentiel du travail présenté dans e manusrit porte sur la problématique de l'uti-
lisation de rétroations ou retours d'utilisateurs (feedbak en anglais) an d'améliorer
un système de tradution automatique.
Le sénario envisagé, dérit dans la gure 1, est de proposer un outil de tradution
automatique qui ollete des orretions de résultats faites par les utilisateurs de l'outil.
Ainsi olletées, es rétroations seraient ensuite utilisées omme soure d'amélioration
pour permettre au système de tradution automatique de s'adapter de façon interative
et itérative, au fur et à mesure des interations ave l'utilisateur.
Système de traduction
hypothèse de traduction
+ correction(s)
hypothèse de traduction
Traduction automatique
phrase source
Retro−action de l’utilisateur
         .
Figure 1  Sénario appliatif de tradution automatisée ollaborative
Une appliation possible de e sénario est, par exemple, un système de tradution
automatique probabiliste (Vi) en ligne sur le Web, qui propose aux utilisateurs d'entrer
un texte à traduire et qui ore la possibilité de orriger l'hypothèse de tradution
fournie par le système. Cette orretion de tradution serait enregistrée et utilisée pour
onstruire une nouvelle version améliorée du système (Vi+1).
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Au délà de ette appliation, où la ontribution volontaire des internautes est né-
essaire, e sénario peut également être appliqué au ontexte de tradution profession-
nelle. En eet, ertains logiiels ave lesquels travaillent les traduteurs professionnels
intègrent des outils de tradution automatique utilisés pour obtenir une ébauhe de
tradution ensuite éditée puis orrigée par le traduteur. Les hypothèses de tradu-
tions ainsi orrigées pourraient être utilisées pour améliorer le système de tradution
utilisé pour les générer.
Dans le ontexte de e sénario appliatif, le travail de reherhe présenté dans e
manusrit a pour objetif de reueillir des données représentatives de orretions de
résultats de systèmes de tradution automatique et de proposer des méthodes visant à
enrihir et améliorer le système les ayant produites.
Dans un premier temps, e manusrit introduira les éléments fondamentaux nées-
saires à la ompréhension des travaux présentés : la tradution automatique probabi-
liste, les modèles de référene, les tehniques liées à son évaluation et les approhes où
l'expertise humaine supplée les systèmes (hapitre I).
Pour les besoins de nos expérimentations, nous avons réé un système de tradution
automatique probabiliste à l'état de l'art. Ce système sera onsidéré omme le système
de référene pour la suite. La présentation des orpus utilisés, l'apprentissage du modèle
de référene et son l'évaluation feront l'objet d'une deuxième partie (hapitre II).
Le sénario appliatif envisagé nous a onduit à réaliser un premier ensemble d'expé-
rimentations préliminaires destinées à évaluer le potentiel et la faisabilité de l'approhe
envisagée. Les expérienes présentées dans ette troisième partie visent à utiliser les
orretions manuelles d'un petit orpus de 175 hypothèses de tradutions pour modier
le système à trois niveaux diérents du proessus de tradution (hapitre III).
Les résultats de es travaux préliminaires ont fait émerger la néessite de disposer
d'un large orpus d'hypothèses de tradutions étiquetées ave leurs orretions. Pour
e faire, nous avons fait appel à des internautes volontaires rémunérés pour orriger
un ensemble de 10 000 hypothèses de tradution produites par notre système (hapitre
IV).
Nous proposons, par la suite, des solutions visant à exploiter e orpus de 10 000
post-éditions olletées an d'améliorer la qualité des résultats du système de tradu-
tion automatique de référene (hapitre V). Les résultats obtenus lors de es travaux
nous amèneront ensuite à l'étude de systèmes de post-édition automatique probabilistes
de leurs usages jusqu'à leurs limites (hapitre VI).
Dans une dernière partie, nous serons tout naturellement amenés à évaluer l'utili-
sabilité du orpus olleté à des ns de développement de mesures de onane pour
la tradution automatique (hapitre VII).
Nous onlurons e manusrit par une disussion des travaux et résultats présentés
et nous présenterons les perspetives de reherhe qu'ils permettent d'envisager.
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Chapitre I
Etude bibliographique
1 Introdution à la tradution automatique probabi-
liste
Ce hapitre présente un état de l'art de l'évolution de la tradution automatique
probabiliste de ses débuts jusqu'à l'utilisation des modèles log-linéaires. Après un bref
historique de la tradution automatique, je présente les deux prinipales approhes :
les méthodes expertes et les méthodes empiriques. Les onepts de référene pour la
tradution automatique statistique font l'objet d'une troisième setion. J'y détaille les
fondements théoriques, les notions de orpus et d'alignement, et j'y introduis les mo-
dèles à base de mots, eux à base de segments, puis les diérentes mesures d'évaluation
de la tradution. La quatrième partie est onsarée aux modèles log-linéaires pour la
tradution automatique probabiliste et présente une vue des avanées sientiques et
tehniques les plus réentes du domaine.
Dans un premier temps, il s'agit de dénir e que l'on appelle tradution automa-
tique : la tradution automatique désigne, au sens strit, le fait de traduire entièrement
un texte grâe à un ou plusieurs programmes informatiques, sans qu'un traduteur hu-
main n'ait à intervenir. Le but est de traduire un texte depuis une langue soure, vers
une langue ible. Ce projet est relativement ambitieux ar le langage naturel est un
objet partiulièrement omplexe.
1.1 Historique de la tradution automatique
L'idée de faire traduire un texte automatiquement fut émise pour la première fois le
4 mars 1947, dans un ourrier du sientique Warren Weaver
1
à son ollègue, Norbert
Wiener
2
(un extrait du ourrier est présenté dans la gure I.1). Cette lettre, qui pour-
rait être à l'origine des eorts de reherhe fait en tradution automatique, suggérait
1. Warren Weaver [1894-1978℄ est un mathématiien Amériain. En 1947, il est direteur de la
division  Sienes Naturelles  à la fondation Rokefeller.
2. Norbert Wiener [1894-1964℄ est un mathématiien amériain, théoriien et herheur en mathé-
matiques appliquées.
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d'appliquer les tehniques bien onnues de ryptographie (l'utilisation de systèmes à
rypter et dé-rypter datant de l'Antiquité) à des ns de tradution et qu'une mahine
pourrait être utilisé à e sujet.
[...℄ One thing I wanted to ask you about is this. A most serious pro-
blem, for UNESCO and for the onstrutive and peaeful future of the
planet, is the problem of translation, as it unavoidably aets the om-
muniation between peoples. Huxley
a
has reently told me that they are
appalled by the magnitude and the importane of the translation job.
Reognizing fully, even though neessarily vaguely, the semanti di-
ulties beause of multiple meanings, et., I have wondered if it were
unthinkable to design a omputer whih would translate. Even if it
would translate only sienti material (were the semanti diulties
are very notably less), and even if it did produe an inelegant (but
intelligible) result, it would seem to me worth while. [...℄
a. Julian Huxley est, en 1947, premier direteur de l'UNESCO.
Figure I.1  Extrait d'une lettre de Warren Weaver à Norbert Wiener, 4 mars 1947.
C'est lors de la Seonde Guerre mondiale que les premiers essais d'élaboration de
mahines à traduire automatiquement des messages voient le jour. L'armée amériaine
tente alors de mettre au point des systèmes suseptibles de déhirer les messages
odés de l'armée japonaise. La sortie des premiers ordinateurs, en 1949 à l'Université
de Washington, donna de nouvelles perspetives à l'idée de tradution automatique.
Les tentatives de tradution automatique se sont poursuivies et développées, prini-
palement aux États-Unis et en Union soviétique, durant la guerre froide. La tradution
automatique se ontente alors d'une tradution mot à mot, omplétée par une base
de données d'expressions ourantes. Cette première méthode sera ensuite enrihie par
des modules métiers spéiques (informatique, santé, militaire). C'est d'ailleurs à ette
époque qu'émergent en plein ontexte de guerre froide, les soiétés Systran et Prompt,
aujourd'hui enore aux premières loges. La première est amériaine, et travaille pour la
CIA an d'assurer la tradution automatique de textes russes vers l'anglais. La seonde,
de nationalité russe, eetue le travail inverse pour le ompte de son pays.
À des reherhes réalistes qui visaient à mettre au point des ditionnaires auto-
matiques bilingues qui simpliaient le travail de traduteurs humains, a suédé une
période d'enthousiasme dans les années 1950-1960, où, grâe notamment au dévelop-
pement des tehniques informatiques, plusieurs projets onurrents de tradution ont
vu le jour aux États-Unis et en Europe. En 1955 est édité le premier ouvrage dédié à
la tradution automatique [Lok et Booth 1955℄ et la première onférene internatio-
nale sur le sujet a lieu en 1956, au MIT
3
. Fae aux progrès rapides de la tradution
automatique, Y. Bar-Hillel (herheur du domaine à temps plein depuis 1951 au MIT)
publia en 1960 un premier artile ontenant une mise en garde ontre les attentes trop
3. Massahusetts Institute of Tehnology.
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élevées vis à vis de ette nouvelle tehnologie en mettant en évidene les limitations
théoriques de la tradution automatique [Bar-Hillel 1960℄ : selon lui, ertains exemples
de tradution sont hors de portée des mahines ar ils exigent une onnaissane globale
du monde (voir gure I.2). La faisabilité de la tradution  entièrement  automatique
est alors mise en doute.
The box is in the pen.
Peut être traduit en français par :
-  La boîte est dans le par  ou ;
-  La boîte est dans le stylo .
The pen is in the box.
Peut être traduit en français par :
-  Le stylo est dans la boîte  ou ;
-  Le par est dans la boîte .
Figure I.2  Exemples de problème de tradution d'une phrase ontenant des mots
polysémiques, extraits de [Bar-Hillel 1960℄.
C'est en 1966 que la reherhe en tradution automatique fut onsidérablement ra-
lentie suite à la parution d'un rapport du omité ALPAC (pour Automati Language
Proessing Advisory Committee en anglais) demandé par le gouvernement amériain.
Ce rapport
4
[Piere et al. 1966℄ proposait une onlusion très septique sur le résultat
des reherhes faites jusqu'à présent en tradution automatique et suggérait de entrer
les reherhes sur d'autres aspets de la linguistique omputationnelle. Suite à e rap-
port, le gouvernement Amériain réduit onsidérablement les nanements dédiés aux
projets de tradution automatique.
Relanées au début des années 80, les reherhes sur la tradution automatique uti-
lisent alors les idées de l'intelligene artiielle et la puissane de traitement arue des
nouvelles générations d'ordinateurs. Toutefois, très rapidement, on a pu onstater que
les objetifs visés étaient irréalisables, et les progrès insigniants. Plusieurs projets ont
ainsi été abandonnés, d'autres sévèrement limités, soit dans leur hamp d'appliation
(plusieurs programmes se ontentent de herher à traduire des textes très simples,
appartenant à un domaine préis), soit dans leur nature (plusieurs programmes sont
omplétés par une post-édition assurée par un orreteur-traduteur humain). La re-
herhe est à nouveau mise en veille au prot d'appliations moins ambitieuses telles
que la Tradution Assistée par Ordinateur.
4. http ://www.nap.edu/openbook.php ?reord_id=9547
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Il faudra attendre la n des années 90 et l'avènement de la soiété de l'information
pour voir apparaître de véritables débouhés aux logiiels de tradution automatique :
tradution à la volée de pages Web, tradution de dépêhes d'atualité, et. Lorsque
es logiiels quittent les environnements  grands systèmes  pour s'installer sur le
poste lient, la tradution automatique s'enrihie d'une dizaine de paires de langues
supplémentaires et d'une analyse statistique.
Depuis quelques années, les solutions de tradution automatique onnaissent un es-
sor onsidérable grâe au développement et à l'expansion des réseaux de ommuniation
(Internet, tehnologies Web, téléphones intelligents, et.). La tradution automatique
par ordinateur, longtemps réservée à l'usage des servies publis (défense, gouverne-
ment, administration), a alors gagné les entreprises et les partiuliers sous l'impulsion
des progrès en informatique et de la mondialisation ulturelle et éonomique.
Sur le World Wide Web en partiulier, la prolifération des données textuelles et des
outils gratuits font naître de nouveaux besoins. La tradution automatique en ligne
est relativement réente puisque le premier outil de tradution automatique mis gra-
tuitement en servie sur le web a été un système de Systran en 1997 (Babel Fish sur
AltaVista). Aujourd'hui, divers systèmes en ligne permettent de traduire automati-
quement des pages Web et des textes plus ou moins brefs. De tels outils présentent
plusieurs autres avantages, pour les utilisateurs : ils sont gratuits (pour la plupart), ils
sont  instantanés , aeptent des entrées de diérentes natures (mots, textes, mail,
page web, et) et proposent la tradution de plusieurs langues.
A l'heure atuelle, ette tehnologie est appréiée du grand publi ar elle permet
de pouvoir omprendre le thème d'un texte dans une langue totalement inonnue et
les prinipaux faits ou éléments d'information qu'elle ontient.
1.2 Fontions et usages de la tradution automatique
On distingue traditionnellement deux usages de la tradution automatique : l'assi-
milation d'information et la dissémination, ou diusion, d'information. La tradution
automatique est mise en oeuvre dans un but d'assimilation quand une personne utilise
le système pour omprendre l'information ontenue dans un doument qui est érit
dans une langue qu'elle ne onnait pas ou peu. C'est, par exemple, l'usage prinipal
que les internautes font des traduteurs disponibles en ligne. Un système de tradution
automatique est utilisé dans un but de dissémination quand son résultat est destiné,
après vériation par un spéialiste de la langue, à être diusé à l'intention d'un ertain
publi. De nos jours, la tradution automatique rend des servies inestimables dans le
ontexte l'assimilation, du moins pour ertaines paires de langues et ertains types
de douments. Elle se révèle eae quand le résultat de tradution doit êre obtenu
rapidement et que la qualité de tradution n'a pas besoin d'être parfaite. Dans e as,
l'utilisateur met l'emphase sur l'adéquation du sens de la tradution par rapport à
la phrase soure. La tradution automatique se révèle beauoup moins adaptée aux
sénarios de dissémination où la qualité de la tradution est importante ar elle a un
impat sur l'image de l'auteur. Pour atteindre la qualité de tradution néessaire à un
but de dissémination, il est très souvent néessaire de faire appel à des traduteurs
professionnels.
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Au delà des deux usages préédemment ités, les réents développements tehno-
logiques (en partiulier eux du Web) ont fait émerger de nouvelles fontions pour la
tradution automatique. En 2004, John Huthins dénit deux fontions distintes :
une fontion d'éhange qui onsiste à utiliser la tradution automatique omme inter-
prète simultané de textes életroniques rédigés dans une langue étrangère (disussions
instantanées, ourriers életroniques, et.) ; et une fontion d'aès à l'information en
langue étrangère par l'interrogation des systèmes de TA pour la tradution de pages
Web.
L'objetif des reherhes en tradution automatique qui prétendait, à ses prémies,
une tradution entièrement automatique et de haute qualité (désignée par le terme
 Fully Automati High-Quality Translation  en anglais), a été rapidement revu de
façon plus modeste. De nos jours, au delà de sa fontion d'assimilation de l'information,
la tradution automatique est de plus en plus envisagée omme un outil d'aide aux
traduteurs professionnels.
1.3 Limites et enjeux de la tradution automatique
Alors que la demande potentielle est énorme, la tradution automatique reste au-
jourd'hui un marhé à exploiter. Fae à l'explosion de la diusion de ontenus multi-
lingues, les enjeux sont à la fois éonomiques, géopolitiques et ulturels.
La tradution automatique ore déjà de réels servies et les systèmes grand publi
que l'on trouve sur le Web peuvent nous donner une idée sommaire du ontenu d'une
page. Cependant, même les logiiels atuels les plus perfetionnés ne peuvent produire
des résultats de tradution équivalent à eux d'une personne de langue maternelle ou
possédant les ompétenes d'un traduteur professionnel. En eet, bien que le ma-
niement de la langue soit tout naturel pour les êtres humains, sa modélisation pose
d'immenses problèmes. La tradution demeure don une ativité linguistique et une
tâhe omplexe, l'automatiser est un exerie extrêmement diile.
Bien que la tradution automatique ait prouvé son eaité pour traduire des
textes de domaines spéiques et restreints (la tradution de bulletins météorologistes
obtient, par exemple, de très bons résultats), de nombreux fateurs expliquent que la
tradution automatique de la langue générale ne fournisse pas toujours des résultats
orrets : le langage naturel est subtil, équivoque et il peut exister de nombreuses tra-
dutions et interprétations diérentes possibles de ertains mots et phrases. Les termes
polysémiques, l'homonymie, les strutures grammatiales ambiguës, les ambiguités ré-
férentielles et autres problèmes grammatiaux représentent autant de soures d'erreurs
pour un système de tradution automatique. Quelques exemples de tradutions erron-
nées sont donnés i-après :
Termes polysémiques  La vedette aoste au port.  est traduit par  The star
aosts with the port.  par Systran
5
. En l'absene de ontexte,  vedette  peut
avoir le sens de  star  ou de  sentinelle  mais il a ii le sens de  petit bateau
à moteur  traduit par  speedboat  ou  launh  en anglais ;
5. http ://www.systranet.om/fr/tradution
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Homonymie  Elle a perdu ses ls et ne peut don plus oudre.  est traduit par
 She lost her son and an no longer sew.  par Google
6
. Ii, d'après le ontexte,
 ls  devrait prendre le sens de  brins longs et ns de matière textile  plutt
que elui de  personne desendante de sexe masulin  ;
Ambiguité référentielle  Paul a trouvé la bague de sa femme. Il la lui rend. . Il
est impossible pour un système de traduire orretement sans savoir si le pronom
 la  réfère à la femme ou à la bague ;
Expressions oues  Parler n'est-il pas toujours en un sens donner sa parole ?  tra-
duit  To speak isn't always in a diretion to give its word ?  par Systran ;
Expressions idiomatiques  Jean et luien sont désormais à outeaux tirés.  tra-
duit  Jean and Luien are from now on with drawn knives.  par Systran ;
Transposition  Detroit has a bunh of run-down houses for sale.  traduit  Detroit
a un groupe de maisons de ourse vers le bas à vendre.  par Systran.
Si ertains problèmes relatifs à la tradution automatique sont dus à une modéli-
sation insusante des dynamiques linguistiques de la langue, la plupart d'entre eux
proviennent d'un manque de onsidération du ontexte sémantique et de la question
de la  onnaissane du monde .
Comme le faisait remarquer Y. Bar-Hillel dès 1960 dans [Bar-Hillel 1960℄ :  L'a-
tivité de tradution automatique néessite le reours fréquent à des onnaissanes du
domaine traité. Il n'était pas absurde a priori d'espérer qu'ave des moyens diérents,
e reours puisse s'avérer être superu. L'expériene dément et espoir. Comme il est
himérique de vouloir représenter en mahine toute la onnaissane, disons d'une en-
ylopédie, la tradution entièrement automatique de haute qualité est impossible .
L'étape déisive onsistera don à passer de la représentation syntaxique atuelle à
une représentation sémantique du texte. L'interprétation peut être vue omme la pre-
mière étape de la ompréhension qui reste, pour le moment, une faulté humaine. De e
fait, beauoup de herheurs s'aordent sur le fait que les systèmes de tradution de la
langue générale n'évoluent plus, prinipalement ar la tradution automatique ontem-
poraine bute toujours sur le même problème : auun système n'a de ompréhension
globale du monde.
Cependant, même si les logiiels informatiques de tradution ne sont pas en mesure
de substituer omplètement aux humains, ils peuvent apporter une aide réelle pour des
usages entrés sur la ompréhension de langues peu ou mal onnues de l'utilisateur.
Le suès de es outils auprès des utilisateurs exprime un besoin de tradution rapide
(voire instantannée) au détriment de la qualité qui peut rester grossière si la neessité
est juste de omprendre le sens d'un texte. L'amélioration des performanes et de la
rapidité des proesseurs des miro-ordinateurs, les progrès réalisés dans les domaines
de la linguistique et de l'informatique permettent aujourd'hui d'utiliser sur des postes
de travail standard des logiiels de bonne qualité qui permettent d'obtenir en  premier
jet  l'aès à un texte en langue étrangère.
Même si, dans leur état atuel, les outils de tradution automatique orent déja de
grands servies et ont gagné leur plae auprès des tehnologies d'aujourd'hui, ils ont
6. http ://translate.google.fr
2. MODÈLES DE RÉFÉRENCE POUR LA TRADUCTION PROBABILISTE 11
aussi leurs limites et l'intervention humaine, même réduite, restera toujours néessaire
pour omprendre et retransrire toutes les subtilités de la langue.
1.4 Méthodologies pour la tradution automatique
Les tendanes atuelles de la reherhe en tradution automatique répartissent les
herheurs du domaine entre deux approhes omputationnelles dominantes. Une pre-
mière utilise des méthodes expertes et vise à formaliser toutes les onnaissanes né-
essaires à la tradution (sous la forme, par exemple, de ditionnaires et grammaires).
La seonde, basée sur des méthodes empiriques fait en sorte, quand à elle, que toute
onnaissane linguistique soit aquise de manière empirique et automatique à partir de
orpus. Parmi elles, la tradution automatique statistique utilise des modèles stohas-
tiques qui sont onstruits à partir du traitement automatique d'une grande quantité
de données.
Historiquement, la première approhe utilisée pour traduire des textes fut la mé-
thodologie experte, basée sur des règles linguistiques. L'ensemble des règles dénit les
possibilités d'assoiation de mots, selon leurs atégories lexiales, et permet de modé-
liser la struture d'une phrase donnée. Celle-i néessite beauoup de travail de la part
des linguistes pour dénir le voabulaire et la grammaire. Cette méthode fournit des
résultats étonnants mais elle montre tout de même rapidement ses limites du fait qu'il
soit sans esse néessaire d'avoir reours à des experts bilingues. Par ailleurs, un des
inonvénients des modèles onstruits sur une approhe struturelle est la oneption
des grammaires, 'est-à-dire la dénition des règles. Celles-i doivent, en eet, être suf-
samment robustes pour prendre en ompte tous les phénomènes syntaxiques d'une
langue.
Depuis, d'autres types d'approhes se sont développés : l'approhe à base d'exemples
et l'approhe statistique qui font en sorte que toute onnaissane linguistique soit
aquise ou odée de manière empirique et automatique à partir de grandes quantités
de textes (des distributions de probabilités pouvant ii remplaer les règles). Un des
avantages des approhes statistiques est leur indépendane vis-à-vis de l'expertise des
linguistes, même si l'intervention humaine reste tout de même néessaire pour générer
les exemples bilingues alignés sur lesquels apprennent les systèmes. Ave l'apparition
progressive de grandes quantités de données multilingues ainsi que le développement
et la maintenane de boîtes à outils, ette approhe est maintenant dominante et fera
l'objet de la suite de e manusrit.
2 Modèles de référene pour la tradution probabi-
liste
2.1 Enoné du problème
La modélisation de la tradution automatique statistique repose sur la théorie ma-
thématique de distribution et d'estimation probabiliste développée en 1990 par Fre-
derik Jelinek de la soiété IBM au Thomas J. Watson Researh Center. Ces bases
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oneptuelles ont été introduites dans [Brown et al. 1990℄.
L'hypothèse initiale est que toute phrase dans une langue est une tradution possible
d'une phrase dans une autre langue. Si on traduit depuis une langue soure s vers une
langue ible t, le but est de trouver la phrase ible t la plus appropriée pour traduire la
phrase soure s. Pour haque paire de phrase possible (s, t), on attribue une probabilité
P (t|s) qui peut être interprétée omme la probabilité que  un traduteur  produise
t dans la langue ible, lorsque la phrase s a été énonée dans une langue soure, ou
autrement dit, la probabilité que la tradution de s soit t. On espère, par onséquent,
qu'une paire omme (Le petit hat est noir, The frenh ountry is famous for its red
wine) obtienne une probabilité faible tandis que (Le petit hat est noir, The little
at is blak) ait une probabilité élevée. Dans la tradution automatique statistique,
les modèles probabilistes sont utilisés pour trouver la meilleure tradution possible t∗
d'une phrase soure donnée s, parmi toutes les tradutions t possibles dans la langue
ible. On veut don trouver le t∗ qui maximise P (t|s), ei s'exprime par l'équation I.1.
La reherhe de ette meilleure tradution est appelée le déodage.
t∗ = argmaxtP (t|s) (I.1)
Le but des méthodes probabilistes pour la tradution automatique est de onstruire
des systèmes de tradution exploitant l'équation I.1. Il s'agit alors d'appliquer des
méthodes d'apprentissage statistiques an d'entraîner le système ave des millions de
mots de textes, dont des textes monolingues en langue soure et des textes alignés
omposés d'exemples de tradution entre les deux langues.
2.2 Notion de orpus
Ave les systèmes de tradution statistique, les hypothèses de tradutions sont gé-
nérées sur la base de modèles statistiques dont les paramètres sont estimés à partir de
l'analyse d'une grande quantité de données d'apprentissage monolingue et bilingue :
les orpus.
Un orpus est un ensemble de douments regroupés dans un but préis. La no-
tion de orpus est utilisée dans plusieurs domaines : études littéraires, linguistiques,
sientiques, et. Les orpus sont indispensables en traitement automatique du langage
naturel : ils permettent en eet d'extraire un ensemble d'informations utiles pour des
traitements statistiques. Les orpus dont nous parlerons ii sont, plus préisément, de
grandes olletions de textes représentatifs d'une langue, d'une paire de langues, voire
d'un domaine.
En tradution automatique statistique, les orpus sont omposés d'exemples de
tradution entre les deux langues, ou plus préisément d'un ensemble de phrases en
langue soure auxquelles sont assimilées une ou plusieurs tradutions en langue ible.
C'est e que l'on appelle des orpus parallèles.
La réation d'un système de tradution probabiliste néessite des orpus pour l'en-
traînement, le développement et l'évaluation du système. Le orpus d'apprentissage a
pour but d'entraîner et de onstruire les modèles à l'aide de méthodes d'apprentissage
statistique, le orpus de développement sert à  ajuster  et améliorer les modèles appris
alors que le orpus de test permet de vérier et tester la qualité du modèle appris.
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2.3 Equation fondamentale
Les premiers modèles pour la tradution automatique statistique ont été présentés
dans [Brown et al. 1991℄ et [Brown et al. 1993℄ par les herheurs d'IBM du Thomas J.
Watson Researh Center. Dans ette approhe, la tradution est vue omme le problème
de trouver le t le plus probable sahant s, étant donnée la déomposition ave la règle
de Bayes :
P (t|s) =
P (s|t)× P (t)
P (s)
Dans ette formule, le dénominateur P (s) est indépendant de la phrase ible t herhée,
e qui signie que la reherhe de la meilleure tradution t∗ peut se réduire à l'équation
I.2.
t∗ = argmaxtP (t|s) = argmaxtP (s | t)× P (t) (I.2)
Dans ette formule, P (t) est appelé le modèle de langage de la langue ible et P (s|t) est
appelé le modèle de tradution. Ces deux modèles sont appris empiriquement à partir
de orpus. P (t) est la probabilité de la phrase t dans la langue ible et P (s|t) est la
probabilité que la phrase soure s soit une tradution de la phrase ible t. La phrase
t∗ retenue pour la tradution de la phrase s sera elle qui maximise les deux modèles
probabilistes de l'équation I.2.
Modèle de langage
Comme vu dans l'équation I.2, P (t) représente le modèle de langage, 'est-à-dire
la omposante du système de tradution qui est en harge d'introduire les ontraintes
imposées par la langue ible.
La probabilité P (t) estime a priori la vraisemblane de la séquene de mots ou
phrase t. Ainsi, plus la séquene de mots t sera onforme au modèle de langage, plus
sa probabilité P (t) sera élevée.
Il existe diérentes tehniques pour le alul des probabilités d'un modèle de lan-
gage. Celles-i sont généralement apprises sur des orpus d'apprentissage monolingue
ensés représenter au mieux la langue ible à modéliser. Dans e manusrit, nous nous
intéresseront aux modèles de langage à base de n-grammes qui sont atuellement les
modèles les plus utilisés dans le domaine de la tradution automatique probabiliste. Un
n-gramme est une sous-séquene de n mots ontinus, onstruite à partir d'une séquene
de mots donnés. La modélisation des modèles de langage à base de n-grammes repose
sur l'hypothèse que la probabilité onditionnelle d'apparition d'un mot ne dépend que
des n−1 mots qui le préèdent. En pratique, les modèles 3-grammes (dits trigrammes),
4-grammes et 5-grammes, s'avèrent les plus performants et les plus ouramment utilisés
pour modéliser les diérentes langues européennes.
La probabilité P (t) d'une séquene de mots t, donnée par un modèle de langage
statistique n-gramme est alulée omme suit :
P (t) =
k∏
i=1
P (wi|wi−1wi−2 · · ·wi−n+1)
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ave t = w1w2w3 · · ·wk où wi sont des mots, n la taille maximale des n-grammes
utilisés dans le modèle de langage et P (wi|wi−1wi−2 · · ·wi−n+1) la probabilité du mot
wi sahant les n− 1 mots qui le préèdent.
Modèle de tradution
P (s|t) est la probabilité que la phrase s soit une tradution de la phrase t. On
apprend P (s|t) à partir d'un orpus bilingue aligné en phrases (à une phrase en langue
soure orrespond une phrase en langue ible). Etant donné que les données du orpus
ne sont généralement pas susantes pour apprendre diretement P (s|t), on déompose
les phrases s et t en unités plus petites. On a alors s = s1s2 · · · sN et t = t1t2 · · · tM où
N et M sont les nombres de subdivisions des phrases. Les unités de s sont ensuite mis
en orrespondane ave les unités de t selon une tehnique d'alignement. Le modèle
de tradution néessite don d'apprendre des alignements entre les unités du orpus
parallèle. Pour ela, plusieurs approhes existent et il est néessaire d'introduire la
notion d'alignement.
Notion d'alignement
La quasi-totalité des modèles de tradution P (s|t) introduisent une variable ahée
A, appelée alignement, qui dérit une orrespondane entre les unités d'une phrase et
eux de sa tradution.
Un modèle statistique de tradution évalue, par la quantité P (s|t), la probabilité
que la phrase s = s1s2 · · · sN soit une tradution de la phrase t = t1t2 · · · tM où les tj et
si sont des unités des phrases t et s. En pratique es unités sont soit des mots, soit des
groupes de mots. La gure I.3 montre un exemple d'alignement en mots et la gure I.4
un exemple d'alignement en groupes de mots.
s :
t : And the program has been implemented
Le programme a été mis en application
Figure I.3  Exemple d'alignement en mots pour la tradution
I
Morgen fliege ich nach Kanada zur konferenzt : 
s : will fly to the conference in CanadaTomorrow
Figure I.4  Exemple d'alignement en segments pour la tradution
La probabilité de tradution est estimée par la somme des alignements possibles
entre les unités de s et elles de t, on onsidère don P (s|t) =
∑
a∈A P (s, a|t), ave a
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un alignement possible entre la phrase soure et la phrase ible. La ardinalité de A
est néanmoins trop grande pour être alulée diretement ar le nombre d'alignements
roît très rapidement ave le nombre d'unités des phrases : pour une phrase soure de
N mots et une phrase ible de M mots, on a (N + 1)M alignements possibles entre
les mots. En pratique, on approxime don la somme de tous les alignements possibles
par la probabilité de l'alignement le plus probable. Pour trouver et alignement de
probabilité maximale, on utilise l'algorithme de Viterbi.
Par la suite, nous onsidèrerons deux tehniques d'alignement : l'alignement en
mots (dit  word-based ) où les phrases sont déomposées en mots, et l'alignement
en segments (dit  phrase-based ) où l'unité de division de la phrase est le groupe de
mots.
2.4 Modèles de tradution à base de mots
Dans les modèles de tradution à base de mots, les mots sont les unités fondamen-
tales de tradution. Le but est don d'aligner les orpus paralèlles au niveau des mots.
Les modèles théoriques pour l'alignement en mots, que je présente i-après, ont étés
proposés par IBM.
Les modèles IBM
Les artiles de référene des méthodes de tradution probabilistes à base de mots
d'IBM font mention de 5 modèles de tradution dont le but est d'évaluer la probabilité
P (t|s). Le premier modèle d'IBM dérit dans [Brown et al. 1990℄ onsidère la distribu-
tion des mots omme uniforme, don tous les alignements omme équiprobables (il ne
prend pas en ompte l'ordre des mots). Il faut attendre le deuxième modèle d'IBM, dé-
rit dans [Brown et al. 1991℄, pour que l'ordre des mots soit pris en ompte. Celui-i in-
tègre en eet un modèle de distorsion, autrement appelé modèle de ré-ordonnanement,
qui représente la distane entre la position d'un mot de la phrase soure s et elle d'un
mot de la phrase ible t qu'il a produit. D'autre part, e modèle permet l'alignement à
un mot spéial appelé null utilisé lorsqu'un ou plusieurs mots d'une phrase n'ont pas de
orrespondant dans l'autre phrase (formellement, il y a un mot null dans haune des
langues). La probabilité P (t|s) est alulée à partir du orpus parallèle préalablement
aligné ave un apprentissage par maximum de vraisemblane. La vraisemblane est
maximisée ave l'algorithme expetation-maximisation ou EM [Dempster et al. 1977℄.
Le troisième modèle d'IBM introduit la notion de fertilité qui autorise un mot
soure à générer plusieurs mots ibles. C'est le modèle le plus utilisé dans les systèmes
de tradution probabilistes ar il présente le meilleur rapport omplexité/eaité. Le
modèle de tradution P (s|t), dont la formule est donnée dans l'équation I.3, dépend
alors de 4 paramètres :
 P (nˆa(s)|s) est le modèle de fertilité où nˆa(s) est le nombre de mots de t alignés
ave s dans l'alignement a ;
 P (t|sˆa(t)) est le ditionnaire des mots où sˆa(t) est le mot de s aligné ave t dans
l'alignement a ;
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 Pdistorsion(t, a, s) est le modèle de distorsion qui est alulé ave si, la position d'un
mot de s, et tj , la position de sa tradution dans t, et N , M , respetivement, le
nombre de mots des phrases soure et ible.
P (t, a|s) =
∏
t∈T
P (t|sˆa(t))×
∏
s∈S
P (nˆa(s)|s)× Pdistorsion(t, a, s) (I.3)
Les modèles 4 et 5 d'IBM sont identiques au modèle 3 (f équationI.3) mais utilisent
une modélisation plus omplexe de ré-ordonnanement.
Limitations de l'alignement en mots
Cette méthode d'alignement en mots trouve ses limites au niveau des phrases dont
la tradution de ertains mots dépend de la tradution d'autres mots de la phrase. Le
problème est dû au fait que les modèles à base de mots partent du prinipe que les
mots sont indépendants les uns des autres. La notion de fertilité, en eet, autorise un
mot soure à être aligné ave plusieurs mots ibles (tradutions m-à-1) mais, omme le
montre la gure I.5, n'autorise pas que plusieurs mots ibles soient alignés ave un seul
et même mot soure (tradutions 1-à-n). Dans la tradution mot à mot, les modèles
IBM ne sont apables de générer que des orrespondanes m-à-1. Or, pour prendre
en ompte toute la omplexité du langage, il est néessaire de pouvoir générer des
orrespondanes n-à-m. Pour ela, il est indispensable de onsidérer, non plus les mots,
mais des suites ou séquenes de mots.
s1   s2   s3
t1   t2   t3      
s1   s2   s3
t1   t2   t3      
s1   s2   s3
t1   t2   t3      
IMPOSSIBLEIMPOSSIBLE
possible
Figure I.5  Alignements en mots ave le modèle IBM
2.5 Modèles de tradution à base de segments
Dans la suite de e rapport, on désignera par  segment  une séquene de mots
ontigus qui n'est pas forément un groupe syntagmatique au sens linguistique du
terme.
Dans [Oh et Ney 2002℄, les auteurs proposent de pallier aux diultés que ren-
ontre l'alignement en mots des modèles IBM, en introduisant la notion d'alignement
de segments de phrases. Le but est de pouvoir onstruire des alignements n-à-m. Le
segment devient alors l'unité sur laquelle se fonde la tradution. On peut alors apturer
des dépendanes entre les mots. Cette notion est reprise dans [Tomas et Casauberta
2001℄ puis élaborée dans [Koehn et al. 2003℄ sous le terme de table de tradution. Une
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table de tradution ontient tous les alignements en segments ainsi que leurs proba-
bilités. Les auteurs de e dernier artile omparent trois méthodes pour onstruire la
table de tradution. Il en résulte que la méthode la plus eae est elle qui utilise la
ohérene des blos de l'alignement en mots présentée par [Oh et al. 1999℄. Très vite,
les modèles de tradution basés sur les segments se sont révélés plus performants que
eux basés sur les mots.
Les prinipaux omposants de l'équation des modèles de tradution basés sur les
segments, donnée dans la formule I.4, i-après, sont alors :
 le modèle de langage : P (t) ;
 le modèle de tradution : P (s, t) ;
 le modèle de distorsion ou ré-ordonnanement : Ω(s|t).
P (t|s) = P (t)× P (s, t)× Ω(s|t) (I.4)
Alignement en segments
Plusieurs heuristiques ont alors été proposées pour eetuer l'alignement des phrases
en segments et réer la table de tradution. La plus usitée est elle qui onsiste à aligner
le orpus en segments de phrases à partir de l'alignement en mots du orpus [Oh et al.
1999℄. Les prinipales étapes de l'alignement en segments d'un orpus sont les suivantes :
 on rée un orpus bi-diretionnel aligné en mots en eetuant un alignement,
selon un modèle à base de mots, dans le sens phrase soure vers phrase ible puis
dans le sens inverse phrase ible vers phrase soure ;
 on onsidère l'intersetion des deux alignements en mots puis l'on extrait tous
les segments ohérents ave l'alignement en mots. Cela donne un fort taux de
préision sur les alignements possibles mais un rappel relativement faible ;
 on essaie d'élargir l'intersetion pour augmenter le rappel sans perdre en préision.
Il y a plusieurs statégies possibles qui dépendent de la taille du orpus et de la
paire de langue ;
 après avoir olleté les paires alignées de segments, on estime leur probabilité
ave leur fréquene relative an de onstruire la table de tradution. On attribue
ensuite les probabilités P (s¯|t¯) = count(s¯,t¯)∑
s count(s¯,t¯)
et P (t¯|s¯) = count(s¯,t¯)∑
t count(s¯,t¯)
à haque
bi-segment en eetuant le omptage sur le orpus parallèle. s¯ et t¯ désignent
respetivement un segment soure et un segment ible.
Lors de la tradution, la phrase soure s est alors déomposée en segments. Tous es
segments sont traduits en langue ible à l'aide du modèle de tradution et les segments
ibles sont ensuite ré-ordonnanés ave le modèle de distorsion.
Une des limites des modèles basés sur les segments onerne leur laune à bien
gérer les segments non ontigus (une extension a été proposée par [Simard et al. 2005℄).
D'autre part, il est à noter que l'espae néessaire pour stoker la table de tradution et
le nombre d'hypothèses à explorer augmente onsidérablement ave la taille du orpus
d'apprentissage. Il existe ependant des travaux visant à réduire la taille de la table de
tradution par des méthodes de ltrage [Johnson et al. 2007℄.
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2.6 Modèle log-linéaire
Tels qu'ils ont évolué, les modèles probabilistes atuels peuvent inlure un modèle
de langage, un modèle de tradution, un modèle de ré-ordonnanement, et. Pour
ombiner es diérents modèles, [Oh et Ney 2002℄ ont proposé d'utiliser un modèle
linéaire disriminant, ave la log-probabilité omme fontion aratéristique.
D'une façon générale, le modèle log-linéaire usuel a pour fontion de prédire la
valeur d'une variable attendue à partir d'un ensemble de variables desriptives non
néessairement indépendantes. La méthode est aujourd'hui largement appliquée dans
divers domaines.
Le prinipal avantage de e modèle est qu'il permet l'ajout aisé de  nouvelles  va-
riables desriptives. Néanmoins, en ontrepartie, un grand nombre de variables desrip-
tives est suseptible de rendre diile l'interprétation des résultats.
Dans le as de la tradution automatique probabiliste, un modèle de ombinaison
log-linéaire est utilisé à la plae d'une simple ombinaison linéaire ar les diérentes
valeurs des probabilités de P (t¯|s¯) dièrent souvent en ordre de grandeur. Dans un tel
as, la ombinaison log-linéaire est meilleure que la ombinaison linéaire ar elle-i
présuppose que haque fontion fournit une quantité d'information proportionnelle à
sa probabilité orrespondante. Le modèle de tradution initial tel que dérit par IBM a
don, par la suite, évolué en un modèle log-linéaire. Ce modèle est pour la première fois
utilisé en tradution automatique dans [Oh et Ney 2002℄. Cet artile dérit la manière
dont le modèle ombine diérentes omposantes (modèle de tradution, modèle de lan-
gage, et) en utilisant l'estimation des paramètres par maximisation de vraisemblane.
Selon [Oepen et al. 2007℄, un modèle log-linéaire est dénit par (a) un ensemble
de aratéristiques spéiques qui dérivent les propriétés des données et (b) un en-
semble assoié de poids qui déterminent la ontribution de haque aratéristique. Le
prinipe de e modèle est don une ombinaison log-linéaire de plusieurs omposantes
hi pondérées par des poids λi. Le fateur de pondération λi est utile pour introduire
l'importane que l'on onfère à une fontion de aratéristique hi.
On estime la probabilité P (t¯|s¯) diretement à partir d'un orpus bilingue aligné à
l'aide d'un modèle log-linéaire exprimé omme dans l'équation I.5 où hm(t¯, h, s¯) sont
les fontions aratéristiques, qui peuvent être vues omme des variables quantitatives,
et λm sont les poids de es fontions.
P (t¯|s¯) = exp
(
M∑
m=1
λmhm(t¯, h, s¯)
)
(I.5)
La meilleure tradution, t∗, est donnée par l'équation :
t∗ = argmaxtP (t¯|s¯)
On remarquera que le modèle de référene, vu dans l'équation I.2 de la partie 2.3
page 13, est un as partiulier du modèle log-linéaire où h1 = logP (s|t), h2 = logP (t)
et λ1 = λ2 = 1, e qui donne :
argmaxtP (t¯|s¯) = argmaxt (exp (logP (s¯|t¯) + logP (t¯))) = argmaxt (P (t¯)× P (s¯|t¯))
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Les avantages du modèle log-linéaire pour la tradution automatique probabiliste
résident dans la possibilité de ontrler diérents aspets de la qualité de la tradution,
moduler l'importane que l'on onfère à haque aratéristique de la tradution et
ajouter failement et diretement de nouvelles fontions aratéristiques. Les modèles
log-linéaires représentent, de nos jours, l'état de l'art de la tradution automatique
probabiliste.
Les fontions aratéristiques
Les fontions aratéristiques sont utilisées dans les approhes de tradution auto-
matique pour séletionner et lasser les tradutions andidates. La ombinaison linéaire
des fontions aratéristiques, developpée dans un adre de traitements statistiques,
présente un adre exible pour la modélisation disriminante et permet de ombiner
les diérentes soures d'information d'un même modèle. Le modèle log-linéaire repose
sur un ensemble de fontions aratéristiques dont haune donne des informations
sur un aspet des aratéristiques d'une bonne tradution. En général, on utilise, au
moins, les prinipaux modèles implémentés par IBM tels que le modèle de tradution,
le modèle de distorsion, et la pénalité sur les mots. On peut ependant dénir un mo-
dèle log-linéaire plus rihe en y ajoutant des omposants omme les inq modèles de
ré-évaluation de [Mauser et al. 2006℄, ou la kyrielle de fontions de [Oh et al. 2004℄.
Toute fontion aidant à produire une tradution orrete peut être inluse, sans autre
justiation théorique. Un système de tradution ompte en général entre inq et une
quinzaine de es fontions aratéristiques.
Les poids du modèle
En pratique, il est souvent bénéque de pondérer les diérentes soures d'informa-
tion. Dans le modèle log-linéaire, la ontribution de haque omposant est spéiée
par un poids qui va déterminer son importane. Dans l'équation I.5, la ontribution de
haune des fontions prédénies hm est pondérée par un fateur λm à estimer. Ces λm
onstituent les paramètres du modèle.
Il a été montré qu'aeter des valeurs pertinentes à es poids améliore de façon
signiative la qualité de la tradution. Les valeurs des poids doivent être, en eet, en
adéquation ave le orpus traité et la paire de langue utilisée. Le modèle de pénalité sur
les mots, par exemple, favorise les tradutions longues s'il est pondéré par une valeur
négative alors qu'un poids positif favorise les tradutions ourtes.
En pratique, on utilise un orpus de développement pour optimiser les valeurs des
paramètres. Tel que dérit dans [Koehn et al. 2003℄, l'ajustement des paramètres du
modèle à l'aide d'un orpus de développement est une tehnique qui permet d'améliorer
onsidérablement la performane des modèles log-linéaires. Les poids y sont optimisés
sur des données de développement diérentes des données d'apprentissage et réprésen-
tatives des données de test, sur lesquelles va être évalué le système nal.
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Optimisation des poids du modèle
L'optimisation des poids du modèle log-linéaire est une étape ruiale pour adapter
à des données et de façon optimale un système de tradution statistique reposant sur
un modèle linéaire disriminant. Le problème qui émerge est : omment optimiser les
poids des fontions aratéristiques ? En d'autres termes, omment trouver les poids
qui orent la meilleure qualité de tradution.
La fontion log-linéaire de déodage étant non dérivable, les algorithmes eaes
d'optimisation par desente de gradient ne peuvent don pas être utilisés.
L'algorithme Minimum Error Rate Training La solution ourante est d'utili-
ser la proédure introduite dans [Oh 2003℄, Minimum Error Rate Training (MERT).
Cette approhe herhe les poids qui minimisent une mesure d'erreur donnée, pour un
orpus de développement donné. Les valeurs des paramètres λm sont alors hoisies de
façon à maximiser la qualité des tradutions produites sur e orpus de développement.
On herhe alors le veteur de poids des paramètres qui minimise la distane entre la
tradution du texte soure donnée par le système et la tradution ible du orpus paral-
lèle (appelée dans e as  la tradution de référene ) selon une métrique hoisie. On
retient la ombinaison des poids qui orrespond à la performane optimale du système
de tradution mesurée sur le orpus de développement. Si le orpus de développement
est représentatif du orpus de test, on peut espérer une amélioration des résultats sur
le orpus de test seront également améliorés.
Cet algorithme, représenté dans le shéma I.6, optimise les poids et permet au
déodeur de produire des tradutions de meilleure qualité (selon une métrique Err et
une ou plusieurs référenes ref) sur un orpus parallèle de développement.
t∗ = argmaxtPλ∗(s¯, t¯) avec λ
∗ = argminλErr (t
∗(λ, ref)) (I.6)
Le paramètre Err de l'équation I.6 représente une méthode de mesure de perfor-
mane automatique que l'on hoisira (par exemple BLEU, NIST, WER, et.). Elle sera
utilisée pour aluler la distane entre la tradution de référene et la tradution du
système.
Une méthode initiale onsisterait à reherher les valeurs optimales des paramètres
parmi toutes les ombinaisons des paramètres possibles mais il est impossible d'explorer
de façon exhaustive tout l'espae de reherhe ar elui-i roît de façon exessive ave
le nombre de poids à optimiser.
En tenant ompte de ette ontrainte, l'approhe utilise les meilleures tradutions
alternatives (pour haque phrase soure fournie) omme une approximation de la sortie
du déodeur, e qui permet une onvergene plus rapide du proessus d'optimisation.
La métrique d'évaluation automatique des tradutions utilisée dans MERT est le sore
BLEU (mais elui-i peut être remplaé par une quelonque autre métrique automa-
tique). L'algorithme d'optimisation des poids d'Oh, herhe à mettre à jour les poids
des fontions aratéristiques de façon à améliorer le sore d'évaluation. Comme dérit
dans le shéma I.6, pour haque phrase soure du orpus de développement, l'algorithme
MERT onsiste à déoder ette phrase soure ave les poids atuels ; générer une liste
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des N meilleures tradutions ; optimiser la valeur des λi ; re-déoder les N meilleures
tradutions ave es nouveaux paramètres, ré-optimiser eux-i, et. On itère un ertain
nombre de fois l'ajustement des poids des fontions jusqu'à observer une onvergene.
phrases sources phrases cibles
ex : maximisation du
score BLEU
poids optimisésoptimisation
phrases de référence
poids initiaux
N−best
TRADUCTEUR
Figure I.6  Apprentissage des poids des fontions aratéristiques
Il est néessaire de préiser qu'une augmentation de la performane sur le orpus
de développement n'entraîne pas forément une augmentation de la performane sur
le orpus de test. Deux veteurs de poids donnant approximativement le même sore
BLEU sur l'ensemble de développement, pourront donner deux sores BLEU diérents
sur l'ensemble de test. Jusqu'à présent, auune méthode permettant de prédire, de
façon sûre, l'augmentation ou non de la performane sur le orpus de test n'a été
présentée. Pour es raisons, entre autres, il arrive que l'algorithme MERT ne trouve
pas un bon maximum sur l'ensemble de développement ou que le maximum trouvé ne
onduise pas à une amélioration sur l'ensemble de test.
Bien que très largement utilisée dans la ommunauté de la tradution automatique
probabiliste, la méthode Minimum Error Rate Training présente plusieurs inonvé-
nients, dont, par exemple, le fait de ne pas supporter l'utilisation d'un trop grand
nombre de fontions de aratéristiques. En réponse à es faiblesses onstatées, plu-
sieurs alternatives à la méthode ont été proposées. Parmi elles-i, MIRA (pour Margin
Infused Relaxed Algorithm en anglais) est un algorithme d'apprentissage  à la volée 
(les poids sont atualisés à la suite du déodage de haque phrase du orpus de déve-
loppement) qui supporte l'utilisation de plusieurs milliers, voire millions, de fontions
de aratéristiques [Chiang 2012, Hasler et al. 2011℄.
Apprentissage d'un modèle log-linéaire
Le proessus d'apprentissage d'un système de tradution basé sur l'approhe log-
linéaire est présenté dans la gure I.7. Le système est onstitué de plusieurs modèles
hn(s¯, t¯) appris à partir d'un orpus d'apprentissage sur lequel on extrait, entre autres,
des probabilités de tradution entre des segments en langue soure et en langue ible.
Ces diérents modèles appris sont ensuite aetés d'un poids λn et ombinés dans un
système log-linéaire qui servira de fontion de déision lors du déodage d'un orpus
de test.
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Alignement en mots du orpus d'apprentissage On aligne en mots haque
phrase du orpus d'apprentissage ave la tehnique vue dans la setion 2.4 page 15
et présentée dans [Oh et Ney 2003℄. Pour ela on eetue un alignement de la phrase
ible vers la phrase soure puis dans la diretion inverse. On obtient un alignement
lexial bidiretionnel.
Alignement en segments du orpus d'apprentissage A partir de l'alignement
bidiretionnel, on extrait des paires de séquenes (s¯, t¯) selon une heuristique visant à
trouver la réunion puis l'intersetion adéquate en évaluant le taux de rappel et le taux
de préision. On obtient alors une table de bi-segments (s¯, t¯).
Assignation de statistiques de tradution aux paires de séquenes On asso-
ie, à haque bi-segment de la table, une statistique de tradution alulée, dans les
deux sens de tradution (T (s¯/t¯) et T (t¯/s¯)), selon des fontions de ompte basées sur
la fréquene relative.
Entraînement des diérents modèles La table de tradution réée à l'étape pré-
édente va servir à estimer les fontions aratéristiques dépendantes de s et t dont
entre autres le modèle de tradution, le modèle de langage, le modèle de distorsion, le
modèle de pénalité sur les mots, et.
Aetation des poids du modèle Le système nal utilise les diérentes fontions
aratéristiques apprises sur la table de tradution et sur le orpus d'apprentissage mo-
nolingue. Le modèle log-linéaire suppose d'aeter un poids à haune de es fontions
de aratéristique. Ce poids peut être aeté de façon arbitraire ou être ajusté à l'aide
d'une tehnique d'optimisation que nous verrons dans la setion suivante.
Déodage Le prinipe du déodage est de trouver, pour haque phrase à traduire
s, la tradution t∗ qui maximise la probabilité du modèle log-linéaire P (t|s). Lors du
déodage, l'espae de reherhe est extrèmement grand, 'est un problème NP-omplet.
Il est don néessaire de le réduire ave des heuristiques omme l'algorithme Beam
Searh qui élimine les hypothèses faibles le plus tt possible.
Evaluation du système Généralement, en dernier lieu, on évalue la qualité du
système réé ave une ou plusieurs tehniques d'évaluation vues dans la setion 3.
3 Evaluation de la qualité d'une tradution automa-
tique
Une fois qu'une tradution est réalisée par un système automatique, il s'agit d'en
évaluer sa  qualité . En eet, une même phrase soure :  I arry out a try , peut
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donner lieu à diérentes tradutions
7
:  Je proéder à un essai  ;  Je réalise un
essai  ;  J'eetue un essai  ;  J'emporte un essai  ;  J'exéute un essaie . Le but
de l'évaluation de la tradution est d'attribuer une note de qualité à une hypothèse de
tradution donnée. Il existe plusieurs approhes pour évaluer la qualité de tradutions.
3.1 Jugement humain
Lors d'une ampagne d'évaluation humaine de tradutions, un ou des annotateurs
sont invités à juger les tradutions d'un système en fontion de ritère(s) de qualité
donné(s) s'appliquant, par exemple, au texte, à la phrase ou aux segments des phrases.
Les jugements humains sont ommunément eetués à l'éhelle de la phrase dont la
qualité de tradution est évaluée selon deux aspets : la uidité et l'adéquation. La
uidité évalue à quel point la phrase traduite respete la syntaxe de la langue de
destination. Plus un texte se lit aisément, meilleure est sa uidité. D'un autre té,
l'adéquation d'une tradution onerne la onservation du sens de la phrase soure, le
but étant de  s'attaher au texte de départ tout en respetant la destination (nda : le
ontexte d'usage) de sa tradution  (Translation Journal, Otober 2001).
Ces jugements qualitatifs sont très souvent traduits en termes de variables ordinales
(très bonne, bonne, médiore, et.). L'évaluation humaine de la tradution est epen-
dant une tâhe très diile. Plusieurs ampagnes d'évaluation ont montré que l'aord
entre annotateurs est généralement très faible [Callison-Burh et al. 2007, Callison-
Burh et al. 2008, Callison-Burh et al. 2009℄. Selon [Speia et al. 2010℄, une des expli-
ations à et absene d'aord est la mauvaise spéiation de la tâhe : il est diile,
dans l'absolu, de dénir e qu'est une  bonne  tradution. Ce onstat a fait réem-
ment émerger un nouveau protoole d'évaluation. La qualité d'une tradution n'est
alors plus évaluée dans l'absolu mais omparativement à d'autres tradutions de la
même phrase soure. L'annotateur a, par exemple, pour tâhe d'ordonnaner une liste
de plusieurs hypothèses de tradution. Cette manière d'évaluer la tradution permet
des jugements plus ables ave un aord inter-annotateurs plus élevé [Callison-Burh
et al. 2007, Callison-Burh et al. 2008, Callison-Burh et al. 2009℄.
Une telle évaluation subjetive requiert une oûteuse intervention humaine et est,
par ailleurs, sujette aux problèmes de non-reprodutibilité et de variabilité inter an-
notateur. Bien souvent, pour des raisons de oût et de rapidité, on souhaite pouvoir
évaluer la qualité d'une tradution sans reourir aux jugements humains. A ette n,
plusieurs mesures automatiques ont été développées au l des années. Ces mesures
sont ensées être étroitement orrélées ave les sores que produirait une évaluation
humaine.
3.2 Evaluation automatique
Par opposition à l'évaluation humaine, nous appellerons évaluation automatique un
protoole ne néessitant auune intervention humaine au moment de l'évaluation. Bien
7. Les tradutions données en exemple proviennent de systèmes de tradution automatiques dis-
ponibles gratuitement sur Internet.
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qu'automatiques, es systèmes d'évaluation ont néanmoins besoin d'une ou plusieurs
tradutions d'experts, faites manuellement et de manière antiipée, qui seront onsidé-
rées lors de l'évaluation omme des tradutions de référene de la phrase soure. Les
métriques d'évaluation automatique sont basées sur le postulat que plus l'hypothèse de
tradution faite par la mahine est prohe de elle faite par l'humain, meilleure elle est.
Le paradigme fondamental de l'évaluation automatique de la tradution repose don
sur l'idée de omparer l'hypothèse obtenue par un système de tradution automatique
à une tradution de référene produite par un humain.
Prinipe
Les mesures automatiques ont pour but de déterminer le degré de ressemblane
entre une hypothèse de tradution émise par le système et la (les) tradution(s) don-
née(s) omme référene. La problématique du domaine onsiste alors à déterminer au
mieux les ritères de omparaison utilisés. Dans la littérature, es ritères reposent
sur deux aspets prinipaux : une omposante d'appariement qui permet d'assurer que
la tradution automatique omporte les  bons  mots ('est à dire les mêmes mots
que eux de la tradution de référene) et une omposante d'ordre permettant d'éva-
luer la distane et la plae d'un même mot entre l'hypothèse et sa référene. Pour
ela, les métriques automatiques utilisent deux onepts prinipaux : le reouvrement
en n-grammes et la distane d'édition. Nous présenterons par la suite, une liste non
exhaustive des prinipales métriques utilisées dans le développement de systèmes de
tradution automatique probabilistes. Parmi les dizaines de mesures qui ont été propo-
sées dans la littérature, seules quelques unes sont ouramment utilisées et onsidérées
aujourd'hui omme les mesures standard d'évaluation automatique dans la plupart des
ampagnes d'évaluation
8
. Parmi elles-i gurent : le sore WER, le sore BLEU, le
sore NIST, le sore METEOR et le sore TER.
Métriques reposant sur la distane d'édition
La distane d'édition (aussi appelé distane de Levenshtein) est une notion anienne,
introduite en 1974 dans [Wagner et Fisher 1974℄. Elle reste ependant très utilisée,
entre autres dans le domaine du traitement automatique du langage naturel, pour
déterminer la similarité entre deux haînes de aratères. La distane d'édition D(h, r)
de deux séquenes h et r mesure le nombre minimal d'opérations d'édition néessaires
pour onvertir la haîne de aratère h en r. Il existe plusieurs métriques dérivées de la
distane d'édition : selon les opérations d'édition qu'elle onsidère et selon les entitées
sur lesquelles elle est alulée (aratères, mots, et.).
Le sore WER Lorsque la distane d'édition est alulée au niveau des mots, elle est
appelée  taux d'erreur en mots  ouWord Error Rate (WER) en anglais. Cette mesure
empruntée au domaine de la reonnaissane voale est l'une des premières mesures
8. Il est toutefois important de noter que les ampagnes d'évaluation de systèmes de tradution
n'utilisent les métriques automatiques qu'à titre indiatif et que l'évaluation manuelle onstitue sou-
vent l'essentiel des eorts founis lors de es ampagnes.
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proposée pour l'évaluation des sorties de tradution automatique [Vidal 1997, Tillmann
et al. 1997a℄. Le sore WER prend en ompte le nombre minimal d'opérations d'édition
néessaire pour transformer l'hypothèse de tradution en sa référene. Les opérations
permises sont : l'ajout d'un mot, la suppression d'un mot et le déplaement d'un mot.
Elle est alulée selon la formule suivante :
WER(h, r) =
∑
e∈{supression,ajout,remplacement}Ce × Pe
tailler
où Ce représente le nombre d'opération d'édition de type  e  (e ∈{supression, ajout,
remplaement}), Pe le poids de l'opération  e  (traditionnellement, les opérations ont
toutes un poids égal à 1) et tailler le nombre de mots dans la phrase de référene. Moins
il y a de modiations à eetuer, meilleur est le sore ou autrement dit : plus le taux
d'erreur est faible (au minimum 0), plus la tradution est bonne. Le taux maximum
n'est pas borné et peut dépasser 1 en as de très mauvaise reonnaissane, en partiulier
s'il y a beauoup d'insertions. Cette métrique n'est pas vraiment adaptée au domaine de
la tradution automatique ar, ontrairement au domaine de la reonnaissane voale
où une seule réponse orrete existe, il existe le plus souvent un très grand nombre de
tradutions orretes diérentes et très dispersées au sens de la distane de Levenshtein.
An de tenter de répondre plus préisément à la problématique de l'évaluation de
tradutions automatiques, plusieurs variantes de ette mesure ont été depuis proposées
omme par exemple : le taux d'erreur indépendant de la position (PER pour Position-
independent Error Rate) ou le taux d'erreur à référenes multiples (multi-referene
WER) [Nieÿen et al. 2000℄.
Le sore TER Cette mesure peut être vue omme paradigme d'évaluation lié à l'uti-
lisation des systèmes de tradution automatique omme aide à la tradution manuelle :
la qualité d'une tradution est évaluée en fontion du nombre d'éditions (ajout, sup-
pression, remplaement ou déplaement de mots) faites par un orreteur humain pour
obtenir une sortie qu'il juge bonne.
La distane d'édition a été adaptée à la problématique d'évaluation de la tradution
à travers le sore TER (Translation Error Rate ou Translation Edit Rate) introduit
dans [Snover et al. 2006℄. Cette métrique est similaire au Word Error Rate mais elle
permet, en plus des trois opérations d'édition préédemment dénies, une opération
supplémentaire : le déplaement de segments ou séquenes de mots adjaents (shift
en anglais). A la diérene du sore WER, le sore TER permet de ne pénaliser que
modérément une tradution qui ontiendrait une haîne de mots orrete (qui apparaît
dans la référene) mais pas à la bonne plae. La mesure a été dénie pour représenter
le nombre minimum d'opérations d'édition eetué par un annotateur humain pour
modier une hypothèse de tradution en une tradution orrete d'un point de vue
grammatial et sémantique. Quand la séquene d'édition est déterminée automatique-
ment entre l'hypothèse et une tradution référene, le sore est appelé TER alors que
quand la séquene d'éditions est réalisée par un orreteur humain, le sore est ap-
pelé HTER (pour Human Targeted Error Rate). La proédure HTER est don une
méthodologie visant à réer des référenes  iblées  (Human Targeted) à partir d'un
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résultat de tradution automatique. Un annotateur édite l'hypothèse de tradution
donnée par le système pour réer une nouvelle tradution de référene de façon à e
qu'elle soit orrete et aussi prohe que possible de l'hypoyhèse de tradution. Le pro-
toole a l'avantage de ne pas néessiter de louteurs bilingues ar seule la tradution
de référene est utilisée pour générer la orretion de la tradution (le orreteur n'a
pas forément aés à la phrase soure ayant généré la tradution).
La métrique TER possède une autre variante, TERp (pour Translation Edit Rate
Plus), qui permet de prendre en ompte, entre autres, les substitutions de segments
(en utilisant des tables de paraphrases), la synonymie et les expressions multi-mots
[Snover et al. 2009℄.
Métriques reposant sur le reouvrement en n-grammes
Les n-grammes sont des sous-séquenes de n mots onséutifs, onstruites à partir
d'une séquene donnée. L'hypothèse de tradution et la tradution dite de référene
sont omparées au niveau des mots mais également au niveau des bi-grammes, tri-
grammes, et. Les métriques reposant sur le reouvrement en n-grammes estiment la
fration de n-grammes présente à la fois dans la phrase à évaluer et dans la phrase de
référene.
Le sore BLEU Le sore BLEU (pour BiLinguaL Evaluation Understudy) a été
proposé en 2002 dans [Papineni et al. 2002℄. Pour aluler le sore BLEU entre une
tradution andidate c et une tradution de référene r, on utilise généralement la
formule I.7 dans laquelle : N représente la taille maximale des n-grammes onsidérés
(il a été montré que le meilleur ompromis entre oût et eaité onsiste à utiliser
jusqu'aux 4-grammes), et n_grammest et n_grammesr sont respetivement les en-
sembles de n-grammes des phrases ibles t et des phrases de référene r. Le sore BLEU
est alulé en onsidérant les statistiques de o-ourrene de n-grammes pour haun
des segments qui sont ensuite sommées sur tous les segments du texte. Cette moyenne
est multipliée par une pénalité de brièveté, destinée à pénaliser les systèmes qui essaie-
raient d'augmenter artiiellement leurs sores de préision en produisant des phrases
délibérément ourtes.
BLEU(t, r) = BP × exp
(
N∑
n=1
ωn × log pn
)
(I.7)
où
pn =
count(n_grammest ∩ n_grammesr)
count(n_grammest)
L'ensemble (n_grammest ∩ n_grammesr) désigne les n-grammes ommuns à la
phrase t et à la phrase r et count(n_grammest) désigne le nombre de n-grammes de
la phrase t.
Le oeient ωn est un poids qui pondère la préision pn des n-grammes. On se
ramène à une moyenne géométrique de es préisions ave ωn =
1
N
. Le fateur BP est
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la pénalité de brièveté qui sert à éviter que le sore BLEU ne favorise les tradutions
andidates ourtes pour lesquelles n_grammest est petit, e qui augmente artiielle-
ment le quotient dans l'exponentielle de la formule de BLEU. Quand la phrase ible
est plus petite que la phrase de référene, la sore BLEU est pénalisé ave un BP < 1
qui le fait diminuer. Dans le as ontraire, le sore BLEU est pondéré par un BP = 1.
La pénalité de brièveté s'estime omme suit :
BP = min
(
1, exp
(
count(wordt)
count(wordr)
))
où count(wordt) et count(wordr) sont respetivement le nombre de mots de la phrase
ible et elui de la phrase de référene.
En pratique, on estime le logarithme du sore BLEU (que l'on multiplie quelques
fois par 100) en onsidérant jusqu'aux quadri-grammes. Son alul prend alors la forme
suivante :
log (BLEU(r, t)) = min
(
count(wordr)
count(wordt)
, 0
)
+0, 25×(log(p1) + log(p2) + log(p3) + log(p4))
Le sore BLEU a été onçu pour l'évaluation à l'éhelle de orpus et n'est pas adapté
lorsqu'il s'agit d'évaluer des phrases seules. Pour e faire, une adaptation du sore
BLEU au niveau des phrases a été introduite dans [Lin et Oh 2004℄. Elle est dénie
omme la moyenne arithmétique des préisions modiées n-gramme (ave 1 ≤ n ≤ 4)
par la formule :
BLEU(t, r) =
1
4
×
4∑
n=1
pn
Elle dière de la formule destinée à l'évaluation à l'éhelle des textes dans le sens
où elle ne omporte pas de terme pénalisant la brièveté et est linéarisée.
Le sore BLEU varie de 0 à 1 et, étant un sore de préision, il est d'autant meilleur
qu'il est grand. Parmi les métriques usuelles, le sore BLEU oupe une plae prépon-
dérante dans l'apprentissage disriminant des systèmes de tradution et la mesure a
gagné le statut de mesure automatique de référene au sein de la ommunauté de la
tradution automatique. Cependant, e sore est très ontroversé, notamment dans
[Callison-Burh et al. 2006, Turian et al. 2003, Babyh et Hartley 2004℄ sur le fait qu'il
évalue et s'appuie sur la ressemblane du résultat ave la tradution de référene et
non la qualité de la tradution en elle-même. Une bonne tradution peut obtenir un
sore très faible sur le simple fait qu'elle dière de la tradution de référene préisée et
inversement. Le sore BLEU néessite généralement plusieurs tradutions de référene
pour être able mais il existe malheureusement peu de orpus à référenes multiples
et l'évaluation ave BLEU est souvent faite en utilisant une référene unique e qui
aboutit souvent à une orrélation faible ave les jugements humains.
Le sore NIST Le sore NIST a été proposé en 2002 dans [Doddington 2002℄ par
le National Institute of Standards and Tehnology)
9
. Ce sore repose sur un prinipe
9. http ://www.nist.org
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similaire à elui du sore BLEU et l'adapte légèrement. La modiation la plus notable
est que, dans le sore NIST, les n-grammes sont pondérés par leur quantité d'infor-
mation, notion déterminée par leur fréquene : les n-grammes rares ontribuent plus
au sore nal que les n-grammes fréquents. Par ailleurs, l'expression de la pénalité de
brièveté est légèrement diérente de elle de BLEU.
Le sore METEOR Le sore METEOR présenté par [Banerjee et Lavie 2005℄ en
2005 introduit la notion d'appariement approximatif : ontrairement aux sores BLEU
et NIST, un mot de l'hypothèse est jugé orret non seulement s'il apparaît dans la
référene, mais également si un de ses synonymes ou un mot morphologiquement ap-
parenté y apparaît. Cette généralisation permet de rendre ompte d'une partie de la
variabilité des tradutions possibles. Lors d'une première étape, un algorithme itératif
aligne les mots stritement identiques et tente ensuite, dans une seonde étape, d'ali-
gner les mots restants en utilisant un module de dérivation : lors de ette étape, des
termes omme joli et jolie pourront être appariés. De nombreux modes d'appariement
approximatif ont été progressivement introduits et notamment en utilisant des para-
phrases et des synonymes issus de ressoures propres à la langue traitée. Le sore nal
orrespond à la ombinaison du rappel et de la préision alulée à partir de l'ensemble
des appariements et d'un fateur rendant ompte de la fragmentation (diérene entre
l'ordre des mots de la référene et de l'hypothèse).
3.3 Limitation des évaluations
Le nombre important de mesures automatiques et de protooles de jugements hu-
mains sont représentatifs de la diulté d'évaluer la qualité d'une tradution. Déter-
miner la qualité d'une tradution est un problème diile, notamment ar il faut tout
d'abord être apable de dénir e qu'est une  bonne  tradution et ensuite pouvoir
rendre ompte de la variabilité des tradutions possible. L'exemple de la Figure I.8
illustre la omplexité de la tâhe d'évaluation due aux nombreuses manières équiva-
lentes de traduire une même phrase soure.
Le prinipal objetif des mesures automatiques est de prédire le plus préisemment
possible le jugement d'un expert humain dans le but de se substituer à lui. Cette
problématique donne lieu à des axes de reherhes onsarés à la méta-évaluation où la
qualité d'une métrique est évaluée en regardant sa orrélation ave des sores attribués
par des juges humains.
Néanmoins, au jour d'aujourd'hui, étant donnés un texte soure et une tradution
andidate, seule une personne bilingue, voire onnaissant le ontexte et les intentions
de l'auteur du texte soure, peut véritablement juger de la qualité de la tradution
andidate. Une évaluation idéalement menée prendrait en onsidération la tâhe de
tradution dans sa situation d'usage. La tradution automatique restant un moyen de
parvenir à une n, son utilité devrait être évaluée en tant que telle, en onsidérant l'aide
apportée pour aomplir une tâhe donnée, par exemple : produire des tradutions de
haute qualité par post-édition, olleter de l'information dans une langue étrangère ou
enore assister la ommuniation.
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Figure I.8  Exemple de 10 tradutions humaines en anglais pour une même phrase
soure hinois (extrait de [Koehn 2011℄).
Pour des raisons évidentes, ette évaluation idéale est envisageable mais extrème-
ment oûteuse à mettre en ÷uvre. Loin de onsidérer le ontexte de tradution, les
métriques automatiques se limitent à évaluer la apaité d'un système à  imiter  des
tradutions données omme référenes (même si ertaines herhent à aller plus loin
omme par exemple METEOR ou HTER). Et, en pratique, malgré les nombreuses ri-
tiques, les études atuelles se ontentent souvent de mesures d'évaluation automatique
qui donnent des résultats satisfaisants pour omparer, entres autres, rapidement et sans
intervention humaine deux systèmes similaires.
4 Du tout automatique au supervisé par l'humain
Bien que la tradution  toute automatique  ait prouvé son eaité, les outils
restent atuellement intrinsèquement limités et la qualité des tradutions produites est
généralement jugée insusante pour être utilisée telle quelle. La tâhe de tradution
étant alors jugée trop diile pour la mahine seule, l'expertise humaine est invitée à
seonder le système.
Même si en pratique et dans l'usage, l'humain a toujours été intégré dans le pro-
essus de tradution, es dernières années, de nombreux travaux se sont appliqués à
développer des méthodologies permettant d'améliorer les systèmes en utilisant l'inter-
vention humaine dans un proessus inluant l'humain dans la  boule  de tradution
(human in-the-loop).
Dans les nombreuses études qui s'intéressent aux protooles de tradution où inter-
ragissent mahines et humains, l'humain qui était jusqu'ii vu omme  utilisateur  de-
vient alors aussi  ontributeur .
Sur l'axe de la ollaboration homme-mahine, les études présentes dans la littérature
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se distinguent maintenant selon deux approhes : la tradution automatique au servie
de l'humain (le système est vu omme un support d'aide à la tâhe eetuée par
l'humain) et l'humain au servie de la tradution automatique (l'humain intervient
pour aider l'apprentissage du système).
4.1 La tradution automatique au servie de l'humain
La ollaboration homme/mahine onsiste ii à utiliser le système automatique pour
répondre à un besoin de l'humain : l'humain eetue la tâhe de tradution ave un
support informatique pour aide.
Tradution assistée par ordinateur
Dès l'apparition des premiers outils informatiques, les progrès tehnologiques et les
impératifs éonomiques ont poussé les servies de tradution professionnelle à travailler
ave les mahines.
Parallèlement aux reherhes en tradution automatique, est apparu tout natu-
rellement dans les agenes de tradution, un nouveau modèle de travail qui onilie
l'automatisme et la rapidité de la mahine à l'expertise du traduteur professionnel
dans le but de mieux répondre aux besoins du marhé.
L'ensemble des tehnologies qui visent à aider les traduteurs professionnels en met-
tant à leur disposition des outils informatiques destinés à failiter la tâhe de tradution
est appelé Tradution Assistée par Ordinateur (TAO). Outre les fontions permettant
la gestion des projets de tradution (analyse statistique, gestion du temps, reherhe de
termes, et.), les logiiels existants proposent divers outils pour aider à la tradution.
Ceux traditionnellement utilisés sont :
 les mémoires de tradution (ouples de phrases pré-traduites de façon antérieure) ;
 les bases de données terminologiques ;
 les systèmes de tradution automatique.
Dans un sénario de TAO où le texte à traduire n'est pas ontrlé par une grammaire
limitée et un voabulaire spéique à un domaine, la tradution de haute qualité et
entièrement automatique est diilement envisageable. Pour parvenir à une qualité de
tradution  publiable , le traduteur a la possibilité d'intervenir à diérents niveaux
du proessus de tradution automatique :
 avant la tradution automatique : il s'agit d'une pré-édition où le texte soure est
 préparé , normalisé ou désambiguisé en vue de sa tradution automatique ;
 pendant la tradution automatique : on parle de tradution interative ;
 après la tradution automatique : il s'agit de post-édition où le texte ible produit
par le système de tradution est  révisé  ou orrigé.
Pré-édition
Le format et la qualité linguistique d'un texte donné en entrée d'un système de
tradution automatique inue diretement sur la qualité du résultat. Si un texte soure
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ontient des fautes de syntaxe ou d'ortographe, et/ou que son format de présentation le
rend illisible ou inompréhensible, sa tradution automatique sera, très probablement,
de mauvaise qualité.
La pré-édition est une ation qui onsiste à agir en amont du proessus de tradution
automatique, en préparant un texte en vue de sa tradution par un système automa-
tique. La phrase soure est alors modiée ave pour objetif d'améliorer la qualité du
rendu du système.
Cette opération a pour objetif d'adapter le texte soure soit dans son ontenu,
soit dans sa forme et peut impliquer plusieurs types de tâhes : modiation du for-
mat du texte, orretion des erreurs linguistiques, orthographiques ou typographiques,
simpliation des strutures syntaxiques omplexes ou ambigües, et.
Ce proédé est généralement utilisé lorsqu'un doument est destiné à être traduit
en plusieurs langues.
Tradution interative
Comme nous avons pu le onstater, notament à travers les exemples proposés dans
e manusrit, la prodution de tradutions automatiques de haute qualité est limitée
par l'ambiguïté et la omplexité inhérente de la langue naturelle.
Un des axes de reherhe qui tente de résoudre es problèmes onsiste à solliiter
l'utilisateur d'un système de tradution automatique, au ours du proessus lui-même,
dans le but de  guider  la prodution du résultat : la tradution est alors dite inter-
ative.
Les systèmes interatifs ont reours à l'expertise humaine soit pour résoudre les am-
biguïtés de la langue (on parle de désambiguisation interative), soit pour o-onstruire
la tradution (on parle alors de tradution interative par auto-omplétion).
La reherhe en désambiguisation interative est apparue ave les premiers systèmes
de tradution automatique, dans les années 60 ave les projets MIND [1963-1973℄ [Kay
1973℄ et IST [1973-1981℄ [Melby 1981℄ puis s'est développée plus tard dans le projet
LIDIA [Blanhon et Boitet 2007℄.
La désambiguisation interative d'un énoné peut être d'ordre syntaxique (on herhe
à assoier une atégorie syntaxique à un mot ou groupe de mots) ou d'ordre sémantique
(on herhe à larier le sens d'un mot). Dans un premier temps, l'énoné à traduire est
analysé par un module automatique, et, s'il est identié omme ambigü, l'utilisateur
est invité à hoisir parmi les diérentes interprétations proposées par le système. Ce
dialogue homme/mahine peut être implémenté sous la forme de questions, de propo-
sitions de tradutions ou enore de séquenes à étiqueter. Les réponses fournies par
l'utilisateur permettent au système de poursuivre la tradution de manière autonome
et d'aboutir à une tradution de qualité.
D'autres outils de tradution interative utilisent un modèle de prédition pour sug-
gérer une nouvelle proposition de tradution au fur et à mesure où l'annotateur modie
la tradution initiale. Le prinipe utilisé est elui de l'auto-omplétion interative de
la tradution : à haque modiation de mot (ou aratère) faite par le traduteur sur
l'hypothèse de tradution, le système herhe de nouveau la meilleure hypothèse de
tradution pour le reste de la phrase en supposant le segment préédant le mot (ou
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aratère) modié omme orret. A noter qu'il est ii néessaire pour l'annotateur
d'eetuer les orretions du texte de gauhe à droite. Les premiers travaux portant
sur la tradution interative par auto-omplétion (ou IMT pour Interative Mahine
Translation) sont issus du projet Transtype
10
nané par le gouvernement Canadien de
1997 à 2000 [Langlais et al. 2000℄, puis du projet Transtype2 nané par la ommission
Européenne de 2002 à 2005 [Barrahina et al. 2009℄. L'approhe a été implémentée par
l'Université d'Edimbourg dans l'interfae de TAO Caitra [Koehn 2009℄.
Post-édition
L'assoiation des tehnologies de tradution assistée par ordinateur et de tradu-
tion automatique a, au ours de son évolution, donné lieu à une nouvelle ativité et
spéialisation : la post-édition.
La post-édition désigne l'ativité onsistant à réviser un texte traduit automati-
quement an de s'assurer qu'il soit intelligible (en transmettant le sens de la phrase
soure) et qu'il respete les règles de grammaire, syntaxe et orthographe de la langue
iblée. La personne hargée d'eetuer ette tâhe est appelé un post-éditeur.
Utilisée dans un ontexte de tradution professionnelle, la post-édition a pour ob-
jetif d'augmenter la produtivité (voire la qualité) des traduteurs, en ombinant la
rapidité d'exéution de la mahine ave l'expertise de l'humain.
L'intégration progressive des tehnologies de tradution automatique dans l'environ-
nement des traduteurs professionnels onduit à penser que le marhé de la tradution
s'oriente résolument vers la post-édition. Cette onstatation est onrmée par les ré-
ents hoix tehnologiques faits par des ateurs majeurs de la tradution professionelle
(entreprises d'éditeurs de TAO) qui s'aordent à ollaborer ave des entreprises spé-
ialisées dans la tradution automatique : en mai 2009, Systran intègre la tehnologie
de TAO Multiorpora à l'un de ses produits de TA (Enterprise Server 7) ; en juin 2009,
Google ore un logiiel en ligne permettant de ombiner les tehnologies de TAO et
TA (Google Translation Toolkit) ; et en mars 2010, SDL Trados intègre deux nouveaux
moteurs de tradution automatique à son logiiel de TAO (SDL Trados Studio 2009
SP). Au même moment (novembre 2010) et dans la même perspetive, l'Oe Euro-
péen des Brevets (EOB) et l'entreprise Google signent un protoole d'aord sur la
tradution des brevets. Le système de tradution automatique onçu par Google sera
don dorénavant utilisé pour traduire les brevets délivrés en Europe dans les langues
des 38 états membres de l'OEB, et en retour, Google utilisera les brevets traduits et
post-édités par l'OEB en vu d'améliorer son système de tradution automatique. Tous
les outils ités ont une hose en ommun : ils assoient TA et tradution professionnelle
et impliquent une ativité humaine de post-édition.
4.2 L'humain au servie de la tradution automatique
A l'opposé de l'approhe mise en avant préédemment, nous développons, par la
suite, la ollaboration homme/mahine qui onsiste à faire appel à l'expertise humaine
pour aider à l'apprentissage d'un système de tradution automatique.
10. http ://www-rali.iro.umontreal.a/ProjetTransType.en.html
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Annotation de données
La plupart des systèmes de traitement automatique du langage naturel utilisent des
tehniques d'apprentissage supervisées pour réer leurs modèles : ela signie que les
algorithmes d'apprentissage néessitent des données annotées pour apprendre.
Les annotations peuvent être de plusieurs natures ar elles dépendent de la tâhe
et de son paradigme.
Ces annotations sont utilisées par la mahine omme un  orale , 'est-à-dire une
information émise par une personne qui fait autorité et qui n'admet ni le doute, ni la
ontradition.
En traitement automatique du langage naturel, le proédé d'annotation néessite,
la plupart du temps, des experts linguistes et onsiste à annoter manuellement un en-
semble d'exemples non annotés. Une telle ampagne d'annotation peut vite se révéler
très oûteuse en terme de temps et de ressoures mais les données annotées repré-
sentent un pré-requis indispensable pour l'apprentissage de la plupart des algorithmes
et des annotations linguistiques de qualité sont souvent essentielles an d'atteindre des
performanes à l'état de l'art.
L'expertise humaine étant oûteuse et les données manuellement annotées rares, il
onvient de développer des méthodes adaptées pour utiliser, au mieux, es préieuses
données.
Rétro-ation d'utilisateurs
Aujourd'hui, les orpus annotés dédiés aux systèmes automatiques sont relativement
peu nombreux et les orpus existants ne ouvrent qu'un nombre restreints de paires de
langues et/ou domaines. On peut également noter l'usage ourant de ertains orpus
de grande éhelle qui proviennent de soures de données dont la ollete est déorrélée
de l'usage sientique (Europarl, par exemple, un des orpus largement utilisé pour
l'apprentissage de systèmes de tradution automatique probabilistes, est issu de la
transription de débats des assemblées du Parlement Européen).
D'un autre té, le nombre grandissant d'utilisateurs de systèmes de TA (notam-
ment dû à leur aessibilité en ligne) génère de grandes quantités d'information onte-
nant des retours direts sur les résultats des systèmes. En prenant en ompte es
onsidérations, un nouvel axe de reherhe s'est réemment développé autour de l'ex-
ploitation des rétro-ations des utilisateurs permettant ainsi de pallier le manque de
ressoures et tirer bénée des données produites par les utilisateurs.
L'apprentissage automatique par rétro-ation, désigné ouramment par le terme
anglais feedbak, peut être vu omme une ollaboration mutuelle et bi-latérale entre
l'Homme et la mahine. Le mot anglais feedbak (qui vient de  to feed  et  bak )
peut être traduit littéralement par l'ation de  nourir en retour . L'enylopédie en
ligne Wikipédia dénit la rétro-ation, au sens large, omme l'ation en retour d'un
eet sur le dispositif qui lui a donné naissane. Elle se veut être une réponse à l'objetif
orreteur.
Dans le domaine de la tradution automatique, l'idée est que les défauts atuels
des logiiels peuvent être ompensés par les utilisateurs eux-mêmes. Cela néessite
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d'une part de olleter les retours des utilisateurs et d'autre part de ré-intégrer es
informations de façon à enrihir le système.
Collete de post-éditions de tradutions automatiques
Malgré les réents progrès, les systèmes de tradution automatique produisent des
tradutions qui sont, la plupart du temps, de qualité insusante et qui néessitent
une révision plus ou moins importante de la part de l'utilisateur. Dans e ontexte,
les outils tradutifs sont traditionnellement utilisés pour obtenir rapidement une  pré-
tradution  (un premier jet, une ébauhe) qui est ensuite éventuellement modiée par
l'utilisateur. Le proédé d'aide à la tradution (qu'elle soit professionnelle ou non) est
don suseptible de produire de gigantesques orpus d'hypothèses de tradution anno-
tées, par exemple, de leurs orretions. Ces données provenant d'expertises humaines
onstituent une soure d'information préieuse pour l'apprentissage, le développement
et l'évaluation des systèmes automatiques.
Au delà de l'environnement de la tradution professionnelle, où l'usage de plus en
plus démoratisé de la post-édition génère un nombre important de tradutions auto-
matiques annotées, la ollete de retours d'utilisateurs ommene à être envisagée par le
biais des servies de tradution omniprésents sur le Web. En eet, devant l'engouement
et le suès du Web ollaboratif où la partiipation et la ollaboration des internautes
est mise à l'honneur (omme en témoigne, par exemple, l'enylopédie Wikipédia
11
),
de nombreux servies de tradution en ligne n'hésitent pas à reueillir les ontribu-
tions des utilisateurs. En eet, il est de plus en plus souvent possible, sur les sites de
tradution en ligne, d'indiquer si l'on est satisfait d'une tradution donnée et/ou de
la orriger. De telle ampagnes de ollete ont été (ou sont atuellement) eetuées
sur les interfaes de Google Translate
12
, Bing Translator
13
, et Reverso
14
. Bien que
disponibles en très grand nombre, les jugements ainsi olletés ne sont pas forément
de bonne qualité puisqu'ils n'ont pas néessairement été émis par des experts et qu'il
est possible que ertains utilisateurs aient, volontairement ou non, porté des jugements
faux. Savoir si leur nombre peut ompenser leur qualité, parfois soupçonnée douteuse,
onstitue aujourd'hui un axe de reherhe à part entière (voir par exemple [Snow et al.
2008℄).
Exploitation de post-éditions
La ollete de post-éditions en tant que retours d'utilisateurs et orretions d'hypo-
thèses de tradutions ommene à intéresser la ommunauté du domaine de la tradu-
tion automatique probabiliste. Elle se fait, en partie en ligne, par le biais d'internautes
volontaires. Cependant, il existe à e jour peu de travaux portant sur l'utilisation
de post-éditions pour orriger et améliorer un système de tradution automatique et,
11. http ://fr.wikipedia.org
12. http ://translate.google.fr
13. http ://www.bing.om/translator
14. http ://www.reverso.net/text_translation
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à notre onnaissane, auun système apable de s'adapter diretement par feedbaks
d'utilisateurs.
Nous pouvons noter eux qui utilisent des post-éditions manuelles de systèmes de
tradution automatique an de réer un post-éditeur automatique qui permet de  or-
riger  les sorties du système [Simard et al. 2007a, Simard et al. 2007b℄. De son té, le
projet FAUST (Feedbak Analysis for User adaptive Statistial Translation) organise
la ollete et l'analyse de rétro-ations d'utilisateurs du site de tradution en ligne
Reverso dans le but de développer des tehniques pour les exploiter [Déhelotte 2010℄.
Le travail présenté dans e manusrit a pour objetif, à long terme, de développer
des tehniques d'apprentissage rétro-atif pour améliorer de façon interative et itéra-
tive un système de tradution automatique probabiliste à l'aide d'expertises humaines
olletées sous forme de post-éditions.
Chapitre II
Création d'un système de tradution
probabiliste de référene
1 Choix du ontexte appliatif
Le hoix du adre appliatif a été motivé par la volonté de réer un système géné-
rique ayant pour objetif prinipal de valider la méthode proposée. Le système ee-
tuera des tradutions de la langue française vers la langue anglaise. Ces langues ont
été séletionnées pour la failité à trouver des louteurs natifs ou ayant une pratique
avanée de la langue et, d'autre part, pour la plae prépondérante qu'elles oupent
sur le Web e qui a pour avantage de simplier la onstitution des orpus représen-
tant e ouple de langues. De la même façon, le domaine d'appliation hoisi est elui
des brèves journalistiques, aussi appelées  news  ou dépêhes. Ce domaine est déni
omme  général  par la ommunauté du traitement automatique du langage naturel.
2 Corpus
Une des étapes importantes dans la réation d'un système de tradution automa-
tique statistique est la ollete des orpus néessaires à l'apprentissage et au test du
système. L'approhe empirique néessite, en eet, l'utilisation de orpus monolingues
et de orpus bilingues alignés de taille et de qualité susante pour le domaine et la
paire de langue envisagés.
2.1 Caratéristiques des orpus
Etant donné notre adre appliatif, les orpus doivent néessairement omporter des
données journalistiques de type  news  an de respeter une adéquation susante
ave l'appliation visée : style, période, thèmes abordés, et. Pour ette raison, nous
nous devons d'attaher une attention partiulière à la période ouverte par les orpus
et de hoisir des données relativement ontemporaines pour pouvoir ouvrir l'atualité
réente. D'autre part, il semble néessaire de respeter la hronologie des données et
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veiller à e que le orpus d'apprentissage soit antérieur au orpus de test. Enn, les or-
pus doivent atteindre une taille susante pour permettre des traitements statistiques
ables et une bonne estimation des probabilités.
2.2 Soure des orpus
Nous avons don hoisi d'utiliser des orpus issus de la ampagne d'évaluationWMT
(Workshop on statistial Mahine Translation). Ce hoix a été guidé par la volonté de
pouvoir situer les résultats de notre étude par rapport à d'autres travaux à l'état de
l'art.
WMT
15
est une ampagne d'évaluation organisée haque année depuis 2006 ave le
soutien de la ommission européenne et le projet européen EuroMatrixPlus
16
. A l'ori-
gine (2006 et 2007), la ampagne qui se foalisait sur la tradution automatique entre
inq langues européennes (le français, l'allemand, l'anglais, l'espagnol et le thèque)
s'est peu à peu diversiée et a intégré une tâhe d'évaluation de résultats de tradu-
tions automatique (2008) puis une tâhe de ombinaison de systèmes (2009) pour enn
proposer une tâhe d'estimation de onane (2012). Souieuse d'être au plus prohe
des dés sientiques ontemporains, la ampagne n'hésite pas à onfronter les par-
tiipants aux problématiques d'atualité. Ainsi, en 2011, en réponse au tremblement
de terre de janvier 2010 à Haïti, la ampagne a proposé une tâhe de tradution de
SMS du réole haïtien vers l'anglais. L'évaluation des partiipants à WMT se fait sur
la base de plusieurs métriques automatiques et de jugements humains (les modalités
de l'évaluation sont variables selon les années). Les jugements sont eetués par les
partiipants eux-mêmes (haque site partiipant s'engage à faire 8h d'évaluation ma-
nuelle). Les organisateurs ont également proposé, en 2010, de olleter à très faible oût
des jugements dont la qualité n'est pas ontrlée, en utilisant la plateforme Amazon
Mehanial Turk
17
.
Les orpus mis à disposition dans le adre de la ampagne d'évaluation WMT sont
onsidérés omme des orpus de référene dans le domaine de la tradution automatique
probabiliste.
2.3 Desription des orpus
Les orpus séletionnés pour l'élaboration de notre système de référene sont dérits
dans le tableau II.1.
L'apprentissage du système de tradution se base sur deux orpus bilingues alignés
de natures diérentes. Le premier (ligne (1) dans le tableau II.1) représente des trans-
riptions de débats issus des assemblées du Parlement Européen (disours portant sur
le fontionnement interne de l'Union Européenne) [Koehn 2005a℄. Le deuxième (ligne
(2) dans le tableau II.1) ontient des données journalistiques qui représentent des édito-
riaux, de sujets de politique, éonomie ou sienes, issus de divers sites Web journalis-
tiques dont le ontenu est publié en plusieurs langues. Les soures utilisées sont, entre
15. http ://www.statmt.org/wmt11/
16. http ://www.euromatrixplus.net/
17. https ://www.mturk.om/mturk/welome
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autres, les sites Web : Projet Syndiate
18
, Libération
19
et Le Figaro
20
. L'ensemble du
orpus d'apprentissage du système omprend en tout 1 640 463 énnonés.
Le modèle de langage du système est appris sur un orpus monoligue Anglais (langue
ible) de 48 653 884 phrases. Ce orpus (ligne (3) dans le tableau II.1) omprend les
données en langue anglaises des orpus d'apprentissage bilingues ainsi que des dou-
ments oiels de l'assemblée générale des Nations Unies
21
[Rafalovith et Dale 2009℄.
Les orpus utilisé pour le développement et le test du système (ligne (4) et (5)
dans le tableau II.1) sont onstitués d'artiles journalistiques de la même origine que le
orpus d'apprentissage journalistique (ligne (2) dans le tableau II.1) mais ouvrent des
périodes diérentes : de novembre à déembre 2007 pour le orpus de développement
et de n septembre à mi-otobre 2008 pour le orpus de test.
Ces diérents ensembles de données bilingues sont le fruit du travail de traduteurs
professionnels ou de louteurs bilingues. Les tradutions qu'ils ontiennent sont vériées
de façon interne an de satisfaire les exigenes de qualité de l'organisme où elles sont
produites.
Utilisation
Nature du orpus Taille
Langue(s) Origine Période (en phrases)
(1) Apprentissage Anglais/Français Parlement européen 2007 1 585 819
(2) Apprentissage Anglais/Français Sites Web 2006-2007 54 644
(3) Apprentissage Anglais Nation Unies 2007 47 013 481
(4) Développement Anglais/Français Sites Web 2007 1 200
(5) Test Anglais/Français Sites Web 2008 2 852
Table II.1  Desription des orpus utilisés pour le système de tradution de référene
3 Apprentisssage du système de référene
Le système de référene réé est un système de tradution statistique à base de
segments (ou phrase-based en anglais) où les unités de tradution sont les segments
(suite de n mots onséutifs). Il repose sur une modélisation log-linéaire pondérée
de 14 fontions de aratéristiques apprise à l'aide de plusieurs tehniques et outils
disponibles sous liene GPL
22
dans la boîte à outils Moses.
3.1 La boîte à outils Moses
La boîte à outils Moses
23
[Koehn et al. 2007℄ regroupe des outils et des sripts
qui implémentent des tehniques permettant de réer et tester des systèmes de tra-
18. http ://www.projet-syndiate.org
19. www.liberation.fr
20. www.legaro.fr
21. www.unorpora.org
22. GPL = Gnu Publi Liene
23. http ://mosesdeoder.soureforge.net/download.php
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dution probabilistes reposant sur un modèle log-linéaire. C'est l'un des outils open
soure les plus utilisés dans les institutions aadémiques omme support de base pour
l'apprentissage, le développement et le test de systèmes de tradution automatique à
base de segments dédiés à la reherhe. L'outil Moses a été onçu en 2006, à l'Univer-
sité d'Edinbourg, par une équipe dirigée par Philipp Koehn et a été prinipalement
programmé par Hieu Hoang. Il est régulièrement mis à jour par des orretions de
dysfontionnement ou l'ajout de nouvelles fontionnalités.
3.2 Normalisation des orpus
Au préalable à toute utilisation, les orpus utilisés ont été traités an d'uniformiser
la forme des données textuelles qu'ils ontiennent et de les rendre plus failement
exploitables par les sripts d'apprentissage proposés dans Moses.
An de réduire onsidérablement la taille du voabulaire du système, la première
opération de pré-traitement de nos données onsiste à déapitaliser les textes soure
et ible. Dans un seond temps, nous avons segmenté les textes en unités de référene
(étape dite de tokenisation). L'objetif est ii de transformer les haînes de aratères
en des séquenes de "tokens" ou symboles. Cette opération s'applique aux textes soures
et ibles et prend en ompte les espaes pour séparer les mots, les nombres et les signes
de pontuation.
Au vu des résultats de premières expérimentations, nous avons hoisi de traiter
en plus, une forme partiulière issue de la syntaxe Française : le t euphonique. Le t
euphonique onsiste à ajouter la lettre t entre un verbe (se nissant par a, e ou
) et un pronom personnel et à les inverser dans le but d'en failiter la prononiation.
Une séquene est ainsi représentée par la haine verbe-t-pronom omme par exemple
annonça-t-elle, arrive-t-il ou enore vain-t-on. Cette forme apparaît dans 1,75 % des
phrases de notre orpus de test alors que sa fréquene d'apparition est de l'ordre de
0,66 % dans le orpus d'apprentissage. La forme normalisée proposée omporte le pro-
nom sujet en première position suivi du verbe : verbe-t-pronom devient alors pronom
verbe. Un exemple de normalisation du t euphonique est donné dans la gure II.1. Nos
résultats montrent que la modiation de ette forme omplexe permet un meilleur
traitement du texte soure français par le système et don un meilleur résultat de
tradution automatique.
"Cela ne marchera pas"
"Cela ne marchera pas"
normalisation
par la suite.
par la suite.
il souligna
souligna−t−il
Figure II.1  Normalisation des gures de t euphonique
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3.3 Modélisation du système de référene
Le système de référene repose sur un modèle log-linéaire omposé de 14 fontions
aratéristiques : un modèle de langage de la langue ible (P (t)), deux statistiques de
tradution sur les segments (T (t|s) et T (s|t)), deux probabilités de tradution lexiale
sur les mots (Plex(s|t) et Plex(t|s)), un modèle de pénalité sur les mots (wp), un modèle
de pénalité sur les segments (pp), un modèle de pénalité sur le ré-ordonnenement (d)
et six modèles lexiaux de distorsion (Dmp , Dmf , Dsp, Dsf , Ddp et Ddf ). Ces fontions
de aratéristiques sont apprises à partir des orpus d'apprentissage monolingues et
bilingues (s et t désignent respetivement une phrase soure et une phrase ible).
Le modèle de langage de la langue ible
Le modèle de langage de la langue ible (Anglais) de notre système est appris
sur notre orpus d'apprentissage Anglais à l'aide de l'outil SRI Language Modeling
Toolkit (ou SriLM) [Stolke 2002℄ qui intègre les tehniques de modélisation du langage
les plus utilisées par la ommunauté de la tradution automatique empirique. SriLM
permet de onstruire des modèles n-grammes utilisant diérentes tehniques de lissage
de probabilités.
Pour notre appliation, nous avons onstruit un modèle quadri-grammes lissé ave
la tehnique d'interpolation de Kneser-Ney modiée [Chen et Goodman 1999℄.
Le modèle de tradution
Le orpus d'apprentisage bilingue aligné phrase à phrase est utilisé pour réaliser
des alignements, en mots d'adord ave le logiiel GIZA++ [Oh et Ney 2003℄, puis en
segments ensuite ave le logiiel Moses. Les paires de segments textes en langue soure
et ible du orpus ainsi alignés sont extraites du orpus d'aprentissage an de réer une
table de bi-segments alignés. Cette table de tradution (aussi appelée phrase-table) se
trouve au ÷ur du système et est utilisée pour aluler les statistiques des fontions de
aratéristiques bilingues du modèle.
Il est important de noter que la qualité de la tradution produite dépend en grande
partie de la quantité et de la qualité des données d'apprentissage de la table de tradu-
tion. En eet, le système génère les tradutions à partir de ette table qui représente le
ditionnaire du modèle. Il est don néessaire de posséder un orpus bilingue aligné de
qualité pour apprendre le meilleur ditionnaire possible ave de bonnes estimations.
Probabilités de tradution lexiale sur les mots Les poids lexiaux représentés
par Plex(t¯|s¯) et Plex(s¯|t¯) (où s¯ et t¯ représentent des segments), sont alulés à partir des
probabilités issues du orpus d'apprentissage bilingue aligné en mots. Le poids lexial
des segments (t¯,s¯) s'exprime omme suit :
Plex(s¯|t¯) =
N∑
n=1
(
m∏
i=1
1
|(i, j)|∀(i,j)∈am
×
∑
i
p(si, tj)
)
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où N est le nombre d'alignements en mots possibles entre les segments s¯ et t¯ et :
p(si, tj) =
count(si, tj)∑
s′ count(s
′
i, tj)
où count(si, tj) est le nombre de fois où le mot soure si a été aligné ave le mot ible tj
dans le orpus d'apprentissage Par exemple, l'alignement de la table II.2 nous donnera
la probabilité lexiale suivante :
Plex(s¯|t¯) = p(s1, t1)×
1
2
(p(s2, t2) + p(s2, t3))× p(s3, null)
s¯ \ t¯ t1 t2 t3 null
s1 X
s2 X X
s3 X
Table II.2  Exemple d'alignement entre s et t
Statistiques de tradution des segments La statistique de tradution T (t¯|s¯)
(respetivement T (s¯|t¯)) représente la probabilité de tradution du segment s¯ (respeti-
vement t¯) par le segment t¯ (respetivemnt s¯). Ces statistiques sont issues de la table de
tradution entraînée à partir du orpus d'apprentissage bilingue. Leurs formules sont
données par :
T (t¯|s¯) =
count(s¯, t¯)∑
s¯′ count(s¯
′, t¯)
et T (s¯|t¯) =
count(t¯, s¯)∑
t¯′ count(t¯
′, s¯)
où count(s¯, t¯) est le nombre de fois où le groupe de mots s¯ a été aligné ave t¯ dans le
orpus d'apprentissage. Ces statistiques permettent d'assurer que le segment en langue
soure s¯ et le segment en langue ible t¯ soient une bonne tradution l'un de l'autre.
Le modèle de pénalité sur les mots Cette fontion aratéristique assigne une
onstante de oût à haque mot de la phrase ible. Elle permet de ompenser la tendane
du système à privilégier les phrases ourtes en les pénalisant. On s'assure ainsi que les
tradutions produites ne sont ni trop ourtes ni trop longues. Par la suite, on désignera
par wp le modèle de pénalité sur les mots. Sa valeur est un fateur onstant pour
haque mot généré qui par défaut vaut wp = −1.
Le modèle de pénalité sur les segments Ce sore assigne un poids onstant à
haque segment de la phrase ible produite. En faisant varier sa valeur, on peut inuer
sur la propension du système à utiliser de nombreuses paires de segments (don ourts)
ou au ontraire lui faire préférer des groupes de mots plus longs. Sa valeur est un fateur
onstant pour haque groupe de mots généré qui par défaut vaut pp = exp(1) = 2, 718.
Par la suite, on désignera par pp le modèle de pénalité sur les segments.
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La pénalité de ré-ordonnanement La pénalité de ré-ordonnanement évalue le
oût linéaire du ré-ordonnanement de la phrase ible. Plus il y a ré-ordonnanement,
plus la tradution se révèle oûteuse. Déplaer un segment ible de n segments implique
un oût de ωn (où ω est une onstante xée). Par la suite, on désignera par d la distane
de ré-ordonnanement.
Il est à noter qu'il existe un nombre maximal de mouvements qui ne permet pas de
déplaement de segment au delà de ette limite. Par défaut, la valeur est xée à 6 seg-
ments et elle ne fait pas partie des paramètres du modèle réglés lors de l'apprentissage.
Les modèles lexiaux de distorsion Les modèles lexiaux de distorsion estiment le
ré-ordonnanement des segments, 'est-à-dire le déplaement de segments pour haque
paire de phrase (s, t), proportionnellement à la quantité de segments non déplaés (dits
monotones). Ils sont utilisés pour prendre en ompte le fait que ertains segments sont
ré-ordonnanés plus fréquement que d'autres. L'adjetif extérieur, par exemple, est mis
devant le nom lorsqu'il est traduit en anglais. Les modèles de distorsion onsidèrent
trois types d'orientations : monotonie (qui ne présente pas de ré-ordonnanement), per-
mutation (Swap) et disontinuité désignées respetivement par m, s et d. Pour haque
type d'orientation, on onsidère les voisins du segment traité, 'est-à-dire, le segment
atuel ai en fontion du préédent ai−1 et en fontion du suivant ai+1. Etant données
une phrase soure s, une phrase ible t = (t¯1, t¯2 ... t¯M), toutes deux déomposées en
groupes de mots, et un alignement a = (a1, a2 ... aM) qui dénit un groupe de mots
soure s¯ai pour haque groupe de mots traduit t¯i, es modèles estiment la distorsion,
où haque om ∈ {monotone, swap, discontinue}, omme suit :
p(op|s, t) =
M∏
i=1
P (oi|t¯i, s¯ai , ai−1, ai) et p(of |s, t) =
M∏
i=1
P (oi|t¯i, s¯ai , ai+1, ai)
Ces probabilités sont apprises lorsque l'on extrait les paires de segments à partir de
l'alignement en mots :
p(o|s, t) =
count(o, s, t)∑
o∈(m,s,d) count(o, s, t)
Ces 6 fontions de aratéristiques (haune orrespondant à une orientation qui
prend en ompte le segment préédent p ou le segment suivant f), seront désignées par
la suite par : Dmp, Dmf , Dsp, Dsf , Ddp , Ddf .
Optimisation des poids du modèle
Par défaut l'outil Moses aete des valeurs prédénies aux poids des 14 fontions
aratéristiques du modèle log-linéaire. Ces valeurs par défault sont génériques, 'est
pourquoi il est souvent reommandé d'ajuster le modèle an d'obtenir des poids plus
adaptés à la paire de langue et au domaine des orpus traités. Il est à noter que ela
n'est pas toujours vérié en pratique, il arrive que l'algorithme d'ajustement des poids
44 Création d'un système de tradution probabiliste de référene
ne parvienne pas à améliorer signiativement le sore obtenu ave les valeurs par
défaut.
Dans nos expérimentations, et ajustement des poids du modèle est fait ave l'al-
gorithme Minimum Error Rate Training [Oh 2003℄ implémenté dans la boîte à outils
Moses.
Déodage
Lors du déodage, le système réé prend en entrée un orpus en langue soure (ii
franais) et en fournit une tradution phrase à phrase en langue ible (ii anglais). Le
système utilisant une approhe log-linéaire, l'algorithme de déodage herhe la phrase
ible la plus probable étant donnée une phrase soure, par maximisation de la somme
des sores des 14 fontions de aratéristiques hm(t, s) présentées préédemment :
t∗ = argmaxtp(t|s) = argmaxt
14∑
m=1
λmhm(t, s)
Cette opération de déodage fait partie des implémentations de l'outil Moses et l'algo-
rithme utilisé est elui de la reherhe en faiseau (ou beam searh en anglais).
4 Validation du système de référene
4.1 Partiipation à la ampagne d'évaluation WMT 2010
Il existe de nombreuses ampagnes d'évaluation en tradution automatique. En
plus de favoriser les éhanges sientiques et le travail oopératif, elles permettent
d'évaluer la qualité de diérents systèmes et de onfronter les approhes des diérents
partiipants.
Notre système de tradution de référene a été soumis au jugement de la ommu-
nauté sientique lors de la partiipation du Laboratoire d'Informatique de Grenoble
à la ampagne d'évaluation WMT 2010 [Potet et al. 2010℄. Les performanes obtenues
lors de ette ampagne ont montré que le système pouvait être onsidéré omme étant
à l'état de l'art.
4.2 Evaluation du système
Par la suite, le sore du système de référene sera exprimé en terme de sore BLEU
(ramené à un pourentage) alulé à l'aide de l'implémentation de la métrique auto-
matique proposée par l'outil MTEval version 13. Il est à noter que, ne disposant pas
de plusieurs référenes pour une même phrase soure du orpus de test, le sore BLEU
sera alulé à partir d'une référene unique.
Les performanes de notre système de référene sur les orpus de développement
et de test (ave les poids par défaut et ave les poids ajustés à l'aide de la tehnique
MERT) sont présentées dans le tableau II.3. La performane du système sur le orpus
de test (Sore BLEU de 25,27) servira de sore de référene lors des expérimentations
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liées à son optimisation et les tradutions qu'il produit seront nommées par la suite
hypothèses de tradution.
Ces résultats ont permis de lasser e système de référene parmi les 10 meilleurs
partiipants à la ampagne d'évaluation internationale WMT 2010 pour la tâhe de
tradution du français vers l'anglais
24
[Callison-Burh et al. 2010℄.
Corpus sore BLEU
Developpement 24.32 (24.50)
Test 25,27 (25.05)
Table II.3  Performane du système de référene ave les poids par défaut (ave les
poids ajustés à l'aide de la tehnique MERT)
4.3 Signiativité des diérenes entre deux sores BLEU
La signiativité des diérenes entre les sores BLEU des expérimentations pré-
sentées dans e manusrit est évaluée selon la tehnique d'amore par ré-éhantillonage
(ou bootstrap resampling method en anglais) proposée dans [Koehn 2004℄. La méthode
étant oûteuse à mettre en ÷uvre pour haun des résultats obtenus, nous utilisons les
résultats expérimentaux de l'étude de P. Koehn pour estimer le taux de onane à a-
order aux variations de sores BLEU. Le taux de onane à aorder à une diérene
(en pourentage) entre deux sores BLEU, en tenant ompte de la taille du orpus de
test, est donnée par le tableau 1.1 de l'annexe 1 page 134.
D'après e tableau, en tenant ompte de la taille de notre orpus de test (environ
3 000 phrases) et du sore BLEU obtenu par le système de référene (25,27), il est
néessaire d'obtenir une diérene absolue de 0,38 points BLEU (ou relative de 1,5 %)
ave un seond sore pour que elle-i soit jugée statistiquement signiative à 95 %,
ave une ertitude de 100 %.
Des exemples de tradutions produites par le système de référene sont donnés
dans le tableau II.4. Nous onstatons que, pour les exemples 2., 3. et 4., l'hypothèse
de tradution produite par le système est, ontrairement à la tradution de référene,
une très bonne tradution littérale de la phrase soure.
24. Le lassement des systèmes de tradution a été réalisé sur la base d'une évaluation faite par des
traduteurs professionnels. Le rang de notre système dans le lassement peut être alulé en prenant en
onsidération le respet des onditions ontraintes de la tâhe 'est à dire l'utilisation exlusive des
ressoures fournies lors de la ampagne (notre système est lassé 5ie`me sur 9), ou pas (notre système
est alors lassé 9ie`me sur 16).
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Phrase soure Phrase de référene Hypothèse de tradution
1. Cette déision ruiale pour
l'avenir d'une région instable
mettra à l'épreuve la détermina-
tion et l'unité oidentales.
This deision ruial to the fu-
ture of an unstable region will
test western determination and
unity.
This deision ruial for the fu-
ture of an unstable region will
test the resolve and unity in the
west.
2. Le Kosovo indépendant doit
pouvoir vivre en séurité et ses
minorités doivent être protégées.
An independent Kosovo must be
seured and its minorities prote-
ted.
The independent Kosovo must
live in seurity and its minorities
must be proteted.
3. La BCE souhaiterait mainte-
nir le taux d'ination au-dessous
mais prohe de deux pour ent.
The ECB wants to hold ination
to under two perent or somew-
here in that viinity.
The ECB would like to maintain
the ination rate below but lose
to two perent.
4. Le prix de l'huile alimentaire
et des produits laitiers a éga-
lement onsidérablement aug-
menté en deux mille sept.
Consumers also have had to pay
signiantly more for vegetable
oils and dairy produts in two
thousand seven.
The prie of oil food and dairy
produts has also dramatially
raised in two thousand seven.
Table II.4  Exemples de tradutions faites par le système de référene
Chapitre III
Expérimentations préliminaires
Nous rappelons que le sénario envisagé est un système de tradution automatique
probabiliste qui propose à l'utilisateur de orriger la tradution proposée par le système
et qui prend en ompte ette orretion en la ré-intégrant dans le système de façon à
l'améliorer.
1 Objetif de l'étude
Dans un premier temps, nous avons réé un système de tradution automatique
probabiliste de référene et validé ses performanes omme étant à l'état de l'art. Nous
souhaitons maintenant étudier la faisabilité de l'intégration de rétro-ations d'utili-
sateurs pour améliorer e système. L'objetif des travaux qui vont suivre est don
d'expérimenter diérentes méthodes pour prendre en ompte des orretions eetuées
manuellement de façon à améliorer le système de tradution.
Pour ela, nous avons d'abord fait appel à des annotateurs humains pour orriger
un petit ensemble d'hypothèses de tradution produites par notre système et nous
proposons et évaluons des protooles expérimentaux dont l'objetif est d'intégrer les
post-editions olletées au système initial.
2 Post-édition de 175 hypothèses de tradution
Dans notre sénario, la rétro-ation de l'utilisateur est une post-édition, 'est-à-dire
une hypothèse de tradution donnée par notre système qui a été vériée et éventuel-
lement orrigée par un annotateur humain. Nous avons don olleté des orretions
de tradutions issues de notre système en faisant post-éditer, par des annotateurs, un
petit ensemble de 175 hypothèses de tradution issues de notre système.
2.1 Corpus de post-éditions
La post-édition est une tâhe relativement oûteuse en terme de temps et d'ef-
forts d'annotation. Cette étude n'ayant qu'une visée préliminaire, nous avons hoisi
d'annoter dans un premier temps, un orpus restreint de 175 énnonés.
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Le orpus de post-édition hoisi est disjoint de eux utilisés pour l'apprentissage,
le test et le développement du système de tradution de référene. Il ontient 175
énnonés parallèles en anglais et en français. Les textes proviennent de diérents sites
Web journalistiques (Libération
25
, Le Figaro
26
, Les Ehos
27
, et.) qui se trouvent être
déjà traduits par des traduteurs professionnels. Ce orpus est nommé par la suite
 PE .
2.2 Collete des post-éditions
Nous avons fait traduire le orpus PE par notre système de tradution de référene
(présenté dans le hapitre II) puis nous avons fait orriger les hypothèses de tradution
du système par des annotateurs volontaires, via l'interfae d'annotation SECTra_W
[Huynh et al. 2008℄. La onsigne donnée est d'eetuer les orretions minimales de
façon à e que l'hypothèse de tradution devienne une tradution orrete de l'énoné
soure. Dans ertains as, auune orretion n'est néessaire. Les orreteurs humains
auxquels nous avons fait appel ne sont ni des traduteurs professionnels, ni des louteurs
natifs de la langue anglaise. Ce dernier point, qui peut donner lieu à ontroverse, sera
disuté plus préisément au hapitre suivant. L'intérêt est ii d'obtenir une tradution
omportant les orretions néessaires et susantes pour permettre, à un non-natif de
la langue soure, de omprendre le sens de l'énoné traduit. Les post-éditions obtenues
sont des tradutions orretes de l'énoné soure français, aussi prohes que possible
de elles produites par le système.
2.3 Exemples de post-éditions
Des exemples d'hypothèses de tradution orrigées (ou post-éditions) sont données
dans le tableau III.1 Comme nous pouvons le onstater, les tradutions professionnelles
fournies dans le orpus parallèle (aussi appelées gold standard) se révèlent être des tra-
dutions très libres, parfois éloignées de l'énoné soure (ontenant même quelques fois
des erreurs) alors que les hypothèses de tradution orrigées sont prohes des sorties
du système et semblent être propies à être utilisées en vue de le orriger. Par la suite,
lorsque ela est néessaire, nous préiserons si l'on utilise le orpus parallèle onte-
nant omme référene les tradutions professionnelles fournies ave le orpus d'origine
 PEstd  ou les hypothèses de tradution de notre système de référene orrigées
manuellement par nos soins  PEcorr .
25. www.liberation.fr
26. www.legaro.fr
27. www.lesehos.fr
3. INTÉGRATION DES POST-ÉDITIONS AU SYSTÈME DE TRADUCTION 49
Enoné soure Gold standard Hypothèse de tradution Post-édition
• Les pierres sont sales. • The stone is dirty. • The stones are vile. • The stones are dirty.
• J'ai lu ela dans mes
mangas.
• I read about that
in my manga.
• I have read it in my
mangas.
• I have read it in
my mangas.
• Il eu de la peine à ob-
tenir un osar.
• And awarding
him with an os-
ar had been quite
hard.
• It was hard to get an
osar.
• It was hard for him
to get an osar.
Table III.1  Exemples extraits de l'ensemble de 175 post-éditions.
3 Intégration des post-éditions au système de tradu-
tion
La ollete préédente nous fournit un orpus de 175 hypothèses de tradutions
issues de notre système et orrigées par des annotateurs volontaires. Nous proposons
et évaluons, par la suite, des tehniques pour exploiter au mieux es données orrigées,
en les intégrant dans notre système dans le but de l'améliorer. La gure III.1 présente
un shéma de l'intégration des énonés orrigés dans le système de tradution. Ces
données sont injetées à trois niveaux diérents du proessus de tradution :
 pour enrihir le orpus d'apprentissage : nous proposons d'ajouter les tradutions
post-éditées au orpus d'apprentissage pour ré-apprendre un nouveau système de
tradution ;
 pour ajuster les poids du modèle de tradution de référene : nous proposons
d'utiliser les tradutions post-éditées pour ajuster les poids du modèle log-linéaire
de notre système de tradution ;
 pour orriger automatiquement les sorties du système : le orpus de tradutions
orrigées est ii utilisé pour modier les sorties du système par le biais d'un
post-éditeur statistique.
Nous évaluerons l'apport des méthodes sur le orpus de post-éditions  PE  (175
énonés) et sur le orpus de test  TEST  du système de tradution de référene
présenté dans le hapitre II (ontenant 2 852 énonés).
3.1 Ajout des post-éditions au orpus d'apprentissage du sys-
tème
L'idée est d'ajouter le orpus de tradutions orrigées au orpus d'entraînement du
système de tradution de référene.
Protoole expérimental
Le problème est que la quantité d'énonés orrigés (175 énnonés) est inme au
regard du orpus initial d'apprentissage (1 640 463 énnonés). Pour donner plus de
poids à es données orrigées, nous les avons dupliquées 10, 100 et 1000 fois avant de
les intégrer au orpus d'apprentissage. Nous réons don un orpus ave les données
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Figure III.1  Shéma de l'intégration des énonés orrigés dans le système de tra-
dution de référene
d'apprentissage du système de référene auquel on ajoute n fois les données orrigées
(n ∈ {1, 10, 100, 1000}) : n peut être interprété omme le poids imparti aux données
orrigées.
Résultats
La qualité des résultats des systèmes appris est donnée en terme de sores BLEU
dans le tableau III.2 sur les orpus PE et TEST . La olonne  Enonés 6=  présente
la proportion d'énonés dont la tradution produite par le système Baseline + n *
PEcorr est diérente de elle produite par le système de référene (orrespondant à la
première ligne, n = 0).
Si l'on ajoute le orpus orrigé de 175 énnonés, en le dupliquant 1000 fois (e
qui revient à augmenter le orpus d'apprentissage de 11 %), 90 % des hypothèses de
tradutions du orpus PE sont modiées et l'on passe d'un sore BLEU de 23,50
(ave n = 0) à 25,73 (ave n = 1 000). Cei représente un gain signiatif de 10 %
(selon [Koehn 2004℄). Le gain est plus modeste mais également observable sur le orpus
TEST , qui passe d'un sore BLEU de 25,27 (n = 0) à 25,51 (n = 1000) ave 65 % des
tradutions modiées.
Nous onstatons don que si l'on ajoute des données orrigées au orpus d'appren-
tissage, même en faible quantité, nous améliorons, de façon prévisible, la performane
du système si l'on re-traduit es même énnonés (résultats sur le orpus PE dans le
tableau III.2) mais on l'améliore également sur d'autres énnonés (résultats sur le or-
pus TEST dans le tableau III.2). Il serait ependant néessaire de onrmer un tel
résultat à l'aide d'un orpus plus important de post-éditions.
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Poids
PEcorr.
Enonés orpus
apprentissage
Corpus PE Corpus TEST
Enonés 6= Sore BLEU Enonés 6= Sore BLEU
0 1 640 463 0 % 23,50 0 % 25,27
1 1 640 638 (+ 0,01%) 85 % 25,17 42 % 25,28
10 1 643 213 (+ 0,1%) 86 % 25,28 44 % 25,30
100 1 657 963 (+ 1,06%) 90 % 25,49 49 % 25,38
1000 1 815 463 (+ 11%) 90 % 25,73 65 % 25,51
Table III.2  Résultats de l'ajout du orpus de tradutions orrigées lors de l'appren-
tissage (systèmes sans ajustement des poids du modèle)
Exemples
Des exemples d'énonés du orpus TEST traduits ave le système Baseline ver-
sus le système Baseline + 1000 PEcorr (.-à-d. appris sur les données d'apprentissage
standard augmentées de 1000 fois les données post-éditées) sont donnés dans la gure
III.2. Nous remarquons, dans es exemples, que le problème des mots inonnus persiste
(e qui n'est pas étonnant au vu de la taille du orpus post-édité  175 énnonés )
mais que, mis à part ela, les tradutions données en exemple sont plus ohérentes ave
l'énoné soure.
Enoné soure : Au terme des éhanges, la bourse de Prague basula dans le négatif.
Baseline : In terms of trade, the stok market in Prague in the negative basula.
+ 1000 PEcorr : At the end of trade, the Prague Stok Exhange basula in the negative.
Enoné soure : Paulson : le plan doit être eae.
Baseline : Paulson 's plan is to be eetive.
+ 1000 PEcorr : Paulson : the plan must be eient.
Enoné soure : On vous onseillera, omment hoisir.
Baseline : You an hoose onseillera.
+ 1000 PEcorr : We onseillera, how to hoose.
Figure III.2  Exemple d'énonés du orpus TEST traduites par le système Baseline
et le système Baseline + 1000 PEcorr
3.2 Ajustement des poids du système sur les post-éditions
Comme présenté dans le deuxième hapître de e manusrit, notre système de tra-
dution de référene est fondé sur une modélisation log-linéaire omposée de 14 mo-
dèles. La ontribution de haque modèle du système est estimée par une pondération
et l'ensemble des pondérations des modèles onstituent les paramètres ou poids du
système.
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Méthode d'ajustement des poids du modèle
Il a été montré que les performanes des systèmes de tradution probabilistes
peuvent être améliorées par l'ajustement des paramètres du modèle log-linéaire, no-
tamment grâe à la stratégie Minimum Error Rate Training (ou MERT ) qui règle les
poids des modèles par minimisation d'un ritère d'erreur sur un orpus de développe-
ment [Oh 2003℄. Ce proédé onsiste à trouver, sur un orpus de développement, la
ombinaison de poids qui va permettre d'obtenir des tradutions système aussi prohes
que possible des tradutions données omme référene. En pratique, il n'est pas tou-
jours vérié que l'optimisation des poids sur le orpus de développement entraîne un
gain de performane sur le orpus de test. Cela peut s'expliquer, en partie, par la dis-
tane entre les tradutions produites par le système et les tradutions gold standard
habituellement données omme référene. L'idée est don de remplaer, dans le orpus
de développement, les tradutions gold standard par les tradutions du système de
référene qui ont été orrigées lors de la post-édition.
Utilisation du orpus de post-éditions versus le orpus de tradutions gold
standard
La performane de référene de notre système de tradution baseline est obtenue
ave des valeurs de poids du modèle dénies par défaut dans la boîte à outils Moses.
Dans le as de notre système de tradution de référene, l'ajustement des valeurs
des poids sur le orpus de développement optimise bien le sore BLEU sur e orpus
(sore qui passe de 24,32 avant ajustement à 24,50 après ajustement), néanmoins,
ette tendane n'est pas onrmée ave le orpus de test sur lequel les poids par défaut
permettent d'obtenir un sore BLEU de 25,27, ontre un sore BLEU de 25,05 ave les
poids optimisés sur le orpus de développement. Le orpus de développement utilisé
pour et ajustement est dérit dans la partie 2.3 du hapître II. Il ontient 1000 énonés
soure et leurs tradutions dites  de référene  faites par des professionnels.
Pour vérier si l'origine des tradutions données omme référene lors de l'ajuste-
ment des poids peut expliquer, en partie, l'éhe onstaté de l'ajustement des poids,
nous avons utilisé le orpus PE pour ajuter les poids du système de référene en onsi-
dérant omme tradutions de référene les tradutions gold standard (orpus PEstd)
d'une part, et les tradutions orrigées (orpus PEcorr) d'autre part.
Les diérenes entre les valeurs des poids issus de l'ajustement sur le orpus ave les
gold standard (PEstd) et eux issus de l'optimisation sur le orpus ave les tradutions
orrigées (PEcorr) sont données dans le tableau III.3.
L'analyse des diérenes entre les valeurs des poids issus de l'optimisation sur PEstd
et eux issus de l'optimisation sur PEcorr montre que :
 les poids liés au nombre de mots dans la phrase (+ 6 %) et au oût de réordon-
nanement des mots de la phrase (+ 7 %) sont plus importants pour le modèle
optimisé sur les post-éditions ;
 il y a des variations notables des poids des 6 fontions relatives au réordonnan-
ement des mots de la phrase (de +/- 4 % à 11 %) entre les deux systèmes.
Cei peut être interprété par le fait que les tradutions post-éditées sont plus prohes
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Fontions
de trait
Poids ajustés
ave PEstd.
Poids ajustés
ave PEcorr.
Variation
T (s/t) 0,02 0,03 + 0,01
Plex(s/t) 0,08 0,05 - 0,03
T (t/s) 0,04 0,06 + 0,02
Plex(t/s) 0,03 0,04 + 0,01
pp 0 0,03 + 0,03
wp -0,19 -0,25 - 0,06
P (t) 0,10 0,11 + 0,01
d 0,05 0,12 + 0,07
Dmp 0,04 0,08 + 0,04
Dmf 0,05 0,01 - 0,04
Dsp 0,08 0,01 - 0,07
Dsf 0,12 0,04 - 0,08
Ddp 0 0,09 + 0,09
Ddf 0,13 0,02 - 0,11
Table III.3  Diérenes entre les valeurs de poids issues de l'ajustement sur les
gold standard (PEstd) versus sur les post-éditions (PEcorr) pour un même orpus de
développement de 175 énonés.
des tradutions du système de référene que les tradutions professionnelles gold stan-
dard. De e fait, elles ont, globalement, le même nombre de mots (f. modèles de
pénalité sur le nombre de mots de la phrase) et l'ordre des mots est mieux onservé
entre une phrase soure et sa tradution (f. modèles de ré-ordonnanement).
D'autre part, nous remarquons que le proessus d'optimisation onverge plus ra-
pidement et plus eaement ave l'utilisation des post-éditions. Comme le montre
la gure III.3, le sore BLEU passe de 33 à 66 en 9 itérations ave les post-éditions
alors qu'il passe de 23 à 25 en 19 itérations ave les tradutions professionnelles gold
standard.
Evaluation automatique des systèmes selon la référene utilisée pour l'ajus-
tement des poids de leurs modèles
L'objetif est de omparer la qualité des tradutions obtenues par le système opti-
misé sur les tradutions gold standard et elui optimisé sur les tradutions post-éditées.
Pour le orpus PE, omme le montre la gure III.3, le sore BLEU de 23,50 sans
optimisation atteint un maximum de 24,90 ave l'optimisation sur les tradutions gold
standard alors qu'il augmente de 33,50 à 66,30 ave l'optimisation sur les tradutions
post-éditées. L'ajustement des poids ave les post-éditions est don nettement le plus
eae, sur le orpus PE de post-édition, dans le sens où le système parvient à ajuster
les poids du modèle de façon à obtenir des sorties du système très prohes du orpus
PEcorr.
Pour évaluer les résultats, les 1200 énonés du orpus de test ont été traduits, d'une
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Figure III.3  Evolution du sore BLEU au ours de l'optimisation des poids ave
MERT
Sans ajustement des poids
Ave ajustement des poids
sur PEcorr sur PEstd
Sore BLEU 25,27 25,36 25,43
Table III.4  Sores BLEU, sur le orpus TEST, selon la référene utilisée pour l'ajus-
tement des poids des fontions de traits du modèle log-linéaire.
part, ave le système muni des poids optimisés sur les gold standard (PEstd) et, d'autre
part, ave elui muni des poids optimisés sur les tradutions orrigées (PEcorr). Bien
que les deux modèles ne dièrent que par leur ombinaison de poids, au nal, 65 % des
hypothèses de tradution sont diérentes entre les deux systèmes.
Les résultats présentés dans le tableau III.4 ne montrent auune amélioration si-
gniative entre le système non optimisé et le système optimisé, et e, quelque soit la
référene utilisée pour l'optimisation. Ce résultat n'est pas surprenant ar notre orpus
de post-éditions possède l'inonvénient d'être relativement petit (175 énonés).
Evaluation subjetive des systèmes selon la référene utilisée pour l'ajuste-
ment des poids de leurs modèles
An de mieux juger les résultats obtenus, nous avons eetué une évaluation sub-
jetive au ours de laquelle trois évaluateurs volontaires ont omparé des hypothèses
de tradution. Pour haque énoné à évaluer, nous avons demandé aux évaluateurs
s'ils jugeaient meilleure l'hypothèse de tradution donnée par le système optimisé sur
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PEcorr, elle donnée par le système optimisé sur PEstd ou s'ils les onsidéraient omme
équivalentes. Les évaluateurs ont haun évalué les 175 énonés du orpus PE et 928
énonés pris au hasard dans le orpus TEST , soit un total de 1103 énonés.
Nous nous intéressons aux énonés pour lesquels au moins deux des évaluateurs
donnent le même jugement en proédant à un vote majoritaire. Cela représente environ
95 % des orpus PE et TEST évalués. Les résultats sont donnés dans le tableau III.5.
Nous pouvons y observer la même tendane que lors de l'évaluation automatique :
pour le orpus PE les évaluateurs préfèrent majoritairement (à 64 %) l'optimisation
sur les tradutions orrigées (PEcorr) et pour le orpus TEST les évaluateurs jugent,
en majorité (dans 43 % des as), équivalentes les deux optimisations.
Corpus Nbre d'énonés
Préférene des évaluateurs
PEstd. PEcorr. Indiérent
TEST 859 énonés 33 % 24 % 43 %
PE 158 énonés 16 % 64 % 19 %
Table III.5  Préférene des évaluateurs selon la référene utilisée pour l'ajustement
des poids du système de tradution.
3.3 Corretion des résultats du système de tradution
Une autre approhe onsiste à utiliser le orpus annoté pour orriger les sorties
du système. Nous avons hoisi d'utiliser le prinipe de la post-édition automatique
statistique.
Protoole expérimental
La tâhe de post-édition est à l'origine manuelle : la tradution à orriger est éditée
via une interfae d'édition puis orrigée par un annotateur humain. Cette post-édition
humaine peut toutefois être automatisée par des systèmes, qui, à l'image des systèmes
de tradution automatique vont être entraînés à apprendre une orrespondane entre
les sorties d'un système et les orretions de es sorties. Ce protoole appelé post-édition
automatique statistique sera détaillé dans le hapitre VI de e manusrit.
Nous avons appris un système de tradution, sur le orpus PE, où les hypothèses
de tradution proposées par le système de référene sont la langue soure du système et
leurs orretions eetuées par les annotateurs humains sont la langue ible. Ce système
est nommé par la suite post-éditeur automatique. L'étape suivante onsiste à appliquer
e système de post-édition automatique aux sorties du système sur le orpus PE et
TEST en proédant par déodage, omme ave un système de tradution standard
qui traduit de la langue soure (ii les hypothèses de tradutions du système) vers la
langue ible (ii les tradutions orrigées).
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Système
Corpus PE Corpus TEST
énonés 6= Sore BLEU énonés 6= Sore BLEU
Baseline 0% 23,50 0 % 25,27
+ post-éditeur 85% 24,58 40 % 24,32
Table III.6  Résultats du post-éditeur automatique appris sur 175 post-édition ma-
nuelles
Résultats
Lorsque l'on post-édite automatiquement les tradutions système du orpus TEST ,
le sore BLEU passe de 25,27 à 24,32 (voir tableau III.6) ave 40 % de tradutions
orrigées. Une analyse qualitative des résultats nous permet de onstater que la post-
édition dégrade la qualité de la tradution du orpus TEST ave des orretions faites
à mauvais esient. Il faut noter que le post-éditeur automatique a été appris sur un
orpus de 175 énonés, e qui est assurément insusant pour modéliser de façon eae
le omportement des post-éditeurs humains.
Sur le orpus PE, néanmoins, le post-éditeur automatique, qui orrrige 85 % des
tradutions, permet d'augmenter le sore BLEU, de 23,50 à 24,58 (voir tableau III.6).
Une brève analyse manuelle des résultats montre que le post-éditeur automatique per-
met bien, sur le orpus qui a servi à son apprentissage, de se rapproher au plus près des
post-éditions humaines. En eet, pour 71 % des énonés, la post-édition automatique
donne le même résultat que la post-édition humaine. La gure III.4 présente quelques
exemples de es énonés.
Enoné soure : Les leteurs, par ontre, ont l'avantage d'avoir une ommande faile.
Baseline : The readers, however, have the advantage of having a ommand easy.
+ post-éditeur : The readers, however, have the advantage of having an easy ommand.
Enoné soure : Le ostume tyrolien bon marhé semble atteindre son objetif.
Baseline : The suit tyrolean heap seems to ahieve its goal.
+ post-éditeur : The heap tyrolean suit seems to ahieve its goal.
Enoné soure : Les pierres sont sales.
Baseline : The stones are vile.
+ post-éditeur : The stones are dirty
Figure III.4  Exemple d'énoné, du orpus PE, post-éditées automatiquement
4 Conlusion
Ces travaux présentent l'étude préliminaire de méthodes visant à améliorer un sys-
tème de tradution automatique ave des rétro-ations d'utilisateurs. Ces expérienes,
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menées en utilisant un ensemble restreint de 175 énonés post-édités, ont eu pour obje-
tif d'expérimenter l'intégration des données à trois diérents niveaux du proessus de
tradution : lors de l'apprentissage de la table de tradution du système, lors de l'ajus-
tement des poids du modèle log-linéaire et sur les sorties de tradution du système.
Pour ela, nous avons déni, expérimenté et évalué trois protooles où les post-éditions
manuelles sont utilisées pour :
 apprendre la table de tradution du système ;
 régler les poids du modèle de tradution ;
 et orriger les sorties du système.
Ces diérentes expérimentations montrent que, les trois tehniques permettent bien
de orriger et améliorer le système de tradution pour les données déja renontrées et
orrigées (orpus PE) mais permettent diilement de propager es orretions sur de
nouvelles données (orpus TEST ). En eet, le orpus de post-éditions de 175 énonés
olleté est manifestement insusant pour nous permettre de généraliser les orretions
sur de nouvelles données.
C'est pourquoi, le hapitre suivant présente la ollete d'un orpus de post-éditions
manuelles à grande éhelle (environ 12 000 énonés). Ce orpus permettra l'analyse
ne des orretions eetuées par les annotateurs sur les sorties de notre système de
tradution automatique par le biais d'une étude quantitative et qualitative des post-
éditions reueillies. Nous espérons, d'autre part, pouvoir onrmer et améliorer les
résultats proposés ii grâe à des données plus importantes et développer, en sus,
d'autres méthodes pour intégrer es orretions au système.
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Chapitre IV
Collete d'un orpus de post-éditions
Le but de notre sénario appliatif est d' apprendre  à partir de retours d'in-
formations (ou feedbaks en anglais) d'utilisateurs représentés par des orretions de
résultats du système de tradution. Le besoin pressenti pour nos expérimentations
d'intégration des orretions de tradutions est un orpus d'environ 10 000 tradutions
issues de notre système, revues et orrigées par des annotateurs humains.
1 La tâhe de post-édition
1.1 Post-édition manuelle
La post-édition manuelle fait référene à une édition a posteriori des hypothèses
produites par un système. Elle onsiste en la révision humaine d'un texte traduit par
une mahine an de lui donner du sens d'un point de vue grammatial et sémantique.
L'édition de l'hypothèse pouvant impliquer des modiations et des orretions
d'erreurs, la tâhe de post-édition peut don être dénie omme l'ation de vérier et
orriger, si néessaire, des textes produits par des systèmes de tradution automatique.
Le prinipe de post-édition tel que situé dans notre ontexte est illustré dans la gure
IV.1 : étant donnée une phrase soure S en français et son hypothèse de tradution
anglaise T fournie par notre système de référene, les annotateurs sont hargés de
vérier la qualité de l'hypothèse issue de notre système et de proposer une tradution
vériée T' omportant, si néessaire, des orretions de la phrase T.
automatique
Traduction Hypothèse de traduction
T’
corrigéePost−édition
Phrase source
S
Hypothèse de
traduction
T
   
  
Figure IV.1  Prinipe de post-édition de tradutions automatiques
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1.2 Corpus
Les données que nous avons hoisi d'utiliser pour la ollete de post-éditions sont
de même nature que les orpus journalistiques utilisés pour l'apprentissage et le test
du système de référene (dérits dans la setion 2.3 de la partie II). Le orpus est
omposé de 10 881 phrases issues de divers site Web journalistiques. Il onvient de
noter que le orpus utilisé pour la ollete de post-éditions est disjoint de elui utilisé
pour l'apprentissage, développement et test du système de référene.
Lors d'expérienes passées, nous avons eu l'oasion de onstater, à plusieurs re-
prises, que les tradutions de référene fournies ave les orpus bilingues alignés en
phrases étaient souvent  éloignées  des tradutions produites par les systèmes au-
tomatiques, de part leur aratère de tradutions non-littérales. Le tableau 3.2 de
l'annexe 2, présente des exemples de phrases extraites de notre orpus qui présentent
ette aratéristique. Ces tradutions sont faites, en amont, par des traduteurs profes-
sionnels, souvent indépendamment de tout système de tradution automatique et sans
l'objetif d'être ré-utilisées par la suite, pour eetuer de l'apprentissage automatique
de systèmes. Cela pose problème, entre autres, lors de leur utilisation pour juger de la
qualité des hypothèses automatiques. Partant de e onstat, nous avons également fait
post-éditer 1 500 tradutions de référene fournies ave le orpus bilingue.
Nous avons don séletionné, pour la tâhe de ollete de post-éditions, un orpus
bilingue de 10 881 phrases dont nous avons fait post-éditer les 10 881 hypothèses de
tradution issues de notre système et 1 500 tradutions de référene de et ensemble
(extraits aléatoirement des 10 881 tradutions de référene du orpus bilingue).
Le but de la tâhe de post-édition est d'obtenir un ensemble de 10 881 quadruplets
(items 1 à 4) et 1 500 quintuplets (items 1 à 5) ontenant :
1. une phrase soure (en français) ;
2. une hypothèse de tradution de notre système de référene (en anglais) ;
3. la orretion de l'hypothèse de tradution (la post-édition humaine en anglais) ;
4. la tradution de référene fourni dans le orpus parallèle (en anglais) ;
5. la orretion de la tradution de référene
28
(la post-édition humaine en anglais).
2 Méthode de ollete
La ollete d'une telle quantité de données néessite : une plateforme de post-
édition ; des annotateurs volontaires ; et un ontrle des annotations produites.
Construire un système omplet pour la post-edition humaine est long et outeux à
mettre en ÷uvre. Cela néessite, entre autres, de réer une interfae graphique, trou-
ver, séletionner et rémunérer les partiipants, et ontrler leurs ontributions. Ann
de limiter les oûts relatifs à la ollete, nous avons hoisi d'utiliser un outil de rowd-
souring qui permet d'organiser et failiter la gestion de elle-i.
28. Pour un sous-ensemble de 1 500 phrases du orpus, la post-édition de la tradution de référene
permet d'obtenir un inquième item qui s'ajoute aux quadruplets préédents.
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2.1 Le rowdsouring
Le terme rowdsouring est un néologisme onçu en 2006, sa tradution littérale est
 approvisionnement par la foule . Le terme désigne un prinipe de fontionnement
qui onsiste à utiliser la réativité, le savoir-faire et le temps disponible des internautes
pour réaliser des tâhes, résoudre des problème ou réer du ontenu à moindre oût (la
partiipation des internautes pouvant être rémunérée ou non).
Le rowdsouring est mis en ÷uvre au moyen de plates-formes en ligne qui per-
mettent à des internautes d'eetuer des tâhes parellisées.
Au jour d'aujourd'hui, de nombreux sites Web fontionnent sur le modèle du rowd-
souring et proposent à des ontributeurs volontaires de produire du ontenu de façon
ollaborative.
Wikipedia
29
, par exemple, est une élèbre enylopédie en ligne qui permet à des
ontributeurs volontaires de partiiper à la rédation des artiles. La ontribuation
peut également se faire sous forme de jeu omme par exemple dans Games with Pur-
pose
30
qui est une plateforme ludique dont les réponses des utilisateurs onstituent des
données destinées à l'apprentissage automatique. D'autres sites permettent d'héberger
des réations personnelles puis de les revendre moyennant une ommission (Fotolia
31
,
Wooshii
32
) ou enore de fournir des prestations en ligne en éhange de miropaie-
ment (Amazon Mehanial Turk
33
, CrowdFlower
34
, We Heart it
35
pour n'en iter que
quelques unes).
Amazon Mehanial Turk (AMT) est une plateforme sur le Web qui permet de
oner des tâhes à des internautes en éhange d'une éventuelle rénumération. Les
internautes proposant leur servies sont appelés  workers  et les tâhes, qui sont
appelées HITs pour  Human Intelligene Tasks , relèvent par exemple de l'étique-
tage d'images, de l'analyse audio ou enore de la reherhe sur Internet. En vue de
notre ollete, nous avons opté pour la plateforme AMT pour olleter des annota-
tions provenant d'une grande quantité d'annotateurs anglophones rémunérés mais non
néessairement experts de la tâhe.
De nombreux travaux de reherhe ont étudié l'eaité des outils de rowdsouring
pour réer des données annotées pour le traitement automatique du langage naturel. Le
faible oût de la main d'÷uvre disponible sur de telles plates-formes ouvre de nouvelles
possibilités pour l'annotation du texte et du disours, et a le potentiel de modier la
façon de générer des données pour les tehnologies de la langue.
2.2 Charte d'utilisation
L'usage des outils de rowdsouring soulève de vives ontroverses et les problèmes
légaux, éonomiques et éthiques impliqués par la méthode de ollete sont sujets à de
29. http ://fr.wikipedia.org/
30. http ://www.gwap.om
31. http ://fr.fotolia.om/
32. http ://wooshii.om
33. http ://www.mturk.om
34. http ://rowdowers.om
35. http ://weheartit.om/tag/rowdsouring
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vastes débats [Fort et al. 2011℄.
En e qui nous onerne, nous avons hoisi, à l'image de e qui a été fait dans
[Gelas et al. 2011℄, de dénir et respeter des prinipes d'utilisation de l'outil. La
harte d'utilisation proposée omporte les lignes de onduite suivantes :
1. les informations olletées doivent être utilisées à but non luratif et mises à la
disposition de la ommunauté sientique ;
2. haque partiipant doit néessairement être renseigné sur le ontexte de la tâhe :
 Quel est l'organisme qui propose ette tâhe ? ,  Quel est son but ?  et  A
quoi vont servir les données olletées ?  ;
3. la rétribution proposée doit être appropriée à la tâhe et pouvoir justier d'une
rémunération à l'heure déente ;
4. les pays de provenane des partiipants sont restreints an de réduire le plus
possible les situations dans lesquelles les internautes onsidèrent le rowdsouring
omme leur prinipale soure de revenus.
2.3 Problème des annotateurs non experts
La ollete de données via les outils de rowdsouring pose ependant le problème
de la abilité du ontenu généré par des annotateurs non experts. En eet, ette ap-
prohe est utilisée ii pour produire de grandes quantités de données d'apprentissage
de référene que l'on présuppose  orretes .
Or, les annotations sont souvent de qualité variable et pas toujours ables, pour
diérentes raisons et e, même si elles proviennent d'un expert humain. En premier
lieu ertains exemples sont diiles à annoter et, de plus, les annotateurs peuvent être
distraits ou fatigués au fur et à mesure qu'ils progressent dans la tâhe.
Il est don presque toujours néessaire de proéder à un ontrle des annotations
olletées.
Ce qui diérenie les approhes par rowdsouring est qu'elles onsistent à oner
un travail à un groupe de gens ou à une ommunauté entière, au lieu de oner e travail
à une personne dédiée ou à un prestataire. Le problème est aussi que la ommunauté
omprend forément des internautes mal-intentionnés qui font appel à des stratégies
frauduleuses pour obtenir une rétribution sans avoir fait la tâhe demandée.
Fort de e onstat, Amazon Mehanial Turk propose des outils permettant de mo-
déliser le omportement des annotateurs an de déteter les partiipants mal-intentionnés
et réduire ainsi e problème.
3 Mise en ÷uvre de la ollete
Il s'agit ii de olleter des post-éditions de tradutions anglaises d'énonés franais
du domaine  général , via une plateforme de ollete en ligne.
3. MISE EN ×UVRE DE LA COLLECTE 63
3.1 Interfae
Nous avons hoisi de déouper le orpus à post-éditer en énonés. Un énoné est,
dans la grande majorité des as, une phrase mais peut aussi être une suite de quelques
mots (ne représentant pas forément une phrase au sens grammatial du terme  un
titre par exemple) ou une suite de deux ou trois phrases. L'interfae développée pour
la tâhe (représentée dans la gue IV.2) onsidère le orpus omme une suite d'énonés
à post-éditer.
Figure IV.2  Interfae de la tâhe de ollete de post-éditions
An de respeter la harte d'utilisation d'Amazon Mehanial Turk que nous avons
dénie dans la setion 2.2, nous avons hoisi de :
1. limiter les pays de domiiliation des partiipants à la Frane, aux Etats-Unis et
au Canada ;
2. proposer une rémunération horaire d'environ 15 dollars (soit 0,15 dollar pour un
HIT) ;
3. rediriger les partiipants à la tâhe vers une page Web les renseignant sur le
ontexte de elle-i (gure IV.3).
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Figure IV.3  Contexte de la tâhe de ollete de post-éditions
3.2 Prol des partiipants
Les partiipants à la tâhe doivent néessairement omprendre aisément la langue
franaise et parler ouramment l'anglais. Les partiipants n'ont pas à être néessaire-
ment des anglophones natifs. L'interfae de l'outil de rowdsouring AMT, disponible
en anglais uniquement, enourage une forte partiipation de louteurs anglophones.
An de nous assurer que les partiipants disposent d'une bonne ompréhension de la
langue française, nous avons rédigé les onsignes de la tâhe en français. Enn, nous
avons ltré les partiipants en tenant ompte de leur pays de domiiliation (indiqué
lors de leur insription) et autorisé la partiipation seulement à eux ayant indiqué
résider aux Etats-Unis, au Canada ou en Frane.
3.3 Instrutions de la tâhe
La tâhe onsiste à orriger des tradutions anglaises de phrases franaises. La
gure IV.4 présente les instrutions de la tâhe, telles qu'elles ont été données aux
partiipants. Il est indiqué que haque tradution doit être vériée et, si besoin est,
orrigée de façon à e qu'elle représente une tradution orrete de la phrase française.
On onsidèrera qu'une tradution est orrete si elle respete les aratéristiques listées
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i-après :
1. la phrase anglaise produite doit être syntaxiquement et grammatialement a-
eptable ;
2. tous les onepts/notions de la phrase soure doivent être présents dans la tra-
dution anglaise et vie versa (la tradution anglaise ne doit pas ontenir de
onepts/notions ne gurant pas dans la phrase soure) ;
3. les modiations eetuées sur la tradution doivent être minimales. La tradu-
tion produite doit être la plus prohe possible de la phrase française (respeter,
dans la mesure du possible, l'ordre des mots, les tournures et le voabulaire) tout
en respetant les onsignes données en 1. et 2. ;
4. la pontuation doit être re-transrite telle qu'elle est dans la phrase soure fran-
çaise.
Il faut noter que les orthographes alternatives (Britaniques, Amériaines) et les
ontrations sont autorisées.
3.4 Contrle des annotations olletées
Le ontrle des annotations olletées onerne deux points partiuliers. Il faut,
d'une part, déteter le non-respet des onsignes données et, d'autre part, déteter les
partiipants mal-intentionnés (qui ne orrespondent pas au prol demandé et/ou qui
fraudent en éludant la tâhe de post-édition).
Une automatisation du proessus de ontrle des post-éditions étant diilement
envisageable, nous avons réalisé ette vériation manuellement : toutes les annotations
soumises par les partiipants ont été vériées une à une et ont fait l'objet d'un ontrle
strit, réalisé par nos soins. Toute post-edition ne vériant pas une ou plusieurs des
quatre instrutions données dans la onsigne de la tâhe a systématiquement fait l'objet
d'un rejet. Un énoné dont la post-édition a été rejetée est automatiquement ré-injeté
parmi les énonés à post-éditer et e proessus itère jusqu'à e que la post-édition
soumise soit aeptée.
Nous avons déni les partiipants  fraudeurs  omme des partiipants fautifs
(qui ne respetent pas les onsignes de la tâhe) réguliers et réidivistes. Les frau-
deurs identiés se voient immédiatement bloquer l'aès à la tâhe. Les fraudes les plus
régulièrement onstatées sont :
 la soumission systématique de l'hypothèse de tradution sans y apporter les or-
retions néessaires ;
 la soumission d'une tradution de la phrase soure issue d'outils tradutifs auto-
matiques, ave ou sans post-édition de ette tradution mais sans onsidération
de l'hypothèse de tradution de notre système.
Alors que la première fraude est failement et rapidement identiable, la deuxième est
plus diile à déterminer en raison des nombreux systèmes de tradution automatique
suseptibles d'être utilisés. L'analyse manuelle des résultats nous a permis de onstater
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Figure IV.4  Instrutions de la tâhe de post-édition
que l'outil largement utilisé dans e but était Google Translate
36
. Nous proposerons,
par la suite (dans la partie 4.2.0), une heuristique permettant d'évaluer a posteriori la
36. http ://translate.google.om
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proportion de phrases soupçonnées de provenir du traduteur en ligne Google Translate.
4 Analyse du orpus de post-éditions olleté
4.1 Caratéristiques de la ollete
Durée Nous avons proposé un total de 12 381 énonés à post-éditer : 10 881 hypo-
thèses de tradution en anglais issues de notre système de tradution et 1 500 tradu-
tions professionnelles dites  de référene . La ollete, qui a débuté le 8 déembre
2010 pour s'ahever le 15 avril 2011, a été réalisée sur une durée de 4 mois et 12 jours.
La durée passée par haque internaute pour haque post-édition (alulée omme l'in-
tervalle de temps entre l'aeptation du HIT par un partiipant et sa soumission) n'est
pas exploitable en raison d'un manque de maitrîse des diérents omposants de l'inter-
fae graphique proposée par Amazon Mehanial Turk. Il était, par exemple, possible
de post-éditer l'énoné avant d'avoir aepté le HIT.
Coût monétaire Les partiipants ont été rémunérés 0,15 dollars par énoné orrigé,
un total de 1 855 dollars (12 381×0, 15) a don été alloué au paiement des partiipants
à la tâhe. En sus, Amazon Mehanial Turk fature 10 % de ette somme (soit 185
dollars) pour les frais d'utilisation de l'interfae. La ollete des 12 381 post-éditions
aura don oûté en tout 2040 dollars.
Nombre de partiipants Au total, 553 personnes insrites sur Amazon Mehanial
Turk ont partiipé à la tâhe de post-édition. Parmi es 553 partiipants, seuls 70 %
d'entre eux (soit 396) ont réellement ontribué à la tâhe, 'est-à-dire on eu au moins
une de leurs post-éditions validée. Autrement dit, 30 % des personnes ayant partiipé à
la tâhe ont vu tout leur travail rejeté pour ause de non respet des onsignes. Par la
suite, on diéreniera un partiipant qui est une personne insrite sur le site Amazon
Mehanial Turk ayant soumis au moins un énoné pour notre tâhe de post-édition et
un ontributeur qui est un partiipant dont au moins un de es énonés post-édités a été
aepté (les partiipants non ontributeurs étant onsidérés omme des  fraudeurs ).
Validation des post-éditions Les statistiques réalisées a posteriori montrent qu'en
moyenne, une phrase soumise avait 63 % de hanes (soit environ deux hanes sur trois)
d'être rejetée pour ause de non respet des onsignes (ou provenane de omportement
frauduleux). La gure IV.5 représente le nombre de phrases validées en fontion du
nombre de rejets préédant leur validation. On onstate que 64 % des énonés validés
l'ont été lors de leur première soumission mais que les phrases restantes ont néessité 2,
3 voire 4 soumissions et plus, pour ertaines, avant d'être validées. Ces dernières sont
des phrases que l'on peut onsidérer omme diiles à post-éditer (des exemples sont
donnés dans le tableau 3.3 de l'annexe 2).
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Figure IV.5  Nombre de phrases soumises en fontion du nombre de rejets préédant
leur validation
Contribution des partiipants En moyenne, un partiipant a post-édité 60 énon-
és. Cependant, omme le montre le tableau IV.1, il existe de grandes disparités selon
les partiipants si l'on onsidère le nombres d'énonés post-édités et la ontribution
ou non dudit partiipant. Pour rappel, les partiipants  ontributeurs  sont eux
dont au moins une post-édition a été aeptée alors que les partiipants  non ontri-
buteurs  sont eux dont toutes les tentatives de ontribution ont été rejetées. Nous
pouvons remarquer que la moitié des partiipants (soit 52 % du total) sont des ontri-
buteurs ayant soumis moins de 10 post-éditions et que 6 partiipants (soit 1 % du total)
ont ontribué de façon signiative en post-éditant plus de 500 phrases.
Nbre partiipants
Nombre de post-éditions (= x)
x ≤ 10 10 < x ≤ 50 50 < x ≤ 100 10 < x ≤ 500 500 < x
Contributeurs 293 (52%) 65 (11%) 12 (2%) 14 (2%) 6 (1%)
Non ontributeurs 58 (10%) 49 (9%) 21 (4%) 32 (6%) 12 (2%)
Total 351 (62%) 114 (20%) 33 (6%) 46 (8%) 18 (3%)
Table IV.1  Répartition des partiipants selon leur ontribution
4.2 Evaluation de la qualité des post-éditions
Sous-ensemble d'évaluation
L'évaluation ne de la qualité des énonés olletés est eetuée sur un sous-
ensemble de 311 phrases du orpus post-édité via Amazon Mehanial Turk. Consi-
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dérant l'ensemble des 12 381 phrases validées lors de la ollete omme répondant aux
onsignes de post-édition données, nous avons extrait les phrases à évaluer selon le
protoole i-après. Soit l'ensemble P des 12 381 post-éditions olletées :
 alul du sore TER moyen entre les post-éditions et leurs hypothèses de tradu-
tion sur P. TER représente la distane moyenne d'édition (en terme de sore
TER) alulée entre les post-éditions et les hypothèses de tradution de l'ensemble
P ;
 séletion des P1 post-éditions dont la distane à l'hypothèse de tradution (ex-
primée en sore TER) se situe dans l'intervalle [TER − 4;TER + 4℄ : e ritère
permet de séletionner des phrases qui présentent un nombre d'opérations d'édi-
tion ni trop grand, ni trop petit ;
 parmi l'ensemble P1, séletion de P2 post-éditions selon les restritions suivantes
sur les post-éditeurs (e ritère permet d'obtenir un éhantillon de post-éditions
provenant de divers post-éditeurs) :
 séletion d'au plus 2 post-éditions faites par des post-éditeurs ayant post-édité
un total de moins de 10 phrases ;
 séletion de 3 post-éditions pour les post-éditeurs ayant post-édité au total plus
de 10 phrases.
 séletion aléatoire de 311 post-éditions parmi l'ensemble P2.
Détetion des post-éditions d'origine frauduleuse
En plus du ontrle des tentatives de fraudes réalisé au fur et à mesure de la
ollete, nous avons voulu évaluer le taux de suspiion de fraude ayant éhappé à e
premier ontrle, a posteriori, sur l'éhantillon de 311 énnonés séletionnés. Nous avons
onsidéré la fraude onsistant à utiliser le traduteur automatique Google Translate
pour générer la post-edition (soit en utilisant diretement sa sortie soit en la post-
éditant). Nous avons déni et implémenté une heuristique prenant en ompte le nombre
de mots de la phrase soure, la distane d'édition entre la post-édition et la tradution
automatique de la phrase soure donnée par Google pour lassier les post-éditions en
quatre niveaux de suspiion. L'heuristique de lassiation est donnée dans l'annexe 2
et le résultat est donné dans le tableau IV.2. Seulement 3,5% des 311 phrases validées
de l'éhantillon d'évaluation sont sérieusement suspetées d'avoir été post-éditées en
tenant ompte du résultat de tradution de Google Translate.
Niveau de suspiion auun faible moyen important total
Nombre de phrases 273 (87,8%) 12 (3,8%) 15 (4,8%) 11 (3,5%) 311 (100%)
Table IV.2  Suspiion d'utilisation de Google Translate lors de la post-édition
Evaluation humaine de la qualité des post-éditions
Le but est ii d'estimer la qualité des post-éditions olletées. Pour ela, un louteur
bilingue anglais/français, enseignant d'anglais de profession (et traduteur profession-
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nel ayant pratiqué la post-édition) a jugé le sous-ensemble de 311 post-éditions de notre
orpus.
Caratère orretif de la post-édition Dans un premier temps, haune des 311
post-éditions a été soumise à un jugement ontrastif ave l'hypothèse de tradution
dont elle est issue. Une post-édition est ainsi jugée omme :
- Corretrie : si la post-édition améliore l'hypothèse de tradution (et e même si
elle ontient enore des fautes) ;
- Equivalente : si la post-édition n'améliore pas l'hypothèse de tradution et que
elle-i omporte des erreurs qui auraient dû être orrigées dans la post-édition ;
- Dégradante : si la post-édition dégrade l'hypothèse de tradution (si elle introduit
des erreurs qui n'étaient pas présentes dans l'hypothèse de tradution).
Caratère tradutif de la post-édition De la même façon, indépendemment de
son aratère orretif, haque post-édition a été évaluée en tant que tradution de la
phrase soure ayant permis de produire l'hypothèse de tradution. Une post-édition est
jugée selon qu'elle ontient ou non des erreurs de tradution et la gravité des erreurs
qu'elle ontient :
- Bonne : si la post-édition ne omporte auune erreur.
- Aeptable : si la post-édition omprend des erreurs mineures : faute d'inattention,
majusules oubliées/inappropriées, ou une pontuation non adéquate.
- Impréise : si le ontenu de la post-édition est orret mais qu'il manque de préision
dans la tradution : terme ou tournure inadapté, faute grammatiale, ou si le sens
d'un mot français n'est pas vraiment rendu dans sa tradution (s'il existe un autre
terme plus adapté).
- Erronée : si la tradution ne transmet pas, ou que partiellement, le ontenu de la
phrase soure : omission de onept, ontre-sens, faute de temps ou oubli majeur.
Ainsi, une post-édition ontenant une erreur, même mineure et/ou loalisée sur un
seul mot, ne peut être onsidérée omme  Bonne  même si elle-i n'aete pas le
reste de la phrase et, d'autre part, une post-édition ontenant plusieurs erreurs est
systématiquement rangée dans la lasse orrespondante à son erreur la plus grave.
Résultats Les résultats roisés de es deux évaluations sont fournis dans le tableau
IV.3. Ceux-i montrent que 87,13 % des post-éditions améliorent l'hypothèse de tra-
dution. Parmi les post-éditions olletées, 81,35 % (63,99 % + 17,36 %) sont des
tradutions irréprohables ou aeptables de la phrase soure et 2,57 % ontiennent
une ou plusieurs erreurs qui font que la tradution reste fausse ou inomplète. On re-
marquera que es dernières améliorent malgré tout l'hypothèse de tradution dont elles
sont issues. Des exemples de phrases annotées de leurs jugements sont présentés dans
le tableau 3.4 de l'annexe 2.
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Post-édition Bonne Aeptable Impréise Erronée Total
Corretrie 189 (60,77%) 33 (10,61%) 41 (13,50%) 8 (2,57%) 271 (87,13%)
Equivalente 10 (3,21%) 20 (6,43%) 9 (2,89%) 0 39 (12,54%)
Dégradante 0 1(0,32%) 0 0 1 (0,32%)
Total (%) 199 (63,99%) 54 (17,36%) 51 (16,4%) 8 (2,57%) 311 (100%)
Table IV.3  Jugements humains des post-éditions olletées
Comparaison ave des post-éditions professionnelles
Nous avons également évalué la qualité des post-éditions olletées via Amazon
Mehanial Turk en omparant ertaines d'entre elles ave des post-éditions faites par
des traduteurs professionnels. La question à laquelle nous essayons de répondre par la
suite est : est-e que des annotateurs bilingues non experts sont aussi eaes que des
traduteurs professionnels pour eetuer les orretions minimales d'une hypothèse de
tradution donnée ?
Post-éditions professionnelles Lors de travaux antérieurs, présentés dans [Speia
2011℄, un sous-orpus de 2 525 phrases soures inlues dans notre orpus de 10 881
phrases a été traduit par un système de tradution automatique basé sur les segments
et les tradutions obtenues ont été post-éditées par un traduteur professionnel. Le post-
éditeur professionnel est un natif bilingue anglais/français ave un diplme équivalent
à une Liene (First postgraduate degree) en tradution. Les instrutions données et
le ontexte de post-édition sont semblables aux notres : à partir de l'hypothèse de
tradution, le post-éditeur est hargé d'eetuer les orretions minimales néessaires
pour aboutir à une tradution  publiable  de la phrase soure. Le travail est payé et
ne présente auune ontrainte de temps.
Comparaison des systèmes de tradution et résultats de post-éditions Avant
de omparer les deux types de post-éditions, il est néessaire de vérier que les deux
systèmes de tradution ayant produit les hypothèses de tradution sur lesquelles re-
posent les post-éditions, sont omparables. Par la suite nous désignerons par SMTls le
système dérit dans [Speia 2011℄ et par SMTref notre système de tradution de réfé-
rene dérit dans la partie II. Tout omme le notre, le système SMTls est un système de
tradution basé sur les segments, entraîné à partir de la boîte à outils Moses. En terme
de qualité, les deux systèmes sont très prohes, sur le orpus de 2 525 phrases SMTref
obtient un sore BLEU de 20,20 alors que SMTls obtient un sore BLEU de 20,76 (ta-
bleau IV.4). Sur les 2 525 phrases soures du orpus, 146 phrases présentent la même
hypothèse de tradution quel que soit le système (SMTref ou SMTls). Autrement dit,
dans 6 % des as, les deux systèmes génèrent la même hypothèse de tradution.
Pour onrmer la proximité des deux systèmes, nous avons alulé pour haun
d'eux, la répartition des sores TER entre leurs hypothèses de tradution et les tradu-
tions de référene (on rappelle que les tradutions de référene sont les mêmes pour les
deux systèmes). Les résultats représentés dans la gure IV.6 montrent deux réparti-
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tions très prohes et illustre lairement que les deux systèmes présentent des résultats
prohes vis à vis des sores TER. Nous en onluons que les systèmes SMTref et SMTls
sont très similaires.
Figure IV.6  Répartition des sores TER entre les hypothèses de tradution des deux
systèmes (SMTref et SMTls) et les tradutions de référene (sur 2 525 phrases).
La proximité entre les hypothèses de tradution des systèmes et leurs post-éditions,
exprimée dans le tableau IV.4 en terme de sore BLEU, nous laisse roire que les
post-éditions olletées sur Amazon Mehanial Turk présentent moins de similitudes
(alulées en onsidérant le reouvrement en n-grammes) ave les hypothèses du sys-
tème SMTref que les post-éditions professionnelles ave les hypothèses du système
SMTls. De la même façon, seulement 5,5 % des hypothèses de tradutions n'ont pas
été modiées par les post-éditeurs d'Amazon Mehanial Turk ontre 13 % pour les
traduteurs professionnels. Pour 76 phrases (soit 3 % des as) les deux post-éditions
sont identiques.
Comparaison des post-éditions omparables Nous proposons maintenant de
travailler sur les phrases du orpus pour lesquelles les post-éditions professionnelles
et non-professionnelles sont diretement omparables 'est-à-dire pour lesquelles les
systèmes SMTls et SMTref ont fourni la même hypothèse de tradution.
Parmi les 2 525 phrases du orpus ommum, 146 hypothèses de tradution sont
identiques dans les deux ontextes (post-édition professionnelle et post-édition non-
professionnelle). Ces phrases sont de taille raisonnable pour permettre une étude puis-
qu'elles ont, en moyenne, 11 mots par phrase. Pour haune des 146 phrases nous
possédons don le quintuplet suivant :
 la phrase soure en français ;
 la tradution de référene (fournie par le orpus bilingue aligné) ;
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PE professionelles
(ave SMTls)
PE non-professionnelles
(ave SMTref)
Evaluation des SMT (sore BLEU) 20,76 20,20
Taux de phrases non orrigées 13 % 5,5 %
Proximité entre hypothèses de tradu-
tion et post-éditions (sore BLEU)
65,30 50,70
Hypothèses de tradution identiques
entre SMTls et SMTref
146 (6 %)
Post-éditions identiques entre SMTls
et SMTref
76 (3 %)
Table IV.4  Comparaison des aratéristiques des systèmes SMTls et SMTref et des
résultats de la post-édition (PE) selon la qualiation professionelle des post-éditeurs :
PE professionelles pour SMTls vs PE non-professionelles pour SMTref .
 l'hypothèse de tradution des systèmes automatiques (identique pour les deux
systèmes) ;
 la post-édition du traduteur professionnel ;
 la post-édition non-professionnelle olletée sur le site de travail ollaboratif
AMT ;
Sur es 146 phrases, 35 (ou 24 %) post-éditions sont identiques qu'elles aient été
faites par le traduteur professionnel ou par un post-éditeur d'Amazon Mehanial Turk
. Dans la majorité de es as (31 sur 35), il s'agit d'hypothèses de tradution ayant été
jugées omme ne néessitant pas de orretion (post-édition identique à l'hypothèse de
tradution).
Nous obtenons don un ensemble de 111 phrases pour lesquelles nous pouvons dire-
tement omparer une post-édition professionnelle et une post-édition non-professionnelle
diérente. Cette omparaison a fait l'objet d'une évaluation humaine réalisée par
un évaluateur bilingue (identique à elui ayant onduit l'évaluation préédente). Des
exemples de omparaisons de post-éditions professionnelles et non-professionnelles d'une
même hypothèse de tradution sont présentés dans le tableau 3.5 de l'annexe 2. Les ré-
sultats présentés dans la table IV.5 montrent que dans 26,13 % des as, la post-édition
réalisée par les post-éditeurs d'AMT est onsidérée omme meilleure que la post-édition
professionnelle. Nous pouvons noter que dans une grande majorité des as ('est-à-dire
67,6 % des phrases), les deux post-éditions sont jugées de qualités équivalentes. En
d'autres termes, 93,7 % des post-éditions que nous avons olletées via Amazon Me-
hanial Turk sont onsidérées omme étant de qualité professionelle. Cette étude nous
permet d'inférer que le orpus de post-éditions que nous avons olleté est de qualité
au moins équivalente au orpus de post-éditions professionnelles.
74 Corpus de post-édition
Préférene Nombre de phrases
Post-édition non-professionelle 29 (26,1 %)
Post-édition professionelle 7 (6,3 %)
Post-éditions équivalentes 75 (67,6 %)
Table IV.5  Comparaison de qualité entre post-éditions professionnelles et non-
professionnelles sur 111 phrases
4.3 Analyse des orpus
Par la suite nous nommerons  orpus-10881  le orpus de 10881 phrases onte-
nant la post-édition de l'hypothèse de tradution et  orpus-1500  le orpus de 1500
phrases ontenant la post-édition de l'hypothèse de tradution ainsi que la post-édition
de la tradution de référene.
Analyse des post-éditions des hypothèses de tradution
La tâhe de post-édition nous a fourni un orpus de 10 881 phrases (orpus-10881 )
pour analyser les orretions des hypothèses de tradution de notre système de réfé-
rene. Des exemples de orretions d'hypothèses de tradution sont donnés dans la
gure IV.6.
Phrases soure Hypothèse de tradu-
tion
Hypothèse de tradution
orrigée
• La polie anti-émeutes les
ont aussitt enerlés et sont
intervenus sans ménagement,
jetant plusieurs d'entre eux à
terre.
• The anti-riot polie were
immediately surrounded and
spoke blunty, several of them
on land.
• The Anti-riot poliemen were
immediately surrounded them
and spoke blunty stepped in
ruthlessly, throwing several of
them on land to the ground.
• Le inquième andidat af-
rme ne soutenir ni le pou-
voir, ni l'opposition.
• The fth andidate says it
support nor the urrent lea-
dership, nor the opposition.
• The fth andidate says it he
support nor neither the urrent
leadership, nor the opposition.
• Forte mobilisation à Copen-
hague et à travers le mode,
pour le limat.
• Strong involvement in Co-
penhague and in the world
limate.
• Strong involvement mobiliza-
tion in Copenhague and in aross
the world for the limate.
• Il y a des rivières qui s'as-
sèhent en Afrique, des ours
d'eau où l'on peut marher
omme on ne l'avait jamais
fait avant.
• There are rivers are drying
up in Afria, rivers where you
an walk as it had never done
before.
• There are rivers are drying up
in Afria, rivers waterourses
where you one an walk as it had
never done before.
Table IV.6  Exemples de orretions faites sur les hypothèses de tradutions de notre
système de référene
Le ratio entre la taille des hypothèses de tradution et les post-éditions est de 1,02 ;
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ela signie que la post-édition ajoute en moyenne peu ou auun mot(s) à l'hypothèse
de tradution. D'autre part, 9 % des hypothèses de tradution ont été jugées par les
post-éditeurs omme ne néessitant pas de orretion lors de la post-édition, 'est-à-
dire que 9 % des résultats de notre système de tradution de référene sont onsidérés
omme de parfaites tradutions de la phrase soure.
Analyses des post-éditions des tradutions de référene
Le sous-orpus de 1500 phrases (orpus-1500 ), nous permet d'analyser, en plus
des orretions des hypothèses de tradution, les orretions des tradutions fournies
omme référenes dans le orpus bilingue. Des exemples de orretions de tradution
de référene sont donnés dans la gure IV.7.
Phrase soure Tradution de réfé-
rene
Tradution de référene
orrigée
• Mais une salité insuf-
sante peut également pro-
duire les mêmes eets.
• Too little taxation an do
the same.
• But Too little an insuient
taxation an also do have the same
eets.
• Le malaise français n'a er-
tainement pas été induit par
es réformes.
• The Frenh malaise has no-
thing to do with any of them.
• The Frenh malaise has
nothing to do with was ertainly
not indued by any of them
these reforms.
• Mais quelle est la signia-
tion réelle de es deux prin-
ipes ?
• But what do solidarity and
subsidiarity really mean ?
• But what do solidarity and
subsidiarity really mean is the real
meaning of these two prin-
iples ?
• Les traités européens ex-
priment lairement ette sub-
sidiarité vertiale.
• In the European Treaties,
we nd a lear expression of
vertial subsidiarity.
• In The european treaties we
nd a lear expression of learly
express this vertial subsidiarity.
Table IV.7  Exemples de orretions faites sur les tradutions de référene profes-
sionnelles fournies dans les orpus paralèles bilingues
Le taux de phrases non-orrigées de e sous-orpus est donné dans la tableau IV.8.
Nous y observons la même tendane que elle onstatée sur le orpus de 10 881 phrases
(orpus-10881 ) : 10 % des hypothèses de tradution dérivées de notre système de
référene ne néessitent auune orretion lors de la post-édition. Néanmoins, les mêmes
statistiques faites sur les tradutions de référene montrent que seulement 28 % d'entre
elles sont ondidérées omme orretes, autrement dit, 72 % des tradutions proposées
omme référene dans les orpus bilingues ont néessité une orretion lors de la post-
édition.
Cei peut être expliqué par le fait que les tradutions professionelles de référene
fournies ave les orpus bilingues alignés sont, dans le as des orpus utilisés ii, pro-
duites dans un ontexte de tradution à l'éhelle de textes : la tradution est eetuée
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en onsidérant le texte dans son intégralité et non la phrase en tant qu'unité indé-
pendante. En segmentant les textes ainsi traduits au niveau des phrases, nous pouvons
aisément imaginer qu'un onept manquant dans une tradution peut en fait apparaître
dans une phrase adjaente (entraînant, par la même oasion un onept superu dans
ladite phrase).
De telles tradutions eetuées au niveau du texte se révèlent don omme n'étant
pas des plus appropriées dans un ontexte d'apprentissage automatique phrase-à-phrase
d'un système de tradution probabiliste.
Taux de tradutions non orrigées orpus-10881 orpus-1500
Hypothèse de tradution 9 % 10 %
Tradutions de référene - 28 %
Table IV.8  Taux de tradutions non orrigées lors de la post-édition (onsidérées
omme orretes par les post-éditeurs) selon le type de tradution
Corpus Types de tradution omparées TER d WER
orpus-10881 Hypothèse & Référene 55,1 73,0 58,5
Hypothèse & Hypothèse orrigée 24,3 38,6 26,3
Hypothèse orrigée & Référene 51,7 67,8 54,4
orpus-1500 Hypothèse & Référene 53.8 70,5 56,0
Hypothèse & Hypothèse orrigée 24,2 34,9 23,6
Hypothèse orrigée & Référene 47,6 63,0 48,0
Référene & Référene orrigée 21,9 28,1 20,9
Hypothèse orrigée & Référene orrigée 30,9 56,6 40,1
Table IV.9  Distane entre les diérents types de tradution
Distane entre les diérents types de tradution
L'objetif est ii de mesurer la similarité entre les diérents types de tradution.
Pour ela, nous distinguons l'hypothèse de tradution automatique du système proba-
biliste de réferene (nommée par la suite hypothèse), des tradutions  validées par
l'humain  qui sont : l'hypothèse de tradution orrigée lors de la post-édition (nommée
par la suite hypothèse orrigée), la tradution donnée omme référene dans les orpus
alignés (nommée par la suite référene), et ette même tradution orrigée lors de la
post-édition (nommée par la suite référene orrigée).
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Pour mesurer la similarité entre deux haînes de aratères nous utilisons : d'une
part les sores WER et TER (dénis dans la setion 3.2) basés sur la distane d'édi-
tion de Leivenshtein, et d'autre part une métrique d basée sur le reouvrement en
n-grammes, elle est inspirée du sore BLEU (dénit dans la setion 3.2) et alulée
par la formule d = 100 − scoreBLEU . Les métriques WER, TER et d peuvent être
interprêtées omme des mesures de l'éloignement ou de la diérene entre deux orpus
omposés de haînes de aratères. Le résultat de es trois métriques, appliquées aux
diérents types de tradution des orpus orpus-1500 et orpus-10881, sont donnés
dans le tableau IV.9. De la même façon, la gure 4.3 illustre la distane en termes de
sore TER alulé entre hypothèses, hypothèses orrigées et référenes sur le orpus de
10 881 phrases.
TE
R
 =
 2
4 TER = 55
Traductions de référence
TER = 51
      
Hypothèses de traduction
corrigées
Hypothèses de traduction
Figure IV.7  Distanes (en termes de sore TER) entre les diérents types de tra-
dution sur le orpus de 10 881 phrases
Nous observons que la distane entre les tradutions de référene et les hypothèses
de tradution est deux fois plus importante que elle qui relie es dernières à leurs
orretions. De la même façon, les hypothèses de tradutions orrigées et les tradution
de référene sont exessivement éloignées alors que toutes deux sont ensées être des
tradutions  orretes  des mêmes phrases soures. A titre indiatif, les répartitions
des phrases des orpus en fontion des distanes d'édition (Sore WER alulé à l'éhelle
de la phrase) entre les tradutions sont données dans l'annexe 2.
5 Conlusion
Nous avons olleté un orpus de 12 381 hypothèses de tradution post-éditées (envi-
ron 300 000 mots) soit l'équivalent d'environ 1200 pages de traduteur professionnel
37
.
37. Dans la profession, on onsidère qu'une page de traduteur ompte 250 mots
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Une analyse subjetive et omparative de e orpus montre la qualité  professionnelle
 des post-éditions olletées. La ollete ainsi que l'analyse de la ressoure ont fait
l'objet d'une publiation dans la onférene internationale LREC
38
en mai 2012 [Potet
et al. 2012℄ et le orpus est atuellement utilisé pour des travaux relatifs à l'estima-
tion de onane pour la tradution automatique au Laboratoire d'Informatique de
Grenoble [Luong 2012℄.
Ce orpus est mis gratuitement à la disposition de la ommunauté sientique et
son téléhargement est possible, en ligne, à l'URL suivante :
http://www-lips.imag.fr/geod/User/marion.potet/index.php?page=download
38. Language Resoures and Evaluation Conferene
Chapitre V
Premières pistes explorées pour
exploiter le orpus de post-éditions
olleté
Ce hapitre dérit diérentes expérimentations visant à exploiter le orpus de post-
éditions préédemment olleté an d'améliorer le système de tradution de référene
dérit au hapitre II. Après avoir partitionné le orpus olleté en trois sous-ensembles
(pour l'apprentissage, le développement et le test des systèmes), nous évaluons deux
protooles expérimentaux : l'enrihissement du système de tradution de référene par
ajout d'une table de tradution apprise sur les post-éditions et la post-édition automa-
tique des résultats du système de référene. Même si les pistes explorées se sont avérées
in ne peu performantes, il nous a ependant semblé important de les détailler ii ar
elles ont ontribuées à une meilleure maîtrise de la tâhe et de la problématique.
1 Sous-ensembles pour l'apprentissage, le développe-
ment et le test
Pour les expérimentations qui vont suivre (dans e hapitre et dans les suivants),
le orpus de 10 881 post-éditions préédemment olleté (partie IV) est divisé en trois
sous-ensembles : 8681 phrases pour l'apprentissage des systèmes, 1000 phrases pour
le développement des systèmes et 1200 phrases pour le test des systèmes appris. Un
réapitulatif des es sous-ensembles est donné dans le tableau V.1.
Le orpus utilisé pour l'apprentissage des systèmes est de la même nature que les
orpus journalistiques présentés dans la partie 2.3. Les orpus utilisés pour le dévelop-
pement et le test des systèmes sont onstitués d'artiles extraits du site Web français
Les Ehos
39
, datant de mi-déembre 2009 et traduits en anglais par des professionnels
de l'agene CEET
40
(Central and Eastern European Translations).
39. http ://www.lesehos.fr
40. http ://www.eet.eu
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Utilisation
Nature du orpus Taille
Origine Période Nb. phrases Nb. mots
Apprentissage Divers sites Web 2007-2009 8 681 246 990
Développement Site Web  Les ehos  mi-déembre 2009 1 000 26 846
Test Site Web  Les ehos  mi-déembre 2009 1 200 32 968
Table V.1  Desription des orpus utilisés pour les expérimentations utilisant le
orpus de post-éditions olleté dans la partie IV
2 Système enrihi d'une table de tradution apprise
sur les post-éditions humaines
L'idée est ii d'enrihir le modèle de tradution du système de référene ave une
table de tradution apprise sur les post-éditions olletées.
2.1 Protoole expérimental
Le prinipe onsiste à ombiner le modèle de tradution de référene ave une table
de tradution additionnelle, apprise sur les données post-éditées.
La boite à outils Moses permet, de part son implémentation, l'utilisation de plu-
sieurs tables de tradution. Cette tehnique est appelé  tables de tradution multiples 
(ou multiple translation tables en anglais).
Le prinipe néessite d'apprendre une table de tradution sur le orpus d'appren-
tissage de post-éditions puis d'ajouter ette table de tradution dans le modèle de
tradution initial avant d'ajuster les poids du modèle à l'aide de la tehnique MERT.
Après ette opération, le modèle de tradution est omposé d'une ombinaison oef-
ientée de la table de tradution du système de référene TTref et de la table de
tradution apprises sur les post-éditions TTpe. Chaque table de tradution possède
alors ses propres ensembles de poids ajustés.
Les deux tables de tradution sont ensuite utilisées lors du déodage : les options
de tradution sont olletées dans les deux tables et si une même option de tradution
(en termes de segments soure et ible identiques) est trouvée dans les deux tables
de tradutions, deux options de tradution distintes sont réées pour haune des
ourenes.
2.2 Résultats
Sur le orpus de test, 21 % des énonés présentent des résultats de tradution
diérents selon s'ils sont traduis par le système de tradution de référene ou elui
enrihi du modèle appris sur les post-éditions humaines.
Les résultats de l'évaluation du système de référene et du système enrihi sont
donnés en terme de sore BLEU sur le orpus de développement et de test dans le
tableau V.2. Sur le orpus de test, le système de référene obtient un sore BLEU
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Corpus Système de référene TTref Système enrihi TTref + TTpe
Developpement 24.32 (24.50) 20,71 (24,61)
Test 25,27 (25.05) 23,80 (23,78)
Table V.2  Performanes  en termes de sore BLEU (ave les poids ajustés à
l'aide de la tehnique MERT) du système de référene (TTref) versus du système
de tradution enrihi d'une table de tradution apprise sur les post-éditions humaines
(TTref + TTpe)
de 25,27 (ave les poids par défaut). Lorsque l'on intègre dans le système la table
de tradution apprise sur le orpus de 10 881 post-éditions, e sore déroit à 23,80.
L'ajustement des poids (entre autres eux des deux tables de tradution TTref et TTpe)
sur le orpus de développement ne permet pas d'améliorer le sore du système enrihi
sur le orpus de test (Sore BLEU de 23,80 avant ajustement et 23,78 après ajustement
des poids).
Des exemples de phrases pour lesquelles le système enrihi génère des résultats de
tradution de meilleure qualité que le système de référene sont donnés dans la gure
V.3.
Phrase soure Système de référene TTref
Système enrihi
TTref + TTpe
Forte mobilisation à Copenhague
et dans le monde pour le limat.
Strong involvement in Copen-
hague and in the world limate.
Strong mobilisation in Copen-
hague and in the world for the
limate.
Avez-vous déjà essayé de jeter
une bouteille plastique dans le
entre ville ?
Have you tried to lay a plasti
bottle in the downtown ?
Have you already tried to lay a
bottle plasti in the downtown ?
Le inquième andidat arme ne
soutenir ni le pouvoir atuel, ni
l'opposition.
The fth andidate says it sup-
port nor the urrent leardership,
nor the opposition.
The fth andidate says it sup-
port neither the urrent learder-
ship, nor the opposition.
Si auun andidat n'atteint e
seuil, un seond tour doit être or-
ganisé dans les deux semaines.
If no andidate this threshold, a
seond round must be held within
two weeks ago.
If no andidate reahed this thre-
shold, a seond round must be
organised in the two weeks.
Table V.3  Exemples de omparaisons de tradutions faites par le système de réfé-
rene (TTref) versus du système de tradution enrihi d'une table de tradution apprise
sur les post-éditions humaines (TTref + TTpe)
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3 Système de post-édition automatique appris sur les
post-éditions humaines
L'idée est ii d'utiliser les post-éditions humaines préalablement olletées pour en-
traîner un système de post-éditions statistique à appliquer sur les résultats du système
de tradution référene.
3.1 Système de post-édition probabiliste de référene
Le système de tradution de référene utilisé est elui présenté dans le hapitre II
et le orpus de post-édition utilisé pour l'apprentissage et le test du SPES est elui
présenté dans le hapitre IV.
Nous onsidérons les sous-ensembles préédemment dénis dans la partie 1 : 8 681
phrases pour l'apprentissage du système de post-édition, 1 000 phrases pour le déve-
loppement du système et 1 200 phrases pour le test du SPES appris.
Pour rappel, à haune des 10 881 phrases soures françaises du orpus orrespond
une hypothèse de tradution en langue anglaise donnée par notre système de référene
et deux tradutions dites  de référene  : une post-édition de l'hypothèse de tradu-
tion du système de référene et une tradution professionnelle indépendante fournie
ave le orpus parallèle.
Par la suite nous désignerons par SPES un Système de Post-Edition Statistique.
Apprentissage
Nous avons onsidéré la post-édition automatique omme une tâhe de tradution
exéutée par un système automatique à base de segments (PBMT) où le orpus soure
ontient les sorties brutes du système et le orpus ible la version post-éditée (orrigée)
de es tradutions brutes.
Notre système de post-édition présente la même arhiteture que notre système
de tradution de référene et a été entrainé ave les mêmes outils (Moses, SriLM et
GIZA++).
Le modèle de langage utilisé par le SPES, et onservé pour la suite des expéri-
mentations de e hapitre, est identique à elui de notre système de tradution de
référene.
Table de tradution du modèle
L'apprentissage du système de post-édition statistique nous fournit, entre autres,
une table de tradution où les segments traduits par notre PBMT de référene sont
alignés ave leur post-édition humaine orrespondante. A la manière d'un modèle de
tradution automatique probabiliste, le SPES onsidère omme entrée la sortie brute
du PBMT pour générer, à partir de la table de tradution, une nouvelle hypothèse de
tradution.
Le résultat est une table de orrespondane entre les segments orrigés lors de la
post-édition et les segments d'origine (les hypothèses de tradution résultats du système
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de tradution de référene). Des exemples d'alignements obtenus sont proposés dans la
gure V.1.
1 : demanded of personal ||| asked for personal
2 : live from new experienes ||| to live new experienes
3 : survivante ||| survivor
4 : the ity in the ve lakes ||| the ity with its ve lakes
5 : the perspetive of ||| the prospet of
6 : fairness ||| global equity
7 : a ommand easy ||| an easy ommand
8 : a deline in sales of 16 % ||| a derease in sales of 16 %
9 : tsunami bavarian ||| bavarian tsunami
10 : trons erebral similar ||| similar brain stems
11 : afards ||| okroahes
12 : amera of moments of personality of ||| amera moments of personality of
13 : an be very ||| an appear very
14 : omparison nervous ||| nervous omparison
15 : eleteurs free ||| free eletors
16 : fêtera ||| elebrate
17 : i am spanish ||| i am a spaniard
18 : i live in rome for 25 ||| i have lived in rome for 25
19 : in the system of blood in quebe ||| in the blood system in quebe
20 : the opposition feels quite an improvement palpable ||| the opposition feels quite a
palpable improvement
Figure V.1  Extrait de la table de tradution apprise entre les hypothèses de tra-
dution et leur orretion
Cette table de orrespondane nous permet de faire ressortir les diérents types de
orretions apportées par les annotateurs. Nous pouvons les lasser en deux atégories :
les omportements de type subsitution (où un segment m1 est remplaé par un segment
m2, les segments pouvant être nuls ∅) et les omportements de type ré-ordonnanement
(où un segment est présent à la fois dans l'hypothèse et sa orretion mais sans ouper
la même plae).
Les exemples 7, 9, 14, 19 et 20 de la gure V.1 présentent des orretions de type
ré-ordonnanement. La liste i-après présente les orretions de type substitution :
m1 → m2 remplaement d'un segment par un autre (exemples 1, 2, 4, 5, 6, 8, 13 et 17
de la gure V.1) ;
m1 → m2 tradution d'un segment inonnu par le système (exemples 3, 10, 11, 15 et
16 de la gure V.1) ;
m → ∅ suppression d'un segment (exemple 12 de la gure V.1) ;
∅ → m ajout d'un segment (exemple 18 de la gure V.1).
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Evaluation du modèle
La qualité des post-éditions produites a été évaluée ave la métrique TER (Trans-
lation Error Rate) et le sore BLEU. Pour rappel, le sore TER reète le nombre
d'opérations (insertion, supression, susbstitution de mots et déalage de segments) né-
essaires pour transformer une hypothèse de tradution en une tradution de référene
alors que le sore BLEU est une moyenne géométrique de la préision en n-grammes.
Pour onstater une bonne qualité de tradution, il faut herher à minimiser le sore
TER et maximiser le sore BLEU. Pour nous assurer que les diérenes onstatées
entre les sores sont signiatives, nous avons alulé des tests statistiques de signi-
ativité des résultats obtenus en terme de sore BLEU en utilisant la méthode de
ré-éhantillonnage (ou  bootstrap resampling method ) proposée par Philipp Koehn
dans [Koehn 2004℄.
Système Sores TER (BLEU )
PBMT 22.8 (62.1 )
PBMT + SPES 24.1 (60.0 )
Table V.4  Performane du système de post-édition automatique statistique (SPES)
de référene.
Les résultats obtenus par notre système de post-édition statistique de référene sont
donnés dans le tableau V.4. Le système de tradution de référene (désigné par PBMT)
obtient un sore TER de 22,8 et un sore BLEU de 62,1. Si l'on applique un système
de post-édition automatique aux résultats de tradution de e PBMT, on obtient alors
un sore TER de 24,1 et un sore BLEU de 60,0. L'usage du post-éditeur automatique
dégrade don malheureusement signiativement la qualité des sorties  brutes  du
système de tradution de référene.
Les travaux suivants visent à tester diérentes pistes d'amélioration an de mieux
exploiter le orpus olleté dans un ontexte de post-édition statistique.
3.2 Améliorations du système de post-édition statistique de ré-
férene
Ajustement des poids du modèle de post-édition
Comme présenté préédemment, notre système de post-édition statistique repose
sur une modélisation log-linéaire omposée de 14 modèles. La ontribution de haque
modèle du système est estimée par une pondération et l'ensemble des pondérations des
modèles onstituent les paramètres ou poids du système. Ces poids sont généralement
ajustés sur un orpus de développement an d'être adaptés au orpus et au ouple de
langues hoisis.
Dans nos expérimentations, l'ajustement des poids du système de post-édition sta-
tistique est réalisé à l'aide de la méthode MERT sur le orpus de développement de
1 000 énonés, présenté dans la partie 1. Nous omparerons un ajustement réalisé en
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utilisant omme référene les tradution professionnelles gold-standard fournies ave le
orpus parallèle (DEVstd) et elui réalisé en prenant omme référene les hypothèses
de tradution de notre système post-éditées manuellement (DEVcorr).
Les résultats sont donnés dans le tableau V.6 page 89 (ligne (2)). L'ajustement
des poids sur les tradutions gold-standard permet d'obtenir, sur le orpus de test, un
sore BLEU de 60,5 (+ 0,83 % par rapport au système non optimisé) et un sore TER
de 23,1 (- 4,14 % par rapport au système non optimisé) alors que l'ajustement sur les
post-éditions permet d'atteindre un sore BLEU de 61,3 (+ 2,16 % par rapport au
système non optimisé) et un sore TER de 23,4 (- 2,90 % par rapport au système non
optimisé). Dans le as de notre système de post-édition statistique, l'ajustement des
poids du modèle à l'aide de la méthode MERT permet bien d'augmenter la qualité des
résultats sur le orpus de test et e, quelque soit le type de référene utilisée (DEVcorr
ou DEVstd). L'ajustement fait sur les données post-éditées permet d'obtenir un gain
signiativement plus important en terme de sore BLEU.
Fontions de trait ave DEVstd ave DEVcorr Variation
Nombre d'itérations 9 6 -
Sore BLEU 18,02 → 26,39 37,35 → 61,44 -
T (s/t) 0.027 0.007 - 0.020
Plex(s/t) 0.020 0.018 ≈
T (t/s) 0.019 0.003 - 0.016
Plex(t/s) 0.355 0.034 - 0.321
pp 0.049 0.228 + 0.178
wp -0.049 -0.044 ≈
P (t) 0.034 0.005 - 0.029
d 0.041 0.186 + 0.145
Dmp 0.021 0.010 - 0.011
Dmf 0.072 0.162 + 0.090
Dsp 0.075 0.013 - 0.062
Dsf - 0.107 - 0.006 + 0.101
Ddp 0.039 0.171 + 0.132
Ddf 0.088 0.110 + 0.022
Table V.5  Diérenes entre les valeurs de poids issues de l'ajustement sur les tra-
dutions professionnelles gold-standard (DEVstd) versus sur les post-éditions (DEVcorr)
pour un même orpus de développement de 1000 énonés.
L'analyse des diérenes entre les valeurs des poids issus de l'optimisation sur les
tradutions gold-standard (DEVstd) et eux issus de l'optimisation sur les post-éditions
(DEVcorr) montre que l'ajustement fait sur les post-éditions :
 aorde beauoup moins d'importane à la probabilité de tradution (au ni-
veau des mots) des énonés post-édités sahant les hypothèses de tradution
(Plex(t/s)) ;
 pénalise fortement le nombre de segments utilisés pour produire l'hypothèse de
tradution. Cela a pour eet de minimiser le nombre de segments utilisés en
86 Pistes d'exploitation du orpus de post-éditions olleté
herhant à augmenter leur longueur (pp) ;
 autorise moins de distorsion (d) ;
 présente des poids liés à la distorsion diérents de eux obtenus par l'ajustement
sur les tradutions gold-standard.
Filtrage de la table de tradution
Par défaut, la table de tradution du modèle de post-édition automatique statistique
ontient toutes les paires de segments trouvés dans le orpus parallèle. En fontion des
données présentes dans le orpus d'apprentissage, ette table peut inlure des données
non-informatives, dites  bruitées  (dues, par exemple, à des erreurs d'alignement ou
des as exeptionnels). Pour réduire e bruit, Johnson et al. suggèrent une méhode
onsistant à élaguer les paires de segments indésirables à l'origine des données bruitées
de la table de tradution [Johnson et al. 2007℄.
En appliquant e ltrage sur la table de tradution de notre système de post-édition
statistique nous obtenons un gain de 3,5 % de sore BLEU et 6,2 % de sore TER (par
rapport au système de post-édition de référene) ave seulement 6 % des hypothèses
de tradution post-éditées par le système (ligne (3) du tableau V.6 page 89).
Interpolation du modèle de langage
Nous tentons maintenant d'enrihir le modèle de langage du système de tradu-
tion de référene ave les post-éditions olletées. Le modèle de langage du système
de post-édition de référene est identique à elui du orpus de tradution de référene
(hapitre II). Il est appris sur un orpus monolingue anglais de 48 653 884 phrases
isues des données du Parlement Européen, des Nations Unis et de divers sites Web
journalistiques (voir tableau II.1 page 39). Pour ela nous entraînons un modèle de
langage sur les post-éditions du orpus d'apprentissage (désigné par LMpe) que nous
ombinons ave le modèle de langage du système de post-édition de référene (désigné
par LMref). La ombinaison des deux modèles de langage est réalisée par interpolation
linéaire. Le poids de haun des deux modèles est attribué  à la main . Nous tes-
tons trois ongurations : le modèle de langage appris sur les post-éditions a un poids
très important par rapport au modèle de langage de référene (0.1LMref+0.9LMpe),
l'inverse (0.9LMref+0.1LMpe), et les deux modèles de langage ont un poids identique
(0.5LMref+0.5LMpe). Les résultats assoiés à haune de es ongurations sont don-
nés dans le tableau II.1. Nous remarquons que l'ajout d'un modèle de langage appris
sur les post-édition ne permet pas d'améliorer signiativement la qualité des tradu-
tions en termes de sore BLEU et TER et e, quelque soit le poids aordé à elui-i
(0, 5, 0, 1 ou 0, 9).
Système de post-édition hiérarhique
Dans ette partie, nous expérimentons une arhiteture de système de post-édition
statistique légèrement diérente de elle utilisée jusqu'à maintenant en utilisant une
approhe basée sur les modèles de segments hiérarhiques (aussi appelée hierarhial
phrase-based models en anglais) [Chiang 2007℄. Ces modèles utilisent une grammaire
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hors ontexte synhrone (ou SCFG pour Synhronous Context-Free Grammar en an-
glais) qui se ompose d'un ensemble de règles où les séquenes de mots (symboles termi-
naux) toient des symboles non terminaux pouvant représenter d'autres expressions.
Chaque règle de prodution est représentée par une séquene de mots hiérarhiques et
assoiée à un ensemble de neuf sores de tradution.
Cette approhe est onnue pour avoir l'avantage de mieux modéliser le réordonnan-
ement et de permettre une meilleure généralisation des observations.
Le système est appris sur les mêmes orpus que eux utilisés pour le modèle à base
de segments. Les poids sont ajustés à l'aide de la tehnique MERT sur le orpus de
développement ontenant les post-éditions. Un extrait de la table de règles obtenue est
donné dans la gure V.2.
[X1℄ draw attention to [X2℄ → [X1℄ draw attention on [X2℄
[X1℄ of [X2℄ involved in [X3℄ → [X1℄ of [X2℄ engaged in [X3℄
[X1℄ reserved seats [X2℄ [X3℄ → [X1℄ save the seats [X2℄ [X3℄
[X1℄ am very [X2℄ → [X1℄ am really [X2℄
[X1℄ aspets [X2℄ matter [X3℄ → [X1℄ aspets [X2℄ aair [X3℄
Figure V.2  Extrait de la table de règles du système de post-édition automatique à
base de segments hiérarhiques.
Lors du déodage du orpus de test, 229 énonés sur 1200 ou 20 % des hypothèses
de tradution du système de référene ont été modiées par le système de post-édition
hiérarhique. Les résultats, présentés ligne (5) du tableau V.6 page 89, montrent un
sore BLEU de 62 et un sore TER de 22,7 soit une amélioration des sores de, respe-
tivement, 3,4 % et 5,8 % par rapport au système de post-édition de référene.
Intégration du ontexte soure
Une brève analyse subjetive des résultats obtenus par nos systèmes de post-édition
statistique fait ressortir le fait que la post-édition automatique est parfois eetuée  à
tort  et à pour onséquene de dégrader la qualité de la tradution voire de réer des
ontre-sens. Pour tenter de pallier à e défaut du système, l'idée est ii d'intégrer le
ontexte soure originel de tradution lors de la post-édition statistique.
Pour y parvenir, nous réons un nouveau orpus où les hypothèses de tradution
sont mises en orrespondane ave la donnée soure onsidérée lors du déodage. Cet
alignement est réalisé au niveau des mots d'une part, et des segments d'autre part
en aolant l'entité issue de la soure et de l'hypothèse ave le signe  #  et les
mots d'un même segment ave le signe  _ . A haque mot/segment de l'hypothèse
fournie par le système de tradution de référene est don assoié le mot/segment
soure onsidéré pour sa tradution. Le orpus obtenu (où les données sont de la
forme soure#hypothèse) est alors utilisé omme orpus soure pour l'apprentissage
du système de post-édition statistique. Les alignements en mots Msource#Mhypothese
sont obtenus ave l'outil GIZA++ (préédement présenté) et les alignements en seg-
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ments Ssource#Shypothese ave l'outil d'alignement en segment interne à la boite à outil
Moses.
Néanmoins, les alignements des informations de ontexte ainsi réés empiriquement
ne sont pas toujours ables et l'apprentissage d'un système de post-édition automatique
sur de telles données aroît onsidérablement la taille du voabulaire du système e qui
peut potentiellement avoir des eets négatifs sur la qualité de la tradution. Pour tenter
d'atténuer es biais, nous expérimentons don, en plus de l'intégration systématique du
ontexte par alignement soure#hypothèse, un seuillage de es information en fontion
de la vraisemblane de leur alignement donnée par l'estimation v (fournie par les outils
qui réent les alignements). Par exemple, un seuil de v ≥ 0, 8 pour les alignements en
mots onsiste à ne onsidérer que les alignementsMsource#Mhypothese dont la probabilité
donnée par GIZA++ est supérieure ou égale à 0, 8.
L'intégration du ontexte soure au niveau mot et phrase, ave et sans seuillage est
réalisé sur l'ensemble des énonés des orpus d'apprentissage, de développement et de
test. Le traitement d'une phrase est donné omme exemple dans la gure V.3.
Après évaluation, le meilleur résultat des systèmes de post-édition inluant le ontexte
soure est obtenu ave elui appris ave l'information ontextuelle au niveau mot et un
seuil sur la probabilité d'alignement à 0,8. Les résultats de l'évaluation (sore BLEU
de 17,7 et sore TER de 42 indiqués ligne (6) du tableau V.6 page 89) indique une
qualité de tradution bien au deça de elle obtenue ave les préédents systèmes de
post-édition. Cei peut être expliqué en partie par l'importante hétérogénéité obtenue
par de telles données, en partie au niveau de la table de tradution.
Phrase soure : Dans un monde idéal, les onits se règlent à fore
d' aords et de traités.
Hypothèse de tradution : In an ideal world onits are resolved
to fore of agreements and treaties.
Msource#Mhypothese : Dans#in un#a monde#world idéal#ideal
,#, les_onits#onits se_règlent#settle à#to fore#fore
d'#of aords#agreements et#and traités#treaties .#.
Ssource#Shypothese : Dans_un_monde#in_a_world
idéal_,#ideal_, les_onits#onits se_règlent#settle
à_fore#to_fore d'_aords_et_de#of_agreements_and
traités_.#treaties_.
Seuil à 0,8 sur Msource#Mhypothese : Dans#in un#a
monde#world idéal#ideal ,#, les_onits#onits settle
to fore#fore of aords#agreements et#and treaties .#.
Seuil à -2 sur Ssource#Shypothese : Dans_un_monde#in_a_world
idéal_,#ideal_, onits settle to fore of agreements and
traités_.#treaties_.
Figure V.3  Exemple de onsidération de l'information soure dans le orpus utilisé
pour la post-édition automatique statistique.
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(1) Système de référene / LMref / 60.0 24,1 36 %
(2) Ajustement des poids
DEVstd LMref / 60.5 23.1 32 %
DEVcorr LMref / 61.3 23.4 22 %
(3) Filtrage de la TT
1
DEVcorr LMref Oui 62.1 22.6 6 %
(4) Interpolation des
modèles de langage
DEVcorr 0.5LMref+0.5LMpe / 60.1 24.0 38 %
DEVcorr 0.9LMref+0.1LMpe / 60.1 23.9 31 %
DEVcorr 0.1LMref+0.9LMpe / 59.7 24.2 48 %
(5) Système hiérarhique DEVcorr LMref / 62.0 22.7 20 %
(6) Ave ontexte soure
2
DEVcorr LMref / 42.0 17.7 30 %
Table V.6  Evaluations des diérents systèmes de post-édition automatique statis-
tique (appliqués sur notre système de tradution de référene présenté dans la partie
II).
3.3 Séletion des phrases à post-éditer automatiquement
L'idée est ii d'améliorer les résultats obtenus ave le système de post-édition au-
tomatique en évitant de dégrader la qualité des hypothèses de tradution lors de la
post-édition automatique.
Pour ela, nous proposons de séletionner les hypothèses de tradution du système
de référene suseptibles d'être améliorées par une post-édition automatique. L'appli-
ation du système de post-édition statistique, systématique dans les expérimentations
préédentes, serait alors séletive et iblée.
Dans leurs travaux, [Suzuki 2011℄ et [Rubino et al. 2012℄ proposent d'utiliser un
lassieur pour déterminer les phrases à post-éditer automatiquement. Les expérienes
menées sur le SPES appliqué de façon séletive permettent d'améliorer la performane
par rapport à l'utilisation systématique de la post-édition.
Evaluation du potentiel
Avant toute hose, nous souhaitons évaluer le potentiel d'une séletion, au niveau des
phrases, des hypothèses de tradution à post-éditer automatiquement. Nous proposons
d'évaluer le potentiel de la post-édition automatique séletive ave une méthode dite 
orale  : nous évaluons, dans un premier temps, les hypothèses de tradution du orpus
1. TT = Table de Tradution.
2. Au niveau mot et ave un seuil sur les probabilités d'alignement à 0,8.
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de test avant et après post-édition puis nous eetuons, dans un deuxième temps, une
séletion phrase-à-phrase an d'obtenir un sore maximal.
L'évaluation au niveau des phrases est eetuée à l'aide du sore BLEU modié ap-
pliqué sur les hypothèses de tradution du système de référene d'une part (BLEUhyp)
et sur leurs post-éditions automatiques d'autre part (BLEUspe). Nous alulons ensuite
la diérene entre es deux sores BLEU selon l'équation V.1 an de juger si la post-
édition automatique améliore ou dégrade le sore BLEU de l'hypothèse de tradution.
∆BLEU = BLEUspe − BLEUhyp (V.1)
Nous distinguons alors trois as :
 ∆BLEU > 0 : si la post-édition améliore la qualité de l'hypothèse de tradution
(en termes de sore BLEU) ;
 ∆BLEU < 0 : si la post-édition détériore la qualité de l'hypothèse de tradution
(en termes de sore BLEU) ;
 ∆BLEU = 0 : si la post-édition ne modie pas la qualité de l'hypothèse de
tradution (en termes de sore BLEU).
Nous alulons ensuite la performane sur le orpus de test en ne onsidérant que
les phrases post-édités pour lesquelles la post-édition améliore la qualité de la phrase
en termes de sore BLEU.
BLEUsentence =
{
BLEUspe si ∆BLEU ≥ 0
BLEUhyp sinon
(V.2)
Résultats
Le résultat de la post-édition statistique séletive est donné dans le tableau V.7.
A noter qu'il s'agit d'un sore  orale , 'est à dire que la séletion des phrases
automatiquement post-éditées est faite a posteriori. Ce sore évalue le potentiel d'une
méthode de post-édition séletive.
Le système de post-édition utilisé ii est le système de référene dont les poids ont
été ajustés sur le orpus post-édité (ligne (2) du tableau V.6).
Même si la post-édition séletive faite au niveau des phrases (qui obtient un sore
BLEU de 62,16) est signiativement meilleure que la post-édition systématique (qui
obtient un sore BLEU de 61,33) elle-i ne permet pas d'outrepasser signiativement
la performane du système du système de tradution de référene (qui obtient un sore
BLEU de 62,10).
L'origine des tradutions séletionnées pour obtenir le sore orale de la post-édition
séletive est donnée dans le tableau V.8.
Les résultats montrent que le gain à espérer en séletionnant les phrases à post-éditer
sur la base du sore BLEU est faible. Cependant, les sores obtenus nous permettent
d'observer que la post-édition séletive des hypothèses de tradution obtient des résul-
tats de meilleurs qualité que la post-édition systématique des sorties de tradution.
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Sore BLEU
PBMT 62,10
Post-édition systématique 61,33
Post-édition séletive (orale) 62,16
Table V.7  Evaluation de la qualité des tradution selon la méthode de post-édition
appliquée au sorties du PBMT de référene (sur le orpus de test de 1200 phrases).
Sores Proportion de phrases
∆BLEU > 0 1,9 % (23/1200)
∆BLEU < 0 13,7 % (165/1200)
∆BLEU = 0 84,3 % (1012/1200)
Table V.8  Distribution des énonés du orpus de test (1200 phrases) selon la pré-
férene estimée en terme de sore BLEU entre l'hypothèse de tradution du système
(BLEUhyp) d'une part et sa post-édition automatique d'autre part (BLEUspe)
4 Conlusion
L'idée était ii d'utiliser les phrases orrigées (ou post-éditions) préédemment ol-
letées omme une soure d'information additionnelle à ré-intégrer dans le système de
tradution pour produire d'autres hypothèses que l'on espère améliorées.
Après avoir partitionné le orpus olletée en trois sous-ensembles (pour l'appren-
tissage, le développement et le test des systèmes), nous avons évalué deux protooles
expérimentaux : l'enrihissement du système de tradution de référene par ajout d'une
table de tradution apprise sur les post-éditions et la post-édition automatique des ré-
sultats du système de référene.
La première approhe, qui onsiste à ré-intégrer les post-éditions en enrihissant
le modèle de tradution du système de référene ave une table de tradution apprise
sur les post-éditions olletées, ne montre pas d'amélioration des sores automatiques
par rapport au système de référene. Les résultats de la deuxième approhe, par post-
édition automatique des résultats de tradution du système de référene, montrent
que elle-i onstitue une piste de travail intéressante pour ré-intégrer les post-éditions
humaines dans le proessus de tradution.
Même si l'usage d'un post-éditeur automatique  naïf  dégrade signiativement
la qualité des sorties  brutes  du système de tradution de référene, nous avons
expérimenté plusieurs pistes d'adaptation du système an de mieux évaluer le potentiel
de l'approhe.
Au delà de l'appliation systématique de la post-édition statistique, nous expéri-
mentons la post-édition séletive des hypothèses de tradution. Le sore  orale 
(séletion des phrases a posteriori) alulé pour évaluer le potentiel de la méthode
de post-édition séletive se montre signiativement meilleur que elui obtenu ave la
post-édition systématique, mais les résultats obtenus montrent ependant que le gain à
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espérer en développant une méthode de séletion automatique des phrases à post-éditer
reste faible.
Chapitre VI
Etude approfondie de systèmes de
post-edition automatiques
probabilistes
A la lumière des performanes peu satisfaisantes des premières expérimentation
présentées dans le hapître V, nous proposons, par la suite, d'étudier et de fournir
une meilleure ompréhension des systèmes de post-éditions statistiques quand ils sont
utilisés pour améliorer les sorties de système de tradution probabilistes.
Après une étude bibliographique sur les travaux relatifs aux systèmes de post-
edition automatiques (setion 1), nous omparerons la qualité des résultats du système
de post-édition statistique lorsqu'il est entraîné sur un orpus de post-éditions hu-
maines (onguration  réelle  dans notre sénario de ré-apprentissage) et lorsqu'il
est appris sur un orpus de post-éditions simulées (onguration  simulée ) par des
tradutions professionnelles indépendantes (setion 2). Nous nous intéresserons enn à
l'utilisation du système de post-édition statistique pour améliorer un système de tra-
dution probabiliste générique et omparerons les résultats obtenus ave eux produits
par un système de post-édition statistique spéialisé utilisé pour adapter un système à
un domaine donné (setion 3).
1 Etude bibliographique de la post-édition automa-
tique
1.1 Tradution professionnelle et post-édition
La tâhe de post-édition onsiste à éditer la sortie textuelle d'un système auto-
matique dans le but de la orriger. Dans le domaine de la tradution automatique, la
post-édition manuelle des résultats du système est utilisée depuis des années et onsiste
en un post-traitement à la tradution automatique qui a pour but de orriger les tra-
dutions faites par le système de tradution pour produire des tradutions de meilleure
qualité.
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De nombreuses études ont montré l'eaité de l'utilisation d'un système de tra-
dution automatique ombiné à une post-édition manuelle, dans un but de diusion
de données textuelles. Des expérimentations menées par [Garia 2011℄ ont montré que
même si la post-édition de sorties  brutes  de systèmes de tradution automatique
n'apporte pas néessairement de gain en termes de produtivité, ela aide à produire
des tradutions signiativement meilleures omparées à une tradution qui serait faite
diretement à partir du texte soure (ei, quelque soit les langues et la diretion de
tradution, la diulté du texte ou l'expériene du traduteur). Plus réemment, l'en-
treprise Autodesk a réalisé une expériene à grande éhelle pour tester l'inuene de
l'usage de systèmes de tradution automatique sur la produtivité des traduteurs
professionnels. Les résultats
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montrent que la post-édition de résultats provenant de
systèmes automatiques améliore signiativement la produtivité des traduteurs om-
parativement aux tradutions réalisées sans l'aide de systèmes automatiques. Ces ré-
sultats ne sont inuenés ni par la paire de langues, ni par l'expériene ou la préférene
du traduteur (post-édition ou tradution à partir de la phrase soure), ni par la taille
de la phrase à traduire.
1.2 Automatisation de la tâhe de post-édition
La tâhe de post-édition est à l'origine manuelle : la tradution à orriger est éditée
via une interfae d'édition puis orrigée par un annotateur humain.
Ce proessus de post-édition manuelle est oûteux à mettre en ÷uvre, il requiert des
annotateurs experts de la langue ible, des moyens logiiels et logistiques onséquents
et le temps d'annotation reste relativement long. Pour failiter ette tâhe, est appa-
rue l'idée de l'automatiser, 'est-à-dire d'apprendre le omportement des annotateurs
humains pour pouvoir propager automatiquement les orretions, eetuées par des
professionnels, sur de nouvelles tradutions. Il onvient de noter que ette post-édition
automatique n'a pas pour objetif de remplaer la post-édition humaine mais de la
simplier et/ou d'en augmenter la produtivité.
C'est dans e but qu'au début des années 90, [Knight et Chander 1994℄ ont proposé
un système automatique reposant sur la post-édition an d'aider à la séletion d'artiles
lors de la tradution de textes du japonais vers l'anglais. Plus tard, [Allen et Hogan
2000℄ développèrent un module automatique de post-édition à base de règles apable
de apturer et orriger  les erreurs fréquentes et répétées produites par les systèmes
de tradution automatique à base de règles .
[Elming 2006℄ fut le premier à proposer et évaluer un module de post-édition auto-
matique. Dans ses expérimentations, J. Elming fait traduire des textes représentant des
brevets de himie (domaine spéialisé) par un système de tradution à base de règles
nommé Patrans dont les tradutions brutes sont ensuite orrigées ave un module de
post-édition automatique ( transformation-based ) appris sur 12 000 tradutions
post-éditées manuellement. Il montre une amélioration signiative de la qualité de la
tradution ave l'utilisation de son module de post-édition automatique. De la même
façon [Guzmàn 2007℄ propose d'identier des  patrons  (ou patterns) d'erreurs lin-
41. http ://translate.autodesk.om/produtivity.html
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guistiques propres à un ouple de langues donné (ii anglais/espagnol) puis d'utiliser
des expressions régulières pour orriger les sorties d'un système de tradution automa-
tique à base de règles.
Parallèlement à ela, la disponibilité roissante de sorties brutes de systèmes de
tradution automatiques alignées ave des post-éditions manuelles de traduteurs pro-
fessionnels a fait émerger l'idée de post-édition statistique.
1.3 Post-édition statistique
La tâhe de post-édition peut être vue omme une tâhe de tradution entre une
sortie brute d'un système et ette sortie  orrigée . Les systèmes de post-édition
statistique (SPES) sont alors appris omme des systèmes de tradution automatique
monolingues pour lesquels les hypothèses de tradution jouent le rle de la langue
soure et les post-éditions humaines elui de la langue ible. Ce sont des systèmes,
appris empiriquement sur de grands orpus de données, ayant pour but de modéliser
et d'automatiser la tâhe de post-édition.
En 2007, [Simard et al. 2007a℄ sont les premiers à proposer l'utilisation d'un système
de tradution statistique basé sur les segments (PBMT) dans un objetif de post-
édition statistique. Dans e adre, le système a pour but d'apprendre des  règles
de orretion  entre les hypothèses de tradution issues d'un système de tradution
automatique (langage soure du SPES) et leurs versions orrigées (langage ible du
SPES). Une telle approhe rend alors les SPES faile à apprendre et à optimiser sur
de nouvelles données d'apprentissage.
[Simard et al. 2007a℄ ont montré ave suès l'eaité d'un SPES (appris ave le
PBMT Portage) pour améliorer les sorties d'un système de tradution ommerial à
base de règles. Les expérimentations ont été menées sur des textes issus d'un domaine
spéique (un site Web anadien d'ore d'emplois
42
) et le SPES est appris sur 35 000
tradutions manuellement post-éditées. Enouragé par es résultats, Simard tenta de
orriger, de la même façon, les sorties d'un système PBMT (appris à l'aide de Portage)
à l'aide d'un système de post-édition statistique mais ne onstata auune amélioration
de la tradution ave ette onguration.
De la même manière, les études dérites dans [Isabelle et al. 2007℄, [Simard et al.
2007b℄ et [Diaz de Ilarraza et al. 2008℄ ont montré qu'un système de tradution à
base de règles asadé ave un système de post-édition statistique produisaient de bien
meilleurs résultats que eux obtenus par les systèmes de tradution seuls.
Les études sur les systèmes de post-édition statistiques se sont majoritairement
foalisées sur des arhitetures ombinant SPES et système de tradution à base de
règles. Peu d'études (parmi elles-i peuvent être itées [Béhara et al. 2011, Diaz de
Ilarraza et al. 2008, Lagarda et al. 2009℄), se sont intéressées à étudier l'utilisation
de SPES pour améliorer la sortie de systèmes de tradution statistiques à base de
segments.
42. http ://www.jobbank.g.a
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2 Corpus post-édité réel vs simulé pour l'apprentis-
sage du système
Dans un sénario appliatif d'amélioration inrémentale, les SPES utilisent omme
tradution ible les post-éditions manuelles des hypothèses de tradution du système.
Lorsque es post-éditions manuelles sont remplaées par des tradutions pré-existantes
(souvent produites, indépendamment de toute post-édition, par des traduteurs profes-
sionnels), nous parlerons de  post-édition simulée  en ontraste ave la  post-édition
réelle  lorsque les tradutions ibles sont des hypothèses de tradution manuellement
post-éditées. Il est important de noter que la  post-édition réelle  orrespond au
sénario implémenté dans les situations réelles (quand les rétro-ations des utilisateurs
sont ré-utilisées pour améliorer un système donné) alors que la  post-édition simu-
lée  donne aès à beauoup plus de données d'apprentissage (utilisation de orpus
pré-traduits).
2.1 Travaux antérieurs
Dans la grande majorité des études, les onditions expérimentales mettent en oeuvre
un apprentissage du système de post-édition statistique ave des post-éditions simulées.
En eet, il est fréquent d'utiliser un orpus bilingue pré-traduit pour simuler l'anno-
tation et ne pas avoir à réer ou utiliser d'outil de post-édition : les phrases ibles
du orpus parallèle sont alors utilisées pour simuler la prodution d'un post-éditeur
humain.
Comme dans [Dugast et al. 2007, Lagarda et al. 2009, Dugast et al. 2009, Béhara
et al. 2011℄, plusieurs travaux ont tenté de montrer que les SPES peuvent être appris
ave suès sur des tradutions humaines pré-existantes plutt que des tradutions
post-éditées spéiques au système.
[Kuhn et al. 2010℄ expérimentent les deux ongurations : apprentissage sur don-
nées réelles (les hypothèses de tradution du système alignées ave leurs post-éditions
humaines) et apprentissage sur données simulées (les hypothèses de tradution du sys-
tème alignées ave les tradutions de référene du orpus). Les deux systèmes (SPES
 réel  et SPES  simulé ) obtiennent de bons résultats mais les performanes respe-
tives ne sont pas omparables ar ni le système de tradution de référene ni le orpus
d'apprentissage du SPES (en termes de taille et domaine) ne sont identiques dans les
deux as.
A notre onnaissane, auun travail ne ompare les deux approhes (SPES  réel  vs
SPES  simulé ) en utilisant un même orpus de données soure pour apprendre les
deux systèmes de post-édition statistique. En onsidérant un même ensemble de don-
nées en langue soure, est-e qu'un SPES appris sur un orpus de post-édition  simu-
lée  est aussi eae qu'un SPES appris sur un orpus de post-édition  réelle  ? C'est
e à quoi nous allons tenter de répondre dans les expérimentations qui vont suivre.
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2.2 Expérimentations
An de réer deux systèmes de post-édition automatique omparables, nous utili-
sons un orpus soure d'apprentissage identique du té des données soure pour les
deux as (orrespondant à elui dérit dans la partie 3.1) et aligné du té ible ave
les hypothèses de tradution de notre système post-éditées pour l'un (onguration
 réelle ) et les tradutions de référene du orpus parallèle pour l'autre (ongura-
tion  simulée ).
Les deux SPES ainsi obtenus sont ensuite appliqués sur un même ensemble de sor-
ties du système de tradution de référene et leurs performanes sont évaluées sur le
orpus de test (1 200 phrases) en utilisant la même distintion que elle utilisée lors
de l'apprentissage : nous utilisons omme référene les post-éditions du orpus de test
pour la onguration  réelle  et les tradutions professionnelles pour la onguration
 simulée . Il est à noter que le modèle de langage ible est identique dans les deux as.
L'hypothèse initiale est que l'utilisation du orpus de post-édition devrait permettre
d'aboutir à de meilleurs résultats que l'utilisation du orpus de tradutions profession-
nelles indépendantes en raison de la  proximité  entre les hypothèses de tradutions
brutes et les tradutions post-éditées orrespondantes.
2.3 Résultats
Comme présenté dans le tableau VI.1, les sorties brutes du système de tradution
de référene (nommé  PBMT  ii) obtiennent un sore TER de 22,8 quand elles
sont omparées ave les post-éditions humaines et 55,3 quand elles sont omparées
ave les tradutions de référene indépendantes. Un sore TER de 22,8 signie qu'en-
viron 22,8 % des mots (ou segments) de l'hypothèse de tradution ont dû être édités
(supprimés, déplaés ou ajoutés) pour produire la tradution de référene.
La diérene entre les sores de la onguration  simulée  et eux de la on-
guration  réelle  est due au fait que les référenes utilisées pour l'évaluation sont
diérentes : il s'agit respetivement, dans le premier as de tradutions professionnelles
indépendantes et, dans le deuxième as, de post-éditions humaines plus prohes des
hypothèses de tradutions du système.
La post-édition statistique ave le système appris sur les données  réelles  et
appliquée sur les sorties de notre système de tradution de référene, onduit à une
légère dégradation des sores TER (de 22,8 pour les sorties brutes à 23,4 après post-
édition statistique) et BLEU (de 62,1 pour les sorties brutes à 61,3 après post-édition
statistique). Néanmoins, selon [Koehn 2004℄, es diérenes ne sont pas susantes pour
être signiatives.
Alors que le SPES appris sur les données  réelles  ne dégrade pas signiativement
les résultats de tradution, l'appliation du SPES appris sur les données  simulées ,
d'un autre té, entraîne une dégradation signiative des résultats : après post-édition
statistique, la qualité de la tradution perd, sur le orpus test d'évaluation, 4 % de son
sore TER et 6 % de son sore BLEU.
Compte tenu de nos paramètres expérimentaux (i.e. un orpus d'un domaine général
et de taille moyenne) nos résultats ne montrent auune amélioration de la qualité de la
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Système Conguration  simulée  Conguration  réelle 
PBMT 55.3 (26.5 ) 22.8 (62.1 )
PBMT + SPES 57.5 (25.0 ) 23.4 (61.3 )
Table VI.1  Performane  sores TER (BLEU )  selon l'utilisation de données
de post-éditions  simulées  vs  réelles  pour l'apprentissage du SPES
tradution après post-édition automatique et e, quelque soit la onguration hoisie
(post-édition  réelle  ou  simulée ).
2.4 Apprentissage à grande éhelle
Pour ompléter notre étude préédente, nous avons étudié l'impat de la taille
du orpus d'apprentissage sur la performane du système de post-édition statistique.
Compte tenu de la taille modérée du orpus de post-éditions humaines disponible (10
881 phrases), nous avons utilisé un orpus de plus grande éhelle ave la onguration
 simulée  pour réaliser des expérienes à grande éhelle.
Nous employons le orpus bilingue français/anglais des Nations Unies qui est om-
posé de textes des résolutions prises par l'Assemblée générale des Nations Unies, tra-
duits par des professionnels. Dans le milieu de la tradution automatique probabiliste,
e orpus est traditionnellement utilisé omme un orpus d'apprentissage de grande
taille pour le domaine général
43
.
Nous avons aussi onsidéré le orpus journalistique de 8 681 phrases (10k) (voir
la partie 3.1) et divisé le orpus des Nations Unies pour obtenir un orpus de 50 000
phrases (50k), 100 000 phrases (100k), 500 000 phrases (500k), 1 000 000 phrases
(1M) et 2 000 000 phrases (2M). Chaun des orpus mentionné ii inlut le orpus
journalistique 10k. Nous avons ensuite utilisé es six orpus pour entraîner six systèmes
de post-édition probabiliste. Le seul paramètre qui diérenie les six systèmes produits
est la taille du orpus d'apprentissage (le modèle de langage étant le même).
Nous avons évalué les six systèmes de post-édition sur l'ensemble de test et reporté
les performanes, en termes de sores BLEU et TER, sur la gure VI.1 (les systèmes
sont lassés en fontion de la taille de leur orpus d'apprentissage). Les résultats ne
montrent pas de gains signiatifs, ni pour le sore TER, ni pour le sore BLEU,
ave l'augmentation de la taille du orpus d'apprentissage. En d'autres termes, dans
un ontexte de tradution français/anglais de domaine général, l'ajout de données
d'apprentissage supplémentaires n'améliore pas les résultat du système de post-édition.
43. Le orpus est disponible à l'URL : http ://www.statmt.org/wmt12/translation-task.html
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Figure VI.1  Performanes  sores TER et BLEU  de SPES appris sur une
onguration  simulée  en fontion de la taille du orpus d'apprentissage (en phrases)
3 Post-édition en domaine général vs spéialisé
3.1 Travaux antérieurs
Alors que les systèmes de post-édition statistique n'ont pas réussi à montrer leur
eaité pour améliorer signiativement les résultats d'un système de tradution pro-
babiliste générique, des études sur les SPES ont montré leurs intérêts omme méthode
d'adaptation au domaine. Dans leurs travaux, [Isabelle et al. 2007℄ et [Simard et al.
2007b℄ ont montré que les SPES appris sur des données spéiques à un domaine pou-
vaient être utilisés pour adapter un système de tradution probabiliste général à un
nouveau domaine de spéialité.
Lors de leurs expérienes, [Diaz de Ilarraza et al. 2008℄ ont remarqué que si l'ap-
pliation d'un SPES aux résultats d'un système de tradution automatique à base de
règles (RBMT) est eae pour l'adaptation au domaine, elui-i se révèle ineae
s'il est appliqué sur les sorties d'un système de tradution empirique (PBMT). Dans
leurs travaux, [Lagarda et al. 2009℄ et [Béhara et al. 2011℄ aboutissent à la même
onlusion lorsqu'ils appliquent un SPES spéique à un domaine sur les sorties d'un
système PBMT de domaine général. [Béhara et al. 2011℄, quant à eux, proposent
quelques pistes an de spéialiser le SPES an d'améliorer ses résultats sur un PBMT
dans une tâhe d'adaptation au domaine (ils proposent, par exemple, de tenir ompte
des informations de ontexte issues de la soure lors de la post-édition).
Même si es études onrment l'eaité des SPES lorsqu'ils sont appliqués aux
sorties de RBMT à des ns d'adaptation au domaine, elles-i montrent peu de ré-
sultats positifs de SPES appliqués aux systèmes PBMT. Comme nous l'avons montré
préédemment dans notre étude, un SPES utilisé dans un ontexte de domaine géné-
ral n'apporte auune amélioration lorsqu'il est appliqué sur les résultats d'un système
PBMT. Si les SPES ne peuvent orriger eaement les systèmes PBMT, peuvent-ils
être utilisés pour adapter es mêmes systèmes à un nouveau domaine ? Pour répondre à
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ette question, nous avons mis au point un protoole expérimental pour tester le poten-
tiel d'une approhe d'adaptation au domaine ave SPES par rapport à une utilisation
de es mêmes systèmes sur un domaine général.
3.2 Expérimentations
Étant donné la nature des données disponibles, les expérienes suivantes se dérou-
leront dans le adre d'une onguration de post-édition  simulée . Nous avons utilisé
le orpus post-édité dérit dans le hapitre III ave les tradutions de référene indé-
pendantes faites par des professionnels et un orpus spéique au domaine des sienes
de l'eau traduit par des professionnels qui ont post-édité des résultats de traduteurs
automatiques.
Ce orpus spéialisé est extrait de l'enylopédie EOLSS (pour Enylopedia Of Life
Support Systems en anglais) qui est une base de onnaissane de plus de 200 thèmes
sur le développement durable, développée ave le soutien de l'UNESCO (oiellement
publiée sur Internet
44
et en langue anglaise par le Direteur général de l'UNESCO le 3
septembre 2002). L'extrait utilisé dans nos expérimentations omporte des textes sur
la thématique des sienes de l'eau, traduits en Français dans le ontexte du projet
SECTra_w [Huynh et al. 2008, Blanhon et al. 2009℄. Des exemples de phrases issues
du orpus spéialisé sont données dans le tableau VI.2.
Phrase soure Tradution de référene
• Cela explique le refroidissement super-
iel sous l'évaporation de l'eau.
• This explains surfae ooling under
water evaporation.
• Ce paradoxe a été expliqué par l'ampli-
ation du tsunami à ause d'un glissement
de terrain sous-marin juste après le trem-
blement de terre.
• This paradox was explained by
ampliation of the tsunami due to
a submarine landslide just after the
earthquake.
• Le admium et le zin s'aumulent dans
les organes reprodutifs des plantes.
• Cadmium and zin are aumula-
ted in generative plant organs.
• L'eau ave une ondutivité életroly-
tique élevée est suseptible de auser un
tel aaiblissement.
• Water with high eletrolyti
ondutivity is likely to ause suh
impairment.
Table VI.2  Exemples de phrases issues du orpus spéialisé (EOLSS)
Les orpus spéialisés et générals sont mis en parallèle dans le tableau VI.3. Ils sont
omparables en termes de taille et ne dièrent que par la spéiité de leur voabulaire
et de leur grammaire liés à leur domaine d'usage. Comme le orpus de domaine général,
le orpus de domaine spéialisé a été divisé en un ensemble d'apprentissage (≈ 9 000
phrases), un ensemble de développement (1 000 phrases), et un ensemble de test (1 200
phrases). Un nouveau système de post-édition statistique a été appris sur les données
44. www.eolss.net
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au domaine spéialisé (elui préédemment présenté utilisant des données du domaine
général).
Corpus Spéialisé Général
Domaine Sienes de l'eau Journalistique
Nature Enylopédie EOLSS Divers sites Web
Taille du voabulaire 14 015 mots 21 982 mots
Taille des phrases ≈ 22 mots ≈ 28 mots
Soure Corpus traduit ave l'outil
SECTra_w [Huynh et al.
2008, Blanhon et al. 2009℄
Corpus fourni par la am-
pagne d'évaluation interna-
tionale WMT
45
Table VI.3  Comparaison entre le orpus du domaine général vs spéialisé
3.3 Résultats
Comme présenté dans le tableau VI.4, le système de tradution automatique de
référene appris sur un orpus d'apprentissage du domaine général obtient un sore
TER de 55,3 sur le orpus de test du domaine général et un sore de 46,7 sur le
orpus de test du domaine spéialisé. Cela signie que le système de tradution de
référene, bien qu'appris sur des données du domaine général, produit des tradutions
de meilleure qualité quand il est appliqué sur le orpus de test spéialisé. D'autre part,
bien que le SPES appris sur un domaine général n'apporte pas de gain sur le orpus
de test de la même nature, le SPES appris sur les données spéialisées améliore de
manière signiative les sorties du système de tradution de référene sur le orpus de
test spéique au domaine de l'eau : le sore TER déroît de 46,7 à 39,2 (-19,2 %) et
le sore BLEU suit le même tendane en augmentant de 33,3 à 40,1 (+20,6 %).
La première ligne du tableau VI.5 indique que le système de post-édition statistique
spéique au domaine produit non seulement des résultats de meilleure qualité (omme
on le voit dans le tableau VI.4) mais il modie plus de phrases (91 %) que le SPES de
domaine général (qui modie 75 % des phrases). La deuxième ligne du tableau VI.5
indique la proportion des tradutions issues du système de tradution de référene
améliorées (en terme de sore TER) grâe à la post-édition statistique : le SPES appris
et appliqué sur les données spéiques améliore 58 % des sorties du système de référene
ontre seulement 11 % pour le SPES appris et appliqué sur les données générales.
Quelques exemples de tradutions des données spéiques au domaine de l'eau sont
présentées, avant et après post-édition, dans le tableau VI.6.
3.4 Adaptation au domaine
Les prinipales questions soulevées par es nouvelles expérienes sont les suivantes :
Pourquoi le SPES améliore ave suès les données spéiques au domaine et éhoue
45. http ://www.statmt.org/wmt10
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Système Domaine spéique Domaine général
PBMT 46,7 (33,3 ) 55,3 (26,5 )
PBMT+SPESspecifique 39,2 (40,1 ) /
PBMT+SPESgeneral / 57,5 (25,0 )
Table VI.4  Performanes des SPES  Sores TER (BLEU )  selon les domaines
d'appliation
Taux de post-édition Domaine spéique Domaine général
Phrases orrigées 91 % 75 %
Tradutions améliorées 58 % 11 %
Table VI.5  Taux de phrases orrigées et de tradutions dont la qualité a été améliorée
en fontion du domaine d'appliation
sur des données de nature générale ? Est-e que les systèmes de post-édition statistiques
sont voués à des tâhes d'adaptation au domaine ?
Adaptation au domaine par orretion lexiale
Dans [Dugast et al. 2007℄, les résultats d'une lassiation manuelle des modia-
tions eetuées par le SPES sur la sortie brute du système de tradution permettent de
onstater que les SPES apportent des améliorations signiatives en termes de hoix
lexial, mais auune amélioration dans le réordonnanement des mots ou la grammati-
alité de la phrase. A partir de e onstat, il semble néessaire de vérier quelle est la
part des orretions lexiales dans le suès des systèmes de post-éditions probabilistes
dans les tâhes d'adaptation au domaine.
Par la suite, nous allons proéder à une analyse de la gestion des mots hors-
voabulaire lors de la phase de post-édition statistique. Un mot est onsidéré  hors-
voabulaire  pour un système de tradution automatique lorsqu'il n'apparait pas dans
le ditionnaire de tradution dudit système, dans le as des systèmes de tradution pro-
babilistes à base de segments, il s'agit de la table de tradution.
Dans nos expérienes, nous avons omparé le nombre de mots hors-voabulaire
avant et après post-édition statistique appliquée au domaine général d'une part et
spéialisé d'autre part. Les statistiques présentées sont alulées sur un ensemble de
2200 phrases (qui orrespond à la onaténation des orpus de développement et de
test préédemment utilisés) à la fois pour le domaine général et spéique.
Les résultats, présentés dans le tableau VI.7, révèlent une proportion équivalente
de mots hors-voabulaire dans les deux ensembles (2,8 % pour le orpus spéique
au domaine et 2,7 % pour le orpus général). Il est toutefois important de noter que
les données spéiques au domaine présentent un ratio type-token
46
de mots hors-
voabulaire de 61 % ontre 72 % pour le domaine général. Les données spéiques
46. Le ratio type/token est une mesure de variabilité du voabulaire d'un texte. Plus le ratio type/-
token est important, plus la variabilité lexiale est grande.
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Phrase soure Hypothèse de tradution Post-édition statistique
• Unité afriaine de re-
herhe sur les questions
de l'eau
• Afrian unit of researh
on issues of water
• Afrian water issues
researh unit
• Rédution de la sali-
nité des eaux souterraines
dans les zones agrioles
• Reduing the salt
ontent of groundwater
in agriultural areas
• Reduing groundwa-
ter salinity in agriultu-
ral areas
• L'ore est en grande
partie déterminée par
la produtivité dans
les zones irriguées et
pluviales[...℄
• The oer is largely de-
termined by produtivity in
the irrigated areas and
pluviales[...℄
• Supply is largely de-
termined by produti-
vity in the irrigated and
rain-fed areas[...℄
• Atténuation des tsuna-
mis et étapes pour réduire
des pertes potentielles
• Mitigation tsunamis
and steps to redue the po-
tential losses
• Tsunami mitigation
and steps to redue po-
tential losses
• Equipement pour le
traitement de l'eau
• Equipment for the treat-
ment of water
• Equipment for water
treatment
• Plusieurs exigenes sont
établies pour l'eau po-
table
• Several requirements are
set for drinking water
• Several requirements
are established for po-
table water
Table VI.6  Exemples de tradutions issues du domaine spéique
au domaine de l'eau ontiennent don moins de variation lexiale que elles issues du
domaine général.
Enn, l'appliation du système de post-édition statistique du domaine spéialisé
orrige 56 % des mots hors-voabulaire ontenus dans les résultats du système de
tradution de référene ontre 7 % pour le SPES général.
Statistiques des mots hors-voabulaire (H-V) Domaine spéialisé Domaine général
Hypothèses de tradution ontenant des mots H-V 40 % 43 %
Taux de mots H-V du système 2.8 % 2.7 %
Ratio type-token des mots H-V 61 % 72 %
Mots H-V orrigés par le SPES 56 % 7 %
Noms ommums H-V orrigés par le SPES 42 % 1 %
Table VI.7  Statistiques des mots hors-voabulaire (H-V) selon le domaine d'appli-
ation
An de mieux omprendre es résultats, nous avons analysé la nature des mots
hors-voabulaire pour les deux ensembles de données. Les résultats sont présentés dans
le tableau VI.8. Les mots hors-voabulaire du système de tradution de référene sont
en grande majorité : des noms ommuns (75,6 % des mots hors-voabulaire) pour les
données spéiques et des noms propres ainsi que des mots en langue étrangère (81,5 %
104 Etude approfondie de systèmes de post-edition automatiques probabilistes
Nature des mots hors-voabulaire orrigés Domaine spéialisé Domaine général
Noms propres 16,8 % 46,8 %
Mots en langue étrangère 2,3 % 34,7 %
Erreurs dans la phrase soure 1,5 % 2,4 %
Nombres 3,3 % 5,6 %
Noms ommuns 75,6 % 9,7 %
Table VI.8  Nature des mots hors-voabulaire orrigés selon le domaine d'appliation
des mots hors-voabulaire) pour les données générales. Lors d'une tâhe de tradution,
des derniers doivent simplement être reopiés dans le résultat, tandis que les noms
ommuns doivent être orretement traduits par leurs équivalents dans la langue ible
(notre système de tradution de référene traite les mots hors-voabulaire renontrés
en les reopiant systématiquement dans le résultat de tradution).
Il faut retenir de ette étude est que la post-édition statistique orrige 42 % des
noms ommuns ontenus dans les données spéialisées ontre seulement 1 % pour eux
ontenus dans les données générales (table VI.7).
L'analyse de la orretion des mots hors-voabulaire sur le orpus de spéialité
nous a permis de onstater que le SPES permet de orriger des mots ou des termes
très spéiques au domaine et qui apparaissent de façon fréquente dans les données (les
fréquenes sont données entre parenthèses), omme par exemple : ions (x 54), évaporites
(x 39), életrolytes (x 26), subsurfae (x 17), saumures (x 8) et tubirdité (x 5).
Nos résultats expérimentaux montrent don que, lorsqu'il est appliqué à des données
spéiques à un domaine, notre système de post-édition statistique orrige un grand
nombre de noms ommuns hors-voabulaire. Cela explique, en partie, l'amélioration
globale de la qualité de la tradution onstatée sur le sore TER.
Pour résumer : les systèmes de post-édition statistiques ne semblent pas permettre,
au jour d'aujourd'hui et ave leur arhiteture atuelle, de orriger eaement les
résultats d'un PBMT du domaine général, mais ils permettraient d'eetuer des tâhes
d'adaptation au domaine grâe à leur faulté à restaurer du voabulaire spéique au
domaine. Ce résultat fait émerger la question suivante : omment se situent la post-
édition statistique par rapport aux autres tehniques traditionnellement employées pour
des tâhes d'adaptation au domaine ?
Comparaison ave d'autres tehniques d'adaptation au domaine
La post-édition statistique semblant être une tehnique eae pour la tâhe d'adap-
tation au domaine, nous proposons de omparer ette approhe à d'autres méthodes
traditionnellement utilisées pour l'adaptation au domaine. Pour ela, nous onsidère-
rons deux méthodes  usuelles  d'adaptation au domaine, l'une basée sur le orpus et
l'autre sur les modèles.
La première méthode d'adaptation au domaine étudiée est elle qui onsiste simple-
ment à onaténer le orpus spéique au domaine, au orpus général d'apprentissage
avant d'entraîner le système de tradution. Comme il est possible de le onstater dans
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les résultats présentés dans le tableau VI.9 ligne (2), ette méthode naïve permet d'ob-
tenir un gain signiatif en termes de sores BLEU et TER (+37,0 % et -25 %) en
dépit du fait que les données de type spéiques ne représentent que 0,5 % du orpus
total d'apprentissage. Néanmoins, e gain augmente si on augmente le poids attribué
aux données spéiques dans le orpus d'apprentissage, ii par dupliation des données
(résultats lignes (3), (4) et (5)). Le système atteint sa meilleure performane en termes
de sores BLEU et TER (+48,2 % et -45,0 %) ave des données spéiques représentant
35,5 % de la taille totale du orpus d'apprentissage (ligne (4)).
Systèmes TER (BLEU )
PBMT Général 46,7 (33,3)
(1) SPES et domaine spéique 39,2 (40,1 )
 Adaptation basée sur le orpus 
(2) 1×orpus du domaine spéique (= 0,5 %) 35,2 (45,5 )
(3) 10×orpus du domaine spéique (= 5,2 %) 33,1 (48,5 )
(4) 102×orpus du domaine spéique (= 35,5 %) 32,3 (49,2 )
(5) 103×orpus du domaine spéique (= 84,5 %) 32,6 (48,9 )
 Adaptation basée sur les modèles 
(6) TTs + TTg + MLs + MLg 33,0 (47,9 )
(7) TTs + TTg + MLi 32,2 (49,2 )
Table VI.9  Performanes  sores TER (BLEU )  sur un domaine spéique selon
la méthode d'adaptation au domaine
Les méthodes d'adaptation au domaine basées sur les orpus néessitent de ré-
apprendre entièrement un système de tradution et augmentent onsidérablement la
taille du orpus d'apprentissage (et don la durée néessaire à elui-i). Par la suite,
plutt que de onaténer toutes les données d'apprentissage disponibles, nous avons
testé deux méthodes basées sur les tables de tradution (TT) multiples et des modèles
de language (ML).
Dans un premier temps, nous avons onstruit des tables de tradutions et des mo-
dèles de langage pour haun des ensembles de données (TTs et MLs spéiques au
domaine et, TTg etMLg de domaine général). Dans un deuxième temps, nous les avons
ombinés dans le modèle log-linéaire du système de tradution. Le résultat en termes
de sores BLEU et TER de ette méthode d'adaptation, nommée  TTs + TTg +
MLs + MLg , apparait ligne(6) du tableau VI.9.
Nous avons ensuite testé une deuxième tehnique onsistant à interpoler les deux
modèles de langage, général et spéique (respetivement MLg et MLs), en un seul
modèle de langage (appelé par la suite MLi). Les poids d'interpolation des modèles de
langage sont estimés en utilisant l'algorithme EM
47
(pour Expetation-Maximisation
en anglais) puis les deux modèles sont fusionnés (en utilisant l'outil SRILM [Stolke
2002℄) dans un modèle unique. Nous observons une légère amélioration en termes de
47. http ://soureforge.net/apps/mediawiki/irstlm/index.php ?Title=LM_interpolation
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Hypothèse de tradution ...ave adaptation du SPES
(système (1) table VI.9)
...ave adaptation TTs+TTg+
MLi (système (7) table VI.9)
• There is some maxi-
mum quantity of water
vapor for eah of the va-
lue of the air tempera-
tures.
• There is some maxi-
mum amount of water va-
por for eah of the value
of the air temperature.
• There is a ertain amount
of water vapor maximum
possible for every value of
the air temperature.
• This is in onnetion
with the eets of noise.
• This is in onne-
tion with the eets of
aousti.
• This is in relation to the
aousti eets.
• A redution in
onsumption of animal
produts will very pro-
bably a positive eet
on onsumption of water
to agriulture
• A shift in onsumption
of animal produts will
most likely positive eet
on water onsumption to
agriulture
• A redution in the
onsumption of produts
of animal origin will very
probably a positive eet
on water onsumption of
agriulture
Table VI.10  Exemples de tradution selon la méthode d'adaptation au domaine
gains absolus BLEU et TER ave ette méthode (dénommée  TTs + TTg + MLi ,
ligne(7) dans le tableau VI.9).
Les résultats montrent que les tehniques  usuelles  d'adaptation au domaine pré-
sentées dans les expérimentations (sores TER de 32,2 à 35,2) permettent de surpasser
nettement le résultat obtenu en mettant en oeuvre un système de post-édition statis-
tique (TER de 39,2). La table VI.10 montre quelques exemples de tradution adaptées
au domaine en utilisant un système de post-édition appris sur des données spéialisées
ou en utilisant la meilleure méthode d'adaptation au domaine ( TTs + TTg + MLi ).
4 Conlusion
A travers es expérienes, nous avons tenté de fournir une meilleure ompréhension
de l'utilité des systèmes de post-édition statistique dans le but d'améliorer les résultats
d'un système de tradution probabiliste. Pour ela, nous avons tenté de répondre aux
questions suivantes : est-e que les résultats des SPES appris sur des données  simu-
lées  sont omparables à eux appris sur des données  réelles  ? Est-e qu'un SPES
peut améliorer les résultats d'un système de tradution probabiliste généraliste ? Est-e
qu'un SPES peut être utilisé pour adapter un système de tradution généraliste vers
un domaine spéique ? Dans e dernier as, est-e que les SPES sont plus eaes que
les méthodes  usuelles  d'adaptation au domaine ?
En premier lieu, nous avons montré qu'un système de post-édition statistique ap-
pris sur des données de domaine général de taille moyenne (≈ 9 000 phrases) n'apporte
auun gain en terme de sore BLEU et TER quand il est appliqué sur les résultats
d'un système de tradution probabiliste général. Ave de tels paramètres expérimen-
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taux, l'utilisation d'hypothèses de tradution orrigées manuellement (onguration
 réelle ) à la plae de tradutions professionnelles indépendantes du système (on-
guration  simulée ) donne des résultats légèrement plus satisfaisants.
Nous avons également observé que l'ajout de données pour l'apprentissage du SPES
n'est pas susant pour améliorer signiativement les performanes du système de tra-
dution de référene. Quelle que soit la taille des données disponibles pour l'apprentis-
sage sur SPES, il semble diile d'améliorer et de orriger les résultats d'un système
de tradution probabiliste généraliste à l'aide d'une post-édition statistique.
Cependant, en omparant notre SPES appris sur un domaine général à un SPES
appris sur un domaine spéique, nos expérienes montrent que e dernier nous per-
met d'atteindre des performanes signiativement meilleures. Un SPES est don plus
eae quand il est appris sur un orpus de données issues d'un domaine spéique et,
dans e ontexte, il peut être utilisé ave suès pour adapter un système de tradution
probabiliste généraliste à un domaine spéique. Nous avons remarqué que e gain de
qualité était dû, en grande partie, au fort taux de noms ommuns hors-voabulaire du
système général, reonnus et orrigés par le SPES spéique au domaine.
Dans nos dernières expérienes, nous avons hoisi de omparer l'adaptation au do-
maine faite par le système de post-édition statistique à d'autres méthodes d'adaptation
au domaine qui onsistent à apprendre des modèles de tradution et des modèles de
langage spéiques au domaine puis à les interpoler ave les modèles généraux. Dans
notre protoole, les méthodes d'adaptation utilisées partagent le même système de
tradution de référene et les même orpus d'apprentissage et de test. La qualité des
résultats des approhes basées sur l'adaptation des modèles de langage et de tradution
dépasse elle des résultats obtenus ave le SPES spéique. Il est toutefois important
de noter que es méthodes d'adaptation au domaine néessitent l'apprentissage d'un
nouveau système de tradution probabiliste. On peut failement imaginer des situa-
tions pratiques où il serait impossible de réer un nouveau système ('est le as d'un
système de tradution utilisé omme une  boîte noire ) ou des situations où il serait
plus avantageux de onserver un système de tradution généraliste sur lequel seraient
appliqués plusieurs SPES adaptés à diérents domaines.
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Chapitre VII
Utilisation du orpus de post-éditions
pour l'estimation de onane en
tradution automatique
Malgré les progrès réents, les tehnologies de tradution automatique n'ont pas
enore atteint une maturité susante pour garantir une performane omparable à
elle d'experts humains. La tendane de l'estimation de onane est apparue ave
le besoin d'évaluer et mesurer la abilité que l'on peut aorder à une hypothèse de
tradution fournie par un système automatique.
Cette problématique, fortement liée à la tâhe d'évaluation humaine, nous a sem-
blé être un terrain d'expérimentation intéressant pour exploiter notre orpus de post-
éditions présenté dans la partie IV.
1 Prinipe des mesures de onane
1.1 Qualité d'une tradution automatique et produtivité en
terme de post-édition
L'utilisation grandissante des résultats de systèmes de tradution automatique
omme  pré-tradution  fait émerger un ontexte où la qualité d'une tradution
automatique est estimée en fontion des post-traitements néessaires pour la transfor-
mer manuellement en une  bonne  tradution. Le rapport entre le résultat obtenu et
les ressoures mises en ÷uvre pour l'obtenir est appelé  produtivité  et peut être
mesuré par le oût de e post-traitement ou  l'eort de post-édition . Ainsi, moins
une tradution automatique néessitera d'opérations de post-édition, plus sa qualité
sera estimée omme grande.
La orrélation entre les métriques d'évaluation de la qualité et la produtivité en
termes de post-édition est alulée soit à partir d'informations réelles provenant de
l'ation de post-édition (nombres d'opérations eetuées, temps passé, mesures ou-
lométriques, et.) soit sur la base d'estimation subjetive de l'eort de post-édition
faite par des annotateurs. Bien souvent, 'est ette dernière solution qui est retenue
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ar moins oûteuse et ne néessitant pas de post-édition de la tradution. Les éhelles
de mesure se basent alors sur le taux de post-édition estimé par des annotateurs qui
évaluent l'eort néessaire pour transformer une tradution automatique donnée en
une tradution de qualité  publiable . Les éhelles omportent généralement 3, 4 ou
5 lasses ordonnées représentant des niveaux de qualité. La première lasse représente
généralement les tradutions automatiques les plus  mauvaises , pour lesquelles il
est plus produtif de re-traduire diretement à partir de la phrase soure, et la der-
nière lasse représente les tradutions automatiques de bonne qualité, publiables telles
quelles sans post-édition néessaire. Les onsignes de lassiation ontienent tradi-
tionnellement des desriptions de lasses de la forme [Speia et al. 2009b℄ :
1. une re-tradution omplète est requise ;
2. la post-édition est plus rapide qu'une re-tradution ;
3. peu d'opérations de post-édition sont néessaires ;
4. onvient telle quelle pour le but reherhé.
Il est toutefois important de noter que la notion d'eort de post-édition dépend des
mesures utilisées pour la aluler. L'eort de post-édition tel que perçu par un annota-
teur humain, est un sore subjetif qui peut être inuené par des biais de pereptions.
Dans [Koponen 2012℄ par exemple, les auteurs omparent l'eort ognitif, ou l'eort
de post-édition évalué par les annotateurs humains, ave l'eort  tehnique  ou le
nombre réel d'opérations d'édition eetuées. Les résultats expérimentaux soulignent
le fait que es deux mesures ne sont pas toujours orrélées et que, par exemple, les
phrases longues (en termes de nombre de mots) sont évaluées omme ognitivement
oûteuses et e, même si le taux de post-édition requis est relativement bas.
Par la suite, nous mesurerons la qualité d'une tradution fournie par un système
automatique en fontion du taux de post-édition néessaire pour la transformer en
une tradution répondant aux ritères donnés dans la partie IV.4. Ce taux de post-
édition sera estimé par la métrique TER alulée entre les hypothèses de tradution
automatiques et leurs post-éditions.
1.2 Dénition de la mesure de onane
L'estimation de onane pour la tradution automatique permet d'estimer la qua-
lité d'un résultat de tradution automatique en temps réel, sans avoir reours à une
tradution de référene.
Les modèles atuels utilisent des tehniques d'apprentissage automatique pour pré-
dire un sore de qualité à partir d'un ensemble d'indiateurs extraits de l'hypothèse
de tradution à évaluer, de la phrase soure dont elle est issue, et éventuellement d'un
ensemble de ressoures additionnelles. Etant donnés un segment soure S, sa tradution
automatique H et un ensemble de ressoures additionnelles R, l'objetif des systèmes
de mesures de onane est d'utiliser des indiateurs de aratéristiques extraits du
triplet (S, H, R), pour apprendre un modèle apable de prédire un sore représentant
la onane que l'on peut aorder à l'hypothèse de tradution H.
Cet axe de reherhe est relativement réent puisque les premiers travaux sur les
mesures de onane pour la tradution automatique ont été présentés en 2003 dans
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[Blatz et al. 2003℄. L'intérêt s'est renforé réemment ave le besoin roissant de dé-
velopper des méthodes de détetion d'erreurs et d'analyse des sorties de systèmes de
tradution automatique omme par exemple dans [Mohit et Hwa 2007℄.
Même si les mesures de onane portent généralement sur les phrases, quelques
études se sont intéressées à l'estimation au niveau sous-phrasique (segments, mots).
Les axes de reherhe atuels portent essentiellement sur les tehniques d'appren-
tissage automatique utilisées et les indiateurs utiles dans l'évaluation de la qualité de
la tradution.
1.3 Evaluation de systèmes de tradution et mesures de onane
Les métriques automatiques usuelles ommme BLEU, NIST ou TER produisent
des sores de qualité en alulant la similarité entre une hypothèse issue d'un système
de tradution automatique et une seonde tradution donnée omme référene. Ce
type d'évaluation a pour but d'évaluer la apaité  globale  d'un système à traduire
des textes et est, par exemple, utilisée pour omparer diérents systèmes dans les
ampagnes d'évaluation. De part leur nature, es métriques basées sur un alul de
similarité sont très ontroversées et néessitent des tradutions de référene oûteuses
à produire.
En prenant en ompte es problèmes, plusieurs études se sont penhées sur des
métriques permettant d'évaluer la qualité de la tradution à l'éhelle de la phrase,
sans avoir besoin de tradution de référene. L'idée est ii de produire une métrique
 loale  ayant pour objetif d'évaluer la apaité du système à traduire une phrase
partiulière.
1.4 Usages des mesures de onane
La reherhe en estimation de onane est motivée par le besoin de disposer d'une
évaluation d'un résultat de tradution automatique, en temps réel, et sans néessiter
de tradution de référene.
L'estimation de onane peut prouver son utilité dans tous les as néessitant une
estimation de la qualité d'une sortie de système de tradution automatique et peut
fournir une information préieuse, entre autres, pour :
 déider si une tradution donnée est de qualité susante pour être publiée telle
quelle [Soriut et Ehihabi 2010℄ ;
 informer des utilisateurs monolingues de la langue soure sur la onane à a-
order à une tradution donnée ;
 ltrer les tradutions qui ne sont pas assez bonnes pour que leurs post-éditions
permettent un gain de temps au traduteur professionnel [Speia 2011, He et al.
2010℄ ;
 séletionner la meilleure parmi plusieurs hypothèses de tradution provenant ou
non de systèmes diérents [Soriut et Narsale 2012℄.
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2 Modèles de prédition pour l'estimation de onane
Les travaux atuels sur l'apprentissage automatique de modèles d'estimation de
onane s'intéressent prinipalement à deux aratéristiques essentielles : la méthode
d'apprentissage utilisée et le type d'indiateurs qu'ils onsidèrent.
2.1 Méthodes d'apprentissage pour les modèles de prédition
Les tehniques d'apprentissage pour les modèles de prédition reposent générale-
ment sur des algorithmes utilisant des méthodes supervisées. Etant donné un ensemble
de préditeurs X donnés en entrée, le but est de prédire les valeurs des variables de
sortie Y , à partir d'un ensemble d'apprentissage annoté (X, Y ).
Le type d'approhe utilisé dépend en partie de la nature des variables de sortie. La
tâhe d'apprentissage de mesures de onane est formulée soit omme une tâhe de
lassiation (on herhe à prévoir les valeurs d'une variable disrète ou atégorielle),
soit omme une tâhe de régression (on herhe à prévoir les valeurs d'une variable
ontinue), soit, nalement, omme une tâhe de lassement (on herhe à ordonner un
ensemble d'hypothèses selon l'estimation de leurs qualités).
Par la suite, on s'intéressera aux approhes par lassiation et régression.
Approhe par régression
Les problèmes de régression onsistent à prédire, à partir d'une base d'apprentissage,
des valeurs numériques ontinues pour un ensemble de données.
Le but est d'apprendre une orrespondane entre un veteur d'entrée (onstitué de
valeurs d'indiateurs) de dimension n : X = Rn, et un espae de valeurs (qui peuvent
être bornées ou non) : Y = R.
Dans le as de la tradution automatique, l'approhe par régression onsiste à onsi-
dérer la tâhe d'estimation de onane omme la prédition d'un sore ontinu repré-
sentant la qualité d'une phrase traduite [Albreht et Hwa 2007, Speia et al. 2009a, Spe-
ia et al. 2009b℄.
Approhe par lassiation
Les problèmes de lassiation sont un as partiulier de régression où les valeurs
des variables à prédire sont disrètes. La lassiation onsiste à prédire les lasses
d'un ensemble de données à partir d'une base d'apprentissage pré-lassiée. Le but
est d'apprendre une orrespondane entre un veteur d'entrée (onstitué de valeurs
d'indiateurs) de dimension n : X = Rn, et l'espae des lasses de dimension m :
Y = {C1, C2, ..., Cm}. Cette orrespondane est établie par un lassieur.
Parmi les travaux reposant sur ette approhe, on peut iter [Quirk 2004℄, [Kulesza
et Shieber 2004℄ ou enore [Blatz et al. 2003℄ qui onsidèrent la tâhe d'estimation de
onane omme une lassiation binaire des tradutions automatiques en  bonnes 
ou  mauvaises .
2. MODÈLES DE PRÉDICTION POUR L'ESTIMATION DE CONFIANCE 113
Tehniques d'apprentissage
Divers tehniques d'apprentissage supervisé ont montré leur eaité pour la mo-
délisation d'estimateurs de onane en tradution automatique : les arbres de déision
[Soriut et al. 2012℄, les modèles de régression logistique [Raybaud et al. 2011℄, les ré-
seaux de neurones [Gandrabur et Foster 2003℄, les modèles des moindres arrés partiels
ou PLS (pour Partial Least Square en anglais) [Suzuki 2011℄ ou enore les Séparateurs
à Vaste Marge ou SVM (pour Support Vetor Mahine en anglais)[Speia et al. 2009a℄.
Les SVMs ont été développés dans les années 1990 et représentent un ensemble
de tehniques d'apprentissage supervisé destinées à résoudre des problèmes de disri-
mination et de régression. Il s'agit de la tehnique que nous avons séletionnée pour
modéliser notre système de prédition.
2.2 Indiateurs de qualité pour les modèles de prédition
L'apprentissage de mesures de onane se fait sur la base de aratéristiques déri-
vant un ou plusieurs éléments du triplet : {phrase soure, hypothèse de tradution, sys-
tème de tradution}. On appelle indiateurs de qualité pour les modèles de prédition,
les variables aratéristiques qui vont permettre d'estimer la qualité de la tradution.
Ces variables peuvent être monolingues, bilingues, elles peuvent être dépendantes
ou indépendantes du système de tradution et peuvent provenir en partie de ressoures
linguistiques externes, additionnelles.
Types de aratéristiques
Ces aratéristiques, qui ont pour objetif de fournir des informations sur la dif-
ulté de tradution d'une phrase, peuvent prendre en onsidération divers éléments
omme :
 les longueurs des phrases (la longueur de la phrase soure, de la phrase ible, le
rapport des longueurs, et.) ;
 les probabilités de la phrase soure et ible selon un modèle de langage ;
 les statistiques de fréquene des mots et n-grammes des phrases soures et ible
(ratio type-token d'un mot de la phrase, la fréquene d'un n-gramme alulé sur
un orpus monolingue, et.) ;
 les signes de pontuation et leurs nombres dans les phrases soures et ibles
(appariement, superposition, et.) ;
 les sores fournis par le système de tradution (les sores d'alignement, le sore
global de déodage, et.) ;
 des ressoures linguistiques additionnelles (WordNet, étiquettes morpho-syntaxiques,
et.).
Il est important de noter que si le type des aratéristiques peut paraître intuitif
et leur utilisation évidente, trouver la forme exate pour les introduire dans le système
représente un travail onséquent.
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Séletion d'indiateurs de qualité
Dans un premier temps, les études en estimation de onane pour la tradution
automatique se sont onentrées sur la déouverte de nouvelles soures d'information
pour les indiateurs de qualité. Les systèmes réés étaient alors appris sur plusieurs
dizaines de variables aratéristiques omme par exemple dans [Blatz et al. 2003℄ où le
système utilise 91 fontions de aratéristiques.
Peu à peu, des travaux se sont intéressés à l'inuene et à la séletion de es india-
teurs de qualité. Dans leur étude, [Speia et al. 2009a℄ onstatent que la séletion d'in-
diateurs disriminants permet d'augmenter les performanes du système : le meilleur
résultat est obtenu ave une séletion de 32 indiateurs de qualité pertinents sur un
total de 84.
Une manière simple d'étudier l'impat d'une variable aratéristique sur le sore
produit par le système d'estimation de onane est, par exemple, de mesurer la or-
rélation entre e sore ave elui prédit par la fontion testée.
Indiateurs monolingues vs bilingues
Les variables aratéristiques utilisées pour l'estimation de onane peuvent repo-
ser uniquement sur l'informationmonolingue ontenue dans la phrase soure ou peuvent
prendre en onsidération l'hypothèse fournie par le système de tradution ('est-à-dire
le ouple {phrase soure, hypothèse de tradution}).
Dans le premier as, on parlera d'indiateurs monolingues. L'analyse de la phrase
soure peut être enrihie par l'utilisation de orpus représentatifs de la langue étu-
diée ou l'appliation d'outils d'analyse morphologique ou syntaxique. L'intérêt est ii
de pouvoir prédire la diulté de tradution de la phrase soure en amont de tout
proessus de tradution.
Les exemples (1), (9), (10) et (11) du tableau VII.1 (voir page 123) sont, par
exemple, des indiateurs monolingues alors que les exemples (3) (5) et (6) sont des
indiateurs bilingues.
Indiateurs blak-box et glass-box
Parmi les variables aratéristiques présentées dans la littérature, on peut distinguer
elles extraites du proessus de tradution (indiateurs glass-box ) et elles qui sont
extraites des phrases soures et ibles (éventuellement d'autres orpus) mais qui sont
indépendantes du proessus de tradution (indiateurs blak-box ).
L'intérêt de es dernières est, d'une part, qu'elles peuvent être utilisées lorsque l'on
n'a pas aès au système de tradution (e qui peut être le as pour des systèmes de
tradution ommeriaux), et d'autre part, qu'elles peuvent être appliquées à diérents
outils de tradution.
Même si les indiateurs de qualité indépendants du système de tradution ontri-
buent de façon ertaine à la performane des systèmes atuels (ils représentent, par
exemple, plus de la moitié des indiateurs séletionnés dans [Speia et al. 2009a℄), à
e jour, auune étude ne montre la possibilité d'envisager l'apprentissage d'un sys-
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tème d'estimation de onane eae uniquement sur la base de e type d'indiateurs
(blak-box ).
Les fontions (14), (15) et (16) du tableau VII.1 (voir page 123) sont des exemples
d'indiateurs dépendants du système de tradution.
3 Mesures de onane apprises à partir de post-
éditions
La partie suivante dérit l'élaboration et l'évaluation de modèles d'estimation de
onane appris sur notre orpus de post-éditions présenté dans la partie IV.
3.1 Cadre expérimental
Campagne d'évaluation WMT
Dans le soui de situer nos travaux par rapport à l'état de l'art des études existantes,
nous avons hoisi de séletionner nos paramètres expérimentaux de façon à pouvoir
omparer nos résultats ave eux obtenus par les partiipants à la tâhe d'estimation
de qualité de la ampagne d'évaluation internationale WMT ayant eu lieu pour la
première fois, en juin 2012, à Montréal au Canada. Les organisateurs de la ampagne
d'évaluation proposent, pour la tâhe, un adre expérimental de référene inspiré des
travaux présentés dans [Speia 2011℄. Celui-i ontenant :
 un ensemble de 17 indiateurs de qualité ;
 un orpus onstitué de phrases soure anglaises et de leurs tradutions en espagnol
faites par un système de tradution statistique basé sur Moses. Ce orpus est
déomposé en un ensemble de 1 832 phrases destinées à l'apprentissage du système
d'estimation de onane et 442 phrases destinées à son évaluation ;
 un sore de qualité assoié à haque hypothèse de tradution du orpus et alulé
sur la base de l'eort de post-édition estimé par trois annotateurs. Le sore est
ontinu dans l'intervalle [1; 5] et représente la moyenne des 3 sores proposés par
les annotateurs en respetant les onsignes fournies dans le tableau de la gure
VII.1 ;
 deux métriques d'évaluation du modèle de prédition : MAE et RMSE (présentées
par la suite dans la partie 3.1.0) ;
Le détail des paramètres expérimentaux et les résultats des partiipants à la am-
pagne d'évaluation sont présentés dans [Callison-Burh et al. 2012℄.
Il est important de noter que même si le système d'évaluation de référene proposé
est onsidéré omme une  baseline , il représente en réalité un système performant
qui a prouvé son eaité pour plusieurs paires de langues, systèmes de tradution
et orpus d'appliation : lors de l'évaluation de 2012, seuls 5 partiipants sur 20 sont
parvenus à améliorer signiativement les résultats obtenus par elui-i.
Les expérienes proposées, par la suite, dans e hapitre s'inspirent en grande partie
du protoole expérimental de la ampagne d'évaluation WMT 2012. La prinipale dié-
rene est la substitution du orpus fourni lors de la ampagne (orpus anglais/espagnol
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de 2 274 phrases) par notre orpus dérit dans la partie IV (orpus français/anglais
de 10 881 phrases) et l'utilisation de taux de post-édition alulés de manière empi-
rique (sur des post-éditions humaines) plutt qu'estimés de manière subjetive par des
annotateurs.
Classe Taux de post-édition (PE)
1 ≥ 70 % de PE
2 50 % ≥ PE ≤ 70 %
3 25 % ≥ PE ≤ 50 %
4 10 % ≥ PE ≤ 25 %
5 ≤ 10 % de PE 10
20
30
40
50
0 1 2 3 54
Classes
Effectif des phrases en pourcentage
(%)
3 %
24 %
39 %
25 %
9 %
Figure VII.1  Consignes de l'annotation de données WMT'12 : lassement des tra-
dutions automatiques selon le taux de post-édition estimé par les annotateurs et ré-
partition des 1832 phrases du orpus
Indiateurs de qualité séletionnés
Le orpus onsidéré est elui dérit dans la partie IV : il ontient 10 881 phrases
soures françaises traduites en anglais par notre système de tradution de référene.
Les indiateurs retenus pour nos expérimentations sont les 17 fontions de araté-
ristiques présentées dans le système de mesure de qualité de référene de la ampagne
d'évaluation WMT 2012, auxquels nous avons ajouté un indiateur représentant le
nombre de noms ommuns de la phrase soure inonnus du modèle de tradution.
Les 18 indiateurs de qualité utilisés pour notre modèle d'estimation de onane
sont listés i-après :
 le nombre de mots dans la phrase soure ;
 le nombre de mots dans l'hypothèse de tradution ;
 le nombre moyen de aratères dans les mots de la phrase soure ;
 la probabilité de la phrase soure selon un modèle de langage soure ;
 la probabilité de l'hypothèse de tradution selon un modèle de langage ible ;
 le nombre moyen d'ourrenes des mots dans l'hypothèse de tradution (ratio
type/token) ;
 le nombre moyen de tradutions par mot de la phrase soure donné par le modèle
de tradution (on onsidère seulement les tradutions pour lesquelles la probabi-
lité de tradution lexiale est stritement supérieure à 0,2) ;
 le nombre moyen de tradutions par mot de la phrase soure donné par le modèle
de tradution (on onsidère seulement les tradutions pour lesquelles la proba-
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bilité de tradution lexiale est stritement supérieure à 0,01) pondéré par la
fréquene inverse de haque mot soure dans le orpus d'apprentissage ;
 la proportion d'uni-grammes se situant dans le premier quartile (Q1) des fré-
quenes d'uni-grammes du orpus soure d'apprentissage du SMT
48
;
 la proportion d'uni-grammes se situant dans le dernier quartile (Q4) des fré-
quenes d'uni-grammes du orpus soure d'apprentissage du SMT ;
 la proportion de bi-grammes se situant dans le premier quartile (Q1) des fré-
quenes de bi-grammes du orpus soure d'apprentissage du SMT ;
 la proportion de bi-grammes se situant dans le dernier quartile (Q4) des fré-
quenes de bi-grammes du orpus soure d'apprentissage du SMT ;
 la proportion de tri-grammes se situant dans le premier quartile (Q1) des fré-
quenes de tri-grammes du orpus soure d'apprentissage du SMT ;
 la proportion de tri-grammes se situant dans le dernier quartile (Q4) des fré-
quenes de tri-grammes du orpus soure d'apprentissage du SMT ;
 la proportion des uni-grammes de la phrase soure présents dans le orpus soure
d'apprentissage du SMT ;
 le nombre de signes de pontuation dans la phrase soure ;
 le nombre de signes de pontuation dans l'hypothèse de tradution ;
 le nombre de noms ommuns de la phrase soure inonnus par le modèle de
tradution.
A haque phrase du orpus est don assoié un ensemble de 18 valeurs orrespon-
dants aux indiateurs de qualité présentées i-dessus. Ces valeurs sont, par la suite,
normalisées dans l'intervalle [−1; 1].
Chaque phrase du orpus est don représentée par un veteur xi ∈ [−1; 1]
m
ave
m le nombre de préditeurs (ii m = 18) et i ∈ 1, ..., n, n étant la taille du orpus en
nombre de phrases (ii n = 10881).
Lors des expérimentations, le orpus de 10 881 phrases est divisé en un ensemble
d'apprentissage et un ensemble de test disjoints.
Apprentissage par Séparateurs à Vastes Marges
Le orpus d'apprentissage annoté est utilisé pour entrainer des Séparateurs à Vaste
Marge (ou SVM) à l'aide du logiiel LIBSVM [Chang et Lin 2011℄. Les séparateurs
appris utilisent une fontion noyau à base radiale (ou RBF pour radial basis funtion
en anglais). Il est à noter que d'autres fontions ont été testées pour des résultats
similaires à eux obtenus ave le noyau RBF. Les valeurs des deux paramètres de la
fontions noyau (γ et C) sont ajustés par une tehnique de validation roisée sur le
orpus d'apprentissage (partition de 5 sous-éhantillons).
La tehnique SVM est utilisée pour apprendre, d'une part, un modèle de régression
destiné à prédire la valeur numérique du sore TER assoié à un ouple (phrase soure,
48. Calul de la fréquene des n-grammes ontenus dans le orpus d'apprentissage soure puis uti-
lisation des quartiles (Q1,Q2,Q3,Q4) de et ensemble pour aluler les appartenanes des n-grammes
de la phrase soure à es lasses. On rappelle que la premier quartile ontient les mots du orpus les
plus rares (les moins fréquents) alors que le dernier quartile ontient les mots les plus fréquents du
orpus.
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hypothèse de tradution) donné, et d'autre part, un lassieur destiné à assoier une
lasse de qualité à e même ouple.
Evaluation
L'intérêt préditif des modèles appris est évalué sur un orpus de test de 881 phrases.
Les valeurs prédites par les modèles et les valeurs de référene assoiées aux phrases
sont utilisées pour aluler deux indiateurs statistiques de préision : la moyenne arith-
métique des valeurs absolues des éarts entre les prévisions et les référenes (ou MAE
pour Mean Absolute Error en anglais) et l'erreur quadratique moyenne ou l'erreur-type
(ou RMSE pour Root Mean Squared Error en anglais), la raine arrée de la moyenne
des diérenes au arré entre les prévisions et les référenes dont les formules sont les
suivantes :
RMSE =
√√√√ 1
N
N∑
i=1
(yˆi − yi)2
MAE =
1
N
N∑
i=1
|yˆi − yi|
ave N = 881, yˆi la valeur prédite par le modèle et yi la valeur de référene du orpus.
Les sores MAE et RMSE sont des mesures de même unité que les données : un
sore MAE de 0,80 signiera qu'en moyenne, la diérene entre la valeur de référene
et la valeur de la prédition du modèle est de 0,80 points.
Les sores MAE et RMSE sont ontinus dans l'intervalle [0; + inf[. Plus ils sont
faibles, meilleur est le modèle de prédition évalué.
L'interprétation du sore RMSE est similaire à elle du sore MAE mais e dernier
est plus sensible aux erreurs de prévisions les plus importantes : lors du alul de la
métrique RMSE, les éarts entre les valeurs prédites et les valeurs de référene sont
élevés au arré avant d'être moyennés, e qui a pour résultat de donner un poids
important aux grandes erreurs d'estimation.
3.2 Modèles d'estimation de sores TER
On s'intéresse ii à l'estimation du sore TER tel que alulé entre l'hypothèse de
tradution et sa post-édition humaine.
Chaque phrase du orpus est représentée par :
 un veteur xi ∈ [−1; 1]
n
ave n le nombre d'indiateurs (ii n = 18) et i ∈ 1, ..., l,
l étant la taille du orpus en nombre de phrases ;
 une valeur yi ∈ [0; + inf[ représentant le sore TER de référene alulé entre
l'hypothèse de tradution et sa post-édition.
Ce problème de régression est traité par une fontion de prédition apprise sur le
orpus d'apprentissage, qui a haque ouple (xi; yi) assoie une valeur yˆi ∈ [0; + inf[
représentant le sore TER prédit par le modèle.
Deux systèmes de prédition sont appris : le premier sur un orpus d'apprentissage
de 1 000 phrases (système (1)) et le seond sur un orpus d'apprentissage de 10 000
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phrases (système (2)). L'évaluation des deux systèmes se fait sur un même orpus de
test de 881 phrases.
Système Taille du orpus d'apprentissage MAE RMSE
(1) 1 000 phrases 0,14 0,19
(2) 10 000 phrases 0,13 0,17
Table VII.2  Résultats des systèmes d'estimation du sore TER sur les hypothèses
de tradutions automatiques
Les résultats donnés dans le tableau VII.2 montrent que le système (2) appris sur
un orpus de 10 000 phrases obtient un sore MAE de 0,13 e qui signie que le modèle
d'estimation est apable de prédire un sore TER ave, en moyenne, un éart de 0,13
points omparé au sore TER de référene alulé entre l'hypothèse de tradution et sa
post-édition. Le modèle appris estime don ave une préision relativement importante
(en moyenne 0,13 points d'erreur) le taux de post-édition d'une hypothèse de tradution
exprimé en sore TER.
Les résultats permettent également de onstater que la taille du orpus d'appren-
tissage n'inue que très peu sur la qualité du préditeur en termes de mesures MAE
et RMSE : l'ajout de données d'apprentissage (de 1 000 phrases à 10 000 phrases),
possible grâe à notre orpus, améliore le sore MAE de 0,01 point et le sore RMSE
de 0,02 points.
3.3 Modèles de lassiation des hypothèses de tradution
L'objetif est ii de pouvoir assoier automatiquement une hypothèse de tradution
à une lasse représentant sa qualité. Pour ela, nous avons hoisi, sur le modèle de la
ampagne d'évaluation WMT, de dénir inq lasses de qualité sur la base du taux de
post-édition néessaire pour parvenir à une  bonne  tradution de la phrase soure :
la lasse 5 représentant les tradutions jugées  bonnes , pour lesquelles les opérations
de post-édition à eetuer sont peu nombreuses, voire nulles, et la lasse 1 représentant
les tradutions jugées  mauvaises  pour lesquelles les opérations de post-édition sont
estimées nombreuses.
Dans le soui de pouvoir omparer nos résultats à eux présentés lors de la am-
pagne d'évaluation WMT 2012, nous expérimentons deux répartition des données. La
première répartition, présentée dans la gure VII.2, présente des intervales de lasses
ohérents ave les onsignes données aux annotateurs lors de la lassiation des don-
nées de WMT : le sore TER représentant, par sa dénition, le taux de post-édition,
les intervalles de lasses des données WMT (voir gure VII.1) sont onservés tels quels.
Néanmoins, on remarque que les distributions entre la répartition faite à partir
du taux de post-édition estimé sur les données WMT (voir gure VII.1) et elle faite
à partir du taux de post-édition alulé empiriquement sur notre orpus (voir gure
VII.2) ne sont pas omparables. Dans notre as, la lassiation faite selon les onsignes
 théoriques  usuelles mène à une distribution hétérogène suseptible de rendre diile
la prédition des lasses à faible eetif.
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Cette diérene entre les distributions peut être expliquée par la nature des don-
nées : dans notre as l'eort de post-édition est alulé automatiquement (via le sore
TER) entre l'hypothèse de tradution et sa post-édition alors que dans les données
WMT le taux de post-édition est estimé de façon subjetive par un annotateur hu-
main.
Fae à e onstat, nous proposons une deuxième répartition, dérite dans la gure
VII.3 et présentant un diagramme de distribution s'approhant d'une ourbe de Gauss
(ou  en lohe ), omparable à elui des données de WMT.
Classe Sore TER
1 TER ≥ 0,70
2 0,50 ≤ TER < 0,70
3 0,25 ≤ TER < 0,50
4 0,10 ≤ TER < 0,25
5 TER ≤ 0,10 10
20
30
40
50
0 1 2 3 54
Classes
Effectif des phrases en pourcentage
(%)
0,73 %
2,57 %
13,23 %
44,16 %
39,28 %
Figure VII.2  Proposition de lassement n
o
1 selon le sore TER et répartition des
10 881 phrases du orpus dans les lasses
Classe Sore TER
1 TER > 0,70
2 0,35 < TER ≤ 0,70
3 0,15 < TER ≤ 0,35
4 0 < TER ≤ 0,15
5 TER = 0 10
20
30
40
50
0 1 2 3 54
Classes
Effectif des phrases en pourcentage
(%)
8,79 %
1,43 %
20,92 %
25,70 %
43,22 %
Figure VII.3  Proposition de lassement n
o
2 selon le sore TER et répartition des
10 881 phrases du orpus dans les lasses
Après la distribution en lasses, haque phrase du orpus est représentée par :
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 un veteur xi ∈ [−1; 1]
n
ave n le nombre de préditeurs (ii n = 18) et i ∈ 1, ..., l,
l étant la taille du orpus en nombre de phrases ;
 une lasse ci ∈ {1, 2, 3, 4, 5} représentant la qualité de l'hypothèse de tradution
en termes de volume de post-édition à eetuer.
Ce problème de lassiation est traité par une fontion de prédition, apprise sur le
orpus d'apprentissage, qui a haque ouple (xi; ci) assoie une valeur cˆi ∈ {1, 2, 3, 4, 5}
représentant la lasse prédite par le modèle.
Un système de prédition est appris sur haune des deux répartitions présentées
préédemment. L'apprentissage des deux systèmes se fait sur un orpus de 10 000
phrases et l'évaluation sur un orpus de test de 881 phrases.
Système Classes Taux de préision MAE RMSE
(3) Figure VII.2 48,5 % (428/881) 0,66 1,02
(4) Figure VII.3 48,0 % (422/881) 0,63 0,93
Table VII.3  Résultats des systèmes de prédition de lasse de qualité pour les
hypothèses de tradutions automatiques
Les résultats donnés dans le tableau VII.3 montrent que les deux systèmes ob-
tiennent un taux de préision de plus de 48 % e qui signie que, près d'une fois sur
deux, la lasse prédite par le système d'estimation de onane est identique à la lasse
donnée pour référene dans le orpus.
Le système (4), qui obtient de meilleures performanes que le système (3), présente
un sore MAE de 0,63 et un sore RMSE de 0,93. Si l'on interpréte es sores omme
l'erreur moyenne du système, on peut onlure que le modèle de prédition de qualité
attribue des lasses qui sont, en moyenne, très prohes (dans le sens ordinal) des lasses
de référene.
Si l'on ompare nos résultats à eux obtenus par les partiipants à la tâhe analogue
de la ampagne d'évaluation WMT 2012 [Callison-Burh et al. 2012℄, on onstate que
eux-i se situent à l'état de l'art voire parmi eux des systèmes jugés omme meilleurs
lors de l'évaluation. Cette omparaison doit ependant prendre en onsidération le
fait que le ritère de qualité dière d'une expérimentation à l'autre : les sores de la
ampagne d'évaluationWMT sont alulés à partir d'eorts de post-édition estimés par
des annotateurs humains et sont ontinus entre 1 et 5 (ils représentent une moyenne sur
3 annotateurs diérents) alors que le ritère utilisé dans nos expérimentation est disret
et estimé à partir du taux de post-édition alulé entre une hypothèse de tradution et
sa post-édition humaine.
4 Conlusion
Les résultats de l'étude présentée dans e hapitre montrent que le orpus de post-
éditions que nous avons olleté et présenté dans la partie IV, onstitue un ensemble
de données intéressant pour l'apprentissage de mesures de onane pour la tradution
automatique statistique.
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Nous avons extrait un ensemble de 18 indiateurs de qualité de notre orpus de
10 881 phrases et nous avons utilisé les post-éditions olletées pour apprendre quatre
Séparateurs à Vaste Marge (SVM) pour l'estimation de onane.
Les résultats obtenus montrent que les estimateurs réés sur es données produisent
des modèles de qualité à l'état de l'art pour prédire le taux de post-édition néessaire
à une hypothèse de tradution donnée et/ou pour lui aeter une lasse de qualité sur
une éhelle de 5 valeurs.
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Soure de l'information Exemples de desripteurs
Nombre de mots ou ara-
tères dans les phrases
1. Taille de S
2. Taille de H
3. Ratio entre la taille de S et H
4. Longueur moyenne des mots de S en aratères
Symboles numériques et
signes de pontuation des
phrases S et H
5. Reouvrement des symboles numériques et signes de pon-
tuation entre S et H
6. Proportion et ratio des symboles numériques et signes de
pontuation dans S et H
Modèles de langage
5. Probabilité d'un modèle de langage n-gramme appliqué sur
S et H
Modèle de tradution
5. Nombre moyen de tradutions alternatives par mot de la
phrase S pondéré ou non par la fréquene du mot
Distribution des n-
grammes de S 5. Statistiques sur les fréquenes de n-grammes dans le orpus
d'apprentissage (= ouverture de la phrase S dans le orpus
d'apprentissage)
Analyse syntaxique et mor-
phologique
5. Proportion de noms/verbes/adjetifs/et. dans S
6. Probabilité de la séquene des étiquettes morpho-
syntaxiques de S estimée par un modèle de langage
Liste de tradutions andi-
dates donnée par le déo-
deur (n-best list)
5. Ratio entre le nombre de mots diérents dans la liste et la
taille moyenne de la tradution (= uniformité des tradu-
tions de la liste)
6. Probabilité de H donnée par un modèle de langage appris
sur la liste des tradutions de la liste
Sores donnés par le déo-
deur du système de tradu-
tion (Moses)
5. Sores des fontions de aratéristiques du modèle
6. Sore global de tradution donné par le déodeur
7. Proportion de noeuds avortés dans le graphe de reherhe
du déodeur
Table VII.1  Exemples d'indiateurs de qualité pour l'estimation de onane en
tradution automatique (ave H une hypothèse de tradution et S la phrase soure
dont elle est issue)
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Conlusion et perspetives
Cette thèse présente nos ontributions à l'étude de l'apport de orretions de résul-
tats de tradutions (ou post-éditions) pour améliorer un système de tradution auto-
matique probabiliste.
Les travaux que nous avons présentés dans e manusrit sont issus d'une probléma-
tique et de motivations que nous pensons très atuelles dans le domaine de la tradution
automatique. Après les avoir brièvement rappelés, je propose une vue synthétique des
prinipaux résultats à retenir pour enn disuter, dans une dernière partie, des pers-
petives de reherhe qui s'en dégage.
Problématique et motivations
Les tehnologies de tradution automatique existantes sont à présent vues omme
une approhe prometteuse pour aider à produire des tradutions de qualité de façon
eae et à oût réduit. Cependant, l'état de l'art atuel des systèmes de tradution
automatiques est enore bien loin de permettre une automatisation omplète du proes-
sus et la oopération homme/mahine reste indispensable pour produire des résultats
de qualité. Même si ette intervention humaine peut se manifester à plusieurs niveaux
du proessus de tradution, la plus usuelle onsiste à post-éditer les sorties fournies
par le système de tradution automatique, 'est-à-dire eetuer une vériation (et, si
néessaire, une orretion) des résultats de tradution.
Ce travail de vériation et de orretion eetué par les utilisateurs sur les résultats
de tradution automatique onstitue une soure de données préieuses pour l'analyse
et l'adaptation des systèmes.
Cependant peu de travaux expérimentaux étudient la faisabilité et la performane
de l'intégration de post-éditions omme  orretions  du système automatique ayant
généré les tradutions. En eet, à e jour auun travail de reherhe publi ne mentionne
de façon expliite omment un système de tradution automatique pourrait s'adapter
pour bénéier de retours donnés par des utilisateurs.
Les travaux présentés dans e manusrit visent à étudier l'apport de tradutions
post-éditées pour améliorer le système de tradution automatique et proposer dié-
rentes tehniques pour exploiter les suggestions de orretions d'utilisateurs an de
tenter d'ajuster, au mieux, les systèmes automatiques.
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Prinipales ontributions
Nos expérienes préliminaires ont montré le potentiel de l'approhe mais également
fait ressortir le besoin de olleter un orpus ayant les aratéristiques adéquates pour
l'étude visée et les objetifs que nous nous sommes xés. Nous avons don olleté
un orpus d'environ 10 000 énonés français traduits en anglais par notre système de
tradution automatique probabiliste puis post-édités par des annotateur volontaires
et non néessairement traduteurs professionnels. Le orpus olleté nous a permis
d'analyser la spéiité de la nature d'un tel orpus mais aussi d'étudier plusieurs
aspets liés à l'intégration de es post-éditions au système de tradution. Les résultats
de nos études sont détaillés i-après.
Collete et évaluation d'un orpus de post-éditions faites par des annota-
teurs volontaires et non néessairement bilingues
Nous avons olleté un orpus de 12 381 hypothèses de tradution (soit environ
300 000 mots) post-éditées par des annotateurs volontaires non experts. Le orpus
post-édité est omposé de 10 881 hypothèses issues de notre système statistique de
référene et 1500 tradutions professionnelles utilisées usuellement omme référene
pour l'apprentissage et le test des systèmes. Toutes sont des tradutions anglaises
d'énonés français provenant de divers sites Web journalistiques.
An de limiter les oûts relatifs à la ollete, nous avons hoisi d'utiliser un plate-
forme de rowdsouring. Les problèmes légaux, éonomiques et éthiques impliqués par
la méthode de ollete nous ont amenés à dénir et respeter des prinipes de  bonne
onduite  pour l'utilisation de l'outil. Le ontrle de la abilité du ontenu réé par les
annotateurs non experts a été réalisé par nos soins, via une vériation rigoureuse et
systématique des annotations olletées. Le prol exigé des partiipants était une om-
préhension aisée de la langue franaise et une pratique ourante de la langue anglaise
sans néessairement être natif anglophone. La ollete s'est déroulée sur une durée de
4 mois et 12 jours et a oûté au total 2 040 dollars. Près de 560 personnes insrites sur
Amazon Mehanial Turk ont partiipé à la tâhe de post-édition.
Nous avons proédé à une évaluation de la qualité des énonés olletés sur un
sous-ensemble de 311 phrases du orpus post-édité via Amazon Mehanial Turk. Les
résultats montrent que 81,35 % sont des tradutions irréprohables ou aeptables de
la phrase soure et seulement 2,57 % ontiennent une ou plusieurs erreurs qui font
que la tradution reste fausse ou inomplète. La qualité des post-éditions olletées
via Amazon Mehanial Turk a également été omparée, sur un éhantillon de 111
phrases, ave des post-éditions faites par des traduteurs professionnels. Les résultats
montrent que 93,7 % des post-éditions non-professionnelles que nous avons olletées
sont onsidérées omme étant, au moins, de qualité professionelle.
Cette étude nous permet don d'inférer que, dans le ontexte des instrutions don-
nées et des moyens mis en ÷uvre pour ette ollete, le orpus de post-éditions que
nous avons olleté est de qualité quasi  professionnelle . Les données reueillies sont
mises gratuitement à la disposition de la ommunauté sientique et leur téléharge-
ment est possible, en ligne, à l'URL suivante :
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http://www-lips.imag.fr/geod/User/marion.potet/index.php?page=download
Analyse du orpus de post-éditions d'hypothèses de tradutions automa-
tiques
Le orpus olleté ontient 10 881 post-éditions d'hypothèses de tradution issues
de notre système de tradution statistique mais aussi 1 500 post-éditions de tradutions
dites  de référene , mises à disposition de la ommunauté par le biais des orpus bi-
lingues alignés. Ces dernières données (1 500 post-éditions) représentent des tradutions
faites par des traduteurs professionnels, souvent à l'éhelle d'un doument, indépen-
damment du système de tradution automatique pour lesquelle elles sont utilisées et
sans l'objetif d'être ré-utilisées pour eetuer des tâhes d'apprentissage automatique.
L'analyse des post-éditions olletées montre que 9 % des hypothèses de tradution
ont été jugées par les post-éditeurs omme ne néessitant pas de orretion lors de
la post-édition ('est-à-dire que 9 % des résultats de notre système de tradution de
référene sont onsidérés omme de parfaites tradutions de la phrase soure) alors que
les même statistiques faites sur les tradutions professionnelles de référene montrent
que seulement 28 % d'entre elles sont ondidérées omme orretes. Autrement dit,
72 % des tradutions données omme référene dans les orpus bilingues ont néessité
une orretion lors de la post-édition.
Cei peut être expliqué par le fait que les tradutions professionelles de référene
fournies ave les orpus bilingues alignés sont, dans le as des orpus utilisés ii, pro-
duites dans un ontexte de tradution à l'éhelle du texte dans son intégralité et non
de la phrase en tant qu'unité indépendante. Ces dernières ne sont don pas appro-
priées pour être onsidérées au niveau des phrases et de surroît dans un ontexte
d'apprentissage automatique phrase-à-phrase d'un système de tradution probabiliste.
Dans un deuxième temps, nous avons utilisé le orpus olleté pour mesurer la
similarité entre les diérents types de tradutions à l'aide des métriques WER, TER
et d (d = 100− scoreBLEU). Nous avons observé que la distane entre les tradutions
de référene et les hypothèses de tradution est deux fois plus importante que elle qui
relie es dernières à leurs orretions. De la même façon, les hypothèses de tradutions
orrigées et les tradution de référene sont exessivement éloignées alors que toutes
deux sont ensées être des tradutions  orretes  des mêmes phrases soures.
Le onstat qui ressort de es travaux est que les post-éditions, qui sont des tradu-
tions orretes, en théorie aussi prohes que possible de elles faites par le système de
réferene, sont plus propies à être utilisées dans un but d'adaptation voire de orre-
tion du système que les tradutions faites à l'éhelle d'un doument, indépendamment
du système de référene.
Exploitation du orpus olleté pour améliorer le système de tradution de
référene
Nous avons mené une série d'expérienes visant à intégrer le orpus de post-éditions
préédemment olleté dans le système de tradution, dans le but de l'améliorer. Après
avoir partitionné le orpus olletée en trois sous-ensembles (pour l'apprentissage, le
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développement et le test des systèmes), nous avons évalué deux protooles expérimen-
taux : l'enrihissement du système de tradution de référene par ajout d'une table de
tradution apprise sur les post-éditions et la post-édition automatique des résultats du
système de référene.
La première approhe, qui onsiste à ré-intégrer les post-éditions en enrihissant le
modèle de tradution du système de référene ave une table de tradution apprise sur
les post-éditions olletées, ne montre pas d'amélioration des sores automatiques par
rapport au système de référene. Les résultats de la deuxième approhe qui onsiste
à post-éditer automatiquement les résultats de tradution du système de référene,
montrent que elle-i onstitue une piste de travail intéressante pour ré-intégrer les
post-éditions humaines dans le proessus de tradution. Même si l'usage d'un post-
éditeur automatique  naïf  dégrade signiativement la qualité des sorties  brutes 
du système de tradution de référene, nous avons expérimenté plusieurs pistes d'adap-
tation du système an de mieux évaluer le potentiel et les limites de l'approhe.
Nous abservons dans un premier temps que l'ajustement des poids du modèle de
post-édition à l'aide de la méthode MERT permet bien d'augmenter signiativement
la qualité des résultats sur le orpus de test et e, quelque soit le type de référene utilisé
(les tradutions professionnelles indépendantes ou les post-éditions). Nous onstatons
également une amélioration des métriques d'évaluation automatique ave la méthode
de ltrage de la table de tradution du système de post-édition statistique (gain de
3,5 % de sore BLEU et 6,2 % de sore TER par rapport au système de post-édition
de référene) ainsi que le modèle de post-édition à arhiteture hiérarhique (gain de
3,4 % de sore BLEU et 5,8 % de sore TER par rapport au système de post-édition
de référene). D'un autre té, l'ajout d'un modèle de langage appris sur les post-
édition et l'ajout du ontexte soure de tradution ne permettent pas d'outrepasser les
performanes du système de post-édition de référene.
Au delà de l'appliation systématique de la post-édition statistique, nous expéri-
mentons la post-édition séletive des hypothèses de tradution. Bien que le sore 
orale  (séletion des phrases a posteriori) alulé pour évaluer le potentiel de la mé-
thode de post-édition séletive soit signiativement meilleur que elui obtenu ave la
post-édition systématique, les résultats montrent que le gain à espérer en développant
une méthode de séletion automatique des phrases à post-éditer est faible.
Utilisation de post-éditions pour orriger les sorties du système de tradu-
tion
A la lumière des résultats préedemment obtenus, nous avons tenté de fournir
une meilleure ompréhension de l'utilité des systèmes de post-édition statistique pour
améliorer les résultats d'un système de tradution probabiliste. Pour ela, nous avons
onduit une série d'expérienes faisant varier diérents paramètres en jeux dans l'ap-
pliation de tels systèmes.
En premier lieu, nous avons montré qu'un système de post-édition statistique ap-
pris sur des données de domaine général de taille moyenne (≈ 9 000 phrases) n'apporte
auun gain en terme de sore BLEU et TER quand il est appliqué sur les résultats
d'un système de tradution probabiliste général. Ave de tels paramètres expérimen-
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taux, l'utilisation d'hypothèses de tradution orrigées manuellement (onguration
 réelle ) à la plae de tradution professionnelles indépendantes du système (on-
guration  simulée ) donne des résultats légèrement plus satisfaisants.
Nous avons ensuite observé que l'ajout de données pour l'apprentissage du SPES
n'est pas susant pour améliorer signiativement les performanes du système de
tradution de référene. Quelle que soit la taille des données disponibles pour l'appren-
tissage sur SPES, il semble diile d'améliorer et de orriger les résultats d'un système
de tradution probabiliste généraliste à l'aide d'une post-édition statistique.
Si l'on ompare le SPES appris sur un domaine général à un SPES appris sur
un domaine spéique, nous onstatons que e dernier nous permet d'atteindre des
performanes signiativement meilleures. La post-édition statistique voit don son
eaité roitre ave la spéiité du domaine sur lequel le système est appris. Dans
e ontexte, le système peut don être utilisé ave suès pour adapter un système
de tradution probabiliste généraliste à un domaine spéique. Nous avons néanmoins
remarqué que e gain de qualité était dû, en grande partie, au taux important de
mots ommuns hors-voabulaire du système général, reonnus et orrigés par le SPES
spéique au domaine.
Dans nos dernières expérimentations, nous omparons l'adaptation au domaine faite
par le système de post-édition statistique à d'autres méthodes d'adaptation au domaine
qui onsistent à apprendre des modèles de tradution et des modèles de langage spé-
iques au domaine puis à les interpoler ave les modèles généraux. Dans notre proto-
ole, les méthodes d'adaptation utilisées partagent le même système de tradution de
référene et les même orpus d'apprentissage et de test. La qualité des résultats des
approhes basées sur l'adaptation des modèles de langage et de tradution dépasse elle
des résultats obtenus ave le SPES spéique. Il est toutefois important de noter que es
méthodes d'adaptation au domaine néessitent l'apprentissage d'un nouveau système
de tradution probabiliste. On peut failement imaginer des situations pratiques où il
serait impossible de réer un nouveau système ('est le as d'un système de tradution
utilisé omme une  boîte noire ) ou des situations où il serait plus avantageux de
onserver un système de tradution généraliste sur lequel seraient appliqués plusieurs
SPES adaptés à diérents domaines.
Utilisation de post-éditions pour l'estimation de onane en tradution
automatique
Il est usuellement admis que moins une hypothèse de tradution automatique né-
essite d'opérations de post-édition, plus sa qualité est estimée omme grande. A partir
de e onstat, nous avons utilisé notre orpus de post-éditions pour apprendre des mo-
dèles d'estimation de onane pour la tradution automatique. Par le biais de nos
expérimentations, nous avons proposé des modèles apables de prédire un sore de
qualité d'une tradution fournie par un système automatique diretement en fontion
de l'eort ou du taux de post-édition néessaire pour la transformer en une tradu-
tion répondant à nos ritères de qualité. Nous avons estimé le taux de post-édition
par la métrique TER alulée entre une hypothèse de tradution automatique et sa
post-édition.
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Nous avons extrait un ensemble de 18 fontions indiatries de qualité de notre
orpus de 10 881 phrases et nous avons utilisé les post-éditions olletées pour apprendre
deux types de Séparateurs à Vaste Marge (SVM) pour apprendre, d'une part, des
modèles de régression destinés à prédire la valeur numérique du sore TER assoié à un
ouple (phrase soure, hypothèse de tradution) donné, et d'autre part, des lassieurs
destinés à assoier une lasse de qualité à e même ouple.
Les résultats obtenus montrent que les deux types d'estimateurs réés sur es don-
nées produisent des modèles de qualité tant pour prédire le taux de post-édition nées-
saire à une hypothèse de tradution donnée que pour lui aeter une lasse de qualité
à 5 niveaux. En eet, le meilleur résultat des systèmes de prédition du taux de post-
édition montrent un sore MAE de 0,13, e qui signie que le modèle d'estimation est
apable de prédire un sore TER ave, en moyenne, un éart de 0,13 points omparé au
sore TER de référene alulé entre l'hypothèse de tradution et sa post-édition. Pour
les systèmes de lassiation de la qualité de tradution, le taux de préision de plus
de 48 % signie que, près d'une fois sur deux, la lasse de TER prédite par le système
d'estimation de onane est identique à la lasse donnée pour référene dans le orpus.
Ce résultat est renforé par les sores MAE et RMSE obtenus (respetivement de 0,63
et 0,93) qui montrent que le modèle de prédition de qualité attribue des lasses qui
sont, en moyenne, très prohes (dans le sens ordinal) des lasses de référene.
Les résultats de nos travaux montrent don que le orpus de post-éditions olleté
par nos soins, onstitue un ensemble de données intéressant pour l'apprentissage de
mesures de onane pour la tradution automatique statistique.
Perspetives de reherhe
Nos travaux ont montré que l'intégration de orretions humaines de tradution
automatiques dans les systèmes représentait une problématique prometteuse mais aussi
omplexe. L'analyse des résultats obtenus nous a permis de déteter les apports ainsi
que les limites des diérentes tehniques proposées dans nos travaux. Nous disutons
ii des extensions possibles de nos travaux ou d'autres pistes de reherhes liées à la
problématique.
Vers l'analyse et la lassiations d'erreurs
Une analyse approfondie du orpus de post-éditions olletées, et en partiulier
l'identiation et le reensement des erreurs orrigées par la post-édition, pourrait
permettre, en premier lieu, de déteter les erreurs de tradution du système et leurs
origines, voire de proéder à une analyse ne des launes du système de tradution.
Au delà des tehniques que nous avons présentées dans e manusrit, ette étude
pourrait débouher sur l'élaboration d'un système de lassiation des erreurs de tra-
dution, à l'instar de e qui est fait dans [Popovi et Ney 2007, Zhou et al. 2008, Po-
povi et Burhardt 2011℄. Ces travaux s'inspirent du shéma de lassiation d'erreurs
proposé dans [Vilar et al. 2006℄ pour élaborer un système qui identie les erreurs de
tradution et leur assigne une lasse prédénie (parmi les suivantes : erreur d'ine-
tion, erreur d'ordonnanement, omission, ajout et hoix lexial inorret) en utilisant
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le résultat des métriques WER et PER.
Pour aller enore plus loin, l'idée serait d'utiliser es lasses typologiques pour déte-
ter les erreurs présentes dans les résultats de tradution et de limiter leur propagation
et/ou répandre leurs orretions sur d'autres orpus à l'aide d'un système orretif se
basant sur la apture de shémas d'erreurs ( patterns ).
Il est important de noter que l'analyse d'erreurs étant intimement liée à la problé-
matique de l'évaluation  loale  de la qualité d'une tradution, il est essentiel de
onentrer une partie des eorts de reherhe sur ette problématique. L'évaluation
 loale  désigne l'évaluation au niveau d'une phrase ou d'une unité de tradution,
par opposition à l'évaluation  globale  usuelle des systèmes qui se fait au niveau d'un
orpus.
Vers un apprentissage atif et interatif
Au delà de l'intérêt évident du orpus de post-éditions que nous avons olleté pour
étudier et analyser les orretions et les erreurs produites par le système de tradution
automatique, elui-i onstitue une ressoure préieuse pour simuler le résultat d'une
annotation humaine dans les problématiques de reherhe basées sur la post-édition de
tradutions automatiques.
C'est le as par exemple de l'apprentissage atif, dont le prinipe est de réduire la
quantité de données d'apprentissage annotées requise pour qu'un système de tradution
automatique aquiert un ertain niveau en terme de qualité de tradution [Haari et
Sarkar 2009, Haari et al. 2009, Callison-Burh 2003℄. Le but est alors de minimiser le
oût de l'annotation en ne faisant appel à l'expertise humaine que lorsque l'utilité est
élevée.
Par opposition à l'approhe standard où la séletion des exemples d'apprentissage
du système est faite de façon séquentielle ou aléatoire, dans l'approhe ative, le sys-
tème automatique séletionne les exemples d'apprentissage qui lui semblent les plus
instrutifs, 'est-à-dire les phrases les plus à même d'aider à ré-entrainer le système
an qu'il atteigne, rapidement, une ertaine qualité. Les nouveaux exemples d'appren-
tissages ainsi séletionnés sont annotés par des experts humains et ajoutés aux données
d'apprentissage du système. Selon la satisfation d'un ritère d'arrêt, le proessus est
ré-itéré ou non.
De part leur lien étroit ave l'annotation humaine de données d'apprentissage et
l'évaluation  loale  des tradutions, les travaux dérits dans e manusrit peuvent
diretement s'insrire dans le ontexte de l'apprentissage atif et plus partiulièrement
dans l'étude des stratégies de séletion des exemples à annoter et des méthodes d'inté-
gration des nouvelles annotations dans le système.
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Pour onlure e manusrit, nous souhaiterons rappeler que la qualité des tradu-
tions produits par les systèmes automatiques n'est souvent pas susante pour per-
mettre une automatisation omplète du proessus tradutif, notamment à ause des
erreurs liées à l'ambiguïté des mots, la prise en ompte du ontexte et la ouverture du
voabulaire. L'intervention humaine reste souvent néessaire pour orriger les erreurs
ommises par les systèmes, omme l'exprime Yves Champollion en 2001 : "[...℄ sine
translation without understanding is meaningless, the future of the human translator is
proof-sensing what a mahine has pre-translated.".
49
Si l'on onsidère e dernier fait, fore est de onstater que la post-edition manuelle
des hypothèses de tradution du système automatique onstitue, au jour d'aujourd'hui,
une étape essentielle du proessus de tradution (qu'il soit grand publi ou profession-
nel). De e fait, la ré-utilisation de es orretions humaines de tradutions automa-
tiques pour améliorer les systèmes est, omme nous avons eu l'oasion de le onstater,
une problématique omplexe mais néanmoins prometteuse qui représente un axe de
reherhe ouvert et atuel.
49. http ://www.bokorlang.om/journal/15mt.htm
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Annexe 1 Signifiativité des différenes entre
deux sores BLEU
La signiativité statistique des diérenes entre les sores BLEU des expérimen-
tations présentées dans e manusrit est évaluée selon la tehnique d'amore par ré-
éhantillonage (ou bootstrap resampling method en anglais) proposée dans [Koehn 2004℄.
La méthode étant oûteuse à mettre en ÷uvre pour haun des résultats obtenus, nous
utilisons les résultats expérimentaux de l'étude de P. Koehn pour estimer le taux de
onane à aorder aux variations de sores BLEU. Le taux de onane à aorder à
la signiativité statistique d'une diérene (en pourentage) entre deux sores BLEU,
en tenant ompte de la taille du orpus de test en nombre de phrases (on onsidère
alors des phrases d'environ 30 mots en moyenne), est donnée par le tableau 1.1. Ainsi,
par exemple, pour un orpus de test de 600 phrases, il sera néessaire d'obtenir une
diérene de sores BLEU de 2,4 % pour que elle-i soit jugée signiative à 95 %,
ave une onane de 100 %.
Diérene entre deux
sores BLEU (en %)
Taille du orpus de test (en phrases)
100 300 600 3 000
5,1 97 % 100 % 100 % 100 %
4,3 85 % 100 % 100 % 100 %
2,7 65 % 97 % 100 % 100 %
2,4 53 % 91 % 100 % 100 %
2 31 % 65 % 96 % 100 %
1,6 33 % 60 % 84 % 100 %
1,5 24 % 48 % 74 % 100 %
0,5 7 % 12 % 10 % 30 %
Table 1.1  Taux de onane à aorder à la signiativité statistique à 95 % d'une
diérene entre deux sores BLEU, en fontion de la taille du orpus de test, selon
[Koehn 2004℄.
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Annexe 2 Corpus post-édité et distanes d'édi-
tion
Répartition des tradutions du orpus post-édité selon leurs distanes d'édi-
tion
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Figure 2.1  Répartition des 10 881 phrases du orpus post-édité en fontion de la
distane d'édition entre les diérents types de tradution
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Figure 2.2  Répartition des 1 500 phrases du orpus post-édité en fontion de la
distane d'édition entre les diérents types de tradution
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Annexe 3 Exemples de phrases extraites de notre
orpus de post-éditions
Cette annexe ontient des exemples de phrases extraites de notre orpus de post-
édition. Les tableaux sont dérits i-après.
tab 2.1 : phrases du orpus pour lesquelles la tradution professionnelle de référene
fournie dans le orpus parallèle représente une tradution  éloignée de la phrase
soure de part sa tradution non-littérale ;
tab 2.2 : tradutions dont la post-édition a été validée après plus de 4 tentatives
de soumission (ii, la tradution de la phrase soure peut être l'hypothèse de
tradution générée par notre système de tradution de référene ou la tradution
professionnelle de référene fournie dans le orpus parallèle) ;
tab 2.3 : jugements humains des post-éditions olletées ;
tab 2.4 : omparaison de post-édition professionnelles et non-professionnelles pour
une même hypothèse de tradution. L'astérisque (*) désigne la post-édition jugée
omme meilleure lors de notre évaluation. L'absene d'astérisque indique que
les post-éditions professionnelles et non-professionnelles ont été jugées omme
équivalentes.
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A
N
N
E
X
E
S
Phrase soure Tradution de référene Choix de tradution
• Le prix du baril de pétrole baissera sans doute
ave l'apparition d'une nouvelle soure d'ap-
provisionnement, d'où une dépendane arue
des USA, notamment vis-à-vis du Moyen-
Orient.
• This, in turn, would mean an in-
rease in US dependene on imported
oil, espeially from the Middle East.
- l'apparition [...℄ approvisionnement ⇒ this
- ajout : ∅ ⇒ in turn
- modiations grammatiales et syntaxiques
•Malgré les apparenes, es objetifs sont tou-
jours les mêmes aujourd'hui, sous l'adminis-
tration Bush.
•Despite appearanes, none of these
objetives has hanged under the
Bush administration.
- forme ative ⇒ forme passive
- supression : aujourd'hui ⇒ ∅
• Beauoup d'observateurs roient qu'ave
l'invasion de l'Irak, Bush a hoisi une autre
voie.
•Many observers believe that Bush has
set a new ourse beause the invasion of
Iraq seems to y in the fae of these
objetives.
- ajout d'un syntagme verbal : seems [...℄ objetives
- permutation syntaxique
• Il savait parfaitement e qu'il devait à l'or
noir.
• He understood perfetly the role
that oil played in his power.
- savait⇒ understood
- e qu'il devait à⇒ the role [...℄ his power
• Bien entendu, les Amériains ontestent les
méthodes à utiliser.
• Of ourse, Amerians disagree on
how to do this.
- modiation de la atégorie grammatiale du syn-
tagme : les méthodes à utiliser⇒ how to do this
Table 3.2  Exemples de phrases du orpus pour lesquelles la tradution professionnelle de référene fournie dans le orpus
parallèle représente une tradution  éloignée  et/ou non littérale de la phrase soure.
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Phrase soure Tradution Tradution orrigée
• Chaque année, nous perdons 14,6 millions
d'hetares de forêts, soit une zone presque
aussi grande que quatre fois la Suisse.
• Every year, we lose 14.6 million hetares
(56,000 square miles) of forests  an area
almost four times the area of Switzerland.
• Every year, we lose 14.6 million hetares of
forests, that is an area almost four times the
size of Switzerland.
• Sans faire un grand math, les Jaunes et
Noirs se sont réés le plus grand nombre d'o-
asions et ont réussi à en transformer une pour
le gain du math.
• Without a great math, the yellow and
blak people have reated the largest num-
ber of oasions and have managed to turn
a prot for the math.
• Without playing a great math, the Yel-
lows and the Blaks reated for themselves the
greater number of opportunities and suee-
ded in onverting one into the math vitory.
• En eet, haune d'elles n'expliquait les phé-
nomènes onstatées lors de ventes aux en-
hères que par le plaisir de gagner et la parade
devant le risque.
• Indeed, eah of them explained the phe-
nomena noted at autions by the pleasure
of winning and the parade before the risk.
• Indeed, eah of them explained the pheno-
mena notied during autions by the pleasure
of winning and the parade before the risk.
• Or, il est également important si vous avez
toujours sur vous des éouteurs ou bien un
handsfree ave onnexion.
• It is also important if you are always
on the headphones or a handsfree with
onnetion.
• Yet, it is also important if you always wear
headphones or a handsfree with onnetion.
Table 3.3  Exemples de tradutions dont la post-édition a été validée après plus de 4 tentatives de soumission (ii, la tradution
de la phrase soure peut être l'hypothèse de tradution générée par notre système de tradution de référene ou la tradution
professionnelle de référene fournie dans le orpus parallèle)
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Phrase soure Hypothèse de tradu-
tion
Hypothèse de tradu-
tion orrigée
Caratère
orretif
Caratère
tradutif
• Mais il est fort peu probable que
es deux tatiques permettent de dé-
velopper le seteur de haute tehno-
logie européen.
• But it is highly unlikely that
these tatis will develop the
high-teh setor.
• But it is highly unlikely that
these tatis will help develop
the European high-teh setor.
• Corretrie • Erronée
• Habituellement, le parti Républi-
ain amériain défendait des bud-
gets équilibrés.
• Usually, Ameria's Republi-
an Party had balaned bud-
gets.
•Usually, Ameria's Republian
Party alled for balaned bud-
gets.
•Corretrie •Impréise
• La durée de vie des batteries est
également déisive.
• The life of batteries is also
ruial.
• The long lasting of batteries is
also ruial.
• Equivalente • Impréise
•Mais du point de vue amériain, le
rle international du dollar était un
piège.
• But from the Amerian
point of view, the internatio-
nal role of the dollar was a
trap.
• But from the Amerian point
of view, the international role of
the dollar was a trap.
• Equivalente • Bonne
• Il est vain de s'aroher à des illu-
sions.
• There is no use holding onto
illusions.
• There is no use in holding on
to illusions.
• Corretrie • Bonne
• Les prix des billets d'avion et des
htels hutent.
• The airline tiket pries and
hotels are dropping.
• The airline tikets pries and
hotels are dropping
• Equivalente • Erronée
Table 3.4  Exemples de jugements humains des post-éditions olletées
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Phrase soure Hypothèse de tradu-
tion et
Post-édition non-
professionnelle
Post-édition profession-
nelle
• L'épopée de Meat Loaf devra
être honorée.
• The saga of Meat Loaf will be
honoured.
• * The saga of Meat Loaf must
be honored.
• The saga of Meat Loaf will be
honoured.
• Autrement, on risquerait que
d'autres pays en subissent les in-
idenes.
• Otherwise, we risk that other
ountries are suering the eets.
• * Otherwise, we would risk that
other ountries suer the eets.
• Otherwise, we risk that other
ountries will suer the eets.
• Danseuse, atrie et dessina-
trie, tu es une femme très po-
lyvalente : n'est-e pas ?
• Daner, atress and dessina-
trie, you are a woman very ver-
satile : is it not ?
• * Daner, atress and draftwo-
man, you are a very versatile wo-
man : aren't you ?
• Daner, atress and painter,
you are a very versatile woman :
is it not ?
• La première boutique se trouve
à Londres.
• The rst shop in London. • * The rst shop is situated in
London.
• The largest is in London.
• Paul Newman (1925-2008) -
Mort d'une ine engagée
• Paul Newman (1925-2008) -
death of an ion ommitted
• * Paul Newman (1925-2008) -
death of a ommitted ion
• Paul Newman (1925-2008) -
death of an ion
• Il a eu une belle ovation. • It was a nie ovation. • He had a nie ovation. • * He reeived a nie ovation.
• Le hangement de stratégie est
le bienvenue.
• The hange of strategy is wel-
ome.
• The strategy hange is wel-
ome.
• The hange of strategy is wel-
ome.
• Fatures établies délibérément • Bills set deliberately • Invoies set deliberately • Bills made deliberately
• C'est sûr qu'il y en a plus d'un
qui parle pendant la nuit.
• It is sure that there are more
than one who speaks during the
night.
• It is sure that there is more
than one who speaks during the
night.
• It is ertain that more than one
speaks during the night.
Table 3.5  Exemples de omparaison de post-éditions professionnelles et non-professionnelles pour une même hypothèse
de tradution. L'astérisque (*) désigne la post-édition jugée omme meilleure lors de notre évaluation. L'absene d'astérisque
indique que les post-éditions professionnelles et non-professionnelles ont été jugées omme équivalentes
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Annexe 4 Evaluation de la suspiion de fraude
ave Google Translate
Heuristique pour l'évaluation de la suspiion de fraude par tradution ave le logiiel
en ligne Google Translate
50
.
B = Score BLEU entre post−édition 
et hypothèse de traduction de 
Google Translate
B’ = Score BLEU entre post−édition
et hypothèse de traduction de
notre système de référence
B = 100
B < 75
100 > B >= 75
B’ <= 60
B’ <= 60
N >= 15
N < 15
N < 15
N >= 15
N < 15
N >= 15
N < 15
60 < B’ <= 100
60 < B’ <= 100 N >= 15
Important
Aucun
Faible
Moyen
Niveau de suspicionN = Nombre de mots dans
la phrase post−éditées
Figure 4.3  Heuristique pour l'évaluation de la suspiion de fraude par tradution
ave le logiiel en ligne Google Translate
50. http ://translate.google.fr
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Annexe 5 Publiations de l'auteure
Conférenes internationales ave omité de leture et publiation des ates
Marion Potet, Laurent Besaier, Hervé Blanhon et Marwen Azouzi.(2012). To-
ward a Better Understanding of Statistial Post-Edition Usefulness. Dans les ates de
la 9ime onférene intitulée International Workshop on Spoken Language Translation
(IWSLT). Hong-Kong, 6-7 Déembre 2012. 8 p.
Marion Potet, Emmanuelle Esperança-rodier, Laurent Besaier et Hervé Blan-
hon.(2012). Colletion of a Large Database of Frenh-English SMT Output Corre-
tions. Dans les ates de la 8ime onférene intitulée International Conferene on Lan-
guage Resoures and Evaluation (LREC). Istanbul, Turquie, 23-25 Mai 2012. 6 p.
Marion Potet, Emmanuelle Esperança-rodier, Laurent Besaier et Hervé Blan-
hon.(2011). Preliminary Experiments on Using Users' Post-Editions to Enhane a
SMT System. Dans les ates de la 15ime onférene intitulée European Assoiation
for Mahine Translation (EAMT). Louvain, Belgique, 05-07 Mai 2011. Vol. 1/1 : pp.
162-168.
Campagnes d'évaluation internationales ave omité de leture et publia-
tion des ates
Marion Potet, Raphaël Rubino, Benjamin Leouteux, Stéphane Huet, Laurent
Besaier, Hervé Blanhon et Fabrie Lefèvre.(2011). The LIGA (LIG/LIA) Mahine
Translation System for WMT 2011. Dans les ates de la onférene intitulée EMNLP,
6ime Workshop on Statistial Mahine Translation (WMT). Edimbourg, Royaume-Uni.
27-31 Juillet 2011. Vol. 1/1 : pp. 440-446.
Laurent Besaier, Haithem Ai, Do Thi Ngo Diep , Hervé Blanhon and Marion
Potet.(2010). LIG Statistial Mahine Translation Systems for IWSLT 2010. Dans
les ates de la 7ime onférene intitulée International Workshop on Spoken Language
Translation(IWSLT). Paris, Frane. 02-03 Déembre 2010. Vol. 1/1 : pp. -.
Potet Marion, Laurent Besaier et Hervé Blanhon (2010). The LIG mahine
translation system for WMT 2010. Dans les ates de la onférene intitulée ACL, 5ime
Workshop on statistial Mahine Translation (WMT). Uppsala, Suède. 11-17 juillet
2010. Vol. 1/1 : pp. 167-172.
Conférenes nationales ave omité de leture et publiation des ates
Potet Marion. Méta-moteur de tradution automatique : proposition d'une mé-
trique pour le lassement de tradutions.(2009). Dans les ates de la 14ime Renontre des
Étudiants Cherheurs en Informatique pour le Traitement Automatique des Langues
(RECITAL), Senlis, Frane. 23-26 juin 2009. Vol. 1/1 : pp. 373-382.
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Rapports
Marion Potet.Optimisation pour les systèmes de tradution automatiques probabi-
listes par adaptation dynamique des paramètres du modèle log-linéaire.(2009). Rapport
de n d'étude de Master 2 Reherhe, Université Joseph-Fourier, Grenoble, Frane. 65
pages. Juin 2009.
Marion Potet. Proposition d'une métrique pour le lassement de tradutions et
réation d'un méta-moteur de tradution automatique.(2008). Rapport de n d'étude
de Master 2 Professionel, Université Pierre Mendès-Frane, Grenoble, Frane. 60 pages.
Août 2008.
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