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We derive simple practical tests revealing the quantum nature of states by the violation of classical upper
bounds on the statistics of multiple outcomes of an observable. These criteria can be expressed in terms of the
Kullback-Leibler divergence (or relative entropy). Nonclassicality tests for multiple outcomes can be satisfied by
states that do not fulfill the corresponding single-outcome criteria.
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Introduction. Nonclassicality is a key concept supporting
the necessity of the quantum theory [1]. In a previous work
we derived simple and robust practical tests to reveal the
quantum nature of states by breaking the classical bound on
the probability of a single outcome of an observable [2]. In
this work we generalize this to the probability of multiple
outcomes of the same measurement.
We show that these tests can be expressed in terms of the
Kullback-Leibler divergence, comparing the actual observed
statistics with the closest statistics compatible with classical
physics. Moreover, we show that multiple-outcome nonclas-
sicality tests are more powerful than the single-outcome ones,
since they can be satisfied by states that do not fulfill the
corresponding single-outcome criteria. Thus, this approach
extends the range of nonclassical states that can be disclosed
by these simple procedures.
The multiple-outcome approach preserves the same good
properties of the single-outcome case [2]: it can be applied to
arbitrary measurements (in sharp contrast with other criteria
that refer exclusively to specific schemes), data analysis is
reduced to a minimum (definite conclusions can be obtained
without evaluation of moments or any other data analysis), and
it has a robustness under practical imperfections.
We derive the classical bounds to the probability of multiple
outcomes of the same measurement, expressing them in terms
of the Kullback-Leibler divergence. We also show that the
multiple-outcome approach is consistent with the single-
outcome situation, which is retrieved as a particular case.
Finally, the main distinctive features of the multiple-outcome
approach are discussed.
Classical bounds for multiple outcomes. We consider the
statistics ofM outcomes of a given measured observable. Since
we are going to compare probabilities, we assume that the
number N of repetitions of the measurement is high enough
so that
p(m|ρ) → nm
N
, (1)
where p(m|ρ), m = 1, . . . ,M , is the probability of the out-
come m when the state is ρ, and nm is the number of times of
occurrence of the outcome m, with
M∑
m=1
nm = N. (2)
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The statistics nm can be represented by the M-dimensional
vector n = (n1, . . . , nM ). We call P (n|ρ) the probability of n
when the state is ρ
P (n|ρ) = N !Mm=1
[p(m|ρ)]nm
nm!
. (3)
The nonclassical tests addressed in this work are derived
from the following simple reasoning: all classical states 
satisfy the inequality
P (n|)  P (n|n), (4)
where n is the classical state that maximizes P (n|) when
 runs all classical states. Therefore, we get the following
nonclassical criteria:
P (n|ρ) > P (n|n) → ρ is nonclassical. (5)
The application of these tests crucially depends on the
definition of what are classical states. The key point is
that there is no unique definition. In this work we adopt
the most widely used approach, where a state is classical
if its Glauber-Sudarshan phase-space P representation [3]
exhibits all the properties of a classical probability density.
For nonclassical states, P takes negative values or fails to be a
proper function, becoming more singular than a delta function.
Some other correspondences between states and phase-space
distributions may be adopted [4], leading in general to different
conclusions [5].
Kullback-Leibler divergence. Let us express the criteria (5)
in a different form. Taking into account explicitly that nm =
Np(m|ρ), we have
P (n|n) = N !Mm=1
[p(m|n)]Np(m|ρ)
[Np(m|ρ) + 1] , (6)
and similarly
P (n|ρ) = N !Mm=1
[p(m|ρ)]Np(m|ρ)
[Np(m|ρ) + 1] . (7)
Their quotient is
P (n|n)
P (n|ρ) = exp[−NK(ρ||n)], (8)
where K(ρ||n) is the Kullback-Leibler divergence (or rela-
tive entropy) [6]
K(ρ||n) =
M∑
m=1
p(m|ρ) ln p(m|ρ)
p(m|n) . (9)
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This is the relative probability of obtaining the statistics
n corresponding to the state ρ if the system is in the
optimum classical state n. In other words, K measures
the compatibility of the actual observed statistics n with the
optimum classical hypothesis n that minimizes K(ρ||).
After Eq. (8) we can reformulate criteria (5) as
K(ρ||n) > 0 → ρ is nonclassical. (10)
Since K(ρ||n) measures how far the actual statistics
are from the classical domain (depending on the observable
considered), it may be adopted as a kind of degree of non-
classicality. This would be related to a previously introduced
nonclassicality measure based on relative entropy between
states, which does not depend on any definite observable [7].
Some other measures of nonclassicality can be found in
Ref. [8].
Compatibility with single-outcome criteria. The minimum
number of outcomes is M = 2, n = (n,N − n), with n =
Np(1|ρ), p(2|ρ) = 1 − p(1|ρ), and
P (n|ρ) =
(
N
n
)
[p(1|ρ)]n [1 − p(1|ρ)]N−n. (11)
Let us demonstrate that the criteria (5) is equivalent to the
single-outcome criteria in Ref. [2], i.e.,
p(1|ρ) > p(1|1) → ρ nonclassical, (12)
where 1 is the classical state that maximizes p(1|).
First, let us prove that
p(1|ρ) > p(1|1) → P (n|ρ) > P (n|n). (13)
This holds since the actual probability p(1|ρ) = n/N gives
the maximum of P (n|ρ) in Eq. (11) when p(1|ρ) is varied.
Thus, if p(1|ρ) > p(1|) for all classical  then p(1|ρ) =
p(1|) and P (n|ρ) > P (n|) for all , so that Eq. (13)
follows.
Let us address the converse implication
P (n|ρ) > P (n|n) → p(1|ρ) > p(1|1). (14)
If P (n|ρ) > P (n|n) then p(1|) = p(1|ρ) for all classi-
cal states , so that either p(1|ρ) > p(1|) or p(1|ρ) <
p(1|) which means p(2|ρ) > p(2|). In order to show that
p(1|ρ) > p(1|) or p(2|ρ) > p(2|) holds simultaneously
for all classical  we can use that the set of probabilities
p(1|) is connected, because for λ = λα + (1 − λ)β
we get p(1|λ) = λp(1|α) + (1 − λ)p(1|β). Therefore for
p(1|) = p(1|ρ) connection implies either p(1|ρ) > p(1|)
or p(1|ρ) < p(1|) for all , so that Eq. (14) holds directly
if p(1|ρ) > p(1|) or after a suitable label exchange 1 ↔ 2
if p(1|ρ) < p(1|).
Distinctive features. Besides being a generalization, the
multiple-outcome approach presents distinctive features com-
pared to the single-outcome scheme in Ref. [2]. This is because
the global maximization of P (n|) is different from the
independent maximization of the individual p(m|), which
leads in general to a different optimum classical m for each
outcome. Next we show two relevant differences.
1. Optimum classical states can be mixed: The classical
state maximizing the single-outcome probability p(m|) is
a pure coherent state m = |αm〉〈αm|, since for all classical
states
 =
∫
d2αP (α)|α〉〈α|, P (α)  0, (15)
we have
p(m|) =
∫
d2αP (α)p(m||α〉〈α|)  p(m||αm〉〈αm|), (16)
where αm is the complex amplitude of the coherent state
maximizing p(m||α〉〈α|). The equality in Eq. (16) is reached
for the pure coherent state  = |αm〉〈αm| so that P (α) =
δ(2)(α − αm). However, this need not be the case when
maximizing P (n|), and the maximum can be obtained for
mixed classical states.
As a simple example revealing this feature, let us consider
the measurement of the number of photons of a single-mode
radiation field in the squeezed vacuum state [1]
p(2m|ρ) = 1
cosh r
(2m)!
m!2
(
1
2
tanh r
)2m
, p(2m+ 1|ρ) = 0,
(17)
where r is a parameter and m are all non-negative integers.
In what follows we will consider just outcomes with an even
number of photons. We can show that there are mixed classical
thermal states t providing larger probability P (n|) than any
pure coherent state c. For thermal and coherent light with
mean photon number n¯ we have
p(2m|t ) = 1
n¯ + 1
(
n¯
n¯ + 1
)2m
,
(18)
p(2m|c) = exp(−n¯) n¯
2m
(2m)! .
In Fig. 1 we have represented just the factors on P (n|t,c)
depending on 
P (n|) ∝ exp
[
N
∞∑
m=0
p(2m|ρ) ln p(2m|)
]
(19)
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FIG. 1. Plot of P (n|t,c) for a mixed thermal state (solid line)
and for pure coherent states (dashed line) as functions of the mean
number of photons n¯ for the statistics of photon-number measurement
in squeezed vacuum with r = 1.
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for N = 1 and r = 1 as functions of n¯. This shows that for
mixed thermal states, P (n|) is larger than for pure coherent
states. Therefore n cannot be pure.
2. Multiple-outcome classical bounds are below single-
outcome bounds: The maximization of the global probability
P (n|) in terms of a single n is different from the indepen-
dent maximization of the individual p(m|), which leads to
different m for different outcomes m. Therefore we have
P (n|n)  N !Mm=1
[p(m|m)]nm
nm!
, (20)
since by definition of m it holds p(m|n)  p(m|m). This
means that the multiple-outcome tests can be more effective
in detecting nonclassicality than the single-outcome criteria.
Let us demonstrate this feature with a simple example of
an angular momentum or spin j = 1. For spins the classical
states are the SU(2) coherent states |j,	〉 and their incoherent
superpositions with positive weights [9,10]
 =
∫
d	P (	)|j,	〉〈j,	|, P (	)  0, (21)
where
|j,	〉 =
j∑
m=−j
( 2j
j + m
)1/2 (
sin
θ
2
)j−m
×
(
cos
θ
2
)j+m
e−imφ |j,m〉, (22)
|j,m〉 are the simultaneous eigenstates of j2 and j3, 	 = (θ,φ)
are state parameters, and d	 = sin θ dθ dφ. The probabilities
of the outcomes m = ±1,0 of j3 for any ρ can be expressed
as
p(±1|ρ) = 12
(〈
j 23
〉± 〈j3〉), p(0|ρ) = 1 − 〈j 23 〉. (23)
For j = 1 classical behavior [i.e., nonsingular positive P (	)]
is equivalent to a non-negative covariancelike matrix [10]
Zk, = 〈(jkj + jjk)〉 − δk, − 〈jk〉〈j〉. (24)
In particular, from the necessary condition Z3,3  0 we get
that for classical states〈
j 23
〉
 12 (1 + 〈j3〉2). (25)
For simplicity let us further assume p(−1|ρ) = 0, so that
p(1|ρ) + p(0|ρ) = 1. This is the case, for example, of states
of the form, in the |j,m〉 basis,
|ψ〉 =
√
p(1|ρ)|1,1〉 +
√
p(0|ρ)|1,0〉. (26)
The task is to maximize
P (n|) ∝ [p(1|)]n1 [p(0|)]n0 . (27)
From Eqs. (23) and (25) for fixed 〈j 23 〉 the largest P (n|) is
obtained for the largest 〈j3〉 compatible with classicality. From
Eq. (25) this is 〈
j 23
〉 = 12 (1 + 〈j3〉2), (28)
which holds for SU(2) coherent states [11]. Thus, the relevant
probabilities for classical states  can be expressed as
p(1|) = 14 (1 + 〈j3〉)2, p(0|) = 12 (1 − 〈j3〉2). (29)
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FIG. 2. Kullback-Leibler divergence K(ρ||n) comparing the
actual observed statistics P (n|ρ) and the closest statistics compatible
with classical physics P (n|n) given by Eqs. (29) and (30), as a
function of p(1|ρ) showing nonclassicality K(ρ||n) > 0 for all
p(1|ρ) = 1.
Note that p(1|) + p(0|) < 1 because for classical states 
we cannot force p(−1|) = 0 in general. After Eq (29) the
maximum of P (n|) in Eq. (27) when 〈j3〉 is varied holds for
〈j3〉 = n1
n0 + n1 = p(1|ρ). (30)
Equations (29) and (30) determine completely the statistics
compatible with classical physics P (n|n) closest to the
actual observed statistics P (n|ρ). We can compare them by
computing the Kullback-Leibler divergence K(ρ||n) which
is represented in Fig. 2 as a function of p(1|ρ). This shows
nonclassicality for all p(1|ρ) = 1. Maximum nonclassicality
holds for p(1|ρ) = 0, which arises when ρ is the state
|j = 1,m = 0〉, while the only case of classicality p(1|ρ) = 1
arises when ρ is the SU(2) coherent state |j = 1,m = 1〉.
On the other hand, the classical upper bounds for the single-
outcome probabilities are [2]
p(1|1) = 1, p(0|0) = 12 , (31)
which hold when 1,0 are the polar and equatorial SU(2)
coherent states with θ1,0 = 0,π/2, respectively. Therefore, for
all states with p(−1|ρ) = 0 and 1 > p(1|ρ)  1/2 we have
p(0|ρ)  1/2, so that these statistics would be compatible with
the single-outcome classical bounds (31), but incompatible
with the multiple-outcome classical bound, as shown in Fig. 2.
Conclusions. We have derived simple practical tests to
reveal the quantum nature of states by considering clas-
sical bounds on the statistics of multiple outcomes of an
arbitrary measured observable. These nonclassical tests can
be expressed in terms of the Kullback-Leibler divergence.
Nonclassicality criteria for multiple outcomes can be fulfilled
by states that do not satisfy the corresponding single-outcome
nonclassical tests.
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