We revisit the problem of interval estimation of a binomial proportion. The erratic behavior of the coverage probability of the standard Wald con dence interval has previ-
Introduction
This article revisits one of the most basic and methodologically important problems in statistical practice, namely, interval estimation of the probability of success in a binomial distribution. There is a textbook con dence interval for this problem that has acquired nearly universal acceptance in practice. The interval, of course, isp z =2 n ?1=2 (p(1 ?p)) 1=2 , wherê p = X=n is the sample proportion of successes, and z =2 is the 100(1 ? =2)th percentile of the standard normal distribution. The interval is easy to present and motivate, and easy to compute. With the exceptions of the t test, linear regression, and ANOVA, its popularity in everyday practical statistics is virtually unmatched. The standard interval is known as the Wald interval as it comes from the Wald large sample test for the binomial case.
So at rst glance, one may think that the problem is too simple, and has a clear and present solution. In fact, the problem is a di cult one, with unanticipated complexities. It is widely recognized that the actual coverage probability of the standard interval is poor for p near 0 or 1. In fact, even at the level of introductory statistics texts, the standard interval is often presented with the caveat that it should be used only when n min(p; 1 ? p) is at least 5 (or 10). Examination of the popular texts reveals that the quali cations with which the standard interval is presented are varied, but they all re ect the concern about poor coverage when p is near the boundaries.
In a series of interesting recent articles, it has also been pointed out that the coverage properties of the standard interval can be erratically poor even if p is not near the boundaries; see, for instance, Vollset (1993) , Santner (1998) , and Agresti & Coull (1998) . Slightly older literature includes Ghosh (1979) , Cressie (1980) , and Blyth & Still (1983) . Agresti & Coull (1998) , particularly consider the nominal 95% case, and show the erratic and poor behavior of the standard interval's coverage probability for small n even when p is not near the boundaries. See their Figure 4 for the cases n = 5 and 10.
We will show in this article that the eccentric behavior of the standard interval's coverage probability is far deeper than has been explained or is appreciated by statisticians at large. We will show that the popular prescriptions the standard interval comes with are defective in several respects, and are not to be trusted. In addition, we will motivate, present, and analyze several alternatives to the standard interval for a general con dence level. We will ultimately make recommendations about choosing a speci c interval for practical use, separately for di erent intervals of values of n. It will be seen that for small n ( 40 or less), our recommendation di ers from the recommendation Agresti & Coull (1998) made for the nominal 95% case. To facilitate greater appreciation of the seriousness of the problem, we have kept the technical content of this article at a minimal level. The companion article Brown, Cai & DasGupta (1999) presents the associated theoretical calculations on Edgeworth expansions of the various intervals' coverage probabilities and asymptotic expansions for their expected lengths.
In Section 2, we rst present a series of examples on the degree of severity of the chaotic behavior of the standard interval's coverage probability. The chaotic behavior does not go away even when n is quite large and p is not near the boundaries. For instance, when n is 100, the actual coverage probability of the nominal 95% standard interval is .952 if p is .106, but only .911 if p is .107. The behavior of the coverage probability can be even more erratic as a function of n. If the true p is .5, the actual coverage probability of the nominal 95% interval is .953 at the rather small sample size n = 17, but falls to .919 at the much larger sample size n = 40! This eccentric behavior can get downright extreme in certain practically important problems. For instance, consider defective proportions in industrial quality control problems. There it would be quite common to have a true p that is small. For instance, if the true p is .005, then the coverage probability of the nominal 95% interval increases monotonically in n all the way up to n = 591 to the level .945, only to drop down to .792 if n is 592. This unlucky spell continues for a while, and then the coverage bounces back to .948 when n is 953, but dramatically falls to .852 when n is 954. Subsequent unlucky spells start o at n = 1279, 1583, and on and on. It should be widely known that the coverage of the standard interval can be signi cantly lower at a much larger sample size, and that all of these happen in an unpredictable and rather random way.
Continuing, also in Section 2, we list a set of common prescriptions that standard texts present while discussing the standard interval. We show what the de ciencies are in some of these prescriptions. For example, Proposition 1 and the subsequent Table 3 illustrate the defects of these common prescriptions.
In Section 3, we begin to address alternative intervals. Eight alternatives are listed. Of these, Agresti & Coull (1998) considered, for the 95% case, the Clopper-Pearson "exact" interval, the "score interval", and an adjusted Wald interval that formally adds two successes and two failures to the observed counts and then uses the standard method. That is, this interval isp z :025ñ ?1=2 (p(1 ?p)) 1=2 , whereñ = n + 4, andp = (X + 2)=(n + 4). We refer to this interval as the Agresti-Coull interval. Also, we refer to the score interval as the Wilson interval since Wilson (1927) seems to have introduced it. Two additional intervals we have considered are the arcsine interval, and the Bayesian equal tailed interval resulting from the natural noninformative Je reys prior. A very simple interval that simply recenters the standard interval is also presented. The other two intervals are slight modi cations of the Wilson and the Je rey prior interval in order to correct a disturbing downward spike in their coverages very close to the two boundaries. All the intervals with necessary motivation and additional information are then analyzed in the rest of Section 3.
In section 4, we come to choice of a speci c alternative interval. At issue are three things. First, the coverage probability should be close to the target nominal value; second, the interval should be as parsimonious as possible in the sense of expected length. And, of course, simplicity of presentation is also an issue, particularly for class room presentation. On consideration of these factors, we came to the conclusion that for small n (40 or less), we recommend that either the Wilson or the Je reys prior interval should be used. They are very comparable, and either may be used depending on taste. The Wilson interval has a closed form formula. The Je reys interval does not. One can expect that there would be resistance to using the Je reys interval solely due to this reason. We therefore provide a table simply listing the limits of the Je rey interval for n up to 30, and in addition also give closed form and very accurate approximations to the limits. These approximations do not need any additional software. For larger n ( n > 40), the Wilson, Je rey, and the AgrestiCoull interval are all very comparable, and so for such n, due to its simplest form, we come to the conclusion that the Agresti-Coull interval should be recommended. Even for smaller sample sizes the Agresti-Coull interval interval is strongly preferable to the standard one, and so might be the choice where simplicity is a paramount objective.
We strongly recommend that introductory texts in statistics present one or more of these alternative intervals, in preference to the standard one. The slight sacri ce in simplicity would be more than worthwhile. The conclusions we make are theoretically supported by the results in Brown, Cai & DasGupta (1999).
The Standard Interval
When constructing a con dence interval we usually wish the actual coverage probability to be close to the nominal con dence level. Because of the discrete nature of the binomial distribution we cannot always achieve the exact nominal con dence level unless a randomized procedure is used. Thus our objective is to construct non-randomized con dence intervals for p such that the coverage probability P p (p 2 CI) 1 ? where is some prespeci ed value between 0 and 1. We shall also call C(p; n) = P p (p 2 CI) the con dence coe cient.
A standard con dence interval for p based on normal approximation has gained universal recommendation in the introductory statistics textbooks and in statistical practice. The interval is known to guarantee that for any xed p, C(p; n) ! 1 ? as n ! 1. The standard interval is easy to calculate and is heuristically appealing. In introductory statistics texts and courses, the con dence CI s is usually presented along with some heuristic justi cation based on the Central Limit Theorem. The students and users no doubt believe that the larger the number n, the better the normal approximation, and thus the closer the actual coverage would be to the nominal level 1 ? . We will show how badly this is false.
Let us take a close look at how the standard interval CI s really performs.
Lucky n, Lucky p
An interesting phenomenon for the standard interval is that the actual coverage probability of the con dence interval contains non-negligible oscillation as both p and n vary. There exist some \lucky" pairs (p; n) such that the actual coverage probability C(p; n) is very close to or larger than the nominal level. On the other hand, there also exist \unlucky" pairs (p; n) such that the corresponding C(p; n) is much smaller than the nominal level. The phenomenon of oscillation is both in n, for xed p, and in p, for xed n. Furthermore, the oscillation is discontinuous. Drastic change in coverage occurs in nearby p for xed n and in nearby n for xed p. Let us look at ve simple but instructive examples.
The probabilities reported in the following plots and tables, as well as those appearing later in this paper, are the result of direct probability calculations produced in S-PLUS. In all cases their numerical accuracy considerably exceeds the number of signi cant gures reported and/or the accuracy visually obtainable from the plots. (Plots for variable p are the probabilities for a ne grid of values of p -e.g., 2000 equally spaced values of p for the plots in Figure 6 .) Example 1. Figure 1 plots the coverage probability of the nominal 95% standard interval for p = :2. The number of trials n varies from 25 to 100. It is clear from the plot that the oscillation is signi cant and the coverage probability does not steadily get closer to the nominal con dence level as n increases. For instance, C(:2; 30) = :946 and C(:2; 98) = :928. So, as hard as it is to believe, the coverage probability is signi cantly closer to .95 when n = 30 than when n = 98. We see that the true coverage probability behaves contrary to conventional wisdom in a very signi cant way. suggest to an unsuspecting user that all will be well if n is about 20. We evaluate the exact coverage probability of the 95% standard interval for 10 n 50. In Table 1 , we list the values of \lucky" n (de ned as C(p; n) :95) and the values of \unlucky" n (de ned for speci city as C(p; n) :92). The conclusions presented in Table 2 are surprising. We note that when n = 17 the coverage probability is .951, but the coverage probability equals .904 when n = 18. Indeed, the unlucky values of n arise suddenly. Although p is .5, the coverage is still only .919 at n = 40. It illustrates the inconsistency, unpredictability and poor performance of the standard interval. Example 3. Now let us move p really close to the boundary, say p = :005. We mention in the introduction that such p are relevant in certain practical applications. Since p is so small, now one may fully expect that the coverage probability of the standard interval is poor. Figure 2 and Table 2 show that there are still surprises and indeed we now begin to see a whole new kind of erratic behavior. The oscillation of the coverage probability does not show until rather large n. Indeed, the coverage probability makes a slow ascent all the way until n = 591, and then dramatically drops to .792 when n = 592. Figure 2 shows that thereafter the oscillation manifests in full force, in contrast to Examples 1 and 2, where the oscillation started early on. Subsequent \unlucky" values of n again arise in the same unpredictable way, as one can see from Table 2 . Unlucky n 592 954 1279 1583 1876 C(:005; n) .792 .852 .875 .889 .898 Table 2 : Late arrival of unlucky n for small p.
Example 4. Figure 3 plots the coverage probability of the nominal 95% standard interval with xed n = 100 and variable p. It can be seen from Figure 3 that in spite of the \large" sample size, signi cant change in coverage probability occurs in nearby p. The magnitude of oscillation increases signi cantly as p moves toward 0 or 1.
Example 5. Figure 4 shows the coverage probability of the nominal 99% standard interval with n = 20 and variable p from 0 to 1. Besides the oscillation phenomenon similar to Figure 3 , a striking fact in this case is that the coverage never reaches the nominal level. The coverage probability is ALWAYS smaller than .99, and in fact on the average the coverage is only .883. Our evaluations show that for all n 45, the coverage of the 99% standard interval is strictly smaller than the nominal level for all 0 < p < 1. It is evident from the preceding presentation that the actual coverage probability of the standard interval can di er signi cantly from the nominal con dence level for realistic and indeed larger than realistic sample sizes. The error comes from two sources: discreteness and skewness in the underlying binomial distribution. For a two-sided interval, the rounding error due to discreteness is dominant, and the error due to skewness is somewhat secondary, but still important for even moderately large n. (See Brown, Cai & DasGupta (1999) for more details.) Note that the situation is di erent for one-sided intervals. There, the error caused by the skewness can be larger than the rounding error. See Hall (1982) for a detailed discussion on one-sided con dence intervals. The oscillation in the coverage probability is caused by the discreteness of the binomial distribution, more precisely the lattice structure of the binomial distribution. The oscillations are unavoidable for any nonrandomized procedure.
The erratic and unsatisfactory coverage properties of the standard interval have often been remarked on, but curiously still do not seem to be widely appreciated among statisticians. See, e.g., Ghosh (1979) , Blyth & Still (1983) , and Agresti & Coull ( 1998). Blyth & Still (1983) also shows that the continuity-corrected version still has the same disadvantages.
Here we would like to point an error in Ghosh (1979) . It is claimed that, for any p and , n can be chosen su ciently large such that the con dence coe cient actually exceeds the nominal level 1 ? up to the order n ?1=2 (Ghosh (1979) , pp. 895). This is in fact not true. The oscillation terms were mistakenly omitted in the Edgeworth expansion in Ghosh (1979) . See Brown, Cai & DasGupta (1999) for more details on the Edgeworth expansion of the coverage probability.
Textbook Quali cations
The normal approximation used to justify the standard con dence interval for p can be signi cantly in error. The error is most evident when the true p is close to 0 or 1. See Lehmann (1999) . In fact, it is easy to show that, for any xed n, the con dence coe cient C(p; n) ! 0 as p ! 0 or 1. Therefore the most major problems arise as regards coverage probability when p is near the boundaries.
Poor coverage probabilities for p near 0 or 1 are widely remarked on, and generally, in the popular texts, a brief sentence is added qualifying when to use the standard con dence interval for p. It is interesting to see what these quali cations are. A sample of 10 popular texts gives the following quali cations:
The con dence interval may be used if (h). n 50 unless p is very small. It seems clear that the authors are attempting to say that the standard interval may be used if the central limit approximation is accurate. These prescriptions are defective in several respects. In the estimation problem, (a), (b), (c), and (d) are not veri able. Even when these conditions are satis ed, we see, for instance, from Table 1 in the previous section, that there is no guarantee that the true coverage probability is close to the nominal con dence level. For example, when n = 40 and p = :5, one has np = n(1 ? p) = 20 and np(1 ? p) = 10, so clearly either of the conditions (a), (b), (c), and (d) is satis ed.
But from Table 1 , the true coverage probability in this case equals .919 which is certainly unsatisfactory for a con dence interval at nominal level .95.
The quali cation (g) is useless and (h) is patently misleading. (e), and (f) are certainly veri able, but they are not given a meaning. The point is that the standard interval clearly has serious problems and the in uential texts caution the readers about that. However, the caution appears to not serve its purpose, for a variety of reasons.
Here is a result that shows that sometimes the quali cations are not correct even in the limit as n ! 1. Proposition 1 Let > 0. For the standard con dence interval,
where a and b are the integer parts of Let us use Proposition 1 to investigate the validity of quali cations (a) and (b) in the list above. The nominal con dence level in Table 3 Proof of Proposition 1: By a monotone likelihood ratio argument, it can be seen that for xed n, the in mum of C(p; n) over the set fp : np; n(1 ? p) g is attained at p = =n (and 1? =n). The sequence of Bin(n; =n) distributions converges weakly to the Poisson( ) distribution and so the limit of the in mum is the Poisson probability in the Proposition by an easy calculation.
Alternative Intervals
From the evidence gathered in Section 2, it seems clear that the standard interval is just too risky. Really, since one can nd better alternatives, the standard interval should not be used at all. This brings us to the consideration of alternative intervals. We now present and analyze eight such alternatives, each with its motivation.
The Re-centered Interval
The standard interval is centered atp = X=n, the MLE of p. Althoughp is an optimal point estimate of p according to many criteria, it is not the optimal center for a con dence interval.
The performance of the standard interval can be much improved by simply moving the center of the interval towards 1/2 top = (X + 
The Wilson Interval
Another possibility is the con dence interval based on inverting the test in equation (2) 
Modi ed Wilson Interval
The lower bound of the Wilson interval is formed by inverting a CLT approximation. The coverage has downward spikes when p is very near 0 or 1. These spikes exist for all n and . In fact, it can be shown that, when 1 ? = :95 and p = :1765=n, for example, 2 ) where Y Poisson( ), one can also formally express x in equation (5) Figure 6 for the coverage of this interval. See also Figure 7 for its average coverage probability.
The Arcsine Interval
Another interval is based on a widely used variance stabilizing transformation for the binomial distribution (see, e.g. 
See Figure 6 for the coverage probability of this interval for n = 50.
The Clopper-Pearson Interval
The Clopper-Pearson interval is \exact" for all n. If X = x is observed, then the ClopperPearson (1934) interval is de ned by CI CP = L CP (x); U CP (x)], where L CP (x) and U CP (x) are, respectively, the solutions in p to the equations P p (X x) = =2 and P p (X x) = =2:
It is easy to show that the lower endpoint is the =2 quantile of a beta distribution Beta(x; n? x+1), and the upper endpoint is the 1? =2 quantile of a beta distribution Beta(x+1; n?x).
This interval guarantees that the actual coverage probability is always at least 1 ?
. Figure 6 shows the coverage probability for n = 50. It can be seen that this interval is quite \conservative", in the sense that the coverage probability can be signi cantly larger than the nominal value 1 ? .
Bayesian Methods
Beta distributions are the standard conjugate priors for binomial distributions and it is quite common to use beta priors for the construction of a Bayesian HPD interval (see Berger (1985) and Robert (1993) The interval is formed by taking the central 1 ? posterior probability interval. This leaves =2 posterior probability in each omitted tail. The exception is for x = 0 (n) where the lower (upper) limits are modi ed to avoid the undesirable result that the coverage probability C(p; n) ! 0 as p ! 0 or 1.
The actual endpoints of the interval need to be numerically computed. This is very easy to do using softwares such as Minitab, S-Plus or Mathematica. Indeed, in Table 5 , we have provided the limits for the case of the Je reys prior for 7 n 30.
The endpoints of the Je reys prior interval are the =2 and 1 ? =2 quantiles of the Beta(x + 1=2; n ? x + 1=2) distribution. The psychological resistance to using the interval is the inability to compute them at ease without software.
We provide two avenues to resolving this problem. One is Table 5 . The second is a computable approximation to the limits of the Je reys prior interval, one that is computable with just a normal table. This approximation is obtained after some algebra from the general approximation to a Beta quantile given in pp. 945 in Abramowitz & Stegun (1970 The upper limit may be approximated by the same expression with replaced by ? in !.
The simple approximation given above is remarkably accurate.
An exact Bayesian solution would involve using the HPD intervals instead of our equal tails proposal. However, HPD intervals are much harder to compute, and do not even do as well in terms of coverage probability. See Figure 5 and compare to the Je reys' equal-tailed interval in Figure 6 . 
Modi cation of Je reys Interval
Evidently, CI J has an appealing Bayesian interpretation. And, its coverage and length properties are reasonably appealing except for a very narrow downward coverage spike fairly near 0 and 1 (see Figure 6 ) . The unfortunate downward spikes in the coverage function result because U J (0) is too small, and symmetrically L J (n) is too large. To remedy this we revise these two speci c limits as 
Connections Between Je reys Intervals and Exact Intervals
The equal-tailed Je reys prior interval has some interesting connections to the ClopperPearson \exact" interval. As we mentioned earlier, the Clopper-Pearson interval CI CP can be written as CI CP = B( =2; X; n ? X + 1); B(1 ? =2; X + 1; n ? X)]:
It therefore follows immediately that CI J is always contained in CI CP . Thus CI J corrects the conservativeness of CI CP . It turns out that the Je reys prior interval, although Bayesianly constructed, has a clear and convincing frequentist motivation. It is thus no surprise that it does well from a frequentist perspective. As we explain, the Je reys prior intervals CI J can be regarded as a continuity corrected version of the Clopper-Pearson intervals CI CP . The interval CI CP inverts the inequality P p (X L(p)) =2 to obtain the lower limit and similarly for the upper limit. Thus, for xed x, the upper limit of the interval for p, U CP (x), satis es P U CP (x) (X x) =2; (12) and symmetrically for the lower limit. This interval is very conservative; undesirably so for most practical purposes. A familiar proposal to eliminate this over-conservativeness is to instead invert P p (X L(p) ? 1) + (1=2)P p (X = L(p)) = =2; (13) This amounts to solving (1=2)fP U CP (x) (X x ? 1) + P U CP (x) (X x)g = =2; (14) which is the same as U midP (X) = (1=2)B(1 ? =2; x; n ? x + 1) + (1=2)B(1 ? =2; x + 1; n ? x); (15) and symmetrically for the lower endpoint. These are the "Mid-P Clopper-Pearson" intervals. They are known to have good coverage and length performance. U midP given in (15) This is exactly the upper limit for the equal-tailed Je rey interval. Similarly, the corresponding approximate lower endpoint is the Je reys' lower limit. Another way to frequentistly interpret the Je reys prior interval is to say that U J (x) is the upper limit for the Clopper-Pearson rule with x ? 1=2 successes and L J (x) is the lower limit for the Clopper-Pearson rule with x + 1=2 successes.
Performance of the Intervals
The performance of the recentered interval is already signi cantly better than that of the standard interval for p away from the boundaries. However, the coverage probability is still unsatisfactory when p is close to 0 or 1, because it does not adjust the estimate of the standard error.
Average The Agresti-Coull interval has a very simple form and is easy to remember -\Add 2 =2 successes and 2 =2 failures; then use the standard method". The interval also has good minimum coverage probability. The coverage probability of the interval is quite conservative for p very close to 0 or 1. In comparison to the Wilson interval it is more conservative, especially for small n. This, by the way, is not surprising because it is easy to show that CI AC always contains CI W as a proper subinterval.
The arcsine interval performs well for p not too close to the boundaries. The coverage also has downward spikes near the two edges (see Figure 6 ). Modi cations can also be made to correct the problem. For example, by setting the lower limit to 0 when x = 0 and the upper limit to 1 when x = n, the sharp downward spikes in the two boundaries can be eliminated. This simple modi cation avoids the awkward result that the coverage probability C(p; n) ! 0 as p ! 0 or 1. We also note that our evaluations show that the performance of the arcsine interval with the standardp in place of p in (7) is much worse than that of CI Arc .
The Clopper-Pearson interval guarantees that the actual coverage probability is above the nominal con dence level. However, for any xed p, the actual coverage probability can be much larger than 1 ? unless n is quite large, and thus the con dence interval is rather inaccurate in this sense. See Figure 6 . See also Figure 7 for its average coverage probability. The Clopper-Pearson interval is wastefully conservative and is not a good choice for practical use, unless strict adherence to the prescription C(p; n) 1 ? is demanded.
The coverage of the Je reys interval is qualitatively similar to that of CI W over most of the parameter space 0; 1]. See Figure 6 . Correspondingly, the average coverage is amazingly close to 1? . See Figure 7 . In addition, as we just saw in Section 3.9, CI J has an appealing connection to the mid-P corrected version of the Clopper-Pearson \exact" intervals. These are very similar to CI J , over most of the range, and have similar appealing properties. CI J is a serious and credible candidate for practical use. The coverage has an unfortunate fairly deep spike near p = 0 and, symmetrically, another near p = 1. However, our simple modi cation of CI J removes these two deep downward spikes. The modi ed Je reys interval CI M?J performs well.
The speci c choices of the values of n and p in the examples and gures are artifacts. The theoretical results in Brown, Cai & DasGupta (1999) show that the same comparative phenomena as regards coverage and length hold for general n and p. (Those results are asymptotic as n ! 1, but we argue they are also su ciently accurate for realistically moderate n.)
Choosing An Interval
We compare the performance of the various intervals in terms of the average coverage probability, the mean absolute error of the coverage, and the expected length of the interval. Figure 7 demonstrates the striking di erence in average coverage probability among ve intervals: the Clopper-Pearson interval, the Agresti-Coull interval, the Wilson interval, the Je reys prior interval, and the standard interval. The Clopper-Pearson interval is very conservative and the convergence to the nominal con dence level is extremely slow. The standard interval performs poorly. The interval CI AC is slightly conservative in terms of average coverage probability, but the convergence is much faster than the Clopper-Pearson interval. Both the Wilson interval and the Je reys prior interval have excellent performance in terms of the average coverage probability; that of the Je reys prior interval is, if anything, slightly superior. The average coverage of the Je reys interval is really very close to the nominal level even for quite small n. Ideally, it would be nice to compare the intervals for individual n up to some limit. But actually it would only add to the confusion. A summary is often more instructive than excessive detail. We group the values of n into four intervals: 10 n 25, 26 n 40, 41 n 60, and 61 n 100. Admittedly, the grouping is somewhat subjective. But it has to be and these intervals of n seem to be reasonable. jC(p; n) ? (1 ? )j dp;
and Average Expected Length = Z 1 0 E n;p (length(CI)) dp
where U and L are the upper and lower limits of the con dence interval CI, respectively. The top panel of Figure 8 displays the mean absolute errors for n = 10 to 25, and n = 26 to 40. It is clear from the plots that among the ve intervals, CI W , CI AC and CI J are comparable, but the mean absolute errors of CI CP and CI Arc are signi cantly larger. The bottom panel of Figure 8 shows the average expected lengths of the ve intervals for n = 10 to 25, and n = 26 to 40. Interestingly, the comparison is clear and consistent as n changes. Always, the Je reys interval CI J and the Wilson interval CI W are comparable, and CI J is just slightly more parsimonious. But the di erence is not of practical relevance. However, especially when n is small, the average expected length of CI AC is noticeably larger than that of CI J and CI W . In fact, for n till about 20, the average expected length of CI AC is larger than that of CI J by .04 to .02, and this di erence can be of de nite practical relevance. The di erence starts to wear o when n is larger than 30 or so. The Clopper-Pearson interval CI CP is signi cantly longer than the other intervals. Based on these plots, we recommend the Wilson interval or the Je reys interval for small n ( n 40). These two intervals are comparable in both absolute error and length for n 40, and we believe that either could be used, depending on taste.
For larger n, the Wilson, Je reys and the Agresti-Coull intervals are all comparable, and the Agresti-Coull interval is the simplest to present. It is generally true in statistical practice that only those methods that are easy to describe, remember and compute are widely used. Keeping this in mind, we recommend the Agresti-Coull interval for practical use when n 40.
Concluding Remarks
Interval estimation of a binomial proportion is a very basic problem in practical statistics. The standard Wald interval is in nearly universal use. We rst show that the performance of this standard interval is persistently chaotic and unacceptably poor. Indeed its coverage properties defy all conventional wisdom, much more than is presently widely understood. The performance is so erratic and the quali cations given in the in uential texts are so defective, that the standard interval should not be used. We provide a fairly comprehensive evaluation of many natural alternative intervals. Based on this analysis, we recommend the Wilson or the equal-tailed Je rey prior interval for small n (n 40), and the Agresti-Coull interval for n 40. Even for small sample sizes the easy to present Agresti-Coull interval is much preferable to the standard one.
We would be satis ed if this article contributes to a greater appreciation of the severe aws of the popular standard interval and an agreement that it deserves not to be used at all. We also hope that the recommendations as regards alternative intervals will provide constructive suggestions as to what may be used in preference to the standard method.
x n = 7 n = 8 n = 9 n = 10 n = 11 n = 12 Table 5 : 95% Limits of the Je reys prior interval.
