We introduce the circumcenter mapping induced by a set of (usually nonexpansive) operators. One prominent example of a circumcenter mapping is the celebrated Douglas-Rachford splitting operator. Our study is motivated by the Circumcentered-Douglas-Rachford method recently introduced by Behling, Bello Cruz, and Santos in order to accelerate the Douglas-Rachford method for solving certain classes of feasibility problems. We systematically explore the properness of the circumcenter mapping induced by reflectors or projectors. Numerous examples are presented. We also present a version of Browder's demiclosedness principle for circumcenter mappings.
Introduction
Throughout this paper, we assume that H is a real Hilbert space with inner product ·, · and induced norm · . Let m ∈ N {0}, and let T 1 , . . . , T m−1 , T m be operators from H to H. Set S = {T 1 , . . . , T m−1 , T m }, and denote the power set of H as 2 H . The associated set-valued operator S : H → 2 H is defined by (∀x ∈ H) S(x) = {T 1 x, . . . , T m−1 x, T m x}.
Unless otherwise specified, we assume that U 1 , . . . , U m are closed affine subspaces of H, with
In this paper, we introduce the circumcenter mapping CC S induced by S which maps every element x ∈ H to either empty set or the (unique if it exists) circumcenter of the finitely many elements in the nonempty set S(x). In fact, the circumcenter mapping CC S induced by S is the composition CC • S where CC is the circumcenter operator defined in [4] . The domain CC S is defined to be dom CC S = {x ∈ H | CC S x = ∅}. We say the circumcenter mapping CC S is proper, if . . , x m are said to be affinely independent if aff{x 0 , x 1 , . . . , x m } is m-dimensional. We will also say (x 0 , x 1 , . . . , x m ) = (x i ) i∈{0,1,...,m} is affinely independent. 
Projectors and reflectors
Our first result follows easily from the definitions.
Lemma 2.8 Let C be a nonempty closed convex subset of H. Then (i) P C P C = P C .
(ii) R C R C = Id.
Fact 2.9 [9, Theorem 5.8] Let C be a closed linear subspace of H. Then (i) Id = P C + P C ⊥ .
(ii) C ⊥ = {x ∈ H | P C (x) = 0} and C = {x ∈ H | P C ⊥ (x) = 0} = {x ∈ H | P C (x) = x}.
The following result is a mild extension [6, Proposition 1] and it is useful in the proof of Theorem 4.3.
Proposition 2.10
Let C be a closed affine subspace of H. Then the following hold:
(i) The projector P C and the reflector R C are affine operators.
(ii) Let x be in H and let p be in H. Then p = P C x ⇐⇒ p ∈ C and (∀v ∈ C) (∀w ∈ C) x − p, v − w = 0.
(iii) (∀x ∈ H) (∀v ∈ C) x − P C x 2 + v − P C x 2 = x − v 2 .
(iv) (∀x ∈ H) (∀y ∈ H) x − y = R C x − R C y .
(v) (∀x ∈ H) (∀v ∈ C) x − v = R C x − v .
Proof. (i): P C is affine by [2, Corollary 3.22 (ii)]; this implies that R C = 2 P C − Id is affine as well.
(ii): [2, Corollary 3.22(i)].
(iii): Indeed, for every x ∈ H and v ∈ C,
(by (ii)) (iv): For every x ∈ H, and for every y ∈ H, by (ii), P C x − P C y, P C x − x − P C x − P C y, P C y − y = 0 ⇐⇒ P C x − P C y, P C x − P C y − (x − y) = 0 ⇐⇒ x − y 2 = 4 P C x − P C y 2 − 4 P C x − P C y, x − y + x − y 2 ⇐⇒ x − y 2 = (2 P C x − x) − (2 P C y − y)
(by R C = 2 P C − Id) (v): Notice that Fix R C = C and then use (iv).
Circumcenters
In the whole subsection, P (H) is the set of all nonempty subsets of H containing finitely many elements.
By [4, Proposition 3 .3], we know that for every K ∈ P (H), there is at most one point p ∈ aff(K) such that { p − x | x ∈ K} is a singleton. Hence, the following notion is well-defined.
Definition 2.11 (circumcenter operator) [4, Definition 3.4]
The circumcenter operator is CC : P (H) → H ∪ {∅} : K → p, if p ∈ aff(K) and { p − x | x ∈ K} is a singleton; ∅, otherwise.
In particular, when CC(K) ∈ H, that is, CC(K) = ∅, we say that the circumcenter of K exists and we call CC(K) the circumcenter of K. . . , x m } ∈ P (H), where x 1 , . . . , x m are affinely independent. Then CC(K) ∈ H, which means that CC(K) is the unique point satisfying the following two conditions:
Moreover,
. . .
Fact 2.14 [4, Theorem 8.1] Suppose that K = {x, y, z} ∈ P (H) and that card(K) = 3. Then x, y, z are affinely independent if and only if CC(K) ∈ H.
Combining Fact 2.12 and Fact 2.14, we obtain the following two results.
Corollary 2.15
Let K = {x 1 , x 2 , x 3 } ∈ P (H). Then CC(K) ∈ H if and only if exactly one of the following cases holds.
(ii) card{x 1 , x 2 , x 3 } = 3 and if there is {α, β} ⊆ R such that α( (i) Set t = dim span{x 2 − x 1 , . . . , x m − x 1 } , and let K = {x 1 , x i 1 , . . . , x i t } ⊆ K be such that
(ii) Suppose that x 1 , . . . , x m−1 , x m are affinely independent, and let (x
Fact 2.21 [4, Example 7.6 ] Suppose that H = R 2 . Let x 1 = (−2, 0) and
Circumcenter mappings induced by operators
Suppose that T 1 , . . . , T m−1 , T m are operators from H to H, with m ∈ N {0} and that S = {T 1 , . . . , T m−1 , T m } and (∀x ∈ H) S(x) = {T 1 x, . . . , T m−1 x, T m x}.
Definition
Definition 3.1 (induced circumcenter mapping) The circumcenter mapping CC S induced by S is
In particular, if dom CC S = H, then we say the circumcenter mapping CC S induced by S, is proper; otherwise, we call CC S improper.
Remark 3.2 By Definitions 3.1 and 2.11, for every x ∈ H, if the circumcenter of the set S(x) defined in Definition 2.11 does not exist in H, then CC S x = ∅. Otherwise, CC S x is the unique point satisfying the two conditions below:
. . , T m−1 x, T m x}, and
Basic properties
We start with some examples.
Proof. Clear from Fact 2.12 and Definition 3.1.
Corollary 3.4
Let S = {T 1 , T 2 , T 3 } and let x ∈ H. Then x ∈ dom CC S if and only if card{T 1 x, T 2 x, T 3 x} = 3 and there exists (α,
Proof. This follows from Corollary 2.15.
, and let α ∈ R. Set S = {α Id, R U 1 , R U 2 }. Then the following hold:
(ii) If α = 1 or α = −1, then dom CC S = R 2 , i.e., CC S is proper.
Proposition 3.6 Suppose that for every x ∈ H, there exists a point p(x) ∈ H such that (i) p(x) ∈ aff{T 1 x, . . . , T m−1 x, T m x}, and
Then CC S is proper and
Proof. This follows from Remark 3.2.
Proposition 3.7 Suppose that for every x ∈ H, there exists I(x) ⊆ I := {1, . . . , m} such that card I(x) = card S(x) and (T i x) i∈I(x) is affinely independent. Then CC S is proper.
Proof. Let x ∈ H. Since I(x) ⊆ I, we have {T i x} i∈I(x) ⊆ S(x). The affine independence of (T i x) i∈I(x) yields card {T i x} i∈I(x) = card I(x) . Combining with card I(x) = card S(x) , we obtain that {T i x} i∈I(x) = S(x), which implies that
Using the assumption that (T i x) i∈I(x) is affinely independent again, by Fact 2.13, we deduce that CC {T i x} i∈I(x) ∈ H. Combining with (3.1), we deduce that (∀x ∈ H) CC S x ∈ H, i.e., CC S is proper.
The following example illustrates that the converse of Proposition 3.7 is not true in general.
Example 3.8 Let U be a closed linear subspace of H with {0} = U H. Denote by 0 also the zero operator: (∀x ∈ H) 0(x) = 0. Set S = {Id, P U , P U ⊥ , 0}. Then the following hold:
Proof. (i): Let x ∈ H. By Proposition 2.10(iii) and by 0 ∈ U and P U x ∈ U, we deduce that
and that
Combining with the linearity of P U , we obtain
Similarly, by Proposition 2.10(iii) again, replace U in the above analysis by U ⊥ to yield that
Combining (3.2) with (3.3), we obtain that
In fact, by Fact 2.9(ii),
(3.5a)
In addition, Combining (3.5) with Fact 2.9(i), we know that
Hence, for every x ∈ H (U ∪ U ⊥ ), x, P U x, P U ⊥ x, 0(x) are pairwise distinct. (iii): Now for every x ∈ H,
The proof is complete.
The following theorem provides a way to verify the properness of CC S where S contains three operators.
Theorem 3.9 Suppose that S = {T 1 , T 2 , T 3 }. Then CC S is proper if and only if for every x ∈ H with card S(x) = 3, the vectors T 1 x, T 2 x, T 3 x are affinely independent.
Proof. By Fact 2.14, for every x ∈ H with card S(x) = 3,
(3.6)
"=⇒": It follows directly from (3.6). "⇐=": Assume that for every x ∈ H with card S(x) = 3, T 1 x, T 2 x, T 3 x are affinely independent in H. Let x ∈ H. If card S(x) = 3, by (3.6) and the assumption, then CC S x ∈ H. Assume card S(x) ≤ 2, by Proposition 3.3, CC S x ∈ H. Altogether, (∀x ∈ H), CC S x ∈ H, which means that CC S is proper. 
which yields that aff{T 1 x, . . . , T m−1 x, T m x} = aff{x} = {x}. In addition, by (3.7),
Therefore, we obtain that CC S x = x, which means that
By the assumption, there is i 0 ∈ {1, . . . , m} such that
Combining (3.9) with (3.8), we obtain that
Combining with (i), we deduce that
The properness of CC S follows from Theorem 3.9 while the rest is a consequence of elementary manipulations.
Continuity
Proposition 3.12 Assume that the elements of S = {T 1 , . . . , T m−1 , T m } are continuous operators and that x ∈ dom CC S . Then the following hold:
. . , T m−1 x, T m x are affinely independent, then CC S is continuous at x.
By Definition 3.1, CC S x ∈ H means that CC(S (x)) ∈ H. By assumptions,
Substituting the K, K and K (k) in Fact 2.20(i) by the above S(x), S x (x) and S x (x (k) ) respectively, we obtain the desired results.
(ii): This follows easily from (i).
The next result summarizes conditions under which the proper circumcenter mapping CC S is continuous at a point x. The following examples show that even when T 1 x, . . . , T m−1 x, T m x are affinely dependent and m ≥ 3, then CC S may still be continuous at x.
Example 3.14 Suppose that U is a closed linear subspace of H such that {0} U H. Set S = {Id, R U , R U ⊥ }. Then the following hold:
(i) The vectors x, R U x, R U ⊥ x are affinely dependent for every x ∈ U ∪ U ⊥ . 1 When S(x) is a singleton, then S x = {T 1 } by the standard convention that ∅ is the basis of {0}.
(ii) CC S ≡ 0 which is thus proper and continuous on H.
(ii): Since Id = P U + P U ⊥ and R U = 2 P U − Id, we have
In addition, clearly 0 ∈ U ∩ U ⊥ . In Proposition 2.10(v), substitute C = U, and let the point v = 0. We get x = R U x . Similarly, In Proposition 2.10(v), substitute C = U ⊥ and let the point v = 0 . We get x = R U ⊥ x . Hence, we have
which means that (∀x ∈ H) CC S (x) = 0.
Example 3.15
Assume that H = R 2 and S = {T 1 , T 2 , T 3 }, where for every (x, y) ∈ R 2 ,
Consequently, CC S is proper and continuous.
The following example shows that even if the operators in S are continuous, we generally have CC S is proper CC S is continuous.
Example 3.16
Proof. (i): Let (x, y) ∈ R 2 . Now by Fact 2.7,
Hence, by Corollary 2.15, when x − 2 = 0, we have CC S (x, y) ∈ H. Actually, when x − 2 = 0, that is x = 2, then for every y ∈ R,
. By the analysis in (i) above, we know
On the other hand, since
, and since, by Definition 3.1,
, we deduce that, by Fact 2.21,
Hence,
and we are done.
The Demiclosedness Principle for circumcenter mappings
Let T : H → H be nonexpansive. Then
This well known implication (see [8, Theorem 3(a) ]) is Browder's Demiclosedness Principle; it is a powerful tool in the study of nonexpansive mappings. (Technically speaking, (3.13) states that Id −T is demiclosed at 0, but because a shift of a nonexpansive mapping is still nonexpansive, it is demiclosed everywhere.) For the sake of brevity, we shall simply say that "the demiclosedness principle holds for T" whenever (3.13) holds.
Clearly, the demiclosedness principle holds whenever T is weak-to-strong continuous, which is the case when T is continuous and H is finite-dimensional. The demiclosedness principle also holds for so-called subgradient projectors; see [5, Lemma 5.1] for details.
We now obtain a condition sufficient for the circumcenter mapping to satisfy the demiclosedness principle. Throughout, we assume T 1 , . . . , T m are mappings from H to H.
Theorem 3.17
Suppose that the demiclosedness principle holds for each element in S = {T 1 , T 2 , . . . , T m }. In addition, assume that CC S is proper and that the implication
holds. Then the demiclosedness principle holds for CC S and Fix
Proof. Let x k
x and
By (3.15) and (3.14),
Because the demiclosedness principle holds for each T i , we deduce that x ∈ ∩ m i=1 Fix T i ⊆ Fix CC S , where the last inclusion follows from Proposition 3.10(i). Therefore, x − CC S x = 0, which shows that the demiclosedness principle holds for CC S . To verify the remaining assertion, letx ∈ Fix CC S . For every k ∈ N, substitute x k byx. Then using the assumption (3.14), we deduce that (∀i ∈ {1, . . . , m})
Fix T i . Therefore, the desired result follows from Proposition 3.10(i).
Corollary 3.18
Suppose that T 1 = Id and that CC S is proper. Then the implication
holds.
Proof. Since CC S is proper, by Remark 3.2,
which implies that (3.18) is true.
Proposition 3.19
Suppose that T 1 = Id, that for every i ∈ {2, . . . , m}, the demiclosedness principle holds for T i , that S = {T 1 , T 2 , . . . , T m }, and that CC S is proper. Then the demiclosedness principle holds for CC S and
Proof. Combine Theorem 3.17 with Corollary 3.18.
We are now ready for the main result of this section. We now present (omitting its easy proof) another consequence of Proposition 3.19.
Corollary 3.21
Suppose that H is finite-dimensional, that S = {T 1 , T 2 , . . . , T m }, where T 1 = Id and T j is continuous for every j ∈ {2, . . . , m}, and that CC S is proper. Then the demiclosedness principle holds for CC S . In particular,
We now provide an example where the demiclosedness principle does not hold for CC S . Figure 1.) (iv) x ∈ Fix CC S ; consequently, the demiclosedness principle does not hold for CC S .
Example 3.22 Suppose that
Proof. (i): Let x ∈ H. If T 3 x ∈ R · (1, 0), then T 3 x = (2, 0) and so CC S x = (0, 0). Now assume that T 3 x ∈ R · (1, 0). Then T 1 x, T 2 x, T 3 x are affinely independent. Hence, by Theorem 3.9, CC S x ∈ H. Altogether, CC S is proper.
(ii): Since T 1 x = (−2, 0) and T 2 x = (2, 0), by definition of circumcenter mapping,
As seen in the proof of (i), the vectors T 1 x, T 2 x, T 3 x are affinely independent. Hence, by definition of circumcenter mapping, in this case CC S x is the intersection of R · (0, 1) and the perpendicular bisector of the two points T 2 x, T 3 x.
Denote by CC S x := (0, w). Some easy calculation yields that if v > −8, then w > v; if v < −8, then w < v, which means that
Hence
. By Example 3.16(ii), we obtain that
(iv): By (ii), x ∈ Fix CC S . Therefore, the demiclosedness principle does not hold for CC S . 
Circumcenter mappings induced by reflectors
Recall that m ∈ N {0} and that U 1 , . . . , U m are closed affine subspaces in the real Hilbert space H with ∩ m i=1 U i = ∅. In the whole section, denote By the empty product convention, ∏ 0 j=1 R U i j = Id. So, when r = 0 in (4.1), Id ∈ Ω. Hence, Ω is the set consisting of the identity operator, Id, and all of the compositions of (∀i ∈ {1, . . . , m}) R U i .
Throughout this section, we assume that Id ∈ S ⊆ aff Ω.
Proper circumcenter mappings induced by reflectors
Note that for every T in S, where S ⊆ Ω, there exists r ∈ N and i 1 , . . . , i r ∈ {1, . . . , m} such that
Therefore, from now on we assume
is a representative element of the set S, where Id ∈ S ⊆ Ω.
We start with a useful lemma.
Lemma 4.1 Assume that
. . , U m are closed affine subspaces and u ∈ ∩ m i=1 U i ⊆ ∩ r j=1 U i j , by Proposition 2.10(v), we have
which yield
Proposition 4.2 Assume that Id ∈ S ⊆ Ω. Let x ∈ H. Then for every u ∈ ∩ m i=1 U i , (i) P aff(S (x)) (u) ∈ aff(S (x)), and
is the translate of a finite-dimensional linear subspace, aff(S (x)) is a closed affine subspace. Hence, we know P aff(S (x)) (u) is well-defined. Clearly, P aff(S (x)) (u) ∈ aff(S (x)), i.e., (i) is true.
(ii): Take an arbitrary but fixed element
Similarly, substitute C = aff(S (x)), x = u and v = R U ir · · · R U i 2 R U i 1 x in Proposition 2.10(iii) to obtain
On the other hand, by Lemma 4.1, we know
Combining (4.4) with (4.2) and (4.3), we yield
Since R U ir · · · R U i 2 R U i 1 ∈ S is arbitrary, thus (ii) holds.
Combining Proposition 3.6 with Proposition 4.2, we deduce the theorem below which is one of the main results in this paper. (i) The circumcenter mapping CC S : H → H induced by S is proper, i.e., for every x ∈ H, CC S x is the unique point satisfying the two conditions below:
(a) CC S x ∈ aff(S (x)), and
Proof. (i) and (ii): The required results follow from Proposition 3.6 and Proposition 4.2.
the desired result comes from (ii).
We now list several proper circumcenter mappings induced by reflectors; the properness of some of these mappings is derived from Theorem 4.3. Example 4.9 Assume that m = 2 and that S = {Id, R U 2 R U 1 }. By Proposition 3.3,
which is the well-known Douglas-Rachford splitting operator. Clearly, CC S is proper.
Example 4.10
Assume that m = 2 and that S = {Id,
Proof. The first assertion follows from Example 4.4. As for the remaining ones, note that
Combining (4.5) with Proposition 3.3, we obtain that
Example 4.11
Then exactly one of the following cases occurs.
(i) l = 1 and CC S x = x.
(ii) l = 2, say S(x) = {x 1 , x 2 }, where x 1 and x 2 are two distinct elements in S(x), and CC S x = x 1 +x 2 2 .
(iii) l = 3, say S(x) = {x 1 , x 2 , x 3 }, where x 1 , x 2 , x 3 are pairwise distinct elements in S(x), and
.
(iv) l = 4 and
. .
where {x 1 , x 2 , . . . , x t x } = S(x), and x 1 , x 2 , . . . , x t x are affinely independent and
Proof. By Theorem 4.3(i), CC S is proper. The rest follows from Fact 2.12 and Fact 2.13.
We now turn to the properness of CC S when Id ∈ S ⊆ aff Ω.
Proposition 4.12
Let α ∈ R. Assume that 6) and that
Then CC S is proper. Moreover,
Proof. If α = 0, then S = {Id}, by Definition 3.1,
Now assume α = 0. Let x ∈ H. For every i ∈ {1, . . . , m}, thus 
by Definition 3.1 and Theorem 4.3(i))
Proposition 4.13 Assume that
, which is the Douglas-Rachford splitting operator, and set S = {Id, T, T 2 }. Then the following hold:
(ii) CC S is proper.
Proof. (i): By Fact 2.5,
On the other hand, 10) and
which result in 
Altogether, (4.13) and (4.9) demonstrate to us that (i) is true.
(ii): If x, Tx, T 2 x are affinely independent, by Fact 2.13, then CC S x ∈ H. Suppose x, Tx, T 2 x are affinely dependent. By (4.12) and det(A) = 0, in this case, x, R U 2 R U 1 x, R U 2 R U 1 R U 2 R U 1 x are affinely dependent. Applying Theorem 4.3(i), we know CC S x ∈ H. Hence, Fact 2.14 yields that
(4.14)
If Tx − x = 0, by Proposition 3.3, CC S x = x+T 2 x 2 . Now suppose Tx − x = 0. By (4.10), R U 2 R U 1 x = x. Therefore, by (4.14) and
Multiply both sides by R U 1 R U 2 , by Lemma 2.8(ii), to deduce R U 2 R U 1 x = x, which contradicts with R U 2 R U 1 x = x. Suppose R U 2 R U 1 R U 2 R U 1 x = x, by (4.10) and (4.11), which implies, Tx = T 2 x. Then by Proposition 3.3, we obtain CC S x = x+Tx 2 ∈ H. In conclusion, (∀x ∈ H) CC S x ∈ H, which means (ii) holds. Proof. By Proposition 3.3, when α 1 = 0 or α 2 = 0, then CC S is proper.
Improper circumcenter mappings induced by reflectors
For every x ∈ H, if α 1 = 0,
which implies that, by Fact 2.7,
On the other hand, if x ∈ H U, then since α 1 = 0, α 2 = 0, α 1 = α 2 and Fix R U = U, we obtain that
Combining Corollary 3.4 with (4.15) and (4.16), we deduce the required result. Note that
Example 4.15 Assume that
which implies, by Fact 2.7, that
On the other hand, assume now x ∈ H U. Then
Combining Corollary 3.4 with (4.18) and (4.19), we infer the desired result.
The following example is a special case of Example 4.15.
Example 4.16
Assume that m = 2, that U 1 U 2 = H, and that {α 1 ,
The desired result follows directly from Example 4.15.
Notice that in Proposition 4.13 we showed that for S = {Id, T, T 2 } = {Id,
}, CC S is proper. The example above says that this result is not a conincidence.
Particular circumcenter mappings in finite-dimensional spaces 4.3.1 Application to best approximation
Suppose that x) k∈N . In the following two examples, we choose two linear subspaces, U 1 and U 2 , in R 3 and one point x 0 ∈ R 3 . Then we count the iteration numbers needed for the four algorithms: the shadow sequence of the Douglas-Rachford method (DRM) (see, [1] for details), the sequence generated by the method of alternating projections (MAP), and the sequence generated by iterating CC S 1 and CC S 2 to find the best approximation point x = P U 1 ∩U 2 x 0 .
Example 4.17
Assume that H = R 3 , that U 1 is the line passing through the points (0, 0, 0) and (1, 0, 0), and that U 2 is the plane {(x, y, z) | x + y + z = 0}. Let x 0 = (0.5, 0, 0). As Table 1 shows, both of the CC S 1 and CC S 2 are faster than DRM and MAP. (The results were obtained using GeoGebra.)
Algorithm
Iterations needed to find P U 1 ∩U 2 x 0 Douglas-Rachford method 12 Method of alternating projections 12 Circumcenter method induced by S 1 1 Circumcenter method induced by S 2 1 
Example 4.18
Assume that H = R 3 , that U 1 = {(x, y, z) | x + y + z = 0}, and that U 2 := {(x, y, z) | − x + 2y + 2z = 0}. Set x 0 = (−1, 0.5, 0.5). As Table 2 illustrates, CC S 2 is faster than the other methods, and CC S 1 performs no worse than DRM or MAP. (The results were obtained using GeoGebra.)
Algorithm Iterations needed to find P U 1 ∩U 2 x 0 Douglas-Rachford method 5 Method of alternating projections 6 Circumcenter method induced by S 1 5 Circumcenter method induced by S 2 2 
Counterexamples
The following two examples show that the circumcenter mapping induced by reflectors is in general neither linear nor continuous.
Example 4.19 (Discontinuity)
Suppose that H = R 2 , set U 1 = R · (1, 0), and set U 2 := R · (1, 1) . 
Circumcenter mappings induced by projectors
In this section, we uphold the notations that ∈ N, and i 1 , . . . , i r ∈ {1, . . . , m} and Id ∈ S ⊆ Ω.
In addition, set Θ = P U ir · · · P U i 2 P U i 1 r ∈ N, and i 1 , . . . , i r ∈ {1, . . . , m} .
By the empty product convention, ∏ 0 j=1 P U i j = Id. Hence Id ∈ Θ. Specifically, we assume that Id ∈ S ⊆ aff Θ.
Proper circumcenter mappings induced by projectors
First, we present some cases when CC S is proper.
Proof. Apply Proposition 4.12 with α replaced by α 2 .
Taking α = 1 in Proposition 5.1, we deduce the next result.
Corollary 5.2
Assume that S = {Id, P U 1 , . . . , P U m−1 , P U m }. Then CC S is proper, that is for every x ∈ H, there exists unique CC S x ∈ H satisfying
Proposition 5.3
Assume that U 2 is linear and that S = {Id,
Proof. Let x ∈ H. If card S(x) ≤ 2, by Proposition 3.3, CC S x ∈ H. Now assume card S(x) = 3. If x, P U 1 x, P U 2 P U 1 x are affinely independent, by Fact 2.14, CC S x ∈ H.
Assume that
Note that card S(x) = 3 implies that P U 1 x − x = 0; moreover, (5.2) yields that there exists α = 1 such that
Because U 2 is linear subspace, P U 2 is linear. Applying to both sides of (5.3) the projector P U 2 , we obtain
Combining card S(x) = 3 with (5.2) and (5.4), we deduce that x, P U 1 x, P U 2 x are pairwise distinct and affinely dependent. Applying Corollary 5.2 to m = 2, we obtain CC({x, P U 1 x, P U 2 x}) ∈ H. But this contradicts Fact 2.14. Therefore, dom CC S = H.
Proposition 5.4
Assume that U 2 is linear and that S = {Id, P U 2 , P U 2 P U 1 }. Then CC S is proper.
Proof. Let x ∈ H. Similarly to the proof in Proposition 5.3, we arrive at a contradiction for the case where card S(x) = 3 and there exists α = 1 such that
As in the proof of Proposition 5.3, we apply to both sides of (5.5) the projector P U 2 . Then
which contradicts card S(x) = 3. 
Improper circumcenter mappings induced by projectors
The following example demonstrates that the answer to Question 5.5 is negative.
Example 5.6
Assume that m = 2 and that U :
The result now follows from the assumptions above and Example 4.15.
Next, we present further improper instances of CC S , where Id ∈ S ⊆ aff Θ.
Example 5.7
Assume that H = R 2 , that m = 2, that U 1 = R · (1, 0), and that U 2 = R · (1, 2). Assume further that S = {Id, P U 2 P U 1 , P U 2 P U 1 P U 2 P U 1 }. Take x = (2, 4) ∈ U 2 . As Figure 6 illustrates, x, P U 2 P U 1 x, and P U 2 P U 1 P U 2 P U 1 x are pairwise distinct and colinear. By Theorem 3.9, CC S is improper. Figure 6 : Example 5.7 illustrates CC S x = ∅ for the colinear case. Figure 7 shows,
Hence CC S x = ∅, which implies that CC S is improper. In Section 4.2, we have already seen that when the condition S ⊆ Ω fails, the circumcenter mapping induced by reflectors CC S may be improper. In the remaining part of this section, we consider two circumcenter mappings induced by reflectors, where m = 2 and S = {Id,
We construct additional improper circumcenter mappings with the conditions in (6.1) not being satisfied, which means that the conditions (6.1) and (6.2) are sharp.
Inconsistent cases
In this subsection, we focus on the case when ∩ m i=1 U i = ∅. Let U and V be two nonempty, closed, convex (possibly nonintersecting) subsets of H. A best approximation pair relative to (U, V) is
In [3] , the authors used the Douglas-Rachford splitting operator T =
to find a best approximation pair relative to (U, V). . Let x 0 ∈ H and set x n = T n x 0 , for all n ∈ N. Then (P V R U x n , P U x n ) n∈N and (P V P U x n , P U x n ) n∈N both converge weakly to best approximation pairs relative to (U, V).
The following examples show that even if both of U 1 , U 2 are closed affine subspaces, when U 1 ∩ U 2 = ∅, the operator CC S may not be proper where S = {Id,
(Notice that in Example 6.2, U 1 is even a compact set.) Hence, we can not directly generalize Fact 6.1 by the circumcenter mapping induced by reflectors.
The results of the following examples in this section are easily from Corollary 3.4 and the proofs are omitted.
Example 6.2 Assume that
H = R 2 , that U 1 = {(2, 0)}, and that U 2 = R · (0, 1). Set S 1 = {Id, R U 1 , R U 2 } and S 2 = {Id, R U 1 , R U 2 R U 1 }. Then dom CC S 1 = R 2 R · (1, 0) ∪ (2, 0), (0, 0) , dom CC S 2 = R 2 R · (1, 0) ∪ (2, 0), (4, 0) .
Non-affine cases
One of the charming aspects of the Douglas-Rachford method is that it can be used for general convex sets. In this subsection, we assume that
We shall present examples in which the operator CC S is improper, with at least one of U 1 and U 2 not being an affine subspace while U 1 ∩ U 2 = ∅.
In the remainder of this subsection, we revisit the examples used in [6] to show the potential of the Circumcentering Douglas-Rachford method, which are the iterations of the operator CC S 2 .
Example 6.4 Assume that H = R 2 , that U 1 = B[(0, 0); 1], and that U 2 = (1, 0) + R · (0, 1). Then Finally, consider U 1 = {(x, y) ∈ R 2 | (x + 1) 2 + y 2 = 4} and U 2 = {(x, y) ∈ R 2 | (x − 1) 2 + y 2 = 4}. Note that neither U 1 nor U 2 is convex. For S = {Id, R U 1 , R U 2 R U 1 } or S = {Id, R U 1 , R U 2 }, one can show that dom CC S R 2 .
Impossibility to extend to maximally monotone operators
Assume that S = {Id, R U 1 , R U 2 } or S = {Id, R U 1 , R U 2 R U 1 }. In order to show a counterexample where the definition of CC S fails to be directly generalized to maximally monotone theory, we need the definition and facts below. (i) J γA : H → H and Id −J γA : H → H are firmly nonexpansive and maximally monotone.
(ii) The reflected resolvent
is nonexpansive. By Fact 6.12, R U 1 = 2 P U 1 − Id = 2J N U 1 − Id and R U 2 = 2 P U 2 − Id = 2J N U 2 − Id. In these special cases, the reflectors are consistent with the corresponding reflected resolvent.
In the following examples, we replace the two maximally monotone operators N U 1 , N U 2 in the set S = {Id, 2J Let x ∈ H {0}. We observe that ∃y ∈ aff(S 1 (x)) y − x = y − R A x = y − R B x (6.4a)
⇐⇒(∃t ∈ R)
tx − x = tx − (∀x ∈ H {0}) CC S 1 x = ∅.
Assume α = 0, α = 1, β = 0 and α = −β. A similar proof shows that for every x ∈ H {0}, there is no point y ∈ aff(S 2 (x)), such that y − x = y − R A x = y − R B R A x , which implies that (∀x ∈ H {0}) CC S 2 x = ∅.
Arguing similarly to the proof of the previous result, we also obtain the following result:
Example 6.14 Assume that {0} H. Let {a, b} ⊆ R. Set A ≡ a, i.e., (∀x ∈ H) Ax = a, and B ≡ b. Furthermore, set S 1 = {Id, R A , R B } and S 2 = {Id, R A , R B R A }. The example above shows that there is no direct way to generalize the definition of CC S to maximally monotone theory.
