Spoken Language Understanding (SLU) models have to deal with Automatic Speech Recognition outputs which are prone to contain errors. Most of SLU models overcome this issue by directly predicting semantic labels from words without any deep linguistic analysis. This is acceptable when enough training data is available to train SLU models in a supervised way. However for open-domain SLU, such annotated corpus is not easily available or very expensive to obtain, and generic syntactic and semantic models, such as dependency parsing, Semantic Role Labeling (SRL) or FrameNet parsing are good candidates if they can be applied to noisy ASR transcriptions with enough robustness. To tackle this issue we present in this paper an RNN-based architecture for performing joint syntactic and semantic parsing tasks on noisy ASR outputs. Experiments carried on a corpus of French spoken conversations collected in a telephone call-centre are reported and show that our strategy brings an improvement over the standard pipeline approach while allowing a lot more flexibility in the model design and optimization.
Introduction
Natural Language Understanding (NLU) is the process of producing semantic interpretations from words and other linguistic events that are automatically detected in a text conversation or a speech signal. For Spoken Language Understanding, hierarchical shallow semantic models are widely used, consisting on determining first the domain, then the intent, and finally the slot-filling entities needed to fulfill a query [1] . Domain, intent and slot labels are directly linked to the application targeted: personal assistant, web queries, etc. The drawback of using application-specific labels is the need of an annotated corpus of sufficient size in order to perform supervised learning.
For Open Domain NLU, generic purpose semantic models can be used, such as FrameNet or Abstract Meaning Representation (AMR). Once this generic meaning representation is obtained, a translation process can be applied for projecting generic predicates and concepts to application-specific ones. This kind of approach can help reducing the need of annotated corpus for training NLU models, however their main drawback is the need for fine grain parsing processes involving syntactic dependency parsing or semantic role labeling.
For such tasks, the standard linguistic processing pipeline is made of a chain of sequential processes such as POS tagging, chunking, Named-Entity (NE) recognition, syntactic parsing and semantic analysis. This architecture is clearly sub-optimal when processing Automatic Speech Recognition (ASR) output which are prone to contain errors: each error at a given level can lead to more errors at the next level, following a snow ball effect. This phenomenon is very critical when processing spontaneous speech in spoken conversations because of the high word error rate of ASR systems on such data.
Recently, approaches based on a continuous vector space representation for words and deep neural networks have been proposed to unify several NLP tasks into a single model that can be optimized selectively according to the application targeted [2] . In the SLU domain, DNN architectures have been used for domain and intent classification [1] and slot-filling [3] .
If some consistent gains over sequence tagging methods such as Conditional Random Fields (CRF) have been reported on the SLU benchmark corpus ATIS [3] , these gains are rather limited compared to the big boost of performance observed in the image and acoustic classification communities when embeddings and DNN were introduced. However three main characteristics make DNN-based models good candidates for building NLU models:
1. the use of large amount of unlabeled data for learning word representation when dealing with limited amount of in-domain data [4] ;
2. the joint optimization of DNN over several NLP tasks;
3. the ability of Recurrent Neural Networks (RNN) to maintain contextual information through sequence decoding with a memory model such as the Long Short Term Memory model [5] .
We propose in this study an SLU model following these principles dedicated to jointly perform syntactic and semantic analysis through a multi-task [6] approach. This model is a bidirectional RNN with LSTM. It takes as input word embeddings that can be learned on a large out-of-domain corpus. We show on a corpus of speech conversations over phone the advantages of such an approach over a standard sequential pipeline for high Word Error Rate (WER) transcriptions.
Multitask learning focuses on learning different yet related tasks simultaneously [6] with a common classifier. The global cost function for multitask learning is a sum of costs of each of the individual tasks. This strategy has been applied to Spoken Language Understanding in order to learn simultanously several semantic annotation schemes that share slots [10] . In the context of Deep Neural Network, multitask has been proposed by [11] in order to have a unified representation and architecture for several NLP tasks such as POS tagging, chunking, Named Entity tagging, Semantic Role Labelling. Recently the same paradigm has been applied to Machine Translation [12] and Automatic Speech Recognition [13] .
Unlike [10] , the SLU multitask model we propose here is not dedicated to output different semantic annotations sharing slots but rather different NLP tasks, all related, belonging to several linguistic levels such as POS tagging, syntactic dependency parsing, Named Entity tagging and FrameNet parsing. This is rather similar to [11] and [2] where a unified representation is used over task. One difference of our model is the explicit weighting of each task in minimizing the loss at each iteration and the use of bi-directional RNN models with LSTM.
The SLU task consists in detecting semantic frames and frame elements in the automatic transcriptions of spoken conversations with a relatively high Word Error Rate (WER). We introduced this task in [14] where we used a syntactic dependency parser adapted to process spontanous speech [15] . This approach worked well on manual transcriptions or when the WER is low. In this paper we remove the need for such a parser with our RNN multitask architecture in order to increase the robustness of our system for high WER transcriptions.
Tasks & Corpus
We use in this study the RATP-DECODA 1 corpus. It consists of 1514 conversations over the phone recorded at the Paris public transport call-centre over a period of two days [16] . The calls last 3 minutes on average, representing a corpus of about 74 hours of signal.
Several levels of linguistic annotations have been performed on the manual transcriptions of this corpus: Part-OfSpeech, Named Entities, disfluencies, syntactic dependencies. These annotations have been performed with a semi-supervised process described in [17, 15] and based on the MACAON NLP pipeline [18] . In addition to these annotations a semantic frame annotation scheme, based on FrameNet, has been applied on the syntactic parses of the corpus [19] . We did not perform a fulltext annotation of the corpus, but rather selected a set of Lexical Units (LU) relevant to the corpus domain and perform annotation of the frames and frame elements triggered by these LUs in the corpus.
In our experiments, the semantic frame annotations are projected at the word level: each word is either labeled as null if it is not part of a frame realization, or as the name of the frame (or frame elements) it represents. In our training corpus, 28% of the words have a non-null semantic label and there are 336 different frame labels. A lot of ambiguities come from the disfluencies which are occurring in this very spontaneous speech corpus.
An example of annotated corpus is given in table 1 for the sentence: I I lost my phone in bus 38. The semantic frame labels given at the word level follow a simple syntax: position (either B for begin or I for inside); frame name; role (either agent, object or LU for lexical unit). There are 335 different labels to predict at the word level, corresponding to 208 frame segment labels, representing 71 different frames. As expected the top frames are related either to the transport domain (SPACE) or the communication domain (COM and COG). In our setting the semantic frame annotations are strongly linked to the syntactic ones since it is the dependency parses which have been used to link frame triggers and frame elements. The main advantage of this approach to semantic annotation is to lower the need for manual supervision if reliable syntactic annotations are available. The projection from syntactic parse to semantic frames and frame elements is a rule-based system described in [19] . However this method leverage the need for syntactic parsing, which can be difficult when processing noisy ASR transcriptions.
The ASR trasncriptions used in this study are described in [20] . They are obtained thanks to the LIUM system based on the Kaldi decoder [21] with DNN acoustic models as well as LIUM rescoring tools [22] . The average WER is 34.5%. This high error rate is mainly due to speech disfluencies and noisy acoustic environments.
Because of this high WER, we believe that our multitask approach is a good candidate to perform a joint syntactic and semantic analysis. This model is presented in the following section.
Neural network framework 4.1. Bidirectional LSTM Network
In sequence tagging task, we have access to both past and future input features for a given time, we can thus use a bidirectional LSTM network (Figure 1 ) as proposed in [8] . In doing so, we can efficiently make use of past features (via forward states) and future features (via backward states) for a specific time frame.
The basic idea of bidirectional recurrent neural nets is to present each training sequence forwards and backwards to two separate recurrent nets, both of which are connected to the same output layer. This means that for every point in a given sequence, the Bi-LSTM has complete, sequential information about all points before and after it. Also, because the net is free to use as much or as little of this context as necessary, there is no need to find a (task-dependent) time-window or target delay size. The recurrent layer is composed of LSTM cells in order to solve the gradient vanishing/exploding problems [23, 24] . Its input is the word sequence of interest and associated morphological features. Word inputs are encoded via a lookup table which associate words to low-dimensional embedding vectors learned over the training. As morphological features, we consider boolean values about capitalisation, numbers and non alpha-numeric characters presence. In addition, we also use a Figure 1 : A End-to-End Bi-LSTM network in a frame detection context. The same word sequence is fed to two distinct RNN, both connected to the same fully-connected output layer, in order to predict the best frame labels sequence.
word representation based on a bag of character bi-grams. For example, the word "boat" is represented as bo, ba, bt, oa, ot, at . This model is learned with Back-Propagation Thought Time [25] and Adam optimizer [26] using a log-likelihood criterion with a decaying learning rate. We use dropout regularization with a firing rate p = 0.5.
Multitask Learning

Neural Architecture
In order to allow a multitask learning, we added task-specific fully-connected output layers as presented in Figure 2 . This layers are all fed with the same Bi-LSTM state and are trained to independently predict their associated task label. By doing so, every parameters of the network (except the task-specific output layers) are shared over tasks. In our experiments, we consider Part-of-Speech tagging, Disfluencies detection, Named Entities recognition, and Syntactic parsing as additional tasks of interest. Figure 2 : A Multitask Bi-LSTM network. The same Bi-LSTM state is feed to task-specific output layers. In order to preserve readability, we only represent Part-of-Speech tagging and Frame detection output layers.
Learning Criterion
Multitask learning focuses on learning several tasks simultaneously with a single classifier. The global cost function is a weighted sum of individual task costs. More formally, considering E k the log-likehood criterion of the k-th task, we compute a multitask learning criterion E combining task-specific losses.
with α k = 1, and where θs are shared parameters between tasks and θ k are the k-th task-specific parameters. This allows to jointly train the network on N several tasks of interest while optimizing a unified objective function. In our experiments, we first study a uniform α combination weights (∀k α k = 1 N ). In this configuration, each task is learned with the same level of interest. On an other hand, we study the influence of our main task weight. While increasing it, the network focus more and more on the semantic frame detection task at the expense of additional syntactic tasks. As exposed in Table 3 , best frame detection performances were obtained with a main task weight eight times higher than additional tasks ones.
Experiments
The experiments reported in this paper have been done on the RATP-DECODA corpus annotated with semantic frames as presented in section 3. This corpus has been split into 3 partitions: train, dev and test described in table 2. Only the test partition has been fully manually checked for annotation errors. The train and dev partitions has been annotated thanks to the semi-supervised method presented in [17, 15] . All the hyper-parameters of our model have been tuned on the dev corpus.
The main task evaluated here is the detection of frame segments. For example, in the annotated sentence of Table 1 , there are 4 segments to detect: losing agent (I), losing LU (lost), losing obj (my phone), losing obj (in bus 38). For each frame segment found by an automatic system we check if a segment with the same label occur at the same time stamp ±δ (with δ = 2s). Similarly we look for every reference segment in the automatic output. Precision, Recall and F-measure are computed for this frame segment detection tasks and are reported in this section.
Our experimental results are presented in Table 3 and 4. Five systems are compared: two end-to-end systems predicting directly semantic frames from word sequences; two pipeline systems (PL) implementing a sequence of NLP tasks (POS tagging, disfluency detection, NE recognition, dependency parsing) before predicting frames; and one fully integrated multitask system (MT) predicting all NLP level with the semantic frames directly from the word sequence.
• E2E:CRF: a Conditional Random Field model trained in an end-to-end fashion to predict semantic frames only from word features;
• ST:BiRNN: trained in an end-to-end fashion. Inputs are words projected as word embeddings and learning targets are frame labels. In our experimental setting, we • PL:MACAON: a state-of-the-art dependency parser based on the MACAON pipeline [18] adapted to process spontaneous speech transcriptions [15] . The semantic frames are obtained thanks to the same rule-based system as the one used to label the manual transcriptions of the corpus and described in [19] .
• PL:CRF: a Conditional Random Field model taking as input features produced by the MACAON pipeline (POS, disfluency, NE and dependency labels).
• MT:BiRNN: our RNN model trained to predict semantic frames as well as POS tag, disfluencies, named entity and syntactic annotations.
The results presented in table 4 show that our BiRNN systems outperform the pipeline systems on both reference and ASR transcriptions. It is interesting to notice that the ST:BiRNN is almost as good as the MT:BiRNN, although no syntactic information was given to the network during training. The pipeline system PL:CRF is not as good as PL:MACAON. This can be explained by the fact that the reference semantic annotations were done using a syntactic parser (manually corrected on the test corpus). Therefore this semantic task is closely link to a syntactic parsing task, and it is not surprising that a state-of-the-art parser performs better to find distant dependencies than a CRF with local features.
The robustness of our systems toward ASR errors is explored in Figure 3 . We split the test corpus dialogs in partitions corresponding to the WER obtained by their automatic transcriptions. We defined 5 partitions at 20, 30, 40, 50 and over 50% WER. The results of the 3 systems PL:MACAON, PL:CRF and MT:BiRNN are compared. As we can see, for all level of WER, the multitask system MT:BiRNN is more robust than the two pipeline systems. Finally we analyze in table 3 the impact of our multitask setting MT:BiRNN compared to a single-task approach ST:BiRNN by modifying the weights distribution over tasks of our learning criterion as described in section 4. As we can see, with an equal weighting, a small improvement can be observed with the MT setting. By increasing the weight of the semantic frame task, a further improvement is achieved for the main task with a minimal impact on other additional tasks. 
Conclusions
We present in this paper an RNN-based architecture for performing joint syntactic and semantic parsing tasks on noisy ASR outputs. Experiments carried on a corpus of French spoken conversations over phone collected in a call-centre are reported and show that our strategy brings an improvement over the standard pipeline approach while allowing a lot more flexibility in the model design and optimization. Although multitask processing does not bring a significant improvement, it is worth noticing that the main advantage of this approach is to produce a rich annotation on several linguistic levels at no extra-cost, unlike traditional pipeline approaches.
Acknowledgements
• The research leading to these results has received funding from the European Union (FP7) under grant agreement 610916 -SENSEI.
• The Tesla K40 used for this research was donated by the NVIDIA Corporation.
• The authors would like to thank the LIUM team for sharing ASR transcriptions of the RATP-DECODA corpus.
