1.
Mr. S ylvester gives, for the approximants to the square root, the following state ment :-" Let r be an approximate value of y / N ; then by that mode of application of N ewton's method of approximation to the equation #2= N , which is equivalent to the use of con tinued fractions, we may easily establish the following theorem, viz., that which is always rational. In this form the approximation to -v/N as i increases is obvious. The method of my previous memoir is simply the particular case of 2*. 3.
If we wish to approximate to N-i, we may take the reciprocal of (1.), or, what i simpler, we may divide (1.) by N, thus obtaining Before we can integrate these formulae, we must reduce them by means of the method of rational fractions ; the simplest and most general way is as follows:-4. Let g be an itYi root of unity; then, obviously, log (1-af)=log (1 -gx)-\-log (1-f2# ) + .-Hog Multiplying the differential coefficient of this by ( -x), we obtain ixl _ qX ( q^X according to whether the upper or lower sign be taken. Now, because is an fth root 2/c7r of unity, gk-\-f-k-2 cos -p , and the sum of the pair reduces itself, for y'N, to . kit r2-cos2 ṽ( r2-N) (4-) N)
All that remains is to integrate these terms, and sum them. 6. Our grouping the terms in pairs has limited the value of k to range from i to -1) when i is odd. There is an odd term which, however, presents no difficulty, being simply j in the case of a /N , and p j in the case of N-i. When i is even, k is limited to range from 1 to \ i-1, and the odd term becomes r-p -1 -in the case of V N, and iNr in the case of N_i. It is important to bear in mind that the term just mentioned is an odd term, and therefore not affected with the coefficient 2, which appears in the terms composed of pairs corresponding to imaginary roots. 7. The value of i, which I consider to be most useful for general purposes, is 8 this is an identical equation, as it ought to be. " 9. This use of approximants, therefore, is simply the application of the method ot 3 L 2 quadratures to a definite integral, which we substitute for the surd proposed for evaluation. 10. It would appear at first sight that a full application of the method of quadratures in the ordinary way, with the help of differences, would give better results than the mere summation of the ordinates. But this is not the case; for the differences diverge immediately. If we use differential coefficients for the quadrature, instead of differences, we have an opposite anomaly, namely that the correction of the summation appears to be absolutely nil,inasmuch as the differential coefficients which appear in the all of odd order, and the numerator of each of them contains the factor sin < p cos <p, which vanishes at both the limits 0 and L e g e n d r e has discussed this point. See the Appendix to the second volume of his ' Fonctions Elliptiques,' p. 578.
11. The application of the method to integrations, then, lies in the substitution for 13. There is another mode, by which, in any given case, we may see how far it is necessary to carry our work in order to obtain a given number of decimals correctly in the result. Let 0m be determined by the equation and let sin 6l -v r or -7^, whichever may be less than unity ; then the mth approximant /N . . . .
will be y -?■ . This is easily seen from the general term of the approximant, since C dQ _1 . / I + sin fl\ J cos0 2 °^' y l -sinSy
14.
A To bring this formula to the same unit as the common /N :sin 60°: the meridional parts for 15. As a simple example, le tN = 3 , r= 2; 60°=4527; and in order that the error may not exceed unity in the tenth place of figures, we must have m or ^= 9 ; so that we must make 9 at least, for the 10th figure to be correct. 16. These methods of course only exhibit the degree of approximation on the surd itself. The proportionate approximation is generally greater on the integral than on the simple surd, because the first approximant is usually so chosen as to be identical with the surd at one of the limits, and it is only near the other limit that the discrepancy tells.
Section I I .-Details o f Reduction and Computation.
17. The chief assistance, which can be provided a priori for the computer, consists in f t 2M the exhibition and discussion, for the ordinary forms, of the integral j o r2 + (N-r2) cos2a t t and of the auxiliary functions which present themselves in its reduction.
18. In applying these methods to elliptic integrals, the radical and the first approxi mant r must both be of a simple form, and it is advisable th atr2-N or x r s on c e of a square form. For the common form of the elliptic radical v T l-sin2 0. sin2 <p), our choice is practically limited to
(1) r = 1, (2) r=cos<p, (3) r = s i n 0 .cosp, (4) r= co s (5) r= cos 0 . sin < p. And on these suppositions I now proceed to the integration of the general form of the reduced approximant for jj( l -sin2 0.sin2 <p)~*d<p=: §zdQ. I omit mention of the con stants of integration, because very slight changes in the function may alter them. The first of our three cases require, as they stand, no constant* and these are the most useful cases.
(
. , cos <3/ , . forX* 1 1 H ------■£(cos8 $ -cos8 -J cos 0 \ * / (6) If we make £=tan -^p, we obtain . sin2 <p)~i d<p= 2(1 -2 cos 2 6. ^2+^4)_i dt. g r -1-£2, the terms which we have to integrate are of the form
Putting ^= 1 -cos2 6. cos2 -j, we have
The same expression serves for the integral X t t t if we put qa=z 1 -sin20. cos2 -j-.
19. It will be observed that the first four cases, and the sixth, depend upon a radical of the form V (l -sin2 A . sin2 a), where eo is restricted to the selected values of Assuming the modulus sin A not to vary, it would therefore in general be better to begin by computing the radical for the selected values. I have computed, and I append to this paper, a while A ranges by whole degrees from 1° to 90° inclusive, Lvery entry but the last in the 2nd, 3rd, and 4th columns of the Table was computed by myself in duplicate with Vega's ten-figure logarithms, by the help of two or more of the following formulae, some of which are from Legendre. 20. Putting A for \/( l -sin2 A . sin2*/), (1) Make sin A . sin &>=sin M ; then A=cos M, log sin M =log sin A-j-log sin », log A =log cos M ; or else (2) Make tan A . cos « = tan M ; then A= cos A . sec M, log tan M =log tan A-flog cos *, log A =log cos A-far. co. leg cos M. Moreover, let L be the tabular angle nearest to the angle M : it is not necessary to obtain the value of M : so that we have simultaneously, log sin M =log sin L + s, log tan M =log tan L+#, log cos M =log cos L + c ; then we shall also have, and with great approximation,
I have given the whole set of six, but my Table was computed with the pair for log c. By way of example, I add a specimen copy of one of my working sheets. The use of so many as ten figures is not altogether unnecessary, because otherwise, when A is nearly 1 -A I1 equal to unity, the value of log (1 -A) or of log ^ cannot be had with exactness.
21. The following formulae will also be found in many cases preferable, both for exactness and facility, to the ordinary use of logarithmic tables by means of differences. These formulae, as well as those of the previous paragraph, are but applications of Taylor's theorem, reduced to a shape fit for the computer. Even where only seven figures are required their application is frequently much easier, and gives more exact results, than interpolation by differences. In what follows, is supposed to be the nearest tabular entry.
22. To find logy from l og tan y.-Let us assume simultaneously log y = log #+£, log tan y -log tan Putting u -log#, 2-log tan x, we have 
The latter is the better shape for a working formula, because log sin x and log cos x are found in the same page and line as log tan x, while log sin 2x must be looked for elsewhere. The first term alone is sufficient when x is small; but when x much exceeds 45°, cos 2x changes its sign, and even the entire formula is insufficient. The maximum value of the coefficient of t in the second term is 1*0631, corresponding to x -78° 33' 26"*5. In many cases, where the first term alone is insufficient, a rough interpolation, made at sight from the following Table, will answer the purpose; it is a The Table shows that, past 45°, the formula .
. ( t sin x cos x \ logZ=log I ------------\ + t
is a better approximation than when the +£ is omitted. It is to be remarked that t is at its minimum for #=45°, and increases both towards # = 0 and #=90°. Near the latter limit, where great accuracy is required, we must proceed as follows. Find the correction for the logarithm of the complement of the arc by the above process, and then find log tt-y) from log y. For this purpose, I observe that logy=log x~\~l is equivalent to y = # .10±*, hence -y =^r -#.10 ±l= z ( ! r -x)-#(10±i-1). Now, let + A = 1 0 ±*-1, whence log (+ m A )= lo g (+ Z )+^-nearly, and also log jr)=log (■& *-*)-( j^) -W (
+ mAa?\2

\ i t -x )
It is not often that the third term of either formula will be required. I have gone into all this detail, because the inverse tangent is continually presenting itself in all these integrations, and because no book that I know shows the proper way of handling it.
23. The following constants are needed for these and similar formulae:- 
24.
As an example of finding the inverse tangent, let it be required to find logy and log {&r-y) from log t a n y = 9*02313 50437. Here we must take log tan #=9*02303 57359 4 -t= 9 93078; .*. # = 6° 1' 10"=21670" !*■-#=302330" log sin # = 9 * 0 2 0 6 3 4 6 log g o s # = 9*9975988 log £ = 5 * 9 9 6 9 8 3 4 ar. co. log # = 0 * 9 7 8 5 6 6 2 j lo g £ 1^5 = 5 -9 9 3 7 8 8 0 2nd correction -14 log £=5*9937816 + 493 log raA=5*9938309 log #=9*0214338 ar. co. log (+ r-a;) = 9*8339439 log correction=4*8492086 log sin3 # = 8*0413 log 2=0*3010 log £=5*9970 log (2 sin2 #)=4*3393 * 2 sin2 X -21,800 Verification.-The numbers corresponding to these logarithms of # and of \ir -y are 0*10508 29743 and 1*46571 33525, the sum of which, to the very last figure, is exactly +r.
25.
To find from logy. -Let log ^y = l o g "^y+ P? an<l then logy?-log _\ nearly* This formula obviously fails where y is near unity; in this case log ~ry cannot be had with great accuracy, unless y itself be given absolutely. All the cases of may be included in the above formula by giving proper signs toy? and q. It may save trouble to remark that x must not always be taken to the extreme limit of the Table, because log ( # + l) and log (# -1) have also to be taken out. As an example, let log #=0*36290 63835 log x -0*36285 93030 q= + 4 70805 lo g # = 5*6728411 ar. co.log(#2-1 ) = 9*3647540 5-0375951 log #=0*3628593 log 2=0*3010300 2nd corrn 5*7014844 2nd correction= -1225 logy?=5*7013619 This example has been so chosen as to admit of easy verification. In fact ^=2*30625, Let log (#+4)==log#+&, then ;_1 mil -
log A=log (M>#)4; y k nearly.
The values of log m and log M have been given in paragraph 23.
27.
As an example of the application of the method to the evaluation of elliptic integrals of the third class, let us take the integral _____________ _ J 0 (L-sin2a .sin 2f) (1 -sin20.sin2<p)£
for the values a =45°, 0=30°, < p = 60°.
I have selected these values because they can be obtained without reduction or inter polation from the Table of A(0, < p) which I have given, and also because sin2 a = sin 4, and therefore the integral can be reduced to one of the first class, an inverse tangent, thus admitting of easy verification. As these inverse tangents range generally from 45° to 60°, I computed them by the shortened formula of paragraph 22, namely log + £ this being sufficient to give eight figures of decimals accurately. I found log tan-1 {cos 45° tan 60°}■ =9*94747 15296, log tan-1 {cos 30° tan 60°} =9*99246 23739, log tan -1{A(30°,45°)tan60°} =0*00766 92607, log tan-1{A(30°, 67i).tan 60°f =9*99727 33807, log tan-1{A(30°, 22i).tan 60°} =0*01665 09657. which differs from the previous value by 2 units in the eighth decimal place. 28. In order to find how many places ought to have been accurately obtained, I
13 observe that the method followed gives N =yg, 1, whence log 9*95491= lo g sin 64° 20' 30".
The corresponding meridional parts are 5086*5, which must be multiplied by i= 8, giving 40692*0. Referring to the Table in paragraph 14, I find that this nearly corre sponds to ten places correct, and therefore that the integral ought to be correc least that extent. That it is not so, is due to my having curtailed the formula for finding the logarithms of the inverse tangents. But my object was only to give seven decimals correct, and my going beyond that was simply because, with a ten-figure Table, putting down the additional figures gave me less trouble (once I had to use more than seven) than abbreviation would have done. This remark may at first sight seem strange to any one who has not had some practice in using large Tables. But the loga rithmic corrections are given in the shape of arithmetical complements: with reference S ection I II .-Extension o f the Method. In respect of rapid approximation and precision of limit, the foregoing processes leave nothing to be desired, as far as concerns the radical of the square root; but they do not go beyond that. Mr. Sylvester has given an elegant extension of the method to radicals of a higher index, by means of symmetric functions *.
The more general problem before us is that of approximating to the integrals of irrational functions by means of rational substitutions.
Let < p and be functional symbols, and a function of z ; then, that and <p(z) : ym should both be approximations to <p(z), depends upon ym approaching unity as m increases. Assuming that ym and y x are connected by the equation ym-^{m, yx), our problem is to choose \|/ so that, in the first place, the approximation shall be exceedingly rapid, and, in the next place, that <p(z).ym and <p(z):ym shall both (or at least one of them) be thoroughly manageable, and easily integrable. In the case of the approximants _(»-1) \{n-l) a n + p \ n + nn.p .a n(n~''>« C~~ l)a"+p}w "I The second method is that of the reversion of series; it is sufficiently discussed by -. ) which are the same equations as we should get by multiplying the two series in (3.) and equating to zero the coefficients of x and of its powers. The coefficient A0= -, obviously.
The coefficients X may now be found in a variety of ways; by solving equations (4.) or (5 .), by simple division, or by A rbogast's processes * The object of the preceding lemma is to connect the quantities xn with the coefficients of division series. Our results in any way are, If for a0i &c. we substitute the coefficients of the binomial theorem, so as to make N =(«+#)*, we obtain tion of this equation in respect of z, and still less do they solve the more general form It may suggest processes of reduction in some cases to remark, that there are many other functions of ym and < p ( z) , which will app the simple product or quotient of < p ( z) by ym. There is one point about these higher approximants, of which a solution, even if accompanied with considerable restrictions, would be extremely desirable,-I mean the resolution of the denominators into factors. I do not suppose that the problem, in its perfectly general form, admits of a compact solution; but any class of cases, of even moderate generality, for which it could be elegantly solved, would probably have very useful applications. The criterion of convergence and the measure of approximation would also have their interest.
