Abstract. In this paper we continue with the algebraic study of Krivine's realizability, refining some of the authors' previous constructions by introducing two categories with objects the abstract Krivine structures and the implicative algebras respectively. These categories are related by an adjunction whose existence clarifies many aspects of the theory previously established.
I.
In this work, that should be seen as an unavoidable completion of [6] , we explore the morphisms of the structures considered therein and analize Krivine's realizability in this perspective. We look at the category of implicative algebras and its applicative or even computationally dense morphisms and also define morphisms of the same kind for AKSs. This is a continuation of the build up of the categorical viewpoint in classical realizability theory as appeared firstly in Streicher's work (see [18] ) and was followed by the contributions developed in [4] and [5] , [6] . For the definitions of the morphisms that are presented in this paper, we adapted the basic ideas appearing in [20] and related also to the work in [8] and [9] .
II. Let us briefly describe the contents of this work. In Section 2 we recall the concepts of implicative algebra due to A. Miquel and of its twin sister: ordered combinatory algebras with full adjunction. We also recall the concept of abstract Krivine structure due to Streicher, and two basic constructions that we name K and A that were introduced in [5] and [6] and go back and forth between implicative algebras and abstract Krivine structures. We also write the proofs of some results related to these concepts that are needed later. In Section 3 we introduce the concepts of computationally dense morphism and applicative morphism of implicative algebras (or full adjunction ordered combinatory algebras) constructing in that manner the categories IAc and IA. In this part we adapt to our context results from [20] that are also related to [8] and [9] . In Section 4 we define the similarly named morphisms between abstract Krivine structures to obtain the categories of AKSc and AKS.
The authors would like to thank Anii/FCE, EI/UdelaR and LIA/IFUM for their partial support.
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In Section 5 we prove that the constructions named A and K can be extended to functors in the corresponding categories. In Section 6 we obtain the adjunction result we were looking for, as depicted in the diagram:
In Section 7 we recall some concepts related to interior and Alexandroff interior operators in implicative algebras, and show that any interior operator has an Alexandroff approximation. In Section 8 we use the interior operator to construct from an implicative algebra A and an Alexandroff interior operator ι, another implicative algebra A ι and show that under some mild restrictions -valid in the main examples we deal with-the inclusion A ι ⊆ A and the morphism ι : A → A ι are computationally dense morphisms.
Implicative algebras, abstract Krivine structures
III. In this section we review the basic definitions of implicative algebras and implicative structures as employed by A. Miquel in [16] and [17] .
Definition 2.1 (A. Miquel [16] , [17] ). An implicative structure is a triple A = (A, ≤, →) where:
(1) (A, ≤) is a complete meet semilattice; (a) If a ∈ S and a ≤ b then b ∈ S , (b) If a → b ∈ S and a ∈ S , then b ∈ S : modus ponens, (c) k , s ∈ S . (7) An implicative algebra is a pair (A, S ) where A is an implicative structure and S is a separator in A. We call IA the family of implicative algebras. (8) If cc = (((a → b) → a) → a), ⊥= a∈A a and ⊤ = a∈∅ a. We say that the implicative algebra is classical when cc ∈ S and that it is consistent when ⊥ S .
IV.
We list the main properties of the associated application map of a general implicative structure (see Definition 2.1, (4)). 
a ≤ b → c} ≥ a, and the mentioned condition (2b) is crucial for the proof.
The above considerations are a particular case of the general categoric result that guarantees the existence of adjoints -if completness conditions hold for the category-of functors compatible with colimits. (5) It is easy to show (and this is also a particular case of a general categorical result) that in the case that the adjunction condition holds, the map b → − is compatible with infinite meets. That means that in the presence of all the other axioms of an implicative algebra, the condition (2b) is equivalent with the condition (2.1). Indeed: 
Given an arbitrary set X and two functions f, g : X → A we say that f ⊑ g if for all
x ∈ X, there is an element
Equivalently, if there is an s ∈ S such that for all x ∈ X, s ≤ f (x) → g(x). Sometimes to avoid cumbersome notations we write 
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Proof. Clearly, using the basic property of commutation with infinite meets of the implication, we have that inf{c
This last equality follows directly from the antimonotony of the implication map in the first variable.
V. We list some basic examples starting with the ones coming from AKSs. For reasons of consistency with the current exposition, our presentation of an AKS is different -but for our purposes equivalent-to the one introduced initially in [18] and later in our pervious work (see [5] and [6] ). We refer the reader to these works for the justification of some of the assertions below.
Example 2.4.
(1) Given a set Π, a polarity is a pair (Π, ⊥ ⊥ ⊆ Π × Π) and if s, ρ ∈ Π we write s ⊥ ρ if (s, ρ) ∈ ⊥ ⊥. When an element of Π appears in the left side of the relation ⊥ ⊥, it will be denoted with a latin letter and it will be denoted with a greek when it appears at the right side -as depicted above. For subsets of Π we adopt the following procedure, we use the capital letters L, M, N when the set appears at the left of a perpendicularity symbol and P, Q, R when appears at the right. For example when we write t ⊥ P we mean that t ⊥ π for all π ∈ P and similarly for L ⊥ π that means: ℓ ⊥ π for all ℓ ∈ L. We define ⊥ P = {t ∈ Π : t ⊥ P} and likewise for L ⊥ . We can also define a closure operator on P(Π) as follows: P P : P(Π) → P(Π) with P = ( ⊥ P) ⊥ (see [5, 6] , [18] ) 1 . Recall that -see [6] -there is also an Alexandroff closure operator (−)
∧ on P(Π) associated to the polarity defined as follows: P ∧ = {π : π ∈ P}. In this context one can consider the specialization preorder for the above Alexandroff closure operator on Π as above -or in general for an arbitrary closure-, that is defined as follows: σ ≤ e π if and only if π ∈ σ. (2) Consider now a set Π call A = P(Π) and endow it with the reverse inclusion order: P ≤ Q if and only if Q ⊆ P. Clearly (A, ≤) is an inf complete semilattice with the infimum given by:
An implication in A is a map →: P(Π) × P(Π) → P(Π) that satisfies the monotony conditions mentioned above (Definition 2.1) and that is compatible with infinite meets, i.e. for any family of sets {Q i : i ∈ I} and for P ⊆ Π:
Equivalently, for all P, Q ⊆ Π:
In this context, the triple (P(Π), ⊇, →) is an implicative structure and the application map is:
(3) Such an implicative structure can be defined from more basic elements. Consider a triple (Π, app, push) where the application and the push map are functions: app, push :
We write push(t, π) = t · π and app(t, s) = ts and use the following convention regarding latin and greek letters: the first variable in the map push is a latin letter and the second is a greek letter, and both variables are latin letters for the map app. We can also consider another closure operator defined as P ⊥ (P ⊥ ) but our choice is more consistent with the usual nomenclature.
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A polarity -i.e. the set ⊥ ⊥ ⊆ Π × Π-is said to be compatible with the maps (app, push) if for all t, s, π ∈ Π the condition below holds (formulated in two different notations):
The polarity -i.e. the set ⊥ ⊥ ⊆ Π×Π-is said to be strongly compatible with the maps (app, push) if for all t, s, π ∈ Π the condition below holds (formulated in two different notations):
A quadruple (Π, app, push, ⊥ ⊥) as the one above is called a compatible quadruple. (4) Clearly, in the nomenclature of Definition 2.1, (2), the map
is an implication in the inf-complete semilattice (P(Π), ⊇). We are in the presence of an implicative structure and the associated application map • → : P(Π) × P(Π) → P(Π) is given by:
We add some more structure to a compatible quadruple as above, in order to complete the definition of an AKS, i.e. of an abstract Krivine structure. Given a compatible quadruple (Π, app, push, ⊥ ⊥) we say that we are in the presence of an AKS provided that it is endowed with the following additional elements (and additional conditions). A set QP ⊆ Π of "quasi-proofs" that is closed under application (i.e. such that app(QP, QP) = (QP)(QP) ⊆ QP ⊆ Π) and that contains two distinguished elements K , S ∈ QP ⊆ Π, such that:
⊥ P ∩ QP Ø} and k = {π ∈ Π : K ⊥ π}, s = {π ∈ Π : S ⊥ π}, it can be proved that -using the notations above-(P(Π), ⊇, →, S , k , s ) is an implicative algebra (see the example that follows).
Example 2.5. The concept of implicative algebra coincides with the concept of F OCA that has been developped in relation to the categorical formulation of Krivine's realizability, see [6] . (1) Recall that a F OCA, A = (A, ≤, app, imp, s , k , Φ) is a septuple where (A, ≤) is a complete inf-semilattice, and app, imp are maps from A × A into A, the second satisfies condition (2a) in Definition 2.1 and the first is monotonic in both variables (we abbreviate app(a, b) = a • b = ab and imp(a, b) = a → b). Both maps together, satisfy the full adjunction property, i.e. ab :
The filter Φ is a subset of A that is closed under application and contains the elements s and k . Moreover s and k are elements with the following properties: k ab ≤ a and s abc ≤ (ac)(bc). Observe that general considerations about adjoint functors (or else Observation 2.2) can be applied in this context in order to deduce that the implication of a F OCA commutes with infinite meets, i.e. the condition in Definition 2.1, (2b) holds in this situation. Also, it is easy to prove -compare with [6] -that for a F OCA one has that ab = a • → b. (2) We show that the concept of F OCAs and of implicative algebras, up to minor adjustments, are equivalent.
(a) Given and implicative algebra as above with a separator S , we define a F OCA that has the following structure: the basic meet semilattice is the same, the operations are app :
WALTER FERRER SANTOS AND OCTAVIO MALHERBE the implication and k and s are the same, and the filter coincides with the separator, i.e Φ := S . It will be clear that the above construction produces a F OCA once we prove the three assertions below that guarantee that k and s as well as S satisfy the required F OCA's conditions.
(
we need to prove that for all a, b, c ∈ A we have: s abc ≤ (ac)(bc). The proof 2 uses systematically the inequality (unit of the adjunction) valid for all d, e ∈ A,
). This last inequality is a consequence that the change of variables, x = c, y = bc, z = (ac)(bc) implies that the infimum is taken over a set that a priori is smaller. Now, as bc → (ac)(bc) ≥ ac , c → ac ≥ a , c → bc ≥ b and using the fact that the implication is contravariant in the first variable we deduce that
We have proved that for all a, b, c ∈ A we have that:
-see Definition 2.1, (6a)-and as b ∈ Φ we conclude that ab ∈ Φ, using the same Definition and (6b). (b) Assume now that A is a F OCA and that the filter satisfies the following additional property: if a ≤ b and a ∈ Φ, then b ∈ Φ. It will be clear that A can be viewed as an implicative algebra once we prove that Φ is a separator and k and s satisfy the condition of Definition 2.1, (5b),(5c). The conditions of Definition 2.1,(1),(2) are easily proved. For the third condition if we take a ∈ Φ and a → b ∈ Φ, we can use the closedness of Φ by the application map, to deduce that (a → b)a ∈ Φ and hence as (a → b)a ≤ b (see equations (2.3)), we conclude that b ∈ Φ. (c) To assume that the filters are upward closed is harmless from the point of view of realizability theory as it can be proved that the triposes associated to A = (A, · · · , Φ) and to A ↑ := (A, · · · , Φ ↑ ) where Φ ↑ = {t : ∃s ≤ t, t ∈ Φ} are equivalent. From now on we consider filters that are upward closed. (3) In [5, 6] it is proved that if we start with K ∈ AKS and take the realizability lattice defined above (Example 2.4) and then add the filter Φ = {P ∈ P(Π) : ∃t ∈ QP : t ⊥ π ∀π ∈ P} and the sets k = {π ∈ Π : K ⊥ π} , s = {π ∈ Π : S ⊥ π} ⊆ Π, we obtain a F OCA and as the filter defined in this manner is upward closed, we obtain an implicative algebra. The associated implicative algebra, or
Example 2.6. In the opposite direction to the construction of the map A : AKS → IA, in [6, Definition 5.12] we considered a map K : IA → AKS that we recall here. Given an implicative algebra:
In [5] it was proved that K(A) is an AKS (in the equivalent context of F OCAs).
VI. In the next two sections we revisit the diagram that appeared in [6] (see also Paragraph V) that involves the two maps A and K described above: A that produces F OCAs from AKSs and K that goes in the reverse direction -see below. We take in this paper the perspective of implicative algebras rather than ordered combinatory algebras with full adjunction so the diagram becomes:
2.4)
This revisitation has to do with the main objective of the paper: to define categories one with objects the family of AKSs and the other with objects the elements of IA. The "maps" A and K become adjoint functors: A ⊣ K.
Morphisms of implicative algebras
VII. In a recent publication van Oosten and Zou (see [20] ) gave an explicit characterization of Hofstra's morphisms between OPCA's as presented in [8] and [9] . Here we adapt these ideas to the specific case of F OCA's i.e. implicative algebras.
Concerning the above definition the following should be noticed.
(1) It is well known that if f preserves binary meets, then it is monotone, hence an applicative morphism is monotone. (2) In accordance with the definition of the preorder ⊑ u the condition (2) of Definition 3.1 means the following: There is an r ∈ S B such that for a, a
this abuse of notation will be frequent.
We recall the following result result ( [5] , Lemma 3.6).
Lemma 3.3. Let A be a F OCA (or implicative algebra) with filter (separator) Φ (S). Then there is an element
The following formulation of the second condition of the definition of applicative morphism is sometimes convenient as it is expressed solely in terms of the application map. 
. In the situation of Definition 3.1, if f : A → B is a function that satisfies conditions (1) and (3), it also satisfies condition (2) if and only if the following condition holds:
Proof. (1) First we consider f : (A, S A ) → (B, S B ) an applicative morphism between two implicative algebras and prove that it satisfies condition (2 ′ ). Given s ∈ S A , a ∈ A we consider the unit of the associated adjunction: s ≤ a → sa (see (2.1),(2.3)) which implies that a → sa ∈ S A and that f (s) ≤ f (a → sa). Hence, from condition (2) we deduce that f (a → sa) ⊑ u f (a) → f (sa). By the transitivity of the preorder (here we use Lemma 3.3) we deduce that f (s) ⊑ u f (a) → f (sa) and then, there exists a t ∈ S B such that t f (s) ≤ f (a) → f (sa). Using the full adjunction between • and → we conclude that t f (s) f (a) ≤ f (sa). (2) Let f : A → B be a map that satisfies the conditions (1), (2 ′ ) and (3). Then if we take a ⊑ b for a, b ∈ A, we have that (a → b) ∈ S A and in this situatin the counit of the adjunction condition reads:
For the proof of the last assertion we proceed as follows. There is a t ∈ S A such that tϕ(x) ≤ ψ(x) for all x ∈ X. Then, using the result just proved, there is an s ∈ S B with the property that
Hence, the conclusion follows.
VIII. Now we consider the notion of computationally dense morphism. It turns out that these are the morphisms that give rise to geometric morphisms between the associated triposes. For a family of examples of computationally dense morphisms the reader can look at Lemma 8.9. Proof. The proof is direct even though some details must be filled up. For example for the proof
Once this is guaranteed it is clear that the rest of the proof of this assertion follows directly. Similarly, if h, k are maps that satisfy the property of Definition 3.5 for f and g respectively, we prove by a direct application of Lemma 3.4, that hk is a map that does the job for g f .
In accordance with the results just proved, the following definition is adequate.
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Definition 3.8. We define the following 2-categories.
(1) IA that has realizability algebras as 0-cells, applicative morphisms as 1-cells and if f, g are applicative morphisms, a 2-cell is the relation f ≤ g between 1-cells, i.e. the pointwise order between functions. (2) IAc that is the same than above but with with computationally dense morphisms as 1-cells.
Observation 3.9. Clearly, both 2-categories considered above can be viewed as subcategories of Pos the 2-subcategory of Cat consisting of the partially ordered sets as 0-cells, monotonic maps as 1-cells and inequalities between monotonic maps as 2-cells.
Morphisms of abstract Krivine structures
IX. The definition of a morphism f : K → K ′ where K, K ′ ∈ AKS, is guided by the definitions introduced in Section 3. The arrow f will be a set theoretical function f : Π → Π ′ with the property that the induced map P( f ) : P(Π) → P(Π ′ ) , P( f )(P) = f (P), is a computationally dense morphism of implicative algebras.
′ is a set theoretical function f : Π → Π ′ satisfying the following conditions valid for every P, P ′ ⊆ Π (frequently we use the same notation for the morphism f and the set theoretical function f ):
with the additional property that there exists a monotonic function h : Proof. The proof follows from a direct manipulation of the definitions.
Definition 4.3. We define the following 2-categories.
(1) AKS that has abstract Krivine structures as 0-cells, applicative morphisms as 1-cells and given two applicative morphisms f, g : Π → Π ′ a 2-cell is given by an inequality of the form: f ≤ e g meaning that for all π ∈ Π f (π) ≤ e g(π). 
is an applicative morphism between the corresponding implicative algebras
Proof. We need to check that in our context, the three conditions of Definition 3.1 hold.
(1) We start proving that P( f )(S A ) ⊆ S B . We know that P ∈ S A if and only if ∃ t⊥P, t ∈ QP and condition (b) above, implies that ∃s ∈ QP ′ such that s⊥ f (P) and then f (P) ∈ S B . (2) The statement of condition (2) is the following, there is an element R ∈ S B such that ∀P,
It is clear that from the hypothesis we can deduce the existence of an element r ∈ QP ′ such that r ∈ ⊥ ( f (P → Q) → f (P) → f (Q)). This implies that the set {r} ⊥ ∈ QP ′ does the job required for R as this relation implies that
Assume that X ⊆ P(Π) and take X = {P : P ∈ X}. Then f ( X) = f ( {P : P ∈ X}) = { f (P) : P ∈ X} = { f (P) : P ∈ X}. For the proof related to the computational density of the image morphism we proceed as follows. The fact that f is computationally dense guarantees the existence of a monotone map h :
The condition of computational density at the level of the IAs is the existence of a map similar to the h above except that the required condition is that ∀P ∈ S A(K ′ ) the following relation holds: P( f )(h(P)) ⊑ u P. It is clear that this relation and equation (5.5) are the same.
The results of Proposition 5.1 together with the previous definitions and constructions guarantee the result that follows. Now, we deal with the construction K -given at the level of objects-and prove it can be extended to a functor in the corresponding categories.
Proposition 5.3. If f : A → B is an applicative morphism between implicative algebras, then
is an applicative morphism between the corresponding AKSs. Moreover, if f : A → B is computationally dense, so is K( f ).
Proof. Call A and B the corresponding underlying sets of K(A) and K(B) respectively.
• The first condition in the definition of applicative morphism of AKS in our context reads as: if there is a t ≤ P with t ∈ S A then there is a t ′ ≤ f (P) with t ′ ∈ S B . Clearly, the element t ′ = f (t) does the job because f is monotone and sends S A into S B .
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For the proof of the second condition we have that according to the hypothesis there is an
Since K( f ) = f , we need to find an r ∈ S B such that:
We define a subset X ⊆ B such that for every u ∈ f (P → Q) → ( f (P) → f (Q) there is an element v ∈ X such that v ≤ u. We finish the proof by showing the existence a uniform r ∈ S B such that r ≤ X. Consider the set given by
Now since f is an applicative morphism between implicative algebras we have that
∅ implies that r → q ∈ S A for every r ≤ P and q ∈ Q. In particular inf(P) → q ∈ S A .
• Next we deal the proof of the density condition proving that if f is computationally dense, so is K( f ). Assume the hypothesis holds: there is a monotonic function h : 
. We need to find a function h : S A(K(B)) → S A(K(A)) (being S A(K(A)) = {R ⊆

⊥ P( f )( h(R)) → R Ø where the notion of orthogonality is in K(B). We define h(P) = {h(p) : p ∈ P}. Notice that if P ∈ S A(K(B)) then there is a b ∈ S B : b ≤ P which implies that h(b) ≤ h(P) with h(b) ∈ S A since h is monotone, i.e., h(P) ∈ S A(K(B)
) . An easy computation shows that
According to the orthogonality condition it will be enough to find an element a ∈ S A with a ≤ q → p, ∀q ≤ f (h(R)), ∀p ∈ R, ∀R ∈ S A(K(B)) . We observe that f (h(p)) → p ≤ q → p for every p ∈ R and also that (by hypothesis) there exists an a ∈ S A such that a ≤ f (h(b)) → b for every b ∈ S B . As S B ∩ ⊥ R Ø in our context implies that R ⊆ S B the element a mentioned just above, does the required job. 
Notice that is enough to prove the theorem for the case of computationally dense morphisms, the case of morphisms that are merely applicative follows by restriction. Before working in the proof of the above statement, we identify explicitly the composition functors KA : AKS → AKS and AK : IA → IA.
The description of KA is more involved and we write all the operations, relations and maps in KA(K) in terms of the corresponding operations in K. To distinguish one from the others the ones in AK(K) will be adorned with a ∼. We write:
and recall that push :
We used above the following abbreviations: (a) P(Π) is the power set of Π and is the basic set of KA(K).
Recall also the notation push(P, Q) = P· Q; (d) app : P(Π) × P(Π) → P(Π), app(P, Q) = P • Q where • is the adjoint operation to →; (e) QP = {P ⊆ Π :
⊥ P ∩ QP Ø}.
XII. The theorem that follows, that is one of the main objectives of this paper, is formulated for computationally dense morphisms, but it also holds for morphisms that are merely applicative. This is a direct consequence that in this case we have more morphisms than in the case of computationally dense arrows. (2)]. We need to prove that there exists an r ∈ S A such that for all
As both terms of this expression are equal, we can take r = i (see Lemma 2.3). We finish this part by proving that ε A commutes with infinite meets. In our case the order in the domain is the reverse inclusion, hence the required commutation becomes the following equality for an arbitrary family of subsets
This equality is clearly true. (b) The fact that ε : P(A) → A is computationally dense, follows from the fact that it has a right inverse given by h : a →↑ a : A → P(A). Oberve also that h is monotonic and sends the separator of A into S = ε −1
A (S A ). (c) Next we prove that the family of morphisms ε A is natural. i.e. that for any applicative morphism f : A → B of implicative algebras, the following diagram commutes:
The commutativity of this diagram is the last condition of the definition of morfism in IA and follows directly from the fact that f preserves inf. (2) The unit.
(a) We start by proving that the map η K :
is applicative in the sense of Definition 4.1. We check conditions a), b) therein. Condition b) can be formulated as follows: there is a set S ⊆ Π such that
for all P, Q ⊆ Π such that there exists some t P,Q ∈ QP and t P,Q ⊥ ⊥ P · Q. Observe that the above inequality for S is equivalent with
We start by finding an upper bound for the rightmost term of the above set inclusion. A subset of P(Π) of the form
Hence, in accordance with the variance of the different maps (→ is contravariant in the first variable and covariant in the second and · is covariant in both variables) we have the following bound:
As the set I ∈ QP satisfies the following inequality: XIII. We will use interior operators in order to change the implication of an implicative algebra.
The operator is said to be a topological interior operator if: (6) A trivial example of an Alexandroff interior operator is when we take X = R 3 and in P(X) = P(R 3 ) with the reverse ordering and ι(P) = c(P) the cone associted to P given as c(P) = v∈P Rv.
XIV. In the set of interior operators of an inf-complete semilattice we can consider the following parcial ordering.
Definition 7.3. Let A be an inf-complete semilattice, if ι, κ : A → A are two interior operators, we say that ι ≤ κ if for all a ∈ A, ι(a) ≤ κ(a).
Observation 7.4. (1) It is clear that any interior operator is smaller or equal than the identity, ι ≤ id. It is also clear that
In the case of an interior operator in P(X) -with the reverse inclusion order-(or more generally any atomic boolean algebra) it is easy to construct explicitly the Alexandroff approximation of an interior operator. Later we present a non explicit proof of this for general implicative structures.
Lemma 7.7. In the situation of Example 2.4-i.e. any interior operator ι : P(X) → P(X) is ALapproximable.
Proof. Let ι : P(X) → P(X) be an interior operator (that corresponds with what is classically known as a closure operator). We denote ι(x) := ι({x }) and for P ⊆ X, define κ(P) = {ι(x) : x ∈ P}. Then κ : P(Π) → P(Π) is an Alexandroff interior operator and κ ≤ id.
Next we show that κ = ι ∞ . If we take ρ an interior Alexandroff operator such that ι ≤ ρ, for all x ∈ P ⊆ X, ι(x) ≤ ρ(x) and hence κ(P) = x∈P ι(x) ≤ x∈P ρ(x) = ρ(P) -this last equality follows because ρ is Alexandroff. Hence, κ is smaller than all the Alexandroff interiors operator that are bigger than ι. As κ is an Alexandroff interior operator, the proof is finished.
XVI. We prove next that an arbitrary interior operator ι ∈ I(A) admits an AL-approximation. · It is easy to check all necessary details that guarantee the first assertion: A ι ∈ P c (A) ; ι B ∈ I(A) and also: ∀B ∈ P c (A) , A ι B = B and ∀ι ∈ I(A) , ι A ι = ι. · For the second assertion first we take ι ∈ I ∞ (A) and B ⊆ A ι and
Hence x ∈ A ι and then A ι ∈ P c,∞ (A). Next we prove that if A ι ∈ P c,∞ (A), then ι is Alexandroff. Given a family {x j : j ∈ J} then {ι(x j ) : j ∈ J} ⊆ A ι and by hypothesis j∈J ι(
In general the opposite inequality ι( j∈J x j ) ≤ j∈J ι(x j ) holds and the proof is finished. 8. Changing the implicative structure XVII. We show how to change the implication map in an implicative structure using an Alexandroff interior operator. Given A and an interior operator, we produce an implicative algebra A ι together with computationally dense morphisms A ι ⊆ A ι → A ι that composed gives the identity map. The other composition a → ι(a) : A → A is equivalent with the identity map, with respect to the preorder ⊑. 
Assume that we have ι(a) ∈ S and ι(a) ≤ ι(b). As S is a separator, it is clear that ι(b) ∈ S and then condition (6a) is satisfied for A ι ∩ S ⊆ A ι . For the other rule (6b) (modus ponens), we take
From the last relation and using that S is upward closed we deduce that a → b ∈ S , and from this together with the fact that a ∈ S and the modus ponens for S ⊆ A, we conclude our result.
Observation 8.2. Notice that in the context of the above lemma we always have that A ι ∩S ⊆ ι(S ) ⊆ A ι and A ι ∩ S = ι(S ) if and only if ι(S ) ⊆ S . Indeed, given ι(a) ∈ S , as ι(a) ≤ a and S is a separator, we deduce that a ∈ S so that ι(a) ∈ ι(S ). 
Then, from the following chain of equalities we deduce our conclusion.
Foe last equality see Observation 7.2,(4).
The following theorem completes the results of Theorem 8.4 (compare also with Example 1). 
Proof. For simplicity, we write a • b = ab and a
(1) To check that A ι is an implicative algebra we proceed as follows. The conditions concerning the properties of the operations in particular the commutation with meet are the content of Theorem 8.4. We check the properties concerning the separator and the combinators. Notice that if for a, b ∈ A ι the pair of elements a, a → ι b ∈ S ∩ A ι , first we conclude that a → b is also in S being larger than a → ι b. As S is a separator, we deduce that b ∈ S ∩ A ι . Then, S ι is a separator. Now, we prove the existence of combinators k ι and s ι .
(a) We prove that the element
where we used the hypothesis that for all d ∈ A,
Using adjunction and applying ι we deduce that
and then by applying ι and the definition of → ι we have that
, the first inequality comes from the hypothesis that for all a ∈ A, i a ≤ ι(a).
) that can be deduced as before by using succesively Lemma 3.3, the usual adjunction and the monotony of ι. Similarly than before we deduce that
Now, if we apply twice Lemma 3.3 we have that:
) is deduced by the adjunction property together with Lemma 3.3. (2) To prove that the inclusion is a morphism of IAc (see Definition 3.5) we need to check that: (a) inc : S ∩ A i → S; (b) ∃r ∈ S : ∀s ∈ S ∩ A ι , a ∈ A ι : r(sa) ≤ sa; (c) The inclusion commutes with infinite meets, i.e. is X ⊆ A ι then A ι X = A X. (d) ∃h : S → S ∩ A ι and ∃t ∈ S : ∀b ∈ S , th(b) ≤ b. The first condition is clearly satisfied, for the second just take r = i ∈ S -the combinator iand the third is obvious. As we know that the interior operator is compatible with S if we take h = ι : S → S ∩ A ι and t = i , we have that i ι(b) ≤ ι(b) ≤ b for all b ∈ S. The assertion concerning the formula for the map • ι viewed as adjoint of the implication → ι is the content of Theorem 8.4. Observation 8.6. This result in the case of an OCA coming from an AKS together with a comparison of the triposes induced by A and A ι is one of the main results of [6] (Observation 5.12, (3)). Therein we start with Streicher's construction (appearing in [18] ) that given K ∈ AKS builds the associated F OCA (or implicative algebra) and the interior operator P → ι(P) = P = ( ⊥ P) ⊥ . The results proved above (see Definition 7.1, Lemma 7.7 and Lemma 8.1) guarantee that if we define the interior operator P → ι ∞ (P) = P = {π : π ∈ P}, given by the Alexandroff approximation of ι, then in P • (Π) -the set of ι ∞ -open subsets-we have an implicative structure called → • and D R A F T defined as: P → • Q := ι ∞ (P → Q). In [6] we prove the associated triposes to P(Π) and P • (Π) are equivalent.
The original construction by Streicher -that was the inspiration of this work-cannot be formulated in the category of implicative algebras, as it is based in the smaller set of P(Π) given by the fixed points of the original interior operator (given by double perpendicularity) instead of its Alexandroff closure. The structure considered therein, can be formulated in the lenguage of I OCAs that come equipped with a couple of maps called application and implication (• and →) that satisfy conditions weaker than full adjunction, that are based in the introduction of a combinator call "adjunctor". This adjunctor becomes invisible when we go to the associated triposes and for that reason the theories become equivalent. In what follows we show that under additional hypothesis, all the maps can be extended to computationally dense morphisms in IAc.
For later use we need to consider the role of the additional hypothesis i a ≤ ιa introduced in Theorem 8.5. Proof. We need to prove the following assertions.
(1) ι ′ (S) ⊆ S ∩ A ι ; (2) ∃r ∈ S ∩ A ι such that ∀s ∈ S , a ∈ A , r · ι ι ′ (s) · ι ι ′ (a) ≤ ι ′ (sa); (3) For X ⊆ A, ι ′ ( X) = ι (ι ′ (X)); (4) There is a function h : S ∩ A ι → S and an element t ∈ S ∩ A ι such that for all s ∈ S, t · ι ι ′ (h(s)) ≤ s. Condition (1) is satisfied by definition and (3) follows from the fact that ι is an Alexandroff operator. In order to prove (4) take h to be the inclusion map and t = ι(i ). For the proof of (2) we proceed as follows: as ι(s) ≤ s and ι(a) ≤ a we deduce that ν · i · ι(s) · ι(a) ≤ i · (ι(s) · ι(a)) ≤ ι(ι(s) · ι(a)) ≤ ι(s) · ι(a) ≤ ι(s · a). Using the adjunction we obtain that ν .(ν.i ) ) ∈ ι(S) ⊂ S ∩ A ι , then the inequality above becomes: r · ι ι(s) · ι ι(a) ≤ ι(s · .a)) by adjunction in A ι .
