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Abstract
Recently, due to the genomic sequence analysis in several types of cancer, genomic data based
on copy number profiles (CNP for short) are getting more and more popular. A CNP is a vector
where each component is a non-negative integer representing the number of copies of a specific
segment of interest. The motivation is that in the late stage of certain types of cancer, the genomes
are progressing rapidly by segmental duplications and deletions, and hence obtaining the exact
sequences becomes difficult. Instead, the number of copies of important segments can be predicted
from expression analysis and carries important biological information. Therefore, significant research
has recently been devoted to the analysis of genomic data represented as CNP’s.
In this paper, we present two streams of results. The first is the negative results on two
open problems regarding the computational complexity of the Minimum Copy Number Generation
(MCNG) problem posed by Qingge et al. in 2018. The Minimum Copy Number Generation (MCNG)
is defined as follows: given a string S in which each character represents a gene or segment, and
a CNP C, compute a string T from S, with the minimum number of segmental duplications and
deletions, such that cnp(T ) = C. It was shown by Qingge et al. that the problem is NP-hard if the
duplications are tandem and they left the open question of whether the problem remains NP-hard
if arbitrary duplications and/or deletions are used. We answer this question affirmatively in this
paper; in fact, we prove that it is NP-hard to even obtain a constant factor approximation. This is
achieved through a general-purpose lemma on set-cover reductions that require an exact cover in
one direction, but not the other, which might be of independent interest. We also prove that the
corresponding parameterized version is W[1]-hard, answering another open question by Qingge et al.
The other result is positive and is based on a new (and more general) problem regarding CNP’s.
The Copy Number Profile Conforming (CNPC) problem is formally defined as follows: given two
CNP’s C1 and C2, compute two strings S1 and S2 with cnp(S1) = C1 and cnp(S2) = C2 such
that the distance between S1 and S2, d(S1, S2), is minimized. Here, d(S1, S2) is a very general
term, which means it could be any genome rearrangement distance (like reversal, transposition, and
tandem duplication, etc). We make the first step by showing that if d(S1, S2) is measured by the
breakpoint distance then the problem is polynomially solvable. We expect that this will trigger
some related research along the line in the near future.
2012 ACM Subject Classification Theory of computation
Keywords and phrases Computational genomics, cancer genomics, copy number profiles, NP-
hardness, approximation algorithms, FPT algorithms
Digital Object Identifier 10.4230/LIPIcs.CPM.2020.22
Related Version A full version of this paper is available at https://arxiv.org/abs/2002.04778.
Funding Manuel Lafond: ML was supported by NSERC of Canada, and BZ was partially supported
by NNSF of China under project 61628207.
© Manuel Lafond, Binhai Zhu, and Peng Zou;
licensed under Creative Commons License CC-BY
31st Annual Symposium on Combinatorial Pattern Matching (CPM 2020).
Editors: Inge Li Gørtz and Oren Weimann; Article No. 22; pp. 22:1–22:15
Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany
22:2 Genomic Problems Involving Copy Number Profiles
1 Introduction
In cancer genomics research, intra-tumor genetic heterogeneity is one of the central problems
[15, 16, 21]. Understanding the origins of cancer cell diversity could help cancer prognostics
[4, 14] and also help explain drug resistance [3, 6]. It is known for some types of cancers, such
as high-grade serous ovarian cancer (HGSOC), that heterogeneity is mainly acquired through
genome rearrangements and endoreduplications, the replication of the genome without the
usual mitosis reproduction cycle. These result in aberrant copy number profiles (CNPs) –
nonnegative integer vectors representing the numbers of genes occurring in a genome [17].
To understand how the cancer progresses, an evolutionary tree is certainly desirable, and
inferring such a tree based on these genomic data becomes a new problem. In [20], Schwarz
et al. proposed a way to construct a phylogenetic tree directly from integer copy number
profiles, the underlying problem being to convert CNPs into one another using the minimum
number of duplications/deletions [22]. This was recently followed with several other distances
measures between CNPs that can be used to reconstruct cancer phylogenies [26, 9, 5, 19, 25].
In [8], a more complex distance computation was used as a subroutine to compute an
ancestor profile given a set of k profiles. The problem was shown to be NP-hard, though an
ILP formulation was given. In fact, Chowdhury et al. considered copy number changes at
different levels, from single gene, single chromosome to whole genome, to enhance the tumor
phylogeny reconstruction [2]. In [18], another fundamental problem was proposed. The
motivation is that in the early stages of cancer, when large numbers of endoreduplications
are still rare, genome sequencing is still possible. However, in the later stage we might only
be able to obtain genomic data in the form of CNPs. This leads to the problem of comparing
a sequenced genome with a genome with only copy-number information.
Given a genome G represented as a string and a copy number profile ~c, the Minimum
Copy Number Generation (MCNG) problem asks for the minimum number of deletions and
duplications needed to transform G into any genome in which each character occurs as
many times as specified by ~c. Qingge et al. proved that the problem is NP-hard when the
duplications are restricted to be tandem and posed several open questions: (1) Is the problem
NP-hard when the duplications are arbitrary and/or deletions are allowed? (2) Does the
problem admit a decent approximation? (3) Is the problem fixed-parameter tractable (FPT)?
In this paper, we answer all these three open questions. We show that MCNG is NP-hard
to approximate within any constant factor, and that it is W[1]-hard when parameterized
by the solution size. The inapproximability follows from a new general-purpose lemma on
set-cover reductions that require an exact cover in one direction, but not the other. The
W[1]-hardness uses a new set-cover variant in which every optimal solution is an exact cover.
These set-cover extensions can make reductions easier, and may be of independent interest.
We also consider a new fundamental problem called Copy Number Profile Conforming
(CNPC), which is defined as follows. Given two CNP’s ~c1 and ~c2, compute two strings/genomes
S1 and S2 with cnp(S1) = ~c1 and cnp(S2) = ~c2 such that the distance between S1 and S2,
d(S1, S2), is minimized. The distance d(S1, S2) could be general, which means it could be
any genome rearrangement distance (such as reversal, transposition, and tandem duplication,
etc). We make the first step by showing that if d(S1, S2) is measured by the breakpoint
distance then the problem is polynomially solvable.
2 Preliminaries
A genome G is a string, i.e. a sequence of characters, all of which belong to some alphabet Σ
(the characters of G can be interpreted as genes or segments – in this paper we assume the
latter, i.e., Σ is a set of segments). We use genome and string interchangeably in this paper,
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when the context is clear. A substring of G is a sequence of contiguous characters that occur
in G, and a subsequence is a string that can be obtained from G by deleting some characters.
We write G[p] to denote the character at position p of G (the first position being 1), and we
write G[i..j] for the substring of G from positions i to j, inclusively. For s ∈ Σ, we write
G− s to denote the subsequence of G obtained by removing all occurrences of s.
We represent an alphabet as an ordered list Σ = (s1, s2, . . . , sm) of distinct characters.
Slightly abusing notation, we may write s ∈ Σ if s is a member of this list. We write ns(G)
to denote the number of occurrences of s ∈ Σ in a genome G. A Copy-Number Profile (or
CNP) on Σ is a vector ~c = 〈c1, . . . , c|Σ|〉 that associates each character si of the alphabet
with a non-negative integer ci ∈ N 1; formally,
cnp(G) = 〈ns1(G), ns2(G), . . . , nsm(G)〉.
We may write ~c(s) to denote the number associated with s ∈ Σ in ~c. We write ~c − s to
denote the CNP obtained from ~c by setting ~c(s) = 0. An an example, if Σ = (a, b, c) and
G = abbcbbcca, then cnp(G) = 〈2, 4, 3〉 and ~c(a) = 2.
Deletions and duplications on strings
We now describe the two string events of deletion and duplication. Both are illustrated in
Figure 1.
Sequence Operations
G1 = abbc · cab · cab del(5, 7)
G2 = a · bbcc · ab dup(2, 5, 6)
G3 = abbcca · bbcc · b
Figure 1 Three strings (or toy genomes), G1, G2 and G3. From G1 to G2, a deletion is applied to
G1[5..7]. From G2 to G3, a duplication is applied to G2[2..5], with the copy inserted after position 6.
Given a genome G, a deletion on G takes a substring of G and removes it. Deletions are
denoted by a pair (i, j) of the positions of the substring to remove. Applying deletion (i, j)
to G transforms G into G[1..i− 1]G[j + 1..n].
A duplication on G takes a substring of G, copies it and inserts the copy anywhere in G,
except inside the copied substring. A duplication is defined by a triple (i, j, p) where G[i..j]
is the string to duplicate and p ∈ {0, 1, . . . , i− 1, j, . . . n} is the position after which we insert
(inserting after 0 prepends the copied substring to G). Applying duplication (i, j, p) to G
transforms G into G[1..p]G[i..j]G[p+ 1..n].
An event is either a deletion or a duplication. If G is a genome and e is an event , we write
G〈e〉 to denote the genome obtained by applying e on G. Given a sequence E = (e1, . . . , ek) of
events, we define G〈E〉 = G〈e1〉〈e2〉 . . . 〈ek〉 as the genome obtained by successively applying
the events of E to G. We may also write G〈e1, . . . , ek〉 instead of G〈(e1, . . . , ek)〉.
The most natural application of the above events is to compare genomes.
I Definition 1. Let G and G′ be two strings over alphabet Σ. The Genome-to-Genome
distance between G and G′, denoted dGG(G,G′), is the size of the smallest sequence of events
E satisfying G〈E〉 = G′.
1 Note that in the theory of formal languages, the CNP of a string is called the Parikh vector.
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Note that dGG has recently been considered in [11, 13], the latter in the case of tandem
duplications only. We also define a distance between a genome G and a CNP ~c, which is the
minimum number of events to apply to G to obtain a genome with CNP ~c.
I Definition 2. Let G be a genome and ~c be a CNP, both over alphabet Σ. The Genome-to-
CNP distance between G and ~c, denoted dGCNP (G,~c), is the size of the smallest sequence of
events E satisfying cnp(G〈E〉) = ~c.
The above definition leads to the following problem, which was first studied in [18].
The Minimum Copy Number Generation (MCNG) problem:
Instance: a genome G and a CNP ~c over alphabet Σ.
Task: compute dGCNP (G,~c).
Qingge et al. proved that the MCNG problem is NP-hard when all the duplications are
restricted to be tandem [18]. In the next section, we prove that this problem is not only
NP-hard, but also NP-hard to approximate within any constant factor.
3 Hardness of Approximation for MCNG
In this section, we show that the dGCNP distance is hard to approximate within any constant
factor. This result actually holds if only deletions on G are allowed. This restriction makes
the proof significantly simpler, so we first analyze the deletions-only case. We then extend
this result to deletions and duplications.
Both proofs rely on a reduction from SET-COVER. Recall that in SET-COVER, we are
given a collection of sets S = {S1, S2, . . . , Sn} over universe U = {u1, u2, . . . , um} =
⋃
Si∈S Si,
and we are asked to find a set cover of S having minimum cardinality (a set cover of S is a
subset S∗ ⊆ S such that ⋃S∈S∗ S = U). If S ′ is a set cover in which no two sets intersect,
then S ′ is called an exact cover.
There is one interesting feature (or constraint) of our reduction g, which transforms a
SET-COVER instance S into a MCNG instance g(S). A set cover S∗ only works on g(S) if
S∗ is actually an exact cover, and a solution for g(S) can be turned into a set cover for S∗
that is not necessarily exact. Thus we are unable to reduce directly from either SET-COVER
nor its exact version. We provide a general-purpose lemma for such situations, and our
reductions serve as an example of its usefulness.
The proof relies on a result on t-SET-COVER, the special case of SET-COVER in which
every given set contains at most t elements. It is known that for any constant t ≥ 3, the
t-SET-COVER problem is hard to approximate within a factor ln t−c ln ln t for some constant
c not depending on t [23].
I Lemma 3. Let B be a minimization problem, and let g be a function that transforms any
SET-COVER instance S into an instance g(S) of B in polynomial time. Assume that both
the following statements hold:
any exact cover S∗ of S of cardinality at most k can be transformed in polynomial time
into a solution of value at most k for g(S);
any solution of value at most k for g(S) can be transformed in polynomial time into a set
cover of S of cardinality at most k.
Then unless P = NP, there is no constant factor approximation algorithm for B.
Proof. Suppose for contradiction that B admits a factor b approximation for some constant b.
Choose any constant t such that t-SET-COVER is hard to approximate within factor
ln t − c ln ln t, and such that b < ln t − c ln ln t. Note that t might be exponentially larger
than b, but is still a constant.
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Now, let S be an instance of t-SET-COVER over the universe U = {u1, . . . , um}. Consider
the intermediate reduction g′ that transforms S into another t-SET-COVER instance g′(S) =
{S′ ⊆ S : S ∈ S}. Since t is a constant, g(S) has O(|S|) sets and this can be carried out in
polynomial time.
Now define S ′ = g′(S) and consider the instance B = g(S ′) = g(g′(S)). By the
assumptions of the lemma, a solution for B of value k yields a set cover S∗ for S ′. Clearly,
S∗ can be transformed into a set cover for instance S: for each S′ ∈ S∗, there exists S ∈ S
such that S′ ⊆ S, so we get a set cover for S by adding this corresponding superset for each
S ∈ S∗. Thus B yields a set cover of S with at most k sets.
In the other direction, consider a set cover S∗ = {S1, . . . , Sk} of S with k sets. This
easily translates into an exact cover of S ′ with k sets by taking the collection
{S1, S2 \ S1, S3 \ (S1 ∪ S2), . . . , Sk \
k−1⋃
i=1
Si}}.
By the assumptions of the lemma, this exact cover can then be transformed into a solution
of value at most k for instance B.
Therefore, S has a set cover of cardinality at most k if and only if B has a solution of
value at most k. By this correspondence, a factor b approximation for B would provide a
factor b < ln t− c ln ln t approximation for t-SET-COVER. J
3.1 Constructing genomes and CNPs from SET-COVER instances
All of our hardness results rely on Lemma 3. We need to provide a reduction from SET-
COVER to MCNG and prove that both assumptions of the lemma are satisfied.
This reduction is the same for deletions-only and deletions-and-duplications. Given S and
U , we construct a genome G and a CNP ~c as follows (an example is illustrated in Figure 2).
The alphabet is Σ = ΣS∪ΣU , where ΣS := {〈βSi〉 : Si ∈ S} and ΣU := {αui : ui ∈ U}. Thus,
there is one character for each set of S and each element of U . Here, each 〈βSi〉 is a character
that will serve as a separator between characters to delete. For a set Si ∈ S, define the string
q(Si) as any string that contains each character of {αu : u ∈ Si} exactly once (in any fixed
order, say by their indices). We put
G = 〈βS1〉q(S1)〈βS2〉q(S2) . . . 〈βSn〉q(Sn),
i.e. G is the concatenation of the strings 〈βSi〉q(Si). As for the CNP ~c, put
~c(〈βSi〉) = 1 for each Si ∈ S;
~c(αu) = f(u)− 1 for each u ∈ U , where f(u) = |{Si ∈ S : u ∈ Si}| is the number of sets
from S that contain u.
Notice that in G, each 〈βS〉 already has the correct copy-number, whereas each αu needs
exactly one less copy. Our goal is thus to reduce the number of each αu by 1. This concludes
the construction of MCNG instances from SET-COVER instances. We now focus on the
hardness of the deletions-only case.
S1 = {1, 2, 3} S2 = {1, 3, 4} S3 = {2, 3, 5}
G = 〈βS1〉α1α2α3〈βS2〉α1α3α4〈βS3〉α2α3α5
~c(α1) = ~c(α2) = 1 ~c(α3) = 2 ~c(α4) = ~c(α5) = 0
Figure 2 An example of our construction, with S = {S1, S2, S3} and U = {1, 2, 3, 4, 5}.
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3.2 Warmup: the deletions-only case
Suppose that we are given a set cover instance S and U , and let G and ~c be the genome and
CNP, respectively, as constructed above.
I Lemma 4. Given an exact cover S∗ for S of cardinality k, one can obtain a sequence of k
deletions transforming G into a genome with CNP ~c.
Proof. Denote S∗ = {Si1 , . . . , Sik}. Consider the sequence of k deletions that deletes the
substrings q(Si1), . . . , q(Sik) (i.e. the sequence first deletes the substring q(Si1), then deletes
q(Si2), and so on until q(Sik) is deleted). Since Si1 , . . . , Sik is an exact cover, this sequence
removes exactly one copy of each αu ∈ ΣU and does not affect the 〈βS〉 characters. Thus the
k deletions transform G into a genome with the desired CNP ~c. J
I Lemma 5. Given a sequence of k deletions transforming G into a genome with CNP ~c,
one can obtain a set cover for S of cardinality at most k.
Proof. Suppose that the deletion events E = (e1, . . . , ek) transform G into a genome G∗
with CNP ~c. Note that no ei deletion is allowed to delete a set-character 〈βSi〉 ∈ ΣS , as
there is only one occurrence of 〈βSi〉 in G and ~c(〈βSi〉) = 1. Thus all deletions remove only
αu characters. In other words, each ej in E either deletes a substring of G between some
〈βSi〉 and 〈βSi+1〉 with 1 ≤ i < n, or ej deletes a substring after 〈βSn〉. Moreover, exactly
one of each αu occurrences gets deleted from G.
Call 〈βSi〉 ∈ ΣS affected if there is some event of E that deletes at least one character
between 〈βSi〉 and 〈βSi+1〉 with 1 ≤ i < n, and call 〈βSn〉 affected if some event of E deletes
characters after 〈βSn〉. Let S∗ := {Si ∈ S : 〈βSi〉 is affected}. Then |S∗| ≤ k, since each
deletion affects at most one 〈βSi〉 and there are k deletion events. Moreover, S∗ must be a
set cover, because each αu ∈ ΣU has at least one occurrence that gets deleted and thus at
least one set containing u that is included in S∗. This concludes the proof. J
We have shown that all the assumptions required by Lemma 3 are satisfied. The
inapproximability follows.
I Theorem 6. Assuming P 6= NP , there is no polynomial-time constant factor approximation
algorithm for MCNG when only deletions are allowed.
We mention without proof that the reduction can be adaptable to the duplication-only
case, by putting ~c(αu) = f(u) + 1 for each u ∈ U .
The real deal: deletions and duplications
We now consider both deletions and duplications. The reduction uses the same construction
as in Section 3.1. Thus we assume that we have a SET-COVER instance S over U , and
a corresponding instance of MCNG with genome G and CNP ~c. In that case, we observe
that Lemma 4 still holds whether we allow deletion only, or both deletions and duplications.
Thus we only need to show that the second assumption of Lemma 3 holds.
Unfortunately, this is not as simple as in the deletions-only case. The problem is that
some duplications may copy some αu and 〈βSi〉 occurrences, and we lose control over what
gets deleted, and over what 〈βSi〉 each αu corresponds to (in particular, some 〈βSi〉 might
now get deleted, which did not occur in the deletions-only case).
Nevertheless, the analogous result can be shown. That is, using the above reduction, our
goal is to show that, given a sequence of k events (deletions and duplications) transforming
G into a genome with CNP ~c, one can obtain a set cover for S of cardinality at most k.
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We need some new notation and intermediate results beforehand. Let E = (e1, . . . , ek)
be a sequence of events transforming genome G into another genome G′. We would like to
distinguish each position of G in order to know which specific character of G is at the origin
of a character of G′.
We augment each individual character of G with a unique identifier, which is its position
in G. That is, let G = g1g2 . . . gn, define a new alphabet Σˆ = (g11 , g22 , . . . , gnn) and define the
genome Gˆ = g11g22 . . . gnn . Here, two characters gi and gj may be identical, but gii and g
j
j are
two distinct characters. We call Σˆ the augmented alphabet and Gˆ the augmented genome of G.
For instance if G = aabcb and Σ = (a, b, c), then Σˆ = (a1, a2, b3, c4, b5) and Gˆ = a1a2b3c4b5.
Since G and Gˆ have the same length, we may apply the sequence E on Gˆ, resulting in
a genome Gˆ′ := Gˆ〈E〉 on alphabet Σˆ. Now Gˆ′ may contain some characters of Σˆ multiple
times owing to duplications, but if we remove the superscript identifier from the characters
of Gˆ′, we obtain G′. The idea is that the identifiers on the characters of Gˆ′ tell us precisely
where each character of Gˆ′ “comes from” in Gˆ (and thus G).
I Definition 7. Let G and G′ be genomes and let E an event sequence such that G′ = G〈E〉.
Let Gˆ be the augmented genome of G and let Gˆ[i] = gi be the character at position i.
If there is at least one occurrence of gi in Gˆ〈E〉, then position i is called important with
respect to E. Otherwise, position i is called unimportant with respect to E.
Roughly speaking, position i is unimportant if it eventually gets deleted, and any character
that was copied from position i from a duplication also gets deleted, as well as a copy of this
copy, and so on – in other words, position i has no “descendant” in G′ when applying E.
First, we prove some general properties that will be useful. Recall that G− s removes all
occurrences of s from G, and ~c− s puts ~c(s) = 0.
I Proposition 8. Let G be a genome over alphabet Σ, let ~c be a CNP and let s ∈ Σ. Then
dGCNP (G− s,~c− s) ≤ dGCNP (G,~c).
The next technical lemma states that if a genome alternates between positions to keep
and positions to delete n times, then we need n events to remove the unimportant ones.
I Lemma 9. Let Σ = X∪Y be an alphabet defined by two disjoint sets X = {x1, . . . , xn} and
Y . Let G = Y0x1Y1x2Y2 . . . xnYn be a genome on Σ, where for all i ∈ [n], Yi is a non-empty
string over alphabet Y and Y0 is a possibly empty string on alphabet Y . Moreover let ~c be a
CNP such that ~c(xi) = 1 for all xi ∈ X and ~c(y) = 0 for all y ∈ Y . Then dGCNP (G,~c) ≥ n,
with equality when Y0 is empty.
The proof is surprisingly technical and can be found in the full version. We may now
prove the second assumption of Lemma 3.
I Lemma 10. Let S be a SET-COVER instance, and let G and ~c be the correspond-
ing MCNG instance. Given a sequence of k events (deletions and duplications) transforming
G into a genome with CNP ~c, one can obtain a set cover for S of cardinality at most k.
Proof. Suppose that the events E = (e1, . . . , ek) transform G into a genome G∗ with CNP ~c.
We construct a set cover for S of cardinality k. For a position p with G[p] = αu ∈ ΣU , define
pred(p) as the first ΣS character to the left of position p. To be precise, if p′ is the largest
integer satisfying G[p′] ∈ ΣS and p′ < p, then pred(p) = G[p′]. Note that since G[1] = 〈βS1〉,
pred(p) is well-defined. Notice that by construction, if G[p] = αu and 〈βS〉 = pred(p), then
u ∈ S. The set of pred(p) of unimportant positions p will correspond to our set cover, which
we now prove by separate claims.
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B Claim 11. For each u ∈ U , there is at least one position p of G such that G[p] = αu and
such that p is unimportant w.r.t. E.
Proof. If we assume this is not the case, then each of the f(u) positions p of G having
G[p] = αu has a descendant in G∗, implying that G∗ has at least f(u) copies of αu and
thereby contradicting that G∗ complies with ~c(αu) = f(u)− 1. C
Recall that U = {ui, . . . , um}. Given that the claim holds, let P = {p1, . . . , pm} be any
set of positions of G such that for each i ∈ [m], G[pi] = αui and pi is unimportant w.r.t. E
(choosing arbitrarily if there are multiple choices for pi). Define ΣP = {pred(pi) : pi ∈ P}
and S∗ = {Si ∈ S : 〈βSi〉 ∈ ΣP }.
B Claim 12. S∗ is a set cover.
Proof. For each ui ∈ U , there is an unimportant position pi ∈ P such that G[pi] = αui .
Moreover, pred(pi) is some character 〈βS〉 such that 〈βS〉 ∈ ΣP and such that ui ∈ S. Since
S ∈ S∗, it follows that each ui is covered. C
It remains to show that S∗ has at most k sets. Denote P ′ = P ∪ {p : G[p] ∈ ΣP }. Let G˜
be the subsequence of G obtained by keeping only positions in P ′ (i.e. if we denote P ′ =
{p′1, . . . , p′l} with p′1 < p′2 < . . . < p′l, then G˜ = G[p′1]G[p′2] . . . G[p′l]). Furthermore, define the
CNP ~c0 such that ~c0(〈βSi〉) = 1 for all 〈βSi〉 ∈ ΣP , ~c0(〈βSi〉) = 0 for all 〈βSi〉 ∈ ΣS \ ΣP ,
and ~c0(αu) = 0 for all αu ∈ ΣU . Note that G˜ has the form 〈βSi1 〉D1〈βSi2 〉D2 . . . 〈βSir 〉Dr
for some r, where the Di’s are substrings over alphabet ΣU . This is form of Lemma 9.
B Claim 13. dGCNP (G˜,~c0) ≤ k.
Proof. Let G′ be the genome obtained by replacing every position p of G by some dummy
character λ, except for the positions of P ′ (thus if we remove all the λ occurrences we obtain
G˜). Since G and G′ have the same length, we can apply the E events on G′. Let G′′ := G′〈E〉,
and let l be the number of occurrences of λ in G′′. Recall that P ′ contains only positions p
such that G[p] ∈ ΣP , or such that p is unimportant w.r.t E and G[p] ∈ ΣU . It follows that if
a position q is important w.r.t. E, then G′[q] ∈ ΣP ∪ {λ}. Moreover, for any 〈βS〉 ∈ ΣP , G′′
has as many occurrences of 〈βS〉 as in G〈E〉. In other words, G′′ has one occurrence of each
〈βS〉 ∈ ΣP and the rest is filled with λ.
Let ~c1 be the CNP satisfying ~c1(λ) = l, ~c1(〈βSi〉) = ~c0(〈βSi〉) = 1 for every 〈βSi〉 ∈
ΣP , and ~c1(x) = 0 for any other character x. Then clearly, ~c1 = cnp(G′′), which im-
plies dGCNP (G′,~c1) ≤ k since E transforms G′ into G′′. Moreover by Proposition 8,
dGCNP (G′ − λ,~c1 − λ) ≤ dGCNP (G′,~c1) ≤ k. The claim follows from the observation that
G˜ = G′ − λ and ~c0 = ~c1 − λ. C
Observe that G˜ and ~c0 have the required form for Lemma 9 (with |ΣP | important positions),
and so dGCNP (G˜,~c0) ≥ |ΣP |. It follows from Claim 13 that k ≥ dGCNP (G˜,~c0) ≥ |ΣP | = |S∗|.
We thus have a set cover S∗ for S of cardinality at most k, completing the proof. J
We arrive to our main inapproximability result, which again follows from Lemma 3.
I Theorem 14. Assuming P 6= NP, there is no polynomial-time constant factor approximation
algorithm for MCNG.
In the next section, we prove that the MCNG problem, parameterized by the solution
size, is W[1]-hard. This answers another open question in [18]. We refer readers for more
details on FPT and W[1]-hardness to the book by Downey and Fellows [7].
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4 W[1]-hardness for MCNG
Since SET-COVER is W[2]-hard, naturally we would like to use the above reduction to prove
the W[2]-hardness of MCNG. However, the fact that we use t-SET-COVER with constant t
in the proof of Lemma 3 is crucial, and t-SET-COVER is in FPT. On the other hand, the
property that is really needed in the instance of this proof, and in our MCNG reduction, is
that we can transform any set cover instance into an exact cover. We capture this intuition
and show that SET-COVER instances that have this property are W[1]-hard to solve.
An instance of SET-COVER-with-EXACT-COVER, or SET-COVER-EC for short, is a
pair I = (S, k) where k is an integer and S is a collection of sets forming a universe U . In
this problem, we require that S satisfies the property that any set cover for S of size at most
k is also an exact cover. We are asked whether there exists a set cover for S of size at most
k (in which case this set cover is also an exact cover).
I Lemma 15. The SET-COVER-EC problem is W[1]-hard for parameter k.
Proof. We show W[1]-hardness using the techniques introduced by Fellows et al. which is
coined as MULTICOLORED-CLIQUE [10]. In the MULTICOLORED-CLIQUE problem, we
are given a graph G, an integer k and a coloring c : V (G)→ [k] such that no two vertices of
the same color share an edge. We are asked whether G contains a clique of k vertices (noting
that such a clique must have a vertex of each color). This problem is W[1]-hard w.r.t. k.
Given an instance (G, k, c) of MULTICOLORED-CLIQUE, we construct an instance I =
(S, k′) of SET-COVER-EC. We put k′ = k + (k2). For i ∈ [k], let Vi = {v ∈ V (G) : c(v) = i}
and for each pair i < j ∈ [k], let Eij = {uv ∈ E(G) : u ∈ Vi, v ∈ Vj}. The universe U of the
SET-COVER-EC instance has one element for each color i, one element for each pair {i, j}
of distinct colors, and two elements for each edge, one for each direction of the edge. That is,
U = [k] ∪
(
[k]
2
)
∪ {(u, v) ∈ V (G)× V (G) : uv ∈ E(G)}
Thus |U | = k + (k2) + 2|E(G)|. For two colors i < j ∈ [k], we will denote Uij =
{(u, v), (v, u) : u ∈ Vi, v ∈ Vj , uv ∈ Eij}, i.e. we include in Uij both elements corresponding
to each uv ∈ Eij . Now, for each color class i ∈ [k] and each vertex u ∈ Vi, add to S the set
Su = {i} ∪ {(u, v) : v ∈ N(u)}
where N(u) is the set of neighbors of u in G. Then for each i < j ∈ [k], and for each edge
uv ∈ Eij , add to S the set
Suv = {{i, j}} ∪ {(x, y) ∈ Uij : x /∈ {u, v}}
The idea is that Suv can cover every element of Uij , except those ordered pairs whose
first element is u or v. Then if we do decide to include Suv in a set cover, it turns out that
we will need to include Su and Sv to cover these missing ordered pairs. See Figure 3 for an
example. For instance if we include Su2,v3 in a cover, the uncovered (u2, v3) and (v3, u2) can
be covered with Su2 and Sv3 . We show that G has a multicolored clique of size k if and only
if S admits a set cover of size k′. Note that we have not shown yet that (S, k′) is an instance
of SET-COVER-EC, i.e. that any set cover of size at most k′ is also an exact cover. This
will be a later part of the proof.
First suppose that G has a multi-colored clique C = {v1, . . . , vk}, where vi ∈ Vi for each
i ∈ [k]. Consider the collection
S∗ = {Sv1 , . . . , Svk} ∪ {Svivj : vi, vj ∈ C, 1 ≤ i < j ≤ k},
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(u1, v1) (v1, u1)
(u1, v2) (v2, u1)
(u2, v3) (v3, u2)
Su1,v1
Su1,v2
Su2,v3
Su1
Su2
Sv1
Sv2
Sv3
i j
{i, j}
Figure 3 A graphical example of the constructed sets for the Uij elements of a graph (not
shown) with Eij = {u1v1, u1v2, u2v3}, where the ul’s are in Vi and the vl’s in Vj (sets have a gray
background, edges represent containment, the {i, j} lines are dotted only for better visualization).
the cardinality of S∗ is k + (k2) = k′. Each element i ∈ U ∩ [k] is covered since we include a
set Svi for each color. Each element {i, j} ∈ U ∩
([k]
2
)
is covered since we include a set Svivj
for each color pair i, j with i < j. Consider an element (xi, yj) ∈ U ∩ (V (G)× V (G)), where
xi ∈ Vi and yi ∈ Vj . Note that either i < j or j < i is possible, and that vivj ∈ E(G). If
xi /∈ {vi, vj}, then Svivj covers (xi, yj). If xi = vi, then Svi covers (xi, vj) and if xi = vj ,
then Svj covers (xi, vj). Thus S∗ is a set cover, and is of size at most k′.
For the converse direction, suppose that S∗ is a set cover for S of size at most k′ = k+(k2).
Note that to cover the elements of U ∩ [k], S∗ must have at least one set Su such that u ∈ Vi
for each color class i ∈ [k]. Moreover, to cover the elements of U ∩ ([k]2 ), S∗ must have at
least one set Suv such that u ∈ Vi, v ∈ Vj for each i, j ∈ [k] pair. We deduce that S∗ has
exactly k +
(
k
2
)
sets. Hence for color i ∈ [k], there is exactly one set Su in S∗ for which
u ∈ Vi, and for each {i, j} pair, there is exactly one Suv set in S∗ for which u ∈ Vi, v ∈ Vj .
We claim that C = {u : Su ∈ S∗} is a multi-colored clique. We already know that C
contains one vertex of each color. Now, suppose that some u, v ∈ C do not share an edge,
where u ∈ Vi, v ∈ Vj and i < j. Let Sxy be the set of S∗ that covers {i, j}, with x ∈ Vi, y ∈ Vj .
Since uv is not an edge but xy is, we know that u 6= x or v 6= y (or both). Moreover, Sxy
does not cover the (x, y) and (y, x) elements of Uij , and we know that at least one of these
is not covered by Su nor Sv (if u 6= x, then none covers (x, y), if v 6= y, then none covers
(y, x)). But (x, y) ∈ Uij , and Su, Sv and Sxy are the only sets of S∗ that have elements of
Uij , contradicting that S∗ is a set cover. This shows that C is a multi-colored clique.
It remains to show that S∗ is an exact cover. Observe that no two distinct Su and Sv
sets in S∗ can intersect because u and v must be of a different color, and no two distinct Suv
and Sxy sets in S∗ can intersect because {u, v} and {x, y} must be from two different color
pairs. Suppose that Su, Sxy ∈ S∗ do intersect, and say that x ∈ Vi, y ∈ Vj and i < j. Then
all elements in Su ∩ Sxy are of the form (u, v) for some v. Choose any such (u, v). If u is of
color i, then u 6= x since otherwise by construction Sxy could not contain (u, v). But when
u 6= x, no set of S∗ covers the element (x, y) (it is not Su nor Sxy, the only two possibilities).
If u is of color j, then u 6= y since again Sxy could not contain (u, v). In this case, no set of
S∗ covers (y, x). We reach a contradiction and deduce that S∗ is an exact cover. J
It is now almost immediate thatMCNG is W[1]-hard with respect to the natural parameter,
namely the number of events to transform a genome G into a genome with a given profile ~c
(the detailed proof can be found in the full version).
I Theorem 16. The MCNG problem is W[1]-hard.
We do not know whether SET-COVER-EC or MCNG are also in W[1], i.e. whether
they are W[1]-complete. We have finished presenting the negative results on MCNG. An
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immediate question is whether we could obtain some positive result on a related problem. In
the next section, we present some positive result for an interesting variation of MCNG.
5 The Copy Number Profile Conforming Problem
We define the more general Copy Number Profile Conforming (CNPC) problem as follows:
I Definition 17. Given two CNP’s ~c1 = 〈u1, u2, ..., un〉 and ~c2 = 〈v1, v2, ..., vn〉, with ui, vi ≥
0 and ui, vi ∈ N, the CNPC problem asks to compute two strings S1 and S2 with cnp(S1) = ~c1
and cnp(S2) = ~c2 such that the distance between S1 and S2, d(S1, S2), is minimized.
Let
∑
i ui = m1,
∑
i vi = m2, we assume that m1 and m2 are bounded by a polynomial of
n. (This assumption is needed as the solution of our algorithm could be of size max{m1, n2}.)
We simply say ~c1,~c2 are polynomially bounded. Note that d(S1, S2) is a very general distance
measure, i.e., it could be any genome rearrangement distance (like reversal, transposition,
and tandem duplication, etc, or their combinations, e.g. tandem duplication + deletion). In
this paper, we use the breakpoint distance and the adjacency number. Our definitions of
these notions are adapted from Angibaud et al. [1] and Jiang et al. [12], which generalize
the corresponding concepts on permutations [24].
Given two sequences A=a1a2 · · · an and B=b1b2 · · · bm, if {ai, ai+1} = {bj , bj+1} we say
that aiai+1 and bjbj+1 are matched to each other (in the graph theory terminology, they
share an edge). Consider a maximum cardinality matching between length 2 substrings of A
and B. A matched pair is called an adjacency, and an unmatched pair is called a breakpoint
in A and B respectively. Then, the multiset of 2-substrings of A (resp. B) that belong
to a breakpoint is denoted as bA(A,B) (resp. dB(A,B)) and the corresponding number
is db(A,B) (resp. db(B,A)), and the number of common adjacencies between A and B is
denoted as a(A,B). Note that db(A,B), db(B,A) and a(A,B) do not depend on a particular
choice of maximum matching. We illustrate the above definitions in Fig. 4.
sequence A = 〈a c b d c b 〉
sequence B = 〈a b c d a b c d 〉
matched pairs : (cb↔ bc), (dc↔ cd), (cb↔ bc)
a(A,B) = {bc, bc, cd}
bA(A,B) = {ac, bd}
bB(A,B) = {ab, da, ab, cd}
Figure 4 Example for adjacency and breakpoint definitions, with db(A,B) = 2 and db(B,A) = 4.
Coming back to our problem, we define d(S1, S2) = db(S1, S2) + db(S2, S1). From the
definitions, we have
db(S1, S2) + db(S2, S1) + 2 · a(S1, S2) = (m1 − 1) + (m2 − 1),
or,
db(S1, S2) + db(S2, S1) = m1 +m2 − 2 · a(S1, S2)− 2.
Hence, the problem is really to maximize a(S1, S2).
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I Definition 18. Given n-dimensional vectors ~u = 〈u1, u2, ..., un〉 and ~w = 〈w1, w2, ..., wn〉,
with ui, wi ≥ 0, and ui, wi ∈ N, we say ~w is a sub-vector of ~u if wi ≤ ui for i = 1, ..., n, also
denote this relation as ~w ≤ ~u.
Henceforth, we simply call ~u, ~w integer vectors, with the understanding that no item in a
vector is negative.
I Definition 19. Given two n-dimensional integer vectors ~u = 〈u1, u2, ..., un〉 and ~v =
〈v1, v2, ..., vn〉, we say ~w is a common sub-vector of ~u and ~v if ~w is a sub-vector of ~u and
~w is also a sub-vector of ~v (i.e., ~w ≤ ~u and ~w ≤ ~v). Finally, ~w is the maximum common
sub-vector of ~u and ~v if there is no common sub-vector ~w′ 6= ~w of ~u and ~v which satisfies
~w ≤ ~w′ ≤ ~u or ~w ≤ ~w′ ≤ ~v.
An example is illustrated as follows. We have ~u = 〈3, 2, 1, 0, 5〉, ~v = 〈2, 1, 3, 1, 4〉,
w′ = 〈2, 1, 0, 0, 3〉 and ~w = 〈2, 1, 1, 0, 4〉. Both ~w and ~w′ are common sub-vectors for ~u and ~v,
~w′ is not the maximum common sub-vector of ~u and ~v (since ~w′ ≤ ~w) while ~w is.
Given a CNP ~u = 〈u1, u2, ..., un〉 and alphabet Σ = (x1, x2, ..., xn), for i ∈ {1, 2, ..., n},
we use S(~u) to denote the multiset of letters (genes) corresponding to ~u; more precisely, ui
denotes the number of xi’s in S(~u). Similarly, given a multiset of letters Z, we use s(Z) to
denote a string where all the letters in Z appear exactly once (counting multiplicity; i.e,
|Z| = |s(Z)|). s(Z) is similarly defined when Z is a CNP. We present Algorithm 1:.
1. Compute the maximum common sub-vector ~v of ~c1 and ~c2.
2. Given the gene alphabet Σ, compute S(~v), S(~c1) and S(~c2). Let X = S(~c1)− S(~v) and
Y = S(~c2)− S(~v).
3. If S(~v) = ∅, then return two arbitrary strings s(~c1) and s(~c2) as S1 and S2, exit; otherwise,
continue.
4. Find {x, y}, x, y ∈ Σ and x 6= y, such that x ∈ S(~v) and y ∈ S(~v), and exactly one of
x, y is in X (say x ∈ X), and the other is in Y (say y ∈ Y ). If such an {x, y} cannot be
found then return two strings S1 and S2 by concatenating letters in X and Y arbitrarily
at the ends of s(~v) respectively, exit; otherwise, continue.
5. Compute an arbitrary sequence s(~v) with the constraint that the first letter is x and the
last letter is y. Then obtain s1 = s(~v) ◦ x and s2 = y ◦ s(~v) (◦ denotes concatenation).
6. Finally, insert all the elements in X − {x} arbitrarily at the two ends of s1 to obtain S1,
and insert all the elements in Y − {y} arbitrarily at the two ends of s2 to obtain S2.
7. Return S1 and S2.
Let Σ = {a, b, c, d, e}. Also let ~c1 = 〈2, 2, 2, 4, 1〉 and ~c2 = 〈4, 4, 1, 1, 1〉. We walk through
the algorithm using this input as follows.
1. The maximum common sub-vector ~v of ~c1 and ~c2 is ~v = 〈2, 2, 1, 1, 1〉.
2. Compute S(~v) = {a, a, b, b, c, d, e}, S(~c1) = {a, a, b, b, c, c, d, d, d, d, e} and
S(~c2) = {a, a, a, a, b, b, b, b, c, d, e}. Compute X = {c, d, d, d} and Y = {a, a, b, b}.
3. Identify d and a such that d ∈ S(~v) and a ∈ S(~v), and d ∈ X while a ∈ Y .
4. Compute s(~v) = dabbcea, s1 = dabbcea · d and s2 = a · dabbcea.
5. Insert elements in X − {d} = {c, d, d} arbitrarily at the right end of s1 to obtain S1, and
insert all the elements in Y − {a} = {a, b, b} at the right end of s2 to obtain S2.
6. Return S1 = dabbcea · d · cdd and S2 = a · dabbcea · abb.
I Theorem 20. Let ~c1,~c2 be polynomially bounded. The number of common adjacencies
generated by Algorithm 1 is optimal with a value either n∗ or n∗ − 1, where n∗ = ∑ni=1 vi
with the maximum common sub-vector of ~c1 and ~c2 being ~v = 〈v1, v2, ..., vn〉.
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Proof. First, note that if ~v is a 0-vector (or S(~v) = ∅) then there will not be any adjacency
in S1 and S2. Henceforth we discuss S(~v) 6= ∅.
Notice that a common adjacency between S1 and S2 must come from two letters which
are both in S(~v). That naturally gives us n∗ − 1 adjacencies, where n∗ = |S(~v)|, which can
be done by using the letters in S(~v) to form two arbitrary strings S1 and S2 (for which s(~v)
is a common substring). If {x, y} can be found such that x, y ∈ S(~v) and x 6= y, and one
of them is in X (say x ∈ X), and the other is in Y (say y ∈ Y ), then, obviously we could
obtain s1 = s(~v) ◦ x and s2 = y ◦ s(~v) which are substrings of S1 and S2 respectively. Clearly,
there are n∗ = |S(~v)| adjacencies between s1 and s2 (and also S1 and S2).
To see that this is optimal, first suppose that no {x, y} pair as above can be found. This
can only occur when there are no two components i < j in ~c1 = 〈c1,1, ..., c1,i, ..., c1,j ,..., c1,n〉,
~c2 = 〈c2,1, ..., c2,i, ..., c2,j ,..., c2,n〉, and in the maximum common sub-vector ~v = 〈v1, ..., vi,...,
vj , ..., vn〉 of ~c1 and ~c2 which satisfy that min{c1,i, c2,i} = vi 6= 0 and max{c1,i, c2,i} 6= vi,
and min{c1,j , c2,j} = vj 6= 0 and max{c1,j , c2,j} 6= vj . If this condition holds, then all the
components i in s(~c1 −~v) and s(~c2 −~v), i.e., c1,i − vi and c2,i − vi, have the property that at
least one of the two is zero and vi = 0. Therefore, except for the letters corresponding to ~v,
no other adjacency can be formed. As any string with CNP ~v has n∗ characters, at most
n∗ − 1 adjacencies can be formed. If an {x, y} pair can be found, let b ∈ Σ, and let vb be
the minimum copy-number of b in ~c1 or ~c2, i.e., vb = min{c1,b, c2,b}. Assume this minimum
occurs in ~c1, w.l.o.g. There can be at most 2vb adjacencies involving b in ~c1, and thus at most
2vb adjacencies in common involving vb. Summing over every b ∈ Σ, the sum of common
adjacencies, counted for each character individually, is at most
∑
b∈Σ 2vb = 2n∗. Since each
adjacency is counted twice in this sum, the number of common adjacencies is at most n∗. J
Note that if we only want the breakpoint distance between S1 and S2, then the polynomial
boundness condition of ~c1 and ~c2 can be withdrawn as we can decide whether {x, y} exists
by searching directly in the CNPs (vectors).
6 Concluding Remarks
In this paper, we answered two recent open questions regarding the computational complexity
of the Minimum Copy Number Generation problem. Our technique could be used for other
optimization problems where the solution involves Set Cover whose solution must also be
an exact cover. We also present a polynomial time algorithm for the Copy Number Profile
Conforming (CNPC) problem when the distance is the classical breakpoint distance. The
breakpoint distance is static, and we leave open the question for solving or approximating
CNPC with dynamic rearrangement distance such as reversal, duplication+deletion, etc.
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