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1. INTRODUCTION 
Suppose an object is hidden in one of n boxes. A strategy for finding it is a 
sequence of boxes (finite or infinite). For example, (3, 1, 2, 5, 3,...) is 
interpreted to mean that box 3 is to be searched first; if the object is not found, 
then box 1 is to be searched,... . It is not assumed that a search of the box 
containing the item is sure to be successful, so the second search of box 3 
(the fifth search above) might succeed. 
Each strategy has a probability of finding the object, and has a cost asso- 
ciated with each possible outcome, both subject to conditions described 
below. The main problem considered here is how to choose a strategy to 
maximize the probability of finding the object when a budget ceiling is 
imposed. Consequences of this theory for the minimization of expected cost 
of finding the object (with an unlimited budget) are also mentioned. Simpler 
techniques are used than have been applied to these problems in earlier 
work, and more general results are obtained. 
The fundamental assumption about the probabilities is that the probability 
of overlooking the object in the jth search of box K, given that it is in box K 
and has not been found before the jth search of box k, is a function aj*k of j 
and k alone. That is, it does not matter how hard the wrong boxes have been 
searched. Therefore the (unconditional) probability that the jth search of 
box k is conducted and is successful is 0 if the strategy does not include a jth 
search of box k, and is 
Pk fl ‘%‘,k(l - ‘%.k) =Pj.k otherwise, 
j’ij 
where p, is the probability that the object is hidden in box k. Thus the 
unconditional probability pjsK that the jth search of box k is conducted and is 
successful does not depend on what searches of other boxes or what later 
searches of box k may have been scheduled. 
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If a strategy u includes ajth search of box K, let Ej,k be the event that the 
jth search of box K is conducted and is successful. Then 
Pj.k = W4.d. 
The events Ej,k are disjoint because the object once found is not sought 
again. The event of finding the object using (T is the union of those events 
Ej,k such that u includes ajth search of box R. Therefore the probability of 
finding the object using a is 
ch.k) (1) 
where~~,~ is to be included in the summation iff there is a jth search of box 
k in (J. Hence the probability of finding the object using u depends only 
on how many times each box is searched in u, and not on the order of the 
searches. 
The simplification and extension achieved in this paper are a consequence 
of the possibility of restricting the discussion to the unconditional prob- 
abilities of these mutually exclusive events Ei,k . It is possible, of course, 
to compute various conditional probabilities from the Pj,k’s. Thus if some 
set Y of searches has been unsuccessfully completed, the conditional prob- 
ability that the jth search of box k will be conducted and will be successful is 
Pi.k if ( j, k) 4 9’ but ( j, K) is scheduled in U, 
and 0 otherwise. 
Let the jth search of box K cost c~,~ . If several searches are conducted, 
let the cost be the sum of the costs of the individual searches. The largest 
cost one can incur using the strategy u is then 
(2) 
where Cj,k is included in the summation iff there is a jth search of box k in u. 
In choosing a strategy to maximize the probability of finding the object 
subject to a budget ceiling, the sum (2) is the cost associated with the strategy 
u. Thus the cost associated with the strategy u also depends only on how 
many times each box is searched in u, and not on the order of the searches. 
There are two important special cases of this problem: 
CASE 1. Possibly, whenever the box containing the object is searched, 
there is a fixed probability czk , 0 < ak < 1, of overlooking the object. In this 
case 
pj,k = p&-‘(1 - Uk)* 
158 KADANE 
Possibly also c~,~ = clc , that is, the cost of the jth search of box k does not 
depend on j. The problem of finding the sequence of searches which maxi- 
mizes the probability of finding the object, subject to a budget constraint, 
is given by Bellman [l, pp. 49,501 and attributed by him to F. Mosteller. For 
clc = 1 (when the budget constraint amounts to fixing the number of possible 
searches), Chew [2] gives basically the following optimal strategy: to maxi- 
mize the probability of finding the object in a fixed number N of searches, 
choose those N searches ( j, k) for which pk&i( 1 - Q) is largest. This result 
is generalized here (Corollary to Theorem 2) to arbitrary P,,~ nonincreasing 
in j for each k. Chu [ 131 considers Case 1 in full generality. 
CASE 2. Imagine a gold coin in one of several boxes. Each box k contains 
rk coins. There are R = C rK coins in all boxes, of which R - 1 are copper 
and one is gold. Knowing each rk and the probabilities p, that the coin is 
in the kth box, how should one choose M coins at random (without 
replacement) to have the best change of finding the gold coin? 
In this case, 
, 
and c~,~ = 1. 
The main results of the paper flow from the Neyman-Pearson Lemma (Sec- 
tion 2). These results raise problems of discreteness for which a special 
integer-programming algorithm is developed (Section 3). Solution of the 
problem of maximizing the probability of finding the object subject to a 
budget ceiling has consequences for the problem of finding it for sure at 
minimum expected cost (Section 4). 
A bibliography on search problems is given in [3]. 
2. THE EXTENDED NEYMAN-PEARSON LEMhfA AND SOME APPLICATIONS 
A strategy IJ is sought to maximize 
C PAk (3) 
subject to 
c Ci.k < c, (4) 
where both summations extend over all (j, k) for which there is a jth search 
of box k in 0. Because (3) and (4) do not depend on the order of the searches 
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in (T, this suggests seeking an unordered set Y of searches to maximize (3) 
subject to (4) where the summations extend over 9. The only additional 
restriction which need be imposed is that if a set includes search (j, K) it 
must include search ( j - 1, k) if j >a 1. Such a set is called feasible. 
The form of (3) and (4) is th e same as it would be if there were a double 
sequence of boxes, one box for each pair (j, k) and P~,,~ represented the 
probability that the object is in the (j, k)th box (j and k integers, J’ 3 1, 
1 < K < n) and c~,~ the cost of a search sure to succeed if the object is hidden 
there. Then (3) and (4) can be replaced with the following: find a set .Y to 
maximize 
CPi 
subject to 
(5) 
where both summations extend over 9’. Here pi and ci represent the prob- 
ability pj,k and cost c~,~ of some jth search of box K. The maximization 
problem will be considered first without the requirement that 9’ be feasible. 
Later frequently realized conditions will be given under which an optimal 
set in the relaxed problem is feasible, and therefore a fortiori optimal among 
feasible sets. 
The assumptions made in Section 1 ensure that probability and cost 
behave as discrete measures on the space of searches, which means only that 
the probability (or cost) of a set of searches is the sum of the probabilities 
(or costs) of the members of the set. If both had total measure equal to 1, 
the search problem would be roughly the problem solved by the Neyman- 
Pearson Lemma. This powerful result tells how to choose a set (critical region) 
subject to the constraint that its integral with respect to one measure (null 
hypothesis) is less than or equal to a fixed OL (size of test) and its integral with 
respect to another measure (alternative hypothesis) is as large as possible 
(power of the test). 
Therefore the first theorem of this paper extends the Neyman-Pearson 
Lemma to measures of arbitrary total measure. In this extension it is the 
possibility of unbounded measures that introduces a slight novelty. The form 
given here is useful for the search problem; a more general form for arbitrary 
u-finite measures is stated in the appendix. This result is undoubtedly 
not new, but does not appear to be conveniently available. The proof 
is a straightforward generalization of the proof given by Lehmann 
[4, PP. 65, 661. 
All sums, unless otherwise specified, should be interpreted as extending 
over the range of i. Let B be the sum of costs ci over those i whose pi is 
positive, and assume that 0 < C < B (so that the budget ceiling permits 
some expenditure but does not permit the inclusion of all useful searches). 
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THEOREM 1 pariant of the Neyman-Pearson Lemma]. Let {pi} and {ci} 
be arbitrary nonnegative sequences such that Cpi < CO. Let X be the class of 
sequences xi such that 0 < xi < 1 .for all i. If 0 < C < B, then the maximum of 
C xiPi 
subject to 
C X&i < C 
and x E x is attained, and it OCCUYS when and only when 
I 
I if xi = pi > YC( 
0 if pi < rci 
for some Y, 0 < Y < co, and 
c xici = c. 
(9) 
(10) 
The set of r’s satisfying (9) is the same for each optimal x and is a single point 
OY a closed interval. 
Thus even in the case of infinite total cost-measure, the ratio pi/c, (likeli- 
hood ratio in the testing of hypotheses) is the appropriate decision variable, 
in the sense that searches with large p,/ci should be included, and searches 
with small p,/c, excluded. 
As economists will recognize, the criterion p,/c, plays the role of a cost- 
effectiveness criterion; l/r is a shadow price; the assumption that probability 
and cost are measures implies that no externalities are present; and the diffi- 
culty in application described below is due to indivisibilities. The ratio Y 
has several other interpretations: as a dual variable in a linear programming 
problem, as a Lagrange multiplier in control theory, and as the coordinate 
in dual space of a separating hyperplane. 
If we allow a randomized strategy, Xi can be interpreted as the probability 
that the ith search is included in the set of searches to be conducted. Then (7) 
is the probability of finding the object, and (8) is a constraint on the (expected) 
cost of failure, with the expectation taken over the random variable created 
by randomization. 
In statistical applications of the Neyman-Pearson lemma, such randomi- 
zation is often necessary to achieve an exact significance level in discrete 
problems [4, p. 671. The same consideration forces the function x on us 
here. The function x can be taken to have only the values 0 and 1 if and 
only if C can be expressed as the sum of cost of all searches with p,/c, bigger 
than some Y, possibly together with costs of some searches with pi/ci = r. 
Otherwise a fractional x must be used for some i, but one such xi is 
always enough. 
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Another way of interpreting xi when it is neither 0 nor 1, is to conceive 
of a partial last search. x can be taken to be 0 or 1 except at one search i*. 
Suppose that xi* = s with 0 <: s <: 1. If in a last search one could expend 
the fraction s of the cost ci* and have probability spi* of finding the object, 
(7) becomes precisely the probability of finding the object in the set of searches 
including the partial last one, and (8) b ecomes the budget ceiling, exactly. 
Hence with this interpretation, Theorem 1 applies to give optimality. 
Call a set of searches locally optimal if inclusion of i’ and exclusion of i 
implies 
By Theorem 1 a set of searches included or partially included in a strategy 
can correspond to a solution to the relaxed problem only if it is locally optimal. 
Return now to the problem in which feasibility is required. In double- 
subscript notation, a set of searches is locally optimal if inclusion of (j’, K’) and 
exclusion of ( j, K) implies 
Pj’k’ > _. Plk 
-I 
Cj’k, +k 
Under the regularity condition thatpjk/Cjk is strictly decreasing in j for each k, 
every locally optimal policy is feasible. This condition is slightly too strong 
to include the second special case mentioned in Section 1. Assuming only that 
pjk/cjk is nonincreasing in j for each K, no longer is every locally optimal policy 
necessarily feasible, though a feasible locally optimal policy still exists. 
In summary: 
THEOREM 2. Assume that pj&jk is nonincreasing in j for each k, and permit 
a partial or randomized kzst search. Then any feasible set which maximizes the 
probability of$nding the object and costs no more than C, 0 < C < B, includes 
all searches for which 
$>r 
for some T, excludes all those for which 
and includes enough of those with 
Pjk -=I 
+k 
.+09,22,‘,-r I 
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to spend exactly C. Any such set maximizes the probability of finding the object 
at a cost of no more than C. A feasible set of this type always exists. A partial 
or randomized last search is unnecessary if and only if C is the cost of some locally 
optimal feasible set. 
Now consider the special case that cjk = 1 for all j and k. Then if C is an 
integer, it is the sum of costs of some optimal feasible set, and hence no 
partial last search is required. Therefore: 
COROLLARY. Suppose cjlc = 1 for all j and k, p, is nonincreasing in j for 
each k, and C is an integer. A feasible set of C searches maximizes the probability 
of Jinding the object in no more than C searches sf and only if it includes all 
those searches for which 
Pik > r 
for some Y and excludes all those for which 
Pjk < r. 
A feasible such set always exists. 
This corollary includes Chew’s result quoted in Section 1 as a special case. 
It is possible, of course, to study the problem in which neither a partial 
last search nor randomization is acceptable. The above theory yields both 
upper and lower bounds on the largest probability obtainable when dis- 
creteness is thus insisted upon. The largest probability must then be at most 
the largest probability when a partial last search is permitted. And the prob- 
ability obtained by throwing away the partial last search is plainly a lower 
bound. These bounds differ by sp,* . 
3. AN INTEGERPROGFUMMING:ALGORITHM 
This section describes an integer programming algorithm especially 
adapted to the problem of maximizing the probability of finding the object 
subject to a budget ceiling C when discreteness is insisted upon. Again con- 
sider the maximization problem first without requiring that the solution 
be feasible, and revert to single-subscript notation. 
Formulated in terms of integer programming, the problem becomes: 
maximize 
subject to 
and 
c xipi 
2 X&i < C 
Xi=0 or 1. 
(8) 
(11) 
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(Interpret x1 = 1 iff the search is to be included in the optimal set.) This 
is the knapsack problem (see Dantzig [5, pp. 514ff] and Kolesar [6]). 
If (11) is replaced by 
0 <Xi Q 1, (12) 
Theorem 1 gives optimal values for the xi . If in that solution no partial 
last search is required, the solution satisfies (11) and therefore is the optimal 
solution when no partial last search is permitted. If not, there is a partially 
included search i* in the maximization of (7) subject to (8) and (12). The class 
of sets of searches can be partioned into two exhaustive, disjoint subclasses: 
those sets including i* and those excluding i*. 
The maximization of (7) subject to (8) (12) and 
Xi *=l (13) 
is easily accomplished using Theorem 1, and an upper bound for the largest 
probability obtainable if i* is included in the solution results. Similarly 
the maximization of (7) subject to (8), (12), and 
x,* = 0 (14) 
is easy, and an upper bound for the largest probability obtainable if i* is 
excluded from the solution is found. The upper bounds found when (13) or 
(14) is imposed are less than or equal to the upper bound found without 
restriction on i*. 
A node Nh is a subclass characterized by a list of searches Ih included in all 
sets in the subclass and a list of searches Eh excluded from all sets in the 
subclass. Associated with each node Nh is an upper bound P(h) on the 
probability of finding the object, found by maximizing (7) subject to (8), (12), 
and the restrictions characterizing N,, . If a partial last search is required in 
this maximization, call it wh . Any ambiguity in the meaning of wh can be 
settled by taking the lowest index. 
The process of dividing a node iVh into two disjoint subclasses distin- 
guished by conditions on a search i (i$Ih u Eh) and of solving the resultant 
maximization problems is called “branching on Nh at i”. Thus branching 
on Nh at i leads to two new nodes with all the restrictions of h and each with a 
restriction on i as well. At any stage of the algorithm, an active node is a 
node at which no branch has been taken. The set of active nodes is always a 
partition of the class of sets of searches. The leading active node is the active 
node with the largest upper bound among active nodes. The algorithm 
branches at the leading active node t on wt if it exists. Whenever wt does not 
exist, the algorithm terminates and P(t) is the maximum value of (7) subject 
to (8) and (11). An outline and a numerical example are given below. This 
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algorithm is a “branch and bound” method, of the type described by Land 
and Doig [7] and reviewed by Lawler and W:ood [8]. Kolesar’s algorithm [6] 
differs only in the choice of which search to branch on at the leading active 
node. 
Feasibility constraints are easily imposed in the above algorithm. If (j, k) 
is excluded, feasibility implies that (j’, K) be excluded for j’ > j. Similarly 
if (j, k) is included, feasibility requires that (j’, k) be included for j’ <j. 
Use of these rules will ensure the existence of a feasible locally optimal solu- 
tion at each node provided pjnjcjp is nonincreasing in j for each K. Hence the 
solution to the maximization of (7) subject to (8) and (I I), when it is found 
by the algorithm, will be feasible. Thus feasibility serves to reduce the number 
of nodes needed to find the optimal solution. 
The following outline is adapted from Kolesar [6]. 
STAGE 1 (Preliminary). 
(a) Consider the set G of boxes k for which elk < C. If G is empty, set 
P 0 and terminate. If not, only boxes in G need be considered below. 
Proceed to (b). 
(b) If C > B, then all searches of boxes in G may be conducted, so set 
P =- Cpjk, where the summation is over boxes k E G, and stop. If not, 
proceed to (c). 
(c) To define node 1, set Z, = 4, El = 4. Solve the maximization problem 
using Theorem 2, and let P(1) be the resulting upper bound and w1 = i* 
if a partial last search is required. Enter node 1 into the set of active nodes. 
Proceed to stage 2. 
STAGE 2 (Selection of the leading active node). 
(a) Select that active node t with the largest value of Z’(t), 
(b) If there is no partial last search associated with Nt , set P = P(t) 
and stop. If there is a partial last search wt associated with t, proceed to 
Stage 3. 
STAGE 3 (Computation of upper bounds). 
(a) Set h = h $ 1, Z,, = I, , E,, = E, u {wt}. Proceed to (b). 
(b) Test to see if the sum of costs of searches, with positive probability 
of success, not excluded by E,, , or feasibility restrictions imposed by E,, , 
exceeds C. If not, all searches not thus excluded can be included, a P(t) 
results, and no partial last search is associated with this node. Proceed to (d). 
If this test fails, proceed to (c). 
(c) Compute P(h) using Theorem 2, and node and feasibility restrictions. 
Record w,, if there is one. Proceed to (d). 
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(d) Test if node index h is even. If yes, proceed to (e). Otherwise proceed 
to k). 
(e) Set h = h + I, Ih = It u (ru,}, E,, = E, . Proceed to (f). 
(f) Test to see if the sum of costs of searches in I,, and those searches 
required by feasibility to be in any feasible set including I,, exceeds C. If SO, 
set J’(t) = 0 and proceed to (g). If not, proceed to (c). 
(g) Add Nh and Nhml to the list of active nodes; subtract Nt from the list 
of active nodes; return to Stage 2. 
The selection of the leading active node in 2(a) can be laborious if the 
number of active nodes is large. The following observations can speed this 
computation: 
(1) A lower bound can be obtained at each node. Whenever the upper 
bound P(h) at a node Nh is exceeded by a lower bound at any other node, 
N,, can never be the leading active node and therefore can be dropped from 
consideration. 
(2) The active node with second highest upper bound can be retained. 
Only when the upper bounds on the two new active nodes are less than the 
second highest upper bound must the whole list of active nodes be sorted 
through to find a new node with second highest upper bound. If the algorithm 
quickly finds the optimum solution but must branch many times to prove it 
optimum, this suggestion could reduce computation time substantially. 
As an example of the algorithm, consider the values given by Bellman on 
Mosteller’s problem [l, p. 501. 
Box 1 2 3 4 5 6 
Pk .ll .I1 .I1 .20 .37 .lO 
a7; .05 .05 .05 .I5 .30 .90 
ck 1 1 1 2 3 100 
To maximize the probability of finding the object spending no more than 
20 units of cost, list searches according to decreasing p,,/c, as in Table I. 
Thus if a partial last search were permitted, the searches (1, l), (1,2), 
(1,3), (L5), (1,4), (2,5), (2,4), (3,5), (2, 11, (2,2), (2,3), and one third 
of (4,5) would be conducted, with a probability of success of .887016 (the 
first upper bound). Without the partial last search the probability is .884685 
(the first lower bound). 
Now we branch at the search (4, 5). If we insist that (4, 5) be included, 
then (2,2) and (2, 3) will be excluded and the integer-optimal solution has 
probability .881228 (both upper and lower bound). Since the upper bound at 
this node is less than the lower bound previously obtained, this node is 
eliminated. 
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TABLE I 
Search (j, k) P&k cost Cumulative Cost Plk 
(1, 1) 
Cl,21 
(1>3) 
Cl,% 
(I,41 
(2, 5) 
(294) 
(3,5) 
(2, 1) 
CT.3 
(293) 
(4, 5) 
(3,4) 
(5, 5) 
(4>4) 
(3,l) 
.1045 1 
.1045 1 
.1045 1 
.0863 3 
.0850 2 
.0259 3 
.01275 2 
.00777 3 
.005225 1 
.005225 1 
II05225 1 
.002331 3 
.0019125 2 
.0006993 3 
.000286875 2 
.00026125 1 
1 
2 
3 
6 
8 
11 
13 
16 
17 
18 
19 
22 
24 
.10450000 
.10450000 
.10450000 
.259ooooo 
.17000000 
.07770000 
.02550000 
.02331000 
.00522500 
.00522500 
.00522500 
.00699300 
.00382500 
.00209790 
BOO57375 
.00026125 
Next exclude (4, 5). Then one-half of (3,4) will be included, yielding the 
same lower bound as the first computation (.884685), and an upper bound of 
.8865975. Now we must branch at the search (3,4). 
If (3,4) is included, (2,3) is excluded to obtain an integer optimal solution 
with success probability .883285 (below an available lower bound, and hence 
excluded). If (3,4) is excluded, (5, 5) and (4,4) are excluded by feasibility, so 
(3, 1) is included to obtain the integer optimal solution lb = ub = .88494625. 
Diagramatically, 
P(3) = ib = .SSl228 
no w3 
E, q t (4,51} 
‘,‘Zj ;$a975 
2 8 
P(4) = lb = 
no w4 
(3.4)} 
‘3.3494625 
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The optimal set of searches is thus 
((1, I>, (L2), (L3), (1, 51, (1,4), (2, 5), (234)s (3,% (2, l), (2,2), (2,3), (3, 1)) 
with a success probability of .88494625. 
In order to ensure that the algorithm proposed here terminates after a finite 
number of branches, it is sufficient to assume that the costs cjk are uniformly 
positive. 
Algorithms which could be used instead of the one proposed here are 
given by Dantzig [7, pp. 514ff.l and by Weingartner [9]. I believe that the 
algorithm proposed here has the following advantages over those alternatives: 
(i) It uses more fully the inherent simplicity of the search problem; 
(ii) It permits stopping at any stage where the difference between the 
best available integer strategy and the upper bound at the best active node 
is too small to warrant further computation; 
(iii) It appears to terminate relatively early. 
These advantages are shared, in varying degree, by Kolesar’s algorithm [6]. 
4. CONSEQUENCESFOR MINIMIZINGEXPECTED COST 
As might be expected, the theory above has implications for the problem 
of minimizing the expected cost of finding the object. These require care to 
express. 
First, the expected cost of finding the object using a strategy o depends 
on the order of searches in u, as well as on which searches are in a. For the 
expected cost problem to be well defined, we must assume C pjk = 1, and 
restrict attention to strategies which eventually include all seraches with 
P,k > 0. 
Once again p*k/c# is assumed to be nonincreasing in j for each k. In a 
feasible strategy the jth search of box K always preceeds the (j + 1)st search 
of box k, and in a locally optimal strategy, 
P.1 ->& 3 k’ 
Cjtk* cik 
implies that ( j’, K’) preceeds ( j, k). 
A strategy u stopped at C is a new strategy, UC, which includes the same 
searches as u, in the same order, until exactly C has been spent or (T exhausted. 
UC may include a partial last search. If a feasible locally optimal strategy u 
including all searches for which pfk # 0 exists, uc maximizes the probability 
of finding the object for every C if a partial last search is permitted. In the 
“continuous” problem in which search ceases the moment the object is 
found, the above sequence, if one exists, minimizes the expected cost. In the 
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discontinuous problem, such an expected cost corresponds to the cost of all 
unsuccessful searches plus half the cost of the last successful search. 
However, feasible locally optimal strategies including all searches for which 
pj, # 0 need not exist in general, as the following example shows: 
Pi1 =Pj2 = (i!)'+l 
Cjl = (1 + j-l)-’ pjl Cj2 = 3( 1 + j-l)-’ pjz 
“=(=(I +j-‘)>I 
cjl 
$=A(1 +j-l)<3. 
Both sequences of probability per unit cost decrease as j increases. A locally 
optimal strategy including all searches would list all searches of box 1 before 
any searches of box 2, and hence would not be a proper sequence (since there 
is no tl such that the first search of box 2 is the rrth member). 
We have assumedPjk/Cjk >, 0 to be nonincreasing in j for each k. Therefore, 
viewed as a sequence in j with k fixed, 
b, = lim Pr exists for each k. 
i* cjk 
In the above example, b, = 1 and b, = 4. The inequality between b, and b, 
caused the complication above. Now we are in a position to state: 
THEOREM 3. Let pjJcjk be nonincreasing in j for each k. Any locally optimal 
feasible strategy including all searches for which p, # 0 minimizes the expected 
cost of all unsuccessful searches plus half the cost of the last, successful search. 
Such a strategy ejEists ;f  and or+ if 
(a) In all boxes k for which pjk # 0 for all j, bk = b where b > 0. 
(b) I f  b is positive and pjk/cjk = b for some ( j, k), then for every s@iciently 
large j, pjk/cjk is b or 0 in each box. 
(c) p&k > b for all (j, k) such that pjk # 0. 
In view of (a), (c) adds information only about boxes where $,r = 0 for 
some j, and therefore for allj’ > j. The only part of the proof of Theorem 3 
possibly requiring comment is the necessary and sufficient conditions for 
existence, but this proof is straightforward. 
In the special case when pjk/cjk is strictly decreasing in j for each k, b is 
never attained, and Pi* # 0 for all searches (j, k). Hence the necessary and 
sufficient condition is simply that 
bk = b for all boxes k. 
For this, it is sufficient that {c,,) be uniformly positive, in which case b = 0, 
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Now suppose that cjk = 1 for all j and K. Then a locally optimal feasible 
strategy exists, and minimizes the expected cost of all unsuccessful searches 
plus half the cost of the last, successful search. Since the last, successful 
search costs one unit, the above sequence also minimizes the expected cost of 
all unsuccessful searches plus the full cost of the last, successful search. 
Staroverov [lo] proved this in the special case 
pj K = pJ&y 1 - cz) 
(the first special case of Section 1 with unit costs and overlook probabilities 
which do not depend on the box). In fact the expected value of any non- 
decreasing function of cost is minimized by any feasible locally optimal 
strategy including all searches with pi, f 0 if cilc = 1. 
Blackwell (see [ll]) and Black [12] have shown that the sequence ordered 
by decreasing 
minimizes expected cost of all unsuccessful searches plus the full cost of 
the last, successful search in the first special case of Section 1. This result 
is not a corollary of Theorem 3. However in a later paper, using a different 
method, I shall show that a locally optimal feasible strategy minimizes the 
expected cost of all unsuccessful searches plus any fraction f, 0 < f < 1, of 
the last successful search, provided such a strategy exists, and provided 
pjk/cjk is nonincreasing in j for each k. The conditions for existence are those 
given in Theorem 3. This generalizes Theorem 3 and the Blackwell-Black 
result, but not the remark about the minimization of the expected value of any 
non-decreasing function of cost when cjk = 1. 
APPENDIX 
THE EXTENDED NEYMAN-PEARSON LEMMA 
Let (%,a) be a measurable space, and let p1 and ps be any nonnegative 
u-finite measures on (%,9). Let /I be any measure with respect to which pi 
and p2 are absolutely continuous. (p = pi + ps will suffice). Let fi and fi 
be the Radon-Nikodym derivatives of pi and pa, respectively, with repect 
to /I. Integrals without specified limits of integration are to be taken over S. 
Let I(A) be the indicator function of the set A. Let B = Jf,(x)l((x 1 f&) > 0}) 
d&v), and let C be a number such that 0 < C < B. Let X be the 
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set of p-measurable functions Q(x) such that 0 < Q(x) < 1. Then the 
maximum of 
subject to 
and D(x) E X is attained, and it occurs when 
(A3) 
for some T, 0 < r < co, and 
s @(x>fi(x> 444 =c* (A4) 
If the maximum is finite, only CD’S satisfying (A3) (a.e.u.) and (A4) maximize 
(Al) subject to (A2) and a’(x) E X. 
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