equations, the information concerning these systems is
Trajectory the solution of the state equation u f that cor- 48 responds to a given control function f .
49
Distributed parameter system a system modeled by an 50 evolution equation on an infinite dimensional space, like systems described by finitely many state vari- 54 ables, such as the ones modeled by ordinary differential 55 equations, the information concerning these systems is 56 "distributed" among infinitely many parameters. (1)- (3) possesses 147 a unique solution which depends continuously on data, 148 then we say that the problem is well-posed. 149 Similarly, the wave equation
describes the vibration of an elastic membrane (when 152 n D 2) subject to a force f . Here, u(t; x) denotes the dis-153 placement of the membrane at time t in x. The initial con-154 dition now concerns both initial displacement and veloc-155 ity: where f (t) takes its valued in another Hilbert space F, and 161 B 2 L(F; H). In this abstract set-up, the fact that (7) is re-162 lated to a PDE translates into that the closed linear op-163 erator A is not defined on the whole space but only on 164 a (dense) subspace D(A) H, called the domain of A; 165 such a property is often referred to as the unboundedness 166 of A.
167
For instance, in the case of the heat equation (1), 168 170 whereas B D I.
H D L 2 (˝) D F, and A is defined as
169 ( D(A) D H 2 (˝) \ H 1 0 (˝) Au D u ; 8u 2 D(A) ;(8)
171
As for the wave equation, since it is a second order dif-172 ferential equation with respect to t, the Hilbert space H 173 should be given by the product H 1 0 (˝) L 2 (˝). Then, 174 problem (5) is turned into the first order equation where A is taken as in (8).
181
Another advantage of the abstract formulation (7) is to the wave equations (5) and to more general problems.
198
Having an efficient way to represent a source term is The first criterion leads to approximate or exact controlla-208 bility problems in time t, as well as to stabilization prob-209 lems as t ! 1. Here, the main tools will be provided by 210 certain estimates for partial differential operators that al-
211
low to study the states that can be attained by the solution 212 of a given controlled equation. These issues will be ad-213 dressed in Sects. "Controllability" and "Stabilization" for 214 linear evolution equations. Applications to the heat and 215 wave equations will be discussed in the same sections.
216
On the other hand, optimal control problems require 217 analyzing the typical issues of optimizations: existence re-218 sults, necessary conditions for optimality, sufficient condi-219 tions, robustness. Here, the typical problem that has been 220 successfully studied is the Linear Quadratic Regulator that 221 will be discussed in Sect. "Linear Quadratic Optimal Con-222 trol".
223
Control problems for nonlinear partial differential 224 equations are extremely interesting but harder to deal 225 with, so the literature is less rich in results and techniques. 226 Nevertheless, among the problems that received great at-227 tention are those of fluid dynamics, specifically the Euler 228 equations
and the Navier-Stokes equations
subject to a boundary control and to the incompressibility 233 condition div u D 0.
234

Controllability
235
We now proceed to introduce the main notions of con-236 trollability for the evolution equation (7) . Later on in this 237 section we will give interpretations for the heat and wave 238 equations.
239
In a given Hilbert space H, with scalar product h ; i 240 and norm k k, let [55] . We introduce below the main notions of controllability for 275 (7). Let T > 0.
276
Definition 1 System (7) is said to be: 
293
Since controllability properties concern, ultimately, 294 the range of the linear operator T defined in (14) , it is 295 not surprising that they can be characterized in terms of 296 the adjoint operator T : H ! L 2 (0; T; F), which is de-297 fined by
Such a characterization is the object of the following theo-303 rem. Notice that the above identity and (14) To benefit the reader who is more familiar with optimiza-316 tion theory than abstract functional analysis, let us explain, 317 by a variational argument, why estimate (16) implies null 318 controllability. Consider, for every " > 0, the penalized 319 problem
where
It turns out that
for some positive constant C. Indeed, observe that, in view 352 of (19),
Now, apply estimate (16) with u D
and note that
for some positive constant C. Hence, (20) follows from
362
(21) and (19). 
Heat Equation
368
It is not hard to see that the heat equation (9) 
and A as in (8), one obtains that, for any u 0 2 L 2 (˝) and 376 f 2 L 2 (Q T ), the initial-boundary value problem 377 8 < :
). More-379 over, multiplying both sides of equation (9) by u and inte-380 grating by parts, it is easy to see that 
for some positive constant C T .
396
The above property is a consequence of the abstract result 397 in Theorem 1 and of concrete estimates for solutions of 398 parabolic equations. Indeed, in order to apply Theorem 1 399 one has to translate (16) into an estimate for the heat op-400 erator. Now, observing that both A and B are self-adjoint, 401 one promptly realizes that (16) reduces to
for every solution v of the problem 
It is worth underlying that, thanks to the singular behavior 453 of Â near 0 and T, the above result is independent of the 454 initial value of v. Therefore, it can be applied, indifferently, 455 to any solution of (26) as well as to any solution of the 456 backward problem
Moreover, inequality (29) can be completed adding first 459 and second order terms to its right-hand side, each with 460 its own adapted power of s and Â .
461
Instead of trying to sketch the proof of Theorem 3, 462 which would go beyond the scopes of this note, it is in-463 teresting to explain how it can be used to recover the ob-464 servability inequality (24) "Localizing" problem (25) onto˝0 :
Then there is function
2 C k (˝) such that 472 ( (i) (x) D 0 and @ @ (x) < 0 8x 2 (ii) fx 2˝jr (x) D 0g ! :(30)D˝n ! 0 by a cutoff 479 function Á 2 C 1 (R n ) such that 480 0 Ä Á Ä 1 ; Á Á 1 on R n n! 00 ; Á Á 0 on ! 0 ; 481 that is, taking w D Áv, gives 482 ( @ t w D w C h in Q 0 T : D (0; T) ˝0 w(t; ) D 0 o n @˝0 D @˝[ @! 0 ;(31)
483
with h :D v Á C 2rÁ ru. Since r ¤ 0 on˝0, The-484 orem 3 can be applied to w on Q 0 T to obtain
for s sufficiently large. On the other hand, for any
Therefore, recalling the definition of h, 
for some constant C. Then, the dissipativity of the heat op-518 erator (that is, the fact that R˝j v(t; x)j 2 dx is decreasing 519 with respect to t) implies that
which is exactly (24).
525
Wave Equation
526
Compared to the heat equation, the wave equation (5) ex-527 hibits a quite different behavior from the point of view of 528 exact controllability. Indeed, on the one hand, there is no 529 obstruction to exact controllability since no regularizing 530 effect is connected with wave propagation. On the other 531 hand, due to the finite speed of propagation, exact control-532 lability cannot be expected to hold true in arbitrary time, 533 as null controllability does for the heat equation.
534
In fact, a typical result that holds true for the wave 535 equation is the following, where a boundary control of 536 Dirichlet type acts on a part 1 , while homogeneous 537 boundary conditions are imposed on 0 D n 1 :
32) 539
Observe that problem (32) is well-posed taking 
As we saw for abstract evolution equations, the above ex-552 act controllability property is proved to be equivalent to 553 an observability estimate for the dual homogeneous prob-554 lem using, for instance, the Hilbert Uniqueness Method
Lions [86] .
556
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The theory of exact controllability for parabolic equa- 
Stabilization
610
Stabilization of flexible structures such as beams, plates, 611 up to antennas of satellites, or of fluids as, for instance, in 612 aeronautics, is an important part of CT. In this approach, 613 one wants either to derive feedback laws that will allow 614 the system to autoregulate once they are implemented, or 615 study the asymptotic behavior of the stabilized system i. e. 616 determine whether convergence toward equilibrium states 617 as times goes to infinity holds, determine its speed of con-618 vergence if necessary or study how many feedback controls 619 are required in case of coupled systems.
620
Different mathematical tools have been introduced to 621 handle such questions in the context of ODE's and then 622 of PDE's. Stabilization of ODE's goes back to the work of 623 Lyapunov and Lasalle. The important property is that tra-624 jectories decay along Lyapunov functions. If trajectories 625 are relatively compact in appropriate spaces and the sys-626 tem is autonomous, then one can prove that trajectories 627 converge to equilibria asymptotically. However, the con-628 struction of Lyapunov functions is not easy, in general. with distributed damping 633 8 < : 
645
On the other hand, if a Á 0, then the system is conserva- 
651
In this case, the dissipation relation (34) takes the form
In many a situation-such as to improve the quality of 654 an acoustic hall-one seeks to reduce vibrations to a min- 
680
The size and localization of the region in which the 681 feedback is active is of great importance. In this paper such 682 a region, denoted by !, is taken as a subset of˝of posi-683 tive Lebesgue measure. More precisely, a is assumed to be 684 continuous on˝and such that for some constant a 0 > 0. In this case, the feedback is said 687 to be distributed. Moreover, it is said to be globally dis-688 tributed if ! D˝and locally distributed if˝n ! has pos-689 itive Lebesgue measure.
690
Two main methods have been used or developed to 691 study stabilization, namely the multiplier method and mi-692 crolocal analysis. The one that gives the sharpest results is 693 based on microlocal analysis. It goes back to the work of 694 Bardos, Lebeau and Rauch [17] , giving geodesics sufficient 695 conditions on the region of active control for exact con-696 trollability to hold. These conditions say that each ray of 697 geometric optics should meet the control region. Burq and 698 Gérard [25] showed that these results hold under weaker 699 regularity assumptions on the domain and coefficients of 700 the operators (see also [26, 27] 
It will be denoted by (PWMGC) condition in the sequel. where u stands for a (strong) solution of (33) On the other hand, thanks to assumption (36) on a
By the above inequalities and (37), E satisfies This proof is as follows. Define
Control of Partial Differential Equations 11
Thanks to (38) is nonincreasing on [0; 1), so that 
One can remark than an additional multiplicative weight 856 in time depending on the energy has to be taken. This 857 weight is E (p 1)/2 . Then as in the linear case, but in a more 858 involved way, thanks to the dissipation relation [56] and Alabau-Boussouira [5] . We 872 present the results obtained in this last reference since they 873 provide optimal decay rates.
874
The method is as follows. Define respectively the linear 875 and nonlinear kinetic energies 
The difficulty is to determine the optimal weight un-888 der general growth conditions on the feedback close to 0, 889 in particular for cases for which the feedback decays to 0 890 faster than polynomials.
891
Assume now that the feedback satisfies
893
where g is continuously differentiable on R strictly in- 
) is strictly convex on 0; r 2 0 ; g is odd : 
910
One can prove that the above formulas make sense, 911 and in particular that F is invertible and smooth. More 912 precisely, F is twice continuously differentiable strictly in-913 creasing, one-to-one function from [0; C1) onto [0; r 2 0 ). 914 Note that since the feedback is supposed to be linear at 915 infinity, if one wants to obtain results for general growth 916 types of the feedback, one can assume convexity of H only 917 in a neighborhood of 0.
918
One can prove from (41) that there exists an (explicit) 919 T 0 > 0 such that for all initial data, E satisfies the following 920 nonlinear integral inequality
This inequality is proved thanks to convexity argu-923 ments as follows. Thanks to the convexity ofĤ, one can 924 use Jensen's inequality and 42), so that
In a similar way, one proves that 
Using then Young's inequality, together with the dissi-940 pation relation (40) in the above inequality, one obtains has been chosen so that
Therefore E satisfies a nonlinear integral inequality with 954 a weight function f (E) which is defined in a semi-explicit 955 way in general cases of feedback growths.
956
The last step is to prove that a nonincreasing and 957 nonnegative absolutely continuous function E satisfying 958 a nonlinear integral inequality of the form (43) is decay-
959
ing at infinity, and to establish at which rate this holds. For 960 this, one proceeds as in [5] .
961
Let Á > 0 and T 0 > 0 be fixed given real numbers and and a function r which is a strictly increasing onto func- 
Then E satisfies the following estimate:
976
where r is any real such that 
1009
As an example, we consider the following system:
Here, the first equation is damped through a linear dis-1015 tributed feedback, while no feedback is applied to the sec-1016 ond equation. The question is to determine if this coupled 1017 system inherits any kind of stability for nonzero values of 1018 the coupling parameter˛from the stabilization of the first 1019 equation only.
1020
In the finite dimensional case, stabilization (or control) 1021 of coupled ODE's can be analyzed thanks to a powerful 1022 rank type condition named Kalman's condition. The situ-1023 ation is much more involved in the case of coupled PDE's. 1024 One can show first show that the above system fails to 1025 be exponentially stable (see also [66] for related results). 1026 More generally, one can study the stability of the system 
where j is a positive integer and E denotes the total energy 1056 of the system
Once (51) 
Then the following inequalities hold for every U 0 in 1078 D(A kn ) and all 0 Ä S Ä T where n is any positive integer: 1079
where c is a constant which depends on n.
1086
First (53) is proved by induction on n. For n D 1, it re-1087 duces to the hypothesis (52) . Assume now that (53) holds 1088 for n and let U 0 be given in D (A k(nC1) ). Then we have
is in D(A k ) for p 2 f0; : : : kng. Hence we can apply the 1096 assumption (52) to the initial data U (p) (0). This together 1097 with Fubini's Theorem applied on the left hand side of the 1098 above inequality give (53) for n C 1. Using the property 1099 that E(U(t)) is non increasing in (53) we easily obtain the 1100 last desired inequality.
1101
Applications on wave-wave, wave-Petrowsky equa-1102 tions and various concrete examples hold.
1103
The above results have been studied later on by Batkai, 1104 Engel, Prüss and Schnaubelt [18] using very interesting 1105 resolvent and spectral criteria for polynomial stability of 1106 abstract semigroups. The above abstract lemma in [2] 1107 has also been generalized using interpolation theory. One 1108 should note that this integral inequality involving higher 1109 order energies of solutions is not of differential nature con-1110 trarily to the Haraux's and Komornik's integral inequal-1111 ities. Another approach based on decoupling techniques 1112 and for slightly different abstract systems have been intro-1113 duced by Ammar Khodja Bader and Ben Abdallah [12] .
1114
Spectral conditions have also been studied by Z. shown in [7] . On the other side spectral methods are very 1127 precise for the obtention of optimal decay rates provided 1128 that one can determine at which speed the eigenvalues ap-1129 proach the imaginary axis for high frequencies.
1130
Memory Dampings
1131
We consider the following model problem is of memory type.
1137
The energy is defined by
The damping term produces dissipation of the energy, that 1140 is (for strong solutions)
One can consider more general abstract equations of the 1146 form 
1158
We consider the following assumptions. 
1294
Recall that A is the infinitesimal of a strongly continu- minimizing the cost functional 
1318
Other problems of particular interest to CT for PDE's 1319 are problems with an infinite horizon (T D 1), problems 1320 with a free horizon T and a final target, and problems with 1321 constraints on both control variables and state variables. 1322 Moreover, the study of nonlinear variants of (60), includ-1323 ing semilinear problems of the form
is strongly motivated by applications. The discussion of all 1326 these variants, however, will not be here pursued in detail. 1327 Traditionally, in optimal control theory, state variables 1328 are denoted by the letters x; y; : : :, whereas u; v; : : : are re-1329 served for control variables. For notational consistency, in 1330 this section u( ) will still denote the state of a given system 1331 and f ( ) a control function, while will stand for a fixed 1332 element of control space F.
1333
Existence of Optimal Controls
1334
From the study of finite dimensional optimization it is a fa-1335 miliar fact that the two essential ingredients to guarantee 1336 the existence of minima are compactness and lower semi-1337 continuity. Therefore, it is clear that, in order to obtain 1338 a solution of the optimal control problem (60)-(61), one 1339 has to make assumptions that allow to recover such prop-1340 erties. The typical hypotheses that are made for this pur-1341 pose are the following: The name Maximum Principle rather than Minimum 1398 Principle, as it would be more appropriate, is due to the 1399 fact that, traditionally, attention was focussed on the max-1400 imization-instead of minimization-of the functional in 1401 (61). Even today, in most models from economics, one is 1402 interested in maximizing payoffs, such as revenues, utility, 1403 capital and so on. In that case, (65) would still be true, with 1404 a "max" instead of a "min".
1405
At first glance, it might be hard to understand the rev-1406 elance of (65) which provides a much-easier-to-use optimality condi-1417 tion.
1418
There is a vast literature on necessary condition for 1419 optimality for distributed parameter systems. The set-up 1420 that was considered above can be generalized in several 1421 ways: one can consider nonlinear state equations as in 1422 (62), nonsmooth running and finals costs, constraints on 1423 both state and control, problems with infinite horizon or 1424 exit times. Further reading and useful references on most 1425 of these extensions can be found in the aforementioned 1426 monographs [22, 79, 84, 85] , and in [59] which is mainly 1427 concerned with time optimal control problems.
1428
Dynamic Programming
1429
Though useful as it may be, Pontryagin's Maximum Prin-1430 ciple remains a necessary condition. So, without further 1431 information, it does not suffice to prove the optimality of 1432 a give trajectory/control pair. Moreover, even when the 1433 map 7 ! @ L(t; u; ) turns out to be invertible, the best 1434 result identity (67) can provide, is a representation of f (t) 1435 in terms of u (t) and p (t): not enough to determine 1436 f (t), in general. to minimize 
1452
The value function U associated to (68)- (69) In sum, by DP one reduces the original Linear 1563 Quadratic optimal control problem to the problem of find-1564 ing the solution of the Riccati equation, which is easier to 1565 solve than the Hamilton-Jacobi equation. Unfortunately, the DP method is hard to implement 1576 for general optimal control problems, because of several 1577 obstructions: nonsmoothness of solutions to Hamilton-1578 Jacobi equations, selection problems that introduce dis-1579 continuities, unboundedness of the coefficients, numer-1580 ical complexity. Besides the Linear Quadratic case, the 1581 can be studied by DP under fairly general conditions, see [14] . For nonlinear optimal control problems some parabolic equations arise in fluid dynamics as suitable 1627 transformations of the Prandtl equations, see, e. g., [94] . 1628 They can also be obtained as Kolmogorov equations of 1629 diffusions processes on domains that are invariant for 1630 stochastic flows, see, e. g., [52] . The latter interpretation 1631 explains why they have been applied to biological prob-1632 lems, such as gene frequency models for population genet-1633 ics (see, e. g., the Wright-Fischer model studied in [111] ). 1634 So far, null controllability properties of degenerate 1635 parabolic equations have been fully understood only in di-1636 mension one: for some kind of degeneracy, null controlla-1637 bility holds true (see [36] and [9] ), but, in general, one can 1638 only expect regional null controllability (see [35] ). Since 1639 very little is known on null controllability for degenerate 1640 parabolic equations in higher space dimensions, it is con-1641 ceivable that such a topic will provide interesting problems 1642 for future developments. 
1566
Bibliographical Comments
