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Abstract
A large number of experiments have been performed in the past 60 years in an
attempt to understand the near threshold photodisintegration of 4He. Available
experimental data are inconsistent and do not provide reliable guidance for theoret-
ical calculations for the total and partial cross-sections in the energy regime near
breakup threshold. Even with the most recent experimental work done on the sub-
ject, the situation still has not been fully clarified.
This thesis reports a measurement of the total cross-section for photodisinte-
gration of 4He below pi-production threshold, carried out in 2009 at the up-graded
tagged photon facility at MAX-lab in Lund, Sweden, in collaboration with the Pho-
tonuclear group of Lund University. The aim of this measurement is to provide
a reliable and precise set of data so that the accuracy of theoretical models can
be judged reliably. The experiment was performed using a Helium Gas-Scintillator
Active Target (HGSAT), built and developed at the University of Glasgow. The he-
lium target acts also as a detector of the 4He photodisintegration charged products.
A photon beam, energy tagged in the range ∼ 11 − 68 MeV, was directed towards
the HGSAT, which operated at a pressure of 2 MPa, at room temperature. The re-
sultant scintillation is collected and detected by a number of photomultiplier tubes
(PMT) mounted on the HGSAT. 12 external neutron detectors and two 10” sodium
iodide (NaI) detectors were used during the experiment to distinguish 4He(γ, n)3He
and 4He(γ, γ
′
)4He events, although these events have not been analysed here.
The tagged photon coincidence signal was separated from random background
using two methods: background filtering and fitting procedure. The two methods
produced similar results. A Geant4-based Monte-Carlo simulation was developed to
derive the HGSAT detection efficiency. Trigger thresholds needed in the simulation
were estimated by evaluation and matching the normalised yield to previously mea-
sured γ+ 4He cross-sections above 40 MeV where more consistency in the dataset is
observed, hence the results presented in this thesis are preliminary and will remain
so until the absolute detection efficiency is determined.
The preliminary total γ + 4He cross-section obtained in this work peaks at
∼2.85 mb at a photon energy (Eγ) of ∼27 MeV, falling to ∼1 mb at Eγ = 60 MeV.
The measured cross-section is compared with previous data and recent theoreti-
cal calculations made using the Lorentz Integral Transform (LIT) technique. The
present cross-section is already in reasonable agreement with the theoretical calcula-
tions and a number of previous experimental data. Future work to reduce systematic
uncertainties will include analysis of the pulse height response of the HGSAT and
further lower intensity experimental runs.
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Chapter 1
Introduction
Nuclear reactions induced by energetic photons are known as photonuclear reactions.
In such interactions, the electromagnetic field of the photon couples to the internal
charges and currents of the nucleus of an atom in a process called photoabsorption
leaving the nucleus in an excited state. If the energy of the incident photon is greater
than the binding energy of the nucleus, the photoabsorption process may lead to
the break-up of the nucleus into two or more fragments and the process in this case
is referred to as photodisintegration. To characterise the probability of photons
inducing such interactions, the term cross-section (σ) is used1.
In this chapter, a brief overview on a number of topics will be given, without
going into detail, to help provide better understanding of the motivation behind the
work presented in this thesis.
1.1 Photonuclear Reactions
The first photodisintegration reaction was observed in 1934 by Chadwick and Gold-
haber. They used the photodisintegration of the then newly discovered isotope,
the deuteron, to demonstrate that the mass of a neutron is greater than that of
a proton by obtaining the deuteron binding energy, knowing its mass and that of
the proton. The significance of this work was that it was the first indication that
a neutron is not a complex particle made of a proton and an electron as previously
supposed but rather an elementary particle2 [1]. The experiment of Chadwick and
Goldhaber, which became the basis of all photonuclear studies, investigated the
following reaction:
γ +D → p+ n (1.1)
1Cross-section, as the name implies, is an area. It is the area that the nucleus effectively presents
to the incident beam.
2Now we know that neutrons are not elementary particles but made up of three more funda-
mental particles called quarks.
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The photon source used at that time was a naturally occurring 2.62 MeV gamma-ray
produced from the decay of 228Th3. The γ rays irradiated a deuterium filled ioni-
sation chamber allowing the detection of the break-up protons. Only a few months
after this experiment, Bethe and Peierls published the first theoretical calculation
describing the photodisintegration of the deuteron (known then as the Diplon) [2].
Their calculated cross-section agreed qualitatively with the cross-section obtained
from the experiment of Chadwick and Goldhaber. The work of these four people
contributed enormously to the early understanding of nuclear structure and the
nature of nucleon-nucleon (NN) interactions and indeed marked the beginning of
photonuclear physics, highlighting its potential to illuminate nuclear structure.
Photonuclear reactions continue to provide an excellent means to investigate
and understand the nuclear many body system. The well understood electromag-
netic interaction with nuclear constituents is well suited to study nuclear structure.
This is because the electromagnetic interaction is relatively weak making perturba-
tive methods sufficiently accurate for theoretical calculations and ensuring that the
entire volume of the nucleus is probed by the photon. As technology to produce
energetic photons was developed, the field of photonuclear physics flourished and it
continues to be important to this day.
Research in photonuclear physics is not only confined to fundamental physics,
photonuclear cross-section data for instance are being used in various applications,
ranging from radiation shielding design, safeguard applications and nuclear waste
transmutation to astrophysical nucleosynthesis and high-energy γ ray therapy. These
applications led to a major experimental effort to provide a reliable photoabsorp-
tion cross-section database for many nuclei. Most of these data are available in
computerised libraries such as EXFOR4 [3]. Despite these efforts, discrepancies in
the magnitudes and energy dependencies of cross-sections are observed [4]. This was
attributed in Ref. [4] to three factors: actual differences in photon spectra; absolute
normalisation of cross sections; and calibration of photon energies. To deal with
this issue, better experiments are needed. Using tagged photons removes much of
the uncertainty in photon flux and photon energy.
A number of evaluation methods were developed by different research groups
based generally on combining and assessing both available experimental data and
theoretical models. Evaluated data are available in different libraries such as the
IAEA5 Photonuclear Data Library [5] and the Japanese Evaluated Nuclear Data
Library (JENDL) [6]. These libraries provided a compromise solution for applica-
tions where photonuclear data are urgently needed, such as in radiation transport
3Thorium-228 used to be known as Radiothorium (Rd). There is no clear indication of when
and why the name was exchanged in literature.
4Experimental nuclear reaction database referred to as EXFOR (EXchange FORmat).
5International Atomic Energy Agency.
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and shielding. However the discrepancies observed in different measurements are of
real concern to both theoretical and experimental nuclear physicists. This will be
discussed further in Sec. 1.4.
1.2 The Description of Atomic Nuclei and the
Force that Binds them Together
The Nucleon-Nucleon interaction refers to the force between two or more nucleons
(protons and neutrons). It was the discovery of the neutron by James Chadwick
in 1932 [7] that made scientists realise the existence of this new type of force that
holds the nucleons together in the atomic nucleus. Understanding the nature of this
force and the structure of nuclei remains at the centre of nuclear physics even today
almost 80 years after its discovery. This is indeed a clear indication of the complex-
ity associated with the topic considering the enormous and impressive efforts that
have been made in the field since then.
Progress in understanding the nature of the nuclear force and nuclear structure
has evolved in many directions. Before the discovery of quarks and the development
of the field theory Quantum Chromodynamics Dynamics (QCD), which underlies
the strong nucleon-nucleon interaction, the nucleons were treated as elementary
particles and models of the force operating between them were based mostly on
a phenomenological or a semi-phenomenological description. In the traditional ap-
proach, interactions between nucleons are described by a potential whose parameters
are optimised from a fit to nucleon-nucleon scattering data. More recently, the form
of the potential is based on a model and its parameters are fitted to experimental
data. Potentials constructed in the latter manner generally employ the idea that the
strong force arises from exchange of a pi meson. Similar to Quantum Electrodynam-
ics (QED), where the force between two electrically charged particles results from an
exchange of photons, the forces between two nucleons are considered to result from
an exchange of particles called mesons6. This theory was first suggested by Hideki
Yukawa in 1934 [8] in an attempt to explain the nature of the nuclear force. In his
theory, the force acting between two nucleons is described by the Yukawa potential,
which takes the following form:
VY ukawa(r) = g
2 e
−mpicr/~
r
(1.2)
where g is a coupling constant which has the same role as the charge in the case of
electrostatics, mpi is the mass of the pi-meson (pion), c the speed of light, ~ is the
Dirac constant7 and r is the radial distance between two nucleons. If the mass of
6From Greek word mesos which means intermediate since their masses were predicted to be
between those of electrons and those of protons.
7 ~ = h/2pi, where h is the Plank constant.
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the exchanged particle is zero, the Yukawa potential is reduces to the well-known
Coulomb potential:
Vc(r) = −g2 1
r
(1.3)
Remarkably, Yukawa’s theory predicted the existence and the mass of the pion a
decade before it was experimentally discovered in 1947. Yukawa was awarded the
Noble prize two years later and his pioneering work led to the development of a class
of models, known as Boson Exchange Models (BEM) which are still used today to
derive highly sophisticated nucleon-nucleon (NN) potentials [9].
Today, Quantum Chromodynamics (QCD) is thought to be the field theory which
underlies the strong nucleon-nucleon force. Nucleons are not elementary particles,
but instead are made up of 3 quarks8: 2 up plus 1 down quarks for a proton and 2
down plus 1 up quarks for a neutron. The force that keeps the quarks bound within
a nucleon is due to exchange of massless gluons. While QCD provides a fundamental
description of the short range structure of hadrons, a direct QCD derivation of the
nuclear forces has proven to be a real challenge in theoretical physics, if at all pos-
sible. This is mainly due to the intrinsic non-perturbative character of QCD at low
energy (E . 1 GeV) where the quark-gluon coupling is too strong for perturbative
treatment.
Alternatively, other approaches have been followed to deal with the limitation
of QCD in the low energy regime. Of these, lattice QCD [10] and Chiral perturba-
tion theory (χPT) [11] show great promise. In the former approach, the space-time
continuum is “discretised” into a four-dimensional lattice, three-dimensional space
plus time, and the resulting equations describing the interactions of quarks and glu-
ons are solved numerically on super computers using Monte-Carlo techniques. The
advantage of this approach is that it preserves the fundamental character of QCD
without the need for simplifying assumptions. However, solving QCD numerically
requires enormous computational resources and there is still a long way to go before
lattice QCD can provide a realistic description of nuclear forces equivalent in accu-
racy to models based on meson exchange [12].
The second approach, Chiral perturbation theory (χPT), is an effective field
theory9 derived from QCD. The degrees of freedom in this approach are hadrons
rather than quarks and gluons which is similar in a way to Yukawa’s meson theory
mentioned earlier. However χPT goes a lot further by providing a direct connection
to QCD respecting its known symmetries. The dynamics of hadrons are described
by an effective Lagrangian formulated in terms of the effective degrees of freedom,
8Quarks were found to come in six different flavours: up, down, strange, charm, top and bottom.
The names were made to differentiate between quarks of different properties.
9An effective theory is an approximation to a more fundamental parent theory which uses
certain degrees of freedom sufficient to describe a physical phenomenon without necessarily being
able to model any of the causes which led to that phenomenon.
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with the pion as the central plank. Calculating the χPT coefficients directly from
QCD is not yet possible, and thus the parameters are determined from fits to ex-
perimental data [13]. At present, methods of deriving the nuclear force from chiral
Lagrangians are making good progress in predicting the nucleon-nucleon (NN) in-
teraction at next-to-leading order (NLO) extending up to the four-nucleon (NNNN)
interaction at the fourth order (N3LO), (see [14] for more details).
To summarise, the nucleon-nucleon force can be described effectively by poten-
tials derived phenomenologically, based on Boson Exchange Models (BEM). Al-
though potentials derived in this manner do succeed in describing the nuclear force
with a good fit to NN data below pion production threshold, they provide no con-
nection to the underlying fundamental theory, QCD. Potentials derived using χPT,
do provide a link to QCD and are now employed in quantitative calculations of
nuclear structure. Lattice QCD on the other hand is a promising approach to solve
the equations of QCD numerically but still more effort is needed until it can pro-
vide a description of the nucleon-nucleon interaction comparable to the approaches
mentioned earlier.
1.3 Photoabsorption Cross-Sections Below pi Thresh-
old
Photonuclear reaction observables are sensitive to the details of nuclear structure
and thus provide an exacting test of models if the experiment is sufficiently accurate.
Photoabsorption cross-sections are photon energy dependent and exhibit common
features among all nuclei. Cross-sections below ∼140 MeV photon energy (Eγ),
the pi-production threshold, are dominated by two excitation mechanisms: the so-
called Giant Dipole Resonance (GDR) (Eγ < 40 MeV) and Quasi-Deuteron (QD)
mechanisms (40 MeV < Eγ < 140 MeV), which occur in the photon energy regions
illustrated in Fig. 1.1.
The Giant Dipole Resonance (GDR) is a collective excitation mode of the nu-
cleus resulting mainly from the electric dipole (E1) absorption of photons by the
nucleus. The giant dipole resonance is one of a series of possible collective excita-
tions. These are classified according to their quantum numbers: orbital momentum
(∆L), intrinsic spin (∆S) and isospin (∆T). The GDR has (∆L = 1, ∆S = 0, ∆T
= 1) and hence is referred to as an Isovector Giant Dipole Resonance (IVGDR).
Isovector means that the protons and neutrons oscillate out of phase. In almost all
nuclei, the GDR region appears as a broad peak dominating the photoabsorption
cross-section from reaction threshold up to ∼40 MeV. The shape, amplitude and
location of the peak in the GDR region depend on the type of absorbing nucleus.
It is found to be centred between about 25 MeV for the lightest nuclei and about
13 MeV for the heaviest nuclei, and its shape can be approximated empirically by a
5
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Figure 1.1: An illustration of the photoabsorption cross-section per nucleon as func-
tion of photon energy Eγ. The figure shows: the Giant Dipole Resonance (GDR)
region (few MeV up to ∼40 MeV), the Quasi-Deuteron (∼ 40−140 MeV) and isobar
and shadow regions at higher photon energies [15].
Lorentzian [16]:
σabs(Eγ) =
σ0Eγ
2Γ2
(Eγ
2 − Ei2) + Eγ2Γ2
(1.4)
where σabs is the photoabsorption cross-section, σ0 is the peak cross-section in the
GDR region, Γ is the width of the peak in the GDR region and Ei is the reso-
nance energy. The incident photon wavelength in the GDR region is of the same
order as the nuclear diameter so the photon is considered to interact with a nucleus
as a whole. The phenomenon has been studied intensively [16][17][18] and several
theoretical models have been proposed to describe the GDR macroscopically and
microscopically. The first macroscopic description of the GDR, the Hydrodynami-
cal model, was put forward by Goldhaber and Teller in 1948 [19]. The model was
modified 2 years later by Steinwedel and Jensen [20] to overcome an issue with the
GDR frequency prediction by Goldhaber and Teller model [21]. In the Hydrody-
namical model, the nucleus is considered to be an ideal liquid drop, consisting of
two components, protons and neutrons. In the original Goldhaber and Teller model,
non-deformed proton and neutron spheres were assumed to oscillate with opposite
phases, isospin ∆T = 1, keeping the nucleus centre of mass stationary. The restor-
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ing force is proportional to the change in nuclear surface area and the resonant
frequency ω ∝ A−1/6 [18], where A is the atomic mass number. In the modification
by Steinwedel and Jensen, both protons and neutrons are considered as compress-
ible droplets which oscillate out of phase inside a sphere with a fixed surface. The
restoring force is given by the volume symmetry energy and the frequency varies
as A−1/3. This prediction was not consistent with the experiential data [22]. The
first microscopic description of the IVGDR was suggested by Bohm and Pines [23] in
1952. The so-called Random Phase Approximation (RPA) model, proved to be more
successful in matching experimental data. In the RPA, nuclear excitations are con-
sidered as a coherent superposition of particle-hole vibrational states with respect to
the ground state in closed shell nuclei, or two quasi-particle excitations in open shell
nuclei. The model is based on a time-dependent Hartree-Fock approximation of the
ground state and it is the simplest microscopic approach that includes correlation
corrections. Self-consistent RPA calculations start from the nuclear ground state
wave-function. The energy is determined by Hartree-Fock and relevant equations
are solved to derive physical quantities that describe the giant resonances, such as
transition strengths and amplitudes [22]. A comprehensive description of the RPA
approach is presented in Ref. [24].
The Quasi-Deuteron (QD) region starts at about 40 MeV photon energy and ex-
tends up to the pion production threshold at 140 MeV, as illustrated in Fig. 1.1. The
photoabsorption cross-section in this region shows a structureless steady decrease
as photon energy increases. The excitation mechanism is different to that of the
GDR region since the incident photon wavelength is smaller than the nucleus. This
is known as the Quasi-Deuteron (QD) mechanism where the photon is considered to
interact with a pair of nucleons within the nucleus, most probably proton-neutron
pairs as proposed by Levinger in his Quasi-Deuteron (QD) model [25][26]. Pho-
ton absorption by nucleon pairs helps to remove a potential momentum mismatch
between an incident photon and outgoing nucleon. In the QD model, the nuclear
photoabsorption cross-section σqd(Eγ) is described phenomenologically in terms of
the deuteron photoabsorption cross-section [15]:
σqd(Eγ) =
L
A
NZσd(Eγ) (1.5)
where L is the so-called Levinger constant, N , Z and A are the neutron, proton and
atomic mass numbers respectively and σd is the photodisintiegration cross-section
for the deuteron. The Levinger constant is a parameter that gives the probability
of two nucleons being close to each other in a complex nucleus compared with
that in a deuteron. This parameter can either be estimated theoretically [25] or
from fits to data. With the success of the QD model, Gottfried [27] developed the
model into a more microscopic form to derive, the angular correlation of the emitted
pair and differential cross-sections of protons and neutrons, in addition to the total
photoabsorption cross-section as in Levinger’s original theory. The cross-section
takes the following form:
dσ = (2pi)−4F (P )Sfiδ(Ef − Ei)d3k1d3k2 (1.6)
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where the first term is for the available phase space, F(P) is the probability of finding
a correlated two nucleon pair with a total momentum P = | k1 + k2 − ω | where k1
and k2 are the momenta of the emitted nucleons and ω is the photon momentum. Sfi
is the transition matrix which contains all the information of the reaction dynamics.
Ef and Ei are given by ω − Bt and 1 + 2 + Es − Br + r respectively, where Bt,Br
are the ground state binding energies of the target and residual nuclei respectively,
1, 2 and r are the kinetic energies of the two photonucleons and the residual
system, Es is the excitation energy [27]. Gottfried assumed that the terms in Eq. 1.6
could be factorised, but subsequent work by Ryckebusch at al. [28] showed that this
approximation may induce some error.
1.3.1 4He Photodisintegration Reaction Channels
Absorption of energetic photons by an atomic nucleus leaves it in an excited state
which decays into one of the possible reaction channels. There are five different
reaction channels involved in the photodisintegration of 4He below the pi produc-
tion threshold10. These are, according to their production threshold order, two-body
break-up (γ, p), (γ, n) and (γ, d), three-body break-up (γ, pd)n and finally four-body
break-up (γ, 2p)2n. The photoabsorption cross-section for each reaction channel has
a different photon energy dependence. The reaction threshold energies are deter-
mined by the mass difference between the break-up products and the parent nu-
cleus 4He, see Sec. 4.4.1. It is obvious that any total photoabsorption measurement
must account for all of these reaction channels simultaneously. The photoabsorption
cross-section of 4He in the GDR region is dominated by the (γ, p) and (γ, n) chan-
nels, which have approximately equal strength. Above ∼40 MeV, contributions from
three-body and four-body break-up become significant. Many experiments on 4He
photodisintegration concentrated on detailed comparison of (γ, p) and (γ, n) with a
view to investigating the charge symmetry (CS) of the nuclear force, (see Ref. [29]).
This yielded to a relatively large dataset on two-body breakup reactions but rather
fewer concerned the total photoabsorption cross-section which is more difficult to
measure. Today however, the situation is very different with the increased interest in
the total 4He cross-section due to the current advances in the theoretical techniques
allowing full microscopic calculations on the 4He system to be performed. This will
be discussed further in the next section.
1.4 4He Total Photoabsorption Cross Section The-
ory and Experiment
4He is the second most abundant isotope in the universe. Its nucleus consists of 2
protons and 2 neutrons with a notably high binding energy of 7.1 MeV/nucleon due
10There is also a single non-breakup channel, Compton scattering 4He(γ, γ
′
)4He whose cross-
section is much lower than the break-up channels.
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to the saturation of the nuclear force 11. This last feature is of real interest and makes
4He unique in the sense that it is a few-body nucleus, which has much in common
with more complex nuclei. Therefore, it may be considered as a bridgehead from
which to commence microscopic calculations on more complex nuclear systems with
A>4. With recent advances in theoretical techniques such as the Lorentz Integral
Transform (LIT) method [31], Ab initio microscopic calculations of the 4He system
are possible for given NN and NNN potentials. Such calculations are extremely im-
portant in the fundamental understanding of the nuclear many-body system. More
practically, these calculations can be used to derive experimental observables such
as the binding energy or cross-sections against which the model may be tested.
The 4He photodisintegration cross-section has a long and continuing history of
controversy, from both an experimental and theoretical point of view, despite the
fact that the first measurement of this kind was reported over 60 years ago [32]. The
heart of the dilemma lies in the location and the size of the peak in the GDR region
in both inclusive γ+4He and exclusive (γ, p) and (γ, n) cross-sections. Previous theo-
retical calculations (see [33][34][29][35] and references therein) showed contradictory
results, with some showing a pronounced peak in the exclusive (γ, n)12 cross-section
while others showed a flattened distribution. However, the theoretical situation
appears to be getting closer to a settlement. Ab initio calculations are now capa-
ble of handling realistic Argonne V18 (AV18) NN[36] plus the Urbana IX (UIX)
NNN [37] potentials [38] and calculations based on NN plus NNN potentials derived
from χPT theory [14] have more recently been published. The experimental situa-
tion, on the other hand, seems to suffer from “chronic” inconsistency. The available
dataset shows a large spread in values. Even with the most recent 4He(γ, n) mea-
surements [39] and [35], the situation still has not been clarified. While Nilsson et
al. [39] correspond closely with recent theoretical calculations and a new measure-
ment of HIgS13 [40], Shima et al. [35] on the other hand showed a disparity with
any theoretical or experimental results (see Fig. 1.5). This situation is confusing to
theorists who are waiting to test their current calculations.
In the following, a short description of theoretical methods will be given along
with a brief overview of the most recent measurements on the topic.
11The term “saturated” is given to the nuclear systems where the remainder of the binding
energy that hold the nucleons within the nucleus is used to bind clusters of α-particles, 2 protons
and 2 neutrons. It is believed that nuclei favour this structure, α-clusters within the nucleus,
especially in nuclei <16O [30].
12Which is half the total photoabsorption cross-section in the GDR region.
13High Intensity Gamma-Ray Source.
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1.4.1 Current Theoretical Status
Ab initio14 calculations are a major step forward in nuclear physics. Initially they
have concentrated on few nucleon systems (A67), but now are spreading to more
complex systems. The important step for reaction calculations came with the in-
troduction of the Lorentz Integral Transform (LIT) method in 1994 by Efros et
al. [31][41]. With the LIT approach one avoids all difficulties associated with a con-
tinuum calculation and basically transforms the difficult continuum problem into a
solvable bound-state like problem. This method has been used recently to calcu-
late the γ+4He total cross-section from break-up threshold up to pion production
threshold. The total photoabsorption cross-section equation may be given by15:
σtot = 4pi
2(e2/hc)EγR(Eγ) (1.7)
where the response function R(Eγ) depends on the ground state and final state
wavefunctions Ψ0,Ψf and is defined as follows:
R(Eγ) =
∫
df |〈Ψf |Dz|Ψ0〉 |2δ(Ef − E0 − Eγ) (1.8)
where Dz =
∑A
i=1(τ
3
i z
′
i)/2, τ
3
i and z
′
i are the third components of the ith nucleon
isospin and centre of mass frame position [38]. E0 and Ef are the energies of the
ground and final states respectively. Direct solution of this equation for the four-
body system is only possible below 3-body breakup threshold and as Efros [31]
stated, “The difficulty is related to the fact that in these cases a great number of
continuum spectrum states Ψf contribute to R(Eγ) and the structure of these states
is very complicated.”. Here the LIT method comes into play as it allows calculation
of the response function R(Eγ) by evaluation and the inversion of its Lorentz integral
transform:
L(σR, σ1) =
∫
dEγ
R(Eγ)
(Eγ − σR)2 + σ12
=
〈
Ψ˜|Ψ˜
〉
(1.9)
where Ψ˜ is the localised solution of the Schro¨dinger-like equation:
(H − E0 − σR + iσ1)|Ψ˜ 〉 = Dz|Ψ0 〉 (1.10)
where H is the Hamiltonian of the system. With Eq. 1.10 one avoids solving the
difficult continuum-state-problem and is faced instead with a bound-state-like prob-
lem whose solution is possible using an appropriate method such as the so-called
Effective Interaction Hyperspherical Harmonic (EIHH) approach [43] or the No Core
Shell Model (NCSM) approach [44]. Once the solution becomes available, the total
14“Ab initio” according to Merriam-Webster.com. 2013. http://www.merriam-webster.com (13
Feb. 2013) is a Latin word for from the beginning. When coined with calculations in science the
term implies that the calculation was performed from first principles with no additional assump-
tions.
15A “straightforward” derivation of this equation can be found in [42].
10
1.4. 4He Total Photoabsorption Cross Section Theory and Experiment
cross-section σtot can then be calculated directly using Eq. 1.7. The most advan-
tageous feature of the LIT method is that it only requires a model of the nuclear
potential and an operator of the electric dipole transition as an input for an ab
initio calculation to be performed. A comprehensive review on the LIT method is
provided in Ref. [31] therefore no further detail will be given here.
Over the years there have been a variety of theoretical attempts to describe the
photodisintegration of 4He, both inclusive and exclusive reactions. Two of the most
recent are the calculations made by Gazit et al. using the EIHH approach with
realistic potentials AV18+UIX [38] and those done by Quaglioni et al. using the
NCSM approach and NN+NNN potentials derived from χPT theory [14]. The two
calculations include the three-body force effect NNN. While NN potentials describe
the dominant nuclear binding effect, they clearly fail on their own to reproduce
the binding energies of light nuclei. With the AV18 NN potential for example, the
binding energy of 4He was calculated to be 24.25 MeV [45] which is noticeably lower
than the experimental value of 28.30 MeV. Including the UIX NNN potential leads
to a more accurate value of 28.5 MeV [45].
Gazit et al. Calculation
The Gazit et al. calculation of the total photoabsorption cross-section of 4He [38]
is the first of its kind to utilise realistic nucleon-nucleon potentials. In this cal-
culation, the four-body system is solved taking the NN AV18 and the UIX NNN
potentials. The continuum-state problem is reduced to a bound-state-like problem
using the LIT method which is then solved using expansion in hyperspherical har-
monics (HH) using the Effective Interaction HH (EIHH) approach. The computed
total photoabsorption cross-section (σtot) with and without the three-body force
effect NNN, is shown in Fig. 1.2. A previous calculation using the semi-realistic
Malfliet-Tjon (MT) NN potential [46][47] is also shown for comparison. One can
clearly see the effect of including the three-body force effect in the calculation: a de-
crease in the cross-section peak height by about 6% and a shift in the peak position
by about 1 MeV, in addition to a significant increase in the cross-section beyond
∼50 MeV. As Gazit pointed out, this is rather surprising if one is to compare this
with the effect of NNN in the lighter nuclei 3H and 3He where including the NNN
effect reduces the peak amplitude by ∼10%. A larger NNN effect would be expected
in 4He and indeed NNN has a 17% effect on the 4He binding energy, compared to
∼10% for 3H and 4He. This is not yet fully understood.
Quaglioni et al. Calculation
Quaglioni et al. [14] used a slightly different approach in their γ+4He total cross-
section calculations. The many-body wave function is derived from potentials based
on Chiral effective field theory χEFT and is solved in the framework of the No Core
Shell Model (NCSM) approach. Fig. 1.3 shows the results of Quaglioni et al. for the
11
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Figure 1.2: The total photoabsorption cross-section of 4He as calculated by Gazit et
al. [38] using: realistic NN potential AV18, realistic NN AV18+NNN UIX potentials
and finally a former calculation using the semi-realistic Malfliet-Tjon (MT) NN
potential. The triangles are experimental data from Arkatov et al. [48].
total γ+4He cross-section with and without the thee-body force effect. The figure
also includes the calculations of Gazit et al. for comparison. In the χEFT/NCSM
Figure 1.3: The computed total photoabsorption cross-section (σtot) of
4He by Gazit
et al.,with and without the three-body force effect NNN (AV18 and AV18+UIX
respectively), in comparison with that of Quaglioni et al. also with and without
NNN effect (χEFT NN and χEFT NN+NNN respectively) [14].
calculation NNN reduces the peak height in the GDR region by about 9%, but the
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peak position is not shifted significantly. In the EIHH calculation NNN reduces the
peak in the GDR region by ∼6% and shifts the peak position upwards by >1 MeV.
The overall similarity between the two calculations is still remarkable considering
the different approaches used to reach these results.
1.4.2 Previous Measurements
Measurement of the photodisintegration of 4He spans over 60 years. Early exper-
iments concentrated on the exclusive (γ, p) and (γ, n) reactions partially in an at-
tempt to verify the charge symmetry (CS) of the nuclear force. However, significant
discrepancies between different experimental datasets has been observed, particu-
larly in the GDR region (see Ref. [29]). The situation led Calarco et al. [34] to review
all existing (γ, p) and (γ, n) datasets available prior to 1983 and come up with rec-
ommended cross-sections for both reactions based on their selection of experiments
which they considered to be most reliable. The Calarco et al. recommendation is
shown in Fig. 1.4.
Figure 1.4: Recommended 4He(γ, p)3H and 4He(γ, 3He)n cross-sections by Calarco
et al. [34].
The Calarco et al. review was received with mixed reactions since it supported
the hypothesis of the charge symmetry breaking (CSB) in the GDR region. As
a consequence several theoretical attempts were made to reproduce these findings
without much success. This situation stimulated further experimental activities in
the late 80’s and early 90’s which yielded three measurements of the 4He(γ, p)d cross-
section: Bernabei et al. in 1988 [49], Feldman et al. in 1990 [50] and Hoorebeke
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et al. in 1993 [51] and one measurement on the 4He(γ, 3He)n cross-section: Komar
et al. in 1993 [52]. Of these measurements, two 4He(γ, p)d datasets, Bernabei et
al. [49] and Feldman [50], disagreed with Calarco et al. showing rather a flat peak
at ∼1.3 mb while the 4He(γ, p)d measurement by Hoorebeke et al. [51] showed a
pronounced peak, agreeing with Calarco et al. The 4He(γ, 3He)n measurement by
Komar et al. [52] showed a flattened distribution, also agreeing with Calarco et al.
An additional measurement came from a Compton scattering experiment on 4He
by Wells et al. in 1992 [53]. The forward Compton cross-section can be related
to the total cross-section via the Optical Theorem and the inferred total γ + 4He
total cross-section showed a pronounced peak at 2.86 mb in the GDR region which
agreed with the recommended cross-section sum (γ, n)+(γ, p) of Calarco et al.. This
puzzling situation motivated the 4He(γ, n)3He cross-section measurement preformed
by Nilsson et al. and the results were published in 2005 [39]. These results sug-
gest that the (γ, p) and (γ, n) cross-sections are very similar, implying that charge
symmetry is respected. During the same year interesting results on the 4He(γ, p)3H,
4He(γ, 3He)n and the total 4He photoabsorption cross-sections were published by
Shima et al. [35]. While Nilsson et al. appears to be in an overall good agreement
with the most recent theoretical calculations mentioned in the previous section, the
Shima et al. measurement on the other hand shows a complete disagreement. The
unexpected results of the Shima at al. measurement led to another wave of exper-
imental activities to verify the situation: Nakayama et al. [54] published in 2007,
Raut et al. [55] and Tornow et al. [40] both published in 2012. The former measure-
ment was conducted before the experiment reported in this thesis was carried out,
while the last two were published after. The most recent measurements are displayed
in Fig. 1.5 along with some older data and the sum of the recommended σ(γ, n) and
σ(γ, p) cross-sections of Calarco et al. [34]. Since most previous data focused on the
exclusive 4He(γ, p)d and 4He(γ, 3He)n cross-sections, exclusive cross-sections have
been simply multiplied by factor of 2 with the assumption that charge-symmetry is
not violated. As can be seen in the figure, none of the most recent measurements
reproduced the results of Shima al el.. The measurement of Nakayama et al. [54] is
in a rough agreement with σ(γ, n) from Nilsson et al. and the recommended cross-
section sum of Calarco et al. while σ(γ, p) from Raut et al. [55] and σ(γ, n) from
Tornow et al. [40] deviate from the Carlo et al. recommendation, showing a sharp
peak of ∼3.5 mb at 26.5 MeV photon energy. This is ∼15% higher than the recent
theoretical predictions which include the three-body NNN effects, see Sec. 1.4.1. For
a summary of previous data, refer to Nilsson et al. [29]. A short summary on the
most recent measurements is given below.
Nilsson et al. 2005
The Nilsson et al. 4He(γ, n)3He cross-section measurement [29][39][58] was carried
out at the pre-upgrade MAX-lab tagged photon facility in a collaboration of the
University of Glasgow and Lund University in 1995. A quasi-monochromatic photon
beam was generated by means of bremsstrahlung radiation in the energy range (Eγ)
of 23 − 42 MeV. The photon beam was directed toward a liquid 4He target stored
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Figure 1.5: Previous experimental data: Irish (1975)[56], Arkatov (1979)[48],
Wells (1992)[53], Shima (2005)[35], Nilsson (2005)[39] Nakayama (2007)[54], Tornow
(2012)[40] and Raut (2012)[55]. The dashed region is the sum of the recommended
(γ, p) and (γ, n) based on an evaluation of the dataset made by Calarco at el. in
1983. All of the experimental data are retrieved from the EXFOR online library [57].
in a cylindrical 90 mm diameter×75 mm height container. Neutrons were detected
via two 3×3 arrays of 20×20×10 cm liquid scintillators placed 2.6 m away from the
target at 60◦ and 120◦ with respect to the photon beam. Coincidences between
the tagger focal plane hodoscope and neutron detectors were used to determine the
photon beam energy (photon tagging) and neutrons were identified via time of flight
and pulse shape discrimination (PSD).
Shima et al. 2005
The measurement of Shima et al. [35] was conducted using a pulsed-Laser Compton
backscattering (LCS) photon beam at the National Institute of Advanced Indus-
trial Science and Technology (AIST) in Japan. Two and three-body photodisin-
tegration cross-sections were measured using the active target concept. Charged
break-up products were detected using a near-4pi time projection chamber filled
with 4He. The time projection chamber has a drift area of 60×60×250 mm and
determines track and times using multiwire proportional counter (MWPC). The gas
target was 80% natural helium and 20% methane pressurised at ∼133 kPa. γ+4He
charged break-up products ionise the gas and the resultant electrons drift toward
the MWPC. Signals generated by the electrons arriving at the MWPC are collected
by the cathode/anode wires which provide information on the charged particle x−y
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position. The z position is determined from the drift time of the electrons recorded
via a time-to-digital converter (TDC). Photodisintegration charged particles were
identified from tracking information and reaction kinematics. Shima et al. checked
the apparatus by measuring the well-studied photodisintegration of the deuteron
at 22.3 MeV photon energy. The measured deuteron cross-section of 0.56 mb agrees
with previous experimental data. Nonetheless their 4He data has a radically different
form to all other measurements.
Nakayama et al. 2007
Nakayama et al. employed an alternative approach in their 4He total photodisinte-
gration measurements [54]. They used 4He(7Li,7Be) reaction16 observables to derive
the total photodisintegration cross-section of 4He. The measurement was carried out
at the Research Centre for Nuclear Physics (RCNP) at Osaka university in Japan
using a 455 MeV 3Li3+ beam bombarding a 4He gas target cooled to ∼10K. The
gas target is pressurised at ∼150 kPa and has a thickness of 7 mg/cm2 contained
in a cell equipped with two Aramid (C14O2N2H10)n beam entrance/exit windows.
The scattered 7Be particles were momentum analysed using a magnetic spectrom-
eter placed at 0◦ and 3◦ and were detected, with and without coincidence with the
0.43 MeV γ from decay of the 7Be excited state using two multiwire drift chambers
backed by a ∆E/E plastic scintillator telescope. The 0.43 MeV γ was detected via
18 Gd2SiO5(Ce) (GSO) scintillator detectors. Scattered
7Be particles are produced
either in the ground (7Be0) or in the first excited state (0.43 MeV
7Be1). The ground
state is produced by both ∆S=0 and ∆S=1 transfer while the first excited state only
proceeds via ∆S=1 transfer. Using this information, Nakayama et al. deduced the
∆S=0 spectrum over a wide range of excitation energy by subtracting the spec-
tra obtained from the scattered 7Be1 and
7Be0. The ∆L=1 transfer is confirmed
by measuring the angular distribution at forward scattering angles. The ∆S=0
spectrum with ∆L=1 reflects the photodisintegration cross-section. The obtained
cross-section was normalised to previous cross-section measurements at a photon
energy of ∼40 MeV, where existing photodisintegration data appear to agree well
with each other.
Raut et al. 2012
Raut et al. measured the 4He(γ, p)3H cross-section using Laser Compton backscat-
tering (LCS) photons at energies between 22− 30 MeV [55]. The measurement took
place at the High-Intensity Gamma-ray Source (HIgS) at Duke University in the
USA. The detection was performed using the active target concept where the tar-
get is also a detector for the reaction break-up products. The target consisted of
4He+Xe gas pressurised at ∼5 MPa and contained in a stainless steel vessel 5.1 cm
in diameter with 1 mm wall thickness. The inner structure of the gas vessel was
coated with a white reflector (MgO) and was viewed by a single PMT via a Pyrex
16This type of reaction is referred to as charge-exchange spin-flip (CESF) reaction.
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window. Charged photodisintegration products were detected via scintillation. The
4He(γ, p)3H channel was identified from the energy deposited in the reaction for
the given incident photon energy. Xenon gas was added at various ratios ranging
from 7 to 47% depending on the incident photon energy, to increase the target stop-
ping power for protons. The photon energy was determined using a calibrated NaI
detector. Background effects were evaluated using an identical gas cell filled with
pure xenon pressurised to the xenon partial pressure used in the gas mix during the
experiment.
Tornow et al. 2012
The Tornow et al. measurement of the 4He(γ, 3He)n cross-section [40] was conducted
at the HIgS facility using the same experimental method and apparatus but with
a minor optimisation to the ratio of gas mix. This overcame an issue with pulses
generated by electrons, produced via Compton scattering of the incident photon at
low energy overlapping with the small pulses generated by the recoiled 3He ions. The
optimisation was done by minimising the stopping power for charged particles by
reducing the Xe content. However this made it difficult to measure the 4He(γ, p)3H
cross-section simultaneously since the produced protons end up depositing only a
fraction of their energy within the gas volume. The total pressure of the 4He+Xe
mixture was ∼4.9 MPa and contained 5.5% Xe. The 4He(γ, 3He)n cross-section was
measured at four photon energies 27, 27.5 and 28.5 MeV.
1.5 Motivation of this work
The theoretical importance of 4He and the inconsistency in the experimental datasets
on the inclusive and exclusive photoabsorption cross-section on 4He inspired J. R.
M. Annand and collaborators of the Universities of Glasgow and Lund to propose
a series of high-precision measurements to clarify the situation in the early 1990’s.
The program began in 1995 with the first-generation experiment to measure the
4He(γ, n)3He cross-section at MAX-lab in Lund. This was published by Nilsson et
al. [29][39] [58].
The measurement presented in this thesis is the second-generation of these inves-
tigations which aim to provide a direct precise measurement of the total 4He pho-
toabsorption cross-section from the break-up threshold to the pi-production thresh-
old with the hope of resolving and settling some of the inconsistencies in the existing
dataset and making recommendations for future theoretical effort. The measurement
was taken using the Active Target technique in 2009 at the MAX-lab tagging pho-
ton facility in Lund/Sweden in collaboration with the photonuclear group at Lund
University.
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Chapter 2
Helium Gas-Scintillator Active
Target
The total γ + 4He cross-section measurement reported in this thesis was performed
using the active target technique, where the gaseous 4He target was also used as the
detection medium for photodisintegration products. The development along with
the design and construction of the helium gas-scintillator active target was done at
the University of Glasgow exclusively for this measurement. This chapter covers
in some detail all of the development and construction aspects in addition to the
underlying principle of operation and starts with a brief introduction and necessary
background for the subject.
2.1 Introductory Background
Scintillation, in its simplest definition, is a flash of light emitted from certain ma-
terials when struck by energetic particles. The materials that exhibit scintillation
are simply called scintillators. The scintillation phenomenon has been used exten-
sively in detection of particles since its discovery more than a hundred years ago
and to this day is still one of the most popular methods of particle detection in
both nuclear and particle physics. In the early years of using this method, the light
emitted from a scintillator was observed by the human eye through a microscope1.
Birks [61, page. 4] mentioned a quaint story of how a famous laboratory of the time
tested research students by placing them in a dark room to accurately count scin-
tillations before they were accepted for nuclear research. At that stage, the method
was unpopular for its awkwardness and usage difficulties [61], especially after the
development of gas ionisation detectors in the 1930s despite the success of a series of
experiments using scintillators performed by some of the brightest physicists of the
twentieth century. It was only after the development of photomultiplier tubes in the
1The Spinthariscope (from Spinthiras Greek word for spark) invented by W. Crookes in 1903 [59]
was the first known device to use this technique. It consisted of a zinc sulphide scintillator screen
and a microscope. The device eventually ended up as an educational toy for children in the
1950s [60].
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early 1940s that the full potential of using the scintillation phenomenon for particle
detection was realised when Curran and Baker used a photomultiplier tube instead
of the human eye in the Spinthariscope to detect 2 MeV α particles in 1944 [62].
Soon after the success of the Curran and Baker experiment interest in scintillation
detectors grew rapidly and a chain of discoveries of new scintillation materials and
enhancements to photomultiplier tubes ensued. By the mid 1950s scintillation de-
tectors became common and reliable devices for detection of elementary particles.
Currently, there are several types of scintillators available with varied scintilla-
tion properties (scintillation yield, rise time, energy resolution, etc.), physical state
(solid, liquid, gas or solid solutions) or chemical composition (organic or inorganic).
However, there is no “official”classification of these scintillators since their prop-
erties often intersect and are not clearly separated. Probably the most practical
classification to use is the one based on the scintillation mechanism which divides
scintillators into three main categories: organic, inorganic and gas scintillators. The
selection of a particular scintillator is highly influenced by the user requirements
and the application type and it is a matter of compromising between these and the
scintillator properties since it is usually not possible to obtain all desired features in
a single scintillator.
2.1.1 Noble-Gas Scintillator Detectors (NGSD)
Research in using gas-scintillators for detection of charged particles began soon after
Gru¨n and Schopper developed the first gas scintillation detector in 1951 [61]2. It
essentially consisted of a gas cell viewed by a single photomultiplier tube (PMT)
through a quartz window via a Plexiglas light guide. Since then scintillations of
different gases and gas mixtures were investigated by several researchers, although
most of the research efforts were quickly directed toward noble-gas3 scintillators
because of their excellent scintillation properties and potential applications with
xenon and helium receiving most attention. Partly because of their exceptional
fast rise time [61][62][67] early utilisation of these detectors was focused mainly in
the detection and spectroscopy of fission fragments and heavy charged particles.
Helium scintillators in particular were developed in the 1960s for neutron detec-
tion and polarimetry measurements where pressurised helium gas (often mixed with
traces of Xe) served both as a scintillator and a target for incident neutrons [61][67].
However, interest in using gas scintillators declined soon after the development of
semi-conductor detectors in 1960 [68] which offered much better energy resolution
and were easier to handle [61][69]. As a result, progress in gas scintillator research
slowed down but did not cease (notably due to one group at the University of Coim-
2According to Ward [63] and Al-Dargazelli et al. [64] Auderbert and Lormeau preceded Gru¨n
and Schopper in using a PMT with a gas scintillator in their research in 1949. It was not possible
to verify this since it was not possible to locate the original publications [65] and [66].
3From German word Edelgas that refers to members of group eight elements on the periodic
table: helium, neon, argon, krypton, xenon, radon, and ununoctium.
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bra, Portugal, led by A. J. L. Policarpo [70]), and for some time it was mainly driven
by research in fundamental atomic physics, and the physics of gas discharges and
laser excitation rather than detector development. Nevertheless this slow progress
eventually led to the development of the widely used gas-scintillation proportional
detectors (GSPSD) in 1967 [71] and later gas-scintillation drift chamber detectors
(GSDCD) in 1972 [72], which have dominated the applications of gas-scintillators for
particle detection since then. These detector types employ an electric field for de-
tection of the resultant secondary scintillation emissions. The devices are suited for
detection of heavy ions [73–77] and also proved very useful for precision spectrom-
etry of X-rays and soft gamma rays [70]. Fortunately advances in modern nuclear
physics experiments in the 1970s drew attention back to NGSDs, mainly due to the
limitations of semi-conductor detectors in active area, cost and their poor resistance
to radiation damage. During the 1970s, substantial efforts were made by M. Mut-
terer et al. to show the potential of noble-gas scintillators as an effective detection
medium for heavy ions with and without applying an electric field [70, 78], but this
work was largely ignored. Nevertheless, interest in noble-gas element scintillators, in
liquid, gas and solid phases, is growing, and at present they are used in a wide range
of applications within medical physics, astrophysics, particle and nuclear physics.
In nuclear physics high-pressure 3He or 4He NGSD are used extensively in the de-
tection of thermal and fast neutrons. An extensive review of current applications of
noble-gas scintillators can be found in Ref. [69].
Interest in noble-gas scintillators arises from the combined features they possess
which makes them preferable to many other types of scintillators for the detection
of particles. The most prominent of these are summarised below [61]:
 The scintillation response to energy deposited by ionising particles is almost
linear over a wide range of dE/dx (energy loss per unit path length), which
implies no quenching effects on signals from low energy particles.
 Fast response time. The scintillation rise time is very fast making gas-scintillators
among the fastest radiation detectors.
 The simplicity of obtaining good 2pi or 4pi geometry.
 High flexibility, in terms of shaping and formation of the scintillation volume.
 The possibility of adjusting the stopping power by varying the gas pressure
which can allow selective detection efficiency for particles of interest.
 High resistance to radiation damage.
 Transparency to their own scintillation light, unlike organic or inactivated
inorganic scintillators.
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 High scintillation yield, though the scintillation emission predominantly occurs
in Vacuum Ultraviolet (VUV)4 region.
However, one of the main challenges in using noble-gas scintillators as detectors is
the difficulty associated with collection and detection of the scintillation light effi-
ciently since it lies mostly in the VUV region and since the scintillation efficiency of
noble-gases is relatively low overall [79]. Other difficulties include the requirements
of high-purity, high-pressure gas and large volume (necessary to achieve reasonable
detection efficiency), which may further complicate handling the detection system.
Also, the cost can be immense for low abundance gases such as 3He.
Further background on the developments of the scintillation detectors can be
found in the review written by Birks [61], which is still considered one of the best
references on the subject despite being written over 40 years ago.
2.2 Helium Gas-Scintillator Active Target
The helium gas-scintillator active target (HGSAT) used in this work is a segmented
4He NGSD. It was first proposed to measure the total photodisintegration cross-
section of 4He by Annand of the University of Glasgow in 1997 [80]. It is part
of an ongoing programme that is run at MAX-lab in conjunction with the Photo-
nuclear Group at Lund University in Lund, Sweden to measure photodisintegration
of few-body nuclei from breakup threshold to pi-production threshold. This follows
on from the first experiment in the programme to measure the 4He(γ, n)3He partial
cross-section with high precision made by Nilsson et al. in 1995 using the tagged
photon facility at MAX-lab [29]. The scientific motivation for the current γ + 4He
measurement was discussed in the previous chapter.
The development of the HGSAT began soon after the experimental proposal was
accepted by the Nuclear Physics Program Advisory Committee (PAC) at MAX-lab.
Some investigations of the helium scintillation response were necessary to verify the
feasibility of the experimental concept. For this purpose, serious efforts were made
between 1998 and 2001 followed by more work between 2008 and 2009. These in-
cluded the design and construction of two prototypes which provided the baseline
design of the HGSAT (MKI and MKII), a number of bench tests in Glasgow and
three in-beam tests in Lund. The focus of these efforts was mainly to enhance the
weak scintillation signals and to maximise the light collection efficiency, both of
which are vital to the detection of low energy ions associated with the 4He photo-
disintegration near breakup threshold. Eventually, the design of the HGSAT was
finalised and the construction was completed in Glasgow during a one month period
in September 2008 with minor modifications at the hardware-level made one month
before it was shipped to Lund for the experiment in March 2009.
4The VUV radiation wavelength ranges from 100 nm to 200 nm.
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Figure 2.1: Schematic drawings of the Helium Gas-Scintillator Active Target
(HGSAT).
2.2.1 HGSAT Description
The HGSAT is shown schematically in Fig. 2.1. It consists of four identical main
cells machined from solid Al alloy. A central cylindrical cavity 72 mm long by 58 mm
diameter constitutes the main body of the target and for tagged-photon studies is
aligned with its axis parallel to and centred on the beam axis. Each cell is read
out by 4 photomultiplier tubes (PMT) type XP2262B, viewing the gas cell through
10 mm thick synthetic quartz windows. A pressure-tight seal is made between the
window and the body of the target using indium O-rings. The cell thickness is
72 mm, giving at 2 MPa pressure a target thickness of ∼110 mg/cm2. Pressure-tight
coupling between cells is done by a V-“ridge” on a copper gasket. The pressure
between cells is equalised via a connecting aperture. The cells are optically isolated
by 5µm thick aluminised mylar inner windows. Two outer window isolation cells
attached at either end of the HGSAT, have a single PMT attached to the target
body as in the main-cell PMTs. The outer pressure-containment windows are of
0.5 mm thick beryllium.
2.2.2 Working Principle
Although complex in detail, the working principle of the HGSAT is straightforward
and can be explained fairly easily as shown in Fig. 2.2. Charged particles result-
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ing from a γ + 4He disintegration event pass through the high-pressure monatomic
helium gas target depositing their energy via ionisation. Consequently, numerous
excited molecules5 are created along the track of the charged particles via ionisa-
tion/recombination and direct excitation processes. A flash of light is emitted as
the excited molecules decay to the monatomic ground state via a variety of different
radiative mechanisms. The energy of the resultant scintillation emission is less than
the first atomic excited state, therefore it can not be re-absorbed by the helium
target. As with all noble-gas scintillators, most of the helium scintillation emission
lies in the VUV region of the spectrum so a wavelength shifter is used to convert the
emission spectrum to the visible region where standard PMTs are most sensitive.
The scintillation light is collected and detected through 4 PMTs mounted on each
target cell. The PMTs signals are then used to make the experimental trigger ac-
cording to certain conditions which, when met, announce a valid γ + 4He event and
generate a signal which starts the Data Acquisition (DAQ) system and associated
experimental electronics (see Sec. 3.7 for more details).
For the γ + 4He total photodisintegration measurement presented in this thesis,
employing the active target method is highly advantageous since detection of prod-
ucts near the breakup threshold region is difficult when using conventional separate
target and detector systems. This is because low energy charged ions are very easily
stopped in the target material before reaching the detector systems. The active
target also offers a simplified experimental set-up with ∼ 4pi coverage without re-
sorting to the use of large and expensive detectors. Additionally, the active target
provides a very convenient reference time for photon tagging and a start time for
precise neutron time-of-flight (TOF) measurements when used in conjunction with
external neutron detector(s). Otherwise neutron TOF requires a reference from the
fast-counting photon tagging system, which registers substantial random-coincidence
and other background. The active target was employed for the 4He(γ, n3He) partial
cross-section measurement that was run in parallel to the measurement reported
here, and more recently the 4He(γ, n) photon asymmetry (Σ) measurement that
was separately performed in March 2011 [82]. The underlying concept of these mea-
surements is to detect neutrons in coincidence with the associated charged particles
detected in the target, which announce the occurrence of a photodisintegration event
and provide the start signal for the TOF coincidence.
As indicated earlier, the HGSAT detection of the photodisintegration products
is highly dependent on collection and detection of the helium scintillation. Details
of the mechanisms that lead to scintillation are complicated and tend to be very
specialised. These are of no particular interest to the measurement presented in
this thesis apart from the resultant emission spectrum itself and such details can
be found within various publications such as [61], [83], [84] and [85]. However, a
5These excited molecules are known as Excimers from excited dimers. The term was intro-
duced by Stevens and Hutton in 1960 [81].
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Figure 2.2: The working principle of the HGSAT. Charged 4He photodisintegration
products ionise helium gas atoms and consequently lead to scintillation. The wave-
length of the scintillation is shifted from vacuum ultraviolet (VUV) to the visible
(VIS) region via a wavelength shifter. The scintillation is collected and detected via
4 PMTs mounted on the target cell. Energy and timing information are stored via
Charge-to-Digital converters (QDCs) and Time-to-Digital converters (TDCs). The
scintillation signals are used to generate the experimental trigger.
simplified overview of the helium scintillation and some of its properties is given in
the next section in order to provide a better sense of how the HGSAT functions and
the difficulties confronted during the development phase.
2.3 Helium Scintillation and Emission Spectrum
The scintillation emission spectrum of helium, in common with all noble gases, is a
complex system of lines, bands and continua, originating from many excited states
and from various collisional and transfer processes. The spectrum extends from the
Near-Infrared (NIR)6 into the VUV [69] and is highly dependent on the gas pres-
sure, the excitation modes and more obviously the energy of the ionising particle.
6The NIR radiation wavelength ranges from 780 nm to 3000 nm.
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The process of scintillation can be described as follows: As a charged particle (R)
passes through helium gas, it deposits its energy along the track. For relatively low
gas pressure < 0.1 kPa the energy is transferred mainly to the gas atoms producing
excited atoms through two dominant processes:
Ionisation/Recombination
R +He =⇒ e− +He+
He+ + e− =⇒ He∗
or direct excitation
R +He =⇒ He∗
These excited atoms decay to their ground state either via direct transitions which
Figure 2.3: Non-radiative decay occur when upper vibrational states give up en-
ergy to nearby atoms and molecules, whereas radiative transitions occur from the
vibrational ground state of the upper electronic state to ground electronic state [86].
lead to the emission of characteristic resonance lines, or by successive allowed transi-
tions to lower excited states, with the emission of photons of corresponding energy,
thus yielding the atomic line spectrum [61]. The former emission is in the VUV
region and is effectively trapped via absorptions and re-emissions many times by
neighbouring helium atoms and is eventually absorbed, whereas the latter emission
occurs in the visible (VIS) and may extend to the NIR region:
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He∗ =⇒ He+ hv
This process is most likely be the responsible for the spectrum seen in Fig. 2.4. The
spectrum was taken for 10 Pa of helium excited by 20 keV helium ions (He+) [87].
Figure 2.4: The scintillation spectrum of helium in the Visible (VIS) region at 10 Pa
excited by 20 keV helium ions (He+) [87].
At higher densities, in the high-pressure gas or liquid, the probability of double
and triple collisions of excited/ionised atoms with surrounding ground state atoms
increases. This essentially leads to the formation of excimers [88]:
directly
He∗ + 2He =⇒ He∗2 +He
or through associative ionisation/recombination processes similar to those lead-
ing to the production of excited atoms:
He+ + 2He =⇒ He+He+2
He+2 + e
− =⇒ He+He∗
He∗ + 2He =⇒ He+He∗2
These excimers are formed in many different excited states with various vibrational
levels, mainly singlets (1Σ+u ) and triplets (
3Σ+u ). The singlets in helium come in two
different excited states: (D1Σ+u ) and (A
1Σ+u ) formed by three-body collisions involv-
ing (1P2) and (
1S2) excited state atoms respectively [84][89], whilst triplets come
in one state (a3Σ+u ) formed from (
3S2) excited state atoms. The excimers either
decay directly to the ground state by emitting photons, or undergo collisions with
the surrounding molecules and atoms, giving up energy non-radiatively in the pro-
cess. The non-radiative decays cause excimers to descend the ladder of vibrational
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levels to the lowest vibrational level of the excited electronic state. Since the energy
difference between the ground electronic state and the lowest vibrational level of the
excited states is higher than the ability of the surrounding molecules and atoms to
accept, the remaining excess energy is emitted as radiation:
He∗2 =⇒ 2He+ hv
Figure 2.5: The potential curves of the He2(A
1Σ+u ) and He2(D
1Σ+u ) excited state and
the ground state He2(X
1Σ+g ) (equivalent to two free He atoms). Graph is modified
from Ref. [90].
Overall, the energy of the resulting emission is less than that required to excite sur-
rounding atoms (∼20 eV) which makes helium transparent to its own scintillation.
A diagram illustrating the difference between radiative and non-radiative decay pro-
cesses is given in Fig. 2.3.
The radiative decay of the resultant excimers into the monoatomic ground state
leads to the generation of characteristic molecular continua in the VUV region, with
two distinct continua: the so-called first and second continua. The first contin-
uum in helium originates from the transition of the highest vibrational levels of
the first excited states (1Σ+u ) to the ground repulsive state (
1Σ+g ). This contin-
uum appears as a narrow feature peaking at ∼60 nm in helium, close to the main
atomic resonance line, and can be observed at relatively low pressure, typically <
0.1 MPa [85]. The first continuum disappears in favour of the second continuum as
pressure increases [91]. This is explained by the increased probability of excimer
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collisions with other surrounding molecules and atoms, which effectively results in
non-radiative vibrational de-excitation of these excimers as explained earlier. The
second continuum corresponds to the decay of the lowest vibrational levels of (1,3Σ+u )
to the ground repulsive state (1,3Σ+u )⇒ (1Σ+g ). This continuum is broader than the
first, extending from ∼60 to 100 nm and peaks at ∼80 nm. This large wavelength
spread is attributed to the unbound state of the two reacting helium atoms. In
the Oppenheimer approximation, helium nuclei do not change position during fast
electronic transitions, therefore the amount of energy released as photons depends
on the distance between the two helium nuclei at the time of radiative decay [90].
Figure 2.6: Left: ultraviolet emission spectrum of a high-pressure helium dis-
charge lamp [92]. Right: emission spectrum of proton-excited helium at ∼13.3 and
80 kPa [93], the difference in shape is due to the different scintillation mechanisms
taking place (see Sec. 2.3.2).
The second continuum (Fig. 2.6) dominates the emission spectrum at higher
pressure, > 100 kPa, driven mostly by the decay of the (A1Σ+u ) singlets
7. Two
other distinct continua extending approximately from 105 to 400 nm and from 210
to 650 nm in helium were first discovered by Tanaka et al. [96] and Huffman et
al. [97] respectively. Tanaka observed the 105-400 nm continuum using an AC dis-
charge of helium at low pressures ranging from ∼0.1 to 10 kPa, and cooled at liquid
nitrogen temperature, while Huffman observed the 210-650 nm continuum using a
self-triggering helium discharge at pressures of ∼10 to 100 kPa. Boichenko [98] re-
ferred to these two continua as the third continuum of helium8. In any case, the
mechanism and kinetic processes leading to the emission of these continua are differ-
ent from the first and second continua. The mechanisms responsible for the emission
7The contribution of (D1Σ+u ) and (A
1Σ+u ) singlet decay in the helium second continuum is known
as the Hopfield continuum [85][94][95]. The potential curves of the He2(A
1Σ+u ) and He2(D
1Σ+u )
excited states are given in Fig. 2.5
8Langhoff [99] and Griegel [100] refer to a different continuum that peaks at 60 nm as the third
continuum of helium. That continuum is based on an ab initio calculation of Yagisawa et al. [101]
and was not observed experimentally since it coincides with the first continuum.
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of the third continuum are not fully understood with two competing hypothesis sug-
gesting that it originates either from the decay of either doubly charged (He2+2 ) or
from highly excited singly (He+∗2 ) charged ionic molecules [98][102]. The calculations
of Hill [103] suggest that the molecular transition from the lowest vibrational levels
of the singly charged He+2 (C
2Π+u ), formed from (
3P2) and He
+, to the ground repul-
sive state He+2 (A
2Σ+g ) is the origin of the Tanaka continuum, whereas the Huffman
continuum originates from the same molecular transition but from higher vibration
levels. It is worth mentioning that the third continuum is likely to be observed at
low gas pressure with heavy ion beam excitation since energy loss per unit path
length is higher leading to a higher density of excited ionic molecules.
It is clear from what was mentioned above that the scintillation of helium is not
directly usable at high pressure for detection of 4He photodisintegration products
since it mostly lies in the VUV region where most photon sensors are almost blind.
On the other hand, the detectable visible scintillation signals of helium can only
be observed at very low gas pressure. At this low level, the gas density is too thin
to be an effective target especially for photo-nuclear reactions with relatively low
cross section, the aim of the measurement reported in this thesis. As a result, em-
ploying an appropriate wavelength-shifter was unavoidable to boost the detectable
scintillation signals as will be shown in Sec. 2.4.1.
2.3.1 Scintillation Time Structure
The HGSAT is to be placed directly in an intense bremsstrahlung photon beam
where a high counting rate can be expected. This could put some restrictions on
the maximum beam intensity allowed in the experiment if the scintillation pulses
are not fast enough to avoid pile up effects. For this reason, information on the scin-
tillation time-structure and its dependencies are important and they are highlighted
briefly below.
The timing characteristics associated with helium scintillation are complicated
due to the different processes involved and the existence of diverse forms of excited
molecules and atoms produced in various excited states. Practically, the scintillation
time structure is governed by the formation time of these excited species and their
lifetimes. The formation time is highly pressure dependent, particularly in the case
of the ionisation/recombination process, ranging from a few nanoseconds to a few
microseconds, whereas the decay time is determined by the characteristics of the
initial and final states. What stands out is that the lifetimes of the two dominant
excited molecular states, singlets (1Σ+u ) and triplets (
3Σ+u ), differ substantially. In
superfluid helium, the lifetime of the (A1Σ+u ) state was measured to be ∼1 ns and
13±2 s for the (a3Σ+u ) state [94]. This huge difference arises from the fact that the
triplet (3Σ+u ) radiative transition to the dissociative ground state (
1Σ+g ) is forbidden
according to the spin selection rule. However, the presence of spin-orbit coupling
breaks down the selection rule allowing such transitions to take place weakly result-
29
2.3. Helium Scintillation and Emission Spectrum
ing in a comparatively long decay-time. The spin-orbit coupling scales roughly as
the fourth power of the effective nuclear charge (Z) which explains the large differ-
ence between the He(a3Σ+u ) lifetime and the lifetimes of the triplets in neon (6.6µs),
argon (3.2µs), krypton (350 ns), and xenon (50 ns) [104].
Figure 2.7: Time dependence of the scintillation in helium at ∼100 kPa [84]. Left:
the fast component. Right: the slow component.
Studies on scintillation time dependence of helium at relatively low pressure
show two separate components arising primarily from the two different singlet states,
(D1Σ+u ) and (A
1Σ+u ), as suggested by Bartell et al. [93] and Iida et al. [84]
9. The
formation and the de-excitation of the (D1Σ+u ) state leads to a component with a
decay-time of a few nanoseconds, whereas in the case of the (A1Σ+u ) state the for-
mation and de-excitation, along with decay of (1S2) atomic state via a two-body
collision results in a slower component lying in the range of a few microseconds.
These components are highly pressure dependent as will be shown later, and are
known, for obvious reasons, as the fast and the slow components of helium respec-
tively. These components are shown in Fig. 2.7. It is likely that the time difference
of the two components derives from whether the decaying excimer originated in a
single or multi stage three-body collision constrained by the state of the interacting
atoms forming the excimer, as explained in section 2.3. The formation of excimers
from ionised atoms involves an additional route of a three-body collision and an ion-
electron recombination compared to excimers formed from directly excited atoms.
This can certainly increase the apparent decay-time of the excimer produced in this
manner at very low pressures and clearly explains the high pressure dependence
9Hill [85] disagrees with this suggestion, arguing that the (D1Σ+u ) state radiates at lower wave-
length than the one observed by Bartell et al. He proposed a lower vibrational (A1Σ+u ) state
instead.
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since the density of nearby electrons and atoms obviously increases as pressure in-
creases.
The long decay-time of triplets and the slow component could lead to pile-up
problems for an in-beam detector which could effectively limit the beam intensity
that could be utilised usefully in the experiment. However, there are a number of
ways to improve the timing of the scintillation pulses as will be shown in the next
few sections.
2.3.2 Pressure Dependence
The HGSAT is required to act both as a target and a detector for the charged parti-
cles resulting from the 4He photodisintegration reactions. For this purpose, the gas
pressure should not only be sufficient to stop the photo-nuclear reaction products
within the gas volume as with most conventional detectors, but also be set as high
as possible to increase the effective target thickness and hence counting rate. This
is advantageous in other respects since increasing the pressure also improves the
scintillation signals as explained later.
Early empirical investigations on the pressure effects on pure helium scintilla-
tion showed clearly that the scintillation pulse height is increased with increasing
pressure. Esterling [105] found that the increase in the pulse height goes up to a
saturation level of ∼2 MPa (Fig. 2.8[left]). According to Birks [61] this concurred
with the findings of Rubbia and Toller [106] who reported no variation in pulse
height for helium between ∼2 and 10 MPa. On the contrary, Aamodt [107] reported
a continuing increase of pulse height up to ∼100 MPa (Fig. 2.8[right]). This discrep-
ancy may simply be due to impurity contamination of the gas used by the former
as the latter appears to have made substantial efforts to eliminate impurities in the
tested sample. Esterling provides a convincing explanation for the increase in the
pulse height as mostly due to variation in the timing of the output light. However,
work by Saito et al. [108] on argon, xenon and krypton indicates that the scintilla-
tion yield10 also increases as pressure increases. Saito attributes this to the positive
correlation of the intensity of the ion/recombination scintillation contribution and
the pressure. This in principle should also be valid for helium.
The primary effect of increasing the pressure is the increased probability of colli-
sions between excited and ground state atoms and molecules at the expense of direct
excitation simply because of the increased density. This essentially suppresses all of
the VIS and NIR emission as a result of depletion of the corresponding excited atoms
via formation of excimers through double and triple collisions as was explained in
Sec. 2.3. Furthermore, increased collision probability results in non-radiative relax-
10Scintillation yield is defined as the number of photons emitted per unit energy deposit. The
units are MeV−1.
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Figure 2.8: Pressure dependence of the scintillation in helium. Left: Esterling
measurement using a 5.4 MeV α source. The solid curve is a least-squares fit of
the data points below 20 atm [105]. Right: Aamodt measurement using 5.1 MeV α
source [107].
ation of high vibrational excimers to the lowest levels, minimising the probability of
direct transition to the repulsive ground state (1Σ+g ). This leads to the disappear-
ance of the VUV ∼60 nm first continuum while intensifying the second continuum
∼ 60− 100 nm at pressures of more than 50 kPa.
In Ref. [85], it was stated that the contribution of singlet (D1Σ+u ) decay on
the scintillation decreases steadily with pressure until by 10 kPa it is not observed,
mainly due to the depletion of the (1P2) excited atoms. This is in an agreement
with studies made by McKinsey [94][90][104][109] on the scintillation of liquid he-
lium which shows that the scintillation is mainly due to singlet (A1Σ+u ) and triplet
(a3Σ+u ) decay with no contributions from the decay of singlet (D
1Σ+u ) states. This
evidence is in direct contradiction to the supposition of Bartell et al. [93] and Iida
et al. [84] on the origin of the fast component (see Sec. 2.3.1). Furthermore, the
work of Iida et al. shows that the experimental emission intensities of the fast and
slow components increase proportionally as pressure increases in the range ∼10 to
160 kPa. This suggests that Hill’s proposal that the fast component is due to the
lower vibrational level of singlet (A1Σ+u ) states rather than (D
1Σ+u ) is more likely
to be correct. However, what is more relevant here is that experimental investi-
gations on the time dependence of pure helium scintillation clearly show that the
“slow” component eventually becomes very fast at higher densities, down to ∼10 ns
at 1 MPa [110] (as can be seen in Fig. 2.9) from ∼30µs at 10−2 MPa [85]. This is
attributed primarily to the sharp decrease in the formation time of the radiative
species while their natural lifetime is not affected as much. This also means that
increasing the pressure will not have much effect on the long-lived triplet states
(a3Σ+u ) decay-time (∼13 s in liquid helium). It is worth stressing again that these
radiative species contribute slightly to the second continuum region (∼ 60−100 nm)
that dominates the helium scintillation emission at high pressure. This contribution
is limited by collisions between pairs of these states in the so-called Penning ionisa-
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Figure 2.9: Decay time of helium VUV scintillation as a function of pressure [110].
tion, and also collisions with container walls [104]. On the other hand, it was found
that these triplet states are very sensitive to impurity concentrations of even one
part per million as a consequence of a sizeable cross-section for energy transfer [89].
There follows a section on the impurity dependence of the scintillation.
2.3.3 Impurity dependence
The impact of impurities on noble-gas scintillation was realised from the earliest
investigations where trace impurities were generally present and difficult to avoid
in the gas samples used. Despite their quenching effects on the scintillation, it was
found that adding a small trace of certain gases improved the scintillation time
structure and acted as a wavelength shifter of the VUV emission into the UV and
VIS region where the sensitivity of most commercial PMTs peaks. Generally this
happens through energy transfer from noble-gas excimers and/or exited atoms to
some excited levels of the molecules of the added gas trace. This effectively stim-
ulates the latter and leads to the appearance of their own emission at the expense
of the noble-gas primary emission. At high pressures, this process occurs in a vari-
ety of ways [111]: charge exchange with atomic and molecular ions, collision with
excimers, electron impact and photoionisation. Early investigations of the effects of
impurities on noble-gas scintillation are reported in Ref. [61].
The effect of adding a trace of a gas impurity on helium scintillation depends on
the nature of the added impurity, the total pressure of the gas mixtures and most
important the concentration, i.e., the partial pressure of the impurity. An optimum
combination of these parameters is required to minimise quenching effects associated
with non-radiative transitions and emission of non UV/VIS photons by the impurity
molecules. Xenon and nitrogen in particular were widely considered for boosting the
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Figure 2.10: Emission spectrum in He + Xe mixture taken at various system total
pressure (left) and various xenon concentrations (right) [112].
scintillation signals of helium. For xenon this was due to the high light yield and
high stopping power. Nitrogen investigations were motivated by the fascinating blue
emission at extremely low concentrations. Fig. 2.10 and Fig. 2.11 show the effect
of adding traces of xenon and nitrogen respectively with various concentrations and
different total gas mixture pressure. Full details of the measurements can be found
in the references quoted below the corresponding figure. It should be noted that the
experimental conditions and the method of excitation are different and one should
only treat the figures as indicators of the effect of changing the pressure and con-
centration of the added impurity on the scintillation.
The presence of other types of impurity provide no real advantage and their
existence seems only to quench the scintillation signals. In fact, the presence of
these types of impurity may result in a significant reduction of the light yield. These
types of impurities are named “scintillation poisoners” and their presence should be
eliminated if at all possible. This is of particular importance when dealing with
wavelength shifter paints where impurities due to out-gassing are a common by-
product. To eliminate these undesirable effects, the gas container and associated
gas-filling system should be kept as clean as possible. Further a high quality of
vacuum is also required before the filling of the gas scintillator. The gas, and any
desired added impurities, should be of the highest purity. Additionally, a continuous
purification of the gas scintillator may become necessary in the case of wavelength
shifter paints.
Morii et al. [115] studied the quenching effects of oxygen, carbon dioxide and
methane in order to eliminate nitrogen scintillation that was causing a noise problem
to his detector. Fig. 2.12 shows the results of these studies on the effect of O2 and
CO2, the two most common impurities present in air, on the light yield of nitrogen
scintillation as the concentration increases.
34
2.4. HGSAT Development
10
−3
10
−1
N
N
H
e
N
H
e
N
H
e
2
He + N 2
10
−2
10
20
30
40
50
60
70
1 MPa
0.5 MPa
1
0.5
Li
gh
t y
ie
ld
0.5 MPa0.2 MPa 0.9 MPa 1.5 MPa
1.0 10
−3 10 10−110 −210−4−5
Nitrogen pressure (MPa)
x 1.33
Nitrogen concentration (%)
Figure 2.11: Left: Relative scintillation intensity for a He + N2 mixture and pure
He. NHe and N
N2
He are the scintillation counting rates for pure helium and the He +
N2, mixture respectively [113]. Right: Light yield in the quenching region for He +
N2 mixture at He pressure indicated in the figure. The curves are normalised at the
lowest N2 pressure [114].
2.4 HGSAT Development
The HGSAT relies heavily on collection and detection of the scintillation in detecting
γ + 4He photodisintegration products. It was shown in the previous sections how
detection of helium scintillation is difficult and can be challenging. For this reason,
a substantial portion of the development process of the HGSAT focused mainly on
two objectives: maximising the light collection efficiency through optimisation of
the detector geometry, and effectively shifting the primary VUV helium scintillation
emission to match the response spectrum of the standard bialkali-cathode PMTs
available to use for the experiment reported in this thesis. This section provides a
summary of these efforts along with a description of the construction process of the
HGSAT.
2.4.1 Investigation of Helium Scintillation
A number of tests were performed in Glasgow in order to study the properties
of helium scintillation taking into consideration previous investigations reported in
the literature. This started using a small test cell designed originally for neutron
polarimetry. The cell was equipped with a single PMT type XP2020Q and housed
an open 241Am α source. The helium gas was filled at 0.2 MPa pressure and the
scintillation signals were viewed directly via a digital oscilloscope. The preliminary
test confirmed that efficient transport and collection of the helium scintillation is
difficult [116], therefore applying a proper fluorescent material was indeed necessary.
Wavelength Shifter
A number of wavelength shifting techniques was investigated [116]. We first exam-
ined a commercial wavelength-shifting paint type EJ-298 [117]. The paint consists
35
2.4. HGSAT Development
Figure 2.12: Quenching effects on N2 scintillation [115]. Left: quenching effect on
nitrogen as a function of oxygen contraction. Right: quenching effect on nitrogen
as a function of carbon dioxide concentration.
of a polyvinyltoluene binder and C2H4(CH3)2 fluorescent dopant dissolved in a xy-
lene solvent and is commonly used in plastic scintillators. The dopant blue emission
spectrum peaks at ∼420 nm which is a perfect match to the response spectrum of
most commercial PMTs. In order to increase the reflectivity, the internal struc-
ture of the cell was first coated with TiO2 and then the wavelength shifter paint
was applied on the top of the reflector and the surface of the quartz window. The
paint did boost the scintillation signals significantly as can be seen in Fig. 2.13[left].
However, considerably stronger signals were observed when the cell was evacuated
(Fig. 2.13[right]) implying the paint itself was scintillating. This was most likely due
to α particles striking the cell walls directly. For this reason, the EJ-298 paint was
abandoned [116].
A better solution was to use a trace of fluorescent gas. This was successfully used
in the past in several application with helium as frequently reported in literature
(see Sec. 2.3.3). We have investigated nitrogen, xenon and a mixture of both with
different concentrations and for various total gas system pressures. Investigation
on the effect of nitrogen on the scintillation of helium was performed in 1999 and
was repeated and confirmed to give the same results in 2008 alongside further in-
vestigation with xenon and nitrogen-xenon mix. The apparatus used during these
investigations is shown in Fig. 2.14 and the technique employed for the gas mixture
preparation is described in Sec. 3.6.2. Research-grade11 gas samples and a purpose-
built prototype (MKII) viewed by 4 PMTs type XP2262B (see Sec. 2.4.2) were used
in all of these investigations.
11Gas purity index equivalent to ∼99.995% purity.
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Figure 2.13: Test-cell pulse forms using the EJ-298 wavelength shifter and a
∼5.4 MeV α source [116]. Left: scintillation observed at 0.2 MPa of pure helium.
Right: stronger scintillation signals observed using an evacuated cell.
pump
Rotary
Gas
Xenon
Gas
Helium Nitrogen
Gas
Circuit II
Circuit III
Circuit I
Pirani 11
Edwards TPG 252
PM 4
He−filled
PM 1PM 3
PM 2
Gas inlet and exhaust
Volume
Balzers
10Bar APR226
Balzers
5Bar APR10 ToPump
Relief Valve
Balzers
5Bar
Figure 2.14: Schematic diagram of the gas filling system used during investigations
of the effect of adding trace amounts of nitrogen and xenon.
37
2.4. HGSAT Development
ns0
30
20
10
mV15
10
5
0
20 40
ns
60
mV30
20
10
0
20 40 60
ns
30
20
10
0
20 40 60
ns
mV
20 40 60
mV
20 40 60
ns
10
20
30 mV
0
20 40 60
ns
mV30
20
10
0
Nitrogen = 50ppm
Pressure = 9.00 bar
Pressure = 9.00 bar
Nitrogen = 200ppmNitrogen = 100ppm
Pressure = 9.00 bar
Nitrogen = 0.0
Pressure = 9.00 bar
Nitrogen = 500ppm
Pressure = 9.00 bar
Nitrogen = 1000ppm
Pressure = 9.00 bar
Figure 2.15: Helium scintillation response as a function of nitrogen concentration,
to ∼5.4 MeV α particles at 0.9 MPa total constant pressure.
Fig. 2.15 shows the gas scintillation response to 241Am ∼5.4 MeV α particles as a
function of nitrogen concentration at a total system pressure of∼0.9 MPa. The figure
shows conspicuously the strong dependence of the pulse shape on N2 concentration
up to ∼500 ppm, but thereafter up to 1000 ppm the pulse shape seems quite stable.
These findings are consistent with the optimum N2 concentration of ∼ 200−500 ppm
commonly reported in publications in this area of research [111, 113, 118, 119]. The
observed ∼420 nm emission spectrum consists of a contribution from both N2 second
positive (C3Π+u ) and the N
+
2 first negative (B
2Σ+u ) systems. The scintillation decay
time of ∼60 ns at 200 ppm N2 concentration is the distinct signature of the decay of
the N+2 first negative system. This appears to dominate the emission spectrum at
low N2 concentration up to 200 ppm but rapidly decreases with further increase in
N2 concentration in favour of the N2 second positive emission. At a concentration
of 500 ppm the resultant emission appears to arise entirely from the decay of the N2
second positive system with corresponding decay time of ∼30 ns (see Fig. 2.16). It
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Figure 2.16: Scintillation time-profile at different nitrogen concentrations and a
constant total pressure of ∼1 MPa.
is worth noting the absence of any clear sign of the long-lived triplets He∗2(a
3Σ+u ) in
the emission spectrum. This is most likely due to their destruction through collision
with the N2 impurity molecules suppressing all of the slow scintillation component
in the process. The mechanism that leads to nitrogen two emissions is distinctly
different due to the different energy levels responsible (Fig. 2.17). The formation of
the N+2 first negative system band is believed to be due to total charge exchange
excitation of N+2 by the molecular ion He
+
2 [61][111]:
He+2 +N2(
1Σ+g ) =⇒ N+2 (B2Σ+u ) + 2He
N+2 (B
2Σ+u ) =⇒ N+2 (X2Σ+g ) + hv
whereas the formation of the N2 second positive band is attributed most probably
to electron impact:
e− +N2 =⇒ N2(C3Π+u ) + e−
and/or through destruction of triplets He∗2(a
3Σ+u ):
He∗2(a
3Σ+u ) +N2 =⇒ N2(C3Π+u ) + 2He
which then decay giving rise to the corresponding emission:
N2(C
3Π+u ) =⇒ N2(B3Π+g ) + hv
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Figure 2.17: Schematic of helium energy levels responsible for nitrogen impurity
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+
2 first negative transitions are
also shown [111].
The exact details and interpretation of these processes are complicated and somehow
irrelevant to the measurement reported in this thesis, therefore, the reader is referred
to [111] and [120] as a good starting point on this subject. Fig. 2.18 shows the two-
dimensional distribution of the signals from two perpendicular PMTs at 500 ppm
trace of N2. The scintillation response sits on a background from non-scintillation
events, such as direct interaction in the PMTs and Cˇerenkov interactions in the
quartz optical windows. Real scintillation signals can be seen in correlation, while
the background can be seen as separated bands parallel to the axes.
We intended to enhance the scintillation signals even further by investigating
the effect of xenon and N2 - Xe mixture additives at various concentrations on
the scintillation of helium. It was realised at the start of these investigations that
adding xenon alone would not be of a great benefit using the XP2262 PMTs since the
dominant xenon scintillation emission is centred at ∼173 nm, a region beyond the
sensitivity of those PMTs. The aim of these investigations was to examine whether
adding xenon would maximise energy transfer efficiency from helium to nitrogen
molecules through dual energy transfer He⇒Xe⇒N2. Adopting the same apparatus
used during nitrogen investigation we tried various concentrations of xenon at the
optimum nitrogen concentration of 500 ppm and compared them with the same
concentrations of xenon alone in helium. This was not successful in boosting the
scintillation signals as can be seen in Fig. 2.19. In fact, adding 500 ppm of N2
trace appears to quench the scintillation signals in the N2 - Xe mixture in helium.
There could be “magic” ratios in which these gases are mixed, as can be concluded
from the work of Tornow [121]. However, at this stage we decided not to take
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Figure 2.18: Two-dimensional distribution of helium scintillation signals from two
perpendicular PMTs. The scintillation is produced from ∼5.4 MeV alpha particles
striking the helium gas pressurised at ∼0.9 MPa and with 500 ppm trace of N2. The
two lines parallel to the x and y axes are drawn to highlight the background.
these investigations any further since the conditions of the scintillation pulses with
500 ppm nitrogen and 1 MPa were satisfactory for an in-beam pilot measurement at
the MAX-lab tagged photon facility.
Pressure Effects
The desire to have a high density target in photo-nuclear experiments was briefly
discussed in Sec. 2.3.2. It was shown that the scintillation of helium is highly pres-
sure dependent due to the formation of different radiative species as the pressure
varies. The observed nitrogen emission at low concentrations in helium is directly
related to helium excitation, therefore, one would expect a complex pressure de-
pendence since the scintillation emission of both nitrogen and helium are pressure
dependent. This can be seen clearly in Fig. 2.15 which shows the effect of increasing
nitrogen partial pressure on the observed scintillation.
We studied the effect of increasing the total gas system pressure on the scintil-
lation signals at 1000 ppm of nitrogen. Fig. 2.20 shows the variation in scintillation
response as the pressure is raised from 0 to 1 MPa (maximum allowed pressure for the
MKII prototype). The pulse height appears to increase proportionally with pressure
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Figure 2.19: Helium scintillation response as a function of xenon concentration
(right column) and xenon-nitrogen mix (left column), to ∼5.4 MeV α particles at
∼0.9 MPa total constant pressure.
up to about 0.5 MPa but decreases slightly at double the pressure. This evidently
indicates a change in the dominant processes leading to scintillation. However an
exact explanation of the pulse shape behaviour as a function of pressure is difficult
due to the many dependencies involved in the process. One could roughly single
out two main processes responsible for this behaviour: helium pressure dependence
and the increased ionisation density as pressure increases. It is worth noting that
the pressure required to stop α particles entirely within the gas volume in the MKII
prototype was approximately 0.2 MPa.
All of these investigations were verified with the HGSAT MKIII cell and 241Am
α source prior to the experiment detailed in this thesis. The results were confirmed
to be the same as from the MKII prototype for all N2 concentrations and pressures
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Figure 2.20: Helium scintillation response as a function of the gas pressure, to
∼5.4 MeV α particles at constant nitrogen trace of 1000 ppm [33].
up to 1 MPa. However a reduction of roughly 15% in pulse height at 2 MPa com-
pared to that at 1 MPa was observed. This was most likely due to the nitrogen
quenching effect (see Sec. 2.3.3). On the other hand, the timing profile was found
to be improved approximately by the same percentage. The scintillation decay time
was found to be ∼25 ns at 2 MPa opposed to ∼30 ns at 1 MPa.
2.4.2 Geometry Modification and In-Beam Tests
The HGSAT was developed using the MKI [122] and MKII [123] prototypes. The
design was eventually finalised and the MKIII cell was built for the HGSAT used in
the measurement reported in this thesis. A schematic view of the gas-volume cell of
the two prototypes and the MKIII cell is displayed in Fig. 2.21.
The MKI was the first purpose-built prototype and was used in all of the initial
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Figure 2.21: A schematic view of (left to right): the MKIII cell, the MKII and the
MKI prototypes.
Figure 2.22: The MKII prototype. The beam entrance and exit carbon windows
were replaced by Al disks for all bench tests with 241Am α source.
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investigations with the wavelength shifter paint. The MKI prototype consists of a
pressurised gas-volume cell viewed by a single PMT type XP2020Q and operates at
maximum pressure of 1 MPa. The main body of the cell is 72 mm long × 58 mm
diameter machined from a solid aluminium block. Beam entrance and exit win-
dows are a 0.25 mm-thick, carbon-fibre, epoxy-resin composite and the scintillation
viewing window is 1 cm-thick, fused silica. Standard rubber O-rings and Al flanges
were used to provide the seal between the fused silica windows and the Al body.
In-beam tests with this prototype showed significant sensitivity of the PMT to non-
scintillation events such as Cˇerenkov light produced in the quartz optical windows
by relativistic electrons and direct electron interactions in the PMT electrodes. Nev-
ertheless, following the unsuccessful experience with the wavelength shifter paint the
prototype was found to be unusable.
Figure 2.23: Comparison between the scintillation response with and without 252Cf
source. Real scintillation signals can be seen in correlation between two perpendic-
ular PMTs, where the background can be seen as separated bands parallel to the
axes.
The MKII prototype was constructed in 1999 at Lund in conjunction with the
photo-nuclear group at MAX-lab. The dimensions and design of the MKII proto-
type is similar to that of the MKI prototype with a modification to the geometry
to house three extra PMTs. This was done in order to reduce the sensitivity to
interactions in the quartz windows by viewing correlated gas-scintillation signals in
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two perpendicular PMTs. This was found to be very effective in identifying real
scintillation events as can be seen in Fig. 2.18 and Fig. 2.23. The inside walls of the
main body were painted with a bright white paint consisting of titanium dioxide
pigment and a water soluble paint (EJ-510) [117]. The MKII prototype was used in
all of our investigations with nitrogen and xenon where the beam entrance and exit
carbon windows were replaced by Al disks. In-beam tests revealed that contribu-
tions from particles produced in the carbon-fibre windows of the prototype were also
detected along with 4He photodisintegration products and empty target-cell subtrac-
tions are not possible for an active target. Moreover, the prototype target thickness
of 13 mg/cm3 was adequate for total cross-section measurements, but rather thin
for coincidence, exclusive measurements that were planned to run in parallel to the
experiment detailed in this thesis. More details can be found in [33]. A photograph
of the MKII prototype is displayed in Fig. 2.22.
The construction of the MKIII cell was made in 2008 to overcome the drawbacks
of all of the previous prototypes. The beam entrance and exit windows were isolated
from the main HGSAT cells by two auxiliary cells so that signals from particles
produced in the entrance and exit windows are reduced. The outer carbon-fibre
windows were replaced by 0.5 mm thick beryllium which are stronger. The target
thickness was increased by a factor of 4 using a multi-cell design and a further factor
of 2 by increasing the operating pressure to 2 MPa. The cells are optically isolated
via thin aluminised mylar and are maintained at the same pressure by applying a
connecting aperture throughout the cells. Light collection efficiency was increased
by approximately 10% by machining truncated-cone shaped PMT viewing passages.
The HGSAT MKIII is shown schematically in Fig. 2.1 and construction and assembly
are described briefly in the following subsections.
2.4.3 Pilot Measurements at MAX-lab
Measurements with the MKII prototype were made at the pre-upgraded MAX-lab
tagged photon facility in May 2001. MAX I, operating in pulse stretcher mode
(see Sec. 3.4.2), delivered a ∼50% duty-factor, 93 MeV electron beam at a maximum
current of ∼50 nA. The photon beam was generated via a broad-band tagging spec-
trometer in the energy range of Eγ = 11 - 70 MeV. Experimental details including
the electronic setup and data acquisition are given in [33] and [124]. Preliminary
γ + 4He yield and HGSAT-Tagger coincidences obtained from the 2001 data are
shown in Fig. 2.25 [116]. A way of eliminating contributions from beam entrance
and exit carbon-fibre windows was to take data with single and triple-thickness beam
window to provide a basis to linearly extrapolate to zero window contribution (see
Fig. 2.25[left]).
The preliminary analysis of inclusive γ + 4He and exclusive 4He(γ, n)3He mea-
surements gave confidence that the active target technique will effectively yield cross
section measurement close to the two-body breakup threshold and is likely to achieve
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Figure 2.24: Experimental setup for the pilot measurements at the MAX-lab tagged
photon facility in May 2001 [123].
Figure 2.25: Left: Absolute yield measured with HGSAT (MKII) prototype. Right:
Tagger time spectra for 4 tagged photon energies [116].
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a high level of precision. Based on these grounds, measurement of the γ + 4He total
photoabsorption cross section using HGSAT was approved and construction of the
upgraded multi-cell HGSAT was given the go-ahead.
2.4.4 HGSAT Construction
The HGSAT was constructed at the workshops at the Kelvin building of the Univer-
sity of Glasgow over a one month period in September 2008, with the assistance of a
5 axis CNC (Computer Numerical Controlled) machine. The CAD (Computer-aided
design) drawings of the HGSAT were fed into a CAM (Computer-aided manufac-
turing) programme which generated a compatible code that operates the CNC. The
main cells were manufactured from 6 single blocks of solid aluminium alloy (6082-
T6), measuring 150×150×80 mm. Upon finishing the mechanical work, each cell
was washed several times with soapy water and cleaned with methanol and ace-
tone sequentially. The inside structure of each cell was polished, hand painted with
EJ-510 and then was left to dry for a period of one week at room temperature. A
photograph taken during the construction of one of the main cells of the HGSAT
can be seen in Fig. 2.26.
Figure 2.26: Construction of one of the main cells of the HGSAT using a 5 axis
CNC machine.
2.4.5 Seal Design
A leak-tight seal of the HGSAT operating at 2 MPa pressure was difficult to obtain.
Two different approaches were used to seal quartz to aluminium and aluminium
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Figure 2.27: The semi-trapped indium O-ring seal used in all of the quartz-
aluminium coupling.
to aluminium. Joined cells were sealed using a copper gasket pressed into a 1 mm
depth × 110 mm diameter double knife-edge machined around the beam entrance
and exit aperture of each cell. This approach was simple and proved very successful
in holding the pressure. A high purity 1 mm diameter indium O-ring was used to
seal the quartz optical windows to the HGSAT Al body. The seal design is shown in
Fig. 2.27 and is known as a “semi-trapped indium O-ring” seal. In this design the
indium is fixed in place via a V-groove but allowed to increase its contact area with
the quartz when the flange bolts are tightened. Quartz windows and mating surfaces
have to be exceptionally clean in order for this seal to work. Special treatment to
the indium O-rings as recommended by [125] was also required.
2.4.6 Photomultipliers (PMTs) and Voltage Dividers (VD)
The 18 PMTs used in the HGSAT are the XP2262 type manufactured by PHO-
TONIS [126]. These PMTs were selected from 40 new PMTs purchased in two
different batches. All of the PMTs were examined individually using a dark box, a
5 kHz nanoflash LED and one voltage divider (VD) base. Each PMT was connected
to a generic counter consisting of a discriminator and a scaler and was housed in
a µ-metal shield before it was placed in the dark box covered with a light-proof
cloth. The PMTs operating voltage was determined by adjusting the high voltage
(HV) in increments of 30 V, starting at the PMT “response voltage” and up to the
maximum value as suggested by the supplier ∼2050 V, and noting the count rate
which becomes relatively constant as the voltage is increased above the PMTs usual
operating range. The corresponding pulse form was observed in each step via a
high resolution digital oscilloscope. The pulse height versus HV measurements were
also used to crudely equalise the pulse height of the PMTs by registering the HV
required to give the average pulse height obtained. For dark noise measurements,
the nanoflash LED was switched off and the PMT to be tested was left to “cool
down” for ∼30 min. The dark noise rate was then simply measured by counting for
10 minutes. The PMTs were selected based on an optimisation between the PMT
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Figure 2.28: The pulse height and the dark noise rate obtained for all of the 40
tested PMTs operated at 1810 V. The up blue triangles show the selected PMTs.
The two green circles represent the PMTs which were kept aside as a back-up. These
two had slightly more dark current the the rest but were chosen since they came
from the same batch as most of the selected PMTs.
gain and the associated dark noise rate as can be seen in Fig. 2.28.
The VD needed to distribute the high voltage to each dynode in the PMT was
custom designed in Glasgow. The designed circuit consists of a series of 13 resis-
tors, 5 capacitors and 3 zener diodes. Different configurations were tested prior to
the experiment detailed here using a test XP2262B PMT and the same apparatus
employed for the PMTs testing mentioned above. The VD circuit was optimised
for the maximum pulse height and minimum pulse shape variation with amplitude.
The VD circuit is shown in Fig. 2.29.
2.4.7 Full Assembly and Integration
The assembly of the HGSAT involved bolting the 6 cells together with copper gaskets
and∼5µm thick mylar foils, held by two thin aluminium frames, in between. Indium
was treated and cleaned according to [125] and then cut in a pre-specified purpose-
made groove, pressing the two ends of the indium wire against each other to make
the joint. The indium O-ring would then be placed in a V-groove at the bottom
of each quartz-window recess stepping. Two 1 mm thick Teflon washers were used
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Figure 2.29: PMT voltage divider (VD) circuit diagram.
at the top of each quartz window to prevent the quartz window from coming into
direct contact with the flange which could produce a localized area of high stress.
The assembly concluded by fitting four XP2262B Photonis PMTs to each cell using
standard optical grease. A µ-metal shield was then fitted to each of the PMTs
to reduce the effect of stray magnetic fields. The µ-metal is held in place by two
springs. Fig. 2.30 shows the fully assembled HGSAT under vacuum and ready to be
filled with the gas mixture just before the experiment.
Figure 2.30: The fully assembled HGSAT under vacuum and ready to be filled with
the gas mixture before the experiment.
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Experimental Details
3.1 Overview
The total γ + 4He cross-section measurement detailed in this thesis was performed
using the Helium Gas-Scintillator Active Target (HGSAT) (see Ch. 2). This mea-
surement required access to monochromatic photons with a relatively low energy,
ranging from just below the breakup threshold (∼ 20 MeV) up to the pion produc-
tion threshold. Such a photon beam may be generated by a variety of techniques,
with two of the most common methods being either by means of bremsstrahlung
radiation or Compton back-scattering techniques through specialised electron accel-
erators. Many of these accelerators are located within different research facilities
worldwide, however only a limited number of these facilities are capable of delivering
photons in the required energy range due to the nature of the research conducted
at these facilities and technical limitations. Prominent among these facilities are
the MAX-lab tagged photon facility in Sweden [127], Laser Compton backscatter-
ing (LCS) at the National Institute of Advanced Industrial Science and Technology
(AIST) in Japan [128] and the High Intensity Gamma-Ray Source (HIgS) in the
USA [129].
The Glasgow NPE group has been involved for many years in a collaboration
with the Photonuclear Physics group at the University of Lund in Sweden. That led
to a series of successful experiments for a variety of measurements, such as those on
the (γ, n) reaction in light nuclei by Akkurt et al. in 1998 [130], on the 4He(γ, n)3He
reaction by Nilsson et al. in 2003 [29] and on differential photoneutron cross-sections
for neutron dosimetry by Reiter et al. in 2004 [131]. These measurements were all
made using the MAX-lab facility where tagged-photon energies from ∼ 10−80 MeV
were available [29]. Details of other measurements conducted at MAX-lab can be
found on their website [127]. The experiment presented here is the latest and not
the last in this collaboration and was carried out over a period of four weeks between
March and September 2009 at the upgraded (see Sec. 3.3) MAX-lab tagged photon
facility.
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The total γ + 4He cross-section as a function of photon energy (Eγ) is given by
the following equation:
σ(Eγ) =
Yx(Eγ)
εx(Eγ)εtagg(Eγ)εs(Eγ)Ne(Eγ)NAρt/mHe
(3.1)
where Yx(Eγ) is the reaction yield, εx(Eγ) is the HGSAT detection efficiency, εtagg(Eγ)
is the tagging efficiency, εs(Eγ) is the tagger stolen coincidence correction, Ne is
the number of electrons counted in the focal plane (FP) detector corresponding to
photon energy (Eγ), NA is Avogadro’s constant (mole
−1), ρ is the target density
(g.cm−3), t is the thickness of gas in the path of the photon beam (cm) and mHe is
4He atomic mass (g.mole−1). The product of Ne . εtagg defines the number of incident
photons on the target (Nγ).
This chapter focuses on the details of that experiment and covers a brief overview
of the MAX-lab tagged photon facility and its accelerator system, the photon tag-
ging system and the principle of tagging, along with a detailed description of the
detectors used in the experiment and concludes with an explanation of the asso-
ciated electronic set-up and Data Acquisition system (DAQ). A summary of the
experimental runs is also given at the end.
3.2 Bremsstrahlung Tagging
In the photon tagging technique the bremsstrahlung electron energy is measured to
obtain the energy of the corresponding bremsstrahlung photon. The photon is said
to be “tagged” by the electron. The earliest utilisation of the tagging technique to
produce photons of known energy was reported by J. W. Weil and B. D. McDaniel in
1953 [132] who produced photons of ∼ 200 MeV for proton photoproduction studies
using a single tagging counter and a target inside a 310 MeV synchrotron. Despite
the difficulties and the unenthusiastic evaluation [132], the technique hugely inspired
many experimentalists at the time and it was adopted for different experiments
using single tagging counters [133–135]. Later in 1964, Caldwell et. al. developed
the first multi-tagging counter, a 19 counter hodoscope, to produce 2 to 5 GeV
tagged photons using a positron beam and a radiator buried inside the tagging
magnet [136]. In the following years the apparatus used for the tagging technique
continued to improve [137–139] and since the development of high duty-cycle electron
accelerators in the late 1970’s and early 1980’s, tagging of bremsstrahlung photons
has become one of the most successful techniques for producing photons of known
energy [4]. The concept is well understood and the apparatus is fully developed and
it is being routinely used in various photonuclear experiments.
3.2.1 Photon Tagging and Coincidence Measurements
The concept of the bremsstrahlung tagging technique is straightforward. A beam
of monoenergetic electrons with energy (Ee) generated through an accelerator sys-
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tem is directed onto a thin metal foil radiator, a small fraction of the electrons are
decelerated by the radiator nuclei generating photons (Eγ) in the forward direction
via the bremsstrahlung process. The energy transferred to the radiator nuclei is
negligible [140].
Since the radiator is very thin, the majority of the incident electrons pass through
the radiator almost undisturbed and are deflected directly by a magnet into a beam
dump, while the corresponding bremsstrahlung electrons (Ee′ ) are deflected to an
array of detectors known as the “focal plane” array where they are detected and
counted via scalers. The position where the bremsstrahlung electron hit the focal
plane array is determined by its momentum, thus the electron energy is identified
from the hit position in the array. That produces a signal that announces the
production of a photon with energy (Eγ):
Eγ = Ee − Ee′ (3.2)
The photon beam is collimated and directed towards the target in the experimental
area causing a photo-induced reaction that yields a signal triggered by the detection
of one or more reaction products in the experimental detector. The time coincidence
between the bremsstrahlung electron signal and the reaction signal indicates that the
observed reaction was caused by a photon of energy (Eγ). Practically, this is done
by connecting each detector of the focal plane array and, the experimental detector
to a time-to-digital converter (TDC) module that measures the time difference be-
tween the arrival of the experimental detector signals and an electron detected in
the corresponding focal plane detector. The resultant TDC spectrum of this time
difference consists of a peak representing true coincidences superimposed on a back-
ground of random coincidences between uncorrelated bremsstrahlung electrons and
the experimental detector signals. The yield of the photo-induced reaction is then
simply determined by integrating number of events under the true coincidence peak
after background subtraction for each of the TDC spectra. A schematic diagram of
the bremsstrahlung tagging technique and coincidence measurement is illustrated in
Fig. 3.1.
3.3 MAX-lab Tagged Photon Facility
MAX-lab is a high-energy electron and synchrotron radiation source based in Lund,
southern Sweden. It is a Swedish National Laboratory for research, operated by
Lund University under a contractual agreement with the Swedish Research Council
(Vetenskapsr˚adet, VR) [141]. The name “MAX” comes from the days when the
laboratory utilised a Microtron and a storage ring for X-ray and tagged photons in
the early 1980’s, that is Microtron Accelerators for X-Rays [142]. The microtron is
no longer being used and it was replaced with a new injector in 2004 consisting of
an electron gun and two linear accelerators (LINAC). As well as for Nuclear Physics
research, MAX-lab is being used in two other discrete research areas: Accelerator
Physics, and Synchrotron Radiation applications. As a result, the time at the facility
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Figure 3.1: Schematic diagram of the bremsstrahlung tagging technique [4].
is shared between groups working within these three fields. In total, eighteen weeks
of beam time were used for the Photo-nuclear Physics programme during 2009 [141],
four of these weeks were dedicated exclusively to this experiment between March
and September.
MAX-lab runs three main accelerators- a 550 MeV storage/pulse-stretcher ring
MAX I commissioned in 1986, and two third-generation electron-storage rings 1.5 GeV
MAX II and 700 MeV MAX III commissioned in 1997 and 2008 respectively. These
three rings, with MAX I being in storage mode, are used to produce synchrotron
radiation for research in the UV, VUV and soft X-ray regions using various spec-
troscopic techniques. Only MAX I, in pulse-stretcher mode, is part of the tagged
photon facility at MAX-lab and used for experiments relating to nuclear physics.
Thus, details on MAX II and MAX III will not be discussed here and the reader is
advised to refer to Refs [143] and [144] for more details of those rings while, addi-
tional information on the facility can be found in Refs [127] and [141].
The Tagged Photon facility at MAX-lab comprises of the Accelerator system
where the electron beam is generated and made suitable to use for photo-nuclear
physics experiments, beam transportation system and the Tagging system located
in the basement where the tagging process takes place. The facility was upgraded
in connection with the construction of MAX III in 2004. The upgrade included
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Figure 3.2: An overview of the MAX-lab facility showing the MAX I,II and III
rings [141]. MAX I is zoomed in to show the Nuclear physics area located in the
basement [29].
an installation of a new injector that increased the injected electron energy from
140 MeV to 250 MeV. The nuclear physics experimental hall was also enlarged to
allow more space for larger detection systems and longer flight paths for time-of-
flight measurements. A new achromatic beamline was installed together with the
tagging spectrometers formerly used at the Saskatchewan Accelerator Laboratory
(SAL). The first stretched beam after the upgrade completion was delivered in May
2006. Since then the tagging facility and the MAX I stretcher ring have been used
for photo-nuclear experiments with a high degree of precision and the efforts are
pursued within an international collaboration with around fifty members [145]. An
overview of MAX-lab showing the MAX I,II and III rings as well as a zoomed view
of MAX I and the nuclear physics area are shown in Fig. 3.2. The following sections
focus on the details of the tagged photon facility components and their method of
operation.
3.4 Accelerator System
The accelerator system utilised for this experiment consists of a 250 MeV electron
injector (the MAX injector) and the MAX I ring running in pulse-stretcher mode.
A detailed description of the MAX injector can be found in Ref. [146] while details
on MAX I can be found in [147] and [148]. Thus, only a brief overview is given in
the next few sections.
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3.4.1 MAX Injector
The MAX injector is used to feed electrons to MAX I as well as to the other two
rings and to the Free Electron Laser (FEL) experiment set-up inside the ring of
MAX II [127]. Electrons are emitted initially in short pulses (∼ 3 ps wide [146])
from a BaO cathode via a 3 GHz thermionic RF-gun and pre-accelerated to approx-
imately 1.6 MeV [149]. A solenoid magnet at the gun exit is used to compensate for
the defocusing caused by space charge effects and the electron beam is treated in
a double bend achromat (DBA) structure containing two 60◦ bending magnets and
five quadrupoles to filter out low energy electrons (an undesirable effect associated
with all thermionic guns), that results in a 50% reduction of the gun output [150].
Upon leaving the gun, the electrons are further accelerated by two 5.2 m linear ac-
celerators (LINACs) each having an energy gain of up to 100 MeV with 125 MeV
maximum. It is at the LINACs where the final electron beam energy delivered to the
nuclear physics area is determined. In this experiment, two electron beam energies
were used, 142.9 MeV in March and 164 MeV in September of 2009 that produced
tagged photon beams an with energy range of 12.7− 60.5 MeV and 13.7− 68.8 MeV
respectively [141].
The electron beam leaves the MAX Injector in pulses of approximately 150 ns
width and at a repetitive rate of 10 Hz thus a duty factor1of ∼ 1.5 × 10−4%. The
beam is then injected through the beamline to the Pulse-Stretcher Ring (MAX I)
situated above the injector via a Lambertson injection septum [152].
3.4.2 Pulse-Stretcher Ring MAX I
The need for a stretcher ring comes from the fact that high intensity pulsed beam
coming directly from the injector is not suited to carry out photo-nuclear physics
experiments where cross-sections for the reactions are very low. A beam with such
extremely poor duty factor would not only saturate the data acquisition system,
tremendously increase data processing dead time and make the real to random ra-
tion too poor, but would also result in bad statistics and poor data quality. The
pulse stretcher ring is therefore used to improve the duty factor by converting the
injector pulsed beam into a semi continuous-wave (CW) form.
The Lambertson septum magnet bends the incoming beam 30◦ in the vertical
plane until it enters parallel to the stretcher ring MAX I median plane and is cap-
tured in the ring orbit with the aid of the injection kicker and a 500 MHz RF cavity
to compensate for the energy losses by synchrotron radiation [148]. The injection
1Duty factor in its general definition is the ratio of the pulse duration to its repetition time.
The term is commonly used in accelerator physics to describe how continuous an accelerator pulsed
beam is. That is the fraction of time that particles actually strike a particular target [151]. As
an example, if an electron beam with a 50% duty factor strikes a particular target for a specific
period of time, electrons in that beam will only hit the target half of the time the beam is present.
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of a ∼150 ns pulse is done over two turns in the MAX I ring which has a ring cir-
cumference of 32.4 m, corresponding to 108 ns flight time for relativistic electrons.
Since the pulse width is not exactly 150 ns but oscillates between 100 and 200 ns,
uneven filling of the ring occurs resulting in some modulation of the stretched beam
by the revolution frequency of the ring [153]. The ring current recorded during the
experiment varied between 5 mA to 20 mA [154] depending on the machine status,
operation conditions and the type of measurement.
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Figure 3.3: An uneven filling of the MAX I ring and the 3 MHz extraction RF-Kicker
cause modulation to the stretched beam, the ∼108 ns and the ∼330 ns structures
in the stretched beam time profile respectively. The ∼2 ns period caused by the
500 MHz accelerating cavity requires higher timing resolution to be observed. The
plot also shows the γ + 4He true coincidences peak at around 1200 TDC channel
(see Ch. 5).
Once the injection to MAX I is completed, the electrons are then driven towards
the third betatron resonance by a RF-kicker that is operated at the same resonance
frequency and slowly extracted by the extraction magnets over a 100 ms period,
that is until the next pulse from the injector arrives. Extracting the beam this way
improves the duty factor by a factor of ∼ 105, and in perfect conditions a duty
factor of 100% is possible, but due to the synchrotron losses and other accelerator
related factors (beyond the scope of this thesis), the duty factor currently achieved
at MAX-lab is in the range of 40−80% [155]. The extracted beam is then bent down
30◦ by the magnetic septum and directed to the nuclear physics experimental hall
located in the basement where it is bent back into the horizontal plane. Finally, the
beam is guided toward the tagging spectrometers by a further 50◦ bend in the same
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horizontal plane. The stretched beam current was about 15 nA on average during
this experiment [154].
The 500 MHz accelerating cavity and the 3 MHz extraction RF-Kicker both cause
a further modulation to the stretched beam due to their operating frequency. That
results in clear 2 ns and 330 ns structures in the stretched beam time profile. These
effects, along with the one caused by the uneven filling of the ring mentioned earlier
(see Fig. 3.3), will have a direct impact on the experiment data analysis as will be
shown in the next chapter.
3.5 The Bremsstrahlung Tagging System
The tagging system at MAX-lab (Fig. 3.4) is used to produce bremsstrahlung pho-
tons solely for nuclear physics experiments. The main component of the tagging
system is the Tagging Spectrometer, “the Tagger”, which is composed of the spec-
trometer magnet and the Focal Plane (FP) hodoscope. The tagger spectrometer
is used to measure the energy of photons in a bremsstrahlung spectrum, as will
be described in the next few sections. There are two tagging spectrometers cur-
rently being used at MAX-lab tagged photon facility. The so-called Main Tagger
(MT) which covers a wide range of photon energies corresponding to ∼ 10− 70% of
the incoming electron beam energy, and the End point Tagger (ET) with ∼30 MeV
tagged range which is used to tag photons as close as 10 MeV from the endpoint of
the bremsstrahlung spectrum [156]. As only one tagger system can be used at a time
for any experiment the same focal plane hodoscope is used for both systems. For
this work, the main tagger was used for its broad energy range coverage. The two
tagging spectrometers, along with their focal plane hodoscope, were designed and
used at the Saskatchewan Accelerator Laboratory (SAL) during the 1990’s. After
its closure in 1999, the two tagging spectrometers were taken to MAX-lab. Full
technical details of the main tagger can be found in Ref. [157].
3.5.1 The Spectrometer Magnet
The Main Tagger (MT) magnet is a large clam-shell dipole magnet with a large
momentum acceptance covering ±40% of the central momentum (P 0), which has a
maximum value of 200 MeV at 1.25 Tesla and bend angle of 110◦. The magnet is
used to steer the primary non-interacting electron beam toward an external movable
dump magnet where the beam is dumped into a Faraday cup [155], and to focus the
post-bremsstrahlung electrons outside the magnetic field at the magnet exit into a
vertical plane known as the tagger focal plane where the electrons are momentum
analysed in the focal plane hodoscope. The focal plane is flat over the range of
0.8 P0 to 1.4 P0 but curved over the range 0.6 P0 to 0.8 P0.
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Figure 3.4: A schematic of the tagging system.
3.5.2 The Focal Plane (FP) Hodoscope
The focal plane hodoscope is an array of 63 scintillation counters arranged in two
overlapping rows with 31 counters in the front row and 32 in the back. Each scintil-
lation counter consists of a 3 mm thick 25×50 mm plastic scintillator connected to a
Philips XP1911 photomultiplier tube via a Lucite light-guide. The overlapping area
between the two rows is adjustable depending on user requirements. The need for
this overlapping arises because demanding a coincidence between the signals of two
scintillators can effectively suppress background and improve the energy resolution.
In this experiment, the overlap was 50% of the scintillators’s width in the projection
perpendicular to the trajectories of electrons exiting the dipole as shown in Fig. 3.5.
Each overlapping section represents a tagger channel with ∼ 850 keV energy resolu-
tion (∆Eγ). A tagged electron hit is generated by coincident hits in two overlapping
scintillators, thus the full focal plane hodoscope has 64 coincidence tagging channels
in total. The focal plane hodoscope is positioned next to the tagger magnet exit
window where post-bremsstrahlung electrons are detected. Since the focal plane
hodoscope covers only a portion of the bremsstrahlung spectrum of ∼ 48− 55 MeV
tagging range known as the “tagger bite”, for a typical incident electron beam en-
ergy of 145 MeV, the focal plane hodoscope must be shifted along the focal plane
in order to get the full energy coverage. This procedure was not necessary in this
experiment as the tagged energy range provided by a fixed focal plane hodoscope
was ∼ 12− 61 MeV which is sufficient for this experiment. The electron count rate
of the focal plane was in the range of 1 to 2.5 MHz per channel [154] constrained by
rate limitations of the XP1911 PMTs used.
3.5.3 Photon Tagging
The stretched electron beam (see Sec. 3.4.2) directed toward the tagging system
strikes a thin metal foil radiator upstream of the tagging spectrometer delivering
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Figure 3.5: The focal plane hodoscope is shown next to the main tagger. Up left:
The detector array and support structure [158]. Up right: The focal plane hodoscope
is positioned in a defined place for the selected tagger bite of the bremsstrahlung
spectrum. Bottom: The staggered scintillators arrangement [158].
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bremsstrahlung photons, approximately within a cone half-angle of
θγ ≈ 1
Ee/me
(3.3)
where me and Ee are the electron rest mass and beam energy respectively. During
this experiment a 50µm thick aluminium foil radiator was used. For such a thin ra-
diator, slightly less than 0.1% of incident electrons produce bremsstrahlung photons
with a corresponding opening angle of ∼3.6 and 3.1 mrad for an incident electron
energy of 142.9 and 164.8 MeV respectively. The radiator products, both post-
bremsstrahlung electrons and bremsstrahlung photons as well as primary non in-
teracting electrons, enter the MT spectrometer. The primary non-interacting beam
is steered directly into a well-shielded2 Faraday cup of the beam dump with the
aid of an external dump magnet allowing the beam current to be monitored. The
post-bremsstrahlung electrons with momenta within the momentum acceptance of
the tagger magnet are bent via the tagger magnetic field towards the focal plane
hodoscope. The position of the electron hit along the focal plane is directly related
to its momentum. For a given tagger setting, the momentum of the electron may
be related to the hit position on the focal plane by the following relation [153]:
wi = axi
5 − bxi4 + cxi3 + dxi2 + exi − f (3.4)
Where wi is the fraction of the electron beam energy associated with the tagger
channel i, xi is the central position of the tagger channel i along the focal plane and
a, b, c, d, e, and f are constants specific to the main tagger:
a = −9× 10−10, b = −2× 10−8,
c = 4× 10−6, d = 1.3× 10−3,
e = 6.4× 10−1, f = −6× 10−4,
The post-bremsstrahlung electron energy at the centre of the tagger (E0) for a
given electron beam is then given by the following relation [159]:
E0 = 198.6419
Ee
S
(3.5)
where S is a number indicating the setting of the dump magnet (S = 345 for both
March and September 2009 experimental runs) and Ee is the incident electron beam
energy. Thus, the bremsstrahlung photon energy corresponding to each tagger chan-
nel (Eγ(i)) is then calculated using the following equation which is identical to equa-
tion 3.2:
Eγ(i) = Ee − wi × E0 (3.6)
The photon beam passes through the tagging spectrometer unaffected by the mag-
netic field of the tagger magnet and enters into the experimental hall through a
2To reduce the beam dependent background in the experimental hall by absorbing photons and
neutrons produced by interactions of the energetic electrons.
62
3.5. The Bremsstrahlung Tagging System
4.5 mm diameter collimator 1828 mm downstream of the bremsstrahlung radiator.
The usage of the collimator was necessary to ensure the photon beam spot is kept
within the 25 mm diameter of the entrance/exit windows. The fraction of photons
α(ψ) remaining after collimation is roughly given by the following relation [131]:
α(ψ) =
∫ ψ
0
dσ(brem)
dΩ∫ pi
0
dσ(brem)
dΩ
dθ =
1
1 + (θγ/ψ)2
(3.7)
where ψ is the opening angle of the bremsstrahlung photons at the target entrance
and dσ(brem)/dΩ is the angular distribution. For the given radiator-collimator-target
distances (see Fig. 4.17) the angle (ψ) was ∼ 1.1 mrad giving a beam spot of ∼9 mm
on the target, thus the fraction of photons expected to reach the target after colli-
mation is approximately 8.5% and 11% for the 142.9 and 164.8 MeV electron beam
energy respectively.
During the two runs of this experiment, the photon beam was available Tuesday
morning through Monday morning the following week with some interruptions in
between due to a variety of machine operation problems, see Ref. [154] for more
details. In addition, there were two breaks a day to allow for filling the two storage
rings MAX II and MAX III. In an average week, ∼ 120 hours of stretched beam is
delivered to the nuclear physics area [156].
3.5.4 The Tagged Photon Beam
The energy distribution of bremsstrahlung photons is continuous, ranging from zero
and up to the end-point energy3 [140]. During this experiment, 142.9 MeV and
164.8 MeV incident electron beams were used in March and September of 2009 re-
spectively. The difference in energy was due to machine operation factors and was
of no significance to the experiment.
The bremsstrahlung photon distribution for an incident electron beam energy of
164.8 MeV striking a 50µm Al radiator and the tagged photon regions are shown in
Fig. 3.6. The spectrum was calculated using the equations in Ref. [160], implemented
by Ref. [153] and re-written in C++ by the author. The bremsstrahlung photon
distribution for 142.9 MeV electron beam is similar to that of 164.8 MeV but with a
different end-point value and with a slightly different tagged photon region.
3.5.5 Tagging Efficiency Measurement
The number of tagged photons inducing reactions in the experimental target is
related to the sum of post-bremsstrahlung electrons detected in the focal plane
hodoscope for each tagger channel i. Practically, the photon flux is reduced by a
certain factor due to the use of the collimator downstream of the radiator to ensure
3End-point energy is the energy of the incident electron beam (Ee).
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Figure 3.6: The bremsstrahlung distribution using the 50µm Al radiator and a
164.8 MeV electron beam energy, with the tagged-photon energy range for this ex-
periment highlighted in red for the 142.9 MeV electron beam energy and the dashed
blue area for the 164.8 MeV electron beam.
the beam spot is kept within the target. The losses in the photon flux must be taken
into account for precise cross-section measurement. This is done experimentally by
the measuring the so-called “tagging efficiency (εtagg)”, which for each tagger channel
i is defined as follows:
εtagg(i) =
Nγ(i)
N e′ (i)
(3.8)
where Nγ(i) is the number of tagged photons after collimation counted in coincidence
and Ne′ (i) is the total number of electrons counted in focal plane hodoscope element i.
Tagging efficiency measurement has became a common practice in almost all pho-
tonuclear experiments to determine the number of tagged photons passing through
the target, which is needed to normalise the cross-section as will be discussed
in Ch. 5. The measurement was done with the aid of a lead/scintillating fibre
(Pb/SciFi) detector [161], known as the “Spaghetti” detector, placed directly in the
photon beam line downstream of the target to measure the total number of tagged
photons passing through the target after collimation (Nγ). As the name implies,
the detector is made of a uniform array of plastic scintillating fibres embedded in
lead alloy and has ∼100% photon detection efficiency and good timing characteris-
tics. It was originally developed for use in the CERN Low-Energy Antiproton Ring
(LEAR). Full technical details of the detector can be found in Ref. [161]. Tagging
efficiency depends on the collimator diameter and how far it is positioned from the
radiator, the incident electron beam energy, and how well the target and the beam
are aligned along the collimator axis. It also depends slightly on the photon energy
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Figure 3.7: Schematic illustration of the set-up for the tagging efficiency measure-
ment. The TDCs are stopped after suitable delay [29].
since it is directly related to the photon opening angle. Tagged photons with higher
energy have a smaller opening angle minimising the probability of being terminated
in the collimator, and vice-versa. This energy dependence means there are different
values of tagging efficiency εtagg(i) for each of the 64 tagger channels and they must
be measured individually.
The layout of the experimental set-up for the tagging efficiency measurement is
displayed in Fig. 3.7. The measurement is based on the coincidence technique (see
Sec. 3.2.1), where the tagged photon is detected in coincidence with corresponding
post- bremsstrahlung electron. During the measurement, the electron beam intensity
was reduced to about 5×10−3% of the normal beam intensity to avoid pile-up in the
Pb/SciFi detector and to greatly reduce random coincidences normally associated
with high beam intensities. Two trigger methods were used for each set of tagging
efficiency runs:
 The focal-plane OR trigger, where a signal from any of the focal plane ho-
doscope detectors is used to trigger the data acquisition system (DAQ) and
to generate the QDC (Charge-to-Digital Converter) gate for the Pb/SciFi de-
tector. For each tagger channel i, the tagging efficiency εtagg(i) is the ratio
of real (above pedestal) to total counts in the corresponding Pb/SciFi QDC
spectrum.
 The Pb/SciFi detector trigger, where a signal from the Pb/SciFi detector trig-
gers the DAQ and starts tagger-Pb/SciFi coincidence TDC (Time-to-Digital
Converter). The TDC is stopped by a delayed signal generated by the corre-
sponding electron hit in a particular tagger channel i. The number of counts
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Figure 3.8: Left: The prompt peak in TDC spectrum obtained in a typical tag-
ging efficiency measurement. The time resolution, obtained from a Gaussian fit,
is ∼1.7 ns. Right: The QDC spectrum obtained from one of the tagging efficiency
measurements.
in the TDC(i) coincidence peak corresponds to the number of tagged photons
reaching the target since the Pb/SciFi detector is a ∼100% efficient. Thus,
the ratio of TDC(i) coincidence peak counts to focal plane scaler counts for
each tagger channel i gives the tagging efficiency εtagg(i). This method requires
runs with beam switched off to correct for background scaler rates.
Tagging efficiency measurements were performed twice daily on average, normally
after each of the two injections of MAX II and MAX III which stops the electron
beam delivered to the nuclear physics area. The Pb/SciFi detector was placed away
from the photon beam line at the end of each run to protect the detector from high
intensity beam used during normal data production runs.
3.6 Experimental Set-Up
The γ+4He total photoabsorption cross-section measurement reported in this thesis
made use of MAX-lab tagged photon facility over 4 weeks of beamtime in 2009. The
experiment was performed using the helium gas-scintillator active target (HGSAT)
and 12 external neutron detectors arranged in three groups of four to investi-
gate 4He(γ, n3He) differential cross-section. Additionally, two big sodium iodide
doped with thallium “NaI(Tl)” detectors were used to look for Compton scatter-
ing 4He(γ, γ‘). A plan view of the experimental layout is shown in Fig. 3.9 and a
description of the apparatus is given in the following sections.
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Figure 3.9: Floor plan of HGSAT set-up (unscaled), showing the in-beam target, NaI
detectors and the Nordball liquid scintillators in the experimental-hall. Drawings of
the tagging system and the Nordballs are made by J. R. M. Annand [162].
3.6.1 The Helium-Gas Scintillator Active Target (HGSAT)
The HGSAT (Figs. 3.10 and 3.11) consists of a 2 MPa4 pressurised gas volume of
research-grade helium-4 and a trace of ∼500ppm nitrogen acts as a wavelength
shifter. The volume is contained in four identical aluminium-alloy cells bolted to-
Figure 3.10: View of the multi-cell HGSAT before the photomultipliers tubes were
connected. Figure courtesy J. R. M. Annand.
42 MPa = ∼19.74 atm (atmosphere).
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gether with copper gaskets in between to provide the seal. A 5 mm diameter aperture
connecting the four cells was made to maintain equal pressure throughout the tar-
get. The pressure of the gas target was constantly monitored by a pressure sensor
attached to one of the target cells. Readings were recorded every 10 minutes over
the experiment running period which allowed a continuous monitor of the target
density (ρ). Measured day/night temperature fluctuations of around 4 ◦C in the
experimental hall led to ∼10 kPa pressure fluctuations over the experimental run
period. A small leak occurred at the quartz-aluminium coupling and resulted in a
pressure loss of slightly less than 10% over the three weeks run period in March 2009
and ∼0.7% for the one week run in September of the same year as can be seen in
Fig. 3.13. A detailed description of the HGSAT design, construction, and how it
works is given in Ch. 2.
The HGSAT was placed on the photon beamline 3873 mm downstream of the
bremsstrahlung radiator. The 4.5 mm diameter collimator was used to suit the
25 mm diameter of the entrance/exit windows.
Figure 3.11: The fully assembled in beam HGSAT with all cabling and PMTs fitted,
the Go¨ttingen NaI detector can also be seen right of the target.
3.6.2 Gas-Handling System
A gas-handling system was used to fill helium gas into the HGSAT cells and add
a 500 ppm trace of nitrogen in order to shift the scintillation wavelength to the
detectable region of the PMT’s. The gas-handling system is shown schematically in
Fig. 3.12. It consisted of two research-grade gas bottles of nitrogen and helium with
their specific gas regulators, three high pressure valves, five Edwards vacuum valves,
a PRL-10 Pirani vacuum sensor, a 5 bar Balzer pressure sensor, a 50 bar Balzer high
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Figure 3.12: A schematic drawing of gas-handling system used to during the exper-
iment.
pressure sensor and a regular rotary pump. Standard rubber O-rings were used in
all connecting joints. The system was designed in such a way as to ensure precise
control of a small volume of gas and to withstand the operating pressure of 2 MPa.
The two Balzer pressure sensors were calibrated one week before the experiment with
the aid of the reference guide supplied by the manufacturer. For the pressurised
volume preparation, the HGSAT and the gas-handling system were pumped down
to slightly less than 0.2 Pa monitored by the Pirani vacuum sensor5. During the
process, the helium and nitrogen feeds (I)(D) and (H)(F) were evacuated and then
re-pressurised to 300 kPa. The (D) and (F) valves were then half-opened separately
for 45 seconds each to allow the gas to flow in while the system is evacuating. This
“flushing” procedure was necessary to remove residual air6 from the system. To
obtain the 500 ppm trace of nitrogen, an initial 1 MPa (p1) of nitrogen is allowed in
(A)(B)(E)(D) highlighted as circuit I in Fig. 3.12 and then let it to flow into circuit
II. When the gas was settled, the pressure in circuit I and II (p2) was measured
and the gas volume ratio in circuit I to that in circuit II is determined according to
Boyle’s law:
p1V1 = p2V2 (3.9)
where p1 and p2 denotes the pressure of circuit I and II, V1 and V2 denotes the
volume of the gas before and after it expanded to circuit II. Since the V1/V2 ratio
is constant, the pressure required to give 500 ppm of nitrogen in the system can
5The process takes approximately 12 hours to reach the highest possible vacuum quality achieved
by the rotary pump used.
6Oxygen is well known for its strong quenching effect on scintillations
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Figure 3.13: The pressure performance of the HGSAT during the experimental run
period of March (left) and September (right) of 2009. A small leak at the quartz-
aluminium coupling resulted in a pressure drop of ∼9% and ∼0.7% in March and
September run periods respectively.
be calculated and allowed into circuit I and then let into the system. In this ex-
periment, the calculated partial nitrogen pressure was 61.5 kPa. The pressure was
monitored while the gas was flowing into circuit II and was confirmed to be 1 kPa af-
ter it was fully settled. Helium was then allowed slowly into the system with the rate
of ∼1 kPa/s up to the total system pressure of 2 MPa at a room temperature of 21◦C.
The gas filling process took place in the small user room outside the experimental
hall. When the gas-filling process was completed, the target was decoupled from
the gas-handling system and was carefully transported to the experimental hall.
3.6.3 Nordball Array
An array of neutron detectors known as the “Nordball array” was placed around
the HGSAT to detect neutrons coincident with charged recoils in the target. The
detectors were originally developed and built for the Nordball detection system [163]
at Chalmers University of Technology in Go¨teborg, Sweden [164]. The array consists
of five pentagon and seven hexagon shaped detectors filled with BC-501 organic
liquid scintillator. The scintillator responds differently according to the ionisation
density of the interacting particle. Pulses generated by recoiling protons have a
relatively larger slow component compared to those generated by electrons, thus,
neutrons can be identified against electron and photon background in the experiment
if a pulse shape discrimination method is employed. The BC-501 scintillator is held
in a 2 mm stainless steel container with a glass window occupying one of its six
sides and all other surfaces are internally coated with white reflector paint. The
hexagonal detectors have a detection radius of 8.4 cm and carry 3.33 litres of liquid
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scintillator, while the radius of the pentagonal detectors is 7.0 cm and they carry
2.57 litres. Both detectors have a thickness of 160 mm. A Philips 5” photomultiplier
XP2041 is coupled to the glass window of the container and fitted with a µ-metal
shield. The PMT and its voltage-divider are housed in a plastic cover and the whole
detector is mounted on an aluminium frame. The two different shapes were built in
order to form a 2pi geometrical coverage around a target when they were previously
used as a neutron filter for the Nordball project [163] which is not related to this
experiment. The Nordball array is capable of detecting neutrons of energies as low
as 1 MeV kinetic energy. Schematic drawings of the two different shapes of the
Nordball array detectors are shown in Fig. 3.14. Details on the performance and
efficiency of the Nordball array is well documented and can be found in the work
done by Reiter [131], Navirian [165] and Karlsson [166].
160 mm160 mm
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LIQUID SCINTILLATOR
BC−501
LIQUID SCINTILLATOR
BC−501 (2.57 L)
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PM−Tube
HEXAGON SHAPEDPENTAGON SHAPED
Figure 3.14: Schematic drawings of the hexagon and pentagon shaped liquid scin-
tillator detectors.
The Nordball array was segmented into three clusters of four detectors arranged
in two rows. The array was placed at a flight path of 150 cm from the target and at
angles of 30◦, 60◦ and 90◦ with respect to the incoming photon beam. Two clusters
were constructed of three hexagonal and one pentagonal detectors while the third
cluster was made of three pentagonal and one hexagonal detectors. The array was
placed so that the centre row was at the same height as the incoming photon beam.
The Nordball PMT anode signals were used to trigger the DAQ system during
Nordball calibration measurements but were not included in the trigger during data
production.
3.6.4 NaI Detectors
Two large (254 mm diameter × 254 mm thick) NaI(Tl) detectors provided by Glas-
gow and Go¨ttingen were used to investigate Compton scattering 4He(γ, γ‘). Each
detector consists of a cylindrical crystal encased inside an air-tight Al frame. The
crystal is read out by seven photomultipliers and the combined signal is processed.
The Go¨ttingen detector is supplied by a single HV channel distributed via poten-
tiometers to the individual PMTs, while the Glasgow detector is supplied by 7 HV
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channels [167]. The height of the two NaI detectors was adjusted to 141.5 cm so that
Figure 3.15: The Glasgow (left) and Go¨ttingen (right) NaI detectors.
the beam height was the same as the centres of the crystals. Both detectors were
placed 50 cm from the centre of the target with the Go¨ttingen positioned at angle
of 90◦ while the Glasgow detector was placed at 135◦ with respect to the incoming
photon beam. The two detectors are shown in Fig. 3.15. As with the Nordball
array, the NaI detectors were not included in the trigger system apart from when
they were calibrated.
3.6.5 The In Beam Monitor detector (IBM)
The In-Beam Monitor detector (IBM) was used to constantly monitor fluctuations in
the photon beam intensity. The detector consists of three 0.5 mm thick 70×100 mm
scintillators (I1,I2 and I3), each connected to a single photomultiplier tube via a light-
guide. A thin aluminium foil is placed at the front of the middle scintillator acts as
a gamma/pair-production converter for the downstream scintillators. Photons are
identified through charged particles detected in coincidence in (I2) and (I3) with the
upstream scintillator (I1) set in anti-coincidence mode to veto charged-particles. A
count is generated according to the following logical relation [29]:
!I1 & (I2 & I3) ⇒ count (3.10)
The count rate of the IBM is directly proportional to the photon beam intensity,
thus, a continuous monitor of the photon flux upon the target is achieved by con-
necting the IBM discriminator outputs to scalers and feeding them into the recorded
data stream. The IBM detector was placed in the photon beamline a few centime-
tres downstream the target. An overview of the IBM detector electronics together
with a photograph of the detector are shown in Fig. 3.16.
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Figure 3.16: A schematic describing the front-end electronics for the In-Beam Mon-
itor (IBM) detector together with a photograph. The IBM output was fed to a
scaler. Figure courtesy J. R. M. Annand.
3.7 Electronics and Data-Acquisition System
The Data-Acquisition (DAQ) system at MAX-lab was used to select, process and
digitise signals of interest from all detectors used during this experiment. This was
done via various NIM, CAMAC and VME electronics modules residing in three NIM
crates, one VME crate and one CAMAC crate. The data was read and stored in a
local computer allowing later retrieval for off-line analysis. There are two separate
DAQ systems at MAX-lab that are exclusively used for nuclear physics experiments.
The two systems are located in two different user rooms and can be run simultane-
ously and independently. This experiment made use of the “small” DAQ system,
referenced by the room size, where the HGSAT was assembled and pressurised. The
“small” DAQ system hardware is based on a GE 616 (formally known as SBS 616)
PCI/VME bus adapter [169] that connects the VMEbus to the PCIbus plugged into
a 2.4 GHz/512 MB RAM linux PC via an 8 m cable [170]. The CAMAC crate con-
troller is connected to the VME crate via a CAMAC branch driver. The software
that controls and runs the DAQ system, created and developed at MAX-lab for nu-
clear physics experiments, is based on ROOT7. The DAQ software has an interface
that allows for data acquisition start/stop and for a basic on-line data analysis to
monitor the detection system for any anomalies during data production. Experi-
mental data were read out after each event trigger and stored in a ROOT standard
data-file format in the DAQ computer hard drive. The data were then transferred
manually to Glasgow using a commercial external USB hard drive. A schematic
diagram of the DAQ system is given in Fig. 3.17.
7A C++ object oriented framework developed at CERN for large scale data analysis [171].
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Figure 3.17: Schematic drawing of the Data Acquisition (DAQ) System [168].
3.7.1 Electronics Set-up
The read out electronics set-up was designed and implemented by J. R. M An-
nand [167]. For the total γ + 4He measurement, the aim was to measure correlated
hits in the focal plane array and the HGSAT. This was done by simply connecting
the HGSAT and each of the 64 focal plane elements to a TDC. Each focal plane
channel corresponds to a specific photon energy. A trigger generated by the HGSAT
starts each TDC and is stopped by signals generated by the relevant focal plane el-
ement. In a spectrum of time intervals measured in this manner, correlated events
appear in a limited region which produces a peak riding on a random background.
The number of counts above background in the peak is proportional to the γ + 4He
reaction yield. For the 4He(γ, n3He) and 4He(γ, γ‘) measurements, the same method
was employed. The HGSAT announces the start of the reaction, generates the sys-
tem trigger which starts the TDCs connected to the Nordball and the NaI detectors.
The TDCs are stopped by signals generated by these detectors upon detecting neu-
trons or photons respectively.
To this end, timing and energy information from each detector in the experimen-
tal set-up were recorded via QDC and TDC modules gated or stopped by the system
trigger. A detailed diagram of the electronics set-up used to process detector signals
and generate a trigger is given in Fig. 3.18. Although the diagram looks fairly com-
plicated, the principle is quite straightforward. For the HGSAT and NaI detectors,
the analogue signal of each detector is actively split into two signals using a LeCroy
428 linear fan-in/out. The first signal is delayed (allowing time for the triggering
decision to be made) and fed to a QDC where the energy information is digitised.
The second signal is passed to a leading edge discriminator (LED). A logic signal
74
3.7. Electronics and Data-Acquisition System
Figure 3.18: Electronics to process detector signals for recording and for trigger
generation. Designed and drawn by J. R. M. Annand March 2009.
is generated at the moment the analogue signal crosses the discriminator threshold
value. One output of the discriminator forms the secondary system trigger through
a chain of NIM modules. The other output of the discriminator is fed to the relevant
TDC for timing information. The primary trigger is made by the sum signal of 4
PMTs which feed into a CFD.
A 64 channel CAEN V1190B multi-hit TDC module [172] was used for all of the
experiment detectors TDCs, while two 32 channels CAEN V775 TDC modules were
used for the focal plane elements TDCs. Two 32 channel CAEN V792 QDC modules
were used for digitising the charge information for each of the 18 HGSAT PMTs,
the 12 Nordball array detectors, the 2 NaI detectors and the Pb/SciFi detector with
one of the modules dedicated entirely to the 18 HGSAT channels. VME scalers were
used to monitor the event rate of the detectors in real time and to count the number
of times the system triggered. The scalers were also used to determine the DAQ
system processing time (dead-time) and the photon flux in the experiment. This
was done as follows:
 A self triggered Philips 794 Gate/Delay Generator module was adjusted to
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run as 1 MHz clock. The clock output was sent to two scalers one of which
was inhibited when the DAQ system was busy. The ratio of the counts in the
two scalers provided the live-time fraction of the experiment.
 Logic pulses from the focal plane discriminators were fed to scalers which reg-
istered the number of electron hits in focal plane elements which is eventually
used to calculate the photon flux in the experiment. Since the focal plane
scalers were inhibited while the DAQ system is busy, no correction for the
dead-time losses was needed.
The electronics set-up for the Nordball detectors was slightly different since neutrons
are detected through the pulse-shape discrimination method that uses the timing
and the shape of the pulses. A pulse split and delay module was used instead of the
LeCroy 428 Fan-in/out to passively split the analogue signal of each of the Nordball
elements into three signals. The first signal was delayed, attenuated and then fed
to the QDC for charge digitisation. The second signal was passed through a CAEN
CF208 constant faction discriminator which compensates for time walk related to
variable amplitude of the input pulse. The third signal was fed directly to the Pulse-
Shape Discrimination (PSD) module. The three outputs of the CFD discriminator
were sent to the TDC, the trigger unit “the Nordball trigger” and to the start input
of the PSD module (designed and developed by J. R. M. Annand [173]). The PSD
module uses the PSD properties of the BC-501 scintillator for neutron identification
by analysing the scintillation decay time. Briefly, the module equally splits the
analogue pulse from the Nordball detector into two and integrates one with a short
gate and the other with a long gate. The resultant charges are converted into
voltages via capacitors and fed to a fast comparator that provides a logic decision
on particle type based on the decay time. The voltages of the two charges are also
subtracted via a fast difference amplifier to give a “pulse shape” analogue output
whose pulse height is related to the effective scintillation decay time. When the pulse
shape signals are plotted against the pulse height from the QDC in a 2D plot, a clear
separation between different particles is seen. The PSD analogue output was fed to
a LeCroy 2259 VDC (Voltage-to-Digital Converter) for digitisation. The tricky part
dealing with the PSD module was to properly adjust the length of the two gates and
to correctly set the voltage threshold at the hardware level. Alas, a lack of a suitable
neutron source at the start of the experiment prevented a precise adjustment of the
module. It is worth mentioning that this module was used successfully by A. Reiter
for his work on neutron cross-sections using the same Nordball array detectors [131].
3.7.2 System Triggers
The time the DAQ system requires to process events is not negligible. During this
processing period, the DAQ electronics are blind to any further events. This period
is known as the experimental dead-time and it depends on the complexity and the
processing power of the electronics used.
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The fractional dead-time is minimised considerably by using a suitable trigger
that places constraints on accepting events by making the decision on when the
DAQ system should start accumulating data. Seven different triggers were used
during this experiment depending on the run mode. For the Nordball array and NaI
detectors calibration runs, the Nordball and the NaI triggers were used respectively.
Two different triggers were employed for tagging efficiency measurement runs, the
FP and the Pb/SciFi triggers. How the Nordball and the NaI triggers were generated
is discussed in the previous section, and the tagging efficiency triggers are discussed
in Sec. 3.5.5. A description of the three HGSAT triggers is given below in some
detail:
HGSAT (OR/OR+Mn) trigger
The HGSAT signals were used to generate the main triggers during production
running. The trigger comes in three different conditions:
 HGSAT OR+M1
 HGSAT OR+M2
 HGSAT OR+M3
The “OR” component of the trigger was generated by adding the 4 PMT anode
signals from each cell of the HGSAT and feeding the sum to a constant fraction
discriminator Ortec 934 module. The 4 cell-sum logic signals were ORed, hence
called the “OR”, and fed to a LeCroy 622 AND gate. The hit-multiplicity “Mn”
component, where n denotes to the minimum number of simultaneous PMT hits
from the target, was produced by feeding the 16 PMT anode signals into a LeCroy
4413 leading-edge discriminator (LED) module. The Σ output of this module has
an amplitude of x×50 mV, where x is the number of activated channels [167]. The
value of multiplicity n was simply selected by sending the Σ output to a CFD with
the threshold set to < n×50 mV. For M1, M2, and M3 the threshold was set to 40,
70 and 120 mV respectively. The CFD output is then sent to join the “OR” com-
ponent at the LeCroy 622 AND gate and the output produces the OR+Mn trigger
that is sent to the trigger unit, a Philips 775 AND/OR module. Ideally,the OR+M1
trigger would be used for all of the data production runs since it should have the
smallest threshold effects on the detection efficiency. However, running at such an
open trigger increased the DAQ system dead-time to ∼80%, even with a reduced
beam intensity. This is due to many spurious signals which arise from direct electron
interactions in the PMTs and C˘erenkov light produced in the optical components
in addition to the HGSAT scintillations [174]. For this reason the more restricted
OR+M2 and OR+M3 triggers were employed as a compromise between the DAQ
system live-time and the effect of the trigger threshold on the detection efficiency.
For normal data production runs, the OR+M3 trigger allowed ∼90% live-time and
gave a trigger rate of ∼250 Hz. At a reduced beam intensity, the OR+M2 and the
OR+M1 triggers gave ∼60% and ∼20% live-time respectively.
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When a trigger signal is generated, it provokes a chain of signals that makes all
QDC gates and TDC starts as well as initiating the read out of the QDC and TDC
modules. The trigger signal also activates a CAEN N93B Gate/Delay Generator
module that vetos the Philips 755 trigger unit so any further events that might
arrive and perturb the processing are blocked. The module also sends an INHIBIT
signal to the tagger focal plane scalers and the gated clock scaler while the DAQ is
processing events. When the DAQ finishes processing the event, a RESET signal
is sent to the Gate/Delay Generator, thereby allowing a new system trigger to be
made. Finally, it is worth noting that the scaler modules are independent of the
triggering decision. They are read out and cleared at pre-determined intervals.
3.7.3 Experimental Summary
The initial construction of the HGSAT was finished in October 2008. A week of
beam time for electronic set-up and proof of concept was taken a few days after the
initial construction was completed. The target was then sent back to Glasgow for
modifications at the hardware level. Four weeks in total of beam time was allocated
to this experiment during 2009. Data were taken over a period of three weeks in
March which ran mainly using the restricted OR+M3 trigger and with incident
electron beam energy of 142.9 MeV while the extra week in September was used
to evaluate the triggers effect on the detection efficiency. It was run with different
triggers but mainly focused on the OR+M2 trigger and used an electron beam energy
of 164 MeV. A summary of the “effective” beam time utilised over the experiment
running period along with different run modes is given in Table 3.1.
Description
∼Time (hr)
Total (hr) ∼Off-beam time (%) Run mode
Mar. 2009 Sep. 2009
T
ri
g
g
e
r
OR+M1 - 13 13 6.5 Data production
OR+M2 3 38 41 20.5 Data production
OR+M3 133 14 147 73 Data production
Nordball 3.5 2 5.5 - Calibration
NaI 8 1 9 - Calibration
Focal plane - 2 2 - Tagging efficiency
Spaghetti 4 2 6 - Tagging efficiency
Total 151.5 72 223.5 (9.3 days) 100 -
Table 3.1: Experimental Runs Summary A.
Each beam day consists of about 20 hours of beam delivered to the experimental
hall interrupted by the two daily injections of MAX II and MAX III, each of which
takes 1 to 1.5 hrs. Tagging efficiency measurements taking 20 to 30 minutes were
performed twice a day, normally after each injection since it was more convenient to
start the beam with a lower intensity then switch to full intensity for data taking.
The calibration of the Nordball and the NaI detectors was done at the start and the
end of the experiment since these calibration runs were performed with the photon
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beam switched off. However, a few days were lost during testing, beam tuning,
electronics set-up, maintenance, etc. A break down of the experiment time duration
is given in Table 3.2 and an on-line track of the evolution of the experiment can be
viewed at the Electronic Logbooks for Nuclear Physics at MAX-lab [154].
Description
∼Time (Days)
Total (Days) Notes
Mar. 2009 Sep. 2009
MAX II/III Injections 2.5 0.5 3 2 per day (∼3 hr)
Maintenance days 3 1 4 1 per week (Every Monday)
AT Testing 2 0.5 2.5 setting up the HGSAT and tune electronics
Beam Tuning 2 0.5 2.5 after each injection (time varies)
Losses 5 - 5
collective of all unaccounted factors
(machine problems, Corrupted data, testing...ect)
MAX I power failure - 1.5 1.5 total shut down of the facility
Data Production 6.5 3 9.5 solid data taking duration
Total 21 7 28 -
Table 3.2: Experimental Runs Summary B.
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Chapter 4
HGSAT Geant4 Monte-Carlo
Simulation
Calculation of the detection efficiency(εx)
1 of the HGSAT is one of the major steps
required to convert the measured γ+4He reaction yields to cross-sections, the goal of
the work presented in this thesis. To do this, a Geant4 based Monte-Carlo simulation
was developed as part of the experimental part of this project. The simulation was
also used to quantify systematic effects which distort the yield measurements and
to gain a better understanding of the processes taking place within the HGSAT. In
this chapter, a comprehensive overview of the HGSAT simulation and how it was
constructed is given. A detailed description of the steps followed to calculate the
detection efficiency and studies on the performance of the HGSAT are also provided.
4.1 A Brief Overview of Geant4
Geant4 (GEometry ANd Tracking) is a well established C++ object-oriented
Monte-Carlo simulation package developed at CERN [175] originally for high en-
ergy physics experiments. However, since its first release in late 1998, the software
toolkit has been extensively used in various scientific disciplines ranging from nuclear
and medical physics to space applications. The software capability of modelling op-
tical photon transportation makes it suited for simulations on the HGSAT. There
are nine main releases of the software including several subversions in between with
9.5 being the latest at the time of writing this text. The simulation described here
was developed and ran on 64 and 32-bit Fedora Linux machines using releases 9.0
through 9.5 with no significant compatibility issues.
Geant4 is partitioned into eight semi-independent class categories. Each category
consists of a cluster of closely related classes that handles one specific task within
the simulation. These categories are responsible for handling the detector geometry,
tracking, detector response, run management, visualization and user interface. The
1A quantity defined simply as the ratio of detected to actual events.
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categories provide the “skeleton” on which the user simulation is built. In extremely
simplified terms, the user defines the detector geometry with all associated materials
and then chooses the appropriate models of particle interactions to include from 32
predefined physics libraries. Elements of the detector geometry, where events of
interest are registered, are declared “sensitive” volumes. This allows the user to
request any kind of information for interactions taking place within the sensitive
volume to be recorded. The user specifies the details of the events to be generated
using either the Geant4 generic event generator or an external generator. For each
generated event, the particle(s) are given initial momentum and position and are
then tracked through the geometry. Recorded information can be stored in various
formats including the ROOT [171] tree format for further analysis if desired. Geant4
is well documented in Ref. [176] and [177], therefore details of the software structure
and its class categories will not be discussed any further.
4.2 The HGSAT Simulation Structure
The detection technique used in the HGSAT relies primarily on detection of the
scintillation resulting from energy loss of the 4He photo-disintegration products in
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Figure 4.1: The two main simulation parts are presented in light-blue coloured
boxes. The output of part II was used to determine the HGSAT detection efficiency
(εx) by applying the experimental discriminator thresholds and the software cuts.
the gas volume of the target as discussed in Ch. 2. A realistic simulation of the
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HGSAT response entails modelling of the scintillation processes, scintillation light
transport and optical boundary characteristics as well as calculating the energy loss
of γ+4He reaction products. This was fully implemented at an early stage of the
development of the HGSAT simulation but found to be computationally expensive
and impractical for running a satisfactory number of events. Hence, a more efficient
approach was employed by splitting the simulation into two parts. The first part
was used to map the scintillation transport efficiency as a function of position of
the primary scintillation which was then fed into the second part where energy-loss
calculations are made. These calculations were used to determine the HGSAT pulse
amplitude response and hence detection efficiency (εx) by applying the experimen-
tal discriminator thresholds and software cuts in the analysis of the event-by-event
data generated by the simulation. Two external Monte-Carlo event generators were
written in C++ using ROOT. The generated events were fed separately into each of
the two parts of the simulation in the form of a ROOT tree. Initially the simulation
was developed for γ + 4He total photoabsorption cross-section measurement. The
modelling of the whole experimental setup including the 12 Nordball liquid scintil-
lators and the 2 NaI detectors will be done when the analysis of exclusive reaction
data is performed. The structure of the HGSAT simulation is shown in Fig. 4.1.
The next few sections first describe all of the simulation common components and
finishes with a discussion of the two parts of the simulation in Sec. 4.3 and 4.4.
4.2.1 Geometry
The geometry of the HGSAT is shown in Fig. 2.1 and Fig. 3.10. The fully assembled
detector consists of 8 components. These are:
 4 Identical Al main cells.
 2 Auxiliary Al cells.
 Reflective paint (EJ-510).
 5 Aluminised mylar foil optical isolators.
 18 Quartz windows (HOQ-310).
 18 PMTs. Modelled as 18 photo-cathodes and 18 PMT glass windows (Schott-
270).
 18 Al window retaining rings
 2 Flanged beryllium windows.
The detector geometry was initially derived from the actual Computer-Aided Design
(CAD) file that was used in machining of the HGSAT (see Fig. 4.2(right)). This was
done by converting the CAD STEP2 file into Geometry Description Markup Lan-
guage (GDML) format supported by Geant4 with the aid of the FASTRAD V3 trial
2Acronym for STandard for the Exchange of Product. A standard CAD output format.
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version [178]. GDML is a specialised Extensible Markup Language (XML) [179]
based language developed by CERN and designed as an application-independent
persistent format for describing the geometries of detectors associated with physics
measurements. It serves to implement “geometry trees” which correspond to the
hierarchy of volumes a detector geometry can be composed of, and to allow for the
identification of the position of individual solids, as well as to describe the materials
from which they are made. Importing CAD files into Geant4 was not a straight-
forward task. It involved several instances of code debugging to avoid overlapping
between different volumes of the detector which currently poses problems in Geant4.
The exact details of how to convert CAD files into GDML format are lengthy and
beyond the scope of this thesis, however further details can be found in the GDML
manual at the CERN website and Ref. [180] where similar procedures to the one
used here were reported.
Figure 4.2: Left: overview of scintillation photons across the HGSAT visually show-
ing no reflection is taking place. Right: a Geant4 model of the HGSAT as imported
from the CAD file used in the machining stage.
Despite all of the efforts to avoid overlapping volumes, generating scintillation pho-
tons across the HGSAT cells showed that the majority of photons were not reflected
as expected and a few were even able to penetrate the aluminium walls of the cell
which is plainly non-physical (see Fig. 4.2(left)). Increasing the tolerance of a built-
in overlap surface checker3 and stripping the geometry to one cell showed overlapping
occurs within the same tessellated unit volume. Although this was found in two of
the four main cells, excluding them did not resolve the problem. A similar issue
was reported by Alvarado [181] who simulated with two geometries. The first was a
tube coded via Geant4 predefined primitive volumes while the second was imported
from a CAD file. The latter showed the same problem experienced here. This leads
to the conclusion that Geant4 is not yet well suited to handle tessellated volumes
imported from CAD files when dealing with scintillation photons. For this reason,
3A Geant4 built-in overlapping checker first introduced in release 9.2.
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it was decided to abandon this method.
As an alternative the HGSAT geometry was “hand” coded using a combination
of GDML predefined geometric primitives called “solids” such as boxes, cones and
tubes. These basic geometries are described by a minimal set of parameters nec-
essary to define the shape and size. Volumes of the aluminised mylar foils, quartz
windows and PMTs (photo-cathodes + PMT glasses) were created from basic solids
“tubes” using the same dimensions as specified on the CAD drawings. The gas-cells,
retaining rings and flanged beryllium windows were more complicated and required
boolean operations where a combination of subtraction and unification of different
solids is performed. Each main cell was created from two distinguishable volumes: a
cell Al body and an inner gas-volume. The first volume was constructed by combin-
ing two perpendicular cuboid solids and forming a space for quartz windows at the
top of each end by subtracting an equivalent volume. The gas-volume was created
by unifying 4 identical truncated cones, each rotated by 90◦ sequentially about the
same axis, and attaching them to a horizontal central tube. The combined gas-
volume was then placed inside the cell Al body volume. Similarly, auxiliary cells
were modelled by combining two perpendicular tube solids of different dimensions
placed inside two combined perpendicular cuboid solids. Window retaining rings
and flanged beryllium windows were modelled using the same concept. It is suf-
ficient to describe only one volume for a group of identical volumes which can be
then “copied” as many times as needed. Each volume is assigned a material in the
same GMDL file and placed in its location within the detector geometry using a
position transformation matrix. The GDML file was read by the Geant4 integrated
GDML parser which imports the detector geometry and makes it ready to use in
the simulation. The full HGSAT geometry as used in the simulation is presented in
Fig. 4.3 below.
Flanged Beryllium Window
Photocathode
Gas Volume
Quartz Window
Mylar Foil Main Cells
Auxiliary CellsWindow Retaining Ring
Figure 4.3: The HGSAT geometry as used in the simulation. Left: the gas volume
in cyan. Right: the Al container.
The detector response to scintillation photons was checked both visually and at the
software level by reading-out processes occurring at the boundaries of each com-
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ponent. This confirmed that the alternative method works well and scintillation
photons were reflected as expected with no penetration into the Al walls. A trans-
parent overview of the HGSAT geometry showing scintillation photons emerging
from the viewing windows is displayed in Fig. 4.4.
Figure 4.4: Transparent view of the HGSAT showing scintillation photons in one
simulation run.
4.2.2 Materials and Optical Properties
The materials of the different volumes of the detector were defined in a separate
XML file read by the GDML parser. In Geant4, materials are defined from an ele-
ment or a mixture of elements by specifying the density of the material and either
the atomic composition as presented in the chemical formula or by giving the weight
fraction of each element. All elements and composites used in this simulation were
taken from the NIST4 database [182]. The compositions of elements necessary to
define commercial materials such as Quartz windows (HOQ310) were taken from
the manufacturer’s data-sheet.
For simulations involving transport and tracking of scintillation photons, optical
properties and boundary characteristics, such as absorption length, refraction and
reflection at medium boundaries, must be defined for all materials involved in the
process as a function of optical photon energy. These properties were taken from
each component’s specification-sheet provided by its manufacturer. These include
the EJ-510 coating paint reflectivity (Fig. 4.5(left)), and transmission and the re-
fractive index for each of the quartz windows (HOQ-310) and XP2262 PMT glass
(Schott B270) (Fig. 4.6(left) and Fig. 4.7 respectively). The helium-gas refractive
index (Fig. 4.6(right)) was taken from the calculations of Chant and Dalgarno [183].
4National Institute of Standards and Technology.
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Figure 4.5: Left: the EJ-510 coating paint reflectivity spectrum [185]. The spectrum
provided by the manufacturer was extrapolated to cover photon wavelengths below
370 nm. Right: the XP2622 PMT photo-cathode quantum efficiency spectrum [126].
The reflectance and transmission of the aluminised mylar foils were measured us-
ing a Cary 300 UV-Visible Spectrophotometer [184] and found to be almost con-
stant at ∼95% and ∼ 0% respectively5 over the range of the nitrogen scintillation
emission spectrum. In addition, the quantum efficiency6 of the employed XP2262
PMTs is required and was defined as a function of photon wavelength as shown in
Fig. 4.5(right).
4.2.3 Optical Photon Processes
Scintillation photons are classified as “optical” in Geant4 to differentiate them from
higher energy gamma rays which are subject to different types of processes. Optical
photons are handled by four main processes described according to the user’s input.
This input includes a number of empirical parameters such as characteristics of
the scintillation emission and the optical properties of the detector components
(explained in Sec. 4.2.2). The processes involving optical photons are explained in
detail in Ref. [188], and thus, only a brief description will be given below, with a
focus on the settings implemented particularly in the HGSAT simulation.
5Implies ∼5% absorption in the aluminised mylar foil.
6 The number of photoelectrons produced at the PMT photo-cathode divided by the total
number of incident (optical) photons.
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Figure 4.6: Left: Refractive Index of the XP2262 PMT glass (Schott B270)
(red) [186] and the Quartz windows (HOQ310) (blue) [187]. Right: Refractive
Index of helium-gas as calculated in Ref. [183].
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Figure 4.7: Left: Transmission spectrum of PMT glass (Schott B270) [186]. Right:
Quartz window (HOQ310) [187]. At wavelengths above 450 nm the transmission
was assumed to be constant.
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Production of Scintillation Photons
Scintillation photons are produced when a charged particle deposits part of its en-
ergy in the helium gas contained within HGSAT. The generated number of photons
are given a Gaussian distribution if they were more than 10, or a Poisson distribution
otherwise, with a mean value N(Edep) determined according to the following relation:
N(Edep) = Edep × Yscint
where Edep is the energy deposited and Yscint is the light yield of the scintillator.
An additional statistical fluctuation around the average yield can be added if nec-
essary to fit the observed intrinsic resolution of the scintillating material. Photons
are emitted isotropically along the track segment with random linear polarisation,
with wavelength according to the specified emission spectrum and with a time de-
pendence characterised by an exponential decay.
Alternatively, scintillation photons can be generated “manually” by specifying
the characteristics of the scintillation emission and an angular distribution. This
in particular was used to study the detector light collection efficiency, as will be
described in Sec. 4.3.
In this simulation the characteristic scintillation emission of nitrogen, including
its emission spectrum and the time structure, was used since the observed scintil-
lation in the HGSAT comes from the nitrogen fluorescence emission (see Ch. 2).
The slow and fast components were taken as 60 ns and 30 ns respectively, though
the relative strength of the fast component as a fraction of total scintillation yield
was set to 100% since the fast component is dominant for the conditions in which
the HGSAT was operated (see Sec. 2.4.1 for more details). The scintillation yield of
nitrogen can vary considerably depending on many factors such as pressure, impu-
rities and quenching effects resulting from non-radiative species. For pure nitrogen
at ∼ 100 kPa and room temperature the scintillation yield has been measured to
be ∼ 145 photons/MeV [115] and about 10 times higher at 1 kPa as measured in
Ref. [189] where a more detailed study of nitrogen scintillation yield as a function of
gas pressure was performed. However, the situation is different with nitrogen acting
as a wavelength shifter, particularly concerning the wavelength shifting efficiency,
and the uncertainty associated with the scintillation yield of helium itself, currently
not well covered in literature. Investigation of the scintillation pulse height of helium
mixed with 500 ppm nitrogen at various pressures during HGSAT calibration tests
showed that the pulse height (a direct indication of scintillation yield) is inversely
proportional to the pressure (see Fig. 4.29) which is consistent with Ref. [189] men-
tioned above7. By calibrating the number of photons registered by one PMT to
7This is not to be confused with Fig. 2.11 (right) which shows an increase in the scintillation
yield for the same nitrogen partial pressure in helium as total system pressure increases. The
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values in terms of QDC channels (see Sec. 4.2.5) it was estimated that the “effec-
tive” scintillation yield (Yeff)
8 was ∼100 and ∼60 photons/MeV at 1 and 2 MPa
respectively.
However, information on the scintillation yield and timing structure were used
for testing and to optimise the simulation since photons were generated “manually”
following the nitrogen emission spectrum to construct a position map of the scintil-
lation transport efficiency that was fed back into the ion energy-loss calculation as
will be explained in the next few sections.
Absorption Process
Absorption produces a loss in intensity of scintillation photons travelling through
a dielectric medium. It is implemented simply by attenuating the photon flux ac-
cording to the medium’s absorption length9 defined as a function of the photon
wavelength. Neglecting the insignificant absorption in the helium gas, there are
two components of the detector in which this process is significant: the optical
quartz windows (10 mm thick) and the PMTs glass (∼3 mm thick). The absorption
length of the two components were calculated from the transmission spectra shown
in Fig. 4.8 based on the Beer-Lambert law:
P (x,E) = e−x/λ(E)
Where P(x,E) is the transmission probability, x is the thickness or the distance
travelled by the photon, λ(E) is the absorption length10 and E is the photon energy.
Since noble-gases are transparent to their own scintillation emission the absorption
length of the gas mix was set arbitrarily high to avoid any significant absorption of
scintillation photons within the gas volume.
Boundary Processes
These processes determine the behaviour of optical photons crossing the boundaries
of different media in terms of energy and polarisation and depend on the nature and
the optical properties of the adjacent media. An optical photon crossing a boundary
of a dielectric medium is faced with two possible scenarios: it either goes to another
dielectric medium or is confronted with a metal surface. In the first scenario, the
photon can undergo total internal reflection, refraction or reflection, depending on
measurement reported in that particular reference was made using a wavelength shifter, thus, the
scintillation of helium was also detected, which scintillation yield increases proportionally with
pressure as explained in Sec. 2.3.2.
8Reduced absolute scintillation yield of He/N2 mix due to all of the quenching effects. Yeff =
Yscint× QL, where QL is the quenching loss factor.
9The average distance travelled by a photon before it is absorbed by the medium.
10Equivalent to the inverse of the linear attenuation coefficient (α).
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Figure 4.8: Absorption length in mm of quartz windows and PMT glass calculated
from the transmission curves shown in Fig. 4.7 and as implemented in the simulation.
the photon’s wavelength, angle of incidence, and the refractive indices on both sides
of the boundary. For a perfectly smooth interface between two dielectric materials,
no further input is needed for this scenario other than the absorption length and
refractive indices of the two materials. For more demanding surfaces, Geant4 offers
the UNIFIED [190] model which has a range of different reflection mechanisms that
deal with all aspects of surface finish and reflector coating. In the second scenario,
the photon can either be reflected back into the dielectric medium or absorbed at
the metal surface. If the receiving medium is declared a “sensitive detector” e.g.
a photocathode, absorbed photons can be registered as “detected” depending on
the defined quantum efficiency of that medium. Optical reflection at a dielectric-
metal boundary interface is handled via the GLISUR [191] model that provides two
options for the surface finish type: polished or ground. There are two choices in
setting optical properties in Geant4, one can either assign these properties to a sur-
face between two volumes or a assign them to an entire single volume. In Geant4
terminology, in the former the boundary is referred to as a “border” surface whereas
in the latter it is called a “skin” surface.
In this work, surfaces of quartz optical windows and PMT glasses were assumed
to be perfectly smooth since they were supplied professionally polished and were
coupled using optical grease during the assembly of the HGSAT. For this reason,
it was sufficient to define the refractive index and transmission probability, given
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in Sec. 4.2.2, in this case. On the other hand, reflectivity of the coating paint
(Fig. 4.5(left)), aluminised mylar foils (80%) and photo-cathodes (0%) was assigned
using the skin surface concept. This meant that for the cell Al body the entire
volume was given the same optical properties as the coating paint. This was found
to be the most practical solution since scintillation photons were only generated
and propagated inside the gas-volume and nothing penetrated outside of the cell
Al body. The GLISUR model and surface type dielectric-metal were used for all of
these components setting the surface finish to polished for the aluminised mylar foils
and photo-cathodes and ground in the case of the reflective coating paint. The Al
window retaining rings were also considered since a small number of photons were
able to propagate to these rings. Information on the reflectivity of these rings was
not available, but investigating several values between 50% and 100% showed no
significant effects on photon counting in the simulation. Thus the reflectivity was
set to 80% which is around the lower end of values commonly reported in literature
for unpolished aluminium reflectivity for the present emission spectrum.
C˘erenkov Effect and Rayleigh Scattering
Geant4 is capable of simulating C˘erenkov radiation when charged particles move
faster than the speed of light in a given medium [188]. There are two potential
places in the HGSAT where the C˘erenkov radiation can be produced: optical quartz
windows and PMTs glass. The C˘erenkov photons are emitted in a cone centred on
the direction of the incident charged particle. The cone opening angle (θ) is given
by the following relation:
cosθ =
1
βn
(4.1)
where β is the particle velocity relative to the speed of light and n is the refractive
index of the medium. Information on the C˘erenkov light emission, such as flux,
spectrum and polarisation, are calculated automatically by Geant4.
Implementation of the Rayleigh scattering process was not necessary in this
simulation because of its small differential cross-section for optical photons, that is
∼ 0.2 b for 200 nm photons in N2 or O2 which gives a Rayleigh interaction length of
1.7 km in air and 1 m in quartz [192].
4.2.4 Physics Processes For Energetic Particles
To create a realistic simulation, one needs to define interaction processes for all of
the particles produced when energetic gamma rays strike the HGSAT. To this end,
Geant4 comes with an extensive set of physics processes which model particle in-
teractions over a wide energy range. The software is being used in a broad range
of scientific disciplines, from high energy physics to space science, and thus a large
range of models are required to cover many different energy domains. In Geant4
the selection of interaction processes and the models which describe these is entirely
the choice of the user. This is performed via “physics lists”. Pre-compiled lists are
91
4.2. The HGSAT Simulation Structure
available, or alternatively users may compile their own custom lists. These physics
processes are grouped in 7 main categories in Geant4: electromagnetic, hadronic,
decay, photolepton-hadron, optical, parametrisation and transportation. A descrip-
tion of these processes is given in detail in Ref. [192], and thus only a brief overview
of the relevant processes will be described.
There are two physics processes considered to be of major importance to the
HGSAT γ + 4He total photoabsorption simulation: propagation of optical photons,
described in details in Sec. 4.2.3, and energy loss of the low energy 4He photo-
disintegration products inside the gas volume. Hadronic interactions of low energy
neutrons are also important for the analysis of the (γ,n) reaction channel and studies
on the effects of the thin Be foils used in the beam inlet/exit windows. These
processes are described in Geant4 by:
 Low Energy Electromagnetic (LEM) physics models.
 Hadronic physics that includes: the High-Precision neutron models (HP) (<
20 MeV), the Pre-compound model (> 20 MeV) and Low energy parametrised
(LEP) Models.
Furthermore, Geant4 is said in Ref. [192] to be capable of simulating photonu-
clear interactions, including photonuclear disintegration relevant to the simulation
presented here. It uses parametrised “total” photonuclear cross-sections and the
ChIPS model for final states generation. The photonuclear package was examined
and found to be inadequate to use for the purpose of this study. This will be
discussed briefly in Sec. 4.5.2.
Low Energy Electromagnetic Physics
The Low Energy Electromagnetic (LEM) package is one of two main packages avail-
able in Geant4 to simulate electromagnetic interactions. It is specifically designed to
handle electromagnetic interactions down to 250 eV, making it well suited for low en-
ergy applications up to 1 GeV. The package had undergone a major re-construction
since the release of Geant4 (during the work on this simulation) to allow a better
compatibility between the different sub-packages and to permit combination of dif-
ferent models within the electromagnetic main packages.
The models contained in the LEM package employ evaluated data libraries
and analytical approaches to describe the electromagnetic processes of electrons,
positrons, photons, charged hadrons and ions. The models used in this simulation
for photons and electrons are based on the so-called “Livermore” library which in
turn was extracted by Geant4 from a set of publicly distributed evaluated data li-
braries EADL, EEDL and EPDL9711. Electromagnetic processes of photons include
Compton and Rayleigh scattering, pair production and the photo-electric effect. For
11Evaluated xx Data Library, where xx is for Atomic, Electrons and Photons respectively.
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electrons and positrons, bremsstrahlung, ionisation, multiple scattering, δ-ray pro-
duction, positron annihilation and synchrotron radiation are considered. Charged
hadrons and ions interact according to models of multiple Coulomb scattering and
ionisation. The energy loss process manages the continuous energy loss of parti-
cles due to bremsstrahlung and ionisation using different models depending on the
type and charge of a given particle. For charged hadrons with scaled energy 12
above 2 MeV the Bethe-Bloch formula is used, below 2 MeV parametrised mod-
els based on the NIST data bases are used if available, otherwise the ICRU’4913
based parametrised models are used. Corrections due to the molecular structure
of materials, the effect of the nuclear stopping power and the Barkas effect14 are
also taken into account [193]. Ionisation and energy loss calculations for charged
ions heavier than helium are handled via the Ion parametrised energy loss model
(G4IonParametrisedLossModel) which uses the ICRU’73 stopping power data up
to 1 GeV. For ion-material combinations not included in the ICRU’73 data, the
stopping powers are computed using the effective charge approach as in the so-called
Geant4 “Standard” Electromagnetic (EM) package. This is explained in more detail
in Ch. 12 of Ref. [192].
Hadronic Interactions
As explained above, Geant4 handles hadronic interactions via an extensive set of
processes and models. Most of these models are applicable in limited energy ranges
with some only suited to certain types of hadrons. Therefore more than one model
is often needed to cover the energy range of interest for all the different types of
hadron involved. The transition between different models is done via random se-
lection of a model in the overlapping energy region. Generally speaking, Geant4
hadronic models provide descriptions of hadronic elastic and inelastic scattering (0
- 1 TeV), capture, fission, radioactive decay (at-rest and in flight), photo-nuclear (∼
10 MeV - 1 TeV), and lepto-nuclear reactions (∼ 10 MeV - 40 TeV) [194]. The mod-
els governing these interactions are classified into three distinct types: data driven
models, theory based models and parametrised models based on parametrisation
and extrapolation of cross-sections.
In this simulation, interactions of neutrons from thermal up to 20 MeV are han-
dled via the high-precision neutron library (HP). These interactions include radia-
tive capture and elastic and inelastic scattering. Since the databases cover only
certain elements, parametrised models (less accurate) are used if data on a partic-
ular element is missing. For neutrons above 20 MeV, the low energy parametrised
12To save memory Geant4 constructs tables for energy loss calculations only for certain charged
particles called base particles: protons, antiprotons, muons, pions, kaons, and generic Ions. For all
other charged hadrons and ions, Geant4 uses the same tables by scaling the particle kinetic energy
to one of the base particles. More detail is found in Ref. [192].
13International Commission on Radiation Units & Measurements.
14Stopping power dependency on the particle charge.
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models are used for elastic scattering and capture, whereas for inelastic scattering
the Pre-compound model, recommended for neutrons and protons of energies below
170 MeV, is used.
Although not important for the present application, processes of elastic and
inelastic scattering were assigned to all proton, deuteron, triton and alpha parti-
cles. For elastic channels the same process, G4LElastic inherited from GEANT3
GEISHA models, was used. For inelastic channels, these were defined individually
for each particle/ion type. For this simulation, the process handling this type of
interaction is based primarily on Low Energy Parametrised (LEP) models for light
ions and alpha particles, whereas the Pre-compound model is used in the case of
the inelastic scattering of protons. The Low Energy Parametrised models include
G4LEDeuteronInelastic, G4LETritonInelastic and G4LEAlphaInelastic. These
models are derived from the low energy part of GEISHA and are said to be valid in
the energy range of 0 to 100 MeV on the Geant4 collaboration website [195].
Figure 4.9: Geant4 approximation to the γ + 4He total photoabsorption cross-
section as modified from Ref. [196] compared to measurements by Arkatov [197],
Arends [198] and MacCormick [199].
There are two important processes to consider in modelling photonuclear in-
teractions in Geant4. These are computation of the photonuclear cross-section
and generation of the final states, which are done independently. Geant4 includes
parametrised photonuclear cross-sections for all nuclei and all incident photon en-
ergies from breakup threshold upwards, including the γ+4He total photoabsorption
cross-section. The parametrisation employs interpolations and extrapolations from
measurements on a large number of nuclei. It is done using five different func-
tional forms, each covering a specific energy region. The regions relevant to this
study are the Giant Dipole Resonance (GDR) region that covers the photon energy
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from 10 MeV up to 30 MeV and the “quasi-deuteron” region which extends from ∼
30 MeV up to the pion threshold. Details on how these approximations are made can
be found in Ref. [196]. Fig. 4.9 shows the Geant4 approximation to the γ+4He total
photoabsorption cross-section compared with the measurement of Arkatov [197] for
photon energies of ∼20 MeV to ∼150 MeV.
4.2.5 Hits Processing and Digitisation
“Hits” are created as particles pass through volumes declared as sensitive detectors.
In each hit, information on the traversing particle such as position, momentum or
energy deposited are recorded. Certain conditions can be applied to when hits are
created, e.g. minimum energy below which a particle is not tracked.
In this simulation, the initial coordinates and kinetic energies of the incident
particles are recorded at the beginning of each event and filled in a ROOT tree.
Photons reflected or absorbed at the boundaries are counted and included in the
simulation output sequentially. The gas and photocathode volumes are set to be
sensitive detectors. A gas hit is created whenever the particle deposits part of
its energy within the gas volume. The particle type, energy deposited, particle
momentum, and the vertex position are recorded and filled directly in the ROOT
tree. Photons arriving the photocathode volumes produce photoelectrons (photon
hits) depending on the photocathode QE spectrum shown in Fig. 4.5. Photon hits
contain information on the photon arrival time, photon energy (i.e wavelength), and
finally the PMT identification index. Photon hits are converted to pulse heights in
terms of QDC channels in what is known as “digitisation” in Geant4.
Digitisation
The digitisation is performed in a simple manner within the simulation. First, the
number of photoelectrons produced in individual PMTs (N) are used to simulate
the corresponding charge according to the following relation:
Q(i) = N(i)× g(i)×Qe (4.2)
where Q(i) is the charge collected by PMT(i), g(i) is the PMT(i) gain (electrons/photo-
electron) and Qe is the electron charge, 1.602×10−19 Coulomb. To compensate for
fluctuations and other smearing effects, the gain for individual PMTs is chosen ran-
domly from a Gaussian distribution centred around the gain given by the PMT
manufacturer for the applied operating voltage and with a standard deviation of
30%15. The resultant charge spectrum is then converted to a QDC spectrum on the
basis of the QDC module calibration factor (k) (charge/channel) and adding the
intrinsic pedestal QDC channel:
QDC(i) = Q(i)× k +QDCpedestal (4.3)
15A smearing factor that gives the best fit to the pulse height spectrum measured from a 241Am
source, see Sec. 4.5.3.
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Figure 4.10: The simulated QDC spectrum of one PMT superimposed on the spec-
trum measured using the 5.45 MeV α-particles from a 241Am source placed at the
centre of one of the the HGSAT main cells and using two different QDC modules: a
CAEN VME V792 (left) and a CAMAC LeCroy 2249A (right). The latter was used
during bench-tests at Glasgow whereas the former was used in Lund for calibration
and during the experiment. The intrinsic pedestal channels of the two modules are
88 and 40 respectively. The bench-tests were performed at half the pressure of that
used during the experiment and calibration, therefore, the scintillation yield was ad-
justed accordingly (see Fig. 4.29). The mean gain used in this simulation is 2×107
for the simulated Lund data and 3×107 for the Glasgow data as the PMTs were
operated at slightly different HV.
The width of the pedestal distribution shows the level of electronic noise on the signal
which would also add a width to the signal distribution. This approach seemed to
work quite well as can be seen in Fig. 4.10. However, a more careful selection of
the parameters of the photoelectrons ⇒ QDC channel conversion could have led to
a better match and will be attempted when the analysis is refined for publication.
4.3 Light Collection Efficiency
The light collection efficiency is defined as the number of photoelectrons produced
by a PMT divided by the total number of photons generated at a given location.
The light collected by the HGSAT PMTs depends on the position at which the
scintillation occurs and this in turn leads to a position dependence of the detec-
tion efficiency for photodisintegration reaction products. Thus a quantitative study
of optical photon transport through HGSAT was necessary to obtain a cross-section.
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For the light collection studies, it was sufficient to declare the photocathodes as
sensitive and to include only the optical photon processes in the physics lists. Run-
ning the simulation with this setup proved to be computationally efficient. The light
collection efficiency was then mapped by generating optical photons with a random
distribution in the entire gas volume and counting how many of those photons were
successfully detected in the photocathodes. This is explained in more detail in the
following subsections.
4.3.1 Generation of Optical Photons
Due to the geometric shape of the HGSAT, Geant4 generic particle generators were
inadequate for the purpose of generating optical photons. Alternatively, a basic
event generator was written in C++ which was fed into Geant4 in the form of a
ROOT tree. To map out the light collection efficiency, approximately 8×109 optical
photons following the nitrogen emission spectrum16 were generated isotropically and
Figure 4.11: Left: the lateral distribution of the optical photons produced by the
event generator. Right: the distribution of optical photons as generated in a simula-
tion run, photons generated outside the gas volume are terminated in the simulation
immediately. More events are seen in the central cylinder because of the shape of
the gas cell, see bottom right of Fig. 4.12.
distributed randomly in the shape of a two crossed rectangular volumes measuring
80 mm × 80 mm × 160 mm as can be seen in Fig. 4.11(left). To further investigate
16The nitrogen emission spectrum was approximated to 22 entries with the following strength:
∼ 20% at 220 - 320 nm, ∼ 60% at 320 - 390 nm and ∼ 20% at 390 - 520 nm [200].
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the light collection position dependency, sets of 105 photons were generated sequen-
tially along the x, y and z axes in steps incremented by 0.5 mm. Photons generated
outside the gas volume were excluded during the run of the simulation. Fig. 4.11
shows the photon distribution as produced by the event generator (left) and those
allowed in the simulation (right).
4.3.2 Position Dependent Light Collection Efficiency
Photon hits on individual PMTs, as well as the sum on all PMTs of each cell, were
recorded and plotted against the initial position of every event. Fig. 4.12 and 4.13
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Figure 4.12: The position dependent light collection efficiency of the top PMT as a
function of the photon generation position along x, y (left) and z (right) axes.
summarise the simulation results on the position dependent light collection efficiency
of a single PMT, the top PMT in this case. The upper two plots in Fig. 4.12 show the
percentage number of photoelectrons as a function of initial position along the x, y
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and z axes. The four PMTs on each cell of the HGSAT are positioned symmetrically,
which means that the response of one PMT is identical to the other three but with
the x and y axes rotated. The rise in the light collection efficiency along the y
axis at y < -40 mm is a direct effect of back reflections from the optical window.
The light collection is maximum when photons are generated close to the PMT due
to the large solid angle coverage. As photons are generated away from the PMT,
the solid angle becomes smaller and their probability of being detected in the other
three PMTs is increased, resulting in less photons making it to the initial PMT. The
high light collection efficiency at the two sides of Fig. 4.13 (x,y < -50 mm and x,y
> 50 mm) is mainly due to photons being generated close to one of the four PMTs,
thus, giving a higher solid angle coverage.
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Figure 4.13: Percentage of photoelectrons in all of the PMTs as a function of photon
generation position along x, y and z axes.
The light collection efficiency of the HGSAT is low overall, ranging from ∼4%
up to a maximum of less than 9%, but it must be remembered that this efficiency
includes the PMT QE which is only ∼27% at maximum.
4.3.3 Three Dimensional Light Collection Efficiency Map
Voxelisation
To map out the light collection efficiency in three dimensions, the gas volume was
divided into 421875 three dimensional ∼ 2 × 2 × 1 mm pixels known as ”vox-
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els”17. Taking an input of 8×109 photons, generated at random positions within the
HGSAT, the number of photons generated within each voxel is counted, as well as
the number of photoelectrons produced by each of the four PMTs. The voxelisation
was performed using a ROOT tool. The voxel size was sufficiently small to cope
with the rate of change of light transport efficiency with position and was compatible
with the available computational power.
Light Collection Efficiency Map
The three-dimensional light collection efficiency map was constructed by looping over
all voxels, dividing the number of photoelectrons produced by the PMTs (photon
hits) by the total number of photons generated in that particular voxel. Fig. 4.14
shows the mapped light collection efficiency for the top PMT. The figure shows a
plot for each coordinate axis averaged over the other two axes. As mentioned in the
X [mm]
-50 0 50
Li
gh
t C
ol
l E
ff.
 
(%
)
0
2
4
6
hx4
Entries  147924
Mean x  0.1746
Mean y   1.086
RMS x   32.35
RMS y  0.5876
0
100
200
300
400
500
Y [mm]
-50 0 50
Li
gh
t C
ol
l. 
Ef
f. 
(%
)
0
2
4
6
hy4
Entries  147924
Mean x  -0.08494
Mean y   1.086
RMS x   32.35
RMS y  0.5876
0
100
200
300
400
500
600
700
800
Z [mm]
-80 -60 -40 -20 0
Li
gh
t C
ol
l. 
Ef
f. 
(%
)
0
2
4
6
hz4
Entries  147924
Mean x  -37.97
Mean y   1.086
RMS x 
   17.1
RMS y  0.5876
0
50
100
150
200
250
300
Figure 4.14: The three-dimensional light collection efficiency map of the top PMT for
each coordinate axis averaged over the other two axes. The intensity scale presents
the number of detected photons.
previous subsection, the PMTs are positioned symmetrically making Fig. 4.14 also
valid for the other three PMTs. The light collection efficiency of one of the HGSAT
cells is displayed in Fig. 4.15, where the sum of the four PMTs hits is divided by the
total number of photons generated for each voxel. The light collection map is stored
in the form of a ROOT tree which carries information on the voxel identification
number and the corresponding light collection efficiency for individual PMTs.
4.4 γ + 4He Reaction Products Energy-Loss
The number of scintillation photons produced in a γ+4He photo-disintegration event
is proportional to the energy deposited by reaction products and depends on the
17Hence the term “voxelisation”.
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Figure 4.15: The total light collection efficiency of one of the HGSAT cells. The
HGSAT is symmetric with respect to the x-axis and the y-axis, therefore, the x and
the y plots are identical. The intensity scale presents the number detected photons.
scintillation characteristics of the He+500 ppm N2 gas mix such as the scintillation
yield and N2 wavelength shifting efficiency. γ +
4He photo-disintegration events are
detected if the energy deposited by reaction products is higher than a certain thresh-
old. This threshold is set by the experimental discrimination levels and influenced
by the light collection efficiency of the detector.
In the energy loss simulation, γ + 4He photo-disintegration events are generated
separately and fed into the simulation. Modelling of all optical properties and light
transport is substituted by the light collection efficiency map described in Sec. 4.3.
For each step along the track of a charged particle in the helium gas (see Sec. 4.2.5)
a voxel index is obtained from the vertex position. The total number of photo-
electrons (photon hits) produced by the PMTs is calculated from energy deposited,
scintillation yield and the corresponding light collection efficiency in the given voxel.
Photon hits on individual PMTs are then calculated by randomly distributing the
total number of photoelectrons around the PMTs, weighted by the light collection
efficiency of each single PMT. The 4-momentum, energy deposited and particle type
are recorded for all particles propagating through the gas volume as well as the ver-
tex positions.
4.4.1 Event Generation
An event generator based on ROOT was written to simulate γ + 4He photodisin-
tegration events. Partial cross-sections of different break-up reaction channels are
specified and for each channel the reaction product four momenta are sampled ac-
cording to the kinematic phase space. The event generator output is stored in a
ROOT tree and includes: an index which specifies the particular reaction channel,
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4-momentum components and particle type for each reactant and final product as
well as the co-ordinates of the reaction vertex.
Photo-Reaction Modelling
γ + 4He photodisintegration below pion production threshold includes four main
reaction channels: 4He(γ, p3H), 4He(γ, 3He)n, 4He(γ, pd)n and 4He(γ, 2p)2n. The
break-up thresholds of these reactions are 19.81 MeV, 21.57 MeV, 26.0 MeV and
28.3 MeV respectively. The 4He(γ, dd) reaction channel is neglected due to its tiny
cross-section compared with the rest, measured to peak at∼3.4µb at 30 MeV photon
energy [197]. Below the three-body break-up threshold, the total photoabsorption
cross-section of 4He is practically the sum of the 4He(γ, p3H) and 4He(γ, 3He)n partial
cross-sections. The total photoabsorption cross-section is taken from Quaglioni et
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Figure 4.16: The total γ + 4+He cross-section as implemented in the event gen-
erator showing also the three (red) and four (green) body break-up cross sections.
The event generator generates events according to the total photoabsorption cross-
section. Events are then distributed into different reaction channels according to
their partial cross-sections.
al. calculations using the Lorentz Integral Transorm (LIT) method with the
Malfliet− Tjon (MTI-III) potential [201]. A 1:1 (γ, p)/(γ, n) ratio is assumed for
the 2-body break-up channel. The 3-body and 4-body break-up cross-sections are
taken from a naive fit to data in the Quaglioni review [201]. Partial cross-sections of
the 3-body and 4-body reaction channels along with the total cross-section as used
in the event generator are given in Fig. 4.16.
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Generating γ + 4He photo-disintegration Events
To simulate the angular divergence of the collimated bremsstrahlung cone, interac-
tion vertices are determined by taking random points along the 304 mm length of the
HGSAT within a cone of half angle 1.1 mrad defined by the photon collimator. The
radiator-collimator-target geometry are illustrated in Fig. 4.17. The distribution of
vertex positions as produced by the event generator is shown in Fig. 4.18.
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Figure 4.17: The radiator-target distance and the collimation angle (θc) as used in
the event generator. θγ is the half opening angle of the bremsstrahlung photons.
The photon beam energy is selected randomly from a 1/Eγ bremsstrahlung dis-
tribution ranging between 13 to 63 MeV corresponding to the experimental energy
range. However only events above the breakup threshold are accepted and the ran-
dom selection is weighted by the total cross-section distribution. When the beam
energy is selected a “parent particle” is formed by summing the four momenta of
the beam photon and the (at rest) target 4He. A particular reaction is then just the
“decay” of this parent into 2, 3 or 4 daughter particles.
Generation of the daughter-particle four momenta is handled via the ROOT
“TGenPhaseSpace” class. It takes the 4-momentum of the beam + target parent
particle and the rest masses of the decay products as input parameters. Events
are generated according to phase space in the centre-of-mass frame, and then the
decay products are boosted to the lab frame [202]. Fig. 4.19 shows generated event
distributions for different reaction channels as a function of photon energy.
4.4.2 Energy Loss
Energy loss calculations on the γ + 4He breakup products are performed in Geant4
using a combination of the well-known Bethe-Bloch formalism and parametrised
models at lower energies as described in Sec. 4.2.4. The simulation was run with
events generated by the event generator for a target density of ∼3.5 mg/cm3, reading
out the corresponding photon energy Eγ and energy deposited in each γ +
4He
reaction channel as well as the range and energy deposited by individual break-up
particles.
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Figure 4.18: Distribution of vertex positions as produced by the event generator in
the XY (left) and the YZ (right) planes. The XY plane plot also corresponds to the
beam spot size.
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Figure 4.19: Generated events for different γ + 4He reaction channels as a function
of photon energy.
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Range and Stopping Power
The stopping power18 and the range19 of all γ + 4He breakup products, with kinetic
energies extracted from the event generator, were obtained using SRIM20 [203] in
order to cross check the simulation data. Fig. 4.20 shows the expected range of
 Kinetic Energy [MeV]
0 2 4 6 8 10 12 14 16 18 20 22 24
 
Pr
oje
cti
le 
Ra
ng
e [
mm
]
20
40
60
80
100
120
140
160
180
200
220
240 protonsdeuterons
tritons
He3
Figure 4.20: Expected range of γ + 4H breakup products as a function of particle
energy. Data derived from SRIM [203].
γ+4He breakup products as a function of particle energy. The active volume of
the detector is ∼8×8×16 cm, meaning that most of the γ + 4He products will not
deposit all of their energies within the gas volume for the employed target density
and photon energy. Fig. 4.21 shows the range of γ + 4He products as produced
by the simulation (left) and their corresponding kinetic energy as a function of
photon energy (right). Fig. 4.22 shows tracked particles inside the gas volume. It
can be clearly seen that particles with enough energy are escaping the gas volume.
The escape energy thresholds of different particles correspond closely to the SRIM
calculations.
Energy Deposited
Fig. 4.23 shows the energy deposited in the gas volume in the 4He(γ, p)3H reaction
channel as a function of photon energy. The shape comes from the sum of the en-
ergy deposited by protons and tritons. The decrease in the energy deposited seen at
>25 MeV and >45 MeV for protons and tritons respectively is due to these particles
having enough kinetic energy to escape the gas volume, i.e. less and less energy
being deposited as the photon energy goes up as explained in the previous subsec-
tion. Fig. 4.24 show energy deposited in 4He(γ, 3He)n, 4He(γ, pd)n and 4He(γ, 2p)2n
18Stopping power of a charged particle passing through a given material is defined as the differ-
ential energy loss per unit distance (dE/dx).
19The mean path length of a particle in target matter before coming to rest.
20Stopping and Range of Ions in Matter
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Figure 4.21: Left: range of γ+4He break-up products as produced by the simulation.
Right: corresponding kinetic energy as a function of photon energy.
Figure 4.22: γ + 4He break-up particle tracks inside the active volume of the de-
tector. Left: x projection as a function of photon energy (Eγ). It can be seen
that at above 25 MeV photon energy, protons have enough energy to escape the
gas volume. The escape thresholds for deuterons and tritons are Eγ >40 MeV and
Eγ >45 MeV respectively. The corresponding particle kinetic energy can be obtained
from Fig. 4.20(right). The target density at 2 MPa is high enough to stop all of the
3He ions within the gas volume. Right: track projections on the yz plane.
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Figure 4.23: Left: The total energy deposited in the helium gas at 2 MPa pressure
in the 4He(γ, p3H) reaction. Right: the contribution of the two reaction products in
the total energy deposited.
reaction channels also as a function of photon energy. The energy deposited in the
(γ, n) channel comes primarily from energy loss of 3He nuclides which are stopped
entirely in the gas volume for all incident photon energies.
4.5 Detection Efficiency
The detection efficiency is simply the ratio of detected events to the total number of
events that hit the detector. Determination of this quantity is required to convert
the yield into cross-section. The HGSAT means of detection relies on the energy
deposited by charged γ + 4He breakup products within the active volume of the
detector. The energy deposited must be above a certain threshold21 in order for the
experimental triggers to fire and start the data acquisition. Therefore, there are two
pieces of information needed to determine the HGSAT detection efficiency: total
energy deposited in each γ + 4He event and the discrimination thresholds used to
create the experimental triggers.
4.5.1 Discriminator Thresholds
The trigger used in the experiment is made of two levels:
 The first level trigger is made from the sum of the 4 signals from one cell. The
sum feeds a CFD set at 30 mV. The 1st level is the “OR” of the 4 CFDs (4
cells).
 The second level trigger uses the PMT multiplicity (Mn), where “n” is the
number of PMTs that record a signal above threshold. The Mn is derived
21This threshold is determined by the discriminator levels set during the experiment.
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Figure 4.24: Left: energy deposited in the 4He(γ, 3He)n reaction. The energy de-
posited in the reaction comes mainly from the 3He ions. Right: energy deposited in
the 4He(γ, pd)n (blue) and 4He(γ, 2p)2n (red) reactions.
from the single PMT discriminators. The multiplicity signal comes from the
“Σ” output of the discriminator. Σ is 50 mV per simultaneous hit and feeds
a discriminator which is adjusted to 40 mV for the M1, 70 mV for the M2 and
120 mV for the M3.
Running with an open trigger caused the DAQ system to saturate at the standard
beam intensity. More detail is given in Sec. 3.7.2.
Discrimination effects appear as cuts to energy deposited and therefore to the
number of photoelectrons produced by the PMTs. Fig. 4.25 shows simulated total
energy deposited (left) and number of PMT photoelectrons (right) as a function of
incident photon energy. Although all of the discrimination thresholds were set in
terms of mVs during the experiment, it was not straightforward to convert these
in the oﬄine analysis into values in terms of MeV needed to set the energy cuts in
the Monte-Carlo simulation. Absolute determination of this conversion requires a
calibration procedure which is currently being put together. Nevertheless, various
energy and multiplicity cuts were evaluated using the simulation in order to estimate
the discrimination effects on the detection efficiency as will be described in Sec. 4.5.4.
Fig. 4.26 shows the HGSAT energy response as a function of Eγ as measured at
MAX-lab [204]. The plot shows similar features, the increase in the pulse height as
Eγ increases and the cusp at 25−30 MeV Eγ, to those produced by the Monte-Carlo
simulation shown in Fig. 4.25(left).
4.5.2 Geant4 Photonuclear Interactions
Geant4 photonuclear interactions were enabled and tested to compare with events
produced by the customised event generator. A photon beam with a flat energy
distribution between 12 and 65 MeV, corresponding to the photon energies used
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Figure 4.25: Left: total energy deposited in the helium gas at 2 MPa pressure by
γ + 4He events as a function of photon energy. Right: number of photoelectrons
produced by one PMT (PMT hits) as a function of photon energy. A discriminator
threshold is effectively a value on the y axis.
Figure 4.26: HGSAT energy response as a function of Eγ as measured at MAX-
lab [204]. The measured distribution is distorted somewhat by the variability in the
efficiency of the tagger channels.
during the experiment, was generated and directed toward the gas target. Energy
deposited, reaction channel index and photon energy were all recorded in an event
by event basis.
The simulation results show that Geant4 generates γ + 4He photodisintegration
events according to the cross-section approximation shown in Fig. 4.9 as can be seen
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Figure 4.27: Left: Geant4 generated γ + 4He photodisintegration events broken
down to the different reaction channels. The ratios of the reaction channels are
clearly wrong though the total number of generated events does follow the 4He total
photoabsorption cross-section given in Fig. 4.9. Right: total energy deposited in the
helium gas at 2 MPa by γ + 4He events as a function of photon energy. The cut-off
seen at ∼27 MeV is due to a fault in Geant4 partial cross-section calculations.
in Fig. 4.27. The breakup thresholds of all reaction channels seem to be calculated
correctly though some 4-body breakup events appeared below the corresponding
breakup threshold. Energy deposited by γ + 4He breakup products is consistent
with the one derived from the event generator. However, partial cross-sections of
different reaction channels are incorrect as shown in Fig. 4.27(left). The ratios of
different reaction channels are of real importance to this study since the detection
efficiency is directly related to how much energy is deposited in the detector which
can vary significantly from one reaction channel to another. It is possible for the user
to input partial cross-sections directly to Geant4 by hand, however it was decided
to not take these investigations any further at this stage.
4.5.3 Calibration
The HGSAT was energy calibrated using α sources. The same experimental setup,
operating conditions and gas handling system described in Ch. 3 were used. The
purpose of these measurements was to obtain input parameters needed in the Monte-
Carlo simulation including the QDC channel to MeV conversion factor and an ap-
proximation to the effective scintillation yield.
The calibration was performed using∼390 kBq 241Am and∼12 kBq 252Cf sources.
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Figure 4.28: HGSAT (1 cell) response to: 252Cf∼6.1 MeV α particles and fission frag-
ments the broad peaks at∼80 MeV and∼104 MeV [205] (left) and 241Am∼5.45 MeV
α particles (right).
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Figure 4.29: Scintillation pulse height in terms of QDC channels versus gas pressure.
At ∼0.3MPa, the pressure is high enough to stop α particles entirely within the gas-
volume. The red and the black curves are fits to data.
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The sources were placed alternately22 at the centre of one cell of the HGSAT using a
source holder which is covered with aluminised mylar. Data was acquired the same
way as with the data production using the same trigger conditions. The HGSAT
response to charged particles is displayed in Fig. 4.28. The response is almost linear
for both α particles and fission fragments. There is a slight mismatch between the
241Am and 252Cf QDC to MeV conversion which is likely due to the series of tests to
investigate Xe and N2 doping at different concentrations prior to measurement with
the 252Cf source. The gas system was evacuated and filled relatively fast due to the
limited time available at the testing facility thus, the slight mismatch is likely to
be due to quenching effects of residual impurities. The QDC to MeV conversion is
done by subtracting the pedestal from the prompt peak location and then assigning
the peak QDC channel number to the mean energy value of the used source, that
is 5.45 MeV 241Am α particles and 6.1 MeV, 80 and 104 MeV for α and fission frag-
ments of the 252C source respectively.
Variation of the pulse-height recorded for the 241Am 5.45 MeV α peak as function
of the gas pressure is displayed in Fig. 4.29. At 0.5 MPa helium gas pressure, 5.4 MeV
α particles have a range of ∼4.5 cm and are completely stopped within the gas
volume. Quenching effects of nitrogen at higher gas pressure can be clearly seen from
the figure. The effective scintillation yield was estimated by running the simulation
with different scintillation yield values and comparing with measurements taken at
1 MPa pressure. The value that led to the best match was then taken and used
to extrapolate the corresponding scintillation yield at 2 MPa using the dependency
relation shown in Fig. 4.29. The obtained value was then fed back to the simulation.
The simulated QDC spectra output at 2 MPa were in good agreement with the
spectra measured at that pressure. The effective scintillation yield was estimated to
be ∼100 and ∼60 photons/MeV at 1 MPa and 2 MPa respectively.
4.5.4 Detection Efficiency Curves
Almost all beam events generate some energy in the target gas creating at least
one hit in the PMTs as can be seen in Figs 4.30 and 4.31. The question is if they
generate sufficient energy and enough PMT hits to make a trigger. To answer this,
different energy and multiplicity cuts were evaluated to estimate the influence of
discriminator thresholds on the detection efficiency. Fig. 4.30 shows the fraction
of simulated events that pass different energy cuts. Events with energy deposited
above these cuts are counted and then divided by the the total number of generated
events for each photon energy bin. The multiplicity cut is slightly more complex
containing two parameters: the threshold applied on the number of photoelectrons
produced by a single PMT to register a hit (PMT threshold) and the minimum
22The 252Cf source consists of ∼6.5×10−5 µg californium oxide (Cf2O3) positioned on the top of
a platinum clad nickel foil. The source is covered with 50µg/cm2 gold layer. Handling the source
was done with caution to ensure no contamination to took place. More details on the source used
in this work can be found in Ref. [166].
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Figure 4.30: Detection efficiency for different energy cuts. For 0 and 0.1 MeV cuts,
almost all generated events are detected. The low energy events at the GDR region
are most affected by any energy cut of more than ∼200 keV. The minima observed
around 25− 28 MeV photon energy for the 2 and 3 MeV energy cuts is mainly due
to protons having sufficient energy to escape the gas volume, hence depositing less
energy (see Figs 4.23 and 4.25(right)).
number of PMT hits to signal a scintillation event (multiplicity). The effect of these
two parameters on the detection efficiency is displayed in Fig. 4.31. The three plots
are for the M1, M2 and M3 triggers. The different colours in each canvas are for the
PMT threshold which is the minimum number of photons detected by the PMT to
register a hit, that is 1, 2 or 3 which were chosen arbitrarily for illustration.
Discrimination effects are highly photon energy dependent. Events in the Giant
Dipole Resonance (GDR) region are most sensitive to any applied discrimination.
This is expected since events in that region are low energy events generally deposit-
ing 0 − 4 MeV. Final detection efficiency curves are a combination between those
displayed in Fig. 4.30 and Fig. 4.31.
4.5.5 Position Dependent Detection Efficiency
In addition to the incident photon energy dependency, the detection efficiency also
depends on the position where the reaction takes place. γ + 4He events resulting
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Figure 4.31: Detection efficiency for different multiplicity cuts at different PMT hits
thresholds as a function of incident photon energy.
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Figure 4.32: Position dependent detection efficiency averaged over all incident pho-
ton energies. Different energy cuts are presented in different colours. The stability
in the detection efficiency along the x and y axes is due to the small size of the
bremsstrahlung beam spot. As the beam illuminates the entire z-range of the target
the position dependent effects are more apparent in this direction.
in breakup products close to the internal walls of the detector are less likely to
deposit all of their energy within the gas volume than those associated with events
which occur at the centre. Position dependency was evaluated for different energy
and multiplicity cuts as can be seen in Fig. 4.32 and Fig. 4.33 respectively. As
the bremsstrahlung beam is compact (∼9 mm diameter at the detector, Fig. 4.17)
compared to the target cross-section there is little dependence on x and y in the
relevant range. The case is different for the z axis (see Fig. 4.12 bottom right) where
the detection efficiency averaged over all incident photon energies is higher in the
centre (z = 0) than that near edges of the detector cell.
4.5.6 Be windows effect
The effect of possible contamination from photonuclear interactions in the Be win-
dows, used to hold the gas pressure (see Ch. 2), on the measurement reported in this
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Figure 4.33: The same as with Fig. 4.32 but using different multiplicity cuts: M1,
M2 and M3. The minimum PMT hit threshold used in this plot is 2.
thesis was studied and simulated by J. R. M. Annand [204]. The two Be windows
has a total thickness of about 180 mg/cm2 compared to 103 mg/cm2 for the helium
target which may rise questions on the size of any background effects from the γ+Be
reactions on the measured signals. The probability of photonuclear reactions prod-
ucts from 9Be(γ, p)8Li and 9Be(γ, pn)7Li produce a detectable signal in any of the
HGSAT main cells was calculated via the Monte-Carlo simulation for the both the
upstream and the downstream windows. The results of these are shown in Fig. 4.34.
The distributions of the two Be windows are similar but 25% lower overall for the
Figure 4.34: Detection efficiency for 9Be(γ, p)8Li (left) and 9Be(γ, pn)7Li (right)
events as a function of incident photon energy Eγ. The different colours are for
energy cuts of: 1 MeV (black); 2 MeV (blue); 3 MeV (red); 4 MeV (green). The
PMT hit multiplicity is M2 [204].
downstream window [204]. For an energy cut of &3 MeV, close to that estimated for
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the actual experiment ∼2.5 MeV, the relative detection efficiency for γ+9Be events
in the HGSAT main cells is . 0.5% taking into account the thickness differences be-
tween Be and He. This was found to be small compared to other systematic effects
described in Ch. 5. A further interesting finding of these studies was that around
80% of the detected γ+9Be events occurred in the HGSAT outer main cells. There-
fore, the small contamination from Be windows can be further reduced by excluding
events in those two cells.
4.5.7 Summary
A Geant4 based Monte-Carlo simulation was developed to perform studies on the
HGSAT and to determine the detection efficiency required in the absolute normali-
sation of the cross-section. Calibration and bench-test measurements were made to
obtain a number of parameters used in the simulation and considerable effort was
made to build a physics library relevant to the processes taking place within the
HGSAT. The Geant4 photonuclear package was found to be inadequate for this case
of study and therefore, a phase-space event generator was written to realistically
generate γ + 4He events which are then fed to the simulation.
The simulation results showed that the HGSAT intrinsic detection efficiency can
attain values close to 100%, but it is reduced substantially if practical discrimina-
tor thresholds are employed. Discrimination effects were evaluated and found to
be highly incident photon energy dependent with events in the GDR region most
affected. Absolute determination of the detection efficiency requires converting dis-
criminator thresholds from mV to MeV. This was not performed in this work due to
the limited time available. However, the work on this is still on-going and different
approaches are currently being investigated. The detection efficiency for different
discriminator thresholds was obtained and used to study the effect on the normalised
cross-section as will be discussed in Ch. 5.
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Data Analysis
The aim of the analysis outlined in this chapter is to extract the total γ+ 4He cross-
section from the collected experimental data. Approximately 100 Gbyte of data in
total were acquired over ∼9 days (net) of beam time distributed over two run periods
in March and September of 2009. For the total γ + 4He cross-section measurement,
the experimental data included:
 Coincidence times between the HGSAT and the 62 elements of the tagger focal
plane detector.
 Pulse height and time from all PMTs attached to HGSAT.
 Scalers recording the counts in the tagger focal plane detector.
 Scalers recording rates in the trigger system and photon beam monitors.
The data is stored in a ROOT format and the entire analysis was performed using
the ROOT data analysis framework [171].
This chapter focuses on the steps followed in extracting the cross-sections, along
with a discussion of the systematic uncertainties.
5.1 Overview
The total γ + 4He cross-section as a function of photon energy (Eγ) is given by
Eq. 3.1. Following background subtraction and data filtering, the γ + 4He reaction
yield is determined by integrating the prompt peaks in all of the 62 HGSAT-tagger
time spectra separately. Data filtering is performed by applying a series of cuts based
on HGSAT QDC and TDC information, in order to identify real helium scintillation
signals. Each of the 62 focal plane elements corresponds to a specific photon energy.
The yield extraction, including background subtraction, is described in Sec. 5.2.
The number of electron hits are recorded by scalers connected to the focal plane
elements. The tagging efficiency, required to convert the number of electron hits
on the FP detectors to the number of tagged photons incident on the target, is
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obtained from dedicated coincidence measurements conducted in a similar manner
to the main experiment as detailed in Sec. 5.3.1. Tagger rate-dependent corrections
come in two types: the stolen coincidence correction and Ghost counts, the former
is determined from information given by the 62 FP TDC coincidence spectra while
the latter is ignored as it has a tiny effect, as explained in Sec. 5.6. A Geant4 based
Monte-Carlo simulation is used to determine the detection efficiency by applying the
experimental trigger conditions and software cuts to simulated data. The Geant4
Monte-Carlo simulation is discussed in detail in Ch. 4 and briefly in Sec. 5.7
The analysis was made easier by inhibiting the focal plane scalers at the hardware
level during the DAQ system processing time, eliminating the need for dead-time
correction. Tagged photon energies are determined from the energy calibration of
the tagger magnet for each of the focal plane elements. This information is extracted
and provided to the user by the Photonuclear physics co-ordinator at MAX-lab. This
is discussed briefly in Sec. 5.5.
5.2 Yield Extraction
5.2.1 HGSAT-Tagger Coincidence Time Spectra
A typical HGSAT-tagger coincidences spectrum is shown in Fig. 5.1. The plot
shows coincidences between the HGSAT and the 24th FP channel corresponding to
∼30 MeV photon energy. Events in coincidence appear in the narrow peak between
TDC channels 1190 and 1240 sitting on the top of the random coincidence back-
ground. Because the random rate depends on the beam intensity the time structure
of the beam causes the structure observed in the random distributions in the TDCs.
It is dominated by three components related to the way the electron beam was
extracted. The 108 ns period oscillation comes from the non-uniform filling of the
MAX I ring whereas the 330 ns period is due to the 3 MHz frequency of the RF-
kicker magnet used to extract the beam from the storage ring (see Sec. 3.4.2). A
third component of 2 ns period (not visible in Fig. 5.11) comes from the 500 MHz
accelerating cavity necessary to compensate for radiative energy losses of the elec-
trons. The different structures in the stretched beam time profile is explained in
more detail in Sec. 3.4.2.
Instability in the macroscopic time structure of the beam occurred a few times
during the run in September 2009, as can be seen in Fig. 5.2. This was most likely
caused by the de-optimisation of the timing of the accelerator trigger system in order
to run at a reduced beam intensity. Running at standard stretched-beam intensities,
the more relaxed trigger conditions OR+M1 and OR+M2 (see Sec. 3.7.2) caused the
DAQ to saturate at around 1200 Hz [174], thus a reduction in the beam intensity was
desirable. As a result, ∼73% of the data was accumulated using the more restricted
1Requires better time-resolution to be observed.
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Figure 5.1: Left: Tagger-Target coincidence spectrum showing true coincidences
(around channel 1180) sitting on the top of the stretcher-ring related structure of
the random-coincidence background. Right: expanded detail of the time spectrum,
showing a fit to the random background, used to extract the true-coincidence yield.
OR+M3 trigger condition, ∼20% with the OR+M2 and ∼7% with the OR+M12.
The coincidence peak position was confirmed in very low-intensity runs where the
random background was much reduced. The experimental run summary is given in
Table 3.1 and Table 3.2 in Ch. 3.
Because of the instability in the beam time structure all of the data was care-
fully examined and those with the same time structure were grouped together and
analysed separately. Intersection runs, where the change in the time structure took
place, were excluded from the oﬄine analysis. It is worth adding that running with
optimised beam intensity and the OR+M3 trigger, the time structure was a lot more
stable.
5.2.2 Data Filtering and Event Selection
The occurrence of γ + 4He events is associated with scintillation signals in the
HGSAT. Two sources of information are available to distinguish real scintillation
events from random background: the energy and timing information of the 16
HGSAT PMTs, recorded by QDCs and TDCs respectively. This information is used
to identify γ + 4He events by applying QDC and TDC cuts in the oﬄine analysis.
2The beam time structure was more stable during the March 2009 run period where most of
the data was accumulated using the OR+M3 trigger and standard beam intensity.
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Figure 5.2: HGSAT-Tagger time coincidence spectra for the first 9 tagger channels
from two consecutive runs taken with the OR+M2 trigger. The two runs are pre-
sented in two different colours. The real coincidence peak is seen in a fixed channel
at around 1250. The difference in shape of the beam time structure is clearly visible.
The histograms were normalised for the sake of comparison of the time dependence.
QDC cuts
Previous work with the HGSAT showed that real scintillation signals can be identi-
fied using the QDC signals of any two orthogonal PMTs in a given cell3. In the two-
dimensional distribution of these signals, highly correlated real scintillation signals
appear as a distribution around the diagonal axis y = x, whereas the background is
confined in separated bands parallel to the axes (see Sec. 2.4.1 and 2.4.2). 2D QDC
cuts were defined from a visual inspection of all of the 16 correlation plots4. Each
cut consists of two perpendicular lines as illustrated in Fig. 5.3[left]. Events which
pass this threshold for any two orthogonal PMTs in any of the 4 cells of HGSAT
are further checked using the TDC information.
TDC cuts
Signals generated in the PMTs due to scintillating γ + 4He events are correlated in
time unlike singles random background events. This piece of information is used
3Orthogonal PMTs are chosen to minimise direct C˘erenkov effects, i.e. minimising the possi-
bility of C˘erenkov light produced in one optical/PMT window being detected by the facing PMT.
4Four for each cell.
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Figure 5.3: Left: typical two-dimensional distributions of signals measured in corre-
lation between two perpendicular PMTs. The red lines indicate cuts applied to the
data in the oﬄine analysis. Right: TDC spectrum for an individual PMT. The red
lines delimit the signal.
to further reject background by requesting a time correlation as well as an energy
correlation.
Signal timing is recorded for all of the sixteen PMTs on the HGSAT using a
CAEN V1190B multi-hit TDC module. Each PMT is connected to a leading edge
discriminator that fires if the pulse height of the incoming signals is larger than the
threshold. The TDC unit is started by the trigger and stopped by the output of the
discriminator, hence, all of the timing information is recorded with respect to the
trigger. The time difference recorded by the HGSAT TDCs appears as a prompt
peak in the TDC time spectrum sitting on the top of a low level random coincidence
background. A typical HGSAT TDC spectrum is shown in Fig. 5.3[right]. The TDC
cut was made loose around the prompt peak for all of the 16 PMTs. Events which
pass the TDCs cuts are accepted in the oﬄine analysis.
Multiple Reactions
The probability of a second (or more) photon, inducing a γ+4He reaction in addition
to the one the that fired the trigger is low, but not completely negligible. A scan
through the OR+M3 data showed that less than 0.5% of all events had signals in
more than one cell. Of these ∼ 98% were hits in 2 adjacent cells, which means there
is a good chance that these hits originated from a single event. Nevertheless, it was
decided to exclude these events in the oﬄine analysis at this stage.
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5.2.3 Tagger FP Signal Background Subtraction
Random background subtraction is non-trivial due to the complicated shape of the
stretched beam time structure. Each of the 62 HGSAT-Tagger coincidence time
spectra (see Fig. 5.1) is the time difference between the experimental trigger and an
electron hit in the corresponding focal plane detector. At a high photon beam inten-
sity the focal plane detectors register multiple electron hits unrelated to the photon
that initiated the trigger. Their associated photons are either lost, due to the colli-
mator, or simply failed to interact with the target. These accidental coincidences are
responsible for the random background coincidences seen in the TDC coincidence
spectra, including the region of the true coincidence peaks. The coincidence time
resolution is about 11 ns (FWHM), influenced by the different propagation delays
in the 16 HGSAT signals, which in principle can be corrected for.
Accidental background must be subtracted if the true γ + 4He yield is to be
determined. For this purpose, two different approaches were employed in order to
increase the confidence level and to estimate the systematic uncertainties on the
extracted yield.
Background Fit
The background fit approach involves fitting the background with a 3rd order poly-
nomial and the prompt peak with a Gaussian. This was done for all of the 62 focal
plane channels individually. The yield was extracted by subtracting the integral of
background from background + prompt over a period of ±3σ from the mean of the
Gaussian fit to the prompt peak.
To fit the background accurately, the mean position of the prompt peak was
first located using the “search” function of the ROOT TSpectrum class [206]. The
algorithm searches for peaks in the spectrum for a given bin-count threshold and
returns their positions on the x axis. The peak with the maximum bin content,
corresponding to the prompt peak, is then chosen. In order to not confuse the
background fitting the true coincidence peak region is effectively removed from the
spectrum by setting the bin content to 0 over a period of ±3σ and what is left is
fitted with a 3rd order polynomial function. The fitting parameters are fixed and
used to define a combined 3rd order polynomial+Gaussian function that is used to
fit both of the prompt peak and the background within a range chosen empirically to
cover both of the prompt peak and the background, ±6σ in this case. The difference
in the integral of the prompt peak and the background fit functions within the range
of ±3σ is the γ + 4He yield for the photon energy corresponding to the tagger TDC
channel being processed. Fig. 5.4 shows the steps followed in implementing this
approach.
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Figure 5.4: In the background fit, the yield is extracted by fitting both the prompt
peak and the background (top left). The prompt peak region is excluded when fit-
ting the background (top right). The background fitting parameters are fixed and
combined with a Gaussian function to fit both the prompt peak and the nearby back-
ground (bottom left). The prompt peak resulting from subtracting background from
background + prompt is shown bottom right. The HGSAT-tagger TDC spectrum
shown is for the 24th tagger channel.
Background Filter
The second approach is slightly different; the idea is to eliminate the random back-
ground in the HGSAT-Tagger TDC spectra using a sophisticated algorithm known
as “Sensitive Nonlinear Iterative Peak clipping” developed by Morha´c˘ et al. [207]
and Ryan et al. [208]. The algorithm is implemented in ROOT and can be used via
the “background” function of the TSpectrum class [206]. The function takes two
parameters, the source spectrum and the order of the noise filter. The latter was
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determined by trial and error.
In this approach, an exclusive background spectrum is created and subtracted
from the HGSAT-Tagger TDC source spectrum as can be seen in Fig. 5.5. The
outcome of this is a clean prompt peak from which the yield can be extracted
directly by integrating the peak region (±3σ).
5.2.4 γ + 4He Yield
The γ + 4He yield as a function of the 62 tagger channels is displayed in Fig. 5.6.
The yield shown is for March 2009 data that were taken using the M3+OR trigger.
The yield for the M2+OR and the M1+OR data was also extracted and showed the
same trend as the M3+OR data. However, after applying all of the software cuts,
the statistics in the HGSAT-tagger TDC spectra were somewhat poorer and a time-
consuming yield extraction by hand, channel by channel, was necessary. Therefore,
it was decided to concentrate on the M3+OR data in the analysis presented in this
thesis.
The different colours in the plot show the comparison between the two extraction
methods, described in the previous section, for the same data set. The two methods
agree reasonably well. The plan was to make the extraction procedures as automated
as possible for all of the tagger channels to avoid inconsistencies and possible bias in
the extraction procedure. This was possible with the “background filter” approach,
which only required the order of the noise filter as an input [206], but was more
difficult with the “background fit” method. The background and prompt peak
automated fitting failed occasionally when the prompt peak is small with respect to
the background, i.e. below or above the peak in the GDR region where the cross-
section is relatively low. In Fig. 5.6 for example, there are two channels, 49 and 56,
where the background automated fitting has failed and the two points are off of the
y-axis range.
5.3 Photon Flux
Determination of the photon flux incident on the target is required to normalise
the γ + 4He yield into a cross-section. In photon-tagging experiments, the incident
flux is determined from the number of associated electrons detected in the tagger
focal plane detectors. This quantity is recorded for all of the 62 focal plane channels
using scalers which are inhibited while the DAQ system is busy processing data.
The scalers count all electron hits in the focal plane detectors including those whose
associated photons are lost in the collimator. Thus, a correction is necessary in
order the determine the true photon flux incident on the target.
To determine this correction, dedicated tagging efficiency measurements were
performed at lower photon beam intensity, separate from the production data taking
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Figure 5.5: Background filter yield extraction approach. Excluding the prompt
peak region, the entire HGSAT-tagger TDC spectrum (top left) is fitted using the
“Sensitive Nonlinear Iterative Peak clipping” algorithm (top right) to create a
separate background histogram (bottom left). Subtraction of the original and the
background histograms results in a clean prompt peak (bottom right) from which the
yield is extracted by integrating the peak region over a period of ±3σ. Background
fluctuations underneath the peak are accounted for by subtracting a background
sample from either side of the prompt peak. The HGSAT-tagger TDC spectrum
shown is for the 24th tagger channel.
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Figure 5.6: Raw excitation curve for photodisintegration of 4He as a function of
tagger channel. Extracted from the M3+OR trigger data. Note that high tagger
channel corresponds to low photon energy.
126
5.3. Photon Flux
(see Sec. 3.5.5). In these measurements, all of the photons passing through the
collimator are counted along with the electron hits in the focal plane detectors.
The ratio of the two quantities for each tagger focal plane detector is the tagging
efficiency for the corresponding photon energy.
5.3.1 Tagging Efficiency Determination
The tagging efficiency was measured twice daily on average, ∼30 min each, during
the experimental runs as discussed in Sec. 3.5.5. In the September 2009 runs, two
trigger configurations were used for each set of the tagging efficiency runs, that
is the focal-plane OR trigger and the Pb/SciFi detector trigger. The former is
used routinely for tagging efficiency measurements in Lund [174] whereas the latter
is commonly used in the MAinzer MIkrotron (MAMI) tagged photon facility in
Mainz. After some adjustments to the automated script that is used in Lund the
two methods gave approximately similar results. A comparison between the two
methods was used for verification.
FP-OR trigger “Lund Method”
In this method, an electron hit in any of the focal plane detectors is used to trigger
the DAQ and to generate the QDC gate for the Pb/SciFi detector.
If a photon is lost in the collimator the associated electron is still detected in
one of the focal plane detectors generating the trigger and opens up the Pb/SciFi
detector QDC gate. As a consequence, a count is registered within the pedestal
peak5 of the Pb/SciFi QDC spectrum. However, if the photon passed through the
collimator and made it to the detector, which in principle has a ∼100% detection
efficiency, a count is registered in the signal peak of the QDC spectrum. Therefore,
the ratio between events above the pedestal to the those in the full QDC spectrum
gives the percentage of electrons whose associated photons made it to the detector,
i.e. the tagging efficiency. A typical Pb/SciFi QDC spectrum obtained during
tagging efficiency measurements is shown in Fig. 5.7.
The Lund tagging efficiency was obtained using a script developed by J. Brud-
vik [209]. The idea was to have automated tagging efficiency evaluation for any
standard tagging efficiency measurement taking place at MAX-lab. The script lo-
cates the positions of the true signal and the pedestal peaks and finds the local
minimum in between via a 2nd order polynomial fit. This was done for all of the
62 Pb/SciFi QDC spectra, one per tagger channel, each obtained by applying a
cut on the coincidence peak in the corresponding tagger TDC spectrum. The local
minimum was taken as the pedestal peak cut-off and it is optional in the script to
either locate it by hand or via the fit. The automated fit cut-off is by eye slightly
5The QDC pedestal is the value registered if no input signal is given.
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Figure 5.7: A typical Pb/SciFi QDC spectrum obtained from one of the tagging
efficiency measurements. The ratio between events in the signal peak to the total
events in the spectrum is the tagging efficiency for the tagger channel which gen-
erated the trigger. The red and blue triangles are the maximum and minimum bin
contents respectively.
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Figure 5.8: A zoomed in version of Fig. 5.7. The automated pedestal cut-off is
slightly high. Shifting the cut by hand by a few channels (13 channels in this case)
produced a good match with the “Mainz” method. The cut made by hand (red line)
is well within the minimum region and far above the pedestal peak.
high and moving the cut by hand by few channels towards the pedestal distribution
but still far from the pedestal peak channel (see Fig. 5.8) made a good match with
Mainz-method tagging efficiency results as will be explained below.
Pb/SciFi trigger “Mainz Method”
The Mainz method uses the signals from the Pb/SciFi detector to trigger the DAQ
system and start the tagger coincidence TDCs. The stop signal comes from an elec-
tron hit in the focal plane detectors. The number of tagged photons detected in
the Pb/SciFi detector is determined from the number of counts in the coincidence
peak of the tagger TDC spectra. The ratio of this value to the number of electrons
recorded by the scalers for each tagger channel gives the tagging efficiency.
At low beam intensities the non-beam background scaler rate may become sig-
nificant and a correction for this is necessary. To do this data were taken using
the same experimental setup with beam switched off after every tagging efficiency
measurement. The tagging efficiency expression 3.8 in Chapter 3 is modified to the
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Figure 5.9: The prompt peak in the tagger TDC spectrum (tagger channel 24). The
number of photons (Nγ) is determined from the number of events in the prompt
peak. At low intensity, random background is negligible.
following form:
εtagg(i) =
Nγ(i)
N e′ (i)beamOn −N e′ (i)beamOff
(5.1)
where Nγ(i) is the number of tagged photons detected in the Pb/SciFi detector in
coincidence with focal plane channel i, Ne′ (i)beamOn and Ne′ (i)beamOff are the number
of electrons counted by the focal plane scalers in the same time interval with beam
switched on and off respectively. The scaler counts in the background runs were
less than 0.1% of those during tagging efficiency runs for all of the tagger channels
which means the background correction could be neglected in practise.
Lund vs. Mainz Comparison
Fig. 5.11 shows a comparison between the tagging efficiencies extracted by the
“Mainz” and the “Lund” methods. The two methods agree quite well after ad-
justments to the pedestal cut-off in the latter, as explained previously. The drop in
the measured tagging efficiencies seen at higher tagger channels is mainly due to the
loss of the detection efficiency of the Pb/SciFi detector at low photon energy. It is
worth reiterating that both methods are directly affected by the detection efficiency
of the Pb/SciFi detector, that is, if a photon arriving at the Pb/SciFi detector is
not detected, the trigger will not be generated in the case of the “Mainz” method
but the focal plane scalers will still count the associated electron, resulting in a drop
in the measured tagging efficiency. Similarly, in the “Lund” method, an undetected
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Figure 5.10: In the Mainz method, the number of photons (Nγ) are determined
from the number of counts in the Pb/SciFi-tagger TDC spectrum for each tagger
channel (left). The number of electrons (Ne′ ) is extracted from the tagger scalers
(right). The spread in counting rates is partly due to variations in the detection
efficiency of the FP counters and the detection efficiency of the Pb/SciFi counter.
The systematic difference between odd and even-number channels results from an
FP overlap coincidence requirement. These cancel when the TDC/scaler counting
ratio is taken.
photon will register a count in the pedestal region of the Pb/SciFi detector that was
triggered by an electron hit in any of the focal plane detectors, causing a drop in
the measured tagging efficiency.
Stability of Tagging Efficiency
Drifts in the electron beam position at the radiator can affect the tagging efficiency.
Such drifts are in fact quite common, occurring several times during the data pro-
duction of the experiment reported in this thesis. Therefore, it is important to
continuously monitor the tagging efficiency during the experiment.
To do that, the In-beam monitor detector (IBM) was employed as discussed in
Sec. 3.6.5. In principle, if one can relate the count rate in the IBM to the tagging
efficiency (εtagg) determined from the dedicated tagging efficiency measurements,
then it is possible to have a continuous monitor of the tagging efficiency during data
production. In dedicated tagging efficiency measurements, if αIBM is defined as:
α(IBM)(i) =
Nγ(i)
NIBM
(5.2)
then a parameter directly related to the tagging efficiency, let’s call it the IBM ratio
and denote it with βIBM, can be obtained for each tagger channel i continuously
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Figure 5.11: Comparison of tagging efficiency measured with the “Lund” (Run 328)
and the “Mainz” (Run 329) methods. The systematic drop in the measured tagging
efficiency at low photon energy (Eγ < 21MeV, correspond to tagger channels >50) is
due to a loss of efficiency in the Pb/SciFi detector. This does not affect the measured
total γ + 4He cross-section since the significant drop in the tagging efficiency occurs
at incident photon energies below 4He break-up threshold (∼20 MeV).
during data production:
βIBM(i) = α(IBM)(i)× NIBM
Ne(i)
(5.3)
where NIBM is the number of counts registered by the IBM, Ne(i) is the number of
electrons counted by the focal plane scaler channel i.
Fig. 5.12 shows the IBM ratio (βIBM) for tagger channel 17 for most of the March
2009 runs. Runs below 75 were taken before the IBM was installed. The observed
peaks show the results from the dedicated tagging efficiency measurements. The
IBM ratio for all of the other tagger channels showed the same trend. The plot
shows four features which merit some explanation:
 Firstly, the stability of the tagging efficiency during most of the production
runs can be clearly seen. Due to beam instability it was decided that runs
96− 98 were unusable and were excluded from the analysis.
 Secondly, the drop in the measured tagging efficiency at and after run 103 is
almost certainly due to shifts in the beam position on the radiator [153][210].
The drop was first noted during the tagging efficiency measurement run 122
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Figure 5.12: The IBM ratio (βIBM) for most of March 2009 data. The peaks seen in
the plot, referred to as absolute tagging efficiency, represent the tagging efficiencies
from dedicated measurements. Runs before 75 were performed before the IBM was
installed. The IBM ratio seems relatively stable between production runs before
and after run 103. See text for more explanation.
which prompted us to check all of the Pb/SciFi settings with nothing to re-
port [154](Message ID 39). Power issues with the accelerator and unstable
beam were reported a few times around 103 run [154](Operators Message ID
17 and 18) which strongly suggests the drop seen in the measured tagging
efficiencies is directly linked to something changed in the accelerator settings.
 Thirdly, the discrepancy between the IBM ratio (βIBM) and the directly mea-
sured tagging efficiency where they should be the same in principle. The
reason for this is most likely due to the reduced detection efficiency of the
IBM counter at higher beam intensity. Quantitative studies on the IBM de-
tection efficiency at high beam intensity are not available. Nevertheless, the
IBM was used to monitor the beam stability and was not expected to measure
tagging efficiency absolutely.
 Fourthly, βIBM to tagging efficiency ratios before run 103 are higher than those
after. The beam intensity was reduced to 60% after run 103 to overcome issues
with the beam instability and the lower tagging efficiency also reduced the
post-collimator photon intensity. This points toward the increased efficiency
of the IBM at lower beam intensity.
As a result of the discrepancy in the tagging efficiency in the data before and after
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Figure 5.13: Tagging efficiency as a function of focal plane channel determined
from all of the tagging efficiency measurements. Notice that the y-scale of the two
plots starts at tagging efficiency of 0.025. The gap seen in March 2009 data is due to
broken channels in the focal plane hodoscope 49, 51−53 and 58. On the other hand,
tagger channels 48, 50− 52 were unusable in September 2009 due to bad tuning of
the focal plane discriminator thresholds. Tagging efficiencies for the September 2009
run show a good agreement (within ±3%). March 2009 shows two different values
of tagging efficiency with more than a factor of 2 difference. It is almost certain that
this is due to shifts in the beam position on the radiator. Statistical uncertainties
are shown as error bars.
run 103 during the March 2009 runs, the data were divided into two groups which
were analysed separately.
Tagging Efficiency
Fig. 5.13 shows the tagging efficiency extracted from all of the tagging efficiency runs,
including the “Mainz” and the “Lund” methods employed in the September 2009
runs. The deviation seen between different runs is most likely due to the instability
and drifts in the electron beam position at the radiator. Background correction was
not possible for the March 2009 runs since no data were taken directly before or
after the beam was switched off. However, the size of this correction was found to
be tiny (less than 0.1%) in the September 2009 runs and there is no reason to believe
otherwise for the March 2009 runs. The data were analysed separately using the
mean tagging efficiency for each data set, that is September 2009, March 2009 (pre
103 run) and March 2009 (after 103 run) data for the same trigger setup.
5.3.2 Tagger Scalers
The final step to determine the photon flux incident on the target is to extract the
number of electron counts in the focal plane channels. This information is provided
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Figure 5.14: The tagger scalers as a function of focal plane channel. The broken
tagger channels are excluded in the oﬄine analysis. The statistical errors bars are
included but are too small to be seen.
by scalers connected to each of the focal plane channels as explained in the previous
few sections.
Scalers connected to the focal plane detectors were 32 bit counters and a correc-
tion for overflows6 was necessary in the oﬄine analysis as they were not cleared after
a read. Determination of this correction is trivial, the number of times the scalers
overflowed is counted in the oﬄine analysis and the correction is simply calculated
as: the number of overflows × overflow value, that is 4294967296, plus the scaler
value at the end of the analysis run. Fig. 5.14 shows the tagger scalers as a function
of focal plane channels for all of the M3+OR March and September 2009 runs. The
systematic difference between odd and even number tagger channels seen in the plot
is due to the overlap between adjacent tagger FP channels (see Sec. 3.5.2). Some
tagger channels were unusable during both the March and September 2009 data.
The scatter seen in September 2009 data in channels > 34 is likely to be due to
discriminator threshold effects and the gain applied to the focal plane PMTs. The
higher tagger channels correspond to low energy photons.
5.4 Target Density
The target density was determined from measurements of the target pressure at
room temperature. The target pressure was continuously monitored using a 5 MPa
Balzer high pressure sensor which was calibrated and has a ±2% accuracy according
6An overflow occurs when the number of counts exceed the allowable range of the scaler.
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Figure 5.15: A small leak occurred in the quartz-aluminium coupling resulting in a
pressure drop during the March 2009 experimental run. This drop was measured to
be ∼1.5% for the data analysed and presented in this thesis.
to the manufacturer. The temperature in the experimental hall was also measured
during a typical operational day and found to fluctuate between day-time and night-
time by ∼ ±2◦C around a mean of 21◦C. A small leak in the pressurised vessel during
the 3 week run period in March 2009 resulted in a total pressure loss of ∼9%7 and
∼0.7% during the 1 week run in September 2009 (see Fig. 3.13). For the data used
in the analysis presented in this thesis, only a ∼1.5% pressure drop was recorded as
can be seen in Fig. 5.15.
The gas density was approximated using the ideal gas law:
ρ =
P ×M
R× T (5.4)
where ρ is the gas density (g.cm−3), P is the gas pressure (MPa), M is the Molar mass
(4.002602 g.mol−1 for helium), R is the gas constant (8.314 cm3 MPa.K−1.mole−1)
and T is the gas temperature (K). The values used in the oﬄine analysis are calcu-
lated from the pressure readings taken for each data set and used to calculate the
target thickness in g.cm−2
7∼6% for runs before 103 and ∼3% after.
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Figure 5.16: Tagged photon energy as a function of tagger channel. The higher
tagger channels correspond to low energy photons. The error bars of 0.9 MeV, gives
the width of each tagger channel.
5.5 Tagged Photon Energies
The photon energy calculation takes three main inputs: the primary electron beam
energy, the field setting of the tagger dipole and the physical location of the focal
plane detectors. The details of this are given in Sec. 3.5.3.
In the experiment discussed in this thesis, two different electron beam energies
were used: 142.9 MeV in March 2009 and 164.8 MeV in September of the same
year, which gave photon energy ranges (see Sec. 3.5.2) ∼ 12.72 − 60.45 MeV and
13.67− 68.76 MeV respectively. Tagged photon energy as a function of tagger chan-
nel is given in Fig. 5.16 for the two primary electron beam energies used for data
production. The energy resolution for each tagger channel is about 900 keV on av-
erage.
5.6 High-Rate Corrections
The measurement reported here was taken using a relatively high beam intensity,
corresponding to an average electron counting rate in the range of 0.8 to 2.5 MHz
per focal plane channel, as discussed in Chapter 3. Running with such a high inten-
sity is known to give rise to a number of issues directly affecting the measured TDC
yield and the electron scalers. The two possible effects are the so-called “Stolen
Coincidences” and “Ghost Counts” which will be discussed briefly in the next two
subsections. Running with a lower beam intensity led to instability in the beam
time structure as discussed in Sec. 5.2.1.
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A full treatment of ghost counts (Sec. 5.6.2) has not been attempted here as
they have a very small effect and are quite complicated to calculate. It is worth
mentioning that Myers et al. [211] are currently finalising a Monte Carlo simulation
of the MAX-lab tagger electronics which in principle can be used to extract these
corrections with a good level of precision. The tagger Monte-Carlo simulation is
expected to be published shortly.
5.6.1 Stolen Coincidences
Stolen coincidences are defined as real events that failed to appear in the prompt
peak of the target-tagger TDC spectra due to accidental electrons stopping the TDC
unit before the real correlated electrons, i.e. “stealing” the true coincidence event.
This effect decreases the extracted yield if no correction is applied. Detailed studies
on this effect were made by Owens [212] and Hornidge [158].
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Figure 5.17: Typical HGSAT-tagger TDC spectrum. Ideally, the instantaneous
electron rate in the focal plane (R˙) is determined from the slope of the TDC spectrum
exponential fit. However, the spectrum does not follow an exponential distribution
and therefore it could not be used to determine the stolen coincidence correction.
The probability of stolen coincidences is proportional to the beam intensity. If
the probability of n electrons arriving at focal plane channel i during time “t” after
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the start of the TDC is given by [153][213]:
P (n, t)i =
(R˙i.t)
n
i
ni!
× e−tR˙i (5.5)
then the probability of no counts in t is P(0,t)i = e
−tR˙i where R˙i is the instantaneous
rate in focal plane channel i. This can be used to calculate the stolen coincidence
correction (εs):
εs = e
−tpeakR˙i (5.6)
where tpeak is the position of the prompt peak relative to the TDC start time.
There are two conventional ways to determine R˙, either using the average electron
counts in the focal plane along with the beam duty factor, or from an exponential
fit to the tagger TDC spectra. Unfortunately, there was no accurate method of
determining the duty factor at the time when the γ + 4He measurement was taken
and the exponential fit does not work due to the oscillations in the shape of the
tagger TDC spectra as can be seen in Fig. 5.17.
Recently, Schro¨der devised a method to deal with this correction without the
need to determine the instantaneous electron rate R˙ [214]. The correction is inde-
pendent of the shape of the TDC random spectra and solely relies on determining
the ratio of the total number of counts in the TDC spectra (overflows included) to
the number of counts above the beginning of the coincident peak:
εs =
NT
Ns
(5.7)
where NT is the number of TDC stops above the start of the coincidence peak
including the overflows and Ns is the number of TDC starts. The number of overflows
is determined from the difference between the total number of TDC starts and the
number of TDC entries in each of the 62 TDC channels. Fig. 5.18 shows the stolen
coincidence correction for all of the TDC channels. The yield has to be divided by
this correction in order to obtain the true yield.
5.6.2 Ghost Counts
An electron must be detected in two overlapped focal plane detectors, within a given
coincidence time window, for it to be registered in any given tagger channel. If two
uncorrelated electrons pass two channels sandwiching a third (Fig. 5.19) then it is
possible that a count is registered in the third channel accidentally, a “ghost” count.
If electrons “e
′
1” and “e
′
2” pass through tagger Ch(i) and Ch(i+2) then a count
in Ch(i+1) could be registered8 if a hit is received in both m and n+1 focal plane
detectors within a resolving time of m/(n+1) coincidence unit.
8Given the two electron hits happened within the specified coincidence time window
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Figure 5.18: The correction for stolen coincidences for both March and September
09 runs as a function of the tagger channels. As with the tagger scalers shown
in Fig. 5.14, the scatter seen in channels >34 is most likely due to discriminator
threshold effects and different gains in the focal plane PMTs. Statistical error bars
are too small to be visible.
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Figure 5.19: An illustration of how a ghost count is created. More details can be
found in the text.
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The effect of the ghost counts on the measurement is an apparent increase in
the number of electrons registered by focal plane scalers which tends to decrease
the normalised cross-sections. On the other hand, a ghost count could also occur
in coincidence with the experimental trigger and show up in the TDC coincidence
peak and hence increasing the apparent cross-section. The two effects may not cancel
exactly but limit the size of this correction. It was estimated that this correction is
around 1%[153] which is below the systematic errors estimated for this work.
5.7 Detection Efficiency Correction
A Geant4 based Monte-Carlo simulation was developed mainly to extract the HGSAT
detection efficiency needed in the cross-section normalisation. Absolute determina-
tion of the detector efficiency was not possible as an energy calibration, necessary to
determine the discriminator thresholds has yet to be completed. Thus, the HGSAT
efficiency was calculated as a function of energy threshold using “data” generated by
the Monte-Carlo simulation, always requiring the M3 trigger condition (see Sec. 3.7.2
and 4.5.4) to be satisfied since it was the trigger condition used in the analysed data
presented in this thesis. Previous experimental data on γ+ 4He cross-sections in the
Eγ >40 MeV region were used as a base with which to compare the present mea-
surement in order to infer the detection thresholds, since previous data appear to
be relatively consistent in this energy range. The inferred thresholds were then used
to calculate the detection efficiency over the full energy range of the experiment.
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Figure 5.20: Efficiency calculation. Far left: Events as generated by the event
generator (see Sec. 4.4.1). Middle: Events that passed all cuts, including the QDC
software cuts applied in the oﬄine analysis. Far right: Acceptance is calculated by
dividing the middle spectrum by the one on the left. The cut conditions applied
are: 2.3 MeV energy cut, M3 multiplicity, PMT threshold of at least 1 photoelectron
produced by any 3 PMTs of any HGSAT cell plus the QDC software cuts.
Energy and multiplicity cuts, PMT discriminator thresholds and software cuts
used in the oﬄine analysis were applied to the simulated data. The efficiency was
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calculated by dividing the number of events that survived all cuts by the number
originally generated. Fig. 5.20 shows the total number of events as produced by the
event generator (far left), events that passed all cuts (middle) and finally the effi-
ciency curve as a function of photon energy (far right). The cut conditions applied to
generate the middle plot are: 2.3 MeV energy cut, M3 multiplicity, PMT threshold
of at least 1 photoelectron produced by any 3 PMTs of any HGSAT cell and in ad-
dition to the QDC software cuts. The details of the structure around ∼25 MeV and
the location of the peak were found to depend on the values used in the cuts. Higher
cuts results in a wider separation until the peak disappears. This highly suggests
that the structure seen in the extracted yield shown in Fig. 5.6 at tagger channel
45 (corresponds to 25.54 MeV photon energy) is a real effect and most likely to be
due to protons starting to escape the gas volume. Evaluation of the detection ef-
ficiency for different values of energy threshold and multiplicity cut is given in Ch. 4.
The efficiency rises from zero at photodisintegration threshold, peaking at 0.75
around 38 MeV energy and then gradually falling off. The efficiency is different for
different reaction channels with 4He(γ, 3He)n producing the greatest energy loss in
the target. Over the present energy range only the 3He stand a good chance of
stopping in the target. Above ∼25 MeV most protons do not stop in the target gas,
producing the cusp in efficiency at photon energies around 25 MeV. Stopping power
and ranges of γ+ 4He breakup products as a function of incident photon energy are
discussed in more detail in Sec. 4.4.2.
5.8 Systematic Uncertainties
The systematic uncertainties associated with this measurement come from six main
sources:
 The yield extraction has a systematic uncertainty arising from the background
subtraction and from fitting the prompt peak in the tagger-target TDC spec-
tra. This quantity was estimated by varying the parameters of the two methods
employed in obtaining the yield and subtracting the results. The systematic
uncertainty was found to be around ±1.5% at photon energies with highest
statistics 35− 41 MeV. Below 30 MeV and above 55 MeV incident photon en-
ergy, the uncertainty peaks at ±6% where the statistics are relativity poorer.
For all other photon energies, the uncertainties were found to be about ±2.5%.
 The tagging efficiency was measured using two different methods: the “Lund”
and the “Mainz” methods. Analysing the results from the two methods showed
no significant discrepancy. Considering fluctuations in the beam position and
the difference resulted in using the two methods, the systematic uncertainty
associated with this quantity was estimated to be around ±2.5% and goes up
to ∼ ±3% at photon energy < 32 MeV due to the reduced detection efficiency
of the Pb-SciFi detector at these low energies. The significant drop in the de-
tection efficiency of the Pb-SciFi detector at tagger channels > 50, correspond
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to photon energies of < 21 MeV, (Fig. 5.11) has no real impact on the total
γ + 4He cross-section where the reaction threshold is ∼20 MeV.
 The target thickness was calculated using measurements of the gas pressure
and the length of the gas traversed by the photon beam. A small leak in the
gas vessel resulted in a ∼1.5% decrease in the gas pressure for the data set that
was analysed and presented in this thesis. Adding this to the pressure sensor
intrinsic accuracy and room temperature fluctuations takes the systematic
error up to ∼ ±3%.
 The electron beam energy is well defined, so the tagged-photon energy resolu-
tion is given by the width of the focal-plane counters, that is: ±0.9 MeV.
 The systematic uncertainty associated with the stolen correction comes mainly
from locating the start of the TDC coincidence peak which was determined by
eye from the aligned tagger TDCs. Varying the start of the TDC coincidence
peak location by a few channels both ways introduced an error of about ±2.5%
on average, ∼ ±3.5% at low photon energies and fall to ∼ ±1.4% at ∼60 MeV.
The systematic error in this correction will be assessed further using Myer’s
tagger simulation [211] upon its release.
 It is premature to make a reliable estimate on the systematic uncertainties as-
sociated with the acceptance correction until an energy calibration of detection
thresholds has been made. Pending the energy calibration a rough estimate
of around ±30% is made at the break-up photon energy of ∼20 MeV, falling
to ±10% for photon energies > 30 MeV.
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Chapter 6
Results and Discussion
6.1 Overview
The results of a 4He total photoabsorption cross-section measurement, performed
using the active target technique are presented in this chapter. This is the first
γ+ 4He cross-section measurement using scintillations in a helium target as a means
of detection of the photodisintegration break-up products. The results are compared
with previous experimental data and to recent theoretical calculations made by Gazit
et al. [38] and Quaglioni et al. [14]. The chapter concludes with a conclusion and
recommendations for future work.
6.2 Results
The preliminary results of the total photoabsorption cross-section of 4He as a func-
tion of incident photon energy (Eγ) measured using the HGSAT are given in Fig. 6.1.
The cross-section peaks at ∼2.85 mb at the photon energy of ∼27 MeV. The HGSAT
cross-section was obtained by normalising to previous total γ + 4He cross-section
measurements above 40 MeV where more consistency in the dataset is observed.
However, setting the discriminator threshold in the Monte-Carlo to match high
energy data seems to produce low cross-section values below 25 MeV where the effi-
ciency correction is very large and the systematic uncertainty correspondingly large.
This suggests a deficiency in the current Monte-Carlo. The “one photoelectron” as-
sumption in triggering a single PMT is probably not accurate and an overall energy
calibration of HGSAT has still to be completed. Absolute determination of the effi-
ciency is on-going, hence the results presented here should be treated as preliminary.
It should be stated that without applying any efficiency correction the normalised
total γ + 4He cross-section peaked at ∼1.8 mb at ∼36 MeV photon energy.
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Figure 6.1: The total photoabsorption cross-section of 4He as a function of photon
energy (Eγ) measured using the HGSAT. The dashed area is the estimated system-
atic uncertainties associated with the measurement.
6.3 Comparison With Existing Data and Recent
Theoretical Calculations
The preliminary results of the γ + 4He cross-section are shown in Fig. 6.2 in com-
parison with previous experimental data and the two recent theoretical calculations
which include the three-body force effect NNN. The figure is zoomed in at photon
energies ∼ 19.5 − 46 MeV to offer a better visualization to the Giant Dipole Reso-
nance (GDR) region. Experimental data of Arkatov et al. [48] above 40 MeV was
mainly used for cross-section normalisation purposes. Although preliminary, the re-
sults of the present analysis are reasonably consistent with the calculations of Gazit
at al. [38] and Quaglioni at al. [14] above the near-threshold region. The present,
highly preliminary, cross-section is also compared with various data sets which are
described in Sec. 1.4.2. Note that only the data of Arkatov [48], Wells [53], Shima [35]
and Nakayama [54] are direct measurements of the total cross-section. The other
data have been inferred from measurements of partial cross-sections. Apart from
the Shima measurement [35], the present data follows the general trends in energy-
dependence shown by previous measurements.
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Figure 6.2: Comparison between the measured cross-section in this work (Glas-
gow/Lund 2013) and the recent theoretical calculations: Gazit (2006)[38], Quaglioni
(2007)[14] and experimental data: Irish (1975)[56], Arkatov (1979)[48], Wells
(1992)[53], Shima (2005)[35], Nilsson (2005)[39] Nakayama (2007)[54], Tornow
(2012)[40] and Raut (2012)[55]. The dashed region is the sum of the recommended
(γ, p) and (γ, n) based on an evaluation of the dataset made by Calarco at el. in
1983. All of the experimental data are retrieved from the EXFOR online library [57].
6.4 Conclusions and Future Work
For the preliminary results presented here to be finalised, the absolute efficiency
of the HGSAT and corrections for rate-dependent effects in the tagger FP detec-
tor must be determined precisely. The experiment reported here was run with a
relatively high-beam intensity, motivated by the desire to accumulate reasonable
counting statistics in external neutron and gamma-ray counters and also to avoid
instabilities in the beam time structure which were observed at lower intensities.
This led us to apply a restrictive trigger condition for most of the data taking dur-
ing the experiment to overcome issues with the DAQ system saturation. Running
with such a high beam intensity and trigger condition led to a significant impact on
the detection efficiency and to a sizeable rate dependent correction.
Until an energy calibration of HGSAT is completed, the applied energy thresh-
olds will be uncertain. The detection efficiency depends strongly on the threshold,
especially close to photodisintegration threshold. A calibration procedure, using the
existing tagged photon data, is being devised and this will be checked against the
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response to alpha sources. This calibration procedure is similar to that used to pro-
duce Fig. 4.26. From the data, the total measured pulse height is plotted against
photon energy after random background has been subtracted. Fig. 4.26 shows the
effect of the experimental trigger which does not have a clear defined energy cut
off. However, a software energy cut can in principle clear most of the indeterminate
hardware threshold region. Such a cut can be easily implemented in the simulation
and therefore, the detection efficiency can be determined directly without necessar-
ily converting the discriminator thresholds from mV to MeV units. Modelling of
various reaction channels, which have different energy-dependent efficiencies is also
being refined.
For stolen-coincidence corrections, we believe our treatment is correct, but nonethe-
less the corrections are large. The ghost correction has not been dealt with in the
analysis presented in this thesis since it is estimated to be insignificant compared
to the other effects. However, both stolen-coincidence and ghost corrections will
be checked when the newly developed Monte-Carlo simulation of the MAX-lab tag-
ger [215] becomes available. A way to eliminate the need of this correction is to use
a Multi-hit TDCs instead of regular TDCs. This has been already planned for the
next experimental rerun.
In conclusion, the preliminary total γ+ 4He cross-section obtained using the He-
lium Gas-Scintillator Active Target (HGSAT) is very promising and already shows
the general trends of recent theoretical calculations and results from a number of
previous experiments. The author is confident that an absolute and precise deter-
mination of the cross-section is feasible and within reach using the HGSAT. The
experiment will be rerun in 2013 at lower beam-intensity using more relaxed trigger
conditions. With an energy calibration this should substantially reduce the current
uncertainties in the measured cross-section.
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