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SCALAR CURVATURE AND PROPERNESS ON SASAKI MANIFOLDS
WEIYONG HE
Abstract. We study (transverse) scalar curvature type equation on compact Sasaki
manifolds, in view of recent breakthrough of Chen-Cheng [15, 16, 17] on existence of
Ka¨hler metrics with constant scalar curvature (csck) on compact Ka¨hler manifolds. Fol-
lowing their strategy, we prove that given a Sasaki structure (with Reeb vector field and
complex structure on its cone fixed ), there exists a Sasaki structure with transverse
constant scalar curvature (cscs) if and only if the K-energy is reduced proper modulo the
identity component of the automorphism group which preserves both the Reeb vector
field and transverse complex structure. Technically, the proof mainly consists of two
parts. The first part is a priori estimates for scalar curvature type equations which are
parallel to Chen-Cheng’s results in [16, 17] in Sasaki setting. The second part is geomet-
ric pluripotential theory on a compact Sasaki manifold, building up on profound results
in geometric pluripotential theory on Ka¨hler manifolds. There are notable, and indeed
subtle differences in Sasaki setting (compared with Ka¨hler setting) for both parts (PDE
and pluripotential theory). The PDE part is an adaption of deep work of Chen-Cheng
[15, 16, 17] to Sasaki setting with necessary modifications, where Chen’s continuity path
plays a very important role. While the geometric pluripotential theory on a compact
Sasaki manifold has new difficulties, compared with geometric pluripotential theory in
Ka¨hler setting which is very intricate. We shall present the details of geometric pluripo-
tential on Sasaki manifolds in a separate paper [40] (joint work with Jun Li).
1. Introduction
Sasaki manifolds have gained their prominence in physics and in algebraic geometry
[7]. Technically Sasaki geometry is an odd dimensional analogue of Ka¨hler geometry and
almost all results in Ka¨hler geometry have their counterparts in Sasaki geometry. Calabi’s
extremal metric [10, 11] (and csck) has played a very important role in Ka¨hler geome-
try. In 1997, S. K. Donaldson [27] proposed an extremely fruitful program to approach
existence of csck (extremal metrics) on a compact Ka¨hler manifold with a fixed Ka¨hler
class. Tremendous work and progress have been made to characterize exactly when a
Ka¨hler class contains a csck (extremal Ka¨hler metric). The analytic part for existence of
csck is to solve a fourth order highly nonlinear elliptic equation, the scalar curvature type
equation. This problem is regarded as a very hard problem in the field. Recently Chen
and Cheng [15, 16, 17] have solved a major conjecture that existence of csck is equivalent
to well studied conditions such as properness of Mabuchi’s K-energy, or geodesic stability.
In this paper we prove the following result for Sasaki manifolds.
Theorem 1. There exists a Sasaki metric with constant scalar curvature if and only if
the K-energy is reduced proper with respect to Aut0(ξ, J), the identity component of auto-
morphism group which preserves the Reeb vector field and transverse complex structure.
We consider Sasaki structures induced by transverse Ka¨hler potentials, with the Reeb
vector field and the transverse complex structure both fixed. The reduced properness
seems to be precise notion of properness for Mabuchi’s K-energy. Roughly speaking,
we test the properness of the K-energy against the Finsler distance d1 on the space of
transverse Ka¨hler potentials, modulo the action of Aut0(ξ, J). We shall be precise about
the statement of Theorem 1 in Section 2. Theorem 1 also holds for Sasaki-extremal metric,
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with the K-energy replaced by modified K-energy, with necessary modifications in line with
[37]. The details will appear in [40].
Our proof of Theorem 1 follows the same strategy as in Ka¨hler setting [17]. We first
adapt Chen-Cheng’s method to prove a priori estimates in Sasaki setting. To formulate
these results precisely, we recall some notations in Sasaki geometry. Let (M,g) be a
compact Riemannian manifold of dimension 2n + 1, with a Riemannian metric g. Sasaki
manifolds have very rich geometric structures and have many equivalent descriptions. A
probably most straightforward formulation is as follows: its metric cone
X = R+ ×M,gX = dr2 + r2g.
is a Ka¨hler cone i.e. there exists a complex structure J on X such that (gX , J) defines
a Ka¨hler structure. We identify M with its natural embedding M → {r = 1} ⊂ X.
The 1-form η is given by η = J(r−1dr) and it defines a contact structure on M . The
vector field ξ := J(r∂r) is a nowhere vanishing, holomorphic Killing vector field and it
is called the Reeb vector field when it is restricted on M . The integral curves of ξ are
geodesics, and give rise to a foliation structure onM , called the Reeb foliation. Then there
is a Ka¨hler structure on the local leaf space of the Reeb foliations, called the transverse
Ka¨hler structure. A standard example of a Sasaki manifold is the odd dimensional round
sphere S2n+1. The corresponding Ka¨hler cone is Cn+1\{0} with the flat metric and its
transverse Ka¨hler structure descends to CP2 with the Fubini-Study metric.
We can also formulate Sasaki geometry, in particular its transverse Ka¨hler structure via
its contact bundle D = Ker(η) ⊂ TM . The complex structure J on the cone descends to
the contact bundle via Φ := J |D. The Sasaki metric can be written as follows,
g = η ⊗ η + gT ,
where gT is the transverse Ka¨hler metric, given by gT := 2−1dη(Φ ⊗ I). The transverse
Ka¨hler form is denoted by ωT = 2−1dη. We want to study the transverse Ka¨hler geometry
of Sasaki metrics, with the Reeb vector field ξ and transverse complex structure (equiva-
lently the complex structure J on the cone) both fixed. This means that we fix the basic
Ka¨hler class [ωT ] with ωT = 2−1dη and study the Sasaki structures induced by the space
of transverse Ka¨hler potentials,
(1) H = {φ ∈ C∞B (M) : ωφ = ωT + ∂B ∂¯Bφ > 0}
where C∞B stands for smooth basic functions dφ(ξ) = 0.
To prove Theorem 1, Chen’s continuity path [14] plays a very important tole, as in
Ka¨hler setting. Given all analytic results including a priori estimates for scalar curvature
type equation and profound results in pluripotential theory, this continuity path seems still
to be inevitable as an instrumental tool to prove Theorem 1. We study Chen’s continuity
path in Sasaki setting,
(2) t(RTφ −R) = (1− t)(trωφωT − n).
or more generally, for a given real basic (1, 1) form β and a basic function h.
(3) RTφ = trφβ + h.
We introduce another notation, the log-volume ratio F := Fφ,
η ∧ ωnφ = ηφ ∧ (ωφ)n = eF η ∧ (ωT )n
Denote dvg = η ∧ (ω
T )n
n! and dvφ = ηφ ∧
(ωφ)
n
n! . We introduce the entropy H(φ),
(4) H(φ) :=
∫
M
log
ωnφ ∧ η
ωnT ∧ η
dvφ =
∫
M
eFFdvg
We have the following a priori estimates,
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Theorem 2. Let (M,g, ξ, η) be a compact Sasaki manifold. Consider a basic function
φ ∈ H, supφ = 0 satisfying (3). Then there exists a constant C0 > 1 such that
(5) C−10 ≤ n+∆φ ≤ C0, ‖φ‖Ck ≤ C = C(k,C0),
where C0 is positive bounded constant depending on the background metric (M,g), the
upper bound of H(φ), max |β|g and max |h|.
It is important to consider the scalar curvature type equation in a more general form,
(6) RTφ = trφβ + h,
where β := β0 +
√−1∂∂¯f ≥ 0 and f is a smooth basic function with sup f = 0 and∫
M
e−p0fdvg <∞.
We assume p0 is a sufficiently large constant depending only on n (p0 = 100(n
2 + 1) is
sufficient for example). Then we have the following
Theorem 3. Let (M,g, ξ, η) be a compact Sasaki manifold. Consider a basic function
φ ∈ H, supφ = 0 satisfying (6). Then there exists a constant C0 > 1 such that, for
1 ≤ p ≤ p0 − 1,
(7) ‖F + f‖W 1,2p + ‖n+∆φ‖Lp ≤ C0
where C0 is a positive bounded constant depending on the background metric (M,g), the
upper bound of H(φ), max |β0|g, max |h| and
∫
M e
−p0fdvg.
Remark 1.1. Theorem 2 and Theorem 3 are direct adaption of results in [16, 17] to the
Sasaki setting. We follow the method in [17][Section 2], including our proof of Theorem 2,
which corresponds to [16][Theorem 3.1]. The method in [17] simplifies the proof consider-
ately. The integral method as in [18] has played an important role in these estimates.
With these estimates, another central piece for Theorem 1 is the pluripotential theory
on Sasaki manifolds; for us the most relevant results would be in [33, 2, 23] and [24] gives
a very nice reference. One of the key results is the following geometric structure of the
metric completion of H, denoted by (H, d1) = (E1, d1) with the Finsler metric d1. The
Orlicz-Finsler geometric on H was first introduced by T. Darvas [22, 23] in Ka¨hler setting
and it has played an important role in the proof of properness conjecture [5, 16, 17]. We
have the following,
Theorem 4 (He-Li [40]). (E1(M, ξ, ωT ), d1) is a geodesic metric space, which is the metric
completion of (H, d1). For any u, v ∈ E1, there exists a uniform constant C = C(n) > 1
such that
(8) C−1I1(u, v) ≤ d1(u, v) ≤ CI1(u, v),
where the energy functional I1 is given by
I1(u, v) =
∫
M
|u− v|ωnu ∧ η +
∫
M
|u− v|ωnv ∧ η.
Moreover, we have
(9) d1(u,
u+ v
2
) ≤ Cd1(u, v).
This is a counterpart of T. Darvas’s results [22, 23] in Ka¨hler setting. We shall prove
this theorem following the lines closely as in [24]. Given this result, one can then extend
the K-energy to E1(M, ξ, ωT ), and keep it still convex along geodesics, see [2, 41, 51, 5].
We actually generalize almost all related results in [24] to Sasaki setting, building up on
profound results in pluripotential theory by many and geodesic equation [32]. We refer
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readers to [24] for references. We should emphasize that the geometric pluripotential
theory on a compact Sasaki manifold does impose new difficulties, in particular when
the Reeb foliation is irregular. The arguments are tricky at times and lengthy. We will
summarize the results below for pluripotential theory on compact Sasaki manifolds. We
shall present these results, including the proof of Theorem 4, in a forth-coming paper [40].
There are tremendous work in the last two decades in Sasaki geometry, in particular
on Sasaki-Einstein manifolds, see [7, 31, 8, 30, 46, 47, 56, 38, 21] and reference therein.
Calabi’s extremal metric has a direct adaption in Sasaki setting [9] and Donaldson’s pro-
gram has also been extended to Sasaki setting, see [33] for example. Even though we only
state Theorem 4 for d1, but it holds for a more general setting (see [24] and [40]). The
Riemannian distance d2 plays a prominent role, which was studied extensively in [32], as
a counterpart of Chen’s results [13] in Ka¨hler setting.
Acknowledgement: The author thanks Prof. Xiuxiong Chen sincerely for encourage-
ment on this work and constant support. It is evident that the profound results in Ka¨hler
geometry make it possible for us to deal with the Sasaki case. The author is supported in
part by an NSF grant, award no. 1611797.
2. Preliminary on Sasaki geometry
A good reference on Sasaki geometry can be found in the monograph [7] by Boyer-
Galicki. LetM be a compact differentiable manifold of dimension 2n+1(n ≥ 1). A Sasaki
structure on M is defined to be a Ka¨hler cone structure on X = M × R+, i.e. a Ka¨hler
metric (gX , J) on X of the form
gX = dr
2 + r2g,
where r > 0 is a coordinate on R+, and g is a Riemannian metric on M . We call
(X, gX , J) the Ka¨hler cone of M . We also identify M with the link {r = 1} in X if there
is no ambiguity. Because of the cone structure, the Ka¨hler form on X can be expressed as
ωX =
1
2
√−1∂∂r2 = 1
4
ddcr2.
We denote by r∂r the homothetic vector field on the cone, which is easily seen to be a real
holomorphic vector field. A tensor α on X is said to be of homothetic degree k if
Lr∂rα = kα.
In particular, ω and g have homothetic degree two, while J and r∂r has homothetic degree
zero. We define the Reeb vector field
ξ = J(r∂r).
Then ξ is a holomorphic Killing field on X with homothetic degree zero. Let η be the dual
one-form to ξ:
η(·) = r−2gX(ξ, ·) = dc log r =
√−1(∂ − ∂) log r .
We also use (ξ, η) to denote the restriction of them on (M,g). Then we have
• η is a contact form on M , and ξ is a Killing vector field on M which we also call
the Reeb vector field;
• η(ξ) = 1, ιξdη(·) = dη(ξ, ·) = 0;
• the integral curves of ξ are geodesics.
The Reeb vector field ξ defines a foliation Fξ ofM by geodesics. There is a classification
of Sasaki structures according to the global property of the leaves. If all the leaves are
compact, then ξ generates a circle action on M , and the Sasaki structure is called quasi-
regular. In general this action is only locally free, and we get a polarized orbifold structure
on the leaf space. If the circle action is globally free, then the Sasaki structure is called
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regular, and the leaf space is a polarized Ka¨hler manifold. If ξ has a non-compact leaf the
Sasaki structure is called irregular. Regularity will not appear essential explicitly in the
paper, but we shall see that irregular Sasaki structures do impose substantial difficulties
at many occasions.
There is an orthogonal decomposition of the tangent bundle
TM = Lξ ⊕D,
where Lξ is the trivial bundle generalized by ξ, and D = Ker(η). The metric g and the
contact form η determine a (1, 1) tensor field Φ on M by
g(Y,Z) =
1
2
dη(Y,ΦZ), Y, Z ∈ Γ(D).
Φ restricts to an almost complex structure on D:
Φ2 = −I+ η ⊗ ξ.
Since both g and η are invariant under ξ, there is a well-defined Ka¨hler structure
(gT , ωT , JT ) on the local leaf space of the Reeb foliation. We call this a transverse Ka¨hler
structure. In the quasi-regular case, this is the same as the Ka¨hler structure on the
quotient. Clearly
ωT =
1
2
dη.
The upper script T is used to denote both the transverse geometric quantity, and the
corresponding quantity on the bundle D. For example we have on M
g = η ⊗ η + gT .
From the above discussion it is not hard to see that there is an intrinsic formulation
of a Sasaki structure as a compatible integrable pair (η,Φ), where η is a contact one
form and Φ is a almost CR structure on D = Kerη. Here “compatible” means first
that dη(ΦU,ΦV ) = dη(U, V ) for any U, V ∈ D, and dη(U,ΦU) > 0 for any non zero
U ∈ D. Further we require LξΦ = 0, where ξ is the unique vector field with η(ξ) = 1, and
dη(ξ, ·) = 0. Φ induces a splitting
D ⊗ C = D1,0 ⊕D0,1,
with D1,0 = D0,1. “Integrable” means that [D0,1,D0,1] ⊂ D0,1. This is equivalent to
that the induced almost complex structure on the local leaf space of the foliation by ξ is
integrable. For more discussions on this, see [7] Chapter 6.
Definition 2.1. A p-form θ on M is called basic if
ιξθ = 0, Lξθ = 0.
Let ΛpB be the bundle of basic p-forms and Ω
p
B = Γ(S,Λ
p
B) the sections of Λ
p
B .
The exterior differential preserves basic forms. We set dB = d|ΩpB . Thus the subalgebra
ΩB(Fξ) forms a subcomplex of the de Rham complex, and its cohomology ring H∗B(Fξ) is
called the basic cohomology ring. When (M, ξ, η, g) is a Sasaki structure, there is a natural
splitting of ΛpB ⊗ C such that
ΛpB ⊗ C = ⊕Λi,jB ,
where Λi,jB is the bundle of type (i, j) basic forms. We thus have the well defined operators
∂B : Ω
i,j
B → Ωi+1,jB ,
∂¯B : Ω
i,j
B → Ωi,j+1B .
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Then we have dB = ∂B + ∂¯B . Set d
c
B =
1
2
√−1 (∂¯B − ∂B) . It is clear that
dBd
c
B =
√−1∂B ∂¯B = 1
2
dΦd, d2B = (d
c
B)
2 = 0.
We shall recall the transverse structure on local coordinates. Let Uα be an open covering
of M and πα : Uα → Vα ⊂ Cn submersions such that
πα ◦ π−1β : πβ(Uα ∩ Uβ)→ πα(Uα ∩ Uβ)
is biholomorphic when Uα ∩ Uβ is not empty. One can choose local coordinate charts
(z1, · · · , zn) on Vα and local coordinate charts (x, z1, · · · , zn) on Uα ⊂M such that ξ = ∂x,
where we use the notations
∂x =
∂
∂x
, ∂i =
∂
∂zi
, ∂¯j = ∂j¯ =
∂
∂z¯j
=
∂
∂zj¯
.
The map πα : (x, z1, · · · , zn) → (z1, · · · , zn) is then the natural projection. There is an
isomorphism, for any p ∈ Uα,
dπα : Dp → Tπα(p)Vα.
The restriction of g on D gives an Hermitian metric gTα on Vα since ξ generates isometries
of g. One can verify that there is a well defined Ka¨hler metric gTα on each Vα and
πα ◦ π−1β : πβ(Uα ∩ Uβ)→ πα(Uα ∩ Uβ)
gives an isometry of Ka¨hler manifolds (Vα, g
T
α ). The collection of Ka¨hler metrics {gTα } on
{Vα} can be used as an alternative definition of the transverse Ka¨hler metric.
Now we consider a Sasaki structure induced by a transverse Ka¨hler potential φ ∈ H,
such that
ηφ = η +
√−1(∂¯ − ∂)φ, ωφ = ωT +
√−1∂∂¯φ,
where ηφ, ωφ are real basic (1, 1)-forms. Its transverse scalar curvature R
T
φ reads, given a
local coordinate (x, z1, · · · , zn) with ξ = ∂x,
(2.1) RTφ = −gij¯T (φ)∂i∂j¯ log det(gTkl¯ + φkl¯)
Notations: for simplicity, we shall use R,Ric to represent the transverse scalar curvature
RT , RicT , and write Rφ as the transverse scalar curvature of ωφ. We ∆ := ∆g = ∆η to
denote the Laplacian operator of g, ∆ηφ to denote the Laplacian operator of the metric
gηφ = ηφ ⊗ ηφ + gTφ .
When acting on basic functions, ∆ and ∆ηφ coincide with the transverse Laplacian (or
basic Laplacian), which we shall denote as ∆,∆φ respectively. We shall only keep the
notations ωT (sometimes ωT such as (ωT )
n) and gT
ij¯
(sometimes gij¯T for its inverse) to
indicate that we are working with transverse Ka¨hler structures on a Sasaki manifold,
instead of working on a Ka¨hler manifold. When a function f is not basic, on a local
coordinate (x, z1, · · · , zn), we have the following,
(2.2) ∆ηf = ∆f = ∂
2
xf + g
ij¯
T ∂i∂j¯f.
2.1. The energy functionals in Sasaki setting. We recall some well-known functionals
in Sasaki setting, which are direct extensions of functionals in Ka¨hler geometry, see [56] for
example. We use the notations in terms of transverse Ka¨hler structure mostly, parallel to
Ka¨hler setting. Let (M, ξ, η, g) be a compact Sasaki manifold. We fix the Reeb vector field
ξ and the complex structure on its metric cone. Consider the basic Ka¨hler class [ωT ] =
dη
2
and the Sasaki structures induced by
(2.3) H = {φ ∈ C∞B (M) : ωφ = ωT +
√−1∂∂¯φ > 0}
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We recall the I-functional,
(2.4) IωT (φ) =
1
(n+ 1)!
∫
M
φ
n∑
k=0
ωkT ∧ ωn−kφ ∧ η.
For a given real basic (1, 1) form χ, we also define
(2.5) IωT,χ(φ) =
1
n!
∫
M
φ
n−1∑
k=0
χ ∧ ωkT ∧ ωn−1−kφ ∧ η.
We recall the so-called J-functional, with the base metric ω,
(2.6) JωT (φ) := J(ωT , ωφ) =
n∑
k=0
1
(n+ 1)!
∫
M
φωkT ∧ ωn−kφ ∧ η −
1
n!
∫
M
φωnφ ∧ η.
When the base metric ωT is clear, we simply write JωT = J and IωT = I. The J-functional
can be characterized by its derivative,
(2.7)
dJ(φ)
dt
=
∫
M
∂φ
∂t
(trφω − n)
ωnφ
n!
∧ η
We have the relation
J(φ) = I(φ)− 1
n!
∫
M
φωnφ ∧ η.
Note that I(φ) is a functional on φ ∈ H, while J(φ) does not depend on the normalization
condition on φ, hence a functional on transverse Ka¨hler metrics (or Sasaki metrics). For
a given real (1, 1) form χ, we also define Jω,χ by
JωT ,χ(φ) =
1
n!
∫
M
φ
n−1∑
k=0
χ ∧ ωkT ∧ ωn−1−kφ ∧ η −
1
(n+ 1)!
∫
M
χφ
n∑
k=0
ωkT ∧ ωn−kφ ∧ η(2.8)
where χ takes the form
χ = Vol−1(M)
∫
M
χ ∧ ω
n−1
(n− 1)! ∧ η.
We also recall Aubin’s I-functional and J-functional in Sasaki setting as follows,
IωT (φ) := I(ωT , ωφ) =
1
n!
∫
M
φ
(
ωnT − ωnφ
) ∧ η
JωT (φ) := J(ωT , ωφ) =
1
n!
∫
M
φωnT ∧ η − IωT (φ).
(2.9)
We have the following well-known facts, see for example [34][Proposition 4.2.1],
(2.10) 0 ≤ 1
n+ 1
I(φ) ≤ J(φ) ≤ n
n+ 1
I(φ)
It follows that,
(2.11)
1
n+ 1
I(φ) ≤ J(φ) = I(φ)− J(φ) ≤ n
n+ 1
I(φ)
In general, for φ,ψ ∈ H, we write
(2.12) I(φ,ψ) = I(ωφ, ωψ) =
1
n!
∫
M
(φ− ψ) (ωnψ − ωnφ) ∧ η
Now we recall that the Mabuchi’s K-energy can be characterized by its variation,
δK = −
∫
M
δφ(Rφ −R)
ωnφ
n!
∧ η,
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where R is the average of the transverse scalar curvature. Following Chen [13], the K-
energy reads (in Sasaki setting),
(2.13) K(φ) = H(φ) + Jω,−Ric(φ),
where H(φ) is the entropy (4) and the J−Ric-functional takes the form
J−Ric(φ) =
nR
(n+ 1)!
∫
M
φ
n∑
k=0
ωkT ∧ ωn−kφ ∧ η −
1
n!
∫
M
φ
n−1∑
k=0
Ric ∧ ωkT ∧ ωn−1−kφ ∧ η
An extremely important fact about the K-energy is that it is convex along C1,1¯ geodesics
connecting points in H (conjectured by Chen), proved by Berman-Berndtson [2] (see also
Chen-Li-Paun [19])
Theorem 2.1 (Berman-Berndtsson). On a compact Ka¨hler manifold, the K-energy K(φt)
is convex in t along the C1,1 geodesics φt connecting φ0, φ1 ∈ H, for t ∈ [0, 1].
In Sasaki setting, the convexity of K-energy along C1,1¯ geodesic has been proved by
Ji-Zhang [41] and van Coevering [51], building up on [2] and [32].
2.2. The metric completion (H, d1). In this section, we summarize results in pluripo-
tential theory we shall prove in [40]. These results will be used to connect the properness
of K-energy to existence of cscs, and play an important role in the proof of Theorem 1.
Following T. Darvas [22], we introduce the notion of dp distance on H,
‖ξ‖pp,φ =
∫
M
|ξ|pωnφ ∧ η,∀ξ ∈ TφH = C∞B (M).
When p = 2, this is the counterpart of Mabuchi’s metric in the space of Ka¨hler potentials
and it was studied by Guan-Zhang [32] extensively. We shall be mostly interested in p = 2
and p = 1. One can then define the length of curves in H and the distance function
dp(φ0, φ1) for φ0, φ1 in H. The later is simply the infimum of the length of the curves
connecting φ0 and φ1. We need to extend many profound results in pluripotential theory
in Ka¨hler setting to Sasaki setting. We need mostly notions in [33], [23] and in particular
[24]. Part of them has been done by van Covering [51], with main focus on C0 potentials
(part of it on L∞). We shall extend most of results regarding E and E1 (defined below)
to Sasaki setting. Given a Sasaki structure (M, ξ, η, g), we recall the following definition
(see [51] for example),
Definition 2.2. An L1, upper semicontinuous (usc) function u :M → R∪{−∞} is called
a transverse ωT -plurisubharmonic (tpsh for short) if u is invariant under the Reeb flow,
and u is ωT -plurisubharmonic on each local foliation chart Vα, that is ω
T
α +
√−1∂∂¯u ≥ 0
as a positive closed (1, 1)-current on Vα.
In other words, φ defines a genuine ωTα−plurisubharmonic function with respect to the
transverse Ka¨hler structure ωT on each chart Vα. Because of the cocycle conditions, this
definition is independent of the choice of foliation charts. Since the definition depends
only on transverse Ka¨hler structure (not on a particular choice of foliation charts), we
can refer ωu := ω
T +
√−1∂B ∂¯Bu ≥ 0 as a positive basic (1, 1) current (even though we
shall not pursue general theory of positive basic currents on Sasaki manifolds). We use
the notation usc to stand for upper semicontinuous, and
(2.14) PSH(M, ξ, ωT ) := {u ∈ L1(M,dvg), u is usc and is invariant w.r.t ξ, ωu ≥ 0}
Since u is a psh function with respect to the Ka¨hler form ωTα on Vα, notions in local
nature for psh functions certainly apply directly to u, such as Lelong number etc. We
shall use these notions freely. Guedj and Zeriahi [33] introduced the finite energy space of
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ω-plurisubharmonic functions, for any p ≥ 1, on Ka¨hler manifolds. Their notions have a
direct adaption in Sasaki setting,
(2.15) Ep(M, ξ, ωT ) = {φ ∈ PSH(M, ξ, ωT ) :
∫
M
|φ|pωnφ ∧ η <∞,
∫
M
ωnφ ∧ η =
∫
M
ωnT ∧ η}
Darvas has proved that (Ep, dp) is a geodesic metric space which is the metric completion
of (H, dp) in Ka¨hler setting [22, 23], together with an effective estimate of the distance dp.
We shall summarize the results in [40], by extending the pluripotential theory on Ka¨hler
manifolds to Sasaki setting. Darvas’s lecture notes [24] would be a very good reference.
First we shall follow T. Darvas (see [24][Theorem 3.36]) to prove the following in Sasaki
setting,
Theorem 2.2 (He-Li [40]). Given u0, u1 ∈ E1(M, ξ, ωT ), there exists decreasing sequences
uk0, u
k
1 ∈ H such that uk0 → u0, uk1 → u1. Define the distance d1(u0, u1) as follows,
(2.16) d1(u0, u1) = lim
k→∞
d1(u
k
0 , u
k
1)
The above limit exists and it is independent of approximating sequences. For each t ∈
(0, 1), define
ut := limu
k
t , t ∈ (0, 1),
where ukt is the C
1,1¯ geodesic connecting uk0 and u
k
1, by the result of [32]. Then ut ∈ E1
and the curve t→ ut is independent of the choice of approximating sequences and is a d1
geodesic in the sense that
d1(ut, us) = d1(u0, t1)|t− s|, t, s ∈ [0, 1].
(E1(M, ξ, ωT ), d1) is a geodesic metric space which is the metric completion of (H, d1).
Moreover, (8) and (9) hold.
Indeed as in T. Darvas [23], the above theorem holds in a much more general setting
(for p ∈ [1,∞)). Darvas’s results also have strong connections with previous results in
pluripotential theory, which we now recall. Note that Aubin’s I-function can be used to
define a strong topology in E1 [3][Section 2]. We shall need the following adaption to
Sasaki setting, see [3][Theorem 1.8] and [16][Lemma 5.8],
Lemma 2.1 (He-Li [40]). For φ1, φ2, φ3 ∈ E1(M, ξ, ωT ), there exists a constant C = C(n)
such that
(2.17) I(φ1, φ3) ≤ C(I(φ1, φ2) + I(φ2, φ3)).
We recall the compactness theorem [3][Theorem 2.17]. We have the following adaption
to Sasaki setting,
Lemma 2.2 (He-Li [40]). Suppose {uk} ⊂ H such that d1(0, uk),H(uk) ≤ D for some
D ≥ 0. Then there exists u ∈ E1 such that d1(ukl , u)→ 0 as kl →∞.
The above lemma simply means that d1 bounded set with bounded entropy is precom-
pact in (E1, d1). Given the effective distance estimates, one can extend functionals such
as entropy H (see Lemma 5.4), J−Ric to E1 class as in [4]. In particular Berman-Darvas-
Lu extended the K-energy to (E1, d1) and proved that the K-energy is convex along the
geodesics in E1.
Theorem 2.3 (Berman-Davars-Lu). On a compact Ka¨hler manifold, the K-energy can be
extended to a functional K : E1 → R ∪ {+∞} using Chen’s formula [12] Such a K-energy
in E1 is the greatest d1-lsc extension of K-energy on H. Moreover, K-energy is convex
along the finite energy geodesics of E1.
We shall extend the K-energy to E1 and prove its convexity in E1, just as in [4].
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Lemma 2.3 (He-Li [40]). The functional J−Ric is continuous with respect to d1 and can
be extended continuously to E1. The K-energy can be extended to a functional K : E1 →
R∪{+∞} using the formula (2.13). Such a K-energy in E1 is the greatest d1-lsc extension
of K-energy on H. Moreover, K-energy is convex along the finite energy geodesics of E1.
2.3. Reduced properness. We need a notion of properness of the K-energy in terms of
d1 relative to group action as follows. Let G := Aut0(ξ, J) be the identity component of
the automorphism group which preserves both Reeb vector field and transverse complex
structure. Let G0 be the identity component of the reduced part of Aut0(ξ, J); that is,
its Lie algebra consisting exactly complex Hamiltonian holomorphic vector fields on M .
Denote H0 to be the space of normalized transverse Ka¨hler potentials,
(2.18) H0 = {φ ∈ H : I(φ) = 0}.
We describe now how G acts on H0. Given σ ∈ G, since σ preserves ξ and transverse
holomorphic structure, (ξ, σ∗η, σ∗g) is a Sasaki structure with the same transverse holo-
morphic structure. By [7], there exists basic functions φ,ψ and an harmonic 1-form α
(with respect to g) such that
σ∗η = η + dcBφ+ dψ1 + α
σ∗Φ = Φ− (ξ ⊗ (σ∗η − η) ◦ Φ)
σ∗g = σ∗η ⊗ σ∗η + 1
2
d(σ∗η)(I⊗ σ∗Φ).
The transverse Ka¨hler form σ∗(ωT ) = 12d(σ
∗η) = 12dη+dd
c
Bφ = ω
T +
√−1∂B∂¯Bφ remains
in the same basic cohomology class [ωT ]. The change induced by ψ1, α does not affect the
underlying metric; hence we consider σ∗(ωT ) given σ ∈ G only. For any transverse Ka¨hler
form ωφ, then σ
∗ωφ gives another transverse Ka¨hler form in [ω
T ], we define its transverse
Ka¨hler potential as σ[φ] ∈ H0, such that
(2.19) σ∗ωφ = ω
T +
√−1∂B ∂¯Bσ[φ], σ[φ] ∈ H0.
We write σ∗(ωT ) = ωT +
√−1∂B ∂¯Bσ[0], with the normalization condition σ[0] ∈ H0. As
in Ka¨hler setting (see [25][Lemma 5.8]), we have the following,
Proposition 2.1. Given φ ∈ H0, the G-action is given by, σ[φ] = σ[0] + φ ◦ σ.
Proof. We have the following, that
σ∗(ωφ) = σ
∗(ωT ) +
√−1∂B ∂¯Bσ∗φ.
Hence σ[φ] differs σ[0] + φ ◦ σ by a constant. Note that given u, v ∈ H,
I(u) − I(v) = 1
(n+ 1)!
∫
M
(u− v)ωku ∧ ωn−kv ∧ η
We compute
I(σ[0] + φ ◦ σ)− I(σ[0]) = 1
(n+ 1)!
∑
k
∫
M
φ ◦ σ(σ∗ωT )k ∧ (σ∗ωφ)n−k ∧ η
=
1
(n+ 1)!
∑
k
∫
M
φ ◦ σ(σ∗ωT )k ∧ (σ∗ωφ)n−k ∧ (σ∗η)
=I(φ) = 0.
It follows that σ[0] + φ ◦ σ ∈ H0 and σ[φ] = σ[0] + φ ◦ σ. 
It is well-known that G acts on H0 by isometry with respect to the Mabuchi metric (in
Ka¨hler setting); and it holds also for d1, see [25][Lemma 5.9].
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Proposition 2.2. The action G on H0 is an isometry with respect to d1 (and d2) and it
has a unique d1-isometric extension to the metric completion (E1 ∩ I−1(0), d1).
For any given transverse Ka¨hler metric ω0 ∈ [ωT ], we consider its G-orbit
Oω0 = {φ ∈ H0|σ∗ω0 = ωφ, σ ∈ G}
Given any other transverse Ka¨hler metric ωϕ such that ϕ ∈ H0, the distance function
d1(ϕ,Oω0) = inf
ωψ∈Oω0
d1(ϕ,ψ)
Note that since G acts on H0 isometrically, we know that
inf
ωψ∈Oω0
d1(ϕ,ψ) = inf
σ∈G
d1(ϕ, σ[ψ]) = inf
σ1,σ2∈G
d1(σ1[ϕ], σ2[ψ]).
Hence we define the d1 distance relative to the action of G as
d1,G(ϕ, φ) = inf
σ∈G
d1(ϕ, σ[ψ]),
where σ[ψ] ∈ H0 denotes the transverse Ka¨hler potential of σ∗ωψ.
Definition 2.3 (Reduced properness). The K-energy is proper with respect to d1,G if the
following conditions hold,
(1) The Futaki invariant is zero and the K-energy is bounded from below on HK ,
whereHK isK-invariant transverse Ka¨hler potentials andK is a maximal compact
subgroup of G containing the flow of ξ.
(2) For any sequence φi ∈ H0K , d1,G(0, φi)→∞ implies K(φi)→∞.
Remark 2.1. We recall the definition of properness in Ka¨hler setting. The notion of proper-
ness of K-energy was first introduced by G. Tian [48], with the properness of K-energy in
terms of Aubin’s J-functional. Tian [49] proved that the properness of K-energy is equiv-
alent to existence of Ka¨hler-Einstein metric on Fano manifolds (see [25] for clarification of
properness when the automorphism group is not discrete). Later on Tian [50] has made
a properness conjecture on existence of csck. Chen has made a properness conjecture
with the properness of K-energy in terms of Mabuchi’s metric d2, in line with Donaldson’s
program [27]. A general properness conjecture was then clarified by Darvas-Rubinstein
[25] in terms of d1 and also Aubin’s J-functional, modulo the action of automorphism
of the Ka¨hler structure. Recently Chen-Cheng [15, 16, 17] proved very deep results that
properness implies the existence of csck on a compact Ka¨hler manifolds. Our definition of
reduced properness is a direct adaption of Ka¨hler setting [37].
We need the following is well-known facts [28, 44, 29] (in Ka¨hler geometry). Its extension
to Sasaki setting is tautology. We shall skip the details.
Lemma 2.4. The K-energy is G invariant if and only if the Futaki invariant is zero.
Remark 2.2. If we assume that K-energy is bounded below over H, then the Futaki in-
variant being zero follows as a consequence. Since we want to test properness for only
invariant metrics, it is necessary for us to assume that the Futaki invariant is zero as a
part of definition. When we consider properness, it is essentially equivalent to use the
group G or its subgroup G0 .
3. Scalar curvature type equation on Sasaki manifolds
We consider the scalar curvature type equation, for a real basic (1, 1)-form β, and a
bounded basic function h, such that
(3.1) Rφ = trφβ + h,
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where Rφ is the scalar curvature of the metric ωφ. Write this equation as follows,
det(gTij¯ + φij¯) = e
F det(gTij¯)
∆φF = trφ(Ric− β)− h
(3.2)
Sometimes it is more convenient to write the above as, with γ = Ric− β,
det(gTij¯ + φij¯) = e
F det(gTij¯)
∆φF = trφγ − h
(3.3)
In this section we derive a priori estimates for (3.3), mimicking Chen-Cheng [15, 16, 17].
Technically we mainly follow [17][Section 2]. There are some necessary modifications,
in particular for C0 estimates of φ and F . On the other hand, Lp estimate of n + ∆φ
and estimate of |∇φF |φ, the proof is purely by integral method and it can be carried
over almost identically to the Sasaki setting, since the quantities we will be computing
are all basic, and the computations are identically to Ka¨hler setting in dimension 2n via
transverse Ka¨hler structure. There are exceptions of course. For example when we use
Sobolev inequalities, the dimension of the manifold is 2n+ 1, instead of 2n. Nevertheless
we will present these estimates of (3.3) in details.
We denote C0 to be a positive constant which depends the upper bound of H(φ), the
bounds of max |γ|ωT ,max |h| and the background metric (M,g). From line to line constants
differ even with the same labelling such as C1 can vary line by line but they are all uniformly
bounded, with the dependence specified above. We also write C = C(C1, C2, C3, · · · ) to
denote a uniform constant C which depends on the arguments C1, C2, C3, · · · We have the
following,
Theorem 3.1. Let (M,g, ξ, η) be a compact Sasaki manifold. Consider a basic function
φ ∈ H, supφ = 0 satisfying (3.3). Then there exists a constant C0 > 1 such that
(3.4) C−10 ≤ n+∆φ ≤ C0, ‖φ‖Ck ≤ C = C(k,C0).
This theorem corresponds to [16][Theorem 3.1]; our argument follows closely [17][Section
2, Theorem 2.3] and the method indeed simplifies arguments in [16].
3.1. C0-estimate of φ and F . We assume the normalization condition supφ = 0 unless
specified otherwise. The main theorem in this section is as follows,
Theorem 3.2. There exists a uniformly bounded constant C0 such that
(3.5) |φ|+ |F | ≤ C0,
where C0 depends on the upper bound of entropy
∫
M Fe
F dvg, the bound max |γ|ωT ,max |h|
and the background metric (M,g).
We state a version of Alexanderov maximum principle, which will be used in a substan-
tial way to obtain C0 estimates of φ and F .
Lemma 3.1. Let u ∈ C2(Ω) ∩ C(Ω) for a bounded domain Ω ⊂ Rk. Then there exists a
constant Ck depending only on k such that,
sup
Ω
u− sup
∂Ω
≤ Ck
(∫
Γ−
det(−D2u)dx
) 1
k
,
where Γ− ⊂ Ω is defined to be,
Γ− =
{
x ∈ Ω : u(y) ≤ u(x) +∇u(x) · (y − x), for any y ∈ Ω, |∇u(x)| ≤ supΩ u− sup∂Ω u
3diam(Ω)
}
We have the following C0 estimate of φ,
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Lemma 3.2. Let φ and F be basic functions such that
(3.6) det(gTij¯ + φij¯) = e
F det(gTij¯),
Then there exists a uniform constant C1 such that
|φ| ≤ C1(‖eF ‖L2(1+ǫ) , ǫ,M, g)
Proof. This is a modification of C0 estimate for complex Monge-Ampere equation using
Alexandrov maximum principle, which is due to Blocki [6]. First note that ∆ηφ > −n and
supφ = 0 implies that ∫
M
|φ|dvg ≤ C(M,g).
Suppose − infM φ = L > 0 is achieved at a point p ∈ M . We can choose a coordinate
(x, z1, · · · , zn) around p such that the metric gη = η ⊗ η + gTij¯dzi ⊗ dz¯j has the form
g(p) = (dx)2 +
∑
dzi ⊗ dz¯i
and 2−1δij¯ ≤ gTij¯ ≤ 2δij¯ holds in the ball Br(p) for a fixed r > 0 sufficiently small. Consider
v = φ + 2−1(|z|2 + x2), a local function defined on Br(p). Denote Γ− = Γ−(−v,Br(p)).
Then D2v ≥ 0 on Γ−. It follows that det(D2v) ≤ (det(vij¯))2. Applying Lemma 3.1 to −v,
we get
2−1r2 ≤ sup
B
(−v)− sup
∂B
(−v) ≤ Cn
(∫
Γ−
det(D2v)dvEuc
) 1
2n+1
,
where dvEuc is the Euclidean volume form. Note that 2
−1δij¯ ≤ gTij¯ ≤ 2δij¯ , it follows that
2−1r2 ≤ C1(n)
(∫
Γ−
(det(vij¯))
2dvg
) 1
2n+1
,
Note that over Br(p), we have
vij¯ = φij¯ + 2
−1δij¯ ≤ gTij¯ + φij¯
It then follows that, by Ho¨lder inequality,
2−1r2 ≤C2(n)
(∫
Γ−
e2F dvg
) 1
2n+1
≤C2(n)
(∫
Γ−
e2(1+ǫ)F dvg
) 1
(1+ǫ)(2n+1)
(∫
Γ−
dvg
) ǫ
(1+ǫ)(2n+1)
≤C2(n)‖e2F ‖
1
2n+1
L2(1+ǫ)
Vol(Γ−)
ǫ
(1+ǫ)(2n+1)
(3.7)
Now we consider for any q ∈ Γ−,
(3.8) (−v)(0) ≤ (−v)(q) +∇(−v)(q) · (0− q)
In other words,
−L = v(0) ≥v(q)−∇v(q) · q ≥ v(q)− supB(−v)− sup∂B(−v)
6r
r
≥v(z)− 1
6
(L+ 2−1r2)
(3.9)
It follows that, for q ∈ Γ−,
(3.10) φ(q) ≤ v(q) ≤ −5L
6
+
r2
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It follows that
(3.11) Vol(Γ−)
(
5L
6
− r
2
12
)
≤
∫
Γ−
−φdvg ≤
∫
M
|φ|dvg ≤ C(M,g)
By (3.7) and (3.11), we get that L ≤ C3. This completes the proof. 
Chen-Cheng’s following construction of auxiliary function ψ is the key to obtain C0
estimates of φ and F . We adapt it to the Sasaki case.
Lemma 3.3. Let ψ be the solution of the following equation with supψ = 0,
(3.12) det(gTij¯ + ψij¯) = Ce
F
√
F 2 + 1det(gTij¯),
where the constant C is given by,
C = A−1
∫
M
dvg, A :=
∫
M
eF
√
F 2 + 1 dvg
Then for any ǫ0 ∈ (0, 1), there exist constant C,C1 such that,
(3.13) F + ǫ0ψ − 2Cφ ≤ C1,
where we have C = 2(max |γ|ωT + 1) and C1 = C1(ǫ0, C0).
Proof. We compute, with C = 2(max |γ|ω + 1)
(3.14) ∆φ(F + ǫ0ψ − Cφ) = Λφγ + ǫ0∆φψ − Cn+ CΛφωT .
By arithmetic-geometric-inequality, we have
(3.15) ∆φψ = Λφωψ − ΛφωT ≥
(
A−1
√
F 2 + 1
) 1
n − ΛφωT .
It follows that
(3.16) ∆φ(F + ǫ0ψ − Cφ) ≥ C
2
Λφω
T + ǫ0A
− 1
n (F 2 + 1)
1
2n − nC
Now denote u = F + ǫ0ψ − Cφ. Choose constants δ, θ ∈ (0, 1) which are specified later.
For any p ∈M , we can construct a smooth function ζp such that ζp(p) = 1 and ζp ≡ 1− θ
outside a fixed geodesic ball Br(p) of the background metric (M,g) for 0 < r sufficiently
small with the control on derivatives,
(3.17) |∇ζp| ≤ 2θr−1, |∇2ζp| ≤ 2θr−2.
We identify Br(p) with a Euclidean ball when r is sufficiently small (less than injectivity
radius of (M,g)). Now suppose u achieves its maximum at the point p0. We want to
compute ∆ηφ(e
δuζp0). We first explain the differences with the Ka¨hler setting. ∆ηφ is the
metric Laplacian of the metric determined by (ηφ, dηφ). We shall also note that u is a
basic function but ζp0 is not a basic function. We compute
(3.18) ∆ηφ(e
δuζp0) = ∆ηφ(e
δu)ζp0 + e
δu∆ηφζp0 + 2∇ηφeδu · ∇ηφζp0
Since u is a basic function, we have
(3.19) ∆ηφ(e
δu) = ∆φ(e
δu) = eδuδ2|∇φu|2φ + eδuδ∆φu.
We compute
(3.20) ∆ηφζp0 = ∇2ξ,ξ(ζp0) + ∆φ(ζp0) ≥ −(1 + ΛφωT )|∇2ζp0 |
We also compute, noting that u is basic,
2∇ηφeδu · ∇ηφζp0 = 2δeδu∇φu ·φ ∇φζp0
≥ −δ2eδu|∇φu|2φζp0 − eδu|∇φζp0 |2ζ−1p0
≥ −δ2eδu|∇φu|2φζp0 − eδuΛφωT |∇ζp0 |2ζ−1p0
(3.21)
SCALAR CURVATURE AND PROPERNESS ON SASAKI MANIFOLDS 15
Putting (3.18), (3.19), (3.20) and (3.21) together, we have
(3.22) ∆ηφ(e
δuζp0) ≥ eδuδ(∆φu)ζp0 − eδu(1 + ΛφωT )|∇2ζp0 | − eδuΛφωT |∇ζp0 |2ζ−1p0
We use (3.16) and (3.22) to get,
∆ηφ(e
δuζp0) ≥eδu(δζp0
C
2
− |∇2ζp0 | −
|∇ζp0 |2
ζp0
)Λφω
T
+ eδuδζp0(ǫ0A
− 1
n (F 2 + 1)
1
2n − nC)− eδu|∇2ζp0 |
(3.23)
We choose θ sufficiently small such that (using (3.17)),
(3.24) δζp0
C
2
− |∇2ζp0 | −
|∇ζp0 |2
ζp0
≥ δ(1− θ)C
2
− 2θr−2 − 4θ2r−2(1− θ)−1 > 0
With such a choice of θ = θ(δ, C, r), (3.23) gives
(3.25) ∆ηφ(e
δuζp0) ≥ eδuδζp0(ǫ0A−
1
n (F 2 + 1)
1
2n − (n+ 1)C),
where we have used the fact that |∇2ζp0 | < δζp0C by (3.24). Now we want to apply
Alexanderov maximum principle to (3.25), using the operator ∆ηφ . Given a local coordi-
nate (x, z1, · · · , zn) of Br(p0), we have
∆ηφh = ∂
2
xh+ g
ij¯
φ
∂2
∂zi∂z¯j
h ≥ f,
then the Alexanderov maximum principle asserts that
(3.26) sup
B
h− sup
∂B
h ≤ Cnr
∥∥∥∥f
−
D∗
∥∥∥∥
L2n+1(B)
, D∗ = det(gij¯φ )
2
2n+1 .
Denote v = ǫ0A
− 1
n (F 2 + 1)
1
2n − C1. There exists a positive constant C2 such that F ≥
C2 = C2(ǫ,A,C1), then v ≥ 0. Applying (3.26) to (3.25), we have (ζp0(p0) = 1),
(3.27) eδu(p0) ≤ sup
∂Br(p0)
eδuζp0 + Cδr
(∫
F≤C2
e2F e(2n+1)δu(v−)2n+1dvg
) 1
2n+1
Evidently v− ≤ C1, hence it follows that∫
B
e2F e(2n+1)δu(v−)2n+1dvg ≤
∫
F≤C2
e2F+2nδF e−2nCδφ(v−)2n+1dvg
≤ C3
∫
M
e−2nCδφdvg
(3.28)
Now we choose δ such that 2nCδ < α, the α-invariant in Sasaki setting, such that∫
M
e−2nCδφdvg ≤ C4.
Hence it follows that,
eδu(p0) ≤ (1− θ)eδu(p0) + C5,
where C5 depends on ǫ0, A,C0. Since A is bounded above by H plus a uniform constant,
the proof is complete. 
Lemma 3.4. There exists a constant C0 such that
(3.29) F ≤ C0,−φ ≤ C0.
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Proof. By Lemma 3.3, we have
F + ǫ0ψ − Cφ ≤ C1.
In other words, we have
α
ǫ0
(F − Cφ) ≤ −αψ + C1 α
ǫ0
It follows that, for any p ≥ 1, choose ǫ0 > 0 such that p = αǫ−10 , we get∫
M
epFdvg ≤ epC1
∫
M
e−αψdvg ≤ C4.
Applying Lemma 3.2 (and to (3.12) also), we get that |φ|, |ψ| ≤ C5. It follows that
F ≤ C6. 
Lemma 3.5. There exists a constant C0 such that
F ≥ −C0
Proof. This can be done by a rather direct maximum principle argument, see [39][Proof
of Theorem 1.7]. We consider, at point p where F + Cφ obtains its minimum,
∆φ(F + Cφ) ≥ 0
It follows that at point p,
Λφ(Cω
T − γ) ≤ C0
Taking C sufficiently large, it follows that at p, F (p) ≥ −C1. Since φ is uniformly bounded,
we complete the proof. 
The estimates above finish the proof of Theorem 3.2.
3.2. Lp estimate of (n+∆φ). In this section we prove Lp estimate of n+∆Bφ for any
p. Since φ is basic, ∆φ := ∆gφ = ∆Bφ.
Theorem 3.3. There exists a constant Cp such that for any p ≥ 1,
(3.30)
∫
M
(n+∆φ)pdvg ≤ Cp = C(C0, p)
Proof. We compute, for constants λ,C > 0 specified later,
∆φ(e
−λ(F+Cφ)(n+∆φ)) =∆φ(e
−λ(F+Cφ))(n+∆φ) + e−λ(F+Cφ)∆φ(∆φ)
− 2λe−λ(F+Cφ)∇φ(F + Cφ) ·φ ∇φ(∆φ)
(3.31)
We compute
∆φe
−λ(F+Cφ) =e−λ(F+cφ)
(
λ2|∇φ(F + Cφ)|2φ − λ∆φ(F + Cφ)
)
=e−λ(F+cφ)
(
λ2|∇φ(F + Cφ)|2φ − λ(Cn− h) + λΛφ(CωT − γ)
)
≥e−λ(F+Cφ)
(
λ2|∇φ(F +Cφ)|2φ − λC1 +
λC
2
Λφω
T
)(3.32)
When we do computations in a coordinate, we can choose a local coordinate around point
p such that
gTij¯(p) = δij¯ , ∂kg
T
ij¯(p) = 0, φij¯ = δij¯φi¯i.
Similar as in Ka¨hler case [53][(2.7) (2.10)], we have
∆φ(∆Bφ) =Ri¯ijj¯
1 + φi¯i
1 + φjj¯
+
|φij¯k|2
(1 + φi¯i)(1 + φij¯)
+ ∆F −
∑
i,j
Ri¯ijj¯
≥− C2ΛφωT (n+∆φ) +
|φij¯k|2
(1 + φi¯i)(1 + φjj¯)
+ ∆F −RT ,
(3.33)
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where C2 depends only on the curvature of the background metric (M,g, ω
T ) and RT is
he transverse scalar curvature. Observe that
|φij¯k|2
(1 + φi¯i)(1 + φij¯)
=
∑
i,j,k
|φkj¯i|2
(1 + φi¯i)(1 + φjj¯)
≥
∑
i,j=k
|φkk¯i|2
(1 + φi¯i)(1 + φkk¯)
≥
∑
i,k
|φkk¯i|2
(1 + φi¯i)(n +∆φ)
≥ |∇φ∆φ|
2
φ
n+∆φ
.
Hence we compute,
λ2|∇φ(F +Cφ)|2φ(n+∆φ) +
|φij¯k|2
(1 + φi¯i)(1 + φjj¯)
− 2λ∇φ(F + Cφ) ·φ ∇φ(∆φ)
≥ λ2|∇φ(F + Cφ)|2φ(n+∆φ) +
|∇φ∆φ|2φ
n+∆φ
− 2λ∇φ(F + Cφ) ·φ ∇φ(∆φ) ≥ 0
(3.34)
Combining (3.31), (3.32), (3.33) and (3.34), we have
(3.35) ∆φ(e
−λ(F+Cφ)(n+∆φ)) ≥ e−λ(F+Cφ)
(
(
λC
2
− C2)ΛφωT (n+∆φ) + ∆F −C7
)
,
where the constant C7 = λC1 +maxR
T . We choose constant λ ≥ 1, C ≥ 4C2 and denote
u = e−λ(F+Cφ)(n+∆φ). We compute, using dvφ := ηφ ∧ (dηφ)n∫
M
(p− 1)up−2|∇φu|2φdvφ =
∫
M
up−1(−∆φu)dvφ
≤−
∫
M
up−1
(
λC
4
uΛφω
T + e−λ(F+Cφ)(∆F − C7)
)
dvφ
(3.36)
Now we deal with the term involved with ∆F ,∫
M
up−1e−λ(F+Cφ)∆Fdvφ =
∫
M
up−1e(1−λ)F−λCφ∆Fdvg
=
∫
M
up−1e(1−λ)F−λCφ∆(F − λCφ
1− λ)dvg
+
∫
M
up−1e−λ(F+Cφ)
λC∆φ
1− λ dvφ
(3.37)
We deal with the two terms in (3.37) separately. Denote v = (1− λ)F − λCφ,
∫
M
up−1e(1−λ)F−λCφ∆(F − λCφ
1− λ)dvg =
1
1− λ
∫
M
up−1ev∆vdvg
=
∫
M
∇(up−1ev)∇v
λ− 1 dvg
=
∫
M
ev((p − 1)up−2∇u∇v + up−1|∇v|2)
λ− 1 dv
≥−
∫
M
(p− 1)2
4(λ− 1)e
vup−3|∇u|2dvg
≥−
∫
M
(p− 1)2
4(λ− 1)u
p−2|∇φu|2φdvφ
(3.38)
We also estimate
(3.39) C7 +
λC∆φ
λ− 1 ≤ λ(C1 + C)(n+∆φ)
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Putting (3.36), (3.37), (3.38) and (3.39) together, we have∫
M
(
(p− 1)− (p− 1)
2
4(λ− 1)
)
up−2|∇φu|2φdvφ +
∫
M
λC
4
Λφω
Tupdvφ
≤
∫
M
λ(C1 + C)u
pdvφ
(3.40)
Note that Λφω
T ≥ (n+∆φ) 1n−1 e −Fn−1 . It follows from (3.40) (taking λ = p) that,
(3.41)
∫
M
(n+∆φ)p+
1
n−1 dvg ≤ C8(p, g, |F |, |φ|)
∫
M
(n+∆φ)pdvg.
By iterating, we have the following, for any p ≥ 1,
(3.42)
∫
M
(n+∆φ)pdvg ≤ C(p,C0)

3.3. Estimate of ∇F . In this section we estimate |∇φF |φ and |∇F |. The key is the
following,
Theorem 3.4. There exists a constant C0 such that
(3.43) |∇φF |φ ≤ C0.
Proof. We compute
∆φ
(
e
F
2 |∇φF |2φ
)
=∆φ(e
F
2 )|∇φF |2φ + e
F
2 ∆φ(|∇φF |2φ) + e
F
2 ∇φF ·φ ∇φ(|∇φF |2φ)
=e
F
2 (
∆φF
2
|∇φF |2φ +
|∇φF |4φ
4
+ ∆φ(|∇φF |2φ) +∇φF ·φ ∇φ(|∇φF |2φ))
(3.44)
By Bochner’s formula, we have
(3.45) ∆φ(|∇φF |2φ) = gij¯φ gkl¯φ (F,kiF,j¯ l¯ + Fkj¯Fil¯) + 2∇φF ·φ ∇φ∆φF + gij¯φ gkl¯φ Ricφ,il¯FkFj¯
We compute
∇φF ·φ ∇φ(|∇φF |2φ) =
1
2
gij¯φ
(
Fj¯(|∇φF |2φ)i + Fi(|∇φF |2φ)j¯
)
=Re
(
gij¯φ g
kl¯
φ Fi(Fkj¯Fl¯ + FkF,j¯ l¯)
)(3.46)
In (3.45) and (3.46), F,ik and F,j¯ l¯ denote covariant derivatives w.r.t ωφ. Observe that
(3.47)
|∇φF |4φ
4
+ gij¯φ g
kl¯
φ F,kiF,j¯l¯ +Re
(
gij¯φ g
kl¯
φ FiFkF,j¯l¯
)
≥ 0.
and also observe that, using Ricφ,il¯ + Fil¯ = Ricil¯,
gij¯φ g
kl¯
φ Ricφ,il¯FkFj¯ +Re
(
gij¯φ g
kl¯
φ FiFkj¯Fl¯
)
=gij¯φ g
kl¯
φ Ricφ,il¯FkFj¯ +Re
(
gij¯φ g
kl¯
φ FkFil¯Fj¯
)
=gij¯φ g
kl¯
φ Ricil¯FkFj¯
(3.48)
Putting (3.44), (3.45), (3.46) and (3.47) together, we get
(3.49) ∆φ
(
e
F
2 |∇φF |2φ
)
≥ eF2
(
∆φF
2
|∇φF |2φ + gij¯φ gkl¯φ Ricil¯FkFj¯ + 2∇φF ·φ ∇φ∆φF
)
Note that by the equation (3.3),
(3.50)
∆φF = trφγ − h ≥ −C(ΛφωT + 1) ≥ −C
(
e−F (n+∆φ)n−1 + 1
) ≥ −C1(n+∆φ)n−1,
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where the last step we have used the estimate |F | ≤ C0 and n + ∆φ ≥ eFn . We also
estimate
(3.51) gij¯φ g
kl¯
φ Ricil¯FkFj¯ ≥ −CΛφωT |∇φF |2φ ≥ −C1(n+∆φ)n−1|∇φF |2φ.
Putting (3.50) and (3.51) back to (3.49), we estimate
∆φ
(
e
F
2 |∇φF |2φ
)
≥ −C2e
F
2 |∇φF |2φ(n+∆φ)n−1 + 2e
F
2 ∇φF ·φ ∇φ∆φF
Denote v = e
F
2 |∇φF |2φ, we rewrite the above as
(3.52) ∆φv ≥ −C2v(n +∆φ)n−1 + 2e
F
2 ∇φF ·φ ∇φ∆φF
We start the integral estimates, for p > 1∫
M
(p− 1)vp−2|∇φv|2φdvφ =
∫
M
vp−1(−∆φv)dvφ
≤C2
∫
M
vpGdvφ − 2
∫
M
vp−1e
F
2 ∇φF ·φ ∇φ∆φFdvφ,
(3.53)
where we take G = (n+∆φ)2n−2 + 1. Using integration by parts to treat (3.53) we claim
(3.54)
∫
M
vp−2|∇φv|2φdvφ ≤
pC3
p− 1
∫
M
vpGdvg,
We compute,
−2
∫
M
vp−1e
F
2∇φF ·φ ∇φ∆φFdvφ =2
∫
M
∇φ(vp−1e
F
2 ∇φF )∆φFdvφ
=2
∫
M
vp−1e
F
2
(
(∆φF )
2 + |∇φF |2φ∆φF
)
dvφ
+ 2
∫
M
(p− 1)vp−2∇φve
F
2∇φF∆φFdvφ
(3.55)
The first term in the righthand side of (3.55) can be controlled in a straightforward way,
(3.56)
∫
M
vp−1e
F
2
(
(∆φF )
2 + |∇φF |2φ∆φF
)
dvφ ≤ C4
∫
M
vpGdvg,
noting that e
F
2 |∇φF |2φ∆φF = (v − 1)∆φF ≤ v|∆φF | and (∆φF )2 ≤ C4G. We compute
∫
M
vp−2∇φve
F
2 ∇φF∆φFdvφ ≤1
4
∫
M
vp−2|∇φv|2dvφ +
∫
M
vp−2eF |∇φF |2(∆φF )2dvφ
≤1
4
∫
M
vp−2|∇φv|2dvφ + C4
∫
M
vp−1Gdvg
(3.57)
The claim (3.54) is a direct consequence of (3.55), (3.56) and (3.57). We rewrite (3.54)
(3.58)
∫
M
|∇φv
p
2 |2φdvg ≤
C3p
3
p− 1
∫
M
vpGdvg
Using |∇f |2g ≤ |∇φf |2φ(n+∆φ), we compute∫
M
|∇(v p2 )|2−2ǫdvg ≤
∫
M
|∇φv
p
2 |2−2ǫφ (n+∆φ)1−ǫdvg
≤
(∫
M
|∇φv
p
2 |2φdvg
)1−ǫ(∫
M
(n +∆φ)
1
ǫ
−1dvg
)ǫ(3.59)
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That is, assuming p is bounded away from 1
(3.60) ‖∇(v p2 )‖L2−2ǫ ≤ C5p
(∫
M
vpGdvg
) 1
2
‖n+∆φ‖
L
1
ǫ−1
.
Applying Sobolev inequality, we have
(3.61) ‖v p2 ‖
L
2(1−ǫ)(2n+1)
2n−1+2ǫ
≤ c0
(
‖∇(v p2 )‖L2(1−ǫ) + ‖v
p
2 ‖L2(1−ǫ)
)
We compute, using (3.60) and (3.61) and denoting Kǫ = ‖n+∆φ‖
L
1
ǫ−1
,
(3.62) ‖v p2 ‖
L
2(1−ǫ)(2n+1)
2n−1+2ǫ
≤ C6Kǫp
(∫
M
vpGdvg
) 1
2
+ c0‖v
p
2 ‖L2(1−ǫ) ,
We compute
(3.63)
(∫
M
vpGdvg
) 1
2
≤ ‖v p2 ‖
L
2
1−ǫ
√
‖G‖
L
1
ǫ
It follows that, with Lǫ =
√
‖G‖
L
1
ǫ
,
(3.64) ‖v p2 ‖
L
2(1−ǫ)(2n+1)
2n−1+2ǫ
≤ C7(pKǫLǫ + 1)‖v
p
2 ‖
L
2
1−ǫ
Choose ǫ sufficiently small ( say ǫ = (2n+ 2)−1) such that
2(1− ǫ)(2n + 1)
2n − 1 + 2ǫ >
2
1− ǫ.
By Theorem 3.3,Kǫ, Lǫ are uniformly bounded above. We can then get, for some uniformly
positive constant C8 ≥ 2,
(3.65) ‖v p2 ‖
L
2(1−ǫ)(2n+1)
2n−1+2ǫ
≤ C8p‖v
p
2 ‖
L
2
1−ǫ
,
A standard iteration procedure then implies that
(3.66) ‖v‖L∞ ≤ C9‖v‖L1 .
To bound the L1 norm, we compute
(3.67) ∆φe
F
2 =
e
F
2
4
|∇φF |2φ +
e
F
2
2
∆φF.
Hence we have∫
M
vdvg =
∫
M
e
F
2 |∇φF |2φdvg ≤ C10
∫
M
e
F
2 |∇φF |2φdvφ = 2C10
∫
M
e
F
2 (−∆φF )dvφ
≤C11
∫
M
(Λφω
T + 1)dvφ = (n+ 1)C11Vol(M).
(3.68)
This completes the proof. 
As a direct consequence, we have the following,
Corollary 3.1. For any p ≥ 1, there exists a constant Cp such that
|∇F |Lp ≤ Cp = C(C0, p).
Proof. We have the following,
|∇F |2 ≤ |∇φF |2φ(n+∆φ).
It then follows from Theorem 3.3 and Theorem 3.4. 
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3.4. Estimate on (n+∆φ) and higher order estimates. We prove the following
Theorem 3.5. There exists a uniformly bounded constant 1 < C0 such that
(3.69) C−10 ≤ n+∆φ ≤ C0, ‖φ‖Ck ≤ C = C(k,C0).
We need to prove that n + ∆φ is bounded above given F ∈ W 1,p, for p sufficiently
large. Higher order estimates follow from standard elliptic bootstrapping theory given the
estimates of n + ∆φ, and the Ho¨lder estimate [26, 52]. Indeed a direct adaption of [18]
gives the corresponding Sasaki setting,
Theorem 3.6. Let φ be a basic smooth function on a compact Sasaki manifold M2n+1
such that ωT +
√−1∂B ∂¯Bφ > 0. Suppose F is a smooth function with a uniformly W 1,p
bound, p > 2n+ 1 such that
η ∧ (ωT +√−1∂B ∂¯Bφ)n = eF η ∧ (ωT )n, supφ = 0
then there exists a uniformly bounded constant 1 < C0 = C0(‖F‖W 1,p , p,M, g) such that
C−10 ≤ n+∆φ ≤ C0
Proof. The computation and the argument are almost identical, except when applying the
Sobolev inequality. For that one needs to replace the dimensional constant 2n by 2n+ 1.
Note that we have already proved that φ has C0 bound in Sasaki setting, using Alexanderov
maximum principle (see Lemma 3.2). This would be sufficient to prove Theorem 3.6. We
shall keep the discussions brief.
The computation in [18][Section 2] applies directly to tranverse Ka¨hler structure here.
First we follow Yau’s computation [53] to get, with u = exp(−C1φ)(n +∆φ),
(3.70) ∆φ(u) ≥ C2(n+∆φ)
n
n−1 + exp(−C1φF )− C3,
where C1 is sufficiently positive constant such that C1 + inf R
T
i¯ill¯
≥ 1 and C2, C3 are
positive constants depending on C1, ‖φ‖L∞ , supF, n and the transverse curvature of (M,g).
Proceeding exactly the same as in Ka¨hler [18][see (2.12)], we get for p ≥ 1/4
(3.71)
∫
M
(
|∇(up)|2 + pC7u2p+
n
n−1
)
dvg ≤ p2C8
∫
M
u2p
(|∇F |2 + 1) dvg.
where C7 = C7(‖φ‖L∞ , ‖F‖L∞ , n) and C8 = C8(‖φ‖L∞ , ‖∇φ‖L∞ , n). We use the Sobolev
inequality for (M,g),
(3.72)
(∫
M
|f | 2(2n+1)2n−1
) 2n−1
2n+1
≤ C
(∫
M
|∇f |2dvg +Vol(M)−1
∫
M
f2dvg
)
By taking f = up, we have for q = 2(2n+1)p2n−1 ,
(3.73) ‖u‖Lq ≤ (pC)1/p
(∫
M
u2p(|∇F |2 + 1)dvg
) 1
2p
Applying Ho¨lder inequality with q−10 + 2p
−1
0 = 1, we get
(3.74)
∫
M
u2p(|∇F |2 + 1)dvg ≤
(∫
M
u2pq0
) 1
q0
(∫
M
(|∇F |2 + 1) p02
) 2
p0
Since we assume |∇F | ∈ Lp0 for some p0 > 2n+ 1, we have
(3.75) ‖u‖Lq ≤ (pC)1/p‖u‖L2pq0 .
Since q = 2(2n+1)p2n−1 > 2pq0 for p0 > 2n + 1, the iteration process implies that ‖u‖L∞ ≤
C‖u‖L1 ≤ C, where the constant depends on
C = C(‖φ‖L∞ , ‖∇φ‖L∞ , ‖F‖W 1,p0 , p0,M, g, n).
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We can clearly follow the procedure as in [18][Section 3] to prove the bound on ‖∇φ‖L∞ .
We shall skip the details.

Remark 3.1. For our application, on the other hand, we already know that ∆φ ∈ Lp for p
sufficiently large in this setting. Hence ‖∇φ‖L∞ <∞ holds for free.
Another way to derive the estimate of n+∆φ can be done for complex Monge-Ampere,
given sufficiently high Lp norm of (n + ∆φ) and W 1,q norm of F . This problem can be
treated purely locally. We consider a smooth plurisubharmonic function u, defined on a
unit ball B1 ⊂ Cn, such that for F ∈W 1,q, q > 2n,
log det(uij¯) = F
Then we have the following,
Proposition 3.1. There exists p sufficiently large depending on q > 2n, such that if
‖∆u‖pL(B1) <∞, then there exists a uniform constant C > 0,
sup
B1/2
∆u ≤ C,
where C = C(p, ‖F‖W 1,q(B1), ‖∆u‖Lp(B1))
In [36], when q = ∞, the author proved the above interior estimates using integral
methods, for p > n2. The proof in [36] can be directly adapted to to prove Proposition
4.1. Nevertheless, it is relatively well-known now that one can obtain the interior estimate
of ∆u, in terms of ‖∆u‖Lp , ‖F‖W 1,q given p, q are sufficiently large (or even this holds for
F ∈ Cα, u ∈ C1,β see [43]), we shall skip the details of the proof of Proposition 4.1.
4. Scalar curvature type equation with more flexible righthand side
We consider the equation
det(gTij¯ + φij¯) = e
F det(gTij¯)
∆φF = trφ(Ric− β)− h,
(4.1)
where β = β0+
√−1∂B∂¯Bf , such that β0 is a uniformly bounded real (1, 1)-form and f is
a basic function, with sup f = 0 satisfying
(4.2) β = β0 +
√−1∂B ∂¯Bf ≥ 0,
∫
M
e−p0fdvg ≤ c0 <∞
We rewrite the equation as follows,
det(gTij¯ + φij¯) = e
F det(gTij¯)
∆φ(F + f) = trφγ − h, γ = Ric− β0
(4.3)
We will prove the following,
Theorem 4.1. Assume (4.2). Let φ be a smooth solution of (4.3). There exists a positive
constant cn depending only on n and we assume p0 > cn + 2. Then for any p < p0, there
exists a uniformly bounded constant C, such that
(4.4) ‖F + f‖W 1,2p ≤ C, ‖n +∆φ‖Lp(M,g) ≤ C = C
where C depends on C0, p, p0 and
∫
M e
−p0fdvg. The bounds are uniform in p0 and p,
provided that p bounded away from p0 (say p ≤ p0 − 1).
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This corresponds to [17][Theorem 2.3]. Our proof of Theorem 3.1 follows indeed largely
the proof in [17][Theorem 2.3] and Chen-Cheng’s proof is designed for this general situ-
ation. The proof proceeds exactly the same as in [17][Theorem 2.3] and there are some
necessary modifications, in particular for C0 estimates of F and φ, adapted to Sasaki
setting (see Theorem 3.1). The proof with a more flexible term f is parallel to Theorem
3.1. We present the arguments briefly.
4.1. The bound of |F + f | and |φ|. The key is to prove the following,
Lemma 4.1. Let ψ be the solution of the following equation with supψ = 0,
(4.5) det(gTij¯ + ψij¯) = Ce
F
√
F 2 + 1det(gTij¯),
where the constant C is given by,
C = A−1
∫
M
dvg, A :=
∫
M
eF
√
F 2 + 1 dvg
Then for any ǫ0 ∈ (0, 1), there exist constant C,C1 such that,
(4.6) F + f + ǫ0ψ − Cφ ≤ C1,
where we have C = 2(max |γ|ωT + 1) and C1 = C1(ǫ0, C0).
Proof. The proof is almost identical to Lemma 3.3, replacing F by F + f . Denote u =
F + f + ǫψ − Cφ. Then we have as in (3.16),
(4.7) ∆φu ≥ C
2
Λφω
T + ǫ0A
− 1
n (F 2 + 1)
1
2n − nC
We construct the same auxiliary function ζp, then the arguments apply exactly as in
Lemma 3.3, noticing f, ψ ≤ 0 (this is used from (3.27) to (3.28)). 
Next we have the following
Lemma 4.2. For p0 ≥ 4, there exists a constant C1 such that
(4.8) F + f ≤ C1(C0, p0),−φ ≤ C1 = C1(C0, p0).
Proof. Proceeding as in Lemma 3.4 (using α-invariant for ψ), we have for any p > 1
(4.9)
∫
M
ep(F+f)dvg ≤ C2 = C2(p,C0),
where C2 depends uniformly on p (to be precise, in the order of e
p). We compute
(4.10)∫
M
e3F dvg ≤
∫
M
e3(F+f)e−3fdvg ≤
(∫
M
e3(F+f)(1+ǫ)/ǫdvg
) ǫ
1+ǫ
(∫
M
e−3(1+ǫ)fdvg
) 1
1+ǫ
Take ǫ = 1/3, then we get that
∫
M e
3F dvg ≤ C. By Lemma 3.2 we have −φ ≤ C. For the
estimate on |ψ|, we have the following,
det (gTij¯ + ψij¯) = e
F˜ det(gTij¯)
Then eF˜ = CeF
√
F 2 + 1. Then we compute, for ǫ = 1/4
e(2+2ǫ)F˜ = (C)(2+2ǫ)e(2+2ǫ)F (F 2 + 1)1+ǫ.
Note that (C)2 is a bounded constant and e(2+2ǫ)F (F 2+1)1+ǫ ≤ C(e3F +1) for a uniformly
bounded constant C. We can hence apply Lemma 3.2 again to get −ψ ≤ C. This completes
the proof. 
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Remark 4.1. The requirement of p0 ≥ 4 can be replaced by p0 > 2. However since our
estimate in Lemma 3.2 is weaker than Kolodziej’s C0 estimate [42] in Ka¨hler setting, we
do need p0 > 2 instead of p0 > 1 (as in [17][Corollary 2.2]). It would be an interesting
question to extend Kolodziej’s C0 estimate to Sasaki setting.
We would like to estimate the lower bound of F + f . Since f might not be bounded
below, the pointwise maximum principle as in Lemma 3.5 does not apply. Instead we use
Alexanderov maximum principle as in [17][Lemma 2.3]
Lemma 4.3. There exists a uniformly bounded constant C5 such that
F + f ≥ −C5.
In particular F ≥ −C5 since f ≤ 0.
Proof. This is parallel to Lemma 3.3 but easier. Choose C such that for basic real (1, 1)-
form γ, γ ≤ (C − 1)ωT . We compute,
(4.11) ∆φ(F + f + Cφ) = Λφγ − h+ Cn− CΛφωT ≤ |h|+ Cn− ΛφωT
Let the auxiliary function ζp be defined in Lemma 3.3. Fix a constant δ1. Denote u1 =
F + f + Cφ. Suppose u1 takes its minimum at p1 ∈M . We compute,
(4.12) ∆ηφ(e
−δ1u1ζp1) = ∆ηφ(e
−δ1u1)ζp1 + e
−δ1u1∆ηφ(ζp1) + 2∇ηφ(e−δ1u1) · ∇ηφζp1 .
Since u1 is a basic function, we have
(4.13) ∆ηφ(e
−δ1u1) = ∆φ(e
−δ1u1) = e−δ1uδ21 |∇φu1|2φ − e−δ1u1δ1∆φu1
We compute
(4.14) ∆ηφ(ζp1) = ∇2ξ,ξ(ζp1) + ∆φ(ζp1) ≥ −(1 + ΛφωT )|∇2ζp1 |.
We also compute, noting that u1 is basic,
2∇ηφ(e−δ1u1) · ∇ηφζp1 =− 2δ1e−δ1u1∇φu1 ·φ ∇φζp1
≥− δ21e−δ1 |∇φu1|2φζp1 − e−δ1u1ΛφωT |∇ζp1 |2ζ−1p1
(4.15)
Combining (4.11), (4.12), (4.13), (4.14) and (4.15), we have
∆ηφ(e
−δ1u1) ≥e−δ1u1ΛφωT (δ1ζp1 − |∇ζp1 |2ζ−1p1 − |∇2ζp1 |)
− C1δ1e−δ1u1ζp1 − e−δ1u1 |∇2ζp1 |
(4.16)
We choose θ (as in Lemma 3.3) sufficiently small, such that
δ1ζp1 − |∇ζp1 |2ζ−1p1 − |∇2ζp1 | ≥ δ1(1− θ)− 2θr−2 − 4θ2r−2(1− θ)−1 > 0
Hence by (4.16), we have
(4.17) ∆ηφ(e
−δ1u1) ≥ −(C1 + 1)δ1e−δ1u1ζp1 .
Now we apply the Alexanderov maximum principle (Lemma 3.1) in Br(p1), with δ1 =
1/(2n + 1),
e−δ1u1(p1) ≤ sup
∂B
e−δ1u1ζp1 + Cnr
(∫
M
e2F e−(2n+1)δ1u1(C1 + 1)
2n+1δ2n+11 dvg
) 1
2n+1
≤ sup
∂B
e−δ1u1ζp1 + C9
(∫
M
eF+f−2fdvg
) 1
2n+1
≤ sup
∂B
e−δ1u1ζp1 + C10
(∫
M
e−2fdvg
) 1
2n+1
,
(4.18)
where we have used the fact that F + f ≤ C1. If p0 ≥ 2, this implies that u1(p1) ≥ C11.

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Remark 4.2. The C0 estimate does not require the lower bound of
√−1∂B ∂¯Bf .
4.2. Lp estimate of (n+∆φ) and the bound |∇φ(F+f)|φ. The estimates of this section
correspond to [17][Section 2.2] and these estimates are very important for applications in
existence of csck when the automorphism group is not discrete as in [17]. In Sasaki setting
these estimates hold with almost identical arguments, given the C0 estimates obtained
above. We have already proved similar estimates using the method in Theorem 3.3 and
Theorem 3.4 (with the absence of f). We shall emphasize that since in Sasaki setting,
all the quantities involved in the arguments are basic, and all the computations work the
same way as in Ka¨hler via its transverse Ka¨hler structure. The only difference is the
application of Sobolev inequality, where the dimension is different. Hence the results and
arguments in [17][Section 2.2] work almost identical here, with modifications as indicated
in Theorem 3.4. We keep the discussion brief.
Lemma 4.4. For any p ≥ 1, there exists a constant C12
(4.19)
∫
M
e(p−1)f (n+∆φ)pdvg ≤ C12,
where C12 depends on C0, p and the upper bound of
∫
M e
−p0fdvg.
Proof. This corresponds to [17][Theorem 2.1] and its method is used to prove Theorem
3.3 above. We shall compute, for constants δ ∈ (0, 1), κ > 1, C > 0 as in [17][Section 2.2],
(4.20) ∆φ(e
−κ(F+δf+Cφ)(n+∆φ)).
Since all quantities involved are basic functions, hence the computation is identical to
the Ka¨hler case via its transverse Ka¨hler structure. The proof works word by word as in
[17][Theorem 2.1]. We skip the details. 
Corollary 4.1. For any 1 ≤ q ≤ p0 − 1, there exists a constant Cq such that∫
M
(n +∆φ)qdvg ≤ Cq.
Proof. This is a direct consequence of Lemma 4.4 as in [17][Corollary 2.4]. Take s =
(q − 1)p0/(p0 − 1) ≥ 0. We compute∫
M
(n+∆φ)qdvg =
∫
M
e−sfesf (n+∆φ)qdvg
≤
(∫
M
e−p0f
) s
p0
(∫
M
e
sp0
p0−s
f
(n+∆φ)
p0q
p0−s
)1− s
p0
(4.21)

Next we estimate the bound |∇φw|2φ for w = F + f .
Lemma 4.5. there exists cn > 0, depending only on n, such that if p0 > cn + 2, we have
|∇φw|φ ≤ C14,
where C14 depends only on C0 and the bound
∫
M e
−p0fdvg.
Proof. The proof is almost identical to [17][Theorem 2.2] and Theorem 3.4 above. Denote
u = e
w
2 |∇φw|2φ. Then exactly as in [17][Section 2.2], we have the lower bound
(4.22) ∆φu ≥ 2e
w
2∇φw ·φ ∇φ∆φw − uG˜,
where one can actually take G˜ = C15((n +∆φ)
n−1 + 1). We have F ≥ −C5 as in Lemma
4.12. As in (3.51), we have
(4.23) gij¯φ g
kl¯
φ Ricil¯wkwj¯ ≥ −CΛφωT |∇φw|2φ ≥ −C1(n+∆φ)n−1|∇φw|2φ.
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We then start integral estimate, as in [17][Theorem 2.2] and Theorem 3.4 above. We have∫
M
(p − 1)up−2|∇φu|2φdvφ =
∫
M
up−1(−∆φu)
≤
∫
M
upG˜dvφ − 2
∫
M
up−1e
w
2∇φw ·φ ∇φ∆φw.
(4.24)
Using integration by parts to treat the last term in (4.24), we have
(4.25)
∫
M
(p− 1)up−2|∇φu|2φdvφ ≤ 2p
∫
M
upGeF dvg,
where G = ((n +∆φ)2n−2 + 1). The only difference is that we have only lower bound on
F , uniform bound on |F + f |, but no upper bound of F , hence eF might not be bounded
above a priori. We can then proceed as in (3.58)-(3.64) to get, with L˜ǫ =
√
‖GeF ‖
L
1
ǫ
,
(4.26) ‖v p2 ‖
L
2(1−ǫ)(2n+1)
2n−1+2ǫ
≤ C17(pKǫL˜ǫ + 1)‖v
p
2 ‖
L
2
1−ǫ
Taking ǫ = (2n+ 2)−1 such that
2(1− ǫ)(2n + 1)
2n− 1 + 2ǫ >
2
1− ǫ
Note that Kǫ = ‖n +∆φ‖
L
1
ǫ−1
<∞, hence we only need to bound L˜ǫ, then the iteration
process gives
(4.27) ‖u‖L∞ ≤ C18‖u‖L1 .
While G = (n+∆φ)2n−2 + 1 and eF ≤ (n+∆φ)n, hence L˜ǫ <∞ by Lemma 4.4. The L1
bound of u follows exactly the same as in (3.68). This completes the proof. 
Corollary 4.2. With the same assumption as in Theorem 4.1, we have for 1 ≤ p ≤ p0−1,
‖∇(F + f)‖L2p ≤ C
Proof. We get L2p bound of |∇(F + f)| using the bound on |∇φ(F + f)|φ together with
Lp bound of (n+∆φ),
|∇(F + f)|2 ≤ |∇φ(F + f)|2φ(n +∆φ).
This completes the proof. 
5. Existence and properness
In this section we prove Theorem 1, which we recall as follows,
Theorem 5.1. Let (M, ξ, η, g) be a compact Sasaki manifold with fixed Reeb vector field
ξ, fixed transverse holomorphic structure and fixed transverse Ka¨hler class [ωT ] = [2−1dη].
Then there exists a cscs induced by transverse Ka¨hler potentials in
H = {φ ∈ C∞B (M) : ωφ = ωT +
√−1∂B ∂¯Bφ > 0}
if and only if the K-energy is (reduced) proper with respect to d1,G over H.
We consider the continuity path of Chen [14], adapted to transverse Ka¨hler structure
in Sasaki setting,
(5.1) t(Rφ −R)− (1− t)(trφωT − n) = 0.
We can assume that ωT , ωφ are both K-invariant. The functional corresponding the con-
tinuity path (5.1) is denoted by
(5.2) K˜t = tK(φ) + (1− t)J(φ).
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Remark 5.1. Chen’s continuity path [14] plays a very central role in the proof. The insight
is, for t < 1 the solution corresponds to the minimizer of a strictly convex functional K˜t,
while K-energy is only convex. The strict convexity implies that the openness should
be true (minimizer is unique, hence linearized operator should have zero kernel). More
importantly, Chen’s continuity path gives a canonical way to solve the csck and cscs
equation, as an extension of Aubin’s continuity path on Fano setting.
5.1. Properness implies existence. The openness follows from the results of [14, 35, 54]
in Ka¨hler setting. Technically the following theorem is an adaption of Hashimoto’s result
[35][Theorem 1.2] to Sasaki case.
Theorem 5.2. On the compact Sasaki manifold (M, ξ, η, g), suppose we have two trans-
verse Ka¨hler metrics ωT and α such that ΛωT (α) = const. We assume ω
T , α are both
K-invariant. Then there exists a constant r(ωT , α) depending only on ωT , α such that for
r ≥ r(ωT , α), there exists φ ∈ HK satisfying Rφ − Λωφ(rα) = const.
The proof is a direct adaption of [35][Theorem 1.2] to the transverse Ka¨hler structures
on a Sasaki manifold, with functional spaces replaced by K-invariant functional spaces (in
particular, all structures involved are invariant along the Reeb flow, hence are basic) and
Ka¨hler structures replaced by transverse Ka¨hler structure, and the volume form replaced
by the volume form ωnT ∧ η. Otherwise, the arguments work almost word by word. Hence
we skip the details. Similar to [35][Corollary 1.4], we also have the following,
Corollary 5.1. Suppose that ωT , α are two K-invariant transverse Ka¨hler metrics such
that RωT −ΛωTα = const. Then if α˜ is a K-invariant transverse Ka¨hler metric such that
α˜ − α is sufficiently small in the C∞-norm, then there exists a transverse Ka¨hler metric
ω˜ ∈ [ωT ] which is K-invariant, such that
Rω˜ − Λω˜α˜ = const.
Theorem 5.2 and Corollary 5.1 imply that we can solve the equation (5.1) in an interval
[0, t0) for some 0 < t0 ≤ 1. Now we show that t0 = 1 under the assumption that
the K-energy is bounded below in HK . Our argument is a modification of Chen-Cheng
[17][Section 3]. Note that we can rewrite the equation as
ωnφ = e
Fωn
∆φF = −(R− (1− t)n/t) + trφ(Ric(ωT )− (1− t)ωT /t)
(5.3)
Given the estimates above, we have a direct consequence that (5.1) has a smooth solution
for t ∈ [0, 1).
Lemma 5.1. Suppose the K-energy is bounded below on HK , then (5.1) has a smooth
solution for t ∈ [0, 1).
Proof. Since K is bounded below on HK , it follows that
K˜t ≥ C1(1− t)d1(0, φ) − C
for any t ∈ [0, 1). This depends on (2.11),
J(φ) ≥ 1
n+ 1
I(φ),
and a direct adaption of [25][Proposition 5.5] to the Sasaki setting (together with Theorem
4)
I(φ) ≥ C−1d1(0, φ) − C,φ ∈ H0.
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Suppose φ(t) ∈ H0 solves (5.1). By the convexity of the K and the convexity of K˜t (along
the C1,1¯ geodesics in H), it follows that φ(t) minimizes K˜t over H. Hence we have K˜t <∞.
It follows that for any t ∈ [0, 1),
d1(0, φ) < C((1− t)−1 + 1)
Note that both J−Ric(φ) is bounded by Cd1(0, φ) for some uniformly bounded constant
C, as an application of Theorem 4. It follows that, for any t ∈ [0, 1),
(5.4) n!H(φ) =
∫
M
log
ωnφ
ωnT
ωnφ ∧ η < C((1− t)−1 + 1).
It then follows from Theorem 3.1 that for any t ∈ [0, 1), (5.1) has a smooth solution. 
Now we consider the behavior when t → 1. The purpose is to show for any sequence
ti → 1, after modifying by suitable choice of elements in G (which preserves the Reeb
vector field ξ and transverse complex structure), there exists φi ∈ HK which induces a
Sasaki metric through ηφi and ωφi , such that the limit of φi (by subsequence) defines a
smooth cscs. Note that the estimate in (5.4) blows up when t → 1. We need to use the
reduced properness of K-energy in an effective way. Since the properness only implies a
distance bound of d1,G, it is then necessary to apply an automorphism σi in G (at each
time ti) such that the resulting potential remains in a bounded set of HK . We proceed
as follows. Let φ˜i ∈ H0K be the solution of (5.1) at ti, for ti increasing to 1. The starting
point is to show that φ˜i is a minimizing sequence of the K energy.
Lemma 5.2. We have the following,
K˜ti(φ˜i) = inf
φ∈HK
K˜ti(φ)→ inf
HK
K(φ), ti → 1
K(φ˜i)→ inf
HK
K(φ), ti → 1
(1− ti)J(φ˜i)→ 0.
(5.5)
Proof. Since K is bounded below over HK , we can choose φǫ ∈ HK such that K(φǫ) ≤
infHK K + ǫ. Note that tK + (1− t)J is convex and hence φ˜i minimizes K˜ti . Hence
K˜ti(φ˜i) ≤ tiK(φǫ) + (1− ti)J(φǫ).
It follows that
lim sup
i→∞
K˜ti(φ˜i) ≤ K(φǫ) ≤ inf
HK
K+ ǫ.
On the other hand, since J ≥ 0, for i sufficiently large,
ti inf
HK
K ≤ tiK(φ˜i) ≤ K˜ti(φ˜i) ≤ inf
HK
K+ ǫ
This proves all three statements in (5.5). 
As a direct consequence of properness with respect to d1,G and Lemma 5.2, this gives
the desired distance bound modulo G.
Corollary 5.2. We have the bound on d1,G,
sup
i
d1,G(0, φ˜i) <∞.
Hence we can find a σi ∈ G,φi ∈ H0K such that
(5.6) ηφi = σ
∗
i (ηφ˜i); ωφi = σ
∗
i ωφ˜i , and sup
i
d1(0, φi) <∞.
With the uniform bound of distance d1(0, φi), we need to show that φi converges uniformly.
We show that the entropy of φi is uniformly bounded in the next,
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Proposition 5.1. We have
(5.7) H∞ := sup
i
n!H(φi) = sup
i
∫
M
log
ωnφi
ωn
ωnφi <∞
Proof. By Lemma 2.4, K is invariant under the action of G. Hence
sup
i
K(φi) = sup
i
K(φ˜i) <∞.
Recall
K(φ) = H(φ) + J−Ric(φ)
Since |J−Ric| is uniformly bounded when supi d1(0, φi) < ∞. This implies that H∞ <
∞. 
We need to consider the equation which φi satisfies. Denote ωi = σ
∗
i (ωT ) = ω
T +√−1∂B∂¯Bhi, with the normalization suphi = 0 (note that hi is in HK , but not in H0K in
general).
Lemma 5.3. The potential φi satisfies the following equations
ωnφi ∧ η = eFiωnT ∧ η
∆φiFi = (R−
1− ti
ti
n) + trφi(Ric(ω
T )− 1− ti
ti
ωi),
(5.8)
Proof. This is a direct adaption of computation in Chen-Cheng [17][Lemma 3.1]; we skip
the details 
With the preparation above, we can then state the main theorem which gives a smooth
cscs.
Theorem 5.3. When ti → 1, ωφi converges smoothly to a smooth transverse Ka¨hler
metric ωφ with constant scalar curvature.
Proof. The argument proceeds almost identical to Chen-Cheng [17][Section 3], given The-
orem 4.1. Denote
Ri = R− 1− ti
ti
n, βi =
1− ti
ti
ωi, (β0)i =
1− ti
ti
ω, fi =
1− ti
ti
hi.
As in Chen-Cheng [17][Lemma 3.12], we prove that (using Tian’s α-invariant [49] and its
adaption in Sasaki setting [55]), for any p > 1, there exists ǫp > 0 such that if ti ∈ (1−ǫp, 1),
one has∫
M
e−pfiωnT ∧ η =
∫
M
e
−p
1−ti
ti
hiωnT ∧ η =
(∫
M
e−αhiωnT ∧ η
)p 1−ti
αti
Vol(M)
1−p
1−ti
αti ≤ C
for a constant C uniformly bounded (independent of p due to the choice of ǫp). Hence
Theorem 4.1 applies to get the following estimate
‖Fi + fi‖W 1,2p + ‖n+∆φi‖Lp ≤ C1,
where C1 = C1(p, ω
T ,H∞) (see (5.7)). By taking a subsequence, we can pass to the limit
to get K-invariant functions φ∗ ∈W 2,p, F∗ ∈W 1,p for any p <∞ such that
φi → φ∗ in C1,α and
√−1∂∂¯φi → ∂∂¯φ∗ weakly in Lp
Fi + fi → F∗ in Cα and ∇(Fi + fi)→ ∇F∗ weakly in Lp
ωnφi ∧ η → ωnφ∗ ∧ η weakly in Lp.
(5.9)
It follows that φ∗ is a weak solution of transverse csck in the following sense,
(5.10) ωnφ∗ ∧ η = eF∗ωnT ∧ η,
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and for any u ∈ C∞(M), we have
(5.11) −
∫
M
dcF∗ ∧ du ∧
ωn−1φ∗
(n− 1)! ∧ η = −
∫
M
u(R)
ωnφ∗
n!
∧ η + uRic ∧
ωn−1φ∗
(n− 1)! ∧ η.
Next we claim that
∫
M |fi|ωn → 0. Given the claim, it follows that e−fi → 1 in Lp for any
p <∞ by a modified Lebesgue’s dominated convergence theorem since supi
∫
M e
−p
′
fiωn <
∞ (take p < p′).
By (5.5), (1 − ti)J(φ˜i)→ 0 when i→∞. This implies that (1− ti)d1(0, φ˜i)→ 0. Note
that we have the normalization condition suphi = 0. Denote h˜i = hi − I(hi)Vol−1(M) ∈
H0. It follows that
d1(0, h˜i)− d1(0, φi) ≤ d1(h˜i, φi) = d1(σ[0], σ[φ˜i]) = d1(0, φ˜i),
in the last step we know that G acts onH0 isometrically. Hence we get (1−ti)d1(0, h˜i)→ 0.
By Theorem 4, this implies that (1 − ti)
∫
M |h˜i|ωn → 0. Since suphi = 0, we have for a
uniformly bounded C,
0 ≤
∫
M
(−hi)ωn ≤ C
We have I(hi) ≤ 0 and
I(hi)−
∫
M
hi
ωnT
n!
∧ η = J(hi) ≥ 0
It follows that I(hi) is uniformly bounded, and hence
∫
M |(1 − ti)hi|ωnT ∧ η → 0. This
proves the claim
∫
M |fi|ωnT ∧ η → 0. This in particular proves (5.10). By Theorem 3.5, we
know that there exists a uniform constant C0 > 1 such that
(5.12) C−10 ω
T ≤ ωφ∗ ≤ C0ωT , φ∗ ∈W 3,p.
By (5.8), we have
∆φi(Fi + fi) = (R −
1− ti
ti
n) + trφi(Ric(ω
T )− 1− ti
ti
ωT )
For any smooth function u, we write∫
M
(Fi+fi)d
cdu∧
ωn−1φi
(n− 1)!∧η = −
∫
M
u(R−1− ti
ti
n)
ωnφi
n!
∧η+u(Ric−1− ti
ti
ω)∧
ωn−1φi
(n− 1)!∧η.
Given the convergence of Fi+ fi → F∗ in Cα, ωki converges weakly and φi converges to φ∗
in Cα, we can then pass to the limit to get
(5.13)
∫
M
F∗d
cdu ∧
ωn−1φ∗
(n− 1)! ∧ η = −
∫
M
uR
ωnφi
n!
∧ η + uRic ∧
ωn−1φ∗
(n− 1)! ∧ η.
The standard elliptic theory together with (5.12) implies that φ∗ defines a smooth trans-
verse csck. 
5.2. Existence of cscs implies properness modulo G. The main result of this sec-
tion is to prove the following regularity result, which generalizes Chen-Cheng’s result
[16][Theorem 5.1] to Sasaki case.
Theorem 5.4. Let φ∗ ∈ E1 be a minimizer of K over E1. Then φ∗ is smooth and it defines
a smooth cscs.
Remark 5.2. In Ka¨hler setting, it is a conjecture of Darvas-Rubinstein [25] that a minimizer
of K-energy in E1 is a smooth csck and it was proved by Chen-Cheng [16]. Earlier the
author, together with Y. Zeng [39], proved partly Chen’s conjecture that a C1,1 minimizer
of K is a smooth csck. Our argument is Sasaki counterpart of Chen-Cheng [16][Theorem
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5.1]. This result is a perfect example as a delicate combination of a priori estimates from
PDE and pluripotential theory.
Proof. Let φ∗ be a minimizer of K over E1. By Lemma 5.4 below, we can find a sequence
φi ∈ H such that d1(φi, φ∗) → 0 and also the entropy converges, H(φi) → H(φ∗). Since
J−Ric is d1 continuous, it follows that K(φi)→ K(φ∗). We consider the following continuity
path, for each i,
(5.14) t(Rφ −R)− (1− t)(trφωφi − n) = 0.
The openness follows from Theorem 5.2 and Corollary 5.1 by taking α = ωφi . Denote
the functionals Ji, Ii, Ji, Ii to be the corresponding functionals with the base transverse
Ka¨hler form as ωφi . By definition we have
Ji(φ) = J(ωφi , ωφ), Ii(φ) = I(ωφi , ωφ), Ji(φ) = J(ωφi , ωφ)
The corresponding functional for the path (5.14) is
K˜it := tK+ (1− t)Ji.
Since for each i, Ji is proper, hence arguing exactly as in Lemma 5.1, we can get a unique
smooth solution φti to the equation (5.14), for t ∈ [0, 1) with Iω(φti) = 0. Note that φti
minimizes K˜it over E1. It follows that for any φ ∈ E1
(5.15) tK(φti) + (1− ti)Ji(φti) ≤ tK(φ) + (1− t)Ji(φ)
Taking φ = φi in (5.15) (noting that φi minimizes Ji(φ)), we have
(5.16) 0 = Ji(φi) ≤ Ji(φti), and hence K(φti) ≤ K(φi)
Taking φ = φ∗ in (5.15) (noting that φ∗ minimizes K), we have
Ji(φ
t
i) ≤ Ji(φ∗).
In other words, we have
(5.17) 0 = Ji(φi) ≤ Ji(φti) ≤ Ji(φ∗).
Hence we have, by Theorem 4
Ji(φ∗) = (Ii − Ji)(φ∗) ≤ 1
n+ 1
Ii(φ∗) ≤ Cd1(φi, φ∗)→ 0.
Note that we have,
Ji(φ
t
i) = (Ii − Ji)(φti) ≥
1
n+ 1
Ii(φ
t
i)
Hence it follows that Ii(φ
t
i)→ 0 when i→∞, uniform in t. By an adaption of [3][Theorem
1.8] to Sasaki setting (see Lemma 2.1), we have
Iω(φ
t
i) ≤ Cn(Iω(φi) + Ii(φti)) ≤ C
This gives the distance bound (see Theorem 4),
d1(0, φ
t
i) ≤ CIω(φti) + C.
Together with the K-energy bound (5.16), this gives the uniform upper bound of the
entropy H(φti), uniformly in i and t ∈ (0, 1). By Theorem 3.1, we conclude that φti
converges to a smooth ui when t→ 1, such that ui ∈ HK solves the equation
Rui −R = 0.
In other words, ui defines a transverse Ka¨hler metric for each i and we have Ii(ui) → 0
when i → ∞. Note that d1(0, ui) is also uniformly bounded, Lemma 2.2 implies that
by passing to a subsequence if necessary, ui converges to a smooth potential u ∈ H0. It
follows that
I(ωu, ωφ∗) ≤ C (Ii(ui) + I(ωφi , ωφ∗))→ 0.
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This implies that u differs by φ∗ by a constant ([16][Lemma 5.7]). 
We need an approximation in d1 with convergent entropy in a K-invariant way.
Lemma 5.4. Given u ∈ E1,K , there exists uk ∈ HK such that d1(u, uk)→ 0 andHω(uk)→
Hω(u), where the entropy is defined to be Hω(u) =
1
n!
∫
M log(
ωnu
ωnT
)ωnT ∧ η.
Proof. We shall need the following results adapted to Sasaki setting: first d1 convergence
in E1 implies the weak convergence of the complex Monge-Ampere measure, second unique-
ness of complex Monge-Ampere equation in E1 class. We shall establish these facts also in
Sasaki setting in [40]. Given these extensions to Sasaki setting, this is a direct adaption of
[37][Lemma 3.7] and K can be any compact subgroup of Aut0(ξ, J). And our argument
is a modification of [4][Lemma 3.1]. We shall skip the details. 
As a direct application, we have the following,
Theorem 5.5. Suppose (M, ξ, η, [ωT ], J) admits a cscs metric. Then the K energy is d1,G
proper over H, as defined in Definition 2.3 (not necessarily over HK). In particular we
get two constants C,D > 0 such that
K(φ) ≥ Cd1,G(0, φ) −D.
Proof. We argue that K is d1,G proper in E1. We choose the base metric ωT to be a
transverse csck. Suppose otherwise, there exists φi ∈ E1 such that K(φi) ≤ C, but
d1(0, σ[φi]) → ∞ for any σ ∈ G. Connecting 0 and φi by the finite energy geodesic
with unit speed as in Theorem 2.2 (see [24][Theorem 3.36] also for Ka¨hler setting). Con-
sider the point ui along the geodesic such that d1(0, ui) = 1. The convexity of K along
the finite energy geodesic (Lemma 2.3) implies that
(5.18)
K(ui)
d1(0, ui)
≤ K(φi)
d1(0, φi)
→ 0.
Given K(ui) → 0 and d1(0, ui) = 1, the compactness result in Sasaki setting (Lemma
2.2) implies that ui converges to u in d1-topology (by subsequence), and K(u) = 0 (lower
semicontinuity). It follows that u is a smooth transverse csck by Theorem 5.4.
For φ˜i ∈ E1 with φ˜i = σ[φi] for some σ ∈ G, such that d1(0, φ˜i) → ∞. Since K is G-
invariant, K(φ˜i) ≤ C. The discussion above then applies to φ˜i. Connecting 0 and φ˜i by the
geodesic with u˜i = σ[ui], where u˜i is the point along the geodesic such that d1(0, u˜i) = 1.
By the discussion above, we get that d1(0, u˜) = 1 and u˜ = σ[u] such that K(u˜) = 0. Since
this discussion holds for any σ ∈ G, this implies that d1,G(0, u) = 1. This contradicts the
fact that G acts transitively on cscs metrics [41, 51]. By checking the proof more carefully,
when d(0, φi)→∞, if we have K(φi)d1(0,φi) → 0, then (5.18) still applies to get that K(u) = 0,
and it leads to contradiction. Hence, we can get constants C,D > 0 such that,
K(φ) ≥ Cd1,G(0, φ) −D.

6. Appendix
We give a very brief discussion of how techniques used in Ka¨hler geometry (see [17]
and [24] for example) extends to Sasaki setting for results in the paper. There are two
Ka¨hler structures which are essentially equivalent descriptions of Sasaki structure, the
Ka¨hler cone structure and the transverse Ka¨hler structure. When the Reeb vector field
is regular of quasi-regular, there is a global quotient M/Fξ which is a compact Ka¨hler
manifold (or orbifold). It is very straightforward to extend results in Ka¨hler setting as
in [17, 24] to regular or quasi-regular Sasaki manifolds. When the Reeb vector field is
irregular, it becomes much more complicated at times. Some results which are involved
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with only transverse Ka¨hler structure (basic quantities) and are of global nature can be
extended in a rather straightforward way; examples include [17][Theorem 2.1, Theorem
2.2] and [18][Theorem 1.1]. Some other results need to be dealt with both globally and
locally, such as Chen-Cheng’s C0 estimates of φ and F , which we extend to Theorem
3.2. For the pluripotential theory, including the proof of Theorem 4, we follow the Ka¨hler
setting, see T. Darvas’s very nice lecture notes [24]. We shall emphasize that the proofs
for the Ka¨hler setting are indeed very long and very intricate, and of course the Ka¨hler
setting contains the most essential ideas. On the other hand, new delicate difficulties do
appear in the irregular case in Sasaki setting and it is quite tricky and lengthy to extend
these results. Nevertheless, we are able to utilize the transverse Ka¨hler structure and
Ka¨hler cone structure in an effective way to extend almost all related results in [24] to the
Sasaki setting. We shall present the details of these results in [40], including the proof of
Theorem 4.
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