We present a swarm intelligence approach to data clustering. Data is clustered without initial knowledge of the number of clusters. Ant based clustering is used to initially create raw clusters and then these clusters are refined using the Fuzzy C Means algorithm. Initially the ants move the individual objects to form heaps. The centroids of these heaps are taken as the initial cluster centers and the Fuuy C Means algorithm is used to refine these clusters. In the second stage the objects obtained from the Fuuy C Means algorithm are hardened according to the maximum membership criteria to form new heaps. These new heaps are then sometimes moved and merged by the ants. 2% final clusters formed are refined by using the Fuuy C Means algorithm. Results from three small data sets show that the partitions produced are competitive with those obtained from FCM.
Introduction
The aim of clustering is to separate a set of data points into self-similar groups such that the points that belong to the same group are more similar than the points belonging to different groups. Each group is called a cluster.
The clustering algorithms developed using the principals of Swarm Intelligence emphasize distributedness, flexibility, and robustness. The algorithms are based on direct or indirect feedback with relatively simple agents [2] .
Each individual ant is a behaviorally simple agent with a limited memory. Even with limited memory and stochastic behavior ants consistently manage to perform several complicated tasks. The ant based clustering algorithms are based on the cemetery organization and larval sorting of ants. In ant colonies the workers form piles of corpses to clean up their nests. This aggregation of corpses is due to the attraction between the dead items. Small clusters of items grow by attracting workers to deposit more items; this positive feedback leads to the 0-7803-7918-7/03/$17.00 Q 2003 IEEE formation of larger and larger clusters. Brood sorting is widespread in ant colonies. Worker ants gather larvae according to their size, all larvae of the same size tend to be clustered together. An item is dropped by the ant if it is surrounded by items which are similar to the item it is carrying; an item is picked up by the ant when it perceives items in the neighborhood which are dissimilar from the item to be picked up [2] .
Data may be clustered using an iterative version of the Fuzzy C means (FCM) algorithm, but the draw back of FCM algorithm is that it is very sensitive to cluster center initialization because the search is based on the hill climbing heuristic [4] . We use the cluster centers obtained from the ant based algorithm as the initial cluster centers. This ant search is less sensitive to initialization because it is more global.
In past research the k-means clustering algorithm has been used on the centers obtained from the ant based algorithm; here we study the effect of using the Fuzzy C means approach on the cluster centers obtained from the ant based algorithm. We also do what we believe is more rigorous experimentation fully disclosing all parameters. In [1, 9] the k-means algorithm was used to refine the clusters found by the ants. In [3] the ant system and the kmeans algorithm were used for document clustering.
The outline of the paper is as follows: Section 2 explains the algorithm used in this paper, Section 3 explains the data sets used and the experimental results. A summary and discussion is in Section 4.
Algorithm
The general outline of the ant based algorithm used in this study was proposed in [1, 9] . Initially the objects are scattered randomly on a discrete 2D board. The board can be considered as a matrix of m x m cells. The matrix is toroidal which allows the ants to travel from one end to another easily. The size of the board is dependent on the number of objects. We have used a board of m x m such that m2 = 4n where n is the total number of objects to be clustered. Initially the ants are randomly scattered throughout the board. There are n/3 ants, where n is the total number of objects to be clustered.
The ants cluster the objects to form heaps. A heap is defined as a collection of 2 or more objects. A heap is spatially located in a single cell. The following parameters are defined for a heap and are used to construct heuristics for the clustering algorithm.
Consider a heap H with nH objects, then we define the following parameters:
The maximum distance between two Sdimensional objects in the heap o,,(H)= max D(Xi,Xi)
X,,XjcH
Where D is euclidean the distance between the objects
The center of mass of all the objects in the heap
The most dissimilar object in the heap Odissim ( H ) .
It is the object which is the farthest from the center of the heap.
The mean distance between the objects of H and the center of the mass of the heap
The main ant based clustering algorithm is presented in Initially the ants are scattered randomly on the 2D board. The ant moves on the board and possibly picks an object or drops an object. The movement of the ant is not completely random. Initially the ant picks a direction randomly then the ant continues in the same direction with a probability Pdir&on, otherwise it generates a new random direction. On reaching the new location on the board the ant may possibly pick up an object or drop an object, if it is carrying one. The heuristics and the exact mechanism for picking up or dropping an object are explained below. The stopping criterion for the ants, here, is the upper limit on the number of times through the repeat loop.
Picking up an object
When the ant is not carrying any object, it looks for possible objects to pick up by looking at the eight neighboring cells around its current position. If an object or heap is found then the ant possibly picks up an object.
The heuristic for picking up an object depends on the number of objects in the heap. Three cases are considered: only one object, a heap of two objects and a heap of more than two objects. If a single object is present then the ant has a fixed probability of picking it up. If there is a heap of two objects then with a probability pdestroy the ant destroys the heap by picking a random object from the heap. In the third case the ant picks up the most dissimilar object from the heap if the dissimilarity is above a given threshold Trcmovc.
The algorithm for picking up an object is given in one object has been picked
Dropping an object
When the ant is carrying an object, then it examines the 8 cells surrounding its current location. Three cases are considered: the cell is empty, the cell contains one object only, and the cell contains a heap. In the first case the ant has a constant probability of dropping the object. In the second case a heap is created if the carried object is sufficiently similar to the one already in the cell. In the third case the ant will add its object to the heap if the object is closer to H's center than the most dissimilar object of H. The algorithm for dropping the object is given in Figure 3 
The Second Stage
The ant based algorithm provides a relevant partition of data without any knowledge of the initial cluster centers. In the ant based algorithm if an object is a poor fit to a heap then it can take a long amount of time for it to be transported to a better heaplcluster. So in the past researchers have used ant based algorithms which are based on stochastic principles coupled with the k-means algorithm based on deterministic principles. We use the Fuzzy C means algorithm as the deterministic algorithm.
The fuzzy C means algorithm requires good initializations, which are provided by the ant based algorithm.
One problem with the ant based algorithm not fixed by the FCM algorithm is that the number of classes is always overestimated. Many small homogenous heaps are formed. We use these heaps as the building blocks to build large heaps.
In the second stage we consider the heaps formed by the first stage and move the entire heap on the 2D board.
The ants carry an entire heap of objects. The algorithm for picking up a heap is the same as that for the objects. Ants will pick the heap with the same probability Plead. Ants drop a heap HI onto another heap Hz provided that: < Trreareforheap D(0renter (HI 1 1 Ocenter ( H d ) 
Dm,
When two heaps H I and H2 are merged, they form a single heap H3. They cannot be separated. The number of heaps goes on decreasing as the number of iterations increase.
The Fuzzy C Means algorithm is then used to cluster the data using the cluster centers obtained from the second stage of the ant based algorithm as an initialization. The algorithm used in the study is given in Figure 5. 1. Scatter the objects randomly on the board 2. Initialize the ants with random position, and random 
Experimental Results
The algorithm was applied to three small data sets the Iris Plant database, Wine Recognition database and Glass Identification database. 
Iris plant database

Wine recognition data
The data is the result of a chemical analysis of wines grown in a region in Italy but derived from three different 
Glass Identification Database
Errors
Errors before the after the second second
The data set consists of 214 examples each with 9 continuous attributes. There are 6 classes of glasses. 0.2 0.18
Experiments
The reported results are averaged for 50 runs of the experiments. In each run, the ants and the objects were initially placed at different positions on the board. The movement of ants and the picking and dropping of the objects also had a stochastic component. We performed experiments using three sets of parameters. By varying the parameters we controlled the number of heaps obtained. In the three experiments all but two parameters are fixed. The parameter is explored with multiple values for each dataset. The parameters and their ranges are shown in Table 1 except for Tcreatefirhmp which is listed separately for each experiment. The results for the three sets of parameters for the datasets are shown below. The average results for 50 runs of the FCM algorithm with random initializations are in Table 2 . Results for the Iris Data set are shown in Table 3 
. As
Tcreatefirheap is increased fewer clusters are found. Every time two clusters are found, which is 17 times with the value of 0.14 and 42 times of the value of 0.18, at least 50 errors are observed. This is because the separable class is
Classes Found
Tcreatefirhrap almost always correctly grouped into one cluster with the others classes grouped together in a second cluster.
In the Iris feature space one class is linearly separable from the other two, so strictly speaking one could come to the determination that there are only two clusters. Hence, the results for the Iris data set considering 2 classes are shown in Table 4 . In this case if you allow up to four classes to be found, while over clustering is done, you always get homogeneous clusters.
Errors
Errors before the after the second second Results for the glass database are shown in Table 6 .
The glass database has two broad categories of glass: window glass and non window glass. If we consider just these two classes then we get better results. FCM with random initializations has 20 errors in this case. The results for three experiments with different parameter settings are shown in Table 7 . 
Classes Found
Summary and Discussion
The use of ants in the clustering process is one way to determine the number of clusters. However, the ants are clearly sensitive to the threshold for deciding when to merge heaps and remove items from a heap. The original work in this area provided values, but no justification or way to set them. We have explored a range of values (albeit for one parameter) and shown how the results differ. We have not yet explored a systematic way to set the values of the parameters. The final partition found with 3 classes for the Iris data is always equivalent to what you get with FCM. However, the average value shows that sometimes you're getting two classes and sometimes you're getting four classes.
Essentially, the ants are finding the number of clusters and an initialization for FCM. They are not really producing a final partition. A difficulty with taking what they produce as a final partition is that nothing can be removed from a heap when heaps are being combined. This can be problematic. Table 8 shows the number of times a partition of each class size was found for particular setting of parameters for the wine data set. It can be seen that the second application of FCM usually, but not always improves the partition. In this case, 3 classes are most often found.
For comparison purposes,
Errors
Errors Before the after the Frequency second second
In [l] the same three data sets we used make up a subset of those experimented with. They indicate that all parameters were randomly chosen from within set ranges for each of 50 runs. One of the ranges was for T remove which was indicated to lie between 0.1 and 0.2. number of centers. It was startling to us that, over 10 runs, the ants find on average a non-fractional number of clusters. Utilizing the ant based initialization, the accuracy of the final cluster partition was better than just using k-means. They indicated that their implementation of k-means was sensitive to the order of data, which suggests a nonstandard implementation.
Tcrearcforheap
Some early work on ant sorting which can be applied to exploratory data analysis or clustering was done in [5] and [6] . The results were promising and built on by [3] . In [7] an ant colony optimization approach is adapted for clustering and favorably compared with a genetic approach to clustering and k-means. It looks at the problem as a version of the traveling salesman problem and is hence very different from our approach. In [8] a somewhat simpler algorithmic approach to ant based clustering is applied to document clustering. They stress that their approach is closely aligned with actual ant behavior. They show good results in an artificial domain and for one document clustering example (using a sophisticated representation for documents). Their results are similar to those in [6] , but their algorithm is simpler. Future work should focus on setting parameters automatically. Further work should be done on whether this approach can reliably produce the "right" number of clusters. It is possible that modifications to allow ants to remove elements from heaps in the final stage would allow a reasonable partition without a conventional clustering algorithm. One might fuzzify the thresholds. Another avenue we are pursuing is to allow the ants to relocate cluster centroids in features space. The formulation is the same at a very high-level as was done in [4] , but ants are utilized rather than a genetic approach.
