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i
Abstract
The eventual incorporation of two-dimensional materials into electronic devices will re-
quire an intimate understanding of their electronic properties, as well as how these properties
are affected by the material’s local environment. The specific focus of this thesis is on sil-
icene, the silicon-based analogue to the prototypical 2D material graphene. In particular,
the studies contained within this thesis aim to elucidate the electronic properties of silicene
monolayers and multilayers grown on the Ag(111) surface through combination of ab initio
density functional theory calculations and synchrotron-based soft X-ray spectroscopy.
The first study explores the electronic interaction between epitaxial silicene monolayers
and their Ag(111) substrate, finding evidence for significant hybridization between them that
confers a metallic electronic structure upon the silicene. The second examines the effects of
oxidation on the electronic and structural characteristics of epitaxial silicene monolayers on
Ag(111), refuting the notion of a bandgap opening at low oxygen coverage and showing
that the structure is inherently unstable at high oxygen coverage. Finally, silicene growth
beyond a monolayer is studied, and strong evidence for the instability of multilayer silicene
on Ag(111) is presented.
In addition, this thesis contains a review of the history, properties and potential appli-
cations of a variety of two-dimensional materials, focusing on the qualities that will impact
their application to electronic devices. It also discusses the techniques involved in produc-
ing, structurally characterizing, and predicting and measuring the electronic properties of
epitaxial silicene on Ag(111).
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Chapter 1
Introduction
Sustaining Moore’s Law requires that, with each new generation of electronic devices, the
individual components that comprise them decrease exponentially in size. Some practical
problems associated with small and densely packed integrated circuit components include
efficient power delivery and heat dissipation, and such concerns have recently led to the
announcement that Moore’s Law will no longer be targeted as an industry benchmark [1].
In addition, there are more fundamental hurdles looming on the not-too-distant horizon as
miniaturization continues apace. Currently, the minimum feature size on modern integrated
circuits is on the order of a few tens of nm, typically patterned on to the chip with visible
or ultraviolet (UV) photolithography. With the advent of extreme-UV photolithography and
free-electron lasers, the spatial resolution of the lithographic sources will improve and the
minimum feature size could be pushed down to the order of a few nm. This is where the
first of the fundamental hurdles occurs, one that has already been witnessed in the smallest
complementary metal-oxide semiconductor (CMOS) devices: quantum tunnelling.
The CMOS layout requires electrical insulation between the gate and the depletion re-
gion, which in bulk Si based devices is accomplished by growing a thin layer of the native
surface oxide, SiO2. However, as the lateral dimensions of the transistor decrease, the thick-
ness of the surface oxide must decrease proportionally. With this narrowing of the potential
barrier between gate and conduction channel comes an exponential increase in tunnelling
probability, resulting in a gate current that can cause significant issues with heat generation
and degradation of logic signals [2]. Tunnelling can therefore be deleterious to the function-
ing of traditionally-designed transistors, but the process can also be taken advantage of by
appropriately re-designing the device. Tunneling field-effect transistors (TFETs) – which
use tunnelling injection instead of thermionic injection of carriers – are expected to improve
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significantly on the switching characteristics of certain devices [3].
Another effect that will come into play at slightly smaller scales is that of material di-
mensionality. Above a certain material-dependent threshold, typically on the order a few
tens of nm, electronic properties such as bandgap and conductivity are fixed at their “bulk”
or “macroscopic” values. However, when one or more dimensions of the material are reduced
below this threshold into the “mesoscopic” scale, the majority of charge carrier wavefunctions
feel the effects of the boundary conditions at the material’s surface, significantly altering its
net electronic structure. This can be seen (quite literally) in the zero-dimensional (0D) class
of materials referred to as “quantum dots”, in which the radius of the particle is smaller
than the effective radius of its excitons. This compression of the excitonic wavefunction
modulates the electronic bandgap (and therefore the dot’s primary fluorescence wavelength),
resulting in fluorescence that can be tuned across the visible spectrum and beyond. Much
like quantum tunnelling, while dimensionality effects could cause unexpected and often dele-
terious behaviour in small-scale devices, they could also be intentionally implemented in the
design of new mesoscopic devices to drastically improve their capabilities. In order to ac-
complish this feat, a better understanding of the electronic characteristics of these relatively
new mesoscopic materials is required.
Perhaps the most famous mesoscopic material is the two-dimensional (2D) carbon al-
lotrope graphene, which is composed of an atom-thick sheet of pi-bonded hexagonal carbon
rings. Its unique electronic, mechanical and optical properties have led to it being named
a candidate material for electronics, optoelectronics, photovoltaics, nanofiltration, and a
whole host of other potential applications. In the decade since its was first isolated in the
laboratory in 2004 [4], novel methods for producing large area, low-cost and consistently
high-quality graphene sheets have been developed. This material is almost poised to over-
take three-dimensional (3D) Si as the basis of modern electronics, but there remain a few
significant practical and fundamental challenges that graphene researchers must overcome
before full-scale implementation is feasible.
One practical challenge is the industrial retooling that would be associated with switching
from Si- to C-based devices, which would by no means be a trivial process. In this respect,
silicene – graphene’s Si-based analogue – has a distinct advantage. Further, silicene has been
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shown to inherently avoid some of graphene’s critical shortcomings, suggesting that this novel
mesoscopic material might be a more appropriate basis for future low-dimensional electronic
devices. However, producing and characterizing silicene is associated with its own list of
unique challenges, and research into this novel material is still in its infancy.
In this manuscript, I will detail my research into the electronic and structural properties
of epitaxial silicene monolayers and multilayers grown on the Ag(111) surface. In Chapter 2, I
will begin by briefly outlining the development of 2D materials, from their first appearance in
the literature some 70 years ago to the rapid period of development that has occurred in the
last decade following the first successful isolation of monolayer graphene. I will then compare
and contrast the electronic properties of graphene and silicene, outlining the advantages and
disadvantages of each in terms of their potential application to electronic devices. In Chap-
ter 3, I will describe the process of producing epitaxial silicene monolayers and multilayers on
Ag(111) substrates, as well as some methods for determining their atomic structure. Chap-
ter 4 will contain an overview of density functional theory (DFT) using the WIEN2k software
suite, with an eye toward calculating the electronic structures of 2D materials. Chapter 5 will
focus on synchrotron-based soft X-ray spectroscopy, including the generation of synchrotron
radiation, beamline design, the complementary techniques of soft X-ray absorption and emis-
sion spectroscopy (XAS and XES, respectively) and special considerations for 2D materials
in soft X-ray spectroscopy experiments. Chapter 6 will contain the first of my studies on
the epitaxial silicene/Ag(111) system; a characterization of the electronic structure of the
various monolayer silicene sheets that can be grown on this particular Ag face. In Chapter 7,
I will discuss the results of a related study that examined the mechanism and effects of the
oxidation of epitaxial silicene monolayers. Chapter 8 will review my work with epitaxial
silicene bilayers and multilayers on the Ag(111) face. Chapter 9 will deviate from silicene to
discuss my research into LiGaO2, and Chapter 10 will conclude this manuscript with a brief
discussion on the current state and future prospects of silicene research.
3
Chapter 2
2D Materials
Graphene is the prototypical 2D material; it was the first member of the 2D family to
be explored theoretically and the first freestanding atom-thick material to be successfully
produced and characterized. It consists of a macroscopic, atomically thin plane of sp2-
hybridized hexagonal carbon rings, and can be thought of as a single sheet of the layered
3D carbon allotrope graphite (see Figure 2.1) or as an essentially infinite polycyclic aromatic
carbon molecule. It is sometimes referred to as the “mother of all graphitic forms” [5]
as cutting or curling a sheet of graphene can generate the one-dimensional (1D) carbon
nanotubes, nanoribbons or nanowires and the 0D fullerenes, and stacking multiple graphene
sheets yields 3D graphite. Over the last decade, research into graphene, its lower-dimensional
derivatives and analogous 2D materials has arguably been more active than any other field
in condensed matter physics, with about 40 publications appearing per day in 2014 for 2D
graphene alone [6]. This intense interest stems from the combination of unique mechanical,
thermal, electronic, magnetic, quantum mechanical and relativistic effects that graphene and
its counterparts regularly exhibit. In this chapter, I will briefly trace the history of 2D
materials and explore their unique characteristics, with an eye toward how these materials
may be used to improve the capabilities of modern electronic devices.
2.1 Atomically Thin Graphite
Graphene’s first appearance in the literature occurred in 1947 [7], decades before the material
would be formally named. This study was not specifically intended to be an investigation into
the characteristics of a 2D system. Instead, P.R. Wallace considered the graphene structure as
a first-order approximation in his tight-binding (TB) calculations of the electronic structure of
4
Figure 2.1: (a) The crystal structure of graphite, showing its “AB” or “Bernal”-
type stacking configuration. (b) Top-view of the crystal structure of graphene, a single
plane removed from the graphite structure. The A and B sites (brown and yellow,
respectively) each contribute to a separate but equivalent triangular sublattice. The
black lines show the borders of a single graphene unit cell. Structural visualization
provided by VESTA [8].
graphite. The 2D model reduced the number of dimensions required in the TB approximation
as it neglected the c crystal axis, which in graphite contains a van der Waals interaction
that is much weaker than the covalent bonds in the ab plane. Wallace briefly noted some
unusual results in the bandstructure of the atom-thick graphitic sheet, including an isotropic
linear crossing of the valence and conduction bands with a degenerate point located at the
intersection of the Fermi energy and the corners of the hexagonal Brillouin zone (Figure 2.2;
see Appendix A for a similar TB derivation). While it was made clear in Wallace’s analysis
that this peculiar bandstructure would result in a very high in-plane conductivity, the more
fundamental implications of graphene’s bandstructure were not immediately realized, partly
owing to the fact that it was widely believed that such 2D sheets were inherently unstable
and therefore would never exist.
About a decade earlier, Peierls and Landau made compelling arguments against the sta-
bility of infinite 2D crystalline order. Peierls used the harmonic approximation of lattice
dynamics to show that the mean out-of-plane displacement of atoms in a 1D lattice embed-
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Figure 2.2: A plot of the TB-derived bandstructure of graphene in 3D energy-
momentum space. The shaded hexagon indicates the first Brillouin zone with the
important K and K ′ corners indicated. The inset shows a close-up of the conical dis-
persion in the vicinity of the K or K ′ points and the Fermi level.
ded in 2D space would diverge logarithmically with increasing lattice length, an argument
which could be extended to a 2D lattice embedded in 3D space [9]. The logarithmic diver-
gence has been shown to be inevitable at any finite temperature, and is the product of the
unrestricted growth of transverse phonons [10]. Where the out-of-plane displacement ap-
proaches the same scale as the interatomic distance (1.42 A˚ for graphene) the dislocation of
the atoms would likely result in the rolling or crumpling of the 2D sheet into lower-energy 1D
or 3D structures. Landau and Lifshitz independently arrived at the same conclusion using an
argument based on the free energy in a 2D crystalline system with infinite area [11], and Mer-
min would later extend a method that he and Wagner had used to argue against 2D magnetic
order [12] to find that it could also be applied to 2D crystalline order in general [10,13].
While none of these calculations expressly forbade the existence of relatively small planar
molecules like the polycyclic aromatic hydrocarbons, they did impose a limit on the lateral
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extent and viable temperature range for large planar sheets – though it was not clear at the
time precisely what these limits would be. In addition, none of these arguments excluded
the possibility of a 2D sheet stabilized by a 3D crystal, such as atomically thin monolayers
on a crystalline or amorphous substrate, or quasi-freestanding 2D substructures embedded
in a supporting 3D matrix. Nevertheless, they seemed to cast serious doubt on whether
completely freestanding, large-area 2D materials like the graphitic sheets Wallace described
could ever be manufactured. Before I recount the efforts made toward realizing freestanding
graphene, it is helpful to motivate this search by further exploring the physical implications of
graphene’s conical bandstructure and the unique electronic characteristics that are expected
as a result.
2.2 The Physics of Dirac Cone Systems
Conventional semiconductors exhibit a parabolic band dispersion near the valence band (VB)
maximum and the conduction band (CB) minimum, which is identical to the dispersion of a
free particle up to a multiplicative constant. Absorbing this factor into the inertial mass of
the carriers allows them to be modelled as free electrons and holes with an effective mass (m∗)
that can vary with material, direction of carrier motion and carrier identity (i.e., electrons
versus holes). Assuming an isotropic band structure for simplicity, and with |~q| describing a
small displacement in momentum space from the band extremum, the dispersion is given by
E(~k) =
h¯2|~q|2
2m∗
, (2.1)
so that
1
m∗
∝ ∂
2E
∂q2
. (2.2)
In practice, the band dispersion is often not isotropic and the effective mass becomes a
tensor with the same dimensionality as the material. Additionally, the VB maximum and CB
minimum often have different curvatures, such that the effective mass tensor is dependent
on whether the carrier is a hole in the VB or an electron in the CB.
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As derived in Appendix A, for small momenta ~q measured relative to the three K Brillouin
zone corners, the graphene Hamiltonian has the form:
Hˆ(~q) = h¯vF
 0 qx − iqy
qx + iqy 0
 , (2.3)
and near the K ′ corners:
Hˆ(~q) = h¯vF
 0 −qx − iqy
−qx + iqy 0
 . (2.4)
This Hamiltonian produces a linear dispersion relation:
E(~q) = h¯vF |~q| , (2.5)
which is decidedly different from the parabolic dispersion in classical semiconductors, so much
so that the free particle approximation is no longer a valid way to describe carrier motion.
Were it applied, the linear relationship between E and |~q| would indicate an infinite effective
carrier mass near the Fermi level where the bands are linear, and zero mass at the degenerate
point where the curvature is infinite.
Instead, by using the Pauli matrices
σx =
0 1
1 0
 σy =
0 −i
i 0
 , (2.6)
one can recast the low-energy Hamiltonian into the following form:
Hˆ(~q) = h¯vF~σ · ~k. (2.7)
As was first pointed out by Semenoff in 1984 [14], this formalism is equivalent to the
relativistic Dirac equation for a spin-1/2 particle with zero rest mass (also known as the
Weyl equation). Because of this similarity, the linear region of the dispersion relation is often
referred to as the Dirac cone, and the degenerate neutrality point as its Dirac point. Con-
duction in graphene can therefore be accurately modelled as charge-carrying quasiparticles
behaving like massless Dirac fermions in a medium with a constant “speed of light” vF ∼ 106
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m s−1. However, this should not be taken to mean that the electrons and holes themselves
are massless. Indeed, a finite cyclotron effective mass can be derived by examining how the
area A of a closed, isoenergetic loop in k-space changes with energy at the Fermi level [15]:
m∗c =
h¯2
2pi
∣∣∣∣∂A∂E
∣∣∣∣
E=EF
. (2.8)
Neglecting the trigonal warping and the inequivalence between electron and hole states
that arises from next-nearest neighbour (nnn) considerations (see Appendix A), the closed
loops are circular with a radius of | ~kF | = EF/h¯vF , and therefore have an area of pi| ~kF |2 =
pi(EF/h¯vF )
2. As such, the cyclotron mass for both electrons and holes becomes
m∗c =
EF
v2F
=
| ~kF |
vF
. (2.9)
This quantity is non-zero whenever the Fermi level is shifted away from the Dirac point,
and its relationship to the Fermi energy closely resembles Einstein’s famous relativistic rela-
tionship E = mc2, again with the Fermi velocity taking the place of the speed of light. It
might be tempting to substitute this expression for the cyclotron effective mass into the usual
equations for semiconductors, but this would be inappropriate. Conduction in graphene is
described by fundamentally different physics, better approximated by the equations govern-
ing massless particles in quantum electrodynamics than the kinematic equations for massive
free particles.
However, the electron and hole cyclotron masses are useful in that, together with the free
carrier concentration n, they can serve as a relatively straightforward way of differentiating
between a conventional semiconductor and a Dirac cone system. The free carrier concentra-
tion in a material can be calculated by examining its Fermi surface, which in the case of 2D
materials with isotropic dispersion is simply a circle with area AF = pik
2
F . The number of
filled states per unit cell in the CB (or empty states per unit cell in the VB, if the Fermi
energy is below the Dirac points) is given by:
N = gsgv
AF
ABZ
, (2.10)
where gs and gv are both 2 for the spin and valley degeneracies of graphene and ABZ is the
9
area of the Brillouin zone shown in Appendix A. Dividing this value by the area of graphene’s
unit cell AUC gives the carrier concentration n per unit area of graphene,
n = 4
AF
ABZAUC
=
4pik2F
(2pi)2
=
k2F
pi
, (2.11)
where I have used the relation ABZAUC = (2pi)
N , with N being the dimensionality of the
system. Inserting this equation into Equation 2.9 yields:
m∗c =
√
pi
vF
√
n (2.12)
The carrier density can be indirectly measured through the Shubnikov-de Haas oscil-
lations and the cyclotron mass inferred from absorption experiments (e.g. see References
16, 17). Observing a square-root relationship between these two parameters is not only an
indication that one is working with a Dirac cone system, but it affords researchers the ability
to experimentally confirm the Fermi velocity predicted by TB and DFT calculations.
Another relatively easy-to-measure hallmark of 2D materials like graphene is that they
exhibit unusual Landau quantization. In the quantum mechanical description of cyclotron
motion, free particles are restricted to quantized cyclotron radii with quantized energy levels
given by:
EN = ±hωc
(
N +
1
2
)
. (2.13)
These energies are similar to the energy levels of a quantum harmonic oscillator, with ωc =
eB/m∗cvF being determined by the strength of the applied field as well as the Fermi velocity
and the cyclotron effective mass of the carriers. The resulting Landau levels, shown in Figure
2.3(a), are evenly spaced in energy and occur at minimum energy |E0| = 12hωc. The factor(
N + 1
2
)
can be seen as the result of Bohr-Sommerfeld quantization [18], which describes the
allowable values for a particle’s momentum when integrated over a closed loop in free space.
However, this derivation does not apply to the electrons and holes in graphene since they
cannot be treated as free particles. As first pointed out by Pancharatnam [19] and later
developed by Berry [20], a particle travelling adiabatically on a closed path can undergo a
phase shift (in addition to the expected dynamical phase shift) that is dependent on the
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Figure 2.3: An illustration of the difference between the Landau levels in (a) a conven-
tional semiconductor and (b) graphene. In a conventional semiconductor, the energies
of the Landau levels are proportional to N , so they are evenly spaced from each other.
In graphene and other 2D Dirac cone hosts, the energy levels are proportional to
√
N
and the level with index 0 occurs at E = 0.
geometry of the Hamiltonian. Called the Berry phase, this quantity is a gauge-invariant
observable that would have significant effects on the motion of particles within a system. For
the graphene Hamiltonian, the presence of degenerate points at K and K ′ causes the system
to have a non-trivial Berry phase of pi [20], so an adiabatic evolution in a closed loop encircling
these degeneracies will flip the sign of the wavefunction. One immediate implication of the
non-trivial Berry phase in graphene is the topological protection of the Dirac cone against
small perturbations, meaning that low concentrations of defects will not result in the loss
of the Dirac point or the conical bandstructure [21]. With respect to the Landau levels in
graphene, the Berry phase adds an additional term to the Bohr-Sommerfeld quantization
conditions, so that the energy levels are instead dependent on
EN ∝
(
N +
1
2
± 1
2
)
. (2.14)
Further, the orbital energy in a Dirac cone system scales with
√
N instead of N [22–24], so
the Landau levels are not evenly spaced in energy (see Figure 2.3(b)). These levels can be
inferred through plots of the quantum Hall conductivity versus the applied field, as shown in
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References 16,17.
Together, the square root dependence of carrier cyclotron mass on carrier density, the
uneven spacing of the Landau energies and the existence of a Landau level at E = 0 indicate
that the physical processes describing carriers in Dirac cone systems are fundamentally differ-
ent from those of conventional 3D materials. Further, they provide relatively straightforward
ways to verify the presence of a Dirac cone and test the dimensionality of any given sample.
2.3 Graphene’s Electronic Properties
Given the fundamental differences between the physics of charge transport in classical semi-
conductors and 2D Dirac cone hosts like graphene, it is perhaps no surprise that the latter
should exhibit a host of unique electronic properties, or that these differences can have sig-
nificant implications toward their implementation into electronic devices.
One of the most well-known of graphene’s electronic properties is its strong ambipolar
field effect (see Figure 2.4). When isolated and in the absence of an external field, the Fermi
level in a graphene sheet lies directly at the Dirac points. It will therefore have an equal
amount of free electrons and holes at finite temperature, and at zero temperature there should
theoretically be no free carriers. Application of a gate voltage to the sheet or doping it with
charged atoms will move the Fermi level into either the conduction or valence band sections
of the Dirac cone, resulting in an excess of electrons or holes, respectively. Therefore the
production of n- or p-type graphene can be accomplished through an external gate voltage,
and the carrier type and concentration can be widely tuned by varying the strength of the
applied field. The conductivity of the sheet should also be tuneable in the same manner, and
should vanish completely at zero temperature and zero applied field owing to the lack of free
carriers. While the ambipolar field effect has previously been observed in metallic films, the
magnitude of the change in carrier concentration is typically only a few percent [25], while for
graphene it would theoretically be much more dramatic. For example, using the dispersion
relation EF = vF |~kF | and from the carrier concentration given in Equation 2.11,
n =
E2F
pih¯2v2F
, (2.15)
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Figure 2.4: An illustration of the ambipolar field effect in graphene. Depending
on the polarity and magnitude of the gate voltage Vg, the majority carrier identity
and concentration can be tuned, nearly decreasing to zero at Vg = 0. As a result,
the resistivity of graphene (ρ, vertical axis) varies significantly with the gate voltage.
Reprinted by permission from Macmillan Publishers Ltd: A. Geim and K. Novoselov,
Nature Materials, 6, 183 (2007) [5]. Copyright 2007.
which gives an increase in carrier concentration from 0 to 7×1011 cm−2 when the Fermi level
is moved from 0 eV to ±0.1 eV, and up to 7 × 1013 cm−2 when the Fermi level is near the
edge of the linear regime at ±1 eV.
Another characteristic relevant to graphene’s inclusion in devices is its fast charge prop-
agation. In classical semiconductors such as Si and GaAs, charge carriers attain a maximum
saturation velocity only under the influence of high internal fields, and the magnitude of
this maximum velocity depends heavily on the material’s defect concentration and its tem-
perature. The same is not true for charge propagation in graphene, as the massless Dirac
fermions all have identical speeds regardless of the applied voltage, and at ∼ 106 m s−1 it is
about an order of magnitude higher than the saturation velocities of room-temperature Si or
GaAs [26]. One of the most important measures of field-effect transistor (FET) performance
is the switching rate, which is related to the carrier velocity in the material the FET is con-
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structed from. A graphene-based FET could in theory provide significantly faster transistor
switching with a lower power consumption than a comparable device made from a traditional
semiconductor.
For a Dirac fermion, the sign of the quantity ~σ · ~k in Equation 2.7 describes the helicity
of the particle; the spin projection of the fermion on its direction of motion. It commutes
with the Dirac Hamiltonian, and is therefore a good quantum number that is subject to
conservation. In graphene, the same term describes a pseudospin projection (called the
chirality) that is determined by the particular sublattice the quasiparticles reside on. Again, it
commutes with the Hamiltonian, which translates to a conservation of pseudospin projection
in graphene’s quasiparticles. Rather than this value being positive for particles and negative
for antiparticles as it is in quantum electrodynamics, it is positive for electrons and negative
for holes in graphene at the K point, and the opposite at the K ′ point.
Another implication of the non-trivial Berry phase shift in graphene is that its carriers
are predicted to be immune to backscattering, since the wavefunctions corresponding to a
rotation in the clockwise and counterclockwise direction will pick up opposite phase shifts and
therefore destructively interfere [27]. This can also be seen as a conservation of chirality, as
the backscattering of a quasiparticle incident on a scattering centre corresponds to an intra-
valley transition that flips the sign of ~σ ·~k, a conserved quantity. As such, the mean free path
of charge carriers in graphene is expected to be large, perhaps even larger the physical extent
of some small device components, opening up the possibility of purely ballistic transport in
graphene-based devices [28].
The lack of backscattering is closely related to the paradoxical phenomenon called Klein
tunnelling, in which a relativistic Dirac fermion normally incident on a potential barrier (of
arbitrary thickness) with an amplitude on the order of the rest mass of that particle will have
a tunnelling probability that approaches unity with increasing barrier height [29,30] (Figure
2.5(a)). Since the rest mass of graphene’s quasiparticles is zero, any sharp barrier should then
qualify as a candidate for Klein tunnelling. Additionally, perfect transmission can occur at
multiple oblique angles of incidence depending on the barrier geometry [30](Figure 2.5(b)).
Klein tunnelling therefore hinders the construction of graphene-based devices that implement
p-n or p-n-p junctions as a switching mechanism, since the junctions would be transparent
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Figure 2.5: An illustration of the Klein tunnelling effect in graphene, adapted from
reference 30. In (a), the relationship between Klein tunnelling and the conservation of
chirality σ is shown. A right-moving electron normally incident on the barrier can only
be scattered into a left-moving hole if chirality is to be conserved, resulting in complete
charge transmission through the barrier. In (b), the transmission coefficient is plotted as
a function of incident angle for single-layer graphene with two different barrier heights.
Reprinted by permission from Macmillan Publishers Ltd: Nature Physics M. Katsnelson
et al., Nature Physics, 2, 620 (2006) [30]. Copyright 2006.
to a significant number of carriers. Given that such units are almost ubiquitous in electronic
devices, being the major components of FETs, bipolar junction transistors and diodes, this
effect complicates a transition to graphene-based electronics.
There are a multitude of other properties that have made graphene a material of intense
interest in a wide variety of fields, ranging from basic physics research to specific industrial
applications. At very low temperatures, graphene exhibits the fractional quantum Hall effect,
meaning that the Hall conductance of the material is quantized in fractional rather than
integer units of e2/h [31]. This phenomenon is related to the topological order that causes
the degenerate point in the Dirac cone to be protected, and allows for the study of anyonic
quasiparticles that demonstrate fractional charge and fractional statistics [32]. Graphene’s
high in-plane conductivity and, as a monolayer, high optical transparency (though it absorbs
more visible light than expected for an atom-thick material [33]) make it an ideal transparent
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conductor for photovoltaic cells and touch screens. The extreme strength of the sp2 bonds
lead to graphene and its derivatives having some of the highest tensile strengths of any
material ever recorded [34].
However, the main features that make it a promising candidate for conventional electronic
device construction are the predicted high carrier mobility, ballistic transport, ambipolar
field effect and tuneable conductivity. As for non-traditional electronic devices, it has been
suggested that carrier spin can be preserved on the micron scale [35], suggesting that graphene
could play a major role in the advent of spintronic devices. Further, the pseudospin and
valley degrees of freedom have been suggested as added dimensions for electronic signalling
in so-called pseudospintronic [36] and valleytronic [37] devices.
Now that I have laid out just a few of the interesting and appealing properties of graphene
and other 2D Dirac cone materials, I will describe the efforts that eventually led to the
production of the first freestanding graphene sheet.
2.4 Synthesis and Characterization of Graphene Mono-
layers
There are two approaches to the fabrication of graphene, top-down methods in which graphene-
like sheets are isolated from larger 3D structures, and bottom-up methods in which the
graphene-like sheets are assembled from C atoms. Some of the earliest mesoscopic graphite
samples were obtained from graphite oxide [38], a compound produced by exposing graphite
powder to strong oxidizing agents. This inserts functional groups between the graphitic
sheets, forcing them to separate significantly from each other while preserving their hexago-
nal ring structure (though not their planarity). Quickly heating graphite oxide results in the
deflagration of extremely thin graphite oxide flakes, which were first observed through trans-
mission electron microscopy (TEM) by Ruess and Vogt in 1948 [39]. Boehm and Hoffman
would later improve slightly on their imaging techniques, but while both groups produced
samples that most likely contained graphene-like monolayers, isolation and characterization
of a particular flake from the dried reduction products was not feasible at the time. Further,
TEM alone has been shown to be insufficient for distinguishing graphene monolayers from
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few-layer graphene sheets [25].
A number of other lamellar intercalated graphite structures exist in which the planar
structure of the graphite is conserved. In these graphene intercalation compounds, the only
interaction between the graphene sheets and intercalants is charge transfer, as opposed to
graphite oxide in which the functional groups are covalently bonded to the graphene sheets.
Since graphene is amphoteric, the intercalant can be either a Lewis acid or base [40]. Typ-
ical intercalants have included donors such as alkali metal compounds, alkaline earth met-
als and lanthanides, while acceptors have included halogens, bromides, fluorides and oxy-
halides [41, 42]. Though these structures also spatially separate the graphite layers and
therefore reduce the van der Waals forces between them, the end product typically has a
higher exfoliation energy than graphite due to the charge transfer between the graphene
sheets and the intercalant [43].
Rather than the top-down approach of exfoliating graphene layers from modified graphite
structures, many researchers have opted for the bottom-up approach of synthesizing graphene
and thin graphite on the surfaces of crystals through epitaxial growth, deposition on amor-
phous surfaces or impurity segregation. In chemical vapour deposition (CVD), the carbon
is sourced from a gaseous molecule (typically methane), which adsorbs to the substrate sur-
face and is then decomposed to leave only C atoms behind. Depending on the process, this
decomposition can occur as the gas adsorbs (i.e., the exposure to the carbon-containing gas
is done with the substrate at temperature), or the decomposition can be initialized once
the substrate surface is completely covered in the adsorbant. Segregation methods typically
involve heating the substrate in a carbonic gas until it becomes soluble to carbon and the gas
gets absorbed into the substrate bulk. Upon cooling, the substrate reverts to an insoluble
state, and the carbon segregates to the surface to form graphene islands. A more recent
technique for graphene production involves the high-temperature sublimation of Si from 4H-
and 6H-SiC, which can result in the growth of large-area graphene monolayers and few-layer
graphene on either a Si-terminated or C-terminated face [44]. These samples show some
indication of 2D character including a non-trivial Berry phase [44], but have much lower
mobilities than that expected of freestanding graphene.
However, it would be a relatively simple top-down method that led to the first confirmed
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freestanding graphene monolayer. In 2004, Novoselov et al. mechanically exfoliated thin
sections of highly oriented pyrolitic graphite (a graphite polycrystal with almost perfectly
aligned crystallites, produced through the thermal stressing of natural graphite [45]) with
adhesive tape. The flakes were then suspended in acetone and deposited onto the surface
oxide of an n+-doped Si wafer, followed by sonication in propanol to remove thicker flakes.
Candidate monolayers were selected based on their simultaneous presence in scanning elec-
tron microscope (SEM) images and absence in optical microscopy, and their thicknesses
were measured with non-contact atomic force microscopy (nc-AFM) to count the number of
graphene layers present. This work was remarkable for a number of reasons, including the
simple and inexpensive mechanical exfoliation process that they introduced, their method
of differentiating graphene monolayers and thin multilayers from nm-thick graphite through
optical contrast imaging and their production of large-area few-layer graphene (up to 10 µm
in lateral size) that were stable on an amorphous surface and in liquid suspension.
While monolayer graphene samples were observed in their 2004 study, they were not iso-
lated nor were they electronically characterized. Instead, only crystals of few-layer graphene
were lithographically patterned so that their electronic properties could be quantified across
a range of gating voltages and temperatures. Carrier mobilities of up to 1.5×104 cm2 V−1
s−1 were observed at room temperature, an order of magnitude larger than those typically
quoted for bulk Si. A significant ambipolar field effect was observed, with resistivity of the
sheet changing by two orders of magnitude through the tuning of the gate voltage. Few-layer
graphene is calculated to be a semi-metal with a significant overlap between the VB and CB,
so it is not surprising that a high conductivity was measured even in the low-temperature,
low-field experiments. Overall, it was found to possess characteristics that would make it
an excellent transparent conductor, but as a semi-metal with a high zero-bias conductivity
it would be a poor choice for transistors. In such devices, an on-off conductivity ratio of at
least 104 (ideally 107) is necessary for the viable production of logic signals [46].
In another experiment a year later, Novoselov et al. would successfully isolate graphene
monolayers and perform similar measurements of their electronic characteristics [16]. They
found similar carrier mobilities to the few-layer graphene samples, but were able to demon-
strate definitively that the carriers behaved like Dirac fermions by observing the square root
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relationship between cyclotron mass and carrier concentration. From this relationship, Geim
and Novoselov inferred a Fermi velocity that agreed with its predicted value of 1×106 m s−1.
Additionally, they extrapolated a phase shift in the Landau quantization that is consistent
with a Berry phase of pi.
Two years later, these graphene monolayers were shown to be stable when suspended
in ambient conditions, demonstrating that the inherent instability predicted decades earlier
was not as prohibitive as once thought. [47]. A low-energy electron diffraction (LEED)
measurement of their structure found a long-range (about 10 nm) rippling within the sheet
rather than a perfectly flat geometry like that of idealized graphene. It is this rippling
that contributes to the stability of the material, allowing for the existence of large-scale
graphene sheets that would otherwise be thermodynamically unstable [48]. However, it also
introduces a chemical potential to the regions surrounding peaks and valleys in the sheet
that is proportional to the local curvature [49]. As such, the Fermi level in graphene is not
consistent throughout the sheet, resulting in regions of unavoidable n- and p-type doping.
This produces a residual concentration of excess carriers even at low temperatures and zero
gating voltage, which means that the conductivity of the graphene sheet can never be turned
completely off. Monolayer graphene is therefore better described as a semi-metal than a
zero-gap semiconductor, and as such is undesirable for transistor construction as it invariably
results in poor switching ratios.
Since 2004, increasingly larger and higher quality graphene sheets have continued to be
produced. The carrier mobility of 1.5 × 104 cm2 V−1 s−1 reported by Geim and Novoselov
was found to be limited by surface phonons in the SiO2 substrate [50]; published reports
of mobilities up to 2 × 105 cm2 V−1 s−1 now regularly occur [51, 52], and one report of the
mobility exceeding 106 cm2 V−1 s−1 [53] has surfaced. CVD-derived graphene polycrystalline
sheets have nearly reached the scale of metres [54], and recent advances in controlling CVD
nucleation have resulted in single crystal domains on the order of a few hundred microns [55].
However, the incorporation of these sheets into electronic devices has been hindered by the
uncontrollable high conductivity that results from the combination of a negligible spin-orbit
coupling (SOC) induced bandgap and the unavoidable carrier concentration induced by its
rippled surface.
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A number of strategies for widening the bandgap in graphene monolayers have been
proposed or experimentally explored. One avenue involves removing the inversion symmetry,
which can be accomplished by adsorbing atoms or molecules to one face of the graphene
crystal or placing the sheet on an interacting substrate. Some possible adsorbants include
water [56, 57], Na [58] and Ni [59], with gaps up to 740 meV reported for Na-adsorbed
graphene placed on an Ir superlattice [58]. Substrate-induced bandgaps have been observed
on Ir(111) [60] and are predicted to occur in graphene on hexagonal BN [61] and graphene
sandwiched between two layers of hexagonal BN [62], but any misalignment between the
sheets is expected to result in semi-metallic graphene [63], which explains why experimentally
no gap has yet been observed [64,65].
While the Dirac cone is topologically protected against low concentrations of impurity
sites, impurity concentrations of a few percent have been shown to produce bandgaps of up
to 0.67 eV [66]. Defects in the graphene structure can also cause a global bandgap opening
in the sheet at significant concentrations [67]. Reducing the dimensionality of graphene by
cutting it into nanoribbons a few A˚ wide can open a bandgap, the size of which is dependent
on the width of the nanoribbon and the type of edge termination [68].
Finally, it is worth mentioning bilayer graphene as a means of producing a gapped 2D
material. Freestanding bilayer graphene is semi-metallic and possesses band extrema that
are neither parabolic nor conical [69], though a Dirac cone may be induced by slightly ro-
tating the sheets relative to each other [70]. Whether AA- or AB- stacked, bilayer graphene
is inversion symmetric. This symmetry can be broken by any of the methods mentioned for
monolayer graphene, like one-sided adsorption or an interacting substrate. Unlike in mono-
layer graphene, the inversion symmetry can also be broken through a gate voltage since it
raises the potential of one sheet relative to the other. As a result, gated bilayer graphene has
a bandgap that is tuneable from semi-metallic up to 250 meV [69, 71] while retaining very
high carrier mobilities comparable to those of single-layer graphene. Without a Dirac cone,
though, it is not anticipated to exhibit any of the other desirable characteristics associated
with massless Dirac fermion-like carrier propagation. Despite this, its massive charge carriers
still exhibit chirality and are therefore also capable of Klein tunnelling [30], though to a lesser
extent than monolayer graphene.
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There have been numerous attempts at producing graphene-based FETs that might one
day outperform the Si-based CMOS, the current industry standard. In Geim and Novoselov’s
2004 report on the ambipolar field effect in few-layer graphene [4], the flakes deposited on
the native surface oxide of doped Si were essentially back-gated transistors. However, such
devices have implicit issues with parasitic capacitance from the oxide layer which increases
power consumption and dynamic response time, and would be nearly impossible to inte-
grate into a compact device layout. The first top-gated graphene field-effect device based
on exfoliated few-layer graphene flakes was produced in 2007 [72] and was found to have
mobilities exceeding those of the best Si-based devices, but standard transistor metrics were
not measured. Since then, true FETs have been produced with single-layer graphene grown
via epitaxy [73] and CVD [74]. Devices with cut-off frequencies in the few hundreds of GHz
range have been reported [75], in keeping with the expectation that graphene-based devices
should excel in fast switching applications.
However, the persistent problems of poor switching ratios and a lack of saturation be-
haviour [46] have prevented graphene-based FETs from outperforming their 3D Si-based
counterparts. Proposed redesigns of device layout that better accommodate graphene’s
unique electronic properties include TFETs [76] and graphene bilayer pseudospin FETs [77],
but traditional transistor designs could be implemented if only a graphene-like 2D material
with a gapped Dirac cone could be produced. In the next section, I will outline the currently
known members of the 2D material family, focusing on the characteristics that make silicene
one of the most intriguing alternatives to graphene.
2.5 Alternative 2D Materials
It has been estimated that there may be more than 500 possible 2D materials of varying com-
position [78]. Carbon itself is capable of forming a variety of 2D sheets that are structurally
distinct from graphene, such as the various forms of graphyne and graphdiyne (Figure 2.6(a)),
planar materials that contain both sp and sp2 hybridized C [79]. A number of the graphyne
structures are calculated to host gapless Dirac cones [80] with a Fermi velocity of about half
that of graphene [81]. Some forms are even expected to have anisotropic gapless Dirac cones,
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Figure 2.6: (a) Alternative C-based 2D materials 6,6,12-graphyne (left panel) and
graphdiyne (right panel). (b) g-C3N4. (c) The general structure of monolayer TMDCs
such as MoS2. (d) Hexagonal boron nitride, an insulating, planar binary graphene
analogue. Structural visualizations in (b), (c) and (d) created with VESTA software [8].
implying a directionally-dependent Fermi velocity [82]. In these materials, mechanical strain
may be used to influence the absence or presence of Dirac cones [80,81]. Given that the C sites
in graphyne are not equivalent and that the unit cells are much more complex than that of
graphene (the first BZ of 6,6,12-graphyne is rectangular, for instance), the presence of Dirac
cones in these materials indicates that the conditions required for their formation may be less
strict than once thought. Graphdiyne, on the other hand, is expected to be a semiconductor
with a direct bandgap of about 0.46 eV [83] in its α phase. However, this value is tuneable
through the application of biaxial strain (which makes it more insulating) or unaxial strain
(which can reduce the gap to zero and introduce a Dirac cone-like bandstructure) [84, 85].
These graphene alternatives certainly warrant continued investigation.
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As mentioned previously, graphene’s electronic structure can be modified significantly
through the adsorption of atoms and molecules onto its surface. Of particular interest has
been hydrogen adsorption, which if done in a periodic arrangement yields two new, chemically
distinct compounds: graphane and graphone (or half-graphane). In graphane, the H atoms
are located directly above the A sites and below the B sites, preserving inversion symmetry.
However, because its C atoms are sp3 hybridized, a Dirac cone is not present and a substantial
direct bandgap (about 5 eV) opens. Graphone, in which H atoms are only patterned on
one side of the sheet and attached to one particular sublattice of C sites, has a smaller,
indirect bandgap (0.43 eV). Both materials have been suggested as candidate materials for
FET applications [86], though their magnetic characteristics have been the primary focus of
research.
Graphitic C3N4 is a material that is structurally similar to graphite – as its name suggests
– but with N substituting in for one of the C sites and triangular vacancies permeating the
sheet [87] (Figure 2.6(b)). It has a bandgap of 2.7 eV [88], and when used as a growth template
for monolayer graphene, it is expected to open up a bandgap of 70 meV in the graphene sheet
without significant changes to the linear bandstructure near the Dirac point [89].
Another class of materials relevant to the field of 2D electronics are the transition metal
dichalcogenides (TMDCs, having the formula MX2 where M = Nb, Mo, Ta, W and X = S,
Se, Te). Similar to graphene, these materials consist of stacked layers with a weak inter-plane
interaction, allowing for the mechanical exfoliation of monolayers. In bulk, the Nb and Ta
dichalcogenides are metallic [90, 91], and are known to exhibit superconductivity, and the
Mo and W dichalcogenides are semiconductors with bandgaps in the 1.0 eV – 1.4 eV range.
When reduced to a single layer of thickness, bandgaps in the Mo and W dichalcogenides are
expected to increase slightly and transition from indirect to direct, which has led to their
candidacy for nanophotonic applications [92]. While the electronic states in transition metal
dichalcogenides do not exhibit the Dirac cone dispersion characteristic to graphene, there
is evidence to suggest that the excitonic states in these materials behave as massless Dirac
fermion quasiparticles [93].
Hexagonal BN has attracted significant interest since it has the same basic structure as
graphite and a similar lattice constant, but is a binary compound and a bulk insulator with a
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direct gap of > 5 eV. While the electronic properties of hexagonal BN itself are not conducive
to 2D electronic devices, monolayer structures consisting of extremely small, randomly scat-
tered regions of sp2-hybridized hexagonal BN and graphene have been synthesized [94], and
show electronic properties that are distinct from pure graphene or hexagonal BN. By varying
the ratio of C to BN, the authors were able to tune the bandgap to values intermediate
between graphene’s semi-metallic 0 eV and hexagonal BN’s insulating > 5 eV.
2.6 Monoatomic Graphene Analogues
Silicon and the other Group 14 elements have valence electron structures similar to that of
carbon, and as such the possibility of producing graphene analogues out of these materials
(silicene, germanene, stanene and – plumbumene, I suppose – though a Pb-based graphene
analogue has not yet been explored in the literature) has been considered for some time [95].
Of these, silicene is the most well-known and intensely researched. Si has a larger atomic
radius and bond length than C, which results in much weaker pi orbital overlap giving it
a strong energetic preference for the purely σ-bonded sp3 hybridization scheme. For this
reason, there is no Si-based graphite analogue since it would be prone to clustering into the
tetrahedral bulk silicon structure. Silicene therefore cannot be sourced from micromechanical
cleavage, like the exfoliation of graphene from bulk graphite.
Interestingly, early ab initio structural investigations of the Si-based analogue to benzene,
called hexasilabenzene, actually did suggest that the planar, sp2-hybridized D6h structure was
the energetically favoured one [96,97]. However, this structure was soon calculated to have a
vibrational frequency bordering on imaginary, leading to its dismissal as unstable. Instead,
corrugated hexasiliabenzene in the form of the “chair-like” D3d symmetry was found to be
the optimal stable structure.
Hypothetically, if a single layer were to be removed from the Si(111) crystal shown in Fig-
ure 2.7(a), it would essentially result in a graphene-like monolayer with the hexasilabenzene-
like chair buckling configuration. This monolayer, like graphene, would be inversion sym-
metric as the A sites all protrude the same distance above the central plane as the B sites
protrude below it (Figure 2.7)(b)). When isolated, the buckling distance ∆ for such a mono-
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layer would be unlikely to have the same value that it did while it was embedded in the
Si(111) crystal, and it is reasonable to assume that this value would decrease when the σ
bonds with the Si sites above and below the monolayer are severed.
It could be expected, then, that if a stable inversion-symmetric form of silicene exists
it would likely have a corrugation somewhere between that of graphene (0 A˚) and Si(111)
(0.78 A˚ [98]). Early DFT calculations found two stable buckling values for silicene, called
the “low-buckling” (LB) and “high-buckling” (HB) structures [99]. LB silicene was found to
have a buckling distance of ∆ = 0.44 A˚ and a Si–Si distance of dSi = 2.25 A˚, with ∆ = 2.13
A˚ and dSi = 2.62 A˚ for the HB structure. The HB structure was found to have imaginary
phonon frequencies and the tendency to cluster in DFT calculations, suggesting that it is
inherently unstable. Henceforth, any mention of freestanding silicene will be referring to the
much more likely LB structure.
Even though inversion symmetry is present in freestanding silicene, the TB derivation of
its low-energy electronic bandstructure differs significantly from that of graphene, owing to
the characteristics of the valence state (a superposition of sp2 and sp3 orbitals, as well as
the presence of the unoccupied 3d orbitals) and the non-negligible SOC in Si. These effects
combine to introduce a small energy ∆ into the diagonal of the Hamiltonian matrix [100]
(shown here near the K point):
Hˆ(~q) =
 ∆ vF (qx − iqy)
vF (qx + iqy) ∆
 . (2.16)
such that the energy dispersion is given by
E(~q) = ±
√
∆2 + v2F |~q|2. (2.17)
At ~q = 0 (i.e., ~k = ~K), this term opens up a gap of Eg = 2∆, which is typically
quoted at a few meV [100], but does not distort the Dirac cone to any significant degree.
Therefore freestanding silicene, unlike graphene, has a small but non-negligible direct band
gap at the K and K ′ points, though both materials are calculated to have charge-carrying
quasiparticles that resemble massless Dirac fermions. As I will discuss in the next section,
silicene’s corrugation and the resulting bandgap allow it to avoid some of the pitfalls that
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Figure 2.7: (a) The structure of bulk Si with a single (111) plane highlighted. (b) Top
view of the potential silicene structures, showing the A and B sites and the unit cell.
(c) Side view of the unstable planar silicene structure with no buckling. (d) Side view
of LB silicene showing the corrugation in the sheet that separates the A and B sites
in the vertical direction. (e) Side view of HB silicene with a larger vertical separation
between A and B sites. Structural visualization created with VESTA software [8].
have hindered graphene’s uptake into semiconductor device manufacturing. In addition, the
industry is already well-equipped to handle Si-based devices, so incorporating silicene into
modern electronics would require less retooling than it would for graphene.
With respect to producing silicene by top-down means, while the Si(111) crystal can be
imagined as stacked sheets of buckled silicene-like planes, the inter-sheet bonding in this
scenario is exactly as strong as the intra-sheet bonding, so cleavage along a single Si(111)
face should not be expected. A corrugated, silicene-like sheet of Si atoms is one of the
main components of the “3R” structure of CaSi2, which structurally appears similar to the
graphite intercalation compounds. The material as a whole is metallic, but DFT calculations
and angle-resolved photoemission spectroscopy (ARPES) measurements indicate that a Dirac
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cone-like dispersion may exist at the SiK andH corners of the 3D Brillouin zone. Considering
the chemical exfoliation of graphene from graphite oxide or graphite intercalation compounds,
it is reasonable to think that one could derive silicene-like Si nanosheets from CaSi2. In the
first reported attempt [101], in order to weaken the ionic bonding between layers the Si sheet
was heavily and irreversibly doped with an appreciable concentration of Mg, drastically
altering the electronic structure. Further, upon exfoliation the Si1.85Mg0.15 sheet became
completely oxidized, which is to be expected for an uncapped, isolated silicene-like sheet
exposed to ambient conditions. A subsequent study [102] diffused K into the lattice, which
substituted into the Ca and Si sites and weakened the interaction between them enough for
exfoliation, but could thereafter be retrieved with HCl. As a result, the authors observed
the formation of nanosheets composed almost entirely of Si. LEED and TEM data of these
sheets were interpreted as suggesting a structure that was not simply the Si(111) face of a
bulk crystal, but atomic-resolution imaging techniques were not employed to further analyze
the structure and it remains unclear whether or not it is truly silicene-like [103]. Bottom-up
silicene growth methods will be discussed later in this Chapter, as well as in greater detail
in Chapter 3.
Clearly, given the presence of a gapped Dirac cone in LB silicene’s bandstructure, this
material deserves a thorough examination to determine whether it would be more suitable
for electronic applications than its C-based cousin. While silicene research is still in its
relative infancy, already it appears to suggest that silicene will have many of the desirable
characteristics of graphene, and the corrugated structure opens the possibility for many more.
I will now review the salient theoretical literature on freestanding silicene, after which I will
describe the efforts that have been made to grow physical silicene samples and the difficulties
that lie therein.
2.7 Theoretical Properties of Freestanding Silicene
Takeda and Shiraishi [95] were the first to determine that silicene (and germanene) monolayers
were more stable in a corrugated phase than a planar one, and published an ab initio DFT
calculation of its electronic bandstructure. Since their calculation neglected spin-polarization
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the SOC-induced meV bandgap did not appear and the silicene was instead determined to
be a zero-gap semiconductor with a linear dispersion near the K and K ′-points, much like
graphene. However, the authors did not consider the implications of the Dirac cone in their
study or quantify the Fermi velocity in silicene, perhaps because this study predated the first
successful synthesis of graphene.
A later study by Cahangirov et al. more thoroughly examined the electronic structures
of planar, LB and HB silicene and germanene [99]. While the HB silicene structure was
determined to be metallic, both the planar and LB silicene structures were shown to host
gapless Dirac cones (the calculations were not spin-polarized, so the SOC-induced gap did
not appear) with Fermi velocities approximately equal to that of graphene, i.e. 106 m s−1. In
order to refine this Fermi velocity estimate, I have performed a similar DFT calculation and
plotted the bandstructure alongside that of graphene, shown in Figure 2.8. As is apparent
in the inset, which shows the bandstructures in the vicinity of the Dirac point, the slope of
LB silicene’s Dirac cone is significantly smaller than that of graphene’s, so much so that the
Fermi velocity in silicene should actually be closer to 0.5× 106 m s−1, or about half that of
graphene. This value is still about an order of magnitude larger than the saturation velocity
in most semiconductors, indicating that silicene would also be a good candidate for fast
transistors, though it would be slightly slower than an equivalent device based on graphene.
As a Dirac cone host, silicene is also expected to exhibit a strong ambipolar field effect.
As derived in Equation 2.15, the carrier concentration is inversely proportional to v2F , so the
number of free carriers produced per unit of applied field will be about four times smaller
in silicene than in graphene. However, in addition to shifting the Fermi level in the silicene,
the application of a perpendicular electric field will also break the inversion symmetry of the
sheet. Much like in bilayer graphene, where the external field puts one sheet at a higher
potential than the other, the corrugation of silicene puts one sublattice at a higher potential
than the other when a similar field is applied. It has been estimated that this will allow for a
tuneable bandgap of up to 0.2 eV in single-layer silicene [104] and perhaps even more if the
silicene is sandwiched between layers of hexagonal BN [105].
Tsai et al. realized shortly thereafter that the magnitude of the band opening under
an external field will depend on the spin and valley of the carriers [106]. Suitably gated
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Figure 2.8: The DFT-calculated bandstructure of freestanding silicene, exhibiting a
gapless linear band crossing at the K momentum and the Fermi level EF . In the inset,
the Dirac cone region is compared to a similar DFT calculation of the bandstructure of
graphene, allowing for the comparison of their Fermi velocities.
monolayer silicene can be used to provide almost completely spin-polarized carriers, with
Tsai et al. estimating up to 98% spin polarization possible depending on the shape of the
filter. This has obvious implications toward spintronic devices, and the authors provide a
blueprint for developing a spin injection system from a single sheet of gated silicene. Further,
with its appreciable SOC, silicene has been suggested as a possible arena in which one can
observe the quantum spin Hall effect [107] at experimentally attainable temperatures, though
with even heavier Group 14 monolayers the SOC effect increases and the quantum spin Hall
effect may even appear near room temperature [108].
Another consequence of silicene’s corrugation and the preference for Si to participate in
sp3 hybridization is an increased chemical sensitivity compared to graphene. Graphene’s pi
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network is complete, so that there are no dangling bonds for atoms or molecules to attach
to. The same cannot be said for silicene, as the dissolution of the weak pi network to form
pure sp3 bonds is a highly exothermic process, and is expected to happen with a variety
of atoms or molecules. Silicene sheets are therefore expected to be much less stable than
their carbon-based counterparts in ambient conditions, which limits their utility unless they
can be passivated or stabilized in some other manner, but this also implies that a variety of
materials with the potential that have the potential to alter silicene’s electronic structure in
beneficial ways [109].
For example, complete H saturation of a silicene sheet produces silicane, the Si-based
analogue to graphane. Silicane has been calculated to have a bandgap of 2.9 eV that is
tuneable with H concentration [110, 111], but it is indirect and therefore not ideal for many
optical and electronic purposes. Perhaps the most interesting species for adsorption onto
silicene are the halogens, particularly fluorosilicene. Halogenated silicene is expected to have
a tuneable direct bandgap and to maintain high carrier mobility [112], though the Dirac
cone would be lost and the carriers would inherit a small mass [113]. However, the major
advantage to halogenation is that it shoud confer stability to the silicene sheets [112,114] as
well as passivate them from the influence of other gases. Lithiation of silicene is also expected
to improve stability, but only introduces a small direct gap [115].
Freestanding mulitlayers of silicene have also been theoretically explored. Unlike few-layer
graphene, the inter-layer interaction in multilayer silicene is expected to be just as strong as
the intra-layer bonding, so multilayer silicene should not be expected to retain any sp2-like
electronic character. Bilayers have been reported with both AA- and AB-stacking, with their
preferred stacking arrangement being somewhat controversial [116–118]. Further, they have
been reported as metallic [116,119] or semiconducting with an 0.22 eV [118] or 0.55 eV [114]
gap. The semiconducting case would seem to be the more plausible one, as the bonds in
bilayer silicene are more sp3-like than in monolayer silicene. When a transverse electric field is
applied to bilayer silicene, a widely-tuneable gap of up to 1.13 eV is predicted [117], which far
surpasses the 250 meV gap that can be induced in bilayer graphene [69,71] or hexagonal BN-
sandwiched monolayer silicene [105]. Thicker multilayers have been calculated as preferring
an ABC-stacking scheme and having a semi-metallic bandstructure [116], but this prediction
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seems to contradict the notion that thick multilayers should slowly become more and more
bulk-like as the sample leaves the mesoscopic regime.
In summary, in terms of the qualities most relevant to electronic devices, there are a
number of ways in which graphene and silicene are similar, and a few key aspects in which they
differ. At a glance, both are expected to have very high electron mobilities, ambipolar field
effects and carriers that behave like massless Dirac fermions. Silicene, however, is expected
to have a bandgap and spin-polarization that are tuneable through gating at monolayer
thickness, and should therefore be easier to integrate into electronic and spintronic devices.
Unfortunately, with no Si-based graphite analogue, producing silicene is not as simple as
exfoliation from a bulk crystal with adhesive tape. Instead, silicene has to be grown on
a supporting substrate in a bottom-up rather than a top-down process. The particular
substrate should be chosen such that it will interact weakly with the silicon, otherwise it is
likely to just form a bound adlayer on the top.
2.8 Epitaxial Silicene Monolayers on Ag(111)
The interaction between Ag and Si is typically quite weak [120], so Ag substrates have
been of considerable interest since the first attempts at the epitaxial growth of silicene.
Atomically thin structures of Si were imaged with scanning-tunnelling microscopy (STM)
on the Ag(110) [121] and Ag(001) [122] faces in the form of long, aligned nanoribbons and
more disordered arrays of nanowires, respectively. They showed a remarkable resistance to
oxidation along their edges, which was observed to start at the ends and travel inward like
a burning match. The nanoribbons on Ag(110) were thought to be composed of hexagonal
rings with a zigzag termination, and were eventually observed to come in a range of widths.
ARPES measurements of the Si/Ag(110) system were interpreted as suggesting the pres-
ence of a gapped Dirac cone [123]. The gap was thought to originate from an arching of the
silicene nanoribbons that resulted from being anchored to the Ag substrate along their edges,
which was likely the reason for their resistance to oxidation along their edges. Due to transfer
from the Ag substrate into the nanoribbons, their Fermi level was shifted from the centre of
the gap into the CB portion of the cone. However, it is important to note that the linear
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bandstructure was only displayed in the kx plane and the dispersion on the ky plane was not
reported, so it could not be confirmed that the electronic structure actually corresponded to
an isotropic Dirac cone. My own DFT analyses of epitaxial nanoribbons were not fruitful, as
I was unable to find a stable hexagonal nanoribbon structure that would be consistent with
the STM images of the surface. These structures would eventually be shown to be the result
of an STM tip artefact [124].
Still, the growth of monolayer Si structures on the Ag(110) and Ag(001) faces led re-
searchers to believe that a large-area 2D silicene sheet would be viable on the Ag(111)
face [125]. Indeed, the first report of such a structure appeared within a year of this predic-
tion, in the form of STM and LEED measurements of a (
√
7×√7)R19.1◦ silicene supercell
on the (2
√
3×2√3)R30◦ Ag(111) template by Lalmi et al. [122]. Their sample was produced
through the resistive heating of a Si wafer with a direct current source near a single crystal of
Ag(111) heated to 250 ◦C. They reported a rate of about 0.1 monolayer min−1, and inferred
a slight corrugation in the sheet. The Si–Si bond distance was found to be between 1.8 A˚
and 2 A˚, which is appreciably shorter than the shortest Si–Si bond length ever observed
(2.06 A˚ for the Si–Si triple bond in disilyne [126]). This unrealistically small value indicates
that either the corrugation was actually much larger than the authors anticipated or their
structural model of hexagonal Si was invalid.
Vogt et al. [127] argued that the hexagonal STM pattern observed by Lalmi et al. was
actually the bare Ag(111) surface, but with a tip-induced contrast that flipped the dark and
light regions. This hypothesis agrees well with the apparent spacing of about 3 A˚ between
points, as the distance from surface Ag atom to surface Ag atom on the Ag(111) face is 2.88
A˚. However, it does not account for the observed (2
√
3 × 2√3)R30◦ LEED pattern, which
was alluded to but not shown in Lalmi et al. [122].
In the same paper, Vogt et al. presented their own epitaxially-grown monolayer. Theirs
was produced under similar conditions to the Lalmi sample, but their observed deposition rate
was much slower at 1 ML h−1. Vogt et al. inferred a (3 × 3)/(4 × 4) Si/Ag(111) structure
from LEED and STM analysis (see Figure 3.1 and the surrounding text for a description
of Wood’s notation), a model of which is shown in Figure 2.9. Using DFT calculations,
this model was shown to be energetically stable. Corrugation in this model produces two
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Figure 2.9: STM images of (a) the bare Ag surface and (b) the (3 × 3)/(4 × 4)
epitaxial silicene reconstruction, with (c) an atomic model that describes the measured
STM image. Reprinted figure with permission from P. Vogt et al., Physical Review
Letters 108, 155501 (2012) [127]. Copyright 2012 by the American Physical Society.
inequivalent rings, one with entirely lower-tier Si sites and the other with alternating upper-
and lower-tier sites. Each unit cell contains 18 Si atoms, with 6 occupying the upper-tier
and 12 in the lower-tier. Si–Si distances range from 2.28 A˚ in the flat lower-tier rings to 2.32
A˚ in the corrugated mixed-tier rings, with bond angles ranging from 110◦ in the corrugated
rings to 120◦ in the flat rings. The optimal buckling distance was found to be 0.75 A˚ , which
is only slightly smaller than the buckling of a single sheet of Si(111) and much larger than
that of LB silicene. The authors interpret these structural parameters as indicating a mix of
sp2-like and sp3-like sites, but that interpretation assumes that no bonding occurs between
the lower-ring silicene and the substrate.
An ARPES measurement at the Si K point (similar to that shown in Figure 2.10 (b))
exhibited a single linear band terminating 0.3 eV below the Fermi level that was not present
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on the bare Ag substrate. This feature was interpreted as being a single arm of a gapped
Dirac cone, with the other arm hidden by photoemission interference effects like those often
seen in graphite [128] and graphene [129] samples. Similar to the nanoribbons on Ag(110),
the Dirac cone-like feature was only reported on a single plane in momentum space. The slope
of this linear feature corresponds to a Fermi velocity of 1.3× 106 m s−1, slightly larger than
that of graphene and in contrast to the calculated Fermi velocity for freestanding silicene of
0.5× 106 m s−1. The ARPES-derived bandgap agreed relatively well with the gap of about
0.3 eV predicted by DFT calculations of the electronic structure of the (3×3)/(4×4) silicene
monolayer that do not include a substrate [130]. That is, the gap appeared to be primarily
due to broken inversion symmetry in the silicene monolayer, and interaction with the Ag
substrate was therefore taken to be relatively minimal.
A more rigorous ARPES mapping [131] of the (3 × 3)/(4 × 4) silicene/Ag(111) system
called this interpretation into question. In this study, the authors also observed the same
wedge profile as Vogt et al., but in a perpendicular momentum plane they saw a more
gradual, parabolic dispersion. Together, these observations indicate that the bandstructure
is best described as two perpendicular parabolas, one upright and one inverted, forming a
saddle point at the Si K point and -0.3 eV (Figure 2.10(e)). This metallic surface band, given
its proximity to the metallic sp band in bulk Ag, likely represents a hybridization between
the epitaxial silicene and the underlying surface Ag atoms. ARPES measurements therefore
contradicted the notion of a Dirac cone in epitaxial silicene on Ag(111), not confirm it.
The conclusion of a hybrid metallic surface was further supported by a number of DFT
calculations [130, 132, 133] and the absence of Landau levels observed in the scanning tun-
nelling spectroscopy (STS) spectrum [130]. However, counter-arguments had been made for
the presence of a Dirac cone based on DFT calculations [134] and further ARPES measure-
ments [135]. At the heart of this controversy was the identity of the linear bands near the
Fermi level and whether they belonged solely to an isolated 2D silicene sheet, were indicative
of Si–Ag hybridization or were induced in the surface Ag atoms. Clearly, an element-specific
method for measuring only those states that belong to Si atoms was needed for resolution of
this problem. My study of this system, which was published in Advanced Functional Mate-
rials in 2014 [136] and employs complementary DFT calculations and element-specific soft
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Figure 2.10: ARPES measurements of the bandstructure of (a) bare Ag(111) and
(b)-(d) monolayer silicene deposited on Ag(111). In contrast to the gapped Dirac cone
interpretation of an ARPES measurement similar to (b) in Reference 127, the authors
model the bandstructure as a saddle point, as shown in (e). Reprinted with permission
from D. Tsoutsou et al., Applied Physics Letters 103, 231604 (2012) [131]. Copyright
2012, AIP Publishing LLC.
X-ray spectroscopy measurements of the electronic structure of epitaxial silicene monolayers
on Ag(111), is included in Chapter 6.
The (3 × 3)/(4 × 4) silicene monolayer is not the only stable structure on the Ag(111)
surface. There are also STM and LEED measurements and DFT calculations that suggest
the existence of three types of (
√
7×√7)R19.1◦ [137,138] and one (3× 3) [139] silicene sheet
on the (
√
13 × √13)R13.9◦ Ag(111) supercell and a (√7 × √7)R19.1◦ silicene structure on
the (2
√
3 × 2√3)R30◦ Ag(111) template. Which silicene layer is produced in a particular
deposition is heavily dependent on the substrate temperature and deposition rate [137].
Typically at 250 ◦C and deposition rates around 1 monolayer hr−1, the (3 × 3)/(4× 4) and
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(
√
7 × √7)R19.1◦/(√13 × √13)R13.9◦ structures grow in concert, though fine-tuning the
temperature and deposition rate can result in a sample that is mostly of the (3× 3)/(4× 4)
variety. Of all of these structures, perhaps the most intriguing is the (3×3)/(√7×√7)R19.1◦
structure of Arafune and Lin [139], as it is the only one in which the epitaxial silicene
monolayer is inversion symmetric, closely resembling the structure of freestanding silicene.
Regardless of whether epitaxial silicene on Ag(111) is metallic, semimetallic or semicon-
ducting, it is desirable to be able to modulate its bandgap for both electronic and optical
applications. One suggested method for bandgap modulation is intentional oxidation. Two
DFT investigations of oxidized silicene monolayers explored different oxygen concentrations
on the (3× 3)/(4× 4) system; one having one O atom adsorbed per unit cell [140] and one
having 9 O atoms per unit cell for 50% coverage [141]. Their DFT calculations indicated
an average gap opening of about 0.1 eV with the adsorption of a single O atom, but the
other study found no bandgap opening with 9 adsorbed O atoms. Both authors presented
experimental STS data indicating a bandgap opening in the silicene after oxidation, and DFT
and ARPES [141] results seemed to indicate a significant oxygen-induced decoupling of the
silicene from its substrate. In Chapter 7, I perform a full-potential DFT calculation of the
oxidized silicene/Ag(111) system and compare the calculated soft X-ray spectra to the ex-
perimental spectra of an epitaxial silicene monolayer slowly oxidizing during beam exposure.
This study was recently published in Scientific Reports [142].
One controversial structure that deserves special mention is the proposed (3
√
3×3√3)R30◦
/(7×7) silicene/Ag(111) monolayer. This particular structure is typically invoked to explain
the hexagonal honeycomb pattern observed on some silicene samples that are expected to be
monolayers [143]. Low-temperature STS and the observation of quantum phase interference
ripples in STM images both provided evidence for a Dirac cone electronic structure [144],
which was even suggested to have hexagonal warping and observable chirality effects [145].
This claim was bolstered by DFT calculations of this particular structure [133, 134, 143].
However, the stability of such a monolayer has never been definitively shown, and there
have been many claims that the (
√
3×√3)R30◦ silicene periodicity actually corresponds to
multilayer growth [146].
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2.9 Epitaxial Silicene Multilayers on Ag(111)
By extending deposition beyond the time needed to form a monolayer, one of two outcomes
were thought possible: the formation of a stable multilayer system or the clustering of Si
atoms into bulk-like crystals. Arched nanoribbon multilayers were shown to form on the
Ag(110) surface, and ARPES measurements indicated a Dirac cone in their bandstructure
[147]. Early evidence for the formation of multilayered sheets [148] also indicated the presence
of a Dirac cone, albeit with the Dirac point buried 0.25 eV below the Fermi level due to
interactions with the substrate. LEED patterns indicated a (
√
3 × √3)R30◦ reconstruction
relative to the (1 × 1) silicene unit cell, though points originating from the initial (3 ×
3)/(4 × 4) monolayer appeared to be unaffected by the addition of several extra layers. It
was hypothesized that the bottom (3× 3)/(4× 4) layer, in retaining its initial configuration,
protected the multilayer from the influence of the substrate allowing for the formation of
Dirac cones.
The (
√
3 ×√3)R30◦ surface reconstruction is found to persist at 250 ◦C even at tens of
layers thick [149], which is unexpected given the energetic release that would be associated
with reversion to bulk Si crystals. Further, these thick multilayers were also suggested to be
Dirac cone hosts, and were shown to retain their electronic character even when exposed to
ambient conditions for 24 h [149]. It was suggested that, in these thick samples, atmospheric
oxygen was only able to interact with the topmost layers of the silicene multilayer sample,
and the formation of an oxide layer on the surface passivated the layers underneath [149].
Resta et al. used nc-AFM and STM measurements of silicene samples near their edges to
show that the sample steps up from bare Ag to (3×3)/(4×4) silicene to (√3×√3)R30◦ with
increasing sample thickness. This study also reconciled two distinct STM patterns (namely,
hexagonal honeycombs and triangular lattices) associated with the (
√
3 × √3)R30◦ surface
as originating from the same structure [150].
Further evidence for the (
√
3×√3)R30◦ STM pattern corresponding to multilayer growth
came from a DFT calculation of epitaxial silicene on the Ag(111) surface [151]. It was de-
termined that A-B stacked bilayers on the Ag(111) (4 × 4) cell could take one of three
energetically equivalent corrugation configurations, each with 3 raised Si sites per cell. These
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cells all had the same basic structure, but with the 3 raised sites shifted by one silicene
nnn vector between them. It was argued that, as the three configurations are energetically
equivalent, the sheet would likely “flip-flop” between them over the scale of an STM mea-
surement. Therefore, the observed STM pattern would be a superposition of the three of
them, producing a triangular lattice similar to that seen in typical (
√
3 × √3)R30◦ STM
measurements.
However, a low-energy electron microscopy (LEEM) study of a large area of the silicene
sample would show that, while the sample covered the Ag crystal as expected (nucleation out
from initial seeding sites) up to a monolayer in thickness, the majority of the sample then
clustered into bulk-like Si crystals upon the deposition of more silicon [152]. Further, some
authors suggested that the (
√
3×√3)R30◦ pattern observed in STM was consistent with the
honeycomb-chained triangle or inequivalent triangle models of Ag segregation on the Si(111)
surface [153, 154], which would indicate that the samples did not represent a multilayered
silicene, but instead a thin Si(111) crystal (or possibly Si(111) clusters).
While a number of small-area analyses indicated that controlled multilayer growth was
occurring, though the precise structure of the multilayers were in question, large-area analyses
of the depositions pointed toward the dewetting of the crystal and the formation of bulk-like
Si clusters. My treatment of the thick silicene/Ag(111) system is provided in Chapter 8, and
was also published in Advanced Functional Materials in 2015 [118].
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Chapter 3
Silicene Growth and Structural Character-
ization
In Chapter 6, Chapter 7 and Chapter 8, I present three studies of the electronic structure
of silicene monolayers and multilayers on Ag(111). Generally, each of these experiments can
be broken down into similar steps: producing a silicene sample and characterizing its atomic
structure, using the atomic structure as input for DFT electronic structure calculations, then
measuring the electronic structure with soft X-ray spectroscopy to verify the predictions of
DFT. The following three chapters will expound on these steps, starting with the production
and structural determination of silicene on Ag(111).
Epitaxial growth refers to the formation of a crystalline film (the overlayer or epilayer) on
a crystalline base (the substrate) in an ordered, periodic manner. The structure of epitaxial
systems can be complicated, since it is rare for the (1 × 1) unit cell of the epilayer to be
perfectly lattice-matched to the (1× 1) unit cell of the substrate. More often, it is supercells
of the epilayer and substrate that are commensurate, with the possibility of a relative rotation
between the two. As I will discuss in the next chapter, before attempting to model any system
with DFT it is beneficial to have the most complete and accurate description of its crystal
structure possible. For epitaxial materials, the most important of the structural parameters
are the substrate and epilayer supercells and their relative rotation and, if applicable, the
corrugation pattern in the epilayer. Other details of the crystal like the substrate/epilayer
distance and the substrate surface reconstruction will work themselves out during the DFT
structural relaxation.
Throughout this manuscript, I will use Wood’s notation for describing the epilayer/substrate
supercell periodicity. In this notation, the supercell of the epilayer is described first, in the
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Figure 3.1: (a) A selection of the silicene supercells that are discussed in this thesis,
along with the basic (1 × 1) silicene unit cell. (b) Selected supercells of the Ag(111)
surface. Apart from the black (1× 1) unit cells, colours that match between panels (a)
and (b) indicate commensurate supercells.
form (m × n)Rθ◦, where m and n denote the size of the epilayer supercell in multiples of
the (1 × 1) epilayer unit cell, and θ denotes the rotation of the supercell’s basis translation
vectors relative to those of the (1 × 1) epilayer unit cell. Figure 3.1(a) shows a number of
the silicene supercells discussed within this manuscript. Following the epilayer description,
Wood’s notation ends with a description of the substrate supercell, which consists of an
(M ×N) array of substrate unit cells with translation vectors rotated by Θ◦ relative to the
(1× 1) substrate unit cell. Some of the Ag(111) supercells discussed in this manuscript are
illustrated in Figure 3.1(b).
3.1 Physical Vapour Deposition of Silicene on Ag(111)
The CVD of Si using a gaseous precursor such as silane (SiH4) or trichlorosilane (HSiCl3)
is common in the manufacturing process of photovoltaic cells [155]. However, it is yet to
be explored for epitaxial silicene, possibly because the temperature range for efficient de-
composition of silane [156] and trichlorosilane [157] borders on the melting point of many of
silicene’s suggested lattice-matched substrate materials. Instead, physical vapour deposition
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Figure 3.2: An illustration of the apparatus for the PVD of silicene on Ag(111)
used to make the samples for the epitaxial silicene experiments in this manuscript.
Current through the Si source increases its temperature until nanoparticles are able to
sublimate off of the surface, depositing on the heated Ag(111) substrate held a distance
d away. The Mo plate is compatible with both the deposition chamber and experimental
chamber sample blocks, allowing for the in vacuo transfer of the substrate. The Ag(111)
crystal is affixed to it with a spot-welded cage of tantalum wires, since the plate and
fixture need to be able to withstand the annealing temperature of Ag.
(PVD) has thus far been its preferred growth method. In this process, a piece of elemental Si
is heated to a high temperature in an ultra-high vacuum (UHV) chamber, either in a crucible
or by running a large current through the Si itself. This results in the sublimation of small
nanoparticles off of its surface which can then travel ballistically to the desired substrate
provided that a direct line-of-sight exists between the two. The substrate is held at a high
enough temperature that the nanoparticles are able to melt and then recrystallize into an
atom-thick layer. A basic apparatus for the resistive-heating PVD of silicene on Ag(111) is
illustrated in Figure 3.2.
In all of the epitaxial silicene experiments presented within this thesis, the substrate was
a Czochralski-grown Ag(111) single-crystal disk of about 8 mm in diameter and 4 mm in
thickness with a highly-polished surface. The Si source was a 1 cm × 1.5 cm fragment of
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Si wafer, and it was mounted in a UHV chamber (base pressure 1 × 10−9 Torr) across two
poles of a four-pole vacuum feedthrough connected to an external power supply capable of
delivering up to 15 A of current. Prior to each experiment, if the Si wafer had been recently
exposed to ambient conditions, the current through it was slowly increased until the power
delivered to the wafer was about 40 W (10 A at 4 V), at which point it glowed a bright
yellow colour. It was then held at this temperature for about 12 hours in order to sublimate
the oxide layer that would have formed on its surface.
In order to ensure that the substrate surface was free of contaminants, it was sputtered
for approximately 1 hour with 1 keV – 1.5 keV Ar+ ions, depending on the expected level
of contamination. As sputtering is likely to result in the pitting or fracturing of the other-
wise atomically smooth Ag(111) surface, the substrate crystal was then held at an annealing
temperature of 500 ◦C for 30 minutes in order to allow for recrystallization, after which it
was allowed to radiatively cool to about 200 ◦C. This cycle of sputtering and annealing was
repeated until the surface was judged to be sufficiently monocrystalline and free of contami-
nants through LEED. It was then brought up to deposition temperature and held there for
30 minutes, in order to ensure that the substrate had time to thermally equilibrate with the
sample block so that its temperature would remain constant throughout the deposition.
The Si deposition rate depends on a number of parameters, including the Si source and Ag
substrate temperatures, the source-to-substrate distance d and the UHV chamber pressure.
Further, a variety of monolayer silicene reconstructions have been observed or predicted to
exist on the Ag(111) surface, and more than one them may be present in any epitaxial silicene
sample. Fortunately, LEED offers a way to measure the deposition rate of a monolayer as
well as take inventory of the silicene reconstructions present on the surface and estimate their
relative abundance.
3.2 Low-Energy Electron Diffraction
A LEED apparatus consists of four basic elements: an electron gun, a hemispherical phosphor
screen to detect reflected electrons, a camera to record the pattern on the detector screen,
and an array of hemispherical grids to reject any inelastically scattered electrons. The phys-
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ical principle underlying LEED is backscattering-mode Laue diffraction, which describes the
interference pattern produced when a plane wave reflects off of a periodic solid (rather than
transmitting through it like in forward-scattering X-ray diffraction). In LEED, the incident
plane wave consists of a collimated, monoenergetic beam of electrons that can be tuned be-
tween 20 eV and 200 eV, corresponding to a de Broglie wavenumber of about 2 A˚−1 to 7
A˚−1. According to the Laue equation [158], constructive interference will occur whenever
~k − ~k0 = h~b1 + k~b2 + ~`b3, (3.1)
where ~k is the wavevector of the reflected plane wave and ~k0 the wavevector of the incident
plane wave, h, k and ` are all integers and ~bi are the reciprocal lattice vectors of the crystal
being measured. Since the hemispherical grids produce a potential that rejects any electrons
that do not scatter elastically, the only electrons that are detected are subject to the con-
straint |~k| = |~k0|. The shallow penetration depth of low-energy electrons in solids (typically
less than 1 nm, so only a few interatomic distances) prevents a detectable diffraction pattern
from forming in the ~b3 direction, so the Laue condition can be simplified to
~k‖ − ~k0‖ = h~b1 + k~b2, (3.2)
where ~k‖ and ~k0‖ are the wavevectors of the reflected and incident plane waves projected
parallel to the sample surface. The electron gun is set to normal incidence by directing the
(h, k) = (0, 0) reflection back at the centre of the phosphorescent screen, meaning that ~k0‖ = 0.
Therefore, in a standard LEED experiment, the condition for constructive interference is
finally given by
~k‖ = h~b1 + k~b2. (3.3)
That is, the diffraction pattern is essentially an image of the in-plane reciprocal lattices of
the first few layers of material being studied (though multiple-scattering effects can make the
situation slightly more complicated [159]). The maximum (h, k) indices will be measured on
the edges of the hemispherical detector screen, such that
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|~k‖| = |~k| = |~k0|, (3.4)
where the second equality comes from the rejection of inelastically scattered electrons by the
hemispherical grids. A greater area of reciprocal lattice space can therefore be observed with
a higher incident electron energy.
LEED is very useful for atomically thin epitaxial structures, as the epilayer’s reciprocal
lattice points can be observed simultaneously with those of the substrate, allowing for a
comparison of the orientation and relative sizes of the two. As a demonstration of this
concept, Figure 3.3(a) shows an illustration of a LEED pattern for the Ag(111) unit cell (see
inset), which takes the form of a triangular lattice. One of the most commonly reported
configurations of silicene on Ag(111) consists of a (3 × 3) silicene supercell commensurate
with the (4 × 4) Ag(111) supercell, shown in the inset in Figure 3.3(b). In this structure,
the length of the (1 × 1) silicene unit cell is 4/3 the length of the (1 × 1) Ag(111) unit
cell in real space, so the Si reciprocal lattice vectors are 3/4 as long. When all Brillouin
zones are considered, the net diffraction pattern of the (3× 3) silicene looks like a triangular
lattice with a lattice constant of (1/4), as shown in Figure 3.3(b). The unit cells of both
the substrate and the epitaxial layer are aligned in this case, but if they were not it would
manifest as a relative rotation of the reciprocal unit cells, a common example being the
(
√
7 × √7)R19.1◦/(√13 × √13)R13.9◦ silicene/Ag(111) system. Points resulting from this
structure are visible in an experimental LEED pattern in Figure 8.1(a).
Typical LEED devices have a beam spot on the order of a few mm. LEEM studies of
Ag(111) crystals similar to the one used for the depositions in this manuscript have revealed
that they usually have a terraced surface, with atomically flat domains of about 10 nm
in lateral size [152]. As such, LEED cannot resolve single-crystal domains of silicene in
the sample, instead offering a superposition of all of the reciprocal lattices present on the
surface. The relative abundance of these silicene species can be roughly estimated by the
intensity of their LEED signal, but one must always be aware of the confounding effects of
multiple-scattering.
LEED measurements on an epitaxial silicene sample provide two of the three parameters
necessary to build an adequate structural model: the relative size and rotation of the substrate
44
Figure 3.3: (a) A simulated LEED pattern of the bare Ag(111) crystal (inset), with
the incident energy set so that the maximum observable (h, k) indices are (1,1). In a real
measurement, the (0,0) point at the centre would be occulted from the phosphorescent
screen by the electron gun. (b) A simulated LEED pattern of the (3 × 3)/(4 × 4)
silicene/Ag(111) system (inset), showing the triangular lattice of Si-derived points.
and epilayer supercells. However, it is not sensitive to the out-of-plane positions of the atoms,
and therefore cannot elucidate the corrugation pattern in the silicene.
3.3 Scanning Probe Microscopy
Scanning Probe Microscopy (SPM) techniques are used to obtain a topographic map of a
sample on the atomic scale, and include both STM and nc-AFM among others. These two
techniques differ in the method used to produce an image of the surface but essentially
produce the same results when applied to silicene on Ag(111).
The nc-AFM consists of a tip with a radius on the order of nanometers mounted to a
micron-scale cantilever with a known resonant oscillation frequency. When the tip is drawn
near a sample surface, interactions such as the van der Waals force, chemical bonding, elec-
trostatic and magnetostatic forces may begin to occur. Their magnitude is a function of
the distance between the tip and surface as well as the elemental makeup of the tip and the
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identity of the surface atoms directly below it. As the tip is raster-scanned across a sample
using piezoelectric crystals, its oscillation frequency is monitored by a monochromatic laser
reflected off its back surface. When oscillation frequency of the tip is plotted as a function
of lateral position, the resulting image reflects the atomic arrangement on the surface, mod-
ulated by a number of factors such as the chemical identity of the surface atoms, thermal
noise, meniscus forces (if the measurement is not performed under UHV) and magnetostatic
forces (if the tip is magnetic) [160].
STM is more sensitive to the electronic structure in the few eV around the Fermi level than
it is to the atomic structure on the surface. In STM, a conducting tip with a bias on the order
of a few eV is drawn near enough to the sample that tunnelling of surface electrons into the
tip (or vice-versa) is possible. According to the Tersoff-Hamann approximation [161], which
is applicable in the low-bias regime, the tip current is proportional to the spatial density of
electronic states directly below it, integrated between the tip bias voltage and the Fermi level
of the sample. There are two primary modes of STM operation, constant-current (sometimes
called constant-interaction) and constant-height.
In constant-current STM, the tip height is adjusted with piezoelectric crystals as it is
scanned across the sample such that the tunnelling current remains fixed. This results in a
topographical map that essentially shows an isosurface of constant electron density integrated
between the tip bias energy and the Fermi level. Because the tip is allowed to move in the
vertical dimension, constant-current STM can measure the corrugation within a silicene sheet
or the vertical distance between the sheet and substrate if performed near the sheet boundary.
Constant-height STM is a simpler technique in which the tip height is fixed and the
tunnelling current is plotted as a function of lateral position on the sample. In this manner,
a planar map of the electron density integrated between the tip bias voltage and Fermi
level is obtained. This technique is much faster than constant-height STM as it does not
require adjusting the height of the tip after each lateral move, but it does not produce
quantitative values for vertical positions within the sample. Further, it can be problematic
on terraced surfaces (such as the Ag(111) face) as there is a risk of collision between tip and
sample. AFM is usually considered to be advantageous over STM because of its capacity to
distinguish elements and its atomic resolution. However, given that the surface of epitaxial
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silicene samples is expected to consist solely of Si atoms, the elemental specificity of AFM is
not as important in these experiments.
The silicene/Ag(111) system has been explored thoroughly with AFM and STM, for both
monolayer [127,137,139,145,150] and multilayer [149,150] depositions. The resulting sample
topographies have led to adequate structural models of many of the silicene/Ag(111) mono-
layer reconstructions, which I use as the starting point for my DFT structural relaxations in
Chapters 6 and 7. Some silicene structures, such as the (
√
3×√3)R30◦ reconstruction, still
remain controversial [132,149,151,153,154,162]. In Chapter 8, I provide a plausible model of
this structure as an AA-stacked epitaxial silicene bilayer. This model agrees with the obser-
vation that the (
√
3×√3)R30◦ LEED points do not appear if an incomplete monolayer has
been deposited, as well as the observation of multilayers in SPM studies of samples exhibiting
(
√
3×√3)R30◦ character [150].
In summary, a LEED measurement alone can often be adequate to structurally charac-
terize an epitaxial silicene sample on Ag(111) such that it can be utilized as an input for
DFT calculations. It directly provides the periodicities and orientation of the epilayer and
substrate supercells, and the epilayer corrugation patterns corresponding to these supercells
have for the most part been thoroughly catalogued with SPM. Finally, the monolayer depo-
sition rate can be measured by monitoring for the emergence of the (
√
3×√3)R30◦ points,
which allows for the estimation of the sample’s thickness based on total deposition time.
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Chapter 4
Density Functional Theory
DFT is a powerful theoretical tool that can be used to predict a number of material
properties from first principles given only the material’s atomic structure. In this chapter, I
will first examine the theoretical underpinnings of the DFT formulation and then discuss its
specific implementation in WIEN2k, the software suite that I use for the epitaxial silicene
studies contained within this manuscript. I will then describe the special considerations that
need to be made when dealing with 2D materials, both freestanding and epitaxial. Finally, I
will close by explaining how DFT can be used to refine and verify an experimental structural
model of silicene in order to ensure the accuracy of its predicted electronic characteristics.
4.1 The Many-Body Hamiltonian
A 3D crystalline solid is a system composed of a periodic unit cell containing Nn nuclei
and Ne electrons. Each of the nuclei may be of a different element, with the j
th nucleus
having charge +eZj, mass Mj, and position ~Rj relative to the origin. The electrons are
indistinguishable except for their position; all of them have mass me and charge −e, with
the ith electron having position ~ri relative to the origin. The Hamiltonian of such a system
is given by:
Hˆ =− h¯
2
2
(
Ne∑
i
∇2i
me
+
Nn∑
j
∇2j
Mn
)
+
1
4pi0
−Ne,Nn∑
i,j
e2Zj∣∣∣~ri − ~Rj∣∣∣ +
1
2
Ne∑
i 6=j
e2
|~ri − ~rj| +
1
2
Nn∑
i 6=j
e2ZiZj∣∣∣~Ri − ~Rj∣∣∣
 . (4.1)
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Here, the first two terms are the kinetic energy of the electrons and nuclei, respectively, while
the final terms describe the Coulomb interaction between the electrons and nuclei, electrons
and electrons and nuclei and nuclei, respectively. The factor of 1/2 leading the final two
terms corrects for the double-counting of interactions within those sums. Simply inserting
this Hamiltonian into the Schro¨dinger equation
HˆΨ = EΨ (4.2)
results in an intractable system of equations for all but the very simplest of systems, as the
Hilbert space scales exponentially with the number of interacting bodies [163]. The first
approximation that can be made in an effort to simplify the problem, the Born-Oppenheimer
approximation, involves assuming that the nuclei are completely fixed in position. Therefore,
the kinetic energies of the nuclei are zero and the nucleus-nucleus Coulomb interaction works
out to a constant, which can safely be neglected (until geometric optimization is considered
later in this chapter). With this simplification in place the many-body Hamiltonian for the
electrons becomes
Hˆe = − h¯
2
2
Ne∑
i
∇2i
me
+
1
4pi0
−Ne,Nn∑
i,j
e2Zj∣∣∣~ri − ~Rj∣∣∣ +
1
2
Ne∑
i 6=j
e2
|~ri − ~rj|
 . (4.3)
The first and last terms (the kinetic energy of the electrons Tˆ and the electron-electron
interaction Vˆee) are independent of the particular system being studied. That is, they do not
rely on the arrangement of nuclei and are only dependent in form on the number of electrons
Ne. As such, these terms are often grouped together into a universal operator Fˆ .
With the fixed atomic positions of the Born-Oppenheimer approximation, the nuclei pro-
duce a static scalar potential vext(~r ) that is external to the electrons. The Hamiltonian of
the system can now be abbreviated to
Hˆe = Tˆ + Vˆext + Vˆee = Fˆ + Vˆext (4.4)
with Vˆext representing the electron-nucleus Coulomb attraction term in Equation 4.3. While
not much has apparently been gained by rearranging terms in this manner, the problem is
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now properly framed for the introduction of the two theorems of Hohenberg and Kohn, which
lay the groundwork for DFT.
4.2 The Hohenberg-Kohn Theorems
The first theorem of Hohenberg and Kohn [164] outlines a one-to-one relationship between the
external potential vext(~r ) defined by the atomic arrangement and the ground-state electron
density distribution n0(~r ), while the second theorem shows that all observables in the system
are functionals of the ground-state electron density distribution n0(~r ).
In order to demonstrate the first theorem, it will be shown that a given external potential
always elicits a unique ground-state total electron wavefunction Ψ0(~r ), and that this wave-
function uniquely corresponds to the ground-state electron density distribution n0(~r ). This
is commonly written as the relationship
vext(~r )←→ Ψ0(~r )←→ n0(~r ), (4.5)
both legs of which will be proven by contradiction. In order to demonstrate the first leg,
it is assumed that two given external potentials vaext(~r) and v
b
ext(~r), which differ from each
other by more than a constant term, are both capable of hosting Ne electrons with the
same ground-state wavefunction Ψ0(~r ). Since the universal operator Fˆ will be the same in
both systems, their electron Hamiltonians Hˆae and Hˆ
b
e will only differ in terms of Vˆext. The
Schro¨dinger equations for both systems are as follows:
HˆaeΨ0(~r ) = E
a
0Ψ0(~r ) (4.6)
HˆbeΨ0(~r ) = E
b
0Ψ0(~r ), (4.7)
where Ea0 and E
b
0 are the ground-state energies of system a and b, respectively. Subtraction
of these two equations yields
(Ea0 − Eb0)Ψ0(~r ) = (Hˆae − Hˆbe)Ψ0(~r ) = (Vˆ aext − Vˆ bext)Ψ0(~r ), (4.8)
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For this relationship to hold true everywhere (for a non-vanishing ground-state wavefunction),
the difference between the external potentials must be constant over the entirety of the unit
cell. Since the definition of zero potential is arbitrary, the difference is trivial and the two
potentials are therefore identical. This constitutes proof by contradiction that two external
potentials cannot elicit the same ground-state wavefunction from the system of electrons or
in other words
vext(~r )←→ Ψ0(~r ), (4.9)
the first leg in Hohenberg and Kohn’s first theorem. It is important to note here that
this relationship only holds true for ground-state wavefunctions that are “v-representable”.
That is to say, for an arbitrary Ψ0(~r ) we have not shown that a corresponding vext(~r ) will
necessarily exist. However, for a valid vext(~r ) there is a guaranteed one-to one, invertible
relationship with the corresponding Ψ0(~r ).
It is convenient now to explicitly state the ground-state energy of the many-body system
as follows:
E0 = 〈Ψ0|Hˆe|Ψ0〉 = 〈Ψ0|Fˆ |Ψ0〉+
∫
vext(~r )n0(~r )d
3~r. (4.10)
Here we have taken advantage of the fact that the energy associated with the electron-nucleus
interaction is the same as if the electrons were subjected to an external potential vext(~r ), and
have accounted for the electrons being delocalized, having a density distribution rather than
a single location. For a crystalline material the spatial integral is performed over the volume
of the unit cell, while in an isolated atom or molecule it encompasses all of space.
For the next step in Hohenberg and Kohn’s first theorem, it is assumed that there exist
two systems (again called system a and system b) with different ground-state wavefunctions
Ψa0(~r ) and Ψ
b
0(~r ) that can both produce the same ground-state electron density distribution
n0(~r ). That is,
|Ψa0(~r )|2 =
∣∣Ψb0(~r )∣∣2 = n0(~r ). (4.11)
From the previous proof, having different ground-state wavefunctions means that these
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systems have non-trivially different external potentials vaext(~r ) and v
b
ext(~r ) and therefore dif-
ferent Hamiltonians Hˆae and Hˆ
b
e . Their ground-state energies E
a
0 and E
b
0 may or may not be
the same value. From the variational principle, the definition of the ground-state energy in
Equation 4.10 and the fact that the two Hamiltonians differ only in their external potential
terms, we can write the following inequalities:
Ea0 < 〈Ψb0|Hˆae |Ψb0〉 = 〈Ψb0|Hˆbe + Vˆ aext − Vˆ bext|Ψb0〉 (4.12)
Eb0 < 〈Ψa0|Hˆbe |Ψa0〉 = 〈Ψa0|Hˆae + Vˆ bext − Vˆ aext|Ψa0〉. (4.13)
Or,
Ea0 < E
b
0 +
∫ [
vaext(~r )− vbext(~r )
]
n0(~r )d
3~r (4.14)
Eb0 < E
a
0 +
∫ [
vbext(~r )− vaext(~r )
]
n0(~r )d
3~r. (4.15)
Simply adding Equations 4.14 and 4.15 results in the contradiction
Ea0 + E
b
0 < E
a
0 + E
b
0, (4.16)
which constitutes proof that two systems with different ground-state wavefunctions cannot
produce the same density. This is the second leg of the first theorem of Hohenberg and Kohn,
Ψ0(~r )←→ n0(~r ). (4.17)
As a quick aside, the previous proofs have assumed that the ground-state is non-degenerate.
That is, it has been assumed that there is only one net wavefunction that yields the ground-
state eigenvalue in the Schro¨dinger equation. This is not necessarily the case, and a degen-
erate ground-state would cause the inequalities in Equations 4.12 and 4.13 to no longer be
strict. As a result, the relationship in Equation 4.16 would not be contradictory. However,
it has been demonstrated that even in this case the first Hohenberg-Kohn theorem can still
be proven via the constrained search formalism [165].
It has now been shown that, given one of the v-representable ground-state density distri-
bution, the ground-state wavefunction or the external potential, the others are automatically
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determined. In a typical DFT calculation, the external potential (the crystal lattice) is the
input, and the ground-state electronic structure and associated observables are the objectives.
Since any observable X relies on the ground-state wavefunction as follows:
〈X〉 = 〈Ψ0|Xˆ|Ψ0〉〈Ψ0|Ψ0〉 =
〈Ψ0|Xˆ|Ψ0〉
Ne
, (4.18)
and the ground-state wavefunction has a one-to-one relationship with the ground-state elec-
tron density, the observable can also be represented as a functional of the ground-state
electron density. This includes the energy from the universal operator F and the external
potential Vext, so the ground-state energy of the system is also a functional of the ground-state
density:
E0[n0(~r )] = F [n0(~r )] + Vext[n0(~r )]. (4.19)
Together with the variational principle, this equation spells out the basic idea behind
DFT: the energy of the system is minimized when the electron density is exactly its ground-
state distribution. Any other test distribution entered into the right side of Equation 4.19 will
invariably result in a higher energy than the ground-state. In this way, the true ground-state
density can be found by iteratively improving on an initial test density, which will bring the
calculated total energy to its minimum value. Once the ground-state density is known, all of
the observables of the system will also be available.
Unfortunately, while the theorems of Hohenberg and Kohn guarantee that such a process
exists, they do not explicitly spell out how to perform it. One major obstacle is finding the
correct form for the universal function (now functional) Fˆ [n0(~r )]. An early attempt to find
a solution was the Thomas-Fermi model [166,167], in which the kinetic energy was given the
form
TTF [n(~r )] =
3
10
(3pi2)2/3
∫
[n(~r )]5/3d3~r, (4.20)
and the electron-electron potential energy was constructed by considering each element of
the total electron density as feeling the mean Coulomb field of the remainder of the density
(called the Hartree potential):
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VH [n(~r )] =
1
2
∫
~r 6=~r ′
[n(~r )][n(~r ′)]
|~r − ~r ′| d
3~r d3~r ′. (4.21)
While this model is acceptable for some isolated atoms, it fails in most cases that are currently
of interest to condensed matter physicists. Further, the Hartree potential only considers the
Coulomb interaction between electrons, while spin-spin interactions can also play a critical
role in real samples. In fact, up until this point I have neglected to consider spin at all,
nor has it been guaranteed that the total electron wavefunction satisfies the Pauli exclusion
principle. I will briefly address this before moving on to the next step in the derivation of
DFT, the equations of Kohn and Sham.
The spin σ = (↑, ↓) can be implicitly incorporated into the single-particle wavefunctions
ψσi (~ri) and the electron-electron potential Vˆee, and the total electron density can be broken
up into a sum of spin-up and spin-down densities without affecting the previous derivations.
Further, the construction of the net wavefunction Ψ(~r) can be done in such a way that
it is antisymmetric under the positional exchange of two electrons, a necessary condition
for fermions to satisfy Pauli exclusion. This is accomplished by making the net electron
wavefunction the Slater determinant of a matrix composed of the Ne individual electron
wavefunctions, i.e.:
Ψ(~r) =
1√
Ne
∣∣∣∣∣∣∣∣∣∣∣∣
ψσ1 (~r1) ψ
σ
2 (~r1) . . . ψ
σ
Ne
(~r1)
ψσ1 (~r2) ψ
σ
2 (~r2) . . . ψ
σ
Ne
(~r2)
...
...
. . .
...
ψσ1 (~rNe) ψ
σ
2 (~rNe) . . . ψ
σ
Ne
(~rNe)
∣∣∣∣∣∣∣∣∣∣∣∣
. (4.22)
This way, for the net wavefunction to be non-zero, all of the single-particle wavefunctions
must be unique.
4.3 The Kohn-Sham Equations
Kohn and Sham’s approach to the difficulty of constructing the universal functional Fˆ [n0(~r )]
begins by breaking the associated energy up into a number of specific terms:
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F [n(~r )] =VH [n(~r )] +K0[n(~r )] + (V [n(~r )]− VH [n(~r )])
+ (K[n(~r )]−K0[n(~r )])
(4.23)
where VH [n(~r )] the energy of the Hartree potential defined earlier, K0[n(~r )] is the kinetic
energy of Ne non-interacting electronic states φi(~r), and V [n(~r )] and K[n(~r )] are the poten-
tial and kinetic energies of the many-electron system that is being considered, which are at
this point unknown.
These non-interacting electronic states, called the Kohn-Sham orbitals, are defined such
that they yield the same ground-state density as the ground-state electronic wavefunctions.
That is,
Ne∑
i
|φi(~r )|2 = n(~r ), (4.24)
and their kinetic energy is given by
K0[n(~r )] = − h¯
2
2me
Ne∑
i
∫
φ∗i (~r )∇2~r φi(~r )d3~r. (4.25)
The final two terms in Equation 4.23, which contain the difference between the true
electron-electron interaction energy and that of the Hartree potential, and the true inter-
acting many-body kinetic energy and the non-interacting many-body kinetic energy, are
called the exchange energy Ex[n(~r )] and the correlation energy Ec[n(~r )] respectively. These
quantities are often combined into a single term, called the exchange-correlation energy
Exc[n(~r )] = Ex[n(~r )] + Ec[n(~r )]. The associated operator is a potential, defined using a
functional derivative:
Vˆxc[n(~r )] =
δExc[n(~r )]
δn(~r )
. (4.26)
Therefore, one can simply add the external potential operator Vˆext[n(~r )], the Hartree poten-
tial operator VˆH [n(~r )] and the exchange-correlation operator Vˆxc[n(~r )] into a single operator
VˆKS[n(~r )], then write the Schro¨dinger equation for each non-interacting orbital in this system
as
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HˆKSφi(~r ) =
[
− h¯
2
2me
∇2~r + VˆKS[n(~r )]
]
φi(~r ) = iφi(~r), (4.27)
which is just the equation for a single electron moving in a potential VˆKS(n[~r ]). Kohn and
Sham reduced the problem from one of Ne interacting particles to the much simpler case of
Ne non-interacting particles. It is important to note that the energy eigenvalues i are not
the energies of the actual individual electronic states, but those of the non-physical, non-
interacting Kohn-Sham orbitals. However, at least one of the eigenvalues does bear some
physical significance, as it can be shown that the smallest energy eigenvalue is equal to the
first ionization energy of the system [168]. Further, it should be noted here the total energy
of the unit cell is not directly given by the sum of these energy eigenvalues, though the two
are related.
The only unknown quantities in Equation 4.27 are the exchange-correlation functional
Vˆxc[n(~r )] and its associated energy Exc[n(~r )], which are contained within VˆKS[n(~r )]. If the
precise form of the exchange-correlation potential was known the ground-state density (and
therefore all the observables of the system by the second Hohenberg-Kohn theorem) could
be exactly calculated. Unfortunately it is not known, but a variety of useful approximations
exist for these expressions and can be chosen based on the material being considered, what
one wishes to learn about the material and to what degree of accuracy, and the computational
resources at hand.
The simplest of these is the local-density approximation (LDA), which incorporates the
exchange-correlation energy per unit volume xc(n) of a homogeneous electron gas with den-
sity n. The exchange energy of such a gas is known analytically [169] while the correlation
energy has been solved numerically using Monte Carlo simulations [170]. The LDA exchange-
correlation energy is therefore:
ELDAxc =
∫
xcn(~r )d
3~r. (4.28)
There are some applications for which the LDA is adequate, but it can usually be signifi-
cantly improved upon by incorporating not just the local electronic density but also the local
electronic density gradient, ~∇n(~r ), into the exchange-correlation energy. This is especially
helpful when the electron density has sharp spatial features, something that the LDA cannot
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describe well. Functionals that incorporate the density gradient are broadly referred to as
generalized gradient approximations (GGA), and since the incorporation can happen in a
number of ways there are a variety of GGA exchange-correlation functionals available. The
most popular of these is the GGA of Perdew, Burke and Ernzerhof (PBE-GGA) [171]. This
is largely because the PBE-GGA is parameter-free, meaning it was completely formulated
without input from experimental data and so it can be applied to a wide variety of materials.
Most of the calculations I present in later chapters use the PBE-GGA exchange-correlation
functional for both the structural optimizations and the electronic structure calculations.
However, it should be noted that both GGA and LDA techniques are known to underestimate
the bandgap [172], which is one of the most important characteristics of a material. The
modified Becke-Johnson (mBJ) functional [173, 174] was developed specifically to improve
upon the bandgap estimations of GGA, so in most cases I will perform mBJ calculations in
addition to PBE-GGA [175,176].
4.4 Basis Sets and Calculation Economy
In all-electron, full-potential DFT programs such as WIEN2k [177], every electronic state
from the most tightly-bound core-level up to those at a pre-defined cutoff energy (typically
placed in the continuum states) are included in the density calculation. This range encom-
passes both highly localized core states and delocalized valence and conduction states. While
the Kohn-Sham orbitals φi(~r ) can be expanded in any complete basis set, it is computation-
ally efficient to try to represent them with the smallest number of basis functions possible.
Typically, a basis set that is good at describing the localized core electronic states is a poor
approximation of the delocalized valence and conduction states, and vice versa. It is therefore
economical to define two distinct spatial regions in the unit cell: ones that are expected to
house localized, atomic-like orbitals and ones that are more likely to house delocalized, free
particle-like orbitals. This is done by defining a set of non-overlapping “muffin-tin” radii, one
for each individual atomic site α in the lattice. The size of the muffin-tin radius is dependent
on the atomic species and is typically larger for heavier atoms. Within the muffin-tin, the
basis functions χα,~kn have an atomic-like form consisting of a linear combination of the
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solutions to the radial Schro¨dinger equation ul(r, El), multiplied by the spherical harmonics
Ylm(rˆ):
χα,~kn =
∑
lm
[
Alm,~knul(rα, El) +Blm,~knu˙l(rα, El)
]
Ylm(rˆα). (4.29)
Outside the muffin-tin, the preferred basis set consists of plane waves that satisfy Bloch’s
theorem:
χ~kn = Ω
−1/2ei
~kn·~r (4.30)
Here, ~kn = ~k + ~Gn, with ~Gn being an integer multiple of a reciprocal lattice vector. The
coefficients Alm,~kn and Blm,~kn are chosen such that the net wavefunction remains normalized
as well as continuous and smooth at the muffin-tin boundary, where the transition between
atomic-like and plane wave bases occurs. Finally, Ω is the unit cell volume, which normalizes
the plane wave basis.
It is possible to further improve the computational economy by utilizing local orbitals,
which are basis functions that are known to describe specific semi-core states of a particular
atomic species well. These local orbitals are defined such that their magnitude and derivative
are both zero at the muffin-tin radius so that they can be ignored when matching coefficients
to smooth the net wavefunction at the muffin-tin boundary. The number of local orbitals
and their particular form are chosen based on the specific elements that compose the unit
cell.
Since the core and semi-core states generally take on a form quite close to their atomic-
like or local orbital bases, the bulk of the computation time is spent on the plane waves in
the interstitial region. How long it takes to solve the Kohn-Sham equations in this region
is proportional to the number of plane waves NPW in the basis set, which is related to the
maximum magnitude of Gn used in the calculation and the unit cell volume Ω as follows:
NPW =
VFS
VBZ
∝ ΩG3max, (4.31)
where VFS, the volume of the Fermi sphere in momentum space is proportional to G
3
max and
VBZ , the volume of the first Brillouin zone is proportional to Ω
−1. Therefore the computation
58
time can be reduced by either reducing the volume of the unit cell (typically out of one’s
control for 3D materials with a fixed structure) or reducing the value of Gmax. However, a
more restricted basis set implies that the representation of the Kohn-Sham orbitals will be
poorer, so a balance must be struck between the desired accuracy of the ground-state density
and the computational expenditure. In WIEN2k, Gmax is determined by the parameter
RKmax, the product of the smallest muffin-tin radius in the structure and Gmax. For typical
calculations this value is kept in the range 6− 9, and is more important when small atomic
species like H are present in the unit cell [177].
Finally, a number of the terms in the Kohn-Sham equations contain integrals taken over
the first Brillouin zone in k-space. To numerically evaluate these integrals, DFT programs
discretize the first Brillouin zone into a mesh consisting of points evenly distributed along
the reciprocal lattice vectors. Calculation time therefore scales linearly with the number of
inequivalent k-points on this mesh, but a denser k-mesh also means that the computation of
the integrals is more accurate. Given that these integrals occur in the expression of the total
energy of the unit cell and that the convergence of this energy determines when the ground-
state density has been reached, the importance of choosing an adequately dense k-mesh
cannot be understated.
4.5 DFT for 2D Materials
The equations at the heart of DFT programs like WIEN2k assume that the input structure
is 3D. Further, most exchange-correlation functionals are explicitly 3D, and in some cases di-
verge when applied to a strictly 2D system [178]. Therefore, care is required when attempting
to model a freestanding monolayer with DFT. The typical approach to handling such struc-
tures is called the “slab method”, which involves generating a 3D crystal that consists of a
periodic array of isolated monolayers with thick slabs of vacuum inserted between them. I
will use the example of graphene to illustrate some important aspects of slab calculations.
A typical slab representation of freestanding graphene is shown in Figure 4.1. The C–C
distance is determined by the size of the unit cell in the ~a1 and ~a2 directions, while the
inter-plane distance is controlled by its extent in ~a3. This inter-plane distance must be large
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Figure 4.1: A 3D slab structure representation of 2D graphene. The inter-layer
distance is controlled by the extent of the ~a3 axis of the unit cell, A3. The unit cell is
outlined, and atoms falling within it are highlighted.
enough to guarantee that there is no electronic interaction between adjacent graphene sheets,
but with increasing vacuum thickness (and therefore unit cell volume) the calculations require
more plane waves in the basis set and are therefore more resource-intensive, amounting to a
practical limitation on the size of ~a3.
A good metric for measuring the interaction between graphene sheets is the total energy
of the unit cell. As the vacuum slabs thicken and the planes drift apart, the energy of the
system should tend toward a constant value as the interaction energy tends to zero. Figure
4.2 shows the unit cell energy for graphene with the vacuum between sheets ranging from
3.3 A˚ (the inter-sheet distance in graphite [98]) up to 15 A˚. The convergence of the unit cell
energy to a constant value is apparent, and seems to begin around 9 A˚ separation distance.
Also plotted is the time per self-consistent field cycle in the WIEN2k DFT execution, which
is a good measure of computational economy. The linear dependence on cycle time versus
sheet separation reflects the linear dependence of NPW on Ω. Common practice is that the
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Figure 4.2: A plot of the unit cell energy (black) and cycle time (red) for slab graphene
as a function of the vacuum thickness in the calculation. For clarity in the plot, the
energy values are shifted by +152 Ry. Convergence in energy begins around 9 A˚ sepa-
ration, and the computation time per cycle increases linearly with unit cell volume.
vacuum slab should be at least 10 A˚, and ideally as close to 15 A˚ as one’s computational
resources will allow.
Selecting a k-mesh for 2D materials is significantly different from the 3D case. For a 3D
crystal with unit cell dimensions (A1aˆ1, A2aˆ2, A3aˆ3), one would typically select a k-mesh of the
form C(A−11 bˆ1, A
−1
2 bˆ2, A
−1
3 bˆ3), where C is larger for more dense meshes, bˆn are the reciprocal
lattice unit vectors, and the resulting values should be rounded to the nearest integer. This is
known as the Monkhorst-Pack scheme [179]. However, in a 2D slab calculation with adjacent
sheets separated by one unit cell length in the aˆ3 direction, it is important to choose only
one k-point in the ~b3 direction, since the adjacent sheets are supposed to be electronically
isolated. Additional k-points in this direction would describe plane-waves that travel between
sheets, forcing them to experience a spurious interaction.
For epitaxial 2D materials on macroscopically thick substrates, the best description of the
material would be semi-infinite in the ~a3 dimension and periodic along ~a1 and ~a2. In order to
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Figure 4.3: Two-sided (symmetrical) slab model of (3 × 3)/(4 × 4) epitaxial silicene
on a five layer thick Ag(111) supercell.
approximate such a structure with a finite 3D unit cell, one can stack layers of the substrate
with the appropriate face termination, such as the (4× 4× 5) Ag(111) slab shown in Figure
4.3, and then insert vacuum on either side of the resultant supercell to convert it into a slab.
The epitaxial material can then be added to one side of the slab with vacuum maintained on
the other side, or as I have shown in Figure 4.3, it can be added symmetrically to both sides to
reduce the number of unique atomic positions in the calculation while maintaining a relatively
thick substrate slab. Such models become more realistic with a thicker substrate slab, as they
are more representative of the actual case of an essentially semi-infinite substrate. However,
the resource demands of the calculation rapidly increase with added substrate layers, both
because of the increased number of atoms and, to a lesser extent, the increased volume of
the unit cell. Again, as with parameters like the vacuum slab thickness, k-mesh density and
RKmax, it is good practice to select the number of substrate layers by iteratively increasing
it until the calculated electronic structure stabilizes.
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4.6 Atomic Forces and Structural Optimization
A DFT calculation is only as good as the structural model it is based on. That is, given an
inaccurate set of atomic coordinates (and therefore vext(~r )), it should be no surprise that
the calculated n0(~r ) and the associated electronic observables should also be inaccurate.
Fortunately, the WIEN2k suite includes efficient functions for improving the internal positions
of atoms during the ground-state density calculation.
One very inefficient way to optimize a unit cell would be to simply calculate the ground-
state energy with a number of different atomic positions and select the structure that returns
the lowest value, keeping in mind that the nucleus-nucleus repulsion now has to be included
in the total energy. This could be tenable for small unit cells in which there are few atoms,
or a number of them reside on highly symmetric points and are therefore locked in place. For
epitaxial silicene calculations, this is not the case.
A more reasonable approach would be to calculate the ground-state energy E0[n(~r )] of
the system with one set of atomic positions, slightly shift the ith atom by δ ~Ri and then
re-calculate the ground-state energy once more. The magnitude of the force Fi on that atom
in the direction of δ ~Ri would then be given by:
~Fi =
δE0
δRi
δRˆi. (4.32)
Optimizing the structure could then be accomplished through the following algorithm:
• Calculate the ground-state energy for the initial configuration, which requires iteratively
solving the Kohn-Sham equations once.
• Calculate the force in all three dimensions for every atom. This requires re-calculating
the ground-state energy after shifting each atom by ~Ri three times, once for each spatial
dimension. This amounts to an additional 3Nn iterative solutions of the Kohn-Sham
equations. If all of the forces fall below an acceptable value (typically 1 mRy a.u.−1),
the optimization is finished. If not, continue the process.
• Shift all atoms according to their calculated net forces, and return to the first step with
the updated structure.
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Even this algorithm can be untenable, since a single calculation of the ground-state energy
could take days or even weeks, and hundreds to thousands of cycles may be needed depending
on the size of the system and how close the initial configuration is to being optimized.
Fortunately, a better approach exists.
The Hellmann-Feynman theorem [180,181] relates the change in calculated ground-state
energy E0(λ) with any unit cell parameter λ to the change in the Hamiltonian Hˆ of the
system with λ. Taking a derivative of the definition of the ground-state energy with respect
to λ,
δE0(λ)
δλ
=
δ
δλ
〈Ψλ|Hˆ(λ)|Ψλ〉 , (4.33)
where Ψλ is the net ground-state electronic wavefunction of the system given a specific value
of λ. Carrying out the derivative on the right-hand side:
δE0(λ)
δλ
= 〈δΨλ
δλ
|Hˆ(λ)|Ψλ〉+ 〈Ψλ|Hˆ(λ)|δΨλ
δλ
〉+ 〈Ψλ|δHˆ(λ)
δλ
|Ψλ〉 . (4.34)
Since |Hˆ(λ) |Ψλ〉 = E0(λ) |Ψλ〉 and 〈Ψλ| Hˆ(λ)| = E0(λ) 〈Ψλ|,
δE0(λ)
δλ
= E0(λ)
(
〈δΨλ
δλ
|Ψλ〉+ 〈Ψλ|δΨλ
δλ
〉
)
+ 〈Ψλ|δHˆ(λ)
δλ
|Ψλ〉 . (4.35)
But since the first term is just E0(λ)
δ
δλ
〈Ψλ|Ψλ〉 = 0, then
δE0(λ)
δλ
= 〈Ψλ|δHˆ(λ)
δλ
|Ψλ〉 . (4.36)
If the parameter λ is chosen to be the position of the ith atom ~Ri, then the quantity
on the left-hand side is an energy gradient and therefore represents a force on that atom.
It is possible, then, to calculate the force on every atom in the cell by evaluating the how
the Hamiltonian and the ground-state wavefunctions vary with a small shift in each atom’s
position.
It may seem unclear what has been gained by rewriting the force in this manner, as
calculating the ground-state wavefunction takes just as much computing power as calculating
the ground-state energy in the previous approach. However, it can be shown [182] that the
dominant contribution to the change in ground-state energy with changing atomic positions
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comes from the new definition of the Hamiltonian, not the evolution of the ground-state
wavefunction. That is, the ground-state electronic density can be assumed to be “rigidly
dragged” along with the atom as it is shifted by δ ~Ri and the resulting force will still be of
acceptable accuracy.
Using this method, the net force on every atom can be found after solving the Kohn-Sham
equations only once. The optimization process is then:
• Calculate the ground-state wavefunctions for an initial configuration, which requires
iteratively solving the Kohn-Sham equations once.
• Calculate the force in all three dimensions for every atom. This only requires varying
the atomic positions within the Hamiltonian, as the ground-state wavefunctions can be
assumed to be negligibly affected. Check to see if the forces fall below an acceptable
level.
• Shift all atoms according to the calculated force, and return to the first step with the
updated structure.
Obviously, this is much more efficient than the previous algorithm. It is important to
note that some spurious forces may appear due to the incompleteness of the basis set and
the transition between bases at the muffin-tin boundary, but these have been corrected for
in the WIEN2k code [182–184].
4.7 Verifying DFT-Derived Structures
The better the initial structural model, the fewer the number of optimization cycles needed to
reach force convergence. However, computational efficiency is not the only benefit of a good
initial guess at the material’s structure. Another is the potential to avoid false convergence at
metastable solutions, wherein the forces on the atoms have been minimized but the energy
of the cell is only a local minimum instead of the global one. Even shallow local energy
minima can be inescapable within the rules of the force minimization algorithm (atoms
always move in a direction that lowers the net force they feel). It is therefore important to
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Figure 4.4: (a) A simulated constant-height STM measurement of the (3× 3)/(4× 4)
silicene/Ag(111) surface (after structural relaxation), with a -1 V tip bias and 1 A˚
tip-to-surface separation. (b) 0.65 nA constant-current STM image of the (3× 3)/(4×
4) silicene/Ag(111) system, with a -1.12 V tip bias, adapted with permission from
Reference [136].
verify that the results of a DFT structural optimization are in accordance with the structural
characterization of the physical samples.
For epitaxial silicene, checking the optimized structure against LEED data is trivial since
LEED only describes the characteristics of the unit cell, which are not altered by the struc-
tural optimization. SPM measurements, on the other hand, are sensitive to the atomic posi-
tions within the unit cell, which can change during relaxation. Of all of the SPM techniques,
constant-height STM is simplest to simulate in the WIEN2k implementation of DFT.
When a WIEN2k calculation converges (i.e., the ground-state energy has been achieved),
the spatial density of electronic states is immediately retrievable. However, it encompasses
electrons of all energies, including those that would not be able to tunnel into a low-bias STM
tip. The built-in WIEN2k routine “lapw2” is responsible for determining the value of the
Fermi energy and “filling” the electronic states up to that level [177]. If this routine is re-run
on a converged calculation with explicit instructions to only fill states above, for example, 1
eV below the Fermi energy, one can effectively remove every electron in the system except
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for those that would be detectable with a -1 V STM tip. The WIEN2k subroutine “lapw5”
plots the spatial density of electrons along a specified plane in the crystal [177]. If this plane
is placed parallel to and slightly above the surface of the silicene, the resulting density plot
will be a good representation of a constant-height STM image of that particular silicene
structure, at least within the Tersoff-Hamann approximation. As an example, Figure 4.4(a)
shows a constant-height STM simulation of the (3 × 3)/(4 × 4) silicene/Ag(111) structure,
while Figure 4.4(b) shows a corresponding STM image adapted from Reference [136]. In
addition, I use the same method to bolster my conclusion that the (
√
3×√3)R30◦ epitaxial
silicene structure is best described by an AA-stacked bilayer model in the study contained in
Chapter 8.
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Chapter 5
Soft X-Ray Spectroscopy
Most of a material’s properties of interest, including its conductivity, optical absorption
and magnetism, are entirely dependent on the characteristics of the electronic states within
a few eV of the Fermi level. Therefore, mapping out these states can directly yield a wealth
of information about the material, especially when combined with the predictions of DFT
calculations. On the other hand, the structure of the deep core-level electronic states is
almost entirely determined by the elemental identity of their parent atom, regardless of that
atom’s chemical environment. While this consistency implies that core-level states contain
very little information about the material, they do offer a nearly fixed platform from which
the more illuminating VB and CB states can be probed.
Core-level spectroscopic techniques involve provoking and monitoring electronic transi-
tions between the core-level states of an atom and its states of interest in the VB and CB.
Generating core-level vacancies in adequate numbers and being able to handle a variety of
atomic species requires access to a high-flux widely-tuneable energy source, of which the mod-
ern synchrotron light source is a shining example. I will now briefly discuss the manner in
which synchrotron radiation is generated and tuned for core-level spectroscopy experiments.
I will then describe XES and XAS, two specific techniques that I have used to study the
electronic structure of epitaxial silicene on Ag(111). Finally, I will close with a discussion of
the practical aspects of carrying out soft X-ray spectroscopy on 2D materials, with a specific
focus on the epitaxial silicene/Ag(111) system.
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5.1 Synchrotron Radiation and Insertion Devices
Synchrotron radiation and cyclotron radiation are generated in much the same manner,
namely when a moving charged particle is accelerated in a direction perpendicular to its
trajectory, usually by a magnetic field. The distinction between the two is that cyclotron
radiation is emitted by particles moving at non-relativistic speeds, while synchrotron ra-
diation is emitted from highly relativistic particles. Both have the same toroidal angular
distribution in a rest frame that is co-moving with the charged particle, and since the par-
ticles that emit cyclotron radiation are non-relativistic a toroidal distribution will also be
observed in the laboratory frame. For synchrotron radiation, the relativistic particle’s frame
is spatially compressed relative to the laboratory frame. This results in the “beaming” of
most of the radiated power into a narrow lobe in the direction of the particle’s travel, with
a small fraction of the radiation emitted into a wider trailing lobe (when viewed in the lab
frame). The opening angle of the forward radiation cone is approximately 2γ−1 radians [185],
and the average power radiated by a relativistic charged particle varies with γ2 [186], where
γ is the particle’s Lorentz factor. The resulting radiation is therefore highly collimated and
brilliant, especially from highly relativistic sources. Synchrotron radiation can be generated
anywhere that relativistic charged particles exist, including natural sources like the jets of
active galactic nuclei. However, the relevant form for condensed matter physics is the high-
intensity light emitted from bending magnets and insertion devices in an electron storage
ring or, more recently, at the end of a free electron laser.
First-generation synchrotron radiation experiments operated parasitically, siphoning off
the waste radiation from the storage rings of particle collision experiments. Because the
primary focus of these facilities were the collisions, the storage ring parameters were far
from optimal for yielding the best beam characteristics. As researchers began to realize
the potential of synchrotron radiation for the study of condensed matter, second-generation
facilities consisting of storage rings dedicated to the production of synchrotron radiation
began to appear. The workhorse of such facilities was the bend magnet, a region of strong,
uniform magnetic field normal to the plane of the ring. The spectrum of synchrotron radiation
produced by this uniform magnetic field is broad, peaking around a critical energy given by
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the equation
Ec =
3h¯cγ3
2ρ
=
3h¯eBγ2
2m0
, (5.1)
Here, ρ is the radius of curvature of the particle as it travels through the region of uniform
magnetic field, B is the magnetic field strength and m0 is the rest mass of the charged particle,
which is typically an electron. Since the particle energy (and therefore γ) is a fixed parameter
of the storage ring, the critical energy is tuned by varying B in an attempt to maximize flux
in the desired energy range. In most core-level X-ray spectroscopy experiments, only a small
portion of the bandwidth corresponding to a particular core-level transition is desired. As a
result, the majority of the bend magnet’s emission profile would be discarded, which is both
wasteful and can cause issues with thermal loading.
Insertion devices such as the wiggler and the undulator – the hallmarks of third-generation
synchrotron facilities – were an important development toward increasing the usable flux of
the beam. They consist of a periodic arrangement of magnets configured to produce a
sinusoidal magnetic field with N spatial periods, each λID in length. The average magnetic
field experienced by the particle is therefore B0 = B/
√
2, but the field strengths achievable
in wigglers and undulators are typically higher than those of standard bend magnets due to
the use of powerful permanent magnets [187]. An illustration of a simplified insertion device
layout is shown in Figure 5.1.
The distinction between wigglers and undulators lies in their unitless deflection parameter
K, defined as
K =
eB0
2pim0c
λID. (5.2)
This value acts as a ratio of the maximum angular deflection δ of the electrons to the opening
half-angle of the synchrotron radiation, γ−1:
δ = Kγ−1 (5.3)
For a wiggler, the period of the magnetic array is large enough that K >> 1. As shown in
Figure 5.1, the electrons only emit radiation in the forward direction during a small portion of
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Figure 5.1: An illustration of the general layout of an insertion device. This device
would be classified as a wiggler, since the maximum deflection angle of the electrons
(green) is larger than the opening angle of the emitted light (yellow). The colour of the
magnets (red and blue) indicate their polarity.
their sinusoidal trajectory, twice per insertion device period (see Figure 5.1). They therefore
behave much like 2N bend magnets lined up end-to-end, with a similar emission profile and
critical energy [188].
In undulators the period of the magnets is much shorter (such that K ≤ 1), meaning the
maximum angular deflection of the insertion device is less than the opening angle of the syn-
chrotron radiation. This allows for coherent interference between the electrons and radiation
field, which has a number of effects on beam characteristics. First, the angular spread of an
undulator beam is reduced by a factor of
√
N [185], which when combined with the enhance-
ment factor of N from having multiple bend sections means that the undulator will have a
factor of about N2 the emitted power of a single bend magnet [185]. The coherent interfer-
ence also narrows the (in-plane) spectrum into sharp peaks located at the odd harmonics of
a single wavelength, as the even harmonics are subject to destructive interference [189].
Since K is proportional to B, stronger magnetic fields in undulators must be tempered by
smaller magnet periods, typically limiting their range to below 10 keV even in their higher
harmonics. Wigglers and superconducting superbend magnets on the other hand are able to
produce photons exceeding 100 keV. Since the core levels of Si all reside below 2 keV binding
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energy, an undulator-based soft X-ray beamline is ideal for silicene experiments, especially
considering their characteristic high flux and the atomically thin nature of the samples. I will
now describe the general layout of a soft X-ray endstation, as well as the particular details of
the XES endstation of the Resonant Elastic and Inelastic X-ray Scattering (REIXS) beamline
at the 2.9 GeV Canadian Light Source (CLS) in Saskatoon, Saskatchewan and the Soft X-ray
Fluorescence (SXF) endstation of beamline 8.0 (BL8) at the 1.9 GeV Advanced Light Source
(ALS) in Berkeley, California, two soft X-ray spectroscopy beamlines that I have used in my
research into the silicene/Ag(111) system.
5.2 Soft X-Ray Endstations
Definitions vary, but the soft X-ray regime is typically considered as being between 50 eV
and 2 keV, or about 0.5 nm to 25 nm in photon wavelength. On the low-energy side, the soft
X-rays are bordered by vacuum ultraviolet (VUV) radiation, and the two are differentiated
based on whether they typically excite valence (VUV) or core (soft X-ray) states. On the high-
energy side, the soft X-rays blend into the hard X-rays, and the demarcation between the two
is usually considered to be whether the photon wavelength lends itself to monochromatization
by a diffraction grating (soft X-ray) or Bragg diffraction in a crystal (hard X-ray).
In general, a soft X-ray endstation will contain the following elements: a diffraction grat-
ing to disperse the radiation from the insertion device or bend magnet by energy, a moveable
aperture to select a small energy range from the grating’s output and highly-reflective mir-
rors to focus the beam and direct it to the target, all working within a UHV environment
so that the soft X-ray beam is not attenuated by air. At the end of the beamline is the
experimental endstation, a chamber that contains a number of instruments to monitor the
sample’s electronic, optical, and X-ray output as it is exposed to the soft X-ray beam. These
chambers also commonly contain equipment for controlling the orientation and temperature
of the sample.
The REIXS beamline uses an elliptically polarizing undulator (EPU, insertion device
10ID-2 of the CLS) to produce soft X-rays ranging from 80 eV – 2000 eV. The monochroma-
tor’s energy resolving power (E/∆E) varies across this range, from about 105 near 100 eV to
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104 near 1000 eV, and similarly the beam flux ranges from 1012 photons per second per 0.1%
bandwidth at 100 eV to 1011 photons per second per 0.1% bandwidth at 1000 eV [190]. The
REIXS XES endstation is outfitted with a channel electron multiplier for measuring the total
fluorescence yield (TFY) XAS, a fluorescence spectrometer for performing XES and partial
fluorescence yield (PFY) XAS, and the sample arm is grounded through a picoammeter for
measuring the renormalization current in total electron yield (TEY) mode XAS. The specifics
of these techniques will be discussed in the next section.
BL8 at the ALS is another undulator-based beamline with an energy range of 80 – 1250
eV. It has a slightly lower energy resolving power than REIXS at 7 × 103 [191] but offers a
higher flux by about an order of magnitude [191,192], partly due to the typical flux/resolution
trade-off and in partly due to the fact that the ALS runs at 500 mA ring current, while the
CLS runs at 250 mA. The BL8 soft X-ray fluorescence endstation (recently upgraded to
the iRIXS endstation) was outfitted similarly to the REIXS endstation, albeit with a lower-
resolution XES spectrometer.
While silicene depositions and measurements have been performed at both REIXS and
BL8, the data used in Chapters 6–8 are exclusively from the REIXS experiments. This
is because in the early BL8 experiments, the silicene samples had to be deposited in one
UHV chamber and measured in another with no possibility of in vacuo transfer between the
two. Instead, the samples were transferred in a glove bag purged with dry N2 gas, which
was found to be insufficient for preventing oxidation. REIXS, on the other hand, has a
vacuum transfer cart that is compatible with both the deposition chamber and the XES
sample garage, allowing for the samples to be produced and measured without leaving UHV
conditions.
5.3 X-ray Absorption Spectroscopy
An XAS measurement involves scanning the soft X-ray beam energy over a range that en-
compasses the binding energy of the target core-level electron, typically a few tens of eV in
width. When the beam energy is below the binding energy, there are no unoccupied states
available for the core-level electron to be excited into, so no transitions will occur. When
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the beam energy exceeds the electron’s binding energy, the electron can be excited into un-
occupied states in the CB. The rate of these transitions is related to the number of states
available in the CB with the appropriate angular momentum quantum number (see Appendix
B for a more detailed discussion of core-level transition probabilities and the definition of the
transition-weighted partial density of states (tw-pDOS)).
Therefore if the transition rate is plotted as a function of incident beam energy it should
map out the tw-pDOS in the conduction band. The transition rate can be inferred in a
number of ways. The first, which is more common in experiments using hard X-rays because
of their increased penetration depth, involves measuring the attenuation of the incident beam
through a thin foil of the material of interest. A greater attenuation corresponds to more
frequent excitations, which means that the tw-pDOS is greater at the energy the core-level
electrons are being excited in to. However, soft X-rays typically have a maximum penetration
depth of a few hundred nm, which is far too thin to be practical for films of most bulk
materials. 2D materials are by definition thinner than this, so in principle transmission-
mode soft X-ray absorption measurements should be feasible. However, this would only be
true for freestanding sheets, a form in which silicene does not yet exist.
The final state of the X-ray absorption process includes an electron in the CB and a
hole in a core state. This configuration rapidly relaxes when the core hole is refilled by
any higher-lying electron, including less tightly-bound core states or VB states. The rate of
core-hole refilling is related to the rate of core-hole creation, and can therefore be used as a
proxy for the transition rate. There are two processes by which the core-hole refilling can
take place. The first, which is the most common for low Z materials like Si, is non-radiative
Auger emission. This process is illustrated in Figure 5.2(c).
In Auger emission, the energy released when an electron fills core hole is absorbed by
a second electron in a higher orbital, known as the Auger electron. It is ejected from the
atom into the bulk of the material and carries with it a kinetic energy equal to the difference
between its binding energy and the energy of the de-excitation. If the absorption event
happened within a few nm of the sample surface, the Auger electron may escape the sample
completely, leaving it with a net positive charge. With enough kinetic energy, it may also
ionize a number of other atoms along the way, resulting in a cascade of secondary electrons
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escaping from the surface.
In XAS experiments, the Auger and secondary electrons are intentionally drawn from the
surface with an electric field, and the sample is electrically grounded. In this way, the rate
of electrons ejected via Auger emission can be measured through the sample’s renormaliza-
tion current. Since this current is equal to the number of electrons leaving the surface, it
is proportional to the core hole refilling rate, which is once again a proxy for the transition
rate and therefore the tw-pDOS. Such XAS measurements called TEY-mode, and are typi-
cally considered to be surface-sensitive due to the limited escape depth of Auger electrons.
However, since 2D monolayer and multilayer silicene samples are typically less than 1 nm in
thickness, TEY actually represents a bulk-sensitive technique for these materials.
Another de-excitation mode is radiative X-ray fluorescence, shown in the Figure 5.2(d).
In this process, rather than the energy of the de-excitation going to a higher-lying electron,
it escapes the atom as an X-ray photon. A nearby detector counts these photons, and the
count rate can be used as a proxy for the tw-pDOS. However, it is important to note that the
X-ray photons resulting from the de-excitation may not be the only photons picked up by the
detector. X-ray photons may also be produced when the vacancy left by an Auger electron
is refilled, and optical fluorescence from secondary processes in the CB and VB. In X-ray
excited optical luminescence (XEOL), the rate of optical photon production is monitored as a
proxy for absorption, while in TFY measurements, the optical photons are rejected and only
X-ray fluorescence (> 13 eV for the detector at REIXS) from filling core holes and holes left
by deep Auger electrons are counted. In PFY XAS measurements, a spectrometer is utilized
to select only those X-ray photons that result from direct VB to core hole transitions.
For Si 2p core-level spectroscopy, which is the basis for the transition diagrams illustrated
in Figure 5.2, the only filled states that are less bound than the core-level are the Si 3s
and 3p states in the VB. Auger emission will therefore always result in a hole in the VB,
which will then recombine with an electron higher in the VB. The maximum energy of such
a recombination is equal to the energy difference between the VB maximum and minimum,
about 10 eV. Thus, Auger emission cannot produce any photons that are measurable with
the TFY detector at REIXS. Therefore, both TFY and PFY measurements should only be
sensitive to the VB→ 2p transition, which is why they can be plotted together in Figure 5.2.
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Figure 5.2: (a) s and d pDOS for a freestanding silicene sheet (red and blue, re-
spectively), plotted with their tw-DOS (grey) for a transition from the Si 2p core-level
(blue lines at the bottom). (b) VB (blue) and CB (red) bandstructure for freestanding
silicene, with the Dirac cone visible at the Fermi level. (c) A schematic of the transition
involved in TEY-mode XAS. The core-level electron is excited into the CB, and the
core hole is filled with an Auger decay. The Auger electron (black, a VB electron in Si
2p spectroscopy) is ejected from the atom, and can ionize other atoms as it escapes the
sample, bringing secondary electrons (red) with it. (d) A schematic of the transition
involved in TFY- and PFY-mode XAS (the same only because it is Si 2p spectroscopy,
see text). In this mode, the core hole refilling results in an X-ray photon, which is
counted by a fluorescence detector. (e) A schematic of the transition involved in TEY-
mode XES, similar to (d) except the excitation puts the core-level electron into the
continuum states, and the fluorescent decay is always measured with a spectrometer.
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XEOL measurements are only feasible on samples that exhibit strong luminescence, and
are better suited for bulk samples ( > 100 nm thick) such that optical luminescence can occur
all throughout the escape depth of the optical photons. Both TFY and PFY can suffer from
saturation effects, which are the most pronounced when the absorption only takes place on
the surface of the material, and secondary self-absorption is not present [193]. This effect
can be mitigated by monitoring a lower-energy transition in the material, usually in a lighter
atomic species like O or N [194], in a technique known as inverse PFY (IPFY). Since silicene
is entirely composed of surface atoms and no higher-lying emission lines are available to
monitor for IPFY, fluorescence-dependent XAS can be safely ruled out. Further, both of
these techniques rely on the fluorescence decay path which is less likely for a low-Z atom like
Si. Instead, because it is surface-sensitive and given the excellent conduction characteristics
of the Ag(111) substrate, TEY-mode XAS is by far the best method for epitaxial silicene
samples.
5.4 X-ray Emission Spectroscopy
The direct de-excitation of VB electrons into core-level vacancies also allows for the mapping
of the tw-pDOS in the VB. This process is similar to PFY, in which a spectrometer is utilized
to select only those X-ray photons that correspond to de-excitations from the VB into the
primary core hole, but instead of simply summing the number of counts across the detector,
the energy spectrum of the photons is preserved.
Emission measurements can be classified as non-resonant XES (NXES, sometimes also
called normal XES), or resonant XES (RXES) depending on the excitation energy of the
incident beam. In NXES (shown in Figure 5.2), the core-level electron is excited high into
the continuum states, while in RXES the incident energy is tuned to match a feature in
the XAS spectrum. If this CB feature primarily consists of states from a single inequivalent
atomic site, more de-excitations will originate from that site and the resulting emission profile
will primarily represent its VB tw-pDOS. The NXES spectrum, on the other hand, will be
an average of all of the VB tw-pDOS for every atom of the target element in the sample,
since all of them will have the same transition probability into the continuum states.
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RXES requires that excitations take place relatively low into the CB, and the boundaries
of the emission spectrometer are set to encompass the whole VB. This means that one will
often detect a reflection of the incident beam in the XES spectrum, which will appear as
a sharp monochromatic peak. This can be useful for calibrating the monochromator to
the XES spectrometer, as I mention in the publications in later chapters. However, it also
makes RXES measurements of epitaxial silicene on Ag(111) virtually impossible. The highly-
polished Ag surface strongly reflects any photons not absorbed by the atom-thick layer of
Si. Even with the exit slit set as thin as feasible, so that the beam is highly monochromatic
and greatly reduced in flux, the tail of the elastic scattering peak still dominates the XES
spectrum. At the SXF beamline at the ALS, the elastic feature was even bright enough to
saturate the fluorescence detector and cause a number of spurious features to appear in the
spectrum. Because of this reflectivity problem, only NXES measurements are performed.
5.5 Considerations for 2D Epitaxial Silicene
The Si 1s, 2s and 2p core levels are all within the soft X-ray regime (binding energies of 1839
eV, 149.7 eV and 99.6 eV, respectively [195]). Two major considerations one has to make
when selecting an appropriate core-level are the natural linewidth of the core hole and the
angular momentum of the states of interest. Immediately, one can rule out the Si 2s core-
level as a candidate, because its natural linewidth is around 1 eV [196], which would lead to
unacceptably poor energy resolution in the resulting spectra. The most interesting states in
silicene are probably the 3p states, given that they would be responsible for the Dirac cone
(should one exist). However, the 3s states would also be a good metric for observing σ-like
bonding with the other Si atoms or the substrate.
Unfortunately, 1s core-level spectroscopy is not feasible for a number of reasons. First,
the penetration depth of the incident beam increases with beam energy. Obviously, this
is undesirable when measuring a sample that is only about 3 A˚ thick. It is possible to
somewhat mitigate this effect by utilizing a grazing incidence geometry, where the normal of
the substrate surface is around 80◦−85◦ away from the incident beam direction. This causes
the path length through the sample, and therefore its effective thickness, to be greater.
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However, the attenuation length of ∼ 1.8 keV photons in Si is about 10 µm [197], which
corresponds to an unfeasibly extreme grazing incidence to reach a similar level of effective
sample thickness. Further, the XES spectrometer is equipped with a slit so that the beam
spot on the sample is clipped down to approximate a point source, as a spatially extended
source would result in poor energy resolution. Highly grazing incidence spreads the footprint
of the beam across the sample, and therefore lowers the beam flux that is in view of the
spectrometer slit.
The attenuation length for ∼ 100 eV photons, which are capable of exciting the Si 2p
core-level electrons, is about 0.5 µm [197], so the number of photons interacting with the
atom-thick Si layer should be more than an order of magnitude larger. Furthermore, there
are six core-level electrons available for excitation (two 2p1/2 and four 2p3/2), which increases
the probability of an absorption event occurring over the two 1s or 2s core levels. Finally,
the two undulator-based beamlines that we use in our experiments, selected in part because
of their having appropriate deposition chambers, are able to produce much more flux around
100 eV than 1800 eV. For these reasons, X-ray spectroscopy experiments are performed at
the Si 2p core-level. While such experiments cannot directly yield information about the
important Si 3p states, comparison of the XES and XAS spectra to the 3s and 3d states from
DFT calculations can be used to verify the theoretical models. In turn, these models contain
predictions about the structure of the 3p states.
5.6 Spectral Broadening and Simulating Soft X-ray Spec-
tra in WIEN2k
Several factors contribute to the broadening of the tw-pDOS features in a soft X-ray spec-
troscopy measurement. Already mentioned was the natural linewidth of the transition, which
is a result of the femtosecond-scale lifetime of core holes and the uncertainty principle of
Heisenberg. The lifetime of a particular core hole depends on the number of states that are
able to decay into it as well as the energetics of those decays. Natural linewidths for most core
holes in materials have been tabulated [198], and the effect can be modelled as a Lorentzian
broadening of the tw-pDOS when simulating soft X-ray spectra. Next, the instrumental res-
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olution of the monochromator should be considered when modelling XAS spectra (or RXES
spectra). There should be a spread in the energy produced by the monochromator because
of the finite size of the exit slit as well as any imperfections in the monochromator grating.
For NXES spectra, the same is true of the emission spectrometer, and the resolution of the
detector also has to be considered. A convolution of these two instrumental broadening pro-
files can be observed directly by reflecting the incident beam into the emission spectrometer
slit, which also allows for the two devices to be calibrated to each other in energy space.
Finally, there are broadening effects associated with the lifetimes of the electron in the CB in
the final state of an absorption event and the hole in the VB in the final state of an emission
event. These lifetimes will be smaller (and therefore the associated broadening larger) for a
hole in the bottom of the VB or an electron high in the CB [199].
Another consideration that must be made in modelling XES and XAS measurements is
core-level splitting. As mentioned previously, the Si 2p level contains six electrons, two in the
2p1/2 orbitals and four in the 2p3/2 orbitals, typically separated by 0.4 eV. Each core-level
will produce its own map of the tw-pDOS in an XES or XAS measurement, shifted from
each other by the core-level separation energy and scaled by the number of core-level orbitals
available. In all four publications presented in this manuscript, broadening and core-level
splitting effects are modelled using Broadsword, custom software written by Dr. Teak Boyko
specifically designed to accept the output of WIEN2k calculations.
Finally, the core hole present in the final state of an XAS measurement can significantly
alter the structure of the CB states that the measurement meant to probe, as it reduces the
screening of the nuclear charge. Typically, the effect of the core hole is to add spectral weight
to the states near the bottom of the CB, but it can also shift the CB minimum downward in
energy. Since an XES measurement does not contain a core hole in the final state, this shift
will only occur in the absorption spectrum and thus the apparent experimental bandgap can
be reduced. In an all-electron, full potential implementation of DFT like WIEN2k, this effect
can be modelled by removing a core electron from one atom and placing it as a background
charge to keep the structure neutral. However, at one core hole per unit cell, this will likely
overestimate the core hole effect and introduce spurious core hole – core hole interactions that
would not be present in an actual XAS measurement. In order to remedy this overestimation,
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core hole calculations are typically performed on a large supercell of the original structure,
but are therefore computationally expensive. In Chapter 6 I determine that core hole effects
are not significant in DFT calculations of epitaxial silicene on Ag(111), but the calculations
of LiGaO2 in Chapter 9 demonstrate both the weighting and shifting effects that the core
hole can have on the CB minimum.
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Chapter 6
The Metallic Nature of Epitaxial Silicene
Monolayers on Ag(111)
Authors: Neil W. Johnson, Patrick Vogt , Andrea Resta , Paola De Padova , Israel
Perez , David Muir , Ernst Z. Kurmaev , Guy Le Lay , and Alexander Moewes
Reference: N.W. Johnson et. al, Advanced Functional Materials 24, 5253 (2014). [136]
This manuscript contains my first published work on silicene, an exploration of the elec-
tronic structure of epitaxial silicene monolayers deposited on Ag(111). The initial experi-
ments leading to this publication were performed at BL8 at the ALS in May of 2012. Prof.
Guy Le Lay, Dr. Patrick Vogt and Dr. Paola De Padova, three members of the research
group that had given the first report of the (3×3)/(4×4) silicene reconstruction on Ag(111)
one month earlier [127], produced the sample for the experiment using the nanoNEXAFS
endstation’s deposition equipment. The best available method for transferring the silicene
between nanoNEXAFS and SXF, where the XAS and XES measurements were to be per-
formed, involved purging both loading chambers and a glove bag with dry N2 gas, using
the glove bag as a transport container. This was found to be inadequate because even the
trace residual gases in the bag and chambers was enough to completely oxidize the samples,
evident by the SiO2-like features in the XAS and XES after transfer. These initial results
were therefore not published.
In a later experiment performed at the CLS in June of 2013, Prof. Guy Le Lay, Dr. Patrick
Vogt, Dr. Andrea Resta, Dr. Israel Perez, Dr. David Muir and I worked on narrowing down
the optimal parameters for the growth of a monolayer using the deposition chamber located
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at our group’s own REIXS beamline. During this time, we produced and performed the first
XAS and XES measurements of unoxidized silicene, though the beam time available was
not sufficient enough to result in publishable spectra. Over the coming months I worked
to refine the deposition parameters, and in December of 2013 I performed the deposition,
LEED characterization and soft X-ray experiments that appear in Figure 6.3. Dr. Patrick
Vogt provided the STM images that appear in Figure 6.5.
Beginning in May of 2012, I also began performing DFT calculations on the (3× 3)/(4×
4) and (
√
7 × √7)R19.1◦/(√13 × √13)R13.9◦ silicene/Ag(111) systems, as these were the
structures we expected to grow in our experiments. The results of the DFT structural
relaxations are presented in Figure 6.1, the calculated DOS in Figure 6.2 and the simulated
XES and XAS spectra in Figure 6.3. I was the sole author of this manuscript aside from the
caption of Figure 6.5 which was written by Dr. Patrick Vogt.
I am licensed to reproduce this manuscript within the pages of this thesis. See Appendix
C for more information. The figure numbers, section headings and general formatting have
been altered to ensure the consistency of this thesis. No other substantial alterations have
been made to the manuscript.
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6.1 Abstract
Silicene is a two-dimensional structure composed of a buckled hexagonal honeycomb lattice of
silicon atoms. Freestanding silicene is yet to be synthesized, but epitaxial silicene monolayers
have been directly observed or predicted to exist on a number of supporting substrates. Herein
the atomic and electronic structures of five distinct epitaxial silicene morphologies on Ag(111)
are examined through the complementary techniques of density functional theory and soft
X-ray spectroscopy at the Si L2,3 edge. Hybridization with the Ag(111) substrate is shown
to cause these silicene monolayers to become strongly metallic, and the specific electronic
interactions that are responsible for this metallic nature are determined. The results imply
that epitaxial silicene on Ag(111) does not possess the Dirac cone electronic structure that
is characteristic of freestanding silicene and graphene sheets.
6.2 Introduction
Early theoretical investigations into a silicon-based analogue to graphene, including tight-
binding models [200] and density functional theory (DFT) calculations [99], supported the
idea that freestanding silicene monolayers possess the same zero-bandgap Dirac cone elec-
tronic structure that is responsible for graphene’s intriguing electronic and magnetic char-
acteristics [5]. However, freestanding silicene has not yet been isolated in the laboratory
largely due to the lack of a naturally occurring silicon-based analogue to graphite. Silicene
is an attractive alternative to graphene as semiconductor device manufacturers are already
well-equipped to deal with silicon-based components, whereas the transition to carbon-based
electronics could present significant challenges in device manufacturing and design. Further,
the buckling inherent in silicene could allow for the tuning of its bandgap and polarized
spin-states in the presence of an external electric field [104, 106], making it a good can-
didate material for spintronic applications. Freestanding silicene is also predicted to be a
two-dimensional topological insulator due to quantum spin Hall effects. [108] An excellent
review of this novel material has recently been published [201].
While it is possible to chemically exfoliate thin sheets of Si, and possibly even Si monolay-
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ers, from CaSi2 [101], most reports of silicene monolayers have involved physical deposition
of Si on a supporting substrate. Typically the substrate used is Ag(111) [109, 127, 202] (the
focus of this investigation), but stable monolayers have also been reported on Ir(111) [203]
and ZrB2(0001) [204], and simulations have suggested it may also be possible to deposit a
silicene monolayer on h-BN [205,206]. However, the atomic and electronic structures of these
epitaxial silicene sheets can deviate significantly from those of freestanding silicene due to
electronic interaction with the substrate, in contrast to graphene which has been shown to be
minimally perturbed by an underlying Ag(111) substrate [207]. Understanding the nature of
this interaction and knowing its effects on the electronic properties of the epitaxial silicene
monolayer will be an important step toward the realization of the potential applications for
this novel material.
Scanning tunneling microscopy (STM) and DFT investigations of epitaxial silicene on
Ag(111) suggest that it is capable of taking on a number of stable forms, depending on the
deposition rate and substrate temperature during growth [109,137,138,208]. The first report
of epitaxial silicene depicted a monolayer (3 × 3) Si reconstruction on a (4 × 4) Ag(111)
supercell [127]. Angle-resolved photoemission spectroscopy (ARPES) measurements were
initially thought to indicate the presence of a Dirac cone with a bandgap opening [127],
but a subsequent DFT bandstructure calculation suggested that the observed linear band
was the product of Si hybridization with Ag states [132], not an arm of silicene’s Dirac cone.
Presently, it remains controversial whether silicene on Ag(111) is inherently metallic [131–133]
or a semiconductor with a small gap [134,135], though the majority of publications seem to
support the former conclusion.
A number of other stable silicene morphologies on Ag(111) have since been observed or
predicted, including silicene reconstructions on (2
√
3 × 2√3)R30◦ [137], (√7 × √7)R19.1◦
[137], and (
√
13 × √13)R13.9◦ [109, 137, 139, 150, 209, 210] Ag(111). In this study, we use
the complementary techniques of DFT calculations and synchrotron-based soft X-ray spec-
troscopy to explore the electronic structures of monolayer silicene reconstructions on (4× 4)
and (
√
13 × √13)R13.9◦ Ag(111), the two most commonly observed reconstructions in the
literature. We report that ab initio DFT calculations predict a metallic electronic structure
for both of these epitaxial monolayers; a prediction which we support by experimentally prob-
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ing the valence and conduction bands with soft X-ray absorption and non-resonant emission
spectroscopy (XAS and XES).
6.3 Density Functional Theory Calculations
DFT refinements of the atomic structures and calculation of the electronic structures of
epitaxial silicene sheets were performed with the WIEN2k software package, [177] which is
based on the full-potential linearized augmented plane wave + local orbitals method. The
epitaxial silicene was modelled as sheets of Si covering both faces of a five unit cell thick slab
of Ag(111) in the Pm (No. 6) space group. This space group is symmetric about the plane z
= 0.5 where z is in the direction perpendicular to the Ag(111) surface. 15 A˚ of vacuum in the
z direction separated each silicene sheet in order to isolate adjacent slabs from each other.
All calculations were performed on a (10×10×1) k-point mesh with a -6.0 Ry plane-wave
cutoff energy and an RKMAX of 5.0. Calculations were considered to have converged when
energy and charge steps in self-consistent field iterations dropped below 10−4 Ry and 10−3 e,
respectively. The internal positions of atoms were optimized such that the net force on each
atom fell below 1 mRy/a.u. Both structural relaxations and electronic structure calculations
used the generalized gradient approximation of Perdew, Burke and Ernzerhof [171] (PBE-
GGA). Calculations using the modified Becke-Johnson exchange-correlation functional were
also performed, as these usually provide better estimates of the bandgap, [173] but the results
were found to be virtually identical to the PBE-GGA calculations in terms of the DOS in
the vicinity of the Fermi level.
We first perform DFT optimizations and electronic structure calculations on freestanding
silicene as a test of the validity of our theoretical approach. An optimization of the buckling
distance and SiSi bond length is found to reproduce the structural parameters of low-buckled
(LB) silicene reported in Reference [99]. This relaxed structure is shown in Figure 6.1(a).
Our internal force minimization of the epitaxial silicene sheets uses the published struc-
tures of (3 × 3) silicene on a coincident (4 × 4) Ag(111) supercell [109], three unique con-
figurations of (
√
7×√7)R19.1◦ silicene on a coincident (√13×√13)R13.9◦ Ag(111) super-
cell [137,138,209,211] (hereafter (
√
7×√7)/(√13×√13)), and (3×3) silicene on a coincident
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Figure 6.1: (a) The structure of low-buckled freestanding silicene. Note the sublattice
inversion symmetry of the upper and lower layers. The relaxed structures of (b) (3 ×
3)/(4 × 4) and (c)-(e) (√7 × √7)/(√13 × √13) epitaxial silicene. (3 × 3)/(4 × 4)
silicene has 18 Si atoms per nit cell for a coverage ratio of 1.125 Si:Ag, while the
(
√
7×√7)/(√13×√13) silicene structures contain 14 Si sites per unit cell for a coverage
ratio of 1.077 Si:Ag. Visualization provided by the VESTA software package [8].
(
√
13×√13)R13.9◦ Ag(111) supercell [130] (hereafter (3×3)/(√13×√13)) as initial config-
urations. We find most of these structures to be nearly optimal already, with the exception
of (3 × 3)/(√13 × √13) which we observe to deviate significantly from the simple buckled
structure reported in Reference [130], resulting in a relaxed structure that can no longer be
said to contain a hexagonal honeycomb of Si atoms on the surface. By explicitly imposing
hexagonal symmetry, the Si surface structure is found to relax to a distorted, highly buckled
honeycomb closely resembling the simulated STM image in Reference [130], but this config-
uration is unstable when the symmetry constraints are subsequently removed. As such, we
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do not consider this particular configuration any further in this study, and suggest that it is
not likely to be physically realized. The optimized structures of (3×3)/(4×4) and the three
forms of (
√
7×√7)/(√13×√13) silicene are described in Figure 6.1(b)-(e).
With the freestanding and epitaxial silicene structures optimized, the ground-state density
of states (DOS) for each can be explored in detail. Figure 6.2 shows the calculated partial
and total Si DOS for freestanding silicene, which are in good agreement with previous DFT
and tight-binding model calculations. [99] The lowest-lying states in the valence band are
predominantly Si s states, which give way to Si sp hybrid states in the range of -8 eV to -3
eV (Si–Si σ bonding). The top of the valence band and bottom of the conduction band are
composed primarily of pz states, akin to the pi bonding states observed in graphene. The DOS
exhibits a similar zero-bandgap electronic structure, the result of occupied and unoccupied
Si pz bands that have a linear dispersion relation in the vicinity of the Fermi energy. It
is worth mentioning that this is only true for calculations that use a single k-point in the
direction perpendicular to the silicene plane, as including more k-points in this direction
forces interaction between adjacent sheets and moves the band crossing away from the Fermi
level.
We perform similar electronic structure calculations on the epitaxial silicene sheets, both
with and without the underlying Ag(111) slab (Figure 6.1(b)-(e)). As the electronic structures
of the three types of (
√
7×√7)/(√13×√13) silicene are found to be virtually indistinguish-
able, only the results of calculations derived from the silicene structure in Figure 6.1(c) will
be displayed and discussed.
The bandstructure of silicene in the (3 × 3)/(4 × 4) configuration in the absence of a
supporting Ag(111) slab has already been reported in the literature. [130] We confirm these
theoretical results, observing that the DOS is largely unchanged from that of LB silicene,
save for the opening of a 0.3 eV bandgap owing to the sublattice symmetry-breaking causing
the degeneration of the Dirac cone (Figure 6.2(b)). When extending the same treatment
to (
√
7 ×√7)/(√13×√13)-type silicene structures, we also report the opening of a 0.2 eV
bandgap in these materials in the absence of a supporting substrate (Figure 6.2(d)). In the
(3 × 3)/(4 × 4) case, we see the Si pz states leaking further down into the valence band,
suggesting a more sp3-like hybridization scheme than in the freestanding silicene. This is not
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Figure 6.2: a) The calculated DOS of freestanding silicene, exhibiting a zero-bandgap
electronic structure. b,d) The calculated DOS of (3×3)/(4×4) and (√7×√7)/(√13×√
13) silicene (respectively) in the absence of a supporting Ag(111) substrate. In this
case, symmetry-breaking causes the degeneration of the Dirac cone, opening up a small
band gap. c,e) The calculated DOS of (3×3)/(4×4) and (√7×√7)/(√13×√13) silicene
(respectively) including the Ag(111) substrate. In these structures, hybridization with
the Ag d states and the presence of the Ag sp band cause the Si pz states to span the
Fermi level, resulting in metallic silicene.
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apparent in the (
√
7 × √7)/(√13 × √13) case, which is expected as the coverage factor is
lower for these sheets, resulting in a more planar configuration.
However, when the Ag slab is included in the DFT calculations, the results are markedly
different. For (3×3)/(4×4) silicene (Figure 6.2(c)) as well as each of the (√7×√7)/(√13×
√
13) silicene structures (Figure 6.2(e)), the resulting DOS is strongly metallic, with a con-
tinuation of Si pz states across the Fermi level. These pz states are almost uniformly spread
across the DOS from the bottom of the Ag d states upwards, exhibiting strong hybridization
with the Si s and Ag d states at about 5 eV below the Fermi level. This indicates that the
pz states are playing a large role in σ bonding, which is indicative of the sp
3 hybridization
scheme. As a result, the pi-like bonds in these epitaxial silicene monolayers deteriorate and
their constituent pz states bend downward across the Fermi level. Our interpretation is that
the strong hybridization between Si p and Ag d states significantly perturbs the electronic
structure of the silicene sheet, and the availability of the Ag sp states for hybridization allows
for the Si p states to populate what would normally be the gap region of the isolated silicene
sheet. This rehybridization scenario can be contrasted against the rigid band model that
describes alkali-metal-doped Si clathrates [212], in which the introduction of a metallic donor
species simply shifts the Fermi energy without significantly affecting the bandstructure of
the material.
The WIEN2k utility XSPEC is used to estimate ground-state Si L2,3 emission spectra
from the occupied DOS and absorption spectra from the unoccupied DOS (Figure 6.3(a)),
for comparison to their corresponding soft X-ray measurements. Because the final state of an
X-ray absorption process contains a core-hole (a Si 2p core-hole in our case), we do not expect
the ground state absorption spectra to agree completely with our XAS measurements as the
core-hole tends to enhance features at the bottom of the conduction band and occasionally
shifts the bottom of the conduction band downward in energy, reducing the apparent band
gap of the material. To account for this effect we also perform DFT calculations with a Si 2p
core-hole present in each of the unique Si sites within each of the epitaxial silicene structures,
which are averaged together for each material to produce the core-hole absorption spectra
represented by dashed lines in Figure 6.3.
As Si L2,3 absorption and emission spectra are related to transitions to and from the Si 2p
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core level, we expect them to predominantly resemble the s and d character in the conduction
and valence bands due to the dipole selection rule for electronic transitions. Indeed, the two
most prominent features in the calculated emission spectrum of freestanding silicene are due
to the low-lying s states at 7 eV and 10 eV below the Fermi energy, including the ones in the
σ bonding region near the middle of the valence band (Figure 6.3(a)). The intensity drops
off near the high end of the valence band, as this energy region is dominated by Si p states.
The calculated ground-state Si 2p XAS spectrum has a gradual onset, with the lowest energy
peak a couple of eV above the Fermi level owing to the Si s and d states concentrated near the
bottom of the conduction band. Features further up the absorption spectrum are the result
of the sharp peaks in the conduction band DOS, largely composed of Si d character. When
one full Si 2p core-hole is included in a (5 × 5 × 1) supercell (to prevent the overestimation
of core-hole effects due to core-hole/core-hole interaction), the onset becomes sharper due
to the enhancement of states at the bottom of the conduction band, but does not seem to
shift downward in energy appreciably. The small overlap of the calculated XAS and XES in
the vicinity of the Fermi level is due to the 0.6 eV spin-orbit splitting of the L2,3 core levels
and the intentional broadening applied to the transition-weighted partial density of states
(pDOS) to simulate the instrumental broadening that occurs in the actual measurements.
Similar calculations of the Si L2,3 XES and Si 2p XAS spectra for epitaxial silicene are also
shown in Figure 6.3(a). In these spectra, the two major features in the freestanding silicene
XES are shifted down in energy in the spectra of the epitaxial sheets, and the valence band
width appears to be somewhat larger. The shoulder at the top of the valence band is less
pronounced, owing to the broadening of the Si s states in this region. The calculated XAS
spectra contain far fewer features, as the Si d states are relatively smooth in the conduction
band, in contrast to those of freestanding silicene. The absorption edge onset also appears
to occur at a lower energy, owing to the increased intensity of Si s states at the bottom of
the conduction band, as well as the weak continuation of s and d states across the Fermi
level. Again, including a core-hole has the effect of enhancing low-lying conduction states
without appreciably shifting the nominal absorption onset. Unlike with freestanding silicene,
the epitaxial silicene core-hole calculations were not performed on a supercell, as we consider
the size of the epitaxial unit cell to be large enough to ensure adequate core-hole separation.
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Figure 6.3: a) Theoretical XES and XAS spectra obtained from the calculated Si
pDOS for epitaxial and freestanding silicene. The Fermi energy is marked by a dashed
vertical line. Calculated XAS spectra including a Si 2p core-hole are indicated by a
dashed line. b) XES and XAS measurements of epitaxial silicene and Si references (a
sputtered crystalline Si wafer in fuchsia and an amorphous SiO2 crystal (XES) and
native SiO2 oxide on a Si wafer (XAS) in black. Dotted lines indicate peaks in the XES
spectrum and the calculated or measured features they are attributed to. The overlaps
of the measured and calculated XES and XAS spectra, which are used as a metric for
the degree to which the substances are metallic, are shown in the rightmost panels,
magnified 2× vertically and on an enlarged horizontal range.
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Figure 6.4: 59 eV LEED patterns for our epitaxial silicene monolayer (left, 1 h depo-
sition) and a thin multilayer (right, 2 h deposition) grown on Ag(111). Orange circles
indicate the underlying Ag(111) points, and blue circles indicate points resulting from
the reconstruction on the first layer that is typically attributed to the growth of a sec-
ond layer. The faintness of these points in the LEED pattern of our sample indicates
that we deposited very close to a single monolayer. Points originating from (4× 4) and
(
√
13×√13)R13.9◦ reconstructions dominate the silicene LEED pattern.
Owing to the encroachment of s and d states toward the Fermi level, the band overlaps
observed in the calculated epitaxial silicene spectra are visibly larger than that of freestanding
silicene. Observing a similar degree of band overlap in soft X-ray spectroscopy measurements
of epitaxial silicene would then suggest an experimental confirmation of its predicted metallic
nature.
6.4 Sample Synthesis
Our experiments use a single crystal Ag(111) disk, 8 mm in diameter, as a substrate for
silicene growth. The disk is treated with two consecutive cleaning cycles, each consisting
of sputtering with 1 kV Ar+ ions at 10−6 Torr for 1 hour and annealing at 500 ◦C for 20
minutes, in order to remove surface contaminants and ensure a uniform substrate. Si atoms
are deposited onto the Ag(111) surface through the resistive heating evaporation of a Si wafer
under ultra-high vacuum (< 5 × 10−9 Torr) at a distance of 15 cm from the Ag disk. With
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Figure 6.5: a) High-resolution STM topograph (6× 6 nm, Ubias = −1.12 V, I = 0.65
nA) of the (4 × 4) silicene monolayer. Clearly visible is the “flower-like” pattern that
results from the upward displacement of 6 of the 18 Si atoms in the honeycomb structure.
b) STM topograph (21.6× 21.6 nm, Ubias = −1.20 V, I = 1.08 nA) of “(
√
13×√13)”
silicene. This “(
√
13 ×√13)” structure has a clear Moire´-like surface pattern, related
to locally well-ordered areas that appear bright in the filled-states STM image which
are surrounded by less-ordered (dark) areas. This means that the long-range order and
thus the translational symmetry are disturbed. However, since this structure has a
(
√
13 × √13)-like LEED pattern, it is referred to as “(R13×R13)”. STM topographs
were obtained under UHV conditions (< 2× 10−10 Torr).
our source and sample geometry, a deposition time of 1 hour is determined to be sufficient for
producing a silicene monolayer, supported by the absence of strong (
√
3 × √3) points with
reference to the underlying silicene monolayer on the low energy electron diffraction (LEED)
pattern (Figure 6.4) that indicate the presence of a second layer, and remain through the
deposition of a multilayer. [139,148,214,215] A constant substrate temperature of about 270
◦C is found to produce a monolayer containing silicene reconstructions on both (4× 4) and
(
√
13 ×√13)R13.9◦ Ag(111). STM topographs of a sample grown under similar conditions
show the large domains composed of these distinct morphologies (Figure 6.5). After synthesis,
the sample is exposed to a high-vacuum environment (< 2×10−7 Torr) for approximately 15
minutes during transport to the soft X-ray spectroscopy chamber, resulting in a net exposure
of about 90 langmuir prior to measurement.
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6.5 Soft X-Ray Spectroscopy
We report non-resonant soft X-ray emission spectroscopy (XES) and soft X-ray absorption
spectroscopy (XAS) measurements performed on epitaxial silicene monolayers on Ag(111).
XES at the Si L2,3-edge is used to map the occupied Si s and d pDOS in the valence band,
while Si 2p XAS in the surface-sensitive total electron yield (TEY) mode is used to probe the
unoccupied Si s and d pDOS in the conduction band. Si K-edge XES and XAS measurements
were attempted in order to probe the occupied and unoccupied Si p states in the valence and
conduction bands, but the resolution and statistical power of these measurements were found
to be inadequate for bandgap determination. In order to obtain an adequate energy resolution
at the Si K-edge, the resolving power of the beamline must be 18× higher than it would be
for the same resolution at the L2,3-edge. While this is achievable, it inevitably reduces the
statistical power of the measurements. Another issue arises from the increased penetration
depth of the Si K-edge photons, which results in a greater contribution from the bulk of the
Ag substrate that drowns out the signal from the epitaxial Si monolayer.
The Si L2,3-edge soft X-ray spectroscopy measurements were performed at the XES end-
station of the REIXS beamline (10-ID2) at the Canadian Light Source at the University of
Saskatchewan. The monochromator resolving power (E/∆E) was 1× 104 at the Si L2,3-edge
energy. The emission spectrometer, which uses diffraction gratings in a Rowland circle geom-
etry as dispersive elements and is fitted with a microchannel plate detector, had a resolving
power of (E/∆E) = 103 in the same energy region. Oxygen K-edge X-ray absorption spectra
were obtained prior to Si L2,3-edge measurements to ensure that the sample had not oxidized
significantly during the in vacuo transfer from the preparation chamber to the measurement
chamber. The elliptically polarizing undulator was tuned to produce horizontally polarized
photons. All reported measurements were performed with an incidence angle of 70◦ from the
normal, and the XES spectrometer collected photons at 90◦ from the incident beam.
XAS data were calibrated such that the SiO hybridization feature labelled C in Figure
6.3 in the TEY absorption spectrum of the native surface oxide on a Si wafer occurred at
108.1 eV. A series of elastic scattering measurements was used to scale and shift the energy
axis of the spectrometer to agree with that of the monochromator, guaranteeing a consistent
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energy calibration between the XES and XAS.
The measured XES and XAS spectra of our epitaxial sample (composed of (3×3)/(4×4)
and (
√
7 × √7)/(√13 × √13) silicene) are shown in Figure 6.3(b), alongside those of Si
reference materials. As predicted by our DFT calculations, the valence band width is found
to be roughly 10 eV in the XES spectrum, and the most prominent feature occurs at the
bottom of the valence band, at around 90 eV. There also appears to be a faint feature around
92.5 eV which occurs at the right energy to be a result of the Si σ bonding states. In general,
though, the XES spectrum is fairly featureless, which is not unexpected as it is likely the
summation of the contributions of two (or more) species of epitaxial silicene.
The weak feature at 95 eV was observed to fluctuate in intensity across the substrate, and
slowly increase in intensity with exposure to the incident beam. While it is at approximately
the right energy to correspond to SiAg d hybridization, it also coincides with the main
emission feature in the spectrum of SiO2, which leads us to attribute it to a very mild
localized oxidization of the silicene sheet that is exacerbated by beam exposure. The high-
energy shoulder near the Fermi level appears to be more pronounced in this measurement
than it is predicted to be in any of the epitaxial silicene calculations, suggesting a higher
concentration of Si s and d states at the top of the valence band. This could indicate a
stronger hybridization between Si s and p states (i.e. more sp3-like) than is predicted in the
calculation.
As expected, the XAS is largely featureless and has a smooth onset. We find that it
overlaps significantly with the high-energy side of the XES spectrum (shown in the right
inset of Figure 6.3), much more so than what would be expected in a zero-bandgap material
like freestanding silicene. It is for this reason, as well as the good general agreement between
our calculated and measured soft X-ray spectra, that we suggest that our XES and XAS
measurements confirm the DFT-predicted metallic nature of epitaxial silicene on Ag(111).
6.6 Conclusion
In this manuscript, we use full-potential DFT calculations to relax the predicted atomic
structures of silicene reconstructions on (4 × 4) and (√13 × √13)R13.9◦ Ag(111). We find
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that one of the predicted silicene structures, (3 × 3)/(√13 × √13), is unstable when no
symmetry restrictions on the structure are imposed. We therefore rule out the only proposed
silicene superstructure on (
√
13×√13)R13.9◦ Ag(111) that was not of the (√7×√7)R19.1◦
variety.
We show that full-potential DFT calculations predict that all of the epitaxial silicene
monolayers we consider to be metallic in nature. While the substrate-induced sublattice
symmetry breaking would normally open up a small bandgap in these structures, strong sp3-
like hybridization between Si atoms saw the Ag substrate’s d states as well as the presence of
the Ag sp band cause the Si pz states to span the Fermi level, resulting in metallic epitaxial
silicene. The results of these DOS calculations are verified by the excellent agreement between
predicted and measured XES and XAS spectra, especially in the overlap region composed of
the valence band maximum and conduction band minimum.
Recently, the validity of using LDA and GGA-based calculations for the electronic struc-
tures of epitaxial silicene on Ag(111) has been called into question as these techniques ignore
the van der Waals (vdW) interaction, which may be quite significant in monolayers supported
by metallic substrates. Some authors suggest that the inclusion of vdW forces will have little
or no effect on the outcome of electronic structure calculations [130], while others think it
may mean the difference between observing semiconducting and metallic silicene. [134] The
excellent correspondence between our calculations and measurements imply that the effect
of the vdW interaction is negligible, or at least is not enough to alter the metallic nature of
the epitaxial silicene.
This study adds to the growing evidence supporting the conclusion that silicene on
Ag(111) is unavoidably metallic due to the strong interaction between Si and Ag, and is
therefore not a suitable candidate for exploiting the properties of a 2D material. We suggest
that future investigations of monolayer silicene focus on the search for non-metallic sub-
strates which interact more weakly with the epitaxial sheet and allow it to preserve its ideal
LB structure. Recent evidence also suggests that silicene multilayers grown on Ag(111) may
be a fruitful avenue in the pursuit of two-dimensional silicene. [148,214,215]
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Chapter 7
Oxidized Monolayers of Epitaxial Silicene
on Ag(111)
Authors: Neil W. Johnson, David Muir and Alexander Moewes
Reference: N.W. Johnson, D.I. Muir and A. Moewes, Scientific Reports 6, 22510
(2016). [142]
This manuscript extends my work on the monolayer silicene/Ag(111) system, focusing on
the oxidation of epitaxial silicene as a means of bandgap-tuning. It was motivated in part
by the observation of SiO2-like XES features forming during the measurement of unoxidized
monolayers [136], which seemed to suggest that synchrotron beam exposure under UHV
conditions could be employed to measure the changes in the silicene’s electronic structure
during the process of controlled oxidation. It was also meant to address the claims of Du et
al. [140] and Xu et al. [141], who had suggested that an oxidized 2D silicene sheet with a
local bandgap opening was suggested by both DFT calculations and SXS measurements.
The experimental aspects of this study took place at the XES endstation of REIXS at
the CLS in September 2014 through to August 2015. With the assistance of Dr. David
Muir, I performed the depositions, structural characterizations and soft X-ray spectroscopy
experiments reported. I alone performed the DFT calculations, analyzed and interpreted the
results, and authored the manuscript.
I am licensed to reproduce this manuscript within the pages of this thesis. See Appendix
C for more information. The figure numbers, section headings and general formatting have
been altered to ensure the consistency of this thesis. No other substantial alterations have
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been made to the manuscript.
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7.1 Abstract
The properties of epitaxial silicene monolayers on Ag(111) at various levels of oxidation are
determined through complementary density functional theory calculations and soft X-ray
spectroscopy experiments. Our calculations indicate that moderate levels of oxidation do
not cause a significant bandgap opening in the ESML, suggesting that oxygen functionaliza-
tion is not a viable mechanism for bandgap tuning while the silicene monolayer remains on
its metallic substrate. In addition, moderate oxidation is calculated to strongly distort the
hexagonal Si lattice, causing it to cluster in regions of highest oxygen adatom concentration
but retain its 2D sheet structure. However, our experiments reveal that beam-induced ox-
idation is consistent with the formation of islands of bulk-like SiO2. Complete exposure of
the monolayer to ambient conditions results in a fully oxidized sample that closely resembles
bulk SiO2, of which a significant portion is completely detached from the substrate.
7.2 Introduction
Freestanding silicene monolayers (FSMLs) are expected to exhibit many of the same elec-
tronic characteristics of their carbon-based counterpart, graphene [99,201,216]. This includes
hosting charge-carrying quasiparticles that behave as massless Dirac fermions, with the Fermi
velocity in FSMLs calculated to be approximately half that of graphene [108]. The buckled
structure of FSMLs combined with the large spin-orbit coupling in Si may lead to properties
that currently cannot be achieved by single-layer graphene, such as bandgap [104, 106] and
spin-polarization [106] control through the application of a gating voltage. These charac-
teristics have led to considerable interest in silicene-based electronic and spintronic devices.
However, truly freestanding silicene is yet to be observed. The propensity for Si to assume
the sp3 hybridization scheme prevents it from forming a stable graphite-like layered struc-
ture, so silicene cannot be derived directly by exfoliation and must instead be constructed
in a bottom-up manner via deposition on a supporting substrate. These epitaxial silicene
monolayers (ESMLs) were initially observed on the Ag(111) face [127], and have since been
reported on Ir(111) [203] and ZrB2(0001) [204]. Further, it has been predicted that stable
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ESMLs could exist on SiC(0001) [117], h-BN [117, 205] and Pb(111) [217]. In the case of
ESMLs on Ag(111), the most thoroughly studied of the ESML systems, an unexpectedly
strong interaction with the underlying substrate has been shown to induce semi-metallic
character in the silicene [132, 133, 136, 218]. In the absence of a substrate, these ESMLs are
expected to once again become semiconducting [130,136], but the Ag(111) crystals that play
host to the silicene are often too large and expensive to make substrate etching a technically
feasible or economical option.
Recently, the first functioning transistor based on an ESML was reported [219]. An ultra-
thin Ag(111) film deposited on a mica substrate acted as a growth template for the silicene.
The ESML was then capped with Al2O3 and transferred to a silicon wafer along with the
Ag(111), which had been mechanically separated from the mica. Due to the thinness of the
Ag(111) film, etching it away was a viable method for exposing the bare ESML. It exhibited
a brief period of transistor behaviour before becoming completely oxidized and losing func-
tionality. The creation of such a device marks a significant step forward in silicene-based
technology, but its short lifetime (on the order of a few minutes) in ambient conditions indi-
cates that understanding and preventing the oxidation of ESMLs will be of great importance
to further advances in this field. Controlled oxidation has been suggested as a possible man-
ner in which a the bandgap of FSMLs could be modulated [220], but it is currently not clear
how this affects the properties of ESMLs [140,141].
In this study, we consider the effect of oxidation on the prototypical (3×3)/(4×4) ESML
on Ag(111). Using all-electron, full-potential density functional theory (DFT) refinements
of the atomic structure, we show that these ESMLs are capable of dissociating O2 molecules
and that the O atoms prefer Si–Si bridging sites. Our calculations predict that the hexagonal
structure of the ESML becomes highly distorted in the process of oxidation, but also indicate
that the sheet will maintain a significant interaction with the underlying substrate and retain
its semi-metallic nature. Through soft X-ray emission and absorption spectroscopy (XES and
XAS, respectively) at the Si L2,3 edge, we show that controlled, beam-facilitated oxidation
is achievable. However, this does not result in a homogeneously oxidized ESML like that
predicted by DFT, instead resembling islands of bulk-like SiO2 within an otherwise unaffected
ESML.
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7.3 DFT Structural Relaxations and Electronic Struc-
ture Calculations
Specific details regarding the DFT calculation parameters are mentioned in the Methods
section below. Previously [136], we noted a strong similarity between the electronic struc-
tures of the prototypical (3 × 3)/(4 × 4) silicene/Ag(111) configuration and the (√7 ×
√
7)R19.1◦/(
√
13 × √13)R13.9◦ silicene/Ag(111) configurations that are usually observed
simultaneously in ESML samples. For this reason, we only consider the (3×3)/(4×4) super-
structure in this oxidation study, since the results can likely be generalized to the other stable
ESML structures. This structure is composed of 18 Si atoms per (4× 4) Ag(111) supercell,
with 12 of the Si sites located on the base layer and 6 Si sites protruding from it, as shown
in Figure 7.4 (a) and (b). Each of the three structures considered in this study are initialized
with nine O sites randomly scattered in a plane 1.5 A˚ above the topmost sheet of Si atoms,
representing a coverage of 0.5 monolayers. Where the randomly generated O coordinates
overlap, the first set of overlapping O atoms are separated to the O2 bond distance (1.21
A˚) and subsequent overlaps are resolved by selecting new random coordinates for one of the
atoms. Two of the three structures generated in this manner contain one O2 molecule, while
one contains only atomic O sites. The initial configurations of an O2 molecule-containing
structure and the purely atomic O structure are shown in Figure 7.4 (a) and (b), respectively.
Through force relaxation, the O2 molecule-containing ESML eventually evolves to the
structure shown in Figure 7.4 (c). It is not found to become fully relaxed after a few hundred
iterations, as two of the O atoms (highlighted with black circles in Figure 7.4 (c)) still
experience forces larger than the convergence criterion. These atoms appear to have found
a metastable force minimum directly above a protruding Si site, which they oscillate in as
the surrounding lattice continues to readjust. We do not expect such O configurations to
be physical as these calculated structural relaxations neglect the effects of thermal energy,
which would likely allow the O atoms greater mobility over the Si lattice. However, as the
molecular O2 (light red in Figure 7.4 (a) and (c)) is observed to fully dissociate and settle
into the silicene lattice, we can conclude that ESMLs are capable of dissociating atmospheric
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Figure 7.1: Partial and total Si DOS of the fully relaxed ESML initialized with atomic
O are shown in solid lines, separated by the number of O bridge sites attached to the
Si atom (see inset model). The p character of the O atoms in this model is shown in
dotted lines in order to illustrate the Si p – O p hybridization peak that occurs at -6.7
eV.
O2, even at zero temperature. This has previously been shown for FSMLs [221], but to
our knowledge this is the first theoretical observation of O2 dissociation on ESMLs in the
literature. Going forward, we will not consider the electronic structure of this particular
oxidized ESML as it is not fully relaxed.
The ESML initiated with a plane of atomic O is found to completely relax below the
convergence criterion, resulting in the structure shown in Figure 7.4 (d). Each of the O
atoms penetrates the silicene lattice and forms a bridge between adjacent Si atoms, in a
Si–O–Si bond somewhat like those found in silica. However, the Si–O bond lengths (ranging
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from 1.65 A˚ to 1.74 A˚) are slightly longer and the Si–O–Si bond angles (ranging from 97.0◦
to 122.5◦) are much sharper than the distribution of values typically found in silica [222]. Si
atoms are observed to bond with anywhere from zero to three O atoms, forming sites that
will henceforth be referred to as unoxidized, single-bridge, double-bridge and triple-bridge
sites. Unoxidized and single-bridge Si atoms typically lie closer to the Ag substrate than the
double-bridge and triple-bridge sites.
We find that the presence of 9 O atoms per unit cell strongly distorts the hexagonal silicene
lattice, with Si–Si bond lengths ranging from 2.30 A˚ to 2.98 A˚ compared to the bond lengths
of 2.28 A˚ to 2.31 A˚ in unoxidized (3 × 3)/(4 × 4) ESMLs. The distortion manifests as a
bunching of the Si atoms in the regions of highest O atom concentration and a corresponding
stretching of the lattice in regions with fewer O atoms. In our simulations, oxidation does not
promote any of the initially base layer silicene atoms to protruding silicene atoms, but some
of the initially protruding atoms are pulled down to the base layer through local stretching.
Further, the overall thickness of the ESML (calculated as the vertical distance between the
lowest and highest Si atoms) increases from 0.75 A˚ for the unoxidized ESML to 2.20 A˚ for
the oxidized ESML, in which the triple-bridge site has the highest vertical position.
A previous study performed by Du et al. [140] examined epitaxial silicene through DFT
and scanning tunnelling microscopy (STM) in the weakly oxidized regime, at O concentra-
tions of one or fewer atoms per unit cell. The authors found through DFT calculations that
single O atoms tend to bridge protruding and base layer Si sites, pulling the protruding
atom down to the base layer. In contrast, we find that oxidation of the protruding sites
tends to increase their height above the Ag substrate, while the unoxidized protruding sites
migrate into the base layer. We see instances of O atoms residing in protruding–protruding,
protruding–base and base–base bridge sites at this level of oxidation.
Our calculations closely resemble the pseudopotential calculations of Xu et al. [141], who
performed a similar structural optimization except that their initial O configuration appears
not to have been randomized, instead being deliberately initialized either directly over Si
sites or in Si-Si bridging positions. The authors suggest that the distortion observed in the
ESML lattice is evidence for decoupling from the underlying Ag(111) substrate. However,
their calculations as well as ours show that the structure of the underlying Ag(111) substrate
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is strongly perturbed by the reorganization of the ESML resulting from oxidation, suggesting
that ESML/substrate interactions are still significant even in the presence of 9 O atoms per
unit cell.
The partial Si densities of states (pDOS) for the converged calculation are shown in Figure
7.1 (a)-(d), separated by the number of O atoms bonded to each Si site. Unoxidized Si atoms
bear a strong electronic similarity to the net pDOS of unoxidized ESMLs that we presented
in a previous publication [136], especially in terms of the Si p states. For example, there is
a strong presence of Si s and p states spanning the Fermi level, indicative of hybridization
with the Ag sp band in that region. In addition, there appears to be significant hybridization
between the unoxidized Si s and p valence states and the Ag d states in the energy range
of -7 eV to -3 eV. A number of trends emerge with the addition of more O bridging bonds.
Among them, a noticeable weakening of the number of Si p states at the Fermi level, while
the contribution from Si s and d states stay approximately constant. The majority of these
p electrons move to the range of -8 eV to -5 eV relative to the Fermi level, which corresponds
to Si p – O p hybridization, evident from the strong O p peak also located at that energy.
Oxidation compresses most of the Si s states into a sharp feature ranging from the bottom of
the valence band (VB) to -8 eV while the contributions elsewhere in the VB are weakened and
moved toward the VB maximum. Notably, oxidation also is observed to push states away
from the Ag d-dominated region, implying a significant weakening of direct hybridization
with the substrate. This is to be expected, as oxidation introduces a large spatial separation
between the Si atoms from the Ag substrate. In the case of double- and triple-bridged Si
sites, there is a significant density of Si d states introduced into the valence band, mostly
between -8 eV and -3.5 eV relative to the Fermi energy. These states also show signs of O p
hybridization, much like the Si d – O p hybridization observed in alpha quartz [223]. In the
conduction band (CB), the primary effect of oxidation seems to be an energetic shift upwards
of features in the s, p and d pDOS, as well as an overall softening of their onset. In general,
changes to the VB are much more pronounced than those of the CB under the addition of
oxygen.
Finally, the calculations indicate that even the triple-bridge Si sites do not possess a
bandgap, though the DOS in the vicinity of the Fermi level is significantly reduced. This
106
finding contradicts the scanning tunnelling spectroscopy (STS) observation of a local bandgap
of 0.1 eV to 0.3 eV with an oxygen exposure of 20 L (approximately 3 nm between adjacent
O adatoms) [140], and indicates that the oxidized ESML remains semi-metallic even at this
heavier level of oxidation. This prediction verifies the DFT calculations performed by Xu et
al. [141], in which the lack of a bandgap was also observed in the DOS.
Soft X-ray spectroscopy at the Si L2,3 edge is sensitive to the Si s and d pDOS in the
VB and CB, as it relies on monitoring radiative (∆` = ±1) transitions to and from the Si
2p core level. While it might be preferable to probe the Si p states directly by conducting
Si K-edge soft X-ray spectroscopy, as the p states are responsible for the unique electronic
characteristics of silicene, the penetration depth of the X-rays required to create a Si 1s
core hole is too large to achieve a useable level of signal from a monolayer Si sample. In
the following sections, we discuss the growth and oxidation of an ESML sample on Ag(111)
and characterize the electronic changes induced by oxidation using soft X-ray emission and
absorption spectroscopy (XES and XAS, respectively) at the Si L2,3 edge.
7.4 Silicene Deposition and Soft X-ray Spectroscopy
Details regarding sample synthesis and obtaining soft X-ray spectra are provided in the
Methods section. We begin by examining the XES spectra of the ESML, presented in the
left panel of Figure 7.2 along with their smoothed profiles for clarity. The first emission
spectrum, taken directly after transfer and the first XAS scan, has the somewhat featureless,
wedge-shaped profile associated with ESMLs [136]. It consists of a broad emission peak
around 90 eV, a very weak shoulder around 94.9 eV and the high-energy shoulder at around
98.5 eV that represents the Si s and d states near the VB maximum. Subsequent emission
measurements show a separation of the main emission feature into two components – one
fixed at around 91.7 eV and one that migrates downward with beam exposure (“A”). The
very weak feature at 94.9 eV (“B”) grows in strength with each consecutive scan, while the
VB maximum (“C”) decreases in spectral weight but does not appear to shift appreciably
in energy. In a previous study of ESMLs, we hypothesized that this was a result of beam-
induced oxidation as the peak at 94.9 eV agrees well with the main emission feature of SiO2,
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also shown in the left panel of Figure 7.2. Indeed, when the ESML has been fully exposed to
ambient conditions, the resulting XES spectrum strongly resembles that of SiO2, aside from
a slight energetic shift of the lower peak, a difference in A:B peak ratios and a higher VB
maximum with a broader tail.
The XAS is initially fairly featureless, only possessing a strong edge jump (“D”) similar
to that of the absorption spectrum of bulk Si, attributed to the CB onset [136]. Some very
weak peaks are apparent at 105.8 eV and 108.1 eV (“E” and “F”), which are found to grow in
intensity with continued beam exposure. With 1 hr of accumulated XES exposure, another
feature is observed to emerge around 115.3 eV (“G”). Again, each of these features correspond
well to those observed in the native surface oxide on a Si wafer, also shown in the right panel
of Figure 7.2. In fact, when the sample is fully exposed to air, the resulting XAS spectrum is
virtually identical to that of the native surface oxide on a Si wafer in terms of peak energies
and ratios.
The WIEN2k utility XSPEC, which is based on the formalism described in Reference
213, is used to generate calculated Si L2,3 XES and Si 2p XAS spectra from the Si pDOS,
which are shown in the left and right panels of Figure 7.3 respectively. Spectra corresponding
to unoxidized, single-bridge, double-bridge and triple-bridge sites are displayed individually,
along with the weighted sum of these spectra representing the total XES and XAS spectra
resulting from the whole sample and the fully oxidized measurements for comparison. Gener-
ally, the XES spectra show only minor changes from zero to two bonded O atoms, including a
slight shift of the lowest energy feature from 88.7 eV to 90.0 eV as well as a narrowing of that
same feature. However, with the third O bridge in place, the spectrum changes considerably,
having three distinct peaks at 90.0 eV, 94.7 eV and 98.2 eV. The second peak corresponds
closely to the feature in the XES spectra of the oxidized ESML that increases with beam
exposure. However, were this the dominant mechanism for beam-induced oxidation in the
ESML, the observed downward tracking of feature A would not be expected to occur and the
weakening of the VB maximum region should not be as evident. The XES data are better
explained as the direct sum of unoxidized silicene and bulk-like SiO2 spectra than as the
oxidized ESML derived through DFT structural optimization.
The calculated XAS spectra differ significantly from the measured spectra in that the
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Figure 7.2: Si L2,3 XES (left pane) and TEY-mode Si 2p XAS (right pane) measure-
ments of ESMLs at various levels of oxidation, with a 15-point FFT smoothing overlaid
on the monolayer XES data for clarity. Spectra obtained after the in vacuo transfer
are labelled by the total amount of XES beam exposure prior to the measurement,
while the fully oxidized ESML is labelled “Ambient”. Also included is the emission
spectrum of bulk SiO2 and the absorption spectrum of a native surface oxide on a Si
wafer for reference. Vertical blue dotted lines indicate 100 eV on both panes to show
approximately where the XES/XAS overlap occurs.
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absorption onset is much smoother in the calculations. This implies that the concentration
of Si s and d states in the lower CB is larger in the experimental samples than the model
predicts. Weak features are found at 105.6 eV in the single-bridged Si site, 109.5 eV and 112
eV in the double-bridged site, and 108.2 eV in the triple-bridged site. Only the single-bridged
site feature corresponds well to a peak in the experimental oxidized ESML spectrum, but
fails to adequately describe the entire absorption profile. Again, we draw the conclusion that
the XAS indicates regions of bulk-like SiO2 formation instead of an oxidized sheet of silicene.
Together, these spectral changes with beam-induced oxidation followed by complete am-
bient exposure indicate that the dominant mechanism by which ESMLs oxidize is the growth
of bulk-like SiO2 islands in an otherwise unoxidized monolayer. This mechanism explains
the observation that the XES spectra appear to be the direct summation of an ESML spec-
trum and the SiO2 spectrum, weighted by beam and oxygen exposure. It also explains the
evolution of the XAS spectra with increasing oxidation. One thing that becomes apparent
under this interpretation is that, even after 10 minutes of ambient exposure, there is still a
detectable trace of ESML-like features in both the XES and XAS spectra. This includes the
slightly higher energy of feature A, the A:B peak ratio that does not agree with bulk SiO2,
the presence of states around the ESML VB maximum at C, and the bulk Si-like absorption
onset D, which is absent in the XAS spectrum of pure SiO2 [224] but present in that of the
native oxide on a Si wafer.
Another observation worth noting is the decreased signal strength observed in both the
XES and XAS measurements after complete ambient exposure of the ESML. The count rate
for the XES was approximately halved, and the noise level in the XAS spectrum increased
appreciably. This occurred uniformly across the sample surface. That is, there were no spatial
regions of increased count rate to balance the loss of counts elsewhere. A likely interpretation
of this observation is that the complete oxidation of the ESML causes regions of the sample
to flake off of the substrate, resulting in less overall Si on the surface.
Were oxidation to open a bandgap in the experimental samples, it would manifest as a
reduction in overlap of the XES and XAS, or even a visible break between the two spectra
if the gap exceeds the broadening introduced by instrumentation, core hole lifetime and Si
2p1/2–2p3/2 core-level splitting. While it is difficult to pinpoint the exact energy of the VB
110
maximum owing to the weakness of Si s and d states in the upper VB, we see no convincing
evidence of a bandgap opening in our measured spectra, indicating the continued existence
of a semi-metallic or metallic Si species on the surface even after complete oxidation.
It could be argued that beam-induced oxidation is not a good analogue for controlled
oxidation through low-level O2 gas exposure, as soft X-ray beams can deposit a significant
amount of energy into a material, breaking bonds in the sample and increasing its tempera-
ture. However, in the multiple oxidation experiments that we carried out (see Supplemental
Information), samples that were transferred under higher pressure conditions had initial XES
and XAS spectra that looked virtually identical to the reported sample’s spectra after one or
two cycles of XES and XAS measurements. That is, the spectra looked the same regardless of
whether the sample had been oxidized by beam exposure or by exposure to higher pressures
(and therefore more O2 content) during the transfer process. This allows us to conclude
that the soft X-ray beam simply accelerates the oxidation process and does not represent an
entirely different oxidation mechanism from atmospheric exposure to O2.
7.5 Discussion
DFT calculations indicate that ESMLs are capable of dissociating atmospheric O2, with O
atoms tending toward Si–O–Si bridge sites during oxidation. At a concentration of 9 O atoms
per unit cell, the oxidized ESMLs are predicted to remain locally semi-metallic even at Si sites
that possess three Si–O–Si bridge bonds. Oxidation causes the degradation of the hexagonal
Si lattice, with Si sites clustering to the regions of highest O concentration and retracting
elsewhere, and bonding with O atoms is found to draw Si sites upward out of the initial
monolayer. This prediction is in contrast to the STS data that suggest a bandgap opening
of 0.1 eV globally and 0.3 eV locally in weakly oxidized silicene sheets [140]. Structural
relaxations also indicate that the substrate is significantly distorted by the oxidation of the
ESML, suggesting that the substrate/ESML interaction is still significant even at a 2:1 Si:O
ratio.
Experimentally, moderately oxidized ESMLs on Ag(111) are confirmed as retaining the
semi-metallic nature of pristine ESMLs, suggesting that oxidation is not a suitable technique
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Figure 7.3: Calculated Si L2,3 XES and Si 2p XAS spectra for the oxidized ESML
model, separated by number of O bridging sites. Vertical blue dotted lines again indicate
100 eV to facilitate comparison with the measured spectra, of which the fully oxidized
spectra are also shown here (grey, XES smoothed).
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for bandgap modulation while the ESMLs remain on their substrate. Further, soft X-ray
beam-induced oxidation and exposure to ambient conditions are both found to generate
regions of bulk-like SiO2 rather than evenly coating the ESML with adsorbed O. Ambient
exposure is also found to cause some of the ESML to slough off of the substrate, likely in the
form of very small, condensed SiO2 crystals.
The disagreement between the theoretical and experimental oxidized structures is a result
of the inability of DFT to properly model the dewetting of the Si sheet into SiO2-like bulk
crystals. DFT is constrained to produce a relaxed structure that conforms to the periodicity
requirements of the unit cell, which prevents it from predicting the formation of bulk clusters
that are much larger than a single cell. Further, DFT calculations occur at zero temperature
and are therefore prone to converge at local energy minima and not the global energy mini-
mum. It is therefore a distinct possibility that the DFT-predicted structure could be stable
at low temperatures, but not at room temperature. However, our theoretical results are still
valuable in that they demonstrate that a 2D oxidized structure cannot reproduce our XES
and XAS spectra to the same degree as a model consisting of bulk-like SiO2 and unoxidized
silicene, and they allow us to characterize a 2D oxidized structure that may yet be produced,
even if it is only stable at low temperatures.
While oxidation of FSMLs and ESMLs that have been etched from their Ag(111) sub-
strates may result in silicene with tuneable electronic characteristics, complementary DFT
calculations and soft X-ray spectroscopy measurements indicate that moderately oxidized
ESMLs on Ag(111) retain the semi-metallic nature of their unoxidized counterparts, and
fully oxidized ESMLs on the same substrate tend to crystallize into regions of bulk-like SiO2.
This result has significant implications toward the production of silicene-based electronics,
which in the absence of a passivating substance are likely to experience atmospheric O2.
7.6 Methods
DFT Calculations. As in previous studies [118,136], we use the “slab method” to approx-
imate the two-dimensional ESMLs in a way that satisfies DFT’s requirement for a periodic
three-dimensional structural input. The ESMLs are modelled as Si sheets on both faces of
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a five unit cell thick slab of Ag(111) with 15 A˚ of vacuum inserted between adjacent unit
cells in the direction normal to the ESMLs. This results in a layered structure consisting of
slabs of Si-coated Ag extending infinitely in the a and b crystallographic directions separated
from neighbouring slabs by a large vacuum gap. Along with the choice of a single k-point in
the c direction, this gap prevents a spurious electronic interaction between adjacent silicene
sheets.
All DFT calculations are performed using the ab initio all-electron LAPW+lo WIEN2k
software suite [177], using the generalized gradient approximation of Perdew, Burke and
Ernzerhof (PBE-GGA) [171]. The plane-wave cutoff energy is -6 Ry, and the k-point mesh
and RKmax are set to (3 × 3 × 1) and 5 respectively for the structural relaxation and (5 ×
5× 1) and 6 respectively for the electronic structure calculations. Structural relaxations are
considered converged when the net force calculated for each mobile atom (the middle plane
of Ag atoms are fixed at their bulk Ag positions) falls below 1 mRy/au, and all calculations
are considered converged when charge and energy steps fall below 10−3 e and 10−4 Ry,
respectively.
Sample Preparation and Soft X-ray Spectrsocopy. ESMLs were synthesized through
the physical vapour deposition of a Si wafer onto a single-crystal Ag(111) disk held at 250◦C
in an ultra-high vacuum (UHV) preparation chamber (base pressure 10−9 Torr). Prior to
deposition, the disk surface was prepared with two cycles of annealing at 500◦C and sputter-
ing for 1 hr with 1 keV Ar+ ions at an Ar pressure of 10−6 Torr. Deposition of a monolayer
was found to take 35 minutes with a Si current of 12 A and a source-to-substrate distance
of about 15 cm. The deposition was performed at the Resonant Elastic and Inelastic X-ray
Scattering (REIXS) beamline of the Canadian Light Source (CLS).
The monolayer nature of the sample was confirmed with low-energy electron diffraction
(LEED), as in our previous studies [118, 136]. As expected under these growth conditions,
the sample was observed to contain a mixture of (3×3)/(4×4) and (√7×√7)R19.1◦/(√13×
√
13)R13.9◦ character. The ESML was then transferred to the soft X-ray spectroscopy mea-
surement chamber via a high-vacuum (HV) transfer chamber with a base pressure of 5×10−8
Torr. Prior to measurement the total exposure of the sample was approximately 90 L. After
all measurements on the fresh ESML were performed, the sample was then removed from the
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Figure 7.4: (a) and (b): Initial configurations of the oxidized (3 × 3)/(4 × 4) sil-
icene/Ag(111) system prior to structural relaxation, with (a) a mix of O atoms shown
in dark red and an O2 molecule shown in light red, and (b) 9 O atoms. Initially pro-
truding Si sites are shown in light blue and initially base-layer sites are shown in dark
blue, while the Ag(111) substrate is depicted as silver spheres. The highlighted window
shows the unit cell of the calculation, which contains a (3 × 3) silicene cell commen-
surate with a (4 × 4) Ag(111) template. (c) and (d): Final configurations of (a) and
(b), respectively. The dissociation of the O2 molecule is visible in (c), despite the cal-
culation not reaching force convergence due to the atoms circled in black. In (d), the
entire structure has reached force convergence. Visualization provided by the VESTA
software package [8].
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measurement chamber and exposed to ambient conditions for 10 minutes in order to create
a fully oxidized ESML, which was then reinserted into the UHV chamber for additional soft
X-ray spectroscopy measurements.
All XAS spectra are calibrated such that the main absorption feature of the native oxide
on a Si wafer (labelled “F” in Figure 7.2) occurs at 108.1 eV, while the emission spec-
tra were calibrated using elastic scattering peaks so that they are consistent in scale with
the monochromator and therefore the XAS measurements. The monochromator resolving
power was 1× 104 at the Si 2p absorption edge, while the emission spectrometer, which uses
diffraction gratings in a Rowland circle geometry as dispersive elements and is fitted with
a microchannel plate detector, had a resolving power of 1 × 103 at the Si L2,3-edge. For
each spot on the sample surface, a 20 minute XAS scan was performed in surface-sensitive
total electron yield (TEY) mode with the exit slits at 25 µm, followed by a 30 minute XES
exposure with a 200 µm exit slit. This XAS/XES cycle was then repeated three times per
sample spot, in order to monitor for any changes to the electronic structure that may arise
as a result of beam exposure. As the slit size and subsequent dose is much larger for XES
measurements than XAS, any beam-induced changes to the sample should happen primarily
during the XES measurements. Measurements are therefore grouped by the cumulative XES
exposure prior to the spectrum being obtained.
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Chapter 8
Stability and Electronic Characteristics of
Epitaxial Silicene Multilayers on Ag(111)
Authors: Neil W. Johnson, David Muir, Ernst. Z. Kurmaev and Alexander Moewes
Reference: N.W. Johnson et al., Advanced Functional Materials 25, 4083 (2015). [118]
One of the more controversial epitaxial silicene structures was the so-called (
√
3×√3)R30◦
structure (measured with respect to the (1× 1) silicene cell). While some suggested that it
indicated silicene multilayer stacking [149, 150], others suggested it was due to Ag segrega-
tion [153, 154] and others yet suggested it could be a manifestation of “dumbbell” stacking
in monolayers [132, 210]. The multilayer interpretation was perhaps the most interesting,
as these multilayer silicene structures were reportedly stable even after hours of exposure
to ambient conditions [148] and possessed a Dirac cone [214]. Since the notion of quasi-
freestanding and passivated silicene was extremely attractive, I was motivated to test this
model with with the complementary techniques of soft X-ray spectroscopy and DFT.
The experimental aspects of this study, including sample preparation and characterization
and soft X-ray spectroscopy measurements, took place at the XES endstation of REIXS at
the CLS in December 2013 and June 2014. I was assisted in performing them by Dr. David
Muir. Once again, I was responsible for carrying out the DFT calculations and analyzing
their results, and I authored the entire manuscript.
I am licensed to reproduce this manuscript within the pages of this thesis. See Appendix
C for more information. The figure numbers, section headings and general formatting have
been altered to ensure the consistency of this thesis. No other substantial alterations have
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been made to the manuscript.
119
8.1 Abstract
In this study, the stability and electronic characteristics of epitaxial silicene bilayers and
multilayers on the Ag(111) surface are investigated through synchrotron-based soft X-ray
emission and absorption spectroscopy and first-principles, full-potential density functional
theory simulations. Our calculations predict a novel tristable AA-stacked bilayer structure
that can explain the (
√
3 × √3)R30◦ honeycomb topography commonly observed through
scanning tunnelling microscopy and non-contact atomic force microscopy. We report that
the electronic structure of this epitaxial bilayer is similar to those of epitaxial monolayers on
Ag(111), namely metallic and showing significant interaction with the underlying substrate.
However, our soft X-ray spectroscopy experiments suggest that during multilayer growth
a majority of the epitaxial silicon reverts to a bulk-like state, a result that has significant
implications toward the existence of large-area epitaxial silicene multilayers.
8.2 Introduction
Two-dimensional (2D) electronic materials such as graphene and its silicon-based analogue
silicene have been the focus of intense research of late due to their unique set of electronic,
magnetic, thermal and mechanical properties. [5,201] As freestanding sheets of silicene are yet
to be observed, research into this promising new material has generally fallen into one of two
camps: theoretical simulations of freestanding silicene with a variety of external conditions
and chemical modifications, and the experimental characterization of epitaxial 2D silicon
sheets deposited on various substrates.
Theoretically, freestanding silicene is expected to possess a Dirac cone electronic structure
similar to that of graphene, [99, 216] albeit with a small but finite bandgap opening due to
the effects of spin-orbit coupling. [108] This suggests that if stable freestanding silicene were
to be realized, it should be a candidate for many of the same applications for which graphene
is currently being considered. In fact, silicene may even have some advantages over its
carbon-based counterpart. Its inherent buckling could allow for bandgap control, [105] spin
polarization control [106] and an ambipolar field effect [99] all through the application of a
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gating voltage on an undoped freestanding silicene sheet. In addition, the transition to 2D
electronics design and manufacturing should be much smoother if it remains based around
the same element (silicon) as current 3D processes.
On the experimental side, honeycomb monolayer (ML) lattices of Si atoms have been
observed on the Ag(111) face [127, 136–138, 209, 211], the Ir(111) face [203], MoS2 [225]
and the ZrB2 (0001) face. [204] Further, stable MLs have been theoretically predicted on
SiC(0001) [226] and h-BN. [205, 226] However, the degree to which these epitaxial MLs
actually represent freestanding silicene has been called into question. The most thoroughly
studied epitaxial silicene samples are those deposited on Ag(111), which were first observed in
2012 when Vogt et al. [127] reported a (3×3) silicene supercell commensurate with the (4×4)
Ag(111) supercell (hereafter referred to as the (3 × 3)/(4 × 4) ML). Since then, a number
of rotated (
√
7 × √7)R19.1◦ silicene MLs have been identified on the (√13 × √13)R13.9◦
Ag(111) supercell [137, 138, 150, 209, 211] (hereafter the (
√
7 × √7)/(√13 × √13) ML), and
an unstable and highly defective (
√
7×√7) silicene reconstruction on the (2√3× 2√3)R30◦
Ag(111) cell. [221] Initially, it was thought that the prototypical (3× 3)/(4× 4) ML bore the
hallmarks of a Dirac cone in its electronic structure. [127] However, it has now been shown
that these ML configurations result in a metallic Si sheet interacting significantly with the
underlying Ag substrate. As such, the resulting electronic structure is not desirable for 2D
electronic applications. This result has now been reproduced through a number of theoretical
and experimental techniques, including density functional theory (DFT) calculations, [131,
136,220,227] angle-resolved photoemission spectroscopy (ARPES), [131] scanning tunnelling
spectroscopy [130] (STS) and soft X-ray emission and absorption spectroscopy [136] (XES and
XAS, respectively). Epitaxial silicene ML research now primarily focuses on functionalization
of the ML in order to weaken its interaction with the Ag(111), or ML silicene deposition on
alternative, typically non-metallic substrates.
Recently, a major development in silicene research occurred when the first silicene-based
transistor was manufactured and characterized, representing the first time epitaxial silicene
has been observed away from its growth substrate. [219] Though the charge carrier mobility
in the device was much lower than the theoretically predicted values for freestanding silicene
and the monolayer rapidly oxidized after exposure, this achievement serves as an important
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step toward realizing silicene-based technology. Passivation from atmospheric oxygen and
the influence of the growth and transistor substrates will be essential to improving the per-
formance and stability of silicene-based devices. Production of a silicene multilayer could
serve both of these purposes simultaneously, and it has even been suggested that a mul-
tilayer of silicene grown on the Ag(111) surface might be host to a Dirac cone electronic
structure. [148,214]
Scanning tunnelling microscopy [150,154,215] (STM) and low-energy electron diffraction
[148, 153] (LEED) patterns from depositions several times longer than what is required to
create a ML indicate the formation of a structure with a (
√
3×√3)R30◦ periodicity relative to
the (1× 1) silicene ML unit cell, reportedly reconstructing through the deposition of enough
Si to form tens of additional layers [149]. These structures are most often reported as having
a hexagonal honeycomb appearance in STM, though the chemical nature of the tip apex can
cause them to appear inverted in contrast, instead resembling a triangular lattice of large,
bright points [150]. It has been suggested that the observed (
√
3 × √3)R30◦ pattern could
be a result of so-called “dumbbell” Si sites in an otherwise flat Si sheet, which is a highly
stable configuration for isolated monolayers [132,210]. However, it is uncertain whether such
a structure will exist on the Ag(111) substrate or can stack to form a multilayer.
Presently, there are two favoured interpretations of the observed (
√
3×√3)R30◦ periodic
structure: multilayer epitaxial silicene, and bulk-like layers of Si(111) with an Ag-terminated
surface. Bilayer (BL) silicene has been previously predicted to assume an AB-stacked configu-
ration with a triangular lattice of protruding Si atoms in the upper layer [151]. This structure
is tristable with a small energy barrier between each of the three inequivalent structures, and
the superposition of the three will result in the appearance of a honeycomb lattice when
viewed through STM. X-ray diffraction (XRD), Raman spectroscopy and energy-dispersive
X-ray reflectivity (EDXR) have all supported the conclusion that multilayer silicene is a
distinct entity from Si(111) [148]. In addition, the ARPES-derived band dispersion is not
consistent with Ag-terminated Si(111). [153]
However, the epitaxial silicene model fails to adequately explain the LEED intensity-
voltage (I/V) curves for samples with greater than 1 ML of Si deposition. [153] Instead, it
has been suggested that both the LEED I/V curves and the honeycomb topography [154]
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correspond to the honeycomb-chained-triangle (HCT) or inequivalent triangle (IET) configu-
rations of (
√
3×√3)R30◦ Ag on the Si(111) face. It is possible that both growth mechanisms
can occur simultaneously, and that the presence or lack of Ag-segregation is highly sensitive
to growth parameters such as substrate temperature or Si flux. Recent low-energy electron
microscopy (LEEM) studies [152,228] determined that, shortly after the completion of a ML,
additional deposition results in the dewetting of the Si and the formation of bulk Si crystals.
At present, it is not fully understood how the deposition of additional Si onto an epitaxial
silicene ML will affect the electronic or atomic structure of the material.
In this study, we use full-potential all-electron DFT calculations to explore the atomic
structures of silicene BLs on the Ag(111) face and compare them to experimental STM
results. We identify a novel, tristable AA-stacked BL structure on the (4× 4) Ag(111) unit
cell that is more energetically favourable than the current AB-stacked model [151], though
the two look nearly identical in terms of topography. We also calculate their theoretical
electronic structures to compare to the results of synchrotron-based XES and XAS performed
on multilayer silicene samples at the Si L2,3-edge. However, these measurements indicate that
large-area multilayers do not form, as a significant proportion of the Si dewets into bulk-like
Si crystals on the surface.
8.3 DFT Structural Relaxations of Epitaxial Bilayers
In order to calculate the electronic structure of BL epitaxial silicene, we must first determine
a proper atomic structural model. In a typical silicene ML preparation the sample will consist
of a mixture of (3× 3)/(4× 4) and (√7×√7)/(√13×√13) domains. [150] With a specific
substrate temperature and deposition rate a nearly pure phase (3×3)/(4×4) deposition can
be achieved, [137] but the electronic characteristics of such a ML should be largely identical
to the mixed-component ML. [136] The composition of any particular ML sample can be
verified with LEED using an incident electron energy around 50 eV. With the deposition
parameters used in our experiment, the LEED patterns show clearly that both types of
silicene domain are present when a complete ML is formed (Figure 8.1(a)). Any BL that we
are likely to achieve, then, could be commensurate with either the (4 × 4) or (√13 × √13)
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Ag(111) supercell and would initially have the (3 × 3) or one of the stable (√7 × √7) ML
structures at its base. However, the addition of a second layer of Si atoms and the thermal
energy available from the substrate (typically held at about 500 K during deposition) might
cause a significant rearrangement of the initial ML, so it cannot be taken for granted that
the underlying ML structures persist through the deposition of the BL.
In a previous study, [136] we evaluated several structural models of epitaxial MLs by
simulating them as sheets of Si on either (111) face of a layer thick slab of Ag atoms. We
based our initial Si atomic positions on existing STM data. STM topographies of epitaxial
BLs do not provide us with a full picture of the BL structure, only a rough idea of the upper
layer configuration. Therefore we must consider a larger number of initial configurations to
obtain solutions that not only minimize internal forces on the atoms but also minimize the
total energy of the unit cell in order to determine which solution is the most energetically likely
to form. While we always initialize the topmost layer of Si atoms as a flat sheet in order to
not force our final result to conform to the STM data, we consider cases in which the bottom
layer of Si is initialized as a flat sheet, with simple buckling or with the lowest-energy ML
silicene configuration belonging to each substrate supercell. We also consider both AA- and
AB-stacked BLs, resulting in twelve total initial structures, six belonging to each of the (4×4)
and (
√
13 × √13) Ag(111) substrate supercells. Structural relaxations are performed with
the ab initio, full-potential LAPW+lo WIEN2k code. [177] The exchange-correlation energy
is given by the generalized gradient approximation of Perdew, Burke and Ernzerhof [171]
(PBE-GGA) with a plane-wave cutoff of -6.0 Ry. After each iterative calculation cycle, the
charge density in the system is updated and the resulting force on each atom is calculated.
The internal atomic positions are then changed to reduce this force and the calculation cycle
begins again. Convergence is reached when the forces in the system fall below 1 mRy/au
on each mobile atom (the Ag atoms in the middle layer are fixed in position) and the total
energy and charge steps in the self-consistent field cycle fall below 10−4 Ry and 10−3 e,
respectively. To improve calculation efficiency the structural relaxations are performed on a
(3 × 3 × 1) k-point mesh with an RKmax of 5. When these parameters are later increased
for the higher-accuracy electronic structure calculations, it is ensured that the forces on each
atom still fall within acceptable levels.
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Figure 8.1: The LEED patterns after 1 hr of Si deposition (a), 2 hrs (b) and 3
hrs (c). A mixed (3 × 3)/(4 × 4) and (√7 × √7)/(√13 × √13) ML will exhibit the
LEED components shown in red and blue in (d), respectively, while a multilayer will
increasingly show the features labelled with green in (d).
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We will begin our discussion with the structural optimization of AA- and AB-stacked
freestanding silicene BLs in the absence of a supporting Ag(111) substrate. A previous
calculation of the structural characteristics of freestanding silicene BLs [119] reported stability
in the AA-stacked BL, but our full-potential calculations show that the AA-stacked system is
unstable with a strong translational force between sheets that eventually settles it into an AB-
stacking scheme. As a result, both the AA- and AB-stacked initial configurations converge to
the same final freestanding structure, shown in Figure 8.2(a) and (d). As would be expected
of an sp2/sp3-hybridized system like silicene, the initially flat BLs become corrugated with
a buckling of 0.68 A˚, which is larger than the 0.44 A˚ buckling expected of freestanding,
low-buckled ML silicene [99] and in agreement with the BL structure reported by Mohan
et al. [119] Within each sheet, the average Si–Si distance is found to be 2.32 A˚ and the
gap between the sheets is 2.53 A˚, in good agreement with previously reported values. The
vertically overlapping Si positions are shifted toward the centre of the BL, resulting in a
bonding environment for these atoms that closely resembles that of a tetrahedral sp3 network,
aside from an elongated bond extending into the adjacent sheet.
Of the six epitaxial BL structures tested on the (4×4) Ag(111) supercell, all were found to
eventually converge with a simple buckling scheme in their bottom layer. The lowest energy
configuration, the AA-buckled structure shown in Figure 8.2(b) and (e), was found to be
about 0.15 eV per Si atom more stable than the next lowest energy structure, an AB-stacked
structure that bears a striking resemblance to it apart from the stacking scheme. This slightly
less energetically favourable structure was the subject of a previous DFT study [151] and will
be discussed later. In our AA-stacked structures bottom layer, the Si atoms are arranged
in a simply buckled sheet with a 0.75 A˚ buckling height. The Si-Si distances range from
2.35 A˚ to 2.39 A˚ , and the bond angles within the hexagonal rings comprising the bottom
layer are found to vary between 104.7◦ and 112.4◦. All of the raised sites within the bottom
layer have a lowered counterpart in the upper layer, with distances ranging from 2.45 A˚ to
2.48 A˚ between them. Notably, only 3 of the Si atoms residing above lowered sites in the
bottom layer have emerged significantly from the upper layers plane (about 1.2 A˚ above
the lowest upper layer Si atom), with the rest only slightly buckled upward. As for the
(
√
7×√7)/(√13×√13) epitaxial BLs, four of the six structures were found to converge with
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Figure 8.2: Top-down views of the freestanding, (3×3)/(4×4) and (√7×√7)/(√13×√
13) BLs are shown in (a)-(c), respectively. The unit cell boundaries of each are
labelled with gray lines, centred on the most vertically prominent Si atom. Side views
of the BLs are shown in (d)-(f), with distances between the various levels of the BL
labelled. Charge density plots, which should resemble constant-height, filled-states, low
bias STM images of the surfaces are shown in (g)-(i) on an arbitrary scale. Structural
visualizations are provided by the VESTA software. [8]
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a simple buckling scheme in the lower layer. The two that did not had about 0.5 eV per Si
atom more total energy in the unit cell than the lowest energy configuration shown in Figure
8.2(c) and (f), an AB-stacked BL. The simply buckled bottom layer has a buckling distance
of about 0.81 A˚ with a Si-Si distance ranging between 2.38 A˚ and 2.42 A˚ and bond angles
ranging from 108.3◦ to 111.9◦. In this BL the upper layer is also essentially simply buckled
with a structure that closely resembles a freestanding AB-stacked BL or a single plane of
Si(111).
Once these atomic structures have been finalized, their electronic structures can be cal-
culated. As mentioned earlier, these calculations take place on a denser k-point mesh of
(7× 7× 1) with an increased RKmax (5.5). We find that the calculated electronic structures
are stable under further increasing these values to (10 × 10 × 1) and 6.0, implying that our
calculations are fully converged. However, before we delve into the electronic structure of
these materials we will first complete the structural picture with a discussion of the spatial
electron densities calculated on this denser mesh.
For an STM operating on a metallic surface in filled-states constant-height mode and with
a small tip bias, the resulting STM signal will be approximately proportional to the total
electron density between the tip bias energy and the Fermi level (EF ) at a certain point in
space. [161] From our WIEN2k calculations, we are able to extract the total electron density
between EF – 2 eV and EF in a plane 1.5 A˚ above the topmost Si atom for each of the
bilayers shown in Figure 8.2. This results in the electron density plots shown in 8.2(g)-(i),
which should bear resemblance to STM images of these freestanding and epitaxial BLs.
The simple buckling of the AB-stacked freestanding silicene BL produces a triangular lat-
tice of points in the simulated STM with 3.85 A˚ between adjacent maxima. This topography
does not conform to any known observation of the Si/Ag(111) surface, implying that BL sil-
icene on Ag(111) cannot be considered to be freestanding. In the epitaxial BL commensurate
with the (4× 4) Ag(111) substrate, the three vertically displaced Si atoms in the upper layer
dominate the simulated STM pattern. This also results in a triangular lattice pattern, this
time with a spacing of 6.65 A˚. Finally, on the (
√
13×√13) Ag(111) template, the simulated
STM image consists of two triangular lattices: one is a result of the simple buckling and has
a spacing of 3.95 A˚ and the other is the result of two top-layer Si sites that are raised slightly
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more than the others and has a periodicity equal to the unit cell dimension of 10.4 A˚. As
is the case with the freestanding BL, this topography does not conform to any known STM
observations.
The novel AA-stacked BL on (4×4) Ag(111) is found to two have stable, energetically sim-
ilar counterparts wherein the raised Si atoms are shifted by one honeycomb lattice position.
This tristability, like that observed previously for the AB-stacked BL on (4×4) Ag(111) [151],
allows for the reconciliation of the triangular lattice pattern shown in Figure 8.2(h) and the
honeycomb pattern typically observed in STM measurements [150,154,215]. As we find that
the AA-stacked BL configuration is energetically favoured over the AB-stacked structure and
that it is equally capable of explaining the existing STM data, we suggest that this novel
structure is the most likely description of epitaxial BL silicene.
The lack of an observed STM topography that agrees with that predicted for the (
√
13×
√
13) BL suggests that such a structure does not exist in multilayer silicene samples. It is
feasible that, due to this reduced substrate interaction, (
√
7×√7)/(√13×√13) ML domains
do not promote multilayer growth but instead “seed” the dewetting process observed directly
through LEEM. [152,228] Given their strong resemblance to layers of Si(111), it is also feasible
that these domains are responsible for observations of HCT- or IET-like Ag segregation, which
occurs on the Si(111) face.
8.4 Electronic Structures of Bilayers
Having explored their atomic structures, the discussion can now move on to the electronic
characteristics of the freestanding and epitaxial BLs. The total and partial densities of states
(DOS and pDOS, respectively) of these BLs in the vicinity of the Fermi energy are shown in
Figure 8.3.
We will begin by discussing the Si pDOS of freestanding BL silicene, comparing it to that
of freestanding ML silicene which we have previously reported. [136] We note a significant
Si s and d contribution to the states bordering the bandgap, which suggests the lack of a
p-dominated Dirac cone-like structure. We also report a bandgap opening of 0.22 eV. This is
at odds with previous DFT treatments of freestanding BL silicene [116,119] which predicted
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a metallic electronic structure. We would argue that the insulating case is more likely, as
the BL formation breaks the inversion symmetry of the ML (which is known to introduce
a bandgap into silicene), and the BL represents an intermediate step between the small-gap
ML case and the large-gap bulk Si(111) case.
As for the (3 × 3)/(4 × 4) epitaxial BL, the pDOS shows a metallic electronic structure
with significant hybridization between the Ag d states and the Si s and d states in the region
ranging from –6.5 eV to –3 eV, as indicated by the coincident peaks in the respective pDOS.
This hybridization is less apparent than in the epitaxial (3 × 3)/(4 × 4) ML, [136] perhaps
an indication of a weakened interaction between the underlayer and substrate introduced by
the presence of the overlayer. However, qualitatively the Si s and d pDOS are similar to that
of the epitaxial ML, suggesting that a soft X-ray spectroscopy study of the BL should result
in similar spectra.
The (
√
7×√7)/(√13×√13) epitaxial BL also possesses a metallic electronic structure,
this time with a modest peak of Si s and p states centred at EF . Here Si sp – Ag d
hybridization is far less apparent, again indicating a weakened interaction between the BL
and the substrate. However, for a completely non-interacting BL on (
√
13 × √13) Ag(111)
we would expect to see a pDOS similar to that of the freestanding BL given their structural
similarities. We do not, which leads us to assume that hybridization with the Ag sp band,
located within a few eV of the Fermi level, is still significant. We conclude that both epitaxial
BLs possess similar electronic properties to their epitaxial ML counterparts. Namely, they
are metallic in nature and have fairly strong hybridization with the underlying substrate.
However, at least for the BL on (
√
13 × √13) Ag(111), there are some signs of weakened
coupling with the substrate, which could be taken as further evidence for these structures
acting as “seeds” for bulk-like crystallization.
The WIEN2k utility XSPEC, which is based on the formalism presented in Reference
[213], can be used to simulate the results of XES and XAS measurements of the valence and
conduction states using the calculated pDOS and experimental spectral broadening param-
eters. The calculated Si L2,3 XES and 2p XAS for the freestanding and epitaxial BLs are
presented in Figure 8.4(a). The XES show the same wedge-like profile that we have previ-
ously reported for epitaxial MLs on Ag(111), which is to be expected based on their similar
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Figure 8.3: The Si and Ag pDOS of (a) a freestanding silicene BL, (b) the (3×3)/(4×4)
silicene BL and (c) the (
√
7×√7)/(√13×√13) BL. The Fermi level is marked with a
dashed line.
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s and d pDOS. Each show three major peaks, one at 89.5 eV, one at 92 eV and one forming
the high-energy shoulder at 98.5 eV. As was the case with the MLs, the BL XAS shows one
major feature around 102 eV but is otherwise relatively featureless. Together, the simulated
XES and XAS indicate that all three types of BL would be difficult to distinguish from one
another, aside perhaps from the downward-shifted valence band maximum in the XES in the
freestanding BL, resulting from the 0.22 eV bandgap opening.
Typically when attempting to simulate an XAS measurement, it is important to consider
the effect of the core-hole (CH) introduced in the targeted atom during the process of a
measurement. This CH can have significant effects on the outcome of the XAS measurement,
including a downward shift in the energy of the absorption onset as well as an enhancement
of the spectral features near the onset. When the XAS is plotted together with the XES
these effects typically manifest themselves as a reduction in the apparent bandgap and an
increased spectral weight at the bottom of the XAS.
In our case, with 28 to 36 unique Si sites per unit cell it is not feasible to simulate the
effects of a CH in each site. However, we have previously shown [136] that for the metallic
epitaxial MLs, which have approximately the same electronic structure as the epitaxial BLs,
there is no appreciable CH shift in our XAS measurements, only an enhancement of the
spectra at the bottom of the conduction band. It is reasonable to assume that the same will
be true of the epitaxial BLs.
8.5 Sample Synthesis
We now turn to experimental characterization of epitaxial multilayers on Ag(111). Our
samples for this study are produced in the typical manner of physical vapour deposition of
a Si wafer on to a single-crystal disk of Ag(111) held at 500K. Before each deposition, the
Ag disk is cleaned with two consecutive cycles of Ar+ sputtering with an Ar pressure of 10−6
Torr and annealing at 500 ◦C. The depositions take place in an ultra-high vacuum (UHV)
chamber with a base pressure of 1 × 10−9 Torr. With our source and sample geometry, we
find that a complete ML forms after 1 hr of deposition time, according to the absence of
strong (
√
3×√3)R30◦ points on the LEED pattern (see Figure 8.1(a)). Our 1 hr deposition
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Figure 8.4: (a) The calculated XES and XAS spectra of the silicene BLs investigated
in this study. (b) XES and XAS measurements of epitaxial silicene samples ranging
from 1 to 3 hrs of deposition, as well as a bulk Si sample. (c) The XES spectrum of
SiO2 and the TEY-mode XAS spectrum of the native oxide on a Si wafer, used for
calibration purposes.
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parameters resulted in a mixed (3×3)/(4×4) and (√7×√7)/(√13×√13) ML, as mentioned
previously.
Doubling and tripling the 1 hr deposition time required to form a ML should, if large-
scale multilayers of epitaxial silicene exist, roughly form a BL and a trilayer (TL) respectively.
Upon depositing more Si, the LEED features associated with the (3× 3)/(4× 4) and (√7×
√
7)/(
√
13 × √13) ML (blue and red, respectively, in Figure 8.1(d)), begin to fade and the
characteristic points arising from a multilayer (green in Figure 8.1(d)) dominate the LEED
pattern. Further Si deposition up to 8 hrs is found to simply result in the strengthening of
these multilayer LEED features.
After structural characterization via LEED is complete, the samples are transferred into
a high-vacuum (HV) transfer cart (base pressure 5× 10−8 Torr) for approximately 10 to 15
minutes before being loaded into the soft X-ray spectroscopy measurement chamber (base
pressure better than 10−9 Torr). The expected net exposure of the samples prior to measure-
ment is approximately 90 langmuir.
8.6 Soft X-Ray Spectroscopy
Characterization of the electronic structure of our experimental samples is achieved through
soft X-ray emission and absorption spectroscopy (XES and XAS) at the Si L2,3-edge. These
processes allow us to probe the element- and orbital-specific pDOS the valence and conduction
bands, respectively, by directly or indirectly monitoring transitions to and from selected core
levels. In our case, we excite the Si 2p states, thus probing the Si s and d states in the
valence and conduction bands due to the dipole transition selection rules. While it would be
preferable to probe the Si p states that dominate the electronic structure near the Fermi level,
the large incident X-ray energies required for a Si K-edge measurement (approximately 1.8
keV) render the penetration depth of the photons too large to achieve a useful signal from an
atomically thin surface layer of Si atoms. Exciting at an extremely grazing incidence angle
will increase the photons path length through the silicene, but it also has the deleterious
effect of increasing the beam footprint on the sample and therefore decreasing the resolving
power and count rate of the XES measurement.
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These soft X-ray spectroscopy measurements were performed at the XES endstation of the
REIXS beamline (10-ID2) at the Canadian Light Source at the University of Saskatchewan.
The monochromator resolving power (E/∆E) was 1 × 104 at the Si L2,3-edge energy. The
emission spectrometer, which uses diffraction gratings in a Rowland circle geometry as dis-
persive elements and is fitted with a microchannel plate detector, had a resolving power of
(E/∆E) = 103 in the same energy region. Oxygen K-edge X-ray absorption spectra were
obtained prior to Si L2,3-edge measurements to ensure that the sample had not oxidized sig-
nificantly during the in vacuo transfer from the preparation chamber to the measurement
chamber. No significant O K-edge onset was observed. The elliptically polarizing undula-
tor was tuned to produce horizontally polarized photons. All reported measurements were
performed with an incidence angle of 70◦ from the normal, and the XES spectrometer col-
lected photons at 90◦ from the incident beam. The spot size of the incident X-ray beam
was approximately 20 µm ×50 µm, which is much larger than the typical continuous silicene
domain on the Ag(111) surface. This indicates that our measurements should represent the
qualities of the bulk silicene sample and not those of a single domain.
XAS data were calibrated such that the Si–O hybridization feature labelled “c” in Figure
8.4 in the TEY absorption spectrum of the native surface oxide on a Si wafer occurred at
108.1 eV. A series of elastic scattering measurements was used to scale and shift the energy
axis of the spectrometer to agree with that of the monochromator, providing a consistent
energy calibration between the XES and XAS.
As we reported previously in the first soft X-ray spectroscopy study of ML silicene, [136]
the ML XES and XAS spectra are in good agreement with the calculated spectra acquired
through DFT. The BL spectra, which from our DFT simulations should resemble that of
the ML, instead appear to take on features of the sp3-hybridized bulk Si spectra (which are
shown in blue in Figure 8.4(b)). A peak (labelled “B”) appears at 91.5 eV in the BL XES
and is more pronounced in the TL XES, coincident with the main feature in the bulk Si
emission spectrum. There is also a slight downward shift of the peak at 89.5 eV (“A”) in the
ML spectrum, indicating that the bulk-like states located slightly lower in energy at 89 eV
are beginning to dominate the main emission feature of the ML. The top of the ML valence
band, which is marked with a dashed line in Figure 8.4, appears to shift downward with the
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addition of Si. This could be taken as evidence of the formation of a BL with a bandgap
opening, but it could also be the result of an increased proportion of semiconducting bulk
Si to metallic epitaxial Si. The observed XAS could be said to represent a transition to the
bulk Si spectrum from the ML XAS due of the emergence of the low-energy shoulder at 100
eV with additional Si layers. However, CH calculations are likely to modify the predicted
XAS in this low-energy region, so it is possible that this low-energy shoulder could also be a
feature of the BLs we modelled.
Together these soft X-ray spectroscopy measurements indicate that, as the second and
third layers of Si are deposited, bulk-like Si begins to dominate the Ag surface. Since epitaxial
or freestanding BLs would not be expected to have a bulk-like emission spectrum, our result
agrees with the LEEM experiment [152, 228] that reported the progression from Si MLs to
bulk-like crystals. However, there is still evidence of some interaction with the Ag surface,
which could indicate stable epitaxial multilayer regions among the bulk-like crystals, but
could also be a result of the interaction between the substrate and the crystals themselves.
8.7 Conclusion
To summarize, we show that DFT can be used to predict the structures of the most stable
BLs on the Ag(111) (4×4) and (√13×√13) supercells, and suggest that the (4×4) supercell
hosts an AA-stacked structure that conforms to the (
√
3×√3)R30◦ topology that has been
observed using STM and nc-AFM. We also find that the BL on the (
√
13 ×√13) supercell
shows evidence of a reduced interaction with the underlying substrate. This BL, however,
does not conform to any STM measurements of the Si/Ag(111) surface, which suggests that
it does not exist in multilayer silicene samples. In order to explain the absence of this BL in
STM data, we propose that the (
√
7 × √7)/(√13 × √13) ML domains could act as a seed
for bulk Si crystallization, or possibly Ag surface segregation.
Our electronic structure calculations indicate that both BLs should have approximately
the same electronic structure as their ML counterparts, namely metallic, strongly interact-
ing with the substrate and without a Dirac cone at the Fermi level. This result conflicts
with previous ARPES observations of a Dirac cone-like dispersion in the BL and multilayer
136
bandstructures [148, 214]. However, it is possible that these observed structures are actu-
ally metallic hybridized bands with saddle points, much like those observed in the epitaxial
MLs [127,131].
Through soft X-ray spectroscopy, we conclude that bulk-like Si is predominantly formed
on the surface during the deposition of what would be a second and third layer of Si, were
large-area silicene multilayers to exist. It would be interesting to determine if bulk Si forma-
tion occurred as strongly on a BL deposited on a quasi-pure phase (3×3)/(4×4) ML, which
could confirm our suspicion that the (
√
7 × √7)/(√13 × √13) ML “seeds” the dewetting
process. It is also a distinct possibility that multilayer formation is even more sensitive to
deposition conditions like substrate temperature and Si flux than ML formation. The differ-
ence between accounts of large-scale silicene multilayer formation and those of Ag-terminated
Si or bulk Si crystallization could be the result of minute differences in growth parameters.
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Chapter 9
The Electronic Structure of Lithium Meta-
gallate
Authors: Neil W. Johnson, John A. McLeod and Alexander Moewes
Reference: N.W. Johnson, J.A. McLeod and A. Moewes, Journal of Physics: Condensed
Matter 23, 445501 (2011). [175]
While this manuscript is not directly related to my studies of epitaxial silicene on Ag(111),
it does represent a contribution that I have made to the field of condensed matter physics,
and so I have included it in this thesis. It also demonstrates some of the DFT and soft X-ray
spectroscopy principles that were alluded to earlier in this thesis that do not appear in the
silicene manuscripts, including alternative exchange-correlation functionals and the core-hole
effects in XAS.
The experiments on LiGaO2 were some of the first XES and XAS measurements I was
involved in, and were carried out in October of 2011 by myself and Dr. John McLeod at the
SXF endstation of BL8 at the ALS. Both Dr. McLeod and I performed a portion of the DFT
calculations, and we were jointly responsible for interpreting the results and authoring the
manuscript, while I handled the submission and peer-review process.
I am licensed to reproduce this manuscript within the pages of this thesis. See Appendix
C for more information. The figure numbers, section headings and general formatting have
been altered to ensure the consistency of this thesis. No other substantial alterations have
been made to the manuscript.
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9.1 Introduction
LiGaO2 has been of interest for some time in both academia and industry as a lattice-matched
substrate for optoelectronic semiconductors [229]. Large single crystals can be grown by
the Czochralski method [230], and high purity single crystals several inches long have been
reported [231]. LiGaO2 can cleave to form faces that are lattice-matched to ZnO [232, 233],
GaN [229, 231, 234–236], and (found recently) InN [237]. LiGaO2 may be one of the best
substrates for growing high purity GaN films [238], and the LiGaO2 crystal face can tune the
orientation, and consequently the polarization, of GaN and ZnO films [231,232].
Early research into the intrinsic properties of LiGaO2 focused on vibrational and optical
properties [239,240], and on possible photoluminescence after doping with transition metals
[241, 242]. It has been found that V3+-doped and pure LiGaO2 are both optically active
materials [243], and Fe3+-doped LiGaO2 is an efficient emitter of red light when optically
pumped [244]. Research on LiGaO2 has also focused on thermal properties [245] and high
temperature lattice parameters [246], with the aim of improving the growth of GaN on
LiGaO2 [238,247], and recently atomically flat LiGaO2 surfaces were reported [248].
Since LiGaO2 is such an accommodating substrate for a variety of optoelectronic semi-
conductors, there has been interest in seeing whether it could also be an active part of an
optoelectronic circuit. Early investigations of potential lasing [241] and optical frequency
upconversion [249] came back negative, but recent research has shown that LiGaO2 can be
alloyed with ZnO [250], creating a material with a tunable direct band gap between 3.3 and
5.6 eV [251]. If wurtzite InN can be alloyed with LiGaO2 in the same manner, the resulting
alloy could potentially have a tunable band gap between 0.7 and 5.6 eV [252]. However
greater knowledge of the electronic structure of LiGaO2 is necessary to direct research in
making LiGaO2 a more functional optoelectronic material.
The electronic structure of LiGaO2 has been studied theoretically [253–255], but despite
the academic and industrial interest no experimental investigation beyond the optical range
exists. Herein we compare density functional theory (DFT) calculations to O Kα x-ray
emission spectroscopy (XES) and K-edge x-ray absorption spectroscopy (XAS) measurements
in order to investigate the valence and conduction bands of LiGaO2 in detail.
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9.2 X-ray spectroscopy
The oxygen Kαsoft XES measurements were performed on the SXF endstation of beamline
8.0.1 at the Advanced Light Source (ALS) in Berkeley [192]. The endstation has a Rowland
circle geometry x-ray spectrometer and utilizes spherical gratings and an area sensitive mul-
tichannel detector. The instrumental resolving power (E/∆E) was 103, and the O Kα XES
were energy calibrated using the bismuth germanate (BGO) emission peak at 526.0 eV [256].
The oxygen K-edge soft XAS measurements were performed on the spherical grating
monochromator (SGM) beamline at the Canadian Light Source (CLS) in Saskatoon [257,258].
A microchannel plate fluorescence detector was used for the TFY-mode measurements. Both
TFY-mode and TEY-mode absorption measurements were normalized by the incident photon
flux, which was measured using a highly transparent gold mesh. The instrumental resolving
power for the XAS was approximately 5 × 103, and the absorption spectra were calibrated
using the BGO absorption peak at 532.7 eV [256].
The sample of LiGaO2 powder (99% purity, Alfa Aesar) and the reference sample of BGO
powder (99% purity, Alfa Aesar) were pressed into clean indium foil. These materials were
placed under ultrahigh vacuum (5×107 torr or better) in each of the two beamline endstations
and measured without further treatment.
9.3 Electronic structure calculations
The band structure and density of states (DOS) for LiGaO2 were calculated with DFT meth-
ods. The WIEN2k code, an implementation of the full potential linearized augmented plane
wave (FP-LAPW) method, was used [177]. The calculation was performed on a 10× 8× 11
k-point mesh with a −8 Ryd plane wave cut-off energy, and the crystal structure determined
by Marezio was used [259]. When the energy and charge steps in the self-consistent field
cycles dropped below 104 Ryd/unit cell and 103 e/unit cell respectively, the calculation was
considered to have converged.
Three exchange-correlation functionals were considered in order to determine which would
best predict the observed band gap and Ga 3d valence character. These included the Perdew-
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Burke-Ernzerhof generalized gradient approximation functional (PBE-GGA), the local spin
density approximation with an added Coulomb repulsion term in the Ga d states (LSDA +
U) and the modified Becke-Johnson functional (mBJ) [173, 174]. For calculations with the
LSDA + U functional, we initially use a previously reported value of U = 8 eV [260], but
find that U = 12 eV is in better agreement with our measurements. As we fine-tune this
parameter in such a manner, this approach can no longer be considered strictly ab initio.
However, this value of Coulomb repulsion is not unreasonable, so all reported results are for
the U = 12 eV calculation.
The WIEN2k utility XSPEC, which operates using the formalism described in [213], was
used to estimate absorption spectra from the unoccupied DOS. XAS measurement introduces
a vacancy into the core of the measured atom, which can cause an energy shift in the mea-
sured conduction band. To account for this, one core level electron in the unoccupied DOS
calculations was removed and placed as an ambient background charge. Separate calculations
were performed for a single core hole per unit cell located at one of the two inequivalent O
sites. The calculated XES and XAS spectra were compared to the measured spectra by align-
ing their main emission features, then shifting the calculated XAS in a way that preserved
the theoretically predicted band gap.
9.4 Results and discussion
The band structure and DOS for LiGaO2 calculated with the mBJ functional are shown in
figure 9.1. The band structure of LiGaO2 was previously calculated by ab initio methods
[253]; the structure that we find for each band is essentially the same, but our calculations
predict different bandwidths and relative energies. The band gap of LiGaO2 is calculated as
5.658 eV, and is direct and across the Γ point. The top of the valence level is densely packed
with rather flat bands, while the bottom of the conduction band has only a few bands with
relatively large curvature.
As we might expect, the valence band is dominated by O 2p states. The O 2p character,
shown in figure 9.1, is evenly spread across all the energy bands between −3 and 0 eV,
while between −5 and −3 eV the O 2p character is somewhat reduced (although still fairly
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Figure 9.1: The calculated band structure (left panel) and DOS (right panel) for
LiGaO2 using the mBJ exchange-correlation functional. In addition to the total DOS,
the projected partial DOS for various atomic symmetries is plotted as well. These
symmetries are also shown in the band structure; the relative size of the coloured
circles indicates the proportional character of that band. The colours for the projected
partial states are consistent in the two panels.
constant for all momenta within this region) relative to the amount of Ga and interstitial
states. There is a semi-core Ga 3d10 band weakly hybridized with O 2p states some 11 eV
below the top of the valence band, as seen in the projected DOS in figure 9.1. The bottom of
the valence band (around −4 eV) shows some hybridization between O 2p and Ga 3s states,
the middle of the valence band shows some hybridization between O 2p and Ga 4p states,
and the top of the valence band shows some hybridization between O 2p and Ga 3d states.
However in all of these cases the Ga contribution to the total DOS is less than 10% of the O
2p contribution (note that the Ga 4s, 4p, and valence level 3d states have been increased by
a factor of 10 in figure 9.1), so Ga is close to a complete 3+ ionization state.
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The bottom of the conduction band of LiGaO2 (below 9 eV in figure 9.1) is almost evenly
hybridized between O 2p and Ga 4s states. Above 9 eV there is roughly even hybridization
between O 2p and Ga 4p states. In the valence band, the Li 2s states are weakly present,
matching the shape of the O 2p states at roughly 5% of their amplitude. There are almost
no Li 2s states in the conduction band below 10 eV, and it is clear that Li only participates
in ionic bonding.
While electronic structure calculations can provide detailed insight into the physics of a
material, it is important to verify the results of these calculations with empirical measure-
ments. O Kα XES and K-edge XAS spectra provide insight into the valence and conduction
O 2p states, respectively. Since the valence band of LiGaO2 is dominated by O 2p states,
and since the conduction band contains strong Ga–O 2p hybridized states, these two com-
plementary measurements are useful for verifying the calculated DOS.
The O Kα XES and K-edge XAS spectra are shown in figure 9.2. The non-resonantly
excited O Kα XES spectrum has a high-energy satellite (denoted as s in figure 9.2), which
we suspect to be a Wentzel–Druyvestyn satellite [261–263]. Resonantly exciting at 545 eV
(feature C4 in the XAS; see figure 9.2) suppresses this feature. There is good agreement
between the surface sensitive TEY-mode and the bulk sensitive TFY-mode O K-edge XAS
spectra, which indicates little surface decomposition and demonstrates that our XAS mea-
surements are not greatly distorted by sample charging (TEY-mode case) or self-absorption
(TFY-mode case).
The O Kα XES and K-edge XAS can be used to estimate the band gap of a material
without any reliance on ab initio calculations.We have previously shown [264–266] that the
peak in the second derivative of the XES and XAS spectra can be used to estimate the band
gap in a relatively unambiguous manner. In this approach the top of the valence band is
identified as the peak in the second derivative of the XES spectrum and the bottom of the
conduction band is identified as the peak in the second derivative of the XAS spectrum. This
technique suggests that the band gap of LiGaO2 is 5.6 eV, in reasonable agreement with the
calculated value of 5.658 eV obtained using the mBJ exchange–correlation functional.
From the DOS we can calculate the theoretical O Kα XES spectrum, as shown in figure
9.2. The calculated XES spectrum shows three distinct features (labelled V1, V2, and V3
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Figure 9.2: The DOS and measured and calculated O Kα XES and K-edge XAS for
LiGaO2. The top panel shows the second derivative of the measured O Kα XES and
K-edge XAS (TFY-mode) spectra, the centre panel shows the calculated and measured
spectra on a common emission/excitation energy scale, and the bottom panel shows
the projected partial DOS. For the conduction band both the ground state (GS) and
core hole (CH) DOS and calculated O K-edge XAS are shown. The solid vertical lines
indicate the valence band maximum and conduction band minimum in the calculated
DOS.
in figure 9.2) which are also present in the measured XES. However, the relative energies
of these features differ between experiment and calculation. This energy difference is most
prominent for feature V1 – the weak O 2p hybridization with the Ga 3d10 semi-core bands
– which is about 4 eV lower in energy in the measured spectrum than in the calculated
spectrum (as shown in figure 9.2). This suggests that the interaction between the Ga 3d10
states and the remainder of the valence states is somewhat overestimated in the calculation.
The O K-edge XAS spectrum can also be calculated from the ground state DOS; the
calculated spectrum shown in figure 9.2 is similar to the measured spectrum. The main
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differences between the two occur in the first 7–8 eV of the spectra. This is because the
actual O K-edge XAS measurement creates a core hole, which in principle can significantly
distort XAS spectra from the true ground state conduction band. It has previously been
shown that for many oxides the O 1s core hole does not significantly shift the energy of
the XAS measurement from the true ground state conduction band [264], and rather simply
increases the amplitude of states near the conduction band edge [265]. A calculated XAS
spectrum with an explicit O 1s core hole is also shown in figure 9.2, and this spectrum has
a higher amplitude near the onset as expected.
Since the crystal structure of LiGaO2 has two distinct oxygen sites, care must be taken
when comparing XES and XAS data to the density of states. The XES and XAS measure-
ments are all taken relative to the O 1s binding energy, which may not be the same for atoms
at inequivalent sites. However, the calculated energies for core level electrons in LiGaO2 differ
by only 0.034 eV between the sites, and are therefore indistinguishable within the resolving
power of our measurements.
In the case of the conduction band DOS with an O 1s core hole, the calculations do suggest
an energy shift in the conduction band edge from that of the ground state calculation. The
magnitude of this shift differs depending on which of the two O sites has the core hole; a
core hole in the OI site (to use Marezios notation [259]) is predicted to reduce the band gap
by 0.726 eV from the ground state value, while a core hole in the OII site is predicted to
reduce the band gap by 0.586 eV. These different shifts mean that caution must be used
when attributing features in the measured O K-edge XAS spectrum to specific states in the
ground state conduction band. The average core hole perturbed conduction band DOS is
shown above the ground state DOS in figure 9.2.
In the XAS measurement, an appreciable core hole effect would cause us to observe a
smaller experimental band gap than the true ground state band gap of LiGaO2. Given the
good agreement between our measured and calculated band gaps and the value most often
quoted in the literature [267], we can say that the core hole effect is probably not significant.
However, we cannot verify that no band gap reduction has taken place in our measurements,
and so our band gap of 5.6 eV can only be quoted as a lower bound on the experimental value.
The conduction band shift of about 0.7 eV that was observed in the core hole calculation
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is larger than we would expect to occur in the XAS measurement, as the concentration of
core holes in the calculations (one per eight O sites) is significantly higher than that of the
measurements (about one per thousand O sites). That being said, we cannot rule out the
possibility of the experimental ground state band gap being as high as 6.3 eV, the sum of
our experimental band gap and the largest calculated core hole shift.
In any case, the measured O K-edge XAS spectrum possesses four distinct features (la-
belled C1, C2, C3, and C4 in figure 9.2). These spectral features can be reasonably connected
to features in the core hole perturbed and ground state conduction band, as shown in figure
9.2.
The energies of the spectral features labelled in figure 9.2 are presented in table 9.1. In
all cases the experimental feature is at the same or a lower energy as compared with the
calculated feature. Each feature has also been identified with specific hybridized states or an
aspect of the x-ray transition (i.e. the satellite feature). The largest discrepancy, between the
location of V1 in the measured and calculated spectra, was discussed above and is attributed
to an overestimate of the Ga 3d10 interaction (although there clearly is some interaction,
since the Ga 3d10 states must hybridize with O 2p states for the feature to appear in an
O Kα XES spectrum). The second-largest difference between the measured and calculated
spectra is in feature V2; this is possibly due to an underestimate of the O 2p–Ga 4s bonding.
The identification of features in the conduction band is somewhat more tentative, given
the previously discussed difference in O inequivalent sites and the problems with accurately
representing the core hole. However the identification of all the spectral features herein
may prove helpful in characterizing the electronic structure of more complicated alloys or
heterostructures based on LiGaO2, since performing x-ray spectroscopy measurements may
be considerably easier than calculating the electronic properties with ab initio methods.
The calculated partial DOS in the semi-core and valence region changes significantly
depending on which exchange-correlation functional is used, as illustrated in figure 9.3. The
predicted band gaps, valence bandwidths and Ga 3d10 character are reported in table 9.2,
alongside their measured values. While use of the mBJ functional generates the most accurate
band gap (see table 9.2 and figure 9.2), it contracts the DOS below the Fermi level, resulting
in a narrower valence band and higher-energy Ga 3d10 band than is observed in the measured
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Table 9.1: The energies and identification of spectral features in the calculated ground
state and experimental spectra. The difference between the calculated and experimental
spectra is also shown (column ‘Diff.’). The features are all labelled in figure 9.2.
Feature Calc. (eV) Exp. (eV) Diff. (eV) Identification
V1 515.3 510.9 4.4 O 2p–Ga 3d
V2 522.8 521.9 0.9 O 2p–Ga 4s
V3 525.9 525.9 0.0 O 2p
s – 527.5 – Satellite
C1 534.8 534.8 0.0 O 2p–Ga 4s
C2 537.2 536.5 0.7 O 2p–Ga 4p
C3 540.9 540.9 0.0 O 2p–Ga 4p
C4 544.0 544.0 0.0 O 2p–Ga 4p
O Kα XES spectrum. The other functionals predict a valence bandwidth in better agreement
with our measurements (note that the discrepancy between the energy of the measured and
calculated V2 emission features in table 9.1 is significantly smaller when calculated with every
functional except mBJ), but these functionals significantly underestimate the band gap. Only
the LSDA + U calculation predicts a Ga 3d10 energy in agreement with the value seen in
our measurements, but this agreement can be refined to arbitrary accuracy by strategically
altering the value of U.
The previous ab initio DFT calculation of the electronic structure of LiGaO2 showed the
same energy of the Ga 3d10 states; however the authors predicted that self-energy corrections
would cause the Ga 3d10 states to hybridize with the O 2s states at roughly −15 eV [253].
However, a recent calculation of LiGaO2 using the GW-approximation (which at least par-
tially accounts for self-energy of quasi-particles) predicts the Ga 3d10 states to rest at only
about −13 eV [255]. It is possible that a constrained LSDA + U calculation could provide
values for both the energy of the Ga 3d10 states and the band gap that are in better agreement
with experiment, but it is somewhat surprising that no basic DFT functional will provide a
band gap, bandwidth, and semi-core Ga 3d10 state energy that are in better agreement with
experiment, especially since one would not think of LiGaO2 as a strongly correlated material.
To summarize, we have calculated electronic structures for LiGaO2 using several different
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Figure 9.3: Calculated O 2s (top left) and 2p (top right), and Ga 3d (bottom left)
and 4s (bottom right) states calculated with each exchange-correlation functional.
Table 9.2: The measured energies for the band gap, valence bandwidth and Ga 3d
state centre, as well as values calculated with each exchange-correlation functional.
Band Valence band Centre of Ga
gap (eV) width (eV) 3d band (eV)
Measured (±0.1 eV)a 5.6 6.2 −15.8b
PBE-GGA 3.530 5.987 −11.763
LSDA + U 3.528 5.850 −16.154
mBJ 5.658 5.170 −11.198
a Estimated error due to noise in the spectra.
bThe difference between the centre of the O Kα XES emission feature and the band gap
onset.
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DFT methods, and tested these calculations against measurements in the soft x-ray regime.
Our estimate of the band gap, from O Kα XES and K-edge XAS spectra, is in good agreement
with literature values. Additionally, we have closely recreated the observed band gap using
DFT with the mBJ exchange-correlation functional, but have shown that none of the ab initio
calculations are able to accurately predict the energies of the Ga 3d10 semi-core states; our
LSDA + U calculation is shown to place them properly but only with an artificially selected
value of U. Since some DFT functionals have been shown to correctly account for the energy
of the Zn 3d10 states in ZnO [266], a soft x-ray spectroscopy analysis of (LiGa)1−xZn2xO2
might help clarify the chemical activity of the Ga 3d10 states.
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Chapter 10
Conclusions and Future Direction
10.1 Summary of Contributions
Together, the three epitaxial silicene studies included in this thesis represent a significant
contribution to the field of silicene research. When the 2014 Advanced Functional Materials
article was published, there was a fair amount of controversy over the absence or presence
of a bandgap in epitaxial silicene on Ag(111). This study added weight to the position
that a bandgap does not exist, and provided theoretical and experimental insight into the
epilayer-substrate interactions that are responsible. Since its publication, it has been cited
by 19 other published works, including two review articles and two book chapters. Further,
it represented the first application of core-level spectroscopy to silicene, demonstrating the
benefit of using element-specific experimental techniques on epitaxial systems.
Meanwhile, the 2016 Scientific Reports study provided disconfirming evidence for an
oxygen-induced local bandgap opening that had been suggested by previous authors using
DFT calculations and STS measurements. It also demonstrated the extreme sensitivity of
silicene to oxidation, and provided evidence that moderate oxidation results in the formation
of bulk-like SiO2 clusters.
Finally, the 2015 Advanced Functional Materials article addressed some of the contro-
versies surrounding silicene multilayer growth on Ag(111). Namely, it provided a stable
structural model that is able to explain the observed STM and AFM images of the small-
scale structure of multilayers, and also confirmed the large-scale observation of dewetting
and bulk Si formation during multilayer growth.
As a general conclusion, I would say that these studies indicate that Ag(111) (and perhaps
all metallic substrates) should be avoided if the goal is to produce a stable, quasi-freestanding
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epitaxial silicene sheet. The epilayer-substrate interaction is strong, multilayer growth does
not result in quasi-freestanding sheets passivated by the bottom epilayer, and exposure to
air causes the rapid degradation of the sample due to oxygen.
Currently, I have one more silicene study planned for the near future. In exploring
alternative corrugation configurations for freestanding silicene (on a (2 × 2) supercell), I
found at least one that also hosts a Dirac cone despite a lack of inversion symmetry. I intend
to use WIEN2k to explore the whole family of (2× 2) corrugation patterns from a structural
and electronic standpoint to determine if silicene’s Dirac cone is robust against corrugation
defects and to search for equally or perhaps more energetically optimal silicene structures.
10.2 Current State of Silicene Research and Future Di-
rections
Though my research and the majority of the literature to date have outlined several problems
inherent in using Ag(111) as a substrate, one fairly recent study mitigated most of them, using
silicene grown on Ag(111) to produce the first functioning silicene transistor [219]. One of the
major advances in this paper was the development of an oxygen-free etchant to dissolve the
Ag substrate after the silicene was deposited without oxidizing the sheet. Also, the authors
provided a method for growing an ultra-thin Ag(111) surface so that a crystal worth many
thousands of dollars would not have to be sacrificed every time a quasi-freestanding silicene
sheet was to be produced. Not only did this study constitute a proof-of-concept for silicene-
based electronics, it also marked the first observation of epitaxial silicene removed from its
growth substrate. However, given the sample’s limited lifetime in air (on the order of a few
minutes), there are obviously still many important challenges left to overcome before more
complex silicene-based devices can be produced.
A number of alternative substrates for epitaxial silicene have been proposed, some of which
have been suggested as suitable candidates for silicene growth on the basis of DFT calcula-
tions, while silicene-like sheets have experimentally observed on others. Silicene monolayers
on the Ir(111) face [203] were identified only a few months after the first confirmed report of
silicene on Ag(111) [127]. These monolayers conform to a (
√
3×√3)R30◦/(√7×√7)R19.1◦
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silicene/Ir(111) reconstruction, and have been observed with STM and LEED [203]. How-
ever, further analysis showed that there was a strong distortion of the Si hexagonal rings
caused by the influence of the Ir(111), and that metallic hybrid bands were introduced into
the bandstructure of the silicene as a result [268].
Under certain conditions, when thin layers of ZrB2 are deposited on to a Si(111) wafer,
surface atoms from the Si are prone to segregate from the bulk and rise to the top of the
deposited diboride thin film. In 2012, Fleurence et al. showed that the surface Si atoms
arrange into a silicene-like hexagonal ring structure [204]. The authors used ARPES to
probe the VB states and, in comparing the results to DFT calculations, showed that a
sizeable direct gap of about 250 meV exists in the silicene. The corrugation pattern and the
linear bandstructure expected of freestanding silicene were not present, suggesting that the
epitaxial strain of the diboride substrate was significant. I would be interested in applying
the same experimental and theoretical treatment presented in this thesis to silicene on ZrB2,
and soft X-ray spectroscopy would be well-suited for verifying the bandgap experimentally.
Silicene grown on insulating substrates may more closely resemble freestanding silicene
sheets, as evidenced by Chiappe et al.’s study of Si deposited on MoS2 [225] and Kaloni et al.’s
theoretical modelling of silicene on hexagonal BN [205]. With an inferred buckling distance
of 2 A˚ , the silicene on MoS2 closely resembles the metallic HB freestanding silicene structure
predicted by Cahangirov et al. [99], and the appearance of Si states inside the bandgap of
MoS2 is consistent with this conclusion. Meanwhile, calculations suggest that the silicene
sheets on hexagonal BN will more closely resemble their LB structure, including a Dirac
cone with a slightly shifted Dirac point and a nearly unaffected Fermi velocity [206]. I have a
particularly strong interest in exploring these layered 2D materials as both growth substrates
and capping layers for epitaxial silicene, with the potential result of a quasi-freestanding sheet
that is both stabilized and passivated by other atomically thin crystals.
Finally, a couple of interesting monoatomic 2D materials have appeared that are not
composed of Group 14 elements, namely borophene [269] and phosphorene [270]. While
research into these novel members of the 2D material family is still in its infancy, they have
already shown promise as a transparent conductor and wide-gap semiconductor, respectively.
It would be quite interesting to examine the interaction between borophene and its growth
152
substrate or to examine how the electronic structure of freestanding phosphorene evolves
with thickness using the methods outlined in this thesis.
To close, I believe that soft X-ray spectroscopy has much to offer to the continually
expanding field of 2D materials, both freestanding and epitaxial. It is element- and orbital-
specific, capable of producing a clear picture of a material’s electronic structure even for
monolayers and sub-monolayers, and when compared to the predictions of DFT it can be
used to validate structural models and verify predicted electronic characteristics. The soft
X-ray spectroscopic studies of epitaxial silicene presented here and those of graphene in the
literature represent only a small sample of this powerful technique’s capabilities, and its role
should only continue to grow larger as materials grow smaller.
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Appendix A
Tight-Binding Calculation for Graphene and
the Dirac Cone
In this appendix, I will derive the Dirac cone electronic structure of graphene and silicene
within the TB approximation and show that DFT calculations result in the same low-energy
bandstructure. The TB derivation for graphene will for the most part follow the steps of
Wallace [7]. However, the nnn interaction will be ignored for the sake of simplicity as
its inclusion only results in an electron-hole asymmetry and a slight trigonal warping, but
otherwise does not affect the low-energy dispersion in a significant way.
I will first begin with a basic description of the graphene unit cell, which is shown in Figure
A.1(a). There are two equivalent C atoms per cell, commonly referred to as the A and B
sites. These sites generate two equivalent triangular sublattices, the A and B sublattices,
when taken over the whole of the crystal. The unit cell as shown is spanned by two basis
vectors
~a1 =
d
2
(3,
√
3) ~a2 =
d
2
(3,−
√
3) (A.1)
where d defines the C-C nn distance, about 1.42 A˚. Typically, the unit cell is defined such
that the A site is located at the origin and the B site is located at the coordinates (2/3, 2/3),
as in Figure A.1(a). The vectors joining the nn atoms to the A site at the origin of the unit
cell are given by
~δ1 =
d
2
(1,
√
3) ~δ2 =
d
2
(1,−
√
3) ~δ3 = −d(1, 0) (A.2)
By calculating the reciprocals of the direct lattice vectors, one can derive the triangular
reciprocal lattice shown in Figure A.1(b), which has the basis vectors
~b1 =
2pi
3d
(1,
√
3) ~b2 =
2pi
3d
(1,−
√
3) (A.3)
Following the usual method of connecting an arbitrary reciprocal lattice point to all its
nearest neighbours and bisecting them with perpendicular lines, the Brillouin zone is found
to be hexagonal, also shown in Figure A.1(b). The notable high-symmetry k-points in this
Brillouin zone are labelled. Taking into account that any two points which can be connected
by a sum of integer multiples of ~b1 and ~b2 are equivalent, there are two unique Brillouin zone
corners (K and K ′) that will become important later in this derivation and have coordinates
of
K =
2pi
3d
(1,
1√
3
) K ′ =
2pi
3d
(1,− 1√
3
). (A.4)
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Figure A.1: (a) Top view of the crystal structure of graphene, showing the A and
B sublattices, the direct lattice vectors ~ai and the nn vectors δi. The C-C distance
d is about 1.42 A˚. Visualization created with the VESTA software package [8]. (b)
The reciprocal lattice of graphene, and its lattice vectors ~bi. The first Brillouin zone is
shaded in grey and the special lattice points Γ, M , K and K ′ are labelled.
A C atom has four valence electrons, two of which are in the 2s orbitals and two in the 2p
orbitals. In graphene they conform to the well-known sp2 hybridization scheme, in which the
two s orbitals and one p orbital hybridize to form an in-plane σ bond with each of the three
nn atoms. The remaining orbital has pz character and is responsible for the conductivity of
graphene, so it is the state that is of interest to the TB approximation. Each C site in the
unit cell each contributes a 2pz electron, so the trial wavefunction takes the following form:
ψ(~r)k = ψ(~r)
A
k + λψ(~r)
B
k (A.5)
where λ is a complex coefficient and ψ(~r)Ak and ψ(~r)
B
k are related to pz-like atomic orbitals
centred at sites A and B, respectively. Since pz-like atomic orbitals themselves do not satisfy
the periodicity of the system (i.e. they are not Bloch functions), we construct ψ(~r)Ak and
ψ(~r)Bk as follows:
ψ(~r)Ak =
1√
N
∑
~RA
ei
~k·~RAφA(~r − ~RA) ψ(~r)Bk =
1√
N
∑
~RB
ei
~k·~RBφB(~r − ~RB) (A.6)
where ~RA and ~RB are the locations of all of the A and B sites, respectively. N is the number
of cells in the crystal being considered, and is included such that the wavefunctions are
normalized to N A and N B electrons when integrated over the whole crystal. The LCAO
wavefunction can now be inserted into the Schro¨dinger equation
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Hˆψ(~r)k = E(~k)ψ(~r)k, (A.7)
and integrated over the entirety of the crystal (after left-multiplying by ψ(~r)A∗k or ψ(~r)
B∗
k ) to
obtain the system of equations
∫
ψA∗k Hˆψ
A
k dV + λ
∫
ψA∗k Hˆψ
B
k dV = E(
~k)
(
ψA∗k ψ
A
k dV + λ
∫
ψA∗k ψ
B
k dV
)
(A.8)
∫
ψB∗k Hˆψ
A
k dV + λ
∫
ψB∗k Hˆψ
B
k dV = E(
~k)
(
λψB∗k ψ
B
k dV +
∫
ψB∗k ψ
A
k dV
)
. (A.9)
In Wallace’s treatment of the system, the final terms were neglected as the overlap between
adjacent atoms was assumed to be small. Calling the first integral in Equation A.8 HAA(~k),
the second HAB(~k), the third SAA(~k) and the fourth SAB(~k) = 0 and likewise the first integral
in Equation A.9 HBA(~k), the second HBB(~k) and the third SBB(~k) and the fourth SBA(~k) = 0,
the system of equations shortens to:
HAA(~k) + λHAB(~k) = E(~k)SAA(~k) (A.10)
HBA(~k) + λHBB(~k) = E(~k)λSBB(~k). (A.11)
Since SAA(~k) and SBB(~k) simply count the number of electrons resulting from each site, they
can be replaced by N , the number of unit cells in the crystal being examined. Algebraically
eliminating λ from the equations, they can be rewritten in determinant form:∣∣∣∣∣HAA(~k)N − E(~k) HBA(~k)HAB(~k) HAA(~k)N − E(~k)
∣∣∣∣∣ = 0, (A.12)
where the equality HAA(~k) = HBB(~k) stemming from the equivalence between the two sites
has been used. This expression is known as the secular equation, and it will take this par-
ticular form for any TB approximation that considers two single-electron sites per unit cell.
Solving for E(~k) results in a quadratic equation with the solution
E(~k) = HAA(~k)±
√
HAB(~k)HBA(~k) = HAA(~k)±
∣∣∣HAB(~k)∣∣∣ , (A.13)
since HAB(~k) and HBA(~k) can only differ in terms of phase. The two solutions correspond to
the occupied pi and unoccupied pi∗ bands, with the two C electrons occupying opposite spin
states in the valence band in the ground state. Already it is apparent that these bands will
be symmetric about the value HAA(~k), which is a consequence of not including the overlap
integrals SAB(~k) and SBA(~k).
The simplest solution to a TB problem is the nn approximation, in which any interaction
between atoms that are not immediately adjacent are not considered. Under this treatment,
HAA(~k) simplifies to a constant corresponding to the energy of a 2pz orbital in an isolated
atom, as there are no A sites in the nn shell. The term HAB(~k) is evaluated as
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HAB =
1
N
∫ ∑
~RA
e−i
~k·~RAφA∗(~r − ~RA)Hˆ
∑
~RB
ei
~k·~RBφB(~r − ~RB)dV. (A.14)
The exponential factors can collect together and the summations can be rearranged to pro-
duce
HAB =
1
N
∫ ∑
~RA
∑
~RB
ei
~k·(~RB−~RA)φA∗(~r − ~RA)HˆφB(~r − ~RB)dV. (A.15)
Since ~δ1, ~δ2 and ~δ3 are the vectors connecting an A site to its three nn B sites (as in Figure
A.1(a)), once can collect the energy of an A-B interaction into a single term γ0 and write
HAB = γ0
(
ei
~k·~δ1 + ei
~k·~δ2 + ei
~k·~δ3
)
. (A.16)
Substituting in the values for the A-B separation vectors,
HAB = γ0 exp[−idkx]
(
1 + 2 exp
(
i
3d
2
kx
)
cos
(√
3d
2
ky
))
(A.17)
which means that
|HAB| = γ0
(
1 + 4 cos
(
3d
2
kx
)
cos
(√
3d
2
ky
)
+ 4 cos2
(√
3d
2
ky
))1/2
. (A.18)
This function is plotted on a typical k-path for a hexagonal Brillouin zone (Γ−M−K−Γ)
in Figure A.2(a), and over the whole first Brillouin zone in Figure A.2(b). At the points ~K
and ~K ′ mentioned above, HAB vanishes, implying a degeneracy between the pi and pi∗ bands
at these momenta. Taking a first-order Taylor series expansion of equation function near the
K point, with ~q = (qx, qy) representing a small displacement in momentum space,
HAB(~q) ≈ HAB( ~K) + ~q · ~∇HAB( ~K) = ~q · ~∇HAB( ~K) (A.19)
HAB(~q) ≈ 3γ0d
4
(
i(1 +
√
3i)qx − (1 +
√
3i)qy
)
(A.20)
which, if the proper phase is absorbed into the definition of the wavefunction, can be rewritten
as
Hˆ ′K(~q) =
3γ0d
2
(
0 qx − iqy
qx + iqy 0
)
. (A.21)
A similar relationship can be derived near the K ′ point, except that the x-momenta are
flipped in sign:
Hˆ ′K′(~q) =
3γ0d
2
(
0 −qx − iqy
−qx + iqy 0
)
. (A.22)
The energy dispersion expanded about the points K and K ′ is then
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Figure A.2: (a) The TB bandstructure of graphene plotted along the typical (Γ −
M −K − Γ) path for hexagonal lattices. The degenerate band crossing at the K-point
is evident. (b) The the TB solution plotted over the first Brillouin zone of graphene
(grey hexagon). The colours indicate the energy of the pi and pi∗ bands relative to the
Fermi level, with yellow being the maximum and black representing zero.
E(~q) =
3γ0d
2
|~q| . (A.23)
This relation indicates that the energy bands are linear in the vicinity of the degenerate
point, and that the curves of constant energy in this region are circular. That is, the bands in
3D energy-momentum space look like two symmetric cones placed tip-to-tip at the degeneracy
point. This can be clearly seen in Figure A.3(a), where the TB solution is plotted in 3D
energy-momentum space near the point K. The leading coefficient in the conical region can
be collected into a term with units of velocity (after converting the crystal momentum to
momentum through the relation ~p = h¯~k), and is called the Fermi velocity (vF ). The value of
γ0 for graphene has been estimated through DFT calculations to be approximately 3 eV [271],
resulting in a Fermi velocity of ∼ 1×106 m s−1, or about 0.3% the speed of light in a vacuum.
To show that the conical bandstructure is not just an artefact of the TB approximation, I
have included the results of ab initio DFT calculations in Figure A.3(b). This bandstructure
was obtained with the WIEN2k program suite on a single unit cell of graphene with 15 A˚ of
vacuum separating the sheets, using a (15×15×1) k-point mesh, a cutoff energy of -7 Ry and
an RKmax of 6 (see Chapter 4 for an explanation of these parameters and a description of the
application of DFT to 2D crystals). In this (non spin-polarized) DFT calculation, the linear
band crossing remains, and the best agreement between the TB and DFT calculations is in
the vicinity of the degenerate point, with the agreement deteriorating further away from the
Fermi energy. Notably, the electron-hole asymmetry that the overlap-free TB calculations
miss is apparent in the DFT bandstructure, but it is negligible at low energies. Both methods
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Figure A.3: (a) A close-up of the degenerate point and conical bandstructure in
3D energy-momentum space for the TB calculation. (b) A DFT calculation of the
bandstructure of graphene plotted with the TB calculation for comparison.
produce approximately the same cone slope corresponding to a Fermi velocity of 106 ms−1.
Carrier spin was neglected in the construction of the Hamiltonian. When incorporated, a
SOC term is introduced into the Hamiltonian in such a way that it opens a gap between the
pi and pi∗ bands, removing the Dirac point without significantly altering the linearity of the
bands in this region. The magnitude of this SOC-induced gap is negligibly small for graphene,
usually somewhere between 1 and 100 µeV for TB approximations or spin-polarized DFT
calculations.
While the derivation up to this point has specifically considered the case of graphene,
its results are generalizable to other systems provided that a few conditions are met: a
hexagonal honeycomb atomic structure, inversion symmetry (the equivalence of the A and
B sublattices) and the sp2 hybridization scheme with pz valence orbitals. As discussed in
Chapter 2, graphene is not the only material that can satisfy these criteria. Such a conical
bandstructure would therefore be possible in a number of monoatomic 2D materials, though
the existence and stability of such materials are not guaranteed.
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Appendix B
Core-Level Transitions
Core-level spectroscopic techniques are based around electronic transitions between tightly
bound core-level states and delocalized states of interest in the VB and CB. In both XES
and XAS, these transitions are mediated by single photons (one incident photon causes the
excitation in XAS, and one photon is emitted during the fluorescent decay process in XES).
Fermi’s Golden Rule gives the rate W of such transitions as
W =
2pi
h¯
|〈Ψf |T1|Ψi〉|2 δ(Ef − Ei − h¯ω), (B.1)
where Ψi and Ψf are the net electronic wavefunctions prior to and after the transition,
respectively, with their associated energies Ei and Ef , while h¯ω gives the energy of the
incident/emitted photon. T1 is the single-photon transition operator, which is known from
time-dependent perturbation theory:
T1 = − e
mc
exp
(
i~k · ~r
)
~p · ~A. (B.2)
Here, ~k · ~r is a projection of the photon’s wavevector onto the electron’s position ~r, and ~p · ~A
is the projection of the electron’s momentum ~p on to the vector potential of the photon ~A.
Relating the photon’s wavevector and energy, and applying the delta function in Equation
B.1:
T1 = − e
mc
exp
(
i
Ef − Ei
h¯c
nˆ · ~r
)
~p · ~A, (B.3)
where nˆ denotes the direction of the photon’s propagation.
The quantity h¯c has a value of about 197 eV nm, while the quantity (Ef −Ei)nˆ ·~r varies
with the energy of the photon, its geometric relationship to the electron and the electron’s
orbital radius. However, in soft X-ray spectroscopy the photon energies involved are usually
on the order of a few hundred eV (and no more than 2 keV) and the radii of the electronic
states range from less than 1 A˚ (for core-states) to no more than a few A˚ (for the emitting
VB states in XES). The argument of the exponential is therefore less than unity, so it can
be replaced with the Maclaurin series
exp
(
i
Ef − Ei
h¯c
nˆ · ~r
)
≈ 1 + iEf − Ei
h¯c
nˆ · ~r −
(
Ef − Ei
h¯c
nˆ · ~r
)2
+ ... (B.4)
The first term of this expression is the dominant one, especially for low energy core-level
transitions like the ones in Si 2p spectroscopy. If we exclude all others, the transition operator
becomes
T1 = − e
mc
~p · ~A, (B.5)
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or, if ~A = Aeˆ, where eˆ is the polarization vector of the incident/emitted photon,
T1 = −Ae
mc
~p · eˆ. (B.6)
The electron’s momentum ~p can be related to the commutator of the electron’s ground-state
Hamiltonian Hˆ0 and its position ~r,
[~r, Hˆ0] =
ih¯
m
~p, (B.7)
which results in the transition operator
T1 = − eA
ih¯c
[~r, Hˆ0] · eˆ. (B.8)
When this is inserted into the transition rate calculation in Equation B.1:
W =
2pie2A2
h¯3c2
∣∣∣〈Ψf |[~r, Hˆ0] · eˆ|Ψi〉∣∣∣2 δ(Ef − Ei − h¯ω), (B.9)
but since [~r, Hˆ0] = ~rHˆ0 − Hˆ0~r,
W =
2pie2A2
h¯3c2
(Ef − Ei)2 |〈Ψf |~r · eˆ|Ψi〉|2 δ(Ef − Ei − h¯ω). (B.10)
The transition operator has now become that of an electric dipole, and thus the dipole
selection rules (∆` = ±1) apply. That is, core-level transitions from an s state will predomi-
nantly be to or from the p states in the VB and CB, while core-level transitions from a p state
will predominantly be to or from the s and d VB and CB states (the “forbidden” quadrupole
transitions resulting from the second term in the Maclaurin expansion are allowed, but largely
suppressed).
In and XES or XAS measurement, the observed signal as a function of emitted or incident
energy, I(h¯ω), will be the product of the transition matrix element W and the number of
initial and final states available for the transition. The core-level states are highly localized
in energy, so their contribution is basically just a scaling factor applied to the observed signal
(though the situation is slightly more complicated when there are split core-levels from SOC,
as discussed in (see Chapter 5 for Si 2p core-level spectroscopy). The states of interest in
the VB or CB are distributed in energy, and are therefore often represented as an energetic
density of states (DOS), which is equal to the material’s bandstructure integrated across all
crystal momenta. Because of the dipole selection rules, the transition operator breaks this
DOS down by angular momentum into the partial (projected) DOS, or pDOS. The emitted
or absorbed signal is therefore given by
I(h¯ω) ∝ ω2 |〈Ψf |~r · eˆ|Ψi〉|2 · pDOS(h¯ω), (B.11)
neglecting the effects of instrumental and lifetime broadening.
The final-state rule [272,273] states that the observed transition energies will be primarily
determined by the final state Ψf of the atom. For an XES measurement, the final state of the
atom after the transition of interest includes completely full core-levels and a hole in the VB.
This VB hole has little to no effect on the energy spectrum of the rest of the VB electrons,
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so an XES measurement essentially probes the ground-state VB structure. In XAS, the final
state resulting from the transition includes a core-level vacancy, which reduces the nuclear
screening and can significantly rearrange the measured CB states (see Chapter 5 for a brief
discussion of these effects). XAS is therefore not a measure of the ground-state CB structure,
though on occasion the effects of the core-level vacancy end up being negligible.
In WIEN2k, the core-level states are represented as a combination of spherical harmonics
and the radial solutions to the Schro¨dinger equations (see Chapter 4), while the interstitial
density can be projected on to the angular momentum operators once the calculation has
been converged using the command “lapw2 -qtl”, converting the DOS to the pDOS. After
selecting a specific core-level state, the transition rate can be calculated for each projection
of the VB/CB states as a function of energy. When these functions are multiplied by the
appropriate projection of the pDOS, the result is the tw-pDOS which should correspond to
the measured spectrum, again neglecting any broadening effects.
As an illustration of this concept, Figure B.1 shows the pDOS for an isolated LB silicene
sheet, including its 3s, 3p and 3d states. The tw-pDOS are plotted for a 2p core-level
transition and a 1s core-level transition, corresponding to K- and L2,3-edge spectroscopy.
The dipole selection rules are evident, as the tw-pDOS strongly resembles the 3p states for a
1s core-level transition and the sum of the 3s and 3d states for a 2p core-level transition.
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Figure B.1: (a) The pDOS for freestanding LB silicene, projected into 3s, 3p and 3d
orbitals. (b) The pDOS plotted alongside the tw-pDOS for a 1s Si core-level, showing
the strong sensitivity to the 3p states. The increase in W with energy can also be
observed. (c) The pDOS plotted alongside the tw-pDOS for a 1s Si core-level, showing
the strong sensitivity to the 3s and 3d states.
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