Abstract-This paper presents a novel orthopaedic surgery simulator, capable of analyzing, processing and displaying medical images. These newly added capabilities allows the reconstruction of multiple three-dimensional models, and their integration into a virtual environment. The main contribution of this work is the developement of a new mixed graphical model (surface and volumetric) that allows simulation of bone machining in real time.
I. INTRODUCTION
The specific characteristics of orthopaedic and trauma surgery has generated a growing interest among the engineering community and allowed developments in the area training simulators. Bones are rigid objects and may be easily depicted in a software environment, in addition to their excelent 3D visualization characteristics. Usually, commercial laboratories offer simulators and planners which include model of the prosthesis and equipment, and they are often integrated with surgical navigation software applications.
These simulators are generally used to enhance the preoperative stage of planning. However, most applications are geometric-based, kinematic simulators, i.e. they are based on the location and 3D visualization of solid objects. Therefore, many of the procedures that are performed in TKR surgeries (i.e. removal of soft tissue, bone milling, drilling, cutting and sutures amongst other) are not simulated or taken into account in these applications. Therefore, many of the procedures that are performed in TKR surgeries (i.e. removal of soft tissue, bone milling, drilling, cutting and sutures amongst other) are not simulated or taken into account in these applications.
Previous work in interactive simulation of temporal bone surgery has focused primarily on haptic rendering of volumetric data. In [1] an analytical model of bone erosion as a function of applied drilling force and rotational velocity is developed. In [2] , Visuohaptic is presented as a system for simulating surgeries involving bone manipulation such as temporal bone surgery and mandibular surgery. Agus ([3] ) introduces models of different instruments that pierce a cloud of points based on a modified version of the VoxmapPointshell algorithm [4] . The cloud of points is generated from information of CT and magnetic resonances (MRI) scans.
In the area of joint replacement, [5] introduces an application to simulated knee arthroscopy. This application also uses volumetric rendering and haptic feedback. In the area of open knee surgery, [6] presented a Virtual TKR System based on the VTK library. The main innovative feature of this surgery planning system is that it could aid the surgeon in choosing the correct size, orientation and position of the prosthetic components, allowing the correct restoration and alignment of the mechanical axis of the lower limb. A drawback is that is not includes haptic feedback.
From a commercial point of view, the insightArthroVR c simulator presents a training testbed for a "real" arthroscopic minimally invasive environment, complete with a multipurpose toolkit that adapts to various joints, a plastic casing of a shoulder (or a knee), and two Phantom Omni devices used as force feedback elements [7] . The work described in this paper presents the development of a simulator as a support tool for training TKR interventions. The application includes a module that allows the analysis and visualization of medical images, with the possibility of reconstructing three-dimensional models of bone tissue from DICOM images (Digital Imaging and Communications in Medicine) of an specific patient. The simulator uses a mixed surface/volumetric model of the manipulated tissues also, this allowing the development of cutting tools for bone sectioning and force rendering for haptic feedback.
It is important to mention that even though this paper shows tools and initial simulation results of TKR procedures, the methodology proposed can be used to analyze other surgical interventions such as Total Hip Replacement (THR) or treatment of long bone fractures using intramedular nails. 
II. MATERIALS AND METHODS

II-A. Total Knee Replacement TKR
In TKR surgery, sections of bone and cartilage of the joint are degrading, removed and replaced by artificial surfaces made of metal and/or plastic. The purpose of TKR surgery is to correct axial alignment of the lower extremity, maintain joint stability, relieve pain in joints; in other words, TKR surgery restores functionality to the knee joint [6] . It should be noted that the extraction of the components of the knee produces minimal loss of healthy bone, restoring cavities and faults of segmented bones, and thus stabilizing the joint with the ligament equilibrium [8] .
II-B. System Software Tools
Visualization Toolkit: The Visualization Toolkit (VTK) is open-source software system that allows image processing and visualization 3D computer graphics (http://www.vtk.org/). Insight Segmentation and Registration Toolkit ITK:
ITK is an open-source, cross-platform libary that provides developers with an extensive software suite with tools for image analysis (http://www.itk.org/). Qt GUI toolkit: QT is a cross-platform application and GUI framework that allows the easy integration of different libraries in the development of applications (http://qt.nokia.com/products). V-Collide: V-Collide is a collision detection library for large environments (http://gamma.cs.unc.edu/V-COLLIDE/). It is written in C ++, designed for use in environments containing large numbers of geometric objects composed of triangle meshes. V-Collide was selected to generate and record collision reports as it presents a lower average running time compared with other libraries like I-Collide, Rapid, Swift, Solid or VClip, amongst others [9] . Haptic Interface from Sensable: The Phantom Omni device is a joystick type interface with 6-D.o.F. (degrees of freedom) and 3-D.o.F.F. (degrees of freedom for force reflexion) in serial kinematic chain architecture. Force feedback has a nominal maximum force of up to 3,3 N in the x, y and z axes. Software applications using the Phantom Omni interface can be developed by using OpenHaptics c SDK and its HLAPI and HDAPI libraries
II-C. Description of Training System
The simulator, called SITKHR (Simulation of Interventions in TKR and THR), is divided into two main applications (see Figure 1) . Initially, the user can visualize one or several DICOM images in any plane, mark anatomical landmarks, guide, preview and export virtual cuts of any section of the image being displayed (see APPLICATION 1 in Figure 2 ). The user can indicate the section that he wants to turn in volumetric model (this is related to a division into small parts or particles that are used in haptic simulation, rather than using standard volumetric rendering algorithms). In the second stage (APPLICATION 2), the user imports the three-dimensional models generated in APPLICATION 1 (tissues, bones, muscles, skin), and indicates if they correspond to a superficial or volumetric model. The user is then able to interact with tools represented by the haptic interface, allowing him to have a "real" tactile sensation once the tools come into contact with any of the objects added. The force feedback on the exploration tools is performed through the integrating of the Phantom Omni device. Surface contact's is easily implemented with OpenHaptics c SDK, while volumetric interaction with 3-D surgical tools is implemented using the V-Collide library for collision detection; force reflecting generation is performed through an algorithm developed for this application.
The simulator was developed in C++ programming language, compiled with Microsoft Visual Studio 2005 on a Windows XP O.S. and an Intel c Core(TM)2 Quad Q8200 2.33GHz CPU with 4GB of RAM.
II-D. Visualization, processing and reconstruction module
Using software tools before mentioned (i.e. VTK, ITK and QT), we have developed an application that reads medical images in DICOM format and allows the user to explore images in three axes (x, y and z for slices); provide anatomical landmark points on a transversal, sagittal and/or coronal plane (see Figure 2) ; rotate, according to some selected options, the image around the coordinated axes (transverse, saggital or coronal planes).
These visualization options are important in order to analyze and capture correctly information necessary for intraoperative treatment. In TKR interventions, for example, radiographic analysis allows the selection of the appropriate implant sizes to be used. The AP anteroposterior X-ray aids in the assessment of tibial implant size, while the lateral and axial X-rays aid the selection of the femoral and patellar implant size respectively.
The application includes tools for DICOM image processing, complete with a segmentation and filtering stage for the separation of specific joint components. It is also possible to allocate cutting planes that split tissues and bones into several objects. Once the segmentation has been performed, the user can reconstruct and preview solid (or surface) models in three dimensions. Processing options for smoothing, decimation and export of these models are also available.
An important contribution of this paper is that the application provides, in addition, a tool for the generation of mixed surface/volumetric models of specific sections of the bone by using pixel coordinates of three-dimensional images (2-D and slices); this functionality is presented in Figure 3 . The process involved in the generation of this mixed model is presented next.
II-D.1. Definition of cuts and sections of DICOM images: By using the definition of a plane on the DICOM images, it is possible to process the image depending on a cutting section defined as a plane. The user must first define the cutting plane by indicating two points whithin the rendering window. This is followed by a projection of the line generated by these two points on the axial, lateral or transverse component image. Two output images are then generated by means of the evaluation of a function corresponding to the equation of the straight line that joins both points; this function analyzes the location of every pixel of the input image and of the line.
The cutting strategy uses the intensity (if greater that a certain threshold) value of pixels that are above the cutting line or defines this intensity to an specific value. An example of applying the algorithm consists in setting to its maximum value (i.e. Cut strategy: pixel value equal to 1024 itk :: Image < char, 3 >) pixels that have an intensity less than or equal to the value of cutting the line in the XY plane. Implementation of the actual is obtained by using of ITK iterators to generate two output images and using VTK's contour filters to obtain the cutting surfaces.
II-D.2. Getting mixed model surface/volumetric: One of the main objectives of the work presented here is to propose an algorithm that generates three-dimensional models of dif- It is important to mention that volumetric models may be seen as a group of small (closed) surface models rather than a full volumetric rendering. The mixed model is generated by separating components into surface sections on which no deformations or modifications will be performed, and volumetric sections composed of primitive surface (spheres or cubes) with independent properties of geometric transformations and collision reports. The size of these primitive surfaces that generate the volumetric model, is chosen such that proper visual realism is achieved when simulating a the creation of a "whole" a part of a general surface model (see Figure 3 ). This scheme allows us to analyze the deformation in terms of elimination (or displacement) of particles within the volumetric model, thus not requiring re-meshing of surface models.
As the sections to be cut are defined by the user, volumetric models are generated using the stored coordinates of pixels obtained from the DICOM images. It is important to mention that such pixels fulfill a contour condition, i.e. pixels with values that represent bone tissue. These coordinates are then exported, for each volumetric section, as points in a data file using the vtkPolyData command. Superficial models are obtained applying VTK's contour filters and their posterior export. The models may be exported in different three-dimensional surface format files such as .vrml, .ob j, or .vtk.
II-E. Haptic simulator
SITKHR's second application (see APPLICATION 2 in Figure 4 ) has three main features: (i) display of surface Reading of three-dimensional models as surface objects ( * .vtk models).
Rendering of volumetric models with basic geometric primitives. Use of the Phantom Omni haptic interface to represent surgical virtual instruments. Analysis of collision detection in a virtual environment. Simulation of machining of bones for insertion of the prosthesis.
In order to achieve the steps previously mentioned, it was necessary to develop software functions to read volumetric models (pixel coordinates of voxels) with the possibility to choose the size and type of components (i.e. primitives). These components are selected according to the results of a morphological allocation algorithm, the selection of a specific type of geometry (i.e. spheres, cylinders or cubes) and preliminary information that loads a priori the origin, spacing and dimensions of DICOM images processed in APPLICATION 1.
The haptic interface was integrated, into the scene rendering, through the allocation of a three-dimensional geometry that virtually represents the haptic cursor, this renders the position and orientation of the end effector of the Phantom Omni device; collision properties of the cursor were programmed using V-Collide. This enables us to program 3-D/3-D collision between tissues and 3-D surgical tools. A force rendering algorithm was implemented taking into account the section that comes into contact with virtual tools. In certain instances, this section may be appropximated from the volumetric model via a surface cover generated by a cloud of points which is the output of the mixed model.
II-E.1. Other virtual models: In order to insert prosthesis and surgical instruments, it was necessary to developed functions to import, view and add collision properties to virtual models loaded using VTK's WaveFront * .ob j file format (figure 5). 
II-E.2. Haptic simulation for machining of bones:
The machining of a bone was considered by using as algorithm for dynamic generation of convex hulls. The initial convex hull is generated from the cloud of points of a specific volumetric model obtained from the APPLICATION 1 (see Figures 6 and 7) . With the coordinate information of the origin, spacing and dimensions, it is possible to create an image by assigning a pixel value, similar to that of the contour condition of APPLICATION 1 (on which surface models were established), to the cloud of points. Again, using a contour filter from VTK, it is possible to obtain a particular convex hull.
The deformation of the surface, which gives a dynamic character to the cover, consists of removing components of the cloud of points; the components removed are those that enter in contact with the haptic cursor. The coordinates of the collided components are obtained from the collision report of V-COLLIDE. Once the colliding the objects and cells have been determined, it is possible to determine the colliding vertices. Once deleted, the system updates the cloud of point, the image and its associated convex hull. Figure 8 shows some examples where collidng cells are determined and the convex hull is deformed.
III. RESULT AND DISCUSSION
The main charateristics of the SITKHR are:
Visualization the DICOM images in any plane. Marking of anatomical landmarks to guide, preview and export cuts of any section of the image. Generation of specific sections of the image as a mixed surface/volumetric model equally exportable with other three-dimensional components. Import of models indicating whether they correspond to a surface or volumetric section, and wether they interact with three-dimensional instruments through the force feedback interface. Integration with three-dimensional models of prosthesis and surgical instruments which allow the simulation of specific interventions. Figures 9 and 10 shows some executions of the simulator. The models of the prosthetic components were scaled according to the dimensions of the bone and their movements were executed with the transformation matrix of the Phantom Omni device. It was detected that the synchronization between the haptic and visual thread was not satisfactory if volumetric models with more than 4.000 components were loaded. This is due to the delay generated when updating the collision information for all objects in the scene.
The number of images displayed and the spacing between pixels affects notably the execution of the system in terms of consumption of RAM memory and the results of the managing ITK iterators. In particular, the management of the V-Collide structures becomes more computationaly expensive as members of these structures are continuously changing due to the disappearance of volumetric particles. It is recommended that the maximum number of DICOM images to display, filter, segment and continuous sections, is 150, or even limit the size of the stack 400 if they will only display tasks with a computer with at least 2GB RAM.
The force feedback was implemented by a proposed algorithm according to the collision report and the type of model that clashes with the virtual surgical instrument. For a collision between a surface model and the haptic tool, there applied a single force vector, determined by a physical spring-damper system, with values between 0.01 and 0.04 for the stiffness constant and -0.03 to -0.01 for the damping constant, according to the testing system stability. For the components of the volumetric model that came into collision with the haptic cursor, the force vector depended on the quantity of collided particles.
III-A. Future Work
We are optimizing the memory allocation in order to improve the behavior of the collision subsystem. To improve the realism on the SITKHR simulator, we are developing three dimensional models of prosthesis and specific surgical instruments.
Our goal is to achieve a system: Capable of incorporating prothesis independent of the manufacturer Capable of incorporating costum-made protheses and simulating their behavior.
Capable of simulating the process of milling and drilling. Capable of being used both in predetermined training excercises and clinical environments (i.e. pre-op planning for real cirguries).
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