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Local Lipschitz bounds for solutions to certain singular elliptic
equations involving one-Laplacian
Shuntaro Tsubouchi∗
Abstract
In this paper local Lipschitz regularity of weak solutions to certain singular elliptic equations involving
one-Laplacian is studied. Equations treated here also contains another well-behaving elliptic operator such as
p-Laplacian with 1 < p < ∞. The problem is that one-Laplacian is too singular on degenerate points, what is
often called facet, which makes it difficult to obtain even Lipschitz regularity of weak solutions. This difficulty
is overcome by making suitable approximation schemes, and by avoiding analysis on facet. The key estimate in
this paper is a local a priori uniform Lipschitz estimate for classical solutions to regularized equations, which is
proved by Moser’s iteration. Another local a priori estimate can also be obtained by De Giorgi’s truncation.
Mathematics Subject Classification (2020) 35B65, 35A15, 35J92
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1 Introduction and main theorem
Let Ω ⊂ Rn be a bounded Lipschitz domain in n-dimensional Euclidian space, and let f be a real-valued function
on Ω. We fix constants 1 < p <∞, 0 < β <∞. The aim of this paper is to obtain local Lipschitz regularities for
solutions to
− βdiv (∇u/|∇u|) −div
(
|∇u|p−2∇u
)
∋ f in Ω, (1.1)
or often simply denoted by −β∆1u−∆pu ∋ f in Ω. More generally, we consider equations
− βdiv(∇u/|∇u|) −div∇zEp(∇u) ∋ f in Ω, (1.2)
where Ep is a real-valued function in R
n, such as |z|p/p (z ∈ Rn).
1.1 A typical example and our result
Consider (1.1) with f = 0. This equation derives from a minimizing problem of the energy functional
G(u)≔ β
∫
Ω
|∇u| dx+ 1
p
∫
Ω
|∇u|p dx.
G appears as a crystal surface energy, especially for the case p = 3. The nonhomogeneous term f can be regarded
here as chemical potential for the crystal surface energy G, in the sense that
f =
δG
δu
= −βdiv (∇u/|∇u|) −div
(
|∇u|p−2∇u
)
.
For details of justifications, see [16], [30] and the references given there. Also in general, equation (1.1) comes
from a minimizing problem of the energy functional
F(u)≔ G(u) −
∫
Ω
f u dx.
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It is well-known that the diffusion singularity of the operator one-Laplacian, denoted by ∆1, appears strongly
on degenerate points {∇u = 0}, or often called facet. This singularity makes it difficult to consider a term ∇u/|∇u|
in classical sense over facet. Therefore in the first place, when we consider weak solutions (that is, solutions in
distributional sense) to (1.1), we face to give a definition of the term ∇u/|∇u|, which should be mathematically
valid. The definition of weak solutions is given later in Section 2.
Also, when it comes to smoothness of solutions, the problem is that elliptic regularity properties of ∆1 are
not understood so much. It is remarkable that diffusion effect of ∆1u = div(∇u/|∇u|), unlike that of the singular
elliptic operator ∆pu = div
(|∇u|p−2∇u) (1 < p < 2), degenerates in the direction normal to levelset surface [12].
The diffusion singularity of ∆1 on facet is connected with the fact that, unlike |z|p/p (z ∈ Rn) for some fixed
1 < p < ∞, the functional |z| (z ∈ Rn) loses differentiability at 0 ∈ Rn [20]. These facts give us the difference
between one-Laplacian ∆1 and p-Laplacian ∆p (1 < p <∞) on elliptic regularity. Theorem 1 below reveals that, at
least for local Lipschitz regularity, p-Laplacian plays a dominant role.
Theorem 1. Let u be a solution to (1.1) in weak sense. Then we have
‖∇u‖L∞(BθR ) ≤ C(n, p, q, β, θ)
(
1+ ‖ f ‖1/(p−1)
Lq (BR )+ R
−n/p‖∇u‖Lp (BR )
)
for any fixed closed ball BR ⊂ Ω with its radius 0 < R ≤ 1, any 2 ≤ n < q ≤ ∞ and 0 < θ < 1.
This type of gradient bound estimate has already been given in [21] and [34], where nonhomogeneous terms are
controlled by L∞-data. The novelty of Theorem 1 is that the nonhomogeneous term f is controlled by an Lq-datum
with n < q ≤ ∞. We also note that local Lipschitz estimate is valid for any n ≥ 2 and 1 < p <∞, whereas the two
previous works need to restrict conditions on n and p. For more detailed comparison, see Section 1.4.
1.2 Our strategy
From a viewpoint of comparing ∆1 with ∆p in Section 1.1, we describe our strategy briefly. We first get over the
problemhow to define the term∇u/|∇u| by regarding it as a subdifferential operator. Subdifferential operators often
play important roles in many fields of mathematical analysis, including convex analysis [27], [29] and nonlinear
semigroup theory [3], [4]. This type of definition has already been taken by Xu [34] under the Neumann boundary
condition. Our strategy for Theorem 1 is to make suitable approximation schemes, and to avoid analysis on facet.
Here we illustrate our approaches for local Lipschitz regularity.
For an approximation to (1.1), we consider classical solutions to regularized equations
− βdiv
©­­«
∇uǫ√
ǫ2 + |∇uǫ |2
ª®®¬−div
((
ǫ2 + |∇uǫ |2
)p/2−1
∇uǫ
)
= f (1.3)
for 0 < ǫ ≤ 1. From [22, Chapter IV and V], if f ∈ C∞(Ω), then for each fixed 0 < ǫ ≤ 1, uǫ admits C∞-inner
regularity. From a local a priori estimate
sup
BθR
|∇uǫ | ≤ C(n, p, q, β, θ)
(
1+ ‖ f ‖1/(p−1)
Lq (BR )+ R
−n/p ‖∇uǫ ‖Lp (BR )
)
(1.4)
under the same conditions given in Theorem 1, we first prove Theorem 1 for f ∈ C∞(Ω). We extend our proof
for general f ∈ Lq(Ω) by density argument. To justify this argument, we need some basic properties of solutions
to (1.1), including the minimizing property of solutions and the stability estimate of solutions. Also, we should
make an appropriate justification of convergence ∇uǫ →∇u as ǫ → 0. Arguments on convergence in the paper are
essentially due to Krügel’s idea [21, Theorem 3.3]. More general justification is given in Appendix for the reader’s
convenience.
The proof of the key estimate (1.4) is similar to that of [8, Proposition 3.3], but the significant difference is
that we have to choose test functions so carefully that their support does not contain any facet of approximated
solutions. We obtain local a priori Lipschitz estimates for solutions to regularized equations in two ways. The first
is by Moser’s iteration and the second is by De Giorgi’s truncation, both of which are used for local boundedness
of weak solutions to uniformly elliptic equations. For materials on local boundedness, we refer the reader to [2,
Chapter 3.6], [15, Chapter 8.3, 8.4], [19, Chapter 4.2] and [28, Chapter 7.1]. By testing suitable functions which
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are supported in a certain regular set of ∇uǫ , we prove local boundedness of ∇uǫ , uniformly for an approximation
parameter 0 < ǫ ≤ 1.
Our approaches given above are valid even for generalized equations (1.2), if Ep : R
n → R admits some
reasonable properties. These will be stated in Section 1.3.
It is still left openwhether solutions to (1.1) are alwaysC1, α for f ∈C∞(Ω), or more generally for f ∈ Lq(Ω) (n <
q ≤ ∞). To solve this problem, we will probably need more analysis over facet.
1.3 General result
Here we describe proper conditions for equations, and state our main theorem, which covers Theorem 1.
For regularities, we only require f ∈ Lq(Ω) (n < q ≤ ∞) and Ep ∈ C1(Rn). However, we also assume that
Ep is strictly convex and admits a family of strictly convex functions
{
Eǫp
}
0<ǫ ≤1 ⊂ C∞ (Rn), and that there exists
constants 0 < c1 ≤ c2 <∞, independent of 0 < ǫ ≤ 1, such that
c1 |z0 |p ≤ Ep(z0) ≤ c2 |z0 |p, (1.5)
c1
(
ǫ2 + |z0 |2
)p/2−1
|ζ |2 ≤ 〈∇2zEǫ (z0)ζ  ζ 〉 , (1.6)〈∇2zEǫ (z0)ζ  ω〉 ≤ c2 (ǫ2 + |z0 |2)p/2−1 |ζ | |ω|, (1.7)
Ep(z0) ≤ Eǫp(z0), Ep(z0) = lim
ǫ→0
Eǫp(z0), (1.8)
∇zEp(z0) = lim
ǫ→0
∇zEǫp(z0) (1.9)
for all z0, ζ,ω ∈ Rn. Here 〈 · | · 〉 denotes the canonical inner product in Rn .
A typical example is
Ep(z) ≔ 1
p
|z|p and Eǫp(z) ≔
1
p
(
ǫ2 + |z|2
)p/2
(0 < ǫ ≤ 1). (1.10)
It is easy to check that they satisfy (1.5)-(1.9) with c1 ≔ min{ p−1, 1/p }, c2 ≔ max{ p−1, 1 }. For the special case
(1.10), (1.2) becomes (1.1).
The strategy described in Section 1.2 yields main theorem in the paper, which states local Lipschitz regularity
of solutions to (1.2).
Theorem 2. Let u be a solution to (1.2) in weak sense. Then we have
‖∇u‖L∞(BθR ) ≤ C(n, p, q, β, c1, c2, θ)
(
1+ ‖ f ‖1/(p−1)
Lq (BR )+ R
−n/p‖∇u‖Lp (BR )
)
(1.11)
for any fixed closed ball BR ⊂ Ω with its radius 0 < R ≤ 1, any 2 ≤ n < q ≤ ∞ and 0 < θ < 1. Here 0 < c1 ≤ c2 <∞
are constants satisfying (1.5)-(1.7).
Clearly Theorem 2 covers Theorem 1.
1.4 Literature overview
Here we describe previous relevant researches, especially on regularities for solutions to (1.1), in short.
Elliptic regularity of p-Laplacian, especiallyC1, α-regularity of p-harmonic functions, has been proved bymany
excellent mathematicians. As a series of papers, we refer the reader to, for instance, Uhlenbeck [32] and Evans [10]
for 2 ≤ p <∞ and DiBenedetto [8], Tolksdorff [31] and Wang [33] for 1 < p <∞. Among them the most related
work is one by DiBenedetto [8] in 1983. There he discussed C1, α-regularity of solutions to equations, including
−divEp(∇u) = 0 in Ω.
In [8, Proposition 3.3], he showed local a priori gradient bounds for solutions to certain regularized equations
−div∇zEǫp (∇uǫ ) = 0,
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uniformly for 0 < ǫ ≤ 1. Our proofs of local a priori gradient bounds in Section 4 are essentially obtained by a
modification of his arguments. The difference is that we have to make analysis only for regular points, whereas
DiBenedetto did make analysis for both degenerate and regular points.
Some mathematical properties of the equation (1.1) with f = const. were discussed in Krügel’s thesis in 2013
[21]. On local Lipschitz regularity, inspired by the paper [13], Krügel proved a local a priori uniform Lipschitz
estimate for regularized equations (1.3) by Moser’s iteration [25]. Despite Krügel’s claim that the estimate is valid
for any n ≥ 2 and 1 < p <∞, it seems that there need more arguments or modifications especially for 1 < p < 2 (for
details, see Rematk 6 in Section 4.1). Also, the nonhomogeneous term f = const. is controlled by an L∞-datum in
the proof. Our first proof of a local a priori Lipschitz bound (Proposition 2) is similar to [21, Lemma 4.9], but our
proof works for general 1 < p <∞ and n < q ≤ ∞. A justification of convergence for approximation schemes was
also discussed in the thesis, the results of which are organized more generally in Appendix of this paper.
Recently in 2019, Xu [34] studied a homogeneous Neumann boundary value problem for a certain nonlinear
fourth order equation. There he showed a local Lipschitz estimate for solutions to equations of the type
− βdiv
©­­«
∇uǫ√
ǫ2 + |∇uǫ |2
ª®®¬−div
((
ǫ2 + |∇uǫ |2
)p/2−1
∇uǫ
)
= f ǫ with sup
0<ǫ ≤1
‖ f ǫ ‖L∞ <∞ (1.12)
by De Giorgi’s levelset argument [7] and analysis on regular points. From this he proved that there exists a solution
to the nonlinear fourth order Neumann problem with global Lipschitz continuity under some suitable conditions.
In the proof of uniform Lipschitz bounds for solutions to (1.12) by Xu, the condition n = 2 cannot be removed.
This is basically due to the fact that his argument is an adaptation of those given in [17, Chapter 12.2], where
elliptic equations in two variables are especially treated. His proof also requires another condition p > 4/3 for
technical reasons related to estimates for levelsets, and arguments for 2 ≤ p < ∞ are almost omitted. On local a
priori Lipschitz bounds for classical solutions, our two proofs are totally different from that given by Xu [34, Claim
4.1]. In the first place, the weak formulation (4.2) in this paper is different from the one used in his paper. While
most of Xu’s computations are valid only for n = 2, our proofs of a priori estimates are valid for general n ≥ 2.
On local Lipschitz regularities, our proofs of local a priori estimates given in Section 4 are more general than
those from two previous researches byKrügel andXu, in the sense that ourmethods are valid for any 1 < p <∞, n ≥ 2
and that the nonhomogeneous term f is controlled by an Lq-datum with n < q ≤ ∞. This advantage directly yields
our main result of local gradient bounds (Theorem 1 and 2) for any n ≥ 2, 1 < p <∞, n < q ≤ ∞. It is remarkable
that the condition n < q ≤ ∞ is optimal for Lipschitz regularity (see [6, Section 3]).
1.5 Organization of the paper
We outline the contents of the paper.
Section 2 provides a proper definition of weak solutions to (1.2) in Definition 1. We also prove two properties
of weak solutions, the minimizing property of weak solutions (Corollary 1) and the stability of weak solutions
(Corollary 2). These two results are used later in Section 3 to complete the proof of main theorem.
Section 3 deals with approximation schemes. We introduce a parameter 0 < ǫ ≤ 1 and give suitable
approximation schemes globally or locally. This approximation argument is inspired by DiBenedetto’s work
in 1983 [8] and Krügel’s doctorial thesis in 2013 [21]. A justification for convergence is partially discussed by
Krügel for some special cases. It is easy to modify arguments therein for general condition. Results on convergence
are used without proof in Section 3, and the precise proof of these is described in Lemma 4 in Appendix. In Section
3.1, via global approximation we prove Proposition 1, which states the converse of Corollary 1. In Section 3.2, we
give a proof of Theorem 2 through local approximation, making use of Lemma 4, 5 in Appendix, Corollary 1, 2
in Section 2, and Proposition 1, 2 in Section 3.1-3.2. Proposition 2 in Section 3.2 states a local a priori Lipschitz
estimate for solutions to regularized equations, uniformly for an approximation parameter 0 < ǫ ≤ 1. This plays
an important role in the proof of Theorem 2. Section 3.3 presents some preliminaries for proofs of local a priori
uniform Lipschitz estimates in Section 4.
Section 4 establishes local a priori Lipschitz estimates for solutions to regularized equations, uniformly for
0 < ǫ ≤ 1. In Section 4.1, we give a proof of Proposition 2 by Moser’s iteration. This proof is essentially a
modification of that of [8, Proposition 3.3], and more general than that of [21, Lemma 4.9]. In section 4.2, we
also obtain another local a priori uniform Lipschitz estimate by De Giorgi’s truncation (Proposition 3). This is an
adaptation of the proof of [19, Theorem 4.1, Method 1].
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Appendix contains precise proofs of three lemmas (Lemma 3-5), which are used throughout the paper.
2 Definition and basic properties of weak solutions
In Section 2, we define weak solutions to (1.2). A proper meaning of ∇u/|∇u| is given in the sense of a
subdifferential.
Definition 1. A pair (u, Z) ∈ W1, p(Ω) × L∞ (Ω, Rn) is called a weak solution to (1.2) when it satisfies
β
∫
Ω
〈Z | ∇φ〉 dx +
∫
Ω
〈∇zEp(∇u)  ∇φ〉 dx = ∫
Ω
f φdx (2.1)
for all φ ∈ W1, p
0
(Ω), and
Z(x) ∈ ∂Ψ(∇u(x)) (2.2)
for a.e. x ∈Ω. Here ∂Ψ(z0) ⊂ Rn denotes the subdifferential at z0 ∈ Rn for the convex functional in Rn, Ψ(z)≔ |z|,
i.e., ∂Ψ(z0) =

{
z0
|z0 |
}
(z0 , 0),
{w ∈ Rn | |w | ≤ 1} (z0 = 0).
For u ∈ W1,p(Ω), if there is Z ∈ L∞ (Ω, Rn) such that (u, Z) is a weak solution to (1.2), we simply say that u is a
solution to (1.2) in weak sense.
Remark 1. To define a weak solution to (1.2), wemayweaken the assumption n < q ≤∞. For example, if 1 < p < n,
then equation (2.1) makes sense for
(p∗)′ = np
np−n+ p ≤ q ≤ ∞,
since the Sobolev embedding W
1, p
0
(Ω) ֒→ Lq′(Ω) holds true. We also note that if q > (p∗)′, this embedding is
compact. Similarly, for the proofs of Corollary 1, 2, Lemma 1, 4 and Proposition 1, it is possible to weaken the
assumption n < q ≤ ∞. We omit this, however, since the assumption n < q ≤ ∞ is optimal for Lipschitz regularity.
Throughout the paper we use the fact that, for a bounded Lipschitz domain V ⊂ Rn, continous embeddings
W
1, p
0
(V) ֒→ Lq′(V), W1, p(V) ֒→ Lq′(V)
hold true and they are compact if n < q ≤ ∞. See [1, Chapter 4 and 6] for the complete bibliography.
Remark 2. Local Hölder regularity of weak solutions to (1.1) can be easily obtained by perturbations from
p-harmonic functions. More regularity property of vector field Z (for instance, Hölder regularity) is not discovered
yet, which makes it difficult to obtain even local Lipschitz regularity for solutions to (1.1). We refer to [6, Section
2 and 3] as a related item.
Before showing basic properties for weak solutions to (1.2), here we state some elementary estimates on Ep, E
ǫ
p.
From (1.5), it is easy to get
Ep(0) = 0, ∇zEp(0) = 0. (2.3)
Therefore we may take sufficiently small ǫ0 ∈ (0, 1) such that
sup
0<ǫ ≤ǫ0
Eǫp(0) ≤ 1 and sup
0<ǫ ≤ǫ0
∇zEǫp(0) ≤ 1. (2.4)
From (1.6)-(1.9) and (2.3), elementary calculation yields that〈∇zEp(z2) −∇zEp(z1)  z2− z1〉 ≥ { c1 ·C(p)|z1− z2 |p (p ≥ 2),
c1 |z1− z2 |2
(
ǫ2 + |z1 |2+ |z2 |2
)p/2−1 (1 < p < 2), (2.5)∇zEǫp(z1) −∇zEǫp(z2) ≤ { c2 ·C(p) (ǫp−2 + |z1 |p−2+ |z2 |p−2) |z1− z2 | (2 ≤ p <∞),c2 ·C(p)|z1− z2 |p−1 (1 < p < 2), (2.6)
5
∇zEp(z0) ≤ c2 ·C(p)|z0 |p−1, (2.7)∇zEǫp(z0) −∇zEǫp(0) ≤ { c2 ·C(p) (ǫp−1 + |z0 |p−1) (2 ≤ p <∞),c2 ·C(p)|z0 |p−1 (1 < p < 2), (2.8)Eǫp(z0) −Eǫp(0) ≤ 
C(c2, p)
(
ǫp−1 |z0 |+
∇zEǫp(0) |z0 |+ |z0 |p ) (2 ≤ p <∞),
C(c2, p)
(∇zEǫp(0) |z0 |+ |z0 |p) (1 < p < 2), (2.9)
Eǫp(z0) −Eǫp(0) −
〈∇zEǫp(0)  z0〉 ≥ 〈∇zEǫp(z0) −∇zEǫp(0)  z0〉
≥
{
c1 ·C(p)|z0 |p (2 ≤ p <∞),
c1
[ (
ǫ2 + |z0 |2
)p/2− ǫp ] (1 < p < 2), (2.10)
for all z0, z1, z2 ∈ Rn and 0 < ǫ ≤ 1. Here we omit the proof of (2.5)-(2.10). For details, see Lemma 3 in Appendix.
Remark 3. We can deduce an inequality of the type (1.5) from (1.8)-(1.9) and (2.9)-(2.10). Therefore we may
assume (1.6)-(1.9) and (2.3), instead of (1.5)-(1.9).
As pointed out in Section 1.1, equation (1.2) derives from a minimizing problem of variational integral
FΩ(u)≔ β
∫
Ω
|∇u| dx+
∫
Ω
Ep(∇u)dx−
∫
Ω
f u dx (2.11)
under a certain boundary condition. We first verify that a weak solution to (1.2) is a minimizer of the functional
FΩ on a suitable function class.
Corollary 1. Let (u, Z) ∈ W1, p(Ω)× L∞ (Ω, Rn) be a weak solution to (1.2). Then we obtain FΩ(u) ≤ FΩ(v) for all
v ∈ u+W1, p
0
(Ω). Here FΩ : W1, p(Ω) → R is defined as in (2.11).
Proof. We note that ∂Ep(z0) =
{∇zEp(z0)} for all z0 ∈ Rn, since Ep ∈ C1 (Rn) is convex. Combining this with
(2.2), we have subgradient inequalities
|∇v | − |∇u| ≥ 〈Z | ∇(v−u)〉, Ep(∇v) −Ep(∇u) ≥
〈∇zEp(∇u)  ∇(v−u)〉 a.e. in Ω.
Testing φ ≔ v−u ∈ W1, p
0
(Ω) in (2.1), we obtain
0 = β
∫
Ω
〈Z | ∇(v−u)〉 dx+
∫
Ω
〈∇zEp(∇u)  ∇(v−u)〉 dx −∫
Ω
f (v−u)dx ≤ FΩ(v) −FΩ(u). 
We also mention the stability estimate of solutions, which is needed to complete the proof of Theorem 2.
Corollary 2. Let f1, f2 ∈ Lq(Ω) (n < q ≤ ∞). Assume that (u1, Z1), (u2, Z2) ∈ W1, p(Ω) × L∞(Ω, Rn) satisfy
−βdiv(∇uj/|∇uj |) −div∇zEp(∇uj) ∋ fj in Ω for each j ∈ {1, 2 }
in weak sense. If u1−u2 ∈ W1, p0 (Ω), then we obtain
‖∇u1−∇u2‖Lp (Ω) ≤ C(n, p, q, c1, Ω)‖ f1 − f2‖1/(p−1)Lq (Ω) (2.12)
for p ≥ 2. For 1 < p < 2, instead of (2.12) we obtain
‖∇u1−∇u2‖L1(Ω) ≤ C(n, p, q, β, c1, c2, Ω)
(
1+ ‖∇u2‖pLp (Ω)+ ‖ f1‖
p′
Lq (Ω)
)
‖ f1 − f2‖1/2Lq (Ω), (2.13)
where p′ ≔ p/(p−1) ∈ (1,∞) denotes the Hölder conjugate of p.
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Proof. Test u1−u2 ∈ W1, p0 (Ω) in each equation. Then we obtain∫
Ω
〈Z1− Z2 | ∇(u1−u2)〉 dx+
∫
Ω
〈∇zEp(∇u1) −∇zEp(∇u2) | ∇(u1−u2)〉 dx =
∫
Ω
( f1− f2)(u1−u2)dx.
Since the subdifferential operator ∂Ψ = ∂ | · | is monotone (see for instance [4]), we deduce that
〈Z1− Z2 | ∇(u1−u2)〉 ≥ 0 a.e. in Ω
from (2.2). By (2.5), we obtain
〈∇zEp(∇u1) −∇zEp(∇u2) | ∇(u1−u2)〉 ≥
{
c1 ·C(p)|∇(u1−u2)|p (p ≥ 2),
c1(1+ |∇u1|2 + |∇u2 |2)p/2−1 |∇(u1−u2)|2 (1 < p < 2), a.e. in Ω.
By the Sobolev embeddingW
1, p
0
(Ω) ֒→ Lq′(Ω), we get for p ≥ 2,
c1 ·C(p)‖∇u1−∇u2‖pLp (Ω) ≤
∫
Ω
| f1 − f2 | |u1−u2 | dx
≤ C(n, p, q, Ω)‖ f1− f2‖Lq (Ω)‖∇u1−∇u2‖Lp (Ω).
From this we conclude (2.12). Similarly for 1 < p < 2, we get
‖∇u1−∇u2‖L1(Ω) ≤
(∫
Ω
|∇(u1−u2)|2
(
1+ |∇u1 |2+ |∇u2 |2
)p/2−1
dx
)1/2 (∫
Ω
(
1+ |∇u1|2 + |∇u2 |2
)1−p/2
dx
)1/2
≤ C(n, p, q, Ω)‖ f1 − f2‖1/2Lq (Ω)‖∇(u1−u2)‖
1/2
Lp (Ω)
(∫
Ω
(
1+ |∇u1|2−p + |∇u2 |2−p
)
dx
)1/2
≤ C(n, p, q, Ω)‖ f1 − f2‖1/2Lq (Ω)
(
1+ ‖∇u1‖pLp (Ω)+ ‖∇u2‖
p
Lp (Ω)
)
by the Young inequaltiy (see [17, Chapter 7.1], [22, Chapter 2.1 (3)]). It suffices to show that
‖∇u1‖pLp (Ω) ≤ C(n, p, q, β, c1, c2, Ω)
(
1+ ‖∇u2‖pLp (Ω)+ ‖ f1‖
p′
Lq (Ω)
)
(2.14)
to complete the proof of (2.13). By (1.5), the Young inequality, the Hölder inequality and the inequality
β
∫
Ω
|∇u1 | dx+
∫
Ω
Ep(∇u1)dx −
∫
Ω
f1u1 dx ≤ β
∫
Ω
|∇u2 | dx +
∫
Ω
Ep(∇u2)dx −
∫
Ω
f1u2 dx
from Corollary 1, we get
c1‖∇u1‖pLp (Ω) + β‖∇u1‖L1(Ω) ≤ c2‖∇u2‖
p
Lp (Ω)+ β‖∇u2‖L1(Ω)+C(n, p, q, Ω)‖ f1‖Lq (Ω)‖∇(u1−u2)‖Lp (Ω)
≤ C(β, c2, Ω)
(
1+ ‖∇u2‖pLp (Ω)
)
+C(n, p, q, Ω)‖ f1‖Lq (Ω)‖∇u2‖Lp (Ω)
+C(n, p, q, Ω)‖ f1‖Lq (Ω)‖∇u1‖Lp (Ω)
≤ C(n, p, q, β, c1, c2, Ω)
(
1+ ‖∇u2‖pLp (Ω)+ ‖ f1‖
p′
Lq (Ω)
)
+
c1
2
‖∇u1‖pLp (Ω).
From this we conclude (2.14). 
3 Approximation schemes
For each 0 < ǫ ≤ 1, we consider a weak solution uǫ to the equation
−div∇zEǫ (∇uǫ ) = f ∈ Lq(Ω) (n < q ≤ ∞) (3.1)
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in eitherΩ or Lipschitz subdomainU ⋐ Ω. Here a family of strictly convex functions {Eǫ }0<ǫ ≤1 ⊂ C∞ (Rn) admits
constants 0 < C1 ≤ C2 <∞, independent of 0 < ǫ ≤ 1, such that
C1
(
ǫ2 + |z|2
)p/2−1
|ζ |2 ≤ 〈∇2zEǫ (z)ζ  ζ 〉 , (3.2)〈∇2zEǫ (z0)ζ  ω〉 ≤ C2 (ǫ2 + |z0 |2)p/2−1 |ζ | |ω| (3.3)
for all z0, ζ,ω ∈ Rn with |z0 | ≥ 1. Especially in this paper, we consider
Ψ
ǫ (z) ≔
√
ǫ2 + |z|2, Eǫ (z) ≔ βΨǫ (z)+Eǫp(z) for z ∈ Rn, (3.4)
where Ep and
{
Eǫp
}
0<ǫ ≤1 satisfy (1.5)-(1.9). By direct calculation it is easy to check that eigenvalues of ∇2zΨǫ (z0),
the Hessian matrix of Ψǫ at z0 ∈ Rn, are given by β
(
ǫ2 + |z0 |2
)−1/2
and βǫ2
(
ǫ2 + |z0 |2
)−3/2
. Hence Eǫ defined as
in (3.4) satisfies (3.2)-(3.3) with C1 ≔ c1, C2 ≔ c2+ β.
Equation (3.1) derives from the Euler-Lagrange equation of the regularized variational integral
FǫV (u)≔
∫
V
Eǫ (∇u)dx−
∫
V
f u dx,
where V =Ω or V =U ⋐ Ω. We also define a functional FU : W
1, p(U) → R as in (2.11), replacingΩ by U.
Lemma 1. FunctionalsFV , F
ǫ
V
(0 < ǫ ≤ 1) are lower semi-continuous inW1, p(V)with respect to the weak topology.
Lower semi-continuity of convex energy functionals with respect to the weak topology is generally discussed in
[11, Chapter 8.2.2] (see also [14, Chapter I.2], [18, Chapter 4.2 and 4.3]). It is easy to prove Lemma 1 bymaking an
adaptation of arguments therein. However, we give another simpler proof of Lemma 1 by showing that functionals
FV , F
ǫ
V
are continuous with respect to the strong topology.
Proof. By [5, Corollary 3.9], we are reduced to showing that convex functionals FV, F
ǫ
V
(0 < ǫ ≤ 1) are continuous
in W1, p(V) with respect to the strong topology. Fix 0 < ǫ ≤ 1 and let {vn}∞n=1 ⊂ W1, p(V) satisfy vn → v (n →∞)
in W1, p(V) for some v ∈ W1, p(V). We verify that Fǫ
V
(vn) → FǫV (v) (n →∞). Take any subsequence {vnj }∞j=1 ⊂
{vn}∞n=1. By [5, Theorem 4.9] and the continuous embedding W1, p(V) ֒→ Lq
′(V), there exists a subsequence
{vnjk }∞k=1 ⊂ {vnj }∞j=1 and w ∈ Lp(V) such that
∇vnjk →∇v (k →∞) a.e. in V, (3.5)
|vnjk | ≤ w a.e. in V and for all k ∈ N, (3.6)
vnjk
→ v (k →∞) in Lp′(V). (3.7)
By (3.5) and Eǫp ∈ C∞ (Rn), we get
Eǫ (∇vnjk ) → E
ǫ (∇v) (k →∞) a.e. in V .
By (2.9), (3.6) and the Young inequality, we can easily check that
Eǫ (∇vnjk ) ≤
Eǫp(0)+C(c2, p) (ǫp−1 |∇vnjk |+ |∇zEǫp(0)| |∇vnjk |+ |∇vnjk |p )
≤
Eǫp(0)+C(c2, p) (ǫp + |∇zEǫp(0)|p′ +wp) ∈ L1(V) a.e. in V,
uniformly for k ∈ N. From these we obtain
lim
k→∞
FǫV (vnjk ) = limk→∞
∫
V
Eǫ (∇vnjk )dx − limk→∞
∫
V
f vnjk dx =
∫
V
Eǫ (∇v)dx−
∫
V
f v dx = FǫV (v)
by Lebesgue’s dominated convergence theorem and (3.7). Hence it follows that Fǫ
V
(vn) → FǫV (v) (n →∞). This
means that Fǫ
V
is strongly continuous in W1, p(V). From (1.5) and Ep ∈ C1 (Rn), we similarly conclude that FV is
strongly continuous in W1, p(V). 
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For each fixed u0 ∈ W1, p(V) and 0 < ǫ ≤ 1, we can define
uǫ ≔ arg min
{
FǫV (v)
 v ∈ u0+W1, p0 (V)} ∈ u0+W1, p0 (V).
Using the Young inequality, we can easily check that for all v ∈ u0+W1, p0 (V),
FǫV (v) ≥
∫
V
Eǫp(0)dx +
∫
V
〈∇zEǫp(0)  ∇v〉 dx +C(c1, p)∫
V
(|∇v |p −1) dx
− ‖ f ‖Lq (V )‖v −u0‖Lq′ (V )− ‖ f ‖Lq (V )‖u0‖Lq′ (V ) (by (2.10) and the Hölder inequality)
≥ C(c1, p)
2
‖∇v‖p
Lp(V )− ‖ f ‖Lq (V )‖∇(v−u0)‖Lp (V )
−C
(
n, p, q, c1, V, E
ǫ
p(0), ∇zEǫp(0)
) (
1+ ‖ f ‖Lq (V )‖u0‖W 1, p (V )
)
(
by the Sobolev embedding W1, p(V), W1, p
0
(V) ֒→ Lq′(V)
)
≥ C(c1, p)
4
‖∇v‖p
Lp(V )−C
(
n, p, q, c1, V, E
ǫ
p(0), ∇zEǫp(0)
) (
1+ ‖ f ‖Lq (V )‖u0‖W 1, p (V )+ ‖ f ‖p
′
Lq (V )
)
.
Combining this with Lemma 1, we conclude that Fǫ
U
is coercive and weakly lower semi-continuous in u0+W
1, p
0
(V).
Hence the existence of a minimizer uǫ ∈ u0+W1, p0 (V) is guaranteed by direct method (see for instance [11, Chapter
8.2.2], [14, Chapter I.3 and I.4], [18, Chapter 4.4]). Uniqueness is clear by strict convexity of Fǫ
V
in u0+W
1, p(V),
since Eǫp is strictly convex. Similarly we can determine a unique function
u ≔ arg min
{
FV (v)
 v ∈ u0+W1, p0 (V)} ∈ u0+W1, p0 (V)
for each u0 ∈ W1, p(V). We note that it is easy to deduce that FV is coercive in u0+W1, p0 from (1.5). Lemma 4 in
Appendix states that uǫ → u inW1, p(V) as ǫ → 0, up to a subsequence. Results from Lemma 4 are used throughout
Section 3.
3.1 Global approximation
From Corollary 1, if u ∈ W1, p(Ω) is a solution to (1.2) in weak sense, then u satisfies
u = arg min
{
FΩ(v)
 v ∈ u+W1, p0 (Ω)} . (3.8)
Proposition 1 states that the converse is true.
Proposition 1. Let f ∈ Lq(Ω) (n < q ≤ ∞). Assume that u ∈ W1, p(Ω) satisfies (3.8). Then u is a solution to (1.2)
in weak sense. That is, there exists Z ∈ L∞ (Ω, Rn) such that (u, Z) ∈ W1, p(Ω) × L∞ (Ω, Rn) is a weak solution to
(1.2).
Proof. For each 0 < ǫ ≤ 1, we set
uǫ ≔ arg min
{
Fǫ
Ω
(v)
 v ∈ u+W1, p0 (Ω)} ∈ u+W1, p0 (Ω).
By Lemma 4 in Appendix, we have uǫ → u in W1, p(Ω), up to a subsequence. We note that
|∇zΨǫ (∇uǫ )| =
|∇uǫ |√
ǫ2 + |∇uǫ |2
≤ 1 a.e. in Ω.
By [5, Corollary 3.30 and Theorem 4.9], again up to a subsequence, we may assume that
|∇uǫ | ≤ v a.e. in Ω and for all 0 < ǫ ≤ 1, (3.9)
∇uǫ →∇u (ǫ → 0) a.e. in Ω, (3.10)
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∇zΨǫ (∇uǫ ) = ∇u
ǫ√
ǫ2 + |∇uǫ |2
∗
⇀ Z in L∞ (Ω, Rn) (3.11)
for some Z ∈ L∞ (Ω, Rn), v ∈ Lp(Ω). (3.10)-(3.11) imply that
‖Z ‖L∞(Ω,Rn ) ≤ 1, Z(x) =
∇u(x)
|∇u(x)| if ∇u(x) , 0.
Hence Z satisfies (2.2). Consider the Euler-Lagrange equation of uǫ , then we have∫
Ω
〈∇zΨǫ (∇uǫ ) | ∇φ〉 dx +
∫
Ω
〈∇zEǫp (∇uǫ )  ∇φ〉 dx = ∫
Ω
f φdx (3.12)
for all φ ∈ W1, p
0
(Ω). We claim that
∇zEǫp (∇uǫ ) → ∇zEp(∇u) in Lp
′ (Ω, Rn) . (3.13)
From (1.9), (2.4), (2.6), (2.8) and the Arzelà-Ascoli theorem, we conclude that
∇zEǫp →∇zEp (ǫ → 0) compactly in Rn .
Combining this result with (3.10), we get
∇zEǫp (∇uǫ ) → ∇zEp(∇u) a.e. in Ω.
By (2.3), (2.7)-(2.8) and (3.9), we obtain∇zEǫp (∇uǫ )−∇zEp(∇u) ≤ ∇zEǫp(0)+ ∇Ep(∇u)+ ∇zEǫp (∇uǫ ) −∇zEǫp(0)
≤ 1+ c2 ·C(p)|∇u|p−1+ c2 ·C(p)
(
1+ |∇uǫ |p−1
)
≤ C(c2, p)
(
1+ |∇u|p−1+ vp−1
)
∈ Lp′(Ω) a.e. in Ω,
uniformly for 0 < ǫ ≤ ǫ0. Hence by Lebesgue’s domnated convergence theorem, we conclude (3.13). From
(3.11)-(3.13), we easily verify that (u, Z) ∈W1, p(Ω)×L∞ (Ω, Rn) satisfies (2.1) for all φ ∈W1, p
0
(Ω), and it completes
the proof. 
3.2 Local approximation and the proof of Theorem 2
Proposition 2 states a local a priori uniform Lipschitz estimate, which is proved in Section 4.1 later.
Proposition 2. Let f ∈ C∞(Ω). Assume that uǫ ∈ C∞(U) is a classical solution to (3.1) in U ⋐ Ω. Under the
condition (3.2)-(3.3), we have
sup
BθR
|∇uǫ | ≤ C (n, p, q, C1, C2)(1− θ)n/p
(
1+ ‖ f ‖1/(p−1)
Lq (BR )+ R
−n/p ‖∇uǫ ‖Lp (BR )
)
(3.14)
for any closed ball BR ⊂ U with 0 < R ≤ 1, any 3 ≤ n < q ≤ ∞ and 0 < θ < 1. Even for n = 2, we have for each
fixed 1 < χ < 2∗ =∞,
sup
BθR
|∇uǫ | ≤ C (p, q, χ, C1, C2)
(1− θ)
2χ
p(χ−1)
(
1+ ‖ f ‖1/(p−1)
Lq (BR )+ R
−2/p ‖∇uǫ ‖Lp (BR )
)
(3.15)
instead of (3.14).
Remark 4. By interpolation and [14, Chapter V, Lemma 3.1], we easily obtain
sup
BθR
|∇uǫ | ≤ C (n, p, q, s, θ, C1, C2)
(
1+ ‖ f ‖1/(p−1)
Lq (BR )+ R
−n/s ‖∇uǫ ‖Ls (BR )
)
(3.16)
for any closed ball BR ⊂ U with 0 < R ≤ 1, any 2 ≤ n < q ≤ ∞, 0 < θ < 1 and 1 ≤ s < p.
10
In Subsection 4.2, we also show a local a priori uniform Lipschitz estimate in another way. This is weaker than
(3.14)-(3.15) though.
For the proof of Theorem 2, we do not use a result of the strong convergence for global minimizers, given
in Lemma 4. Instead, we use weaker results from Lemma 4 and a Fatou-type estimate proved in Lemma 5 in
Appendix.
Proof. By the Hölder inequality, it suffices to consider the case n < q <∞. Fix θ < τ < 1 and BτR ⊂ U ≔ BoR ⋐ Ω.
Here Bo
R
denotes an open ball with its radius R.
We first consider f ∈ C∞(Ω). For each 0 < ǫ ≤ 1 we set
uǫ ≔ arg min
{
FǫU (v)
 v ∈ u+W1, p(U)} .
By (2.8), (2.10) and the inequalities
〈∇zΨǫ (z0) | z0〉 ≥ 0, |∇zΨǫ (z0)| ≤ 1 for all z0 ∈ Rn,
we can use results from [28, Chapter 7.1 and 7.4] to obtain uǫ ∈ L∞
loc
(U). Hence by [22, Chapter IV, Theorem
6.4], we conclude that uǫ ∈ C∞(U) and uǫ is a classical solution to (3.1) in U (see also [22, Chapter V, Theorem
6.1-6.3]). We note
u = arg min
{
FU (v)
 v ∈ u+W1, p(U)}
by a similar argument given in the proof of Corollary 1. By Lemma 4, we obtain uǫ ⇀ u in W1, p(U) as ǫ → 0.
Moreover we get (A.4).
We define
EU(v)≔ β‖∇v‖L1(U)+
∫
U
Ep(∇v)dx.
for each v ∈ W1, p(U). We easily check at once that
c
1/p
1
‖∇v‖Lp(U) ≤ [EU (v)]1/p ≤
[
β
∫
U
|∇v | dx+ c2
∫
U
|∇v |p dx
]1/p
(by (1.5) and β > 0)
≤
[
(c2+1)
∫
U
|∇v |p dx +
∫
U
βp
′
dx
]1/p
(by the Young inequality)
≤ (c2+1)1/p‖∇v‖Lp(U)+C(n, p)βp
′
Rn/p (by the Minkowski inequality) (3.17)
for all v ∈ W1, p(U). Also we have EU(u) = liminf
ǫ→0
EU (uǫ ) from (A.4), since
EU(u) −
∫
U
f u dx = FU(u) = liminf
ǫ→0
FU (uǫ ) = liminf
ǫ→0
EU (uǫ )−
∫
U
f u dx.
Here we have used the compact embedding W1, p(U) ֒→ Lq′(U). Combining this fact with Proposition 2, (3.17),
and Lemma 5, we obtain
‖∇u‖L∞(BθR ) ≤ C(n, p, q, β, c1, c2, θ, τ)
(
1+ ‖ f ‖1/(p−1)
Lq (BτR )+ R
−n/p liminf
ǫ→0
‖∇uǫ ‖Lp (BτR )
)
≤ C(n, p, q, β, c1, c2, θ, τ)
(
1+ ‖ f ‖1/(p−1)
Lq (U) + R
−n/p [EU (u)]1/p
)
≤ C(n, p, q, β, c1, c2, θ, τ)
(
1+ ‖ f ‖1/(p−1)
Lq (BR )+ R
−n/p‖∇u‖Lp (BR )
)
.
Hence (1.11) holds true for f ∈ C∞(Ω).
Wemake a density argument to complete the proof. For f ∈ Lq(Ω) (n < q <∞), fix a sequence { fn}∞n=1 ⊂ C∞(Ω)
such that fn → f (n →∞) in Lq(Ω). We define for each n ∈ N,
un ≔ arg min
{
β
∫
Ω
|∇v | dx+
∫
Ω
Ep(∇v)dx−
∫
Ω
fnv dx
 v ∈ u+W1, p0 (Ω)} ∈ u+W1, p(Ω).
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By Proposition 1, there exists a sequence {Zn}∞n=1 ⊂ L∞ (Ω, Rn) such that (un, Zn) ∈ W1, p(Ω) × L∞ (Ω, Rn) is a
weak solution to
−βdiv(∇un/|∇un |) −div∇zEp(∇un) ∋ fn in Ω.
From Corollary 2, we deduce that
∇un →∇u in
{
Lp(Ω) (p ≥ 2),
L1(Ω) (1 < p < 2), as n →∞
For 1 < p < 2, the interpolation inequality ‖∇(un − um)‖Lp(U) ≤ ‖∇(un − um)‖1−1/pL∞(U)‖∇(un − um)‖
1/p
L1(U) and the
estimate (3.16) imply that ∇un →∇u (n →∞) in Lp(U). Again by Lemma 5, we obtain
‖∇u‖L∞(BθR ) ≤ C(n, p, q, β, c1, c2, θ, τ)
(
1+ liminf
n→∞
[
‖ fn‖1/(p−1)Lq (U) + R−n/p ‖∇un‖Lp (U)
] )
= C(n, p, q, β, c1, c2, θ, τ)
(
1+ ‖ f ‖1/(p−1)
Lq (U) + R
−n/p ‖∇u‖Lp(U)
)
.
This completes the proof of (1.11). 
3.3 Preliminaries for proofs of local a priori uniform Lipschitz estimates
Let uǫ ∈ C∞(U) be a classical solution to (3.1) in U with f ∈ C∞(Ω). For each fixed 0 < ǫ ≤ 1, k > 0, and
i ∈ {1, . . . , n }, we define
ui, k ≔ −
(
∂xi u
ǫ
+ k
)
−+
(
∂xi u
ǫ − k)
+
∈ W1,∞
loc
(U).
Here a+ ≔ max{a, 0 }, a− ≔ max{−a, 0 }. We also set
wk ≔ k
2
+
n∑
i=1
u2i, k ∈ W1,∞loc (U), wˆk ≔ k2 + |∇uǫ |2 ∈ W1,∞loc (U).
[8, Proposition 3.3] states a local a priori L∞-Lp/2 estimate of wˆǫ (0 < ǫ ≤ 1) for classical solutions to
−div∇zEǫp(∇uǫ ) = 0,
where Eǫp satisfies (1.6)-(1.7). The proof of Proposition 2 is a modification of this one. The difference is that we
should avoid an analysis for degenerate points. With this inmind, we have defined the functionwk ∈W1,∞loc (U) (k ≥ 1)
such that the support of∇wk is contained in {x ∈U | |∇uǫ (x)| > 1}. We also need the compatibility ofwk, wˆk (k ≥ 1)
and wˆǫ (0 < ǫ ≤ 1) on a suitable set of regular points. In Section 3.3, we check this compatibility.
We first get the compatibility of wk and wˆk for k ≥ 1, which is described in (3.19).
Lemma 2. Let δ1, δ2 > 0. For each t ∈ R, we define
Gδ1,δ2(t)≔

δ2
1
+ (t− δ2)2 (t > δ2)
δ2
1
(−δ2 ≤ t ≤ δ2)
δ2
1
+ (t+ δ2)2 (t < −δ2)
, Gˆδ1(t)≔ δ21 + t2.
Then there exists a constant K = K(δ2/δ1) > 1 such that
Gδ1, δ2 ≤ Gˆδ1 ≤ KGδ1, δ2 in R. (3.18)
Hence there exists a constant C0 = C0(n) > 1 such that
min
{
1, Cσ0
} ·wσk ≤ wˆσk ≤ max {1, Cσ0 } ·wσk in U (3.19)
for all σ ∈ R and k > 0.
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Proof. 0 < Gδ1, δ2 ≤ Gˆδ1 in R is clear by definition. It suffices to determine a constant K = K(δ2/δ1) > 1 such that
Gˆδ1 ≤ KGδ1, δ2 in R. We note that this is equivalent to{
δ2
1
+ t2 ≤ Kδ2
1
for all t ∈ [0, δ2],
δ2
1
+ t2 ≤ K (δ2
1
+ (t− δ2)2
)
for all t ∈ (δ2,∞),
since Gδ1, δ2 and Gˆδ1 are symmetric. Solve two inequalities for L > 1,{
0 ≤ inf {Lδ2
1
− δ2
1
− t2
 0 ≤ t ≤ δ2} = (L−1)δ21 − δ22,
0 ≤ inf {L (δ2
1
+ (t − δ2)2
) − (δ2
1
+ t2
)  t > δ2} = (L−1)δ21 − LL−1δ22,
and then we obtain
L ≥ 1+ (δ2/δ1)
2
2
(
1+
√
1+4(δ2/δ1)−2
)
≕ K(δ2/δ1).
The constant K = K(δ2/δ1) > 1 determined as above satisfies (3.18).
Now we set C0(n)≔ K
(√
n
)
> 1. We note
wk =
n∑
i=1
Gk/√n, k
(
∂xi u
ǫ
)
, wˆk =
n∑
i=1
Gˆk/√n
(
∂xi u
ǫ
)
by definition. Combining this fact with (3.18) implies that
wk ≤ wˆk ≤ C0wk in U.
(3.19) is an easy consequence of this result. 
It is easy to get
1
2
(
k2 + |z|2
)
≤ ǫ2 + |z|2 ≤ k2 + |z|2
for all 0 < ǫ ≤ 1 and z ∈ Rn with |z| ≥ k ≥ 1. This is clear by ǫ2 ≤ 1 ≤ k2 and k2+ |z|2 ≤ 2|z|2 ≤ 2 (ǫ2 + |z|2) . Hence
we obtain for all σ ∈ R and k ≥ 1,
min {1, 2−σ } ·wσ
k
≤ wˆσǫ ≤ max {1, 2−σ } ·wσk in {x ∈ U | |∇uǫ (x)| > k} . (3.20)
(3.20) means the compatibility of wk (k ≥ 1) and wǫ (0 < ǫ ≤ 1).
Throughout Section 4, we fix
k ≔ ‖ f ‖1/(p−1)
Lq (BR )+1 ≥ 1. (3.21)
and set a nonnegative function
fk ≔
| f |2
w
p−1
k
≤
( | f |
kp−1
)2
.
By the definition of fk and (3.21), it is obvious that
‖ fk ‖Lq/2(BR ) ≤ 1. (3.22)
We also define two constants 0 < λ ≤ Λ as
λ ≔ C1min
{
1, C0(n)p/2−1
}
min
{
1, 21−p/2
}
, Λ≔ C2max
{
1, C0(n)p/2−1
}
max
{
1, 21−p/2
}
, (3.23)
which depend only on n, p, C1 and C2.
4 Local a priori Lipschitz bounds
In Section 4, we prove local a priori uniform Lipschitz estimates for classical solutions to (3.1) with f ∈ C∞(Ω).
13
4.1 Moser’s iteration
By Moser’s iteration, we give a proof of Proposition 2.
Proof. Let n ≥ 3. We divide the proof of (3.14) into 2 Steps.
Step 1. The aim of Step 1 is to prove the following Caccioppoli-type inequality.∫
BR
|∇(ηvα)|2 dx ≤ C (n, p, q, λ, Λ) (1+α)β
∫
BR
v
2
α
(
|∇η|2 +η2
)
dx (4.1)
for any α ≥ 0 and η ∈ C1c (BR), where vα ≔ w(α+p)/4k ∈ W
1,∞
loc
(Ω) and β = β(n, q) ≥ 2 is a constant to be chosen later.
We prove (4.1) by a standard absorbing argument. For each fixed i ∈ {1, . . . , n }, differentiate (3.1) with respect
to xi . Then using integration by parts, we have∫
BR
〈∇2zEǫ (∇uǫ )∇∂xi uǫ  ∇φ〉 dx +∫
BR
f ∂xiφdx = 0 (4.2)
for all φ ∈ W1, p
0
(BR). We test φ≔ ui, kwα/2k η2 ∈ W
1, p
0
(BR) in (4.2). We note that φ is supported in the superlevelset{
x ∈ U | ∂xiuǫ (x) > k
}
, and hence we can replace ∇∂xi uǫ by ∇ui, k . Summing over i ∈ {1, . . . , n }, we obtain∫
BR
w
α/2
k
η2
d∑
i=1
〈∇2zEǫ (∇uǫ )∇ui, k  ∇ui, k〉 dx + 12 ∫BR η2 〈∇2zEǫ (∇uǫ )∇wk  ∇wα/2k 〉 dx︸                                                                                                                ︷︷                                                                                                                ︸
≕I1
+
∫
BR
w
α/2
k
η
〈∇2zEǫ (∇uǫ )∇wk  ∇η〉 dx︸                                           ︷︷                                           ︸
≕I2
+
∫
BR
f
d∑
i=1
∂xi
(
ui, kw
α/2
k
η2
)
dx︸                                 ︷︷                                 ︸
≕I3
= 0. (4.3)
We set an integral
Jα ≔
∫
BR
η2w
(α+p)/2−1
k
n∑
i=1
|∇ui, k |2 dx + α
4
∫
BR
η2w
(α+p)/2−2
k
|∇wk |2 dx.
It is easy to obtain I1 ≥ λJα from (3.2), (3.19)-(3.20) and (3.23). We estimate |I3 | as following;
|I3 | ≤ C(n)
∫
BR
| f | ©­«η2wα/2k
(
n∑
i=1
|∇ui, k |2
)1/2
+αη2w
(α−1)/2
k
|∇wk |+w(α+1)/2k |η| |∇η|
ª®¬ dx
(by the Cauchy-Schwarz inequality)
≤ λ
2
Jα +
C(n)
λ
(1+α)
∫
BR
η2 | f |2w(α−p)/2+1
k
dx
+C(n)
(
1
1+α
∫
BR
w
(α+p)/2
k
|∇η|2 dx + (1+α)
∫
BR
η2 | f |2w(α−p)/2+1
k
dx
)
(by the Young inequality)
≤ λ
2
Jα +C(n, λ)(1+α)
(∫
BR
v
2
α |∇η|2 dx +
∫
BR
fkη
2
v
2
α dx
)
.
(by the definitions of fk, vα)
From (4.3) we deduce that
λ
2
Jα ≤ |I2 |+C(n, λ)
(∫
BR
v
2
α |∇η|2 dx + (1+α)
∫
BR
fkη
2
v
2
α dx
)
.
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The Cauchy-Schwarz inequality implies
|∇wk |2 = 4
n∑
j=1
(
n∑
i=1
ui, k∂x j ui, k
)2
≤ 4
n∑
j=1
(
n∑
i=1
u2i, k
) (
n∑
i=1
|∂x j ui, k |2
)
≤ 4wk
n∑
i=1
|∇ui, k |2,
which leads to
Jα ≥ 1+α
4
∫
BR
η2w
(α+p)/2−2
k
|∇wk |2 dx.
Combining this inequality with (3.3), (3.19)-(3.20), (3.23) and the Young inequality, we have
|I2 | ≤ Λ
∫
BR
w
(α+p)/2−1
k
|η| |∇wk | |∇η| dx
≤ λ(1+α)
16
∫
BR
η2w
(α+p)/2−2
k
|∇wk |2 dx +
4Λ2
λ(1+α)
∫
BR
w
(α+p)/2
k
|∇η|2 dx
≤ λ
4
Jα +
4Λ2
λ
∫
BR
v
2
α |∇η|2 dx.
Therefore we obtain∫
BR
η2w
(α+p)/2−2
k
|∇wk |2 dx ≤ C(n, λ, Λ)
(∫
BR
v
2
α |∇η|2 dx +
∫
BR
fkη
2
v
2
α dx
)
.
We note that by direct calculation
|∇vα |2 = (α+ p)
2
16
w
(α+p)/2−2
k
|∇wk |2 ≤ C(p)(1+α)2w(α+p)/2−2k |∇wk |2.
From this it follows that∫
BR
η2 |∇vα |2 dx ≤ C(n, p, λ, Λ)(1+α)2
(∫
BR
v
2
α |∇η|2 dx +
∫
BR
fkη
2
v
2
α dx
)
,
and hence ∫
BR
|∇(ηvα)|2 dx ≤ C(n, p, λ, Λ)(1+α)2
(∫
BR
v
2
α |∇η|2 dx +
∫
BR
fkη
2
v
2
α dx
)
. (4.4)
For q =∞, it is easy to check from (3.22) and (4.4), that (4.1) is valid with β = 2. For 3 ≤ n < q <∞, by the Hölder
inequality and (3.22), we have∫
BR
fkη
2
v
2
α dx ≤ ‖ fk ‖Lq/2(BR )
[∫
BR
(
η2v2α
) 2q
q−2
dx
]1−2/q
≤ ‖ηvα‖2
L
q
q−2 (BR )
.
Interpolationwith L2 ⊂ L
2q
q−2 ⊂ L2∗ (Note that 2 < 2q
q−2 <
2n
n−2 = 2
∗ since 3 ≤ n < q <∞) and the Sobolev embedding
W
1,2
0
(BR) ֒→ L2∗ (BR) imply that
‖ηvα‖2
L
2q
q−2 (BR )
≤ δ
∫
BR
|∇(ηvα)|2 dx +C(n, q)δ−
n
q−n
∫
BR
η2v2α dx
for any small number δ > 0. Take δ = c(1+α)−2 with c = c(n, p,q, λ,Λ) > 0 sufficiently small, then from (4.4) we
obtain (4.1) with β ≔ 2q/(q−n) ≥ 2.
Step 2. From (4.1) we prove a local L∞-Lp/2 estimate of wk by Moser’s iteration.
Set χ(n)≔ 2∗/2 = n/(n−2) ∈ (1,∞). We claim a reversed Hölder inequality
‖wk ‖
L
(α+p)
2
χ (Bρ )
≤
[
C(n, p, q, λ, Λ) (1+α)
β
(r − ρ)2
]2/(α+p)
‖wk ‖
L
(α+p)
2 (Br )
(4.5)
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for all 0 < ρ < r ≤ R and α ≥ 0. For any fixed 0 < ρ < r ≤ R, we take a cutoff function η ∈ C1c(Br ) such that
0 ≤ η ≤ 1 in Br, η = 1 in Bρ, and |∇η| ≤ 2
r − ρ in Br . (4.6)
Then we obtain(∫
Bρ
w
(α+p)χ/2
k
dx
)1/χ
≤
(∫
Br
(ηvα)2χ dx
)1/χ
≤ C(n)
∫
Br
|∇(ηvα)|2 dx(
by the Sobolev embedding W
1, 2
0
(Br ) ֒→ L2χ(Br ) = L2∗ (Br )
)
≤ C(n, p, q, λ, Λ)(1+α)β
∫
Br
v
2
α
(
|∇η|2 +η2
)
dx (by (4.1))
≤ C(n, p, q, λ, Λ)(1+α)β
(
1
(r − ρ)2 +1
) ∫
Br
v
2
α dx (by (4.6))
≤ C(n, p, q, λ, Λ) (1+α)
β
(r − ρ)2
∫
Br
w
(α+p)/2
k
dx (note 0 < r − ρ < 1),
which implies (4.5).
For each N ∈ N∪ {0}, we define
αN ≔ p
(
χN −1
)
, γN ≔
p
2
χN, and rN ≔
[
θ+2−N (1− θ)] R. (4.7)
We note αN + p = pχ
N for each N ∈ N∪ {0}. Applying (4.5) with (α, ρ, r) = (αN, rN+1, rN ), we have for all
N ∈ N∪ {0}
‖wk ‖LγN+1 (BrN+1 ) ≤
[
C(n, p, q, λ, Λ)
(
pχN − p+1)β[
2−(N+1)(1− θ)R]2
]2/(pχN )
‖wk ‖LγN (BrN )
≤
[
CN†
[(1− θ)R]4/p
]χ−N
‖wk ‖LγN (BrN )
for some C† = C†(n, p, q, λ, Λ) > 0. By iteration we can check that for each N ∈ N,
‖wk ‖LγN (BθR ) ≤ ‖wk ‖LγN (BrN )
≤ [(1− θ)R]
− 4
p
∞∑
j=0
χ− j [
C†
] ∞∑
j=0
jχ− j︸       ︷︷       ︸
≕C††<∞
‖wk ‖Lγ0(Br0 ) = C††(n, p, q, λ, Λ)
‖wk ‖Lp/2(BR )
[(1− θ)R]2n/p .
Letting N →∞, we obtain
‖wk ‖L∞(BθR ) ≤ C††(n, p, q, λ, Λ)
‖wk ‖Lp/2(BR )
[(1− θ)R]2n/p .
Combining this result with (3.19) and the Minkowski inequality, we have
sup
BθR
|∇uǫ | ≤ C0(n)1/2‖wk ‖1/2L∞(BθR )
≤ C(n, p, q, λ, Λ)
‖wk ‖1/2
Lp/2(BR )
[(1− θ)R]n/p =
C(n, p, q, λ, Λ)
[(1− θ)R]n/p
(∫
BR
(
k2 + |∇uǫ |2
)p/2
dx
)1/p
≤ C(n, p, q, λ, Λ)(1− θ)n/p
(
k + R−n/p ‖∇uǫ ‖Lp(BR )
)
.
Recall (3.21), and it completes the proof of (3.14).
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We give a proof of (3.15) by making modifications of arguments given in Step 1 and 2. We note that (4.4) is
valid even for n = 2 by the same computations, but that W
1, 2
0
(BR) ֒→ L∞(BR) does not hold.
In Step 1, for 2 < q <∞, fix an arbitary constant 2q
q−2 < κ <∞, make an interpolation with L2 ⊂ L
2q
q−2 ⊂ Lκ and
apply the Sobolev embeddingW
1, 2
0
(BR) ֒→ Lκ(BR). Then from (4.4), we obtain (4.1) for some β= β(q, κ) ≥ 2+ 4q−2 .
For q =∞, from (3.22) and (4.4), we can check that (4.1) is valid with β = 2, similarly as n ≥ 3.
In Step 2, fix an arbitary χ ∈ (1,∞) and apply the Sobolev embedding W1, 2
0
(Br ) ֒→ L2χ(Br ). Then we obtain
an alternative reversed Hölder inequality,
‖wk ‖
L
(α+p)
2
χ (Bρ )
≤
[
C(p, q, χ, λ, Λ) (1+α)
β
(r − ρ)2 r
2/χ
]2/(α+p)
‖wk ‖
L
(α+p)
2 (Br )
instead of (4.5). Set γN, rN as in (4.7), then we get
‖wk ‖LγN+1 (BrN+1 ) ≤
[
C(p, q, χ, λ, Λ)
(
pχN − p+1)β[
2−(N+1)(1− θ)R]2 R2/χ
]2/(pχN )
‖wk ‖LγN (BrN )
≤
[ (
C†(p, q, χ, λ, Λ)
)N
[(1− θ)R]4(1−1/χ)/p
(1− θ)−4/(pχ)
]χ−N
‖wk ‖LγN (BrN ).
By iteration we can check that for each N ∈ N,
‖wk ‖LγN (BθR ) ≤ ‖wk ‖LγN (BrN )
≤ [(1− θ)R]
− 4
p
(
1− 1
χ
) ∞∑
j=0
χ− j [
C†
] ∞∑
j=0
jχ− j︸       ︷︷       ︸
≕C††<∞
‖wk ‖Lγ0 (Br0 ) · (1− θ)
− 4
pχ
∞∑
j=0
χ− j
= C††(p, q, χ, λ, Λ)
‖wk ‖Lp/2(BR )
[(1− θ)R]4/p · (1− θ)
− 4
p(χ−1) ,
from which we conclude (3.15), similarly for n ≥ 3. 
Remark 5. Consider β = 0. Then (1.2) becomes
div∇zEp(∇u) = f in Ω. (4.8)
If u ∈ W1, p(Ω) is a weak solution to (4.8), then by making some modifications we conclude that
‖∇u‖L∞(BθR ) ≤ C(n, p, q, c1, c2, θ)
(
‖ f ‖1/(p−1)
Lq (BR )+ R
−n/p‖∇u‖Lp (BR )
)
(4.9)
for any fixed closed ball BR ⊂ Ω with its radius 0 < R ≤ 1, any 2 ≤ n < q ≤ ∞ and 0 < θ < 1, instead of (1.11). This
result covers [8, Proposition 3.3].
We give a sketch of the proof of (4.9).
Proof. We claim the following a priori estimate.
sup
BθR
|∇uǫ | ≤ C (n, p, q, c1, c2, θ)
(
δ+ ‖ f ‖1/(p−1)
Lq (BR )+ R
−n/p ‖∇uǫ ‖Lp (BR )
)
(4.10)
for any 0 < ǫ < δ < 1, any closed ball BR ⊂ U with 0 < R ≤ 1, any 3 ≤ n < q ≤ ∞ and 0 < θ < 1. Here uǫ ∈ C∞(U)
is a classical solution to
−div∇zEǫp (∇uǫ ) = f ∈ C∞(Ω) in U ⋐ Ω.
For each fixed 0 < δ < 1, we set
k ≔ δ+ ‖ f ‖1/(p−1)
Lq (BR ) ≥ δ, fk ≔
| f |2
w
p−1
k
≤
( | f |
kp−1
)2
.
17
We note that (3.20) is valid for all σ ∈ R and 0 < ǫ ≤ δ ≤ k. Using (1.6)-(1.7), (3.19)-(3.20) and (3.23), we deduce
(4.10), as in the proof of Proposition 2. Recalling the proofs, we can easily check that Corollary 1, 2 and Lemma
1, 4 are valid even for β = 0. As in the proof of Theorem 2, we conclude from (4.10) that
‖∇u‖L∞(BθR ) ≤ C(n, p, q, c1, c2, θ)
(
δ+ ‖ f ‖1/(p−1)
Lq (BR )+ R
−n/p‖∇u‖Lp (BR )
)
for any fixed 0 < δ < 1. From this we obtain (4.9). 
Remark 6. The significant difference between the proof of Proposition 2 and that of [21, Lemma 4.9] is that
different test functions are chosen. For simplicity, let f = const. ≕ a. In Krügel’s essential proof, we test
φ≔
(
ui, 1
)
+
[
w
+
1
]α/2
η2 ∈W1, p
0
(BR) or φ≔ −
(
ui, 1
)
−
[
w
−
1
]α/2
η2 ∈W1, p
0
(BR) in (4.2). Here α ≥ 0, and the functions
w
+
1
, w−
1
are defined as
w
+
1 ≔ 1+
n∑
i=1
(
ui, 1
)2
+
∈ W1,∞
loc
(U) and w−1 ≔ 1+
n∑
i=1
(
ui, 1
)2
− ∈ W1,∞loc (U).
From this, we make a similar absorbing argument for alternative integrals
J±α ≔
∫
BR
η2wˆ
p/2−1
1
[
w
±
1
]α/2 n∑
i=1
∇(ui, 1)±2 dx + α
4
∫
BR
η2wˆ
p/2−1
1
[
w
±
1
]α/2−1 ∇w±1 2 dx.
Then, as in Step 1 of the proof of Proposition 2, we obtain∫
BR
η2wˆ
p/2−1
1
(
w
±
1
)α/2 ∇w±1 2 dx ≤ C(a, n, p, C1, C2)∫
BR
wˆ
p/2
1
[
w
±
1
]α/2 (
η2+ |∇η|2
)
dx (4.11)
from (3.2)-(3.3) and (3.20). Here we note that (3.19) is not used. Krügel claims that∫
BR
η2
(
w
±
1
) (p+α)/2−2 ∇w±1 2 dx ≤ C(a, n, p, C1, C2)∫
BR
[
w
±
1
] (α+p)/2 (
η2 + |∇η|2
)
dx (4.12)
by (4.11). From (4.12) we conclude that∫
BR
|∇(ηvα)|2 dx ≤ C(a, n, p, C1, C2)(1+α)2
∫
BR
v
2
α
(
|∇η|2 +η2
)
dx, where vα ≔ w
(α+p)/4
1
instead of (4.4), since we easily obtain∫
BR
η2w
(α+p)/2−2
1
|∇w1 |2 dx ≤ C(a, n, p, C1, C2)
∫
BR
w
(α+p)/2
1
(
η2+ |∇η|2
)
dx.
The rest of Krügel’s proof is very similar to that of Proposition 2. Hence it suffices to prove (4.12) from (4.11).
The problem is, however, that neither w+
k
nor w−
k
is compatible with wˆk . That is, though it is clear that w
±
k
≤ wˆk in
U, there does not exist C =C(n) > 1 such that wˆk ≤ Cw±k in U. This makes it difficult to obtain (4.12) from (4.11),
if p/2−1 < 0, i.e. 1 < p < 2. We overcome this problem by taking other suitable test functions carefully.
4.2 De Giorgi’s truncation
By De Giorgi’s truncation, it is possible to obtain another local a priori uniformLipschitz estimate, which is weaker
than the results in Proposition 2.
Proposition 3. Let f ∈ C∞(Ω). Assume that uǫ ∈ C∞(U) is a classical solution to (3.1) in U ⋐ Ω. Under the
condition (3.2) and (3.3), we have
sup
BθR
|∇uǫ | ≤ C (n, p, q, C1, C2)[(1− θ)R]g
(
Rn/p
(
1+ ‖ f ‖1/(p−1)
Lq (BR )
)
+ ‖∇uǫ ‖Lp (BR )
)
(4.13)
for any closed ball BR ⊂ Ω with 0 < R ≤ 1, any 2 ≤ n < q ≤ ∞ and 0 < θ < 1. Here g = g(n, p, q) ≥ n/p is a
constant.
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Proof. We divide the proof into 3 Steps.
Step 1. We set Vl ≔
(
w
p/2
k
− l
)
+
∈ W1,∞
loc
(Ω) and A(l, r)≔ {x ∈ Br  wk(x) > l2/p} for l ≥ 0 and 0 < r ≤ R. The
aim of Step 1 is to prove that there exists a constant γ = γ(n, q) ∈ (0, 2/n] such that∫
A(l, r)
(ηVl)2 dx ≤ C(n, p, q, λ, Λ)
(
L
n (A(l, r))γ
∫
A(l, r)
V2l |∇η|2 dx + l2Ln (A(l, r))1+γ
)
(4.14)
for all 0 < r < R, η ∈ C1c(Br, [0, 1]) and l ≥ l0 ≔ C∗‖V0‖L2(BR ). Here Ln denotes n-dimensional Lebesgue measure,
and C∗ = C∗(n, p, q, λ, Λ) > 0 is a constant which is chosen later.
We test φ ≔ ui, kVlη
2 ∈ W1, p
0
(BR) in (4.2). We note that all integrals range over the superlevelset{
x ∈ U | ∂xiuǫ (x) > k
} ∩ A(l, r) and therefore we may replace ∇∂xi uǫ, ∇wk by ∇ui, k, ∇ (wk − l2/p)
+
respectively.
By summing over i ∈ {1, . . . , n }, we obtain∫
A(l, r)
η2Vl
d∑
i=1
〈∇2zEǫ (∇uǫ )∇ui, k  ∇ui, k〉 dx + 12 ∫A(l, r) η2 〈∇2zEǫ (∇uǫ )∇ (wk − l2/p )+  ∇Vl〉 dx︸                                                                                                                            ︷︷                                                                                                                            ︸
≕I1
+
∫
A(l, r)
ηVl
〈
∇2zEǫ (∇uǫ )∇
(
wk − l2/p
)
+
 ∇η〉 dx︸                                                        ︷︷                                                        ︸
≕I2
+
∫
A(l, r)
f
d∑
i=1
∂xi
(
η2ui, kVl
)
dx︸                                ︷︷                                ︸
≕I3
= 0. (4.15)
We set an integral
J ≔
∫
A(l, r)
η2w
p/2−1
k
Vl
n∑
i=1
|∇ui, k |2 dx + p
4
∫
A(l, r)
η2w
p−2
k
∇ (wk − l2/p )
+
2 dx. (4.16)
I1 ≥ λJ is easily obtained from (3.2), (3.19)-(3.20) and (3.23). We note that
w
p/2
k
= Vl + l on A(l, r), and hence wpk ≤ 2
(
V2l + l
2
)
on A(l, r).
With this in mind, we obtain
|I3 | ≤ C(n)
∫
A(l, r)
| f | ©­«η2Vl
(
n∑
i=1
|∇ui, k |2
)1/2
+ pη2w
(p−1)/2
k
∇ (wk − l2/p )
+
+Vlw1/2k η|∇η|ª®¬ dx
(by the Cauchy-Schwarz inequality)
≤ λ
2
J +
C(n)
λ
(∫
A(l, r)
η2w
1−p/2
k
| f |2Vl dx + p
∫
A(l, r)
η2wk | f |2 dx
)
+
C(n)
2
(∫
A(l, r)
V2l |∇η|2 dx +
∫
A(l, r)
η2wk | f |2 dx
)
(by the Young inequality)
≤ λ
2
J +C(n, p, λ)
(∫
A(l, r)
V2l |∇η|2 dx +
∫
A(l, r)
η2 fk
(
w
p
k
+Vlw
p/2
k
)
dx
)
(by the definition of fk )
≤ λ
2
J +C(n, p, λ)
(∫
A(l, r)
V2l |∇η|2 dx +
∫
A(l, r)
η2 fk
(
V2l + lVl + l
2
)
dx
)
.
From this and (4.15), we deduce that
λ
2
J ≤ |I2 |+C(n, p, λ)
(∫
A(l, r)
V2l |∇η|2 dx +
∫
A(l, r)
η2 fk
(
V2l + lVl + l
2
)
dx
)
.
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By dropping the first term in (4.16), we have
J ≥ p
4
∫
A(l, r)
η2w
p−2
k
∇ (wk − l2/p)
+
2 dx = 1
p
∫
A(l, r)
η2 |∇Vl |2 dx.
By (3.3), (3.19)-(3.20), (3.23) and the Young inequality, we obtain
|I2 | ≤ Λ
∫
A(l, r)
η|∇η|Vlwp/2−1k
∇ (wk − l2/p)
+
 dx = 2Λ
p
∫
A(l, r)
ηVl |∇η| |∇Vl | dx
≤ λ
4p
∫
A(l, r)
η2 |∇Vl |2 dx + 4Λ
2
λp
∫
A(l, r)
V2l |∇η|2 dx.
From these it follows that∫
A(l, r)
η2 |∇Vl |2 dx ≤ C(n, p, λ, Λ)
(∫
A(l, r)
V2l |∇η|2 dx +
∫
A(l, r)
η2 fk
(
V2l + lVl + l
2
)
dx
)
,
and hence ∫
A(l, r)
|∇(ηVl)|2 dx ≤ C(n, p, λ, Λ)
(∫
A(l, r)
V2l |∇η|2 dx +
∫
A(l, r)
η2 fk
(
V2l + lVl + l
2
)
dx
)
. (4.17)
From (4.17) we verify that (4.14) is valid. We first consider n ≥ 3. By 0 ≤ η ≤ 1, (3.22), the Hölder inequality and
the Sobolev embedding W
1, 2
0
(Br ) ֒→ L2∗ (Br ), we obtain∫
A(l, r)
η2 fk dx ≤ ‖ fk ‖Lq/2(Br )Ln(A(l, r))1−2/q ≤ Ln(A(l, r))1−2/q,
∫
A(l, r)
η2 fkV
2
l dx ≤ ‖ fk ‖Lq/2(Br )
(∫
Br
(ηVl)2
∗
)2/2∗
L
n(A(l, r))2/n−2/q
≤ C(n)Ln(A(l, r))2/n−2/q
∫
A(l, r)
|∇(ηVl)|2 dx,
l
∫
A(l, r)
η2 fkVl dx ≤ l‖ fk ‖Lq/2(Br )C(n)
(∫
Br
|∇(ηVl)|2
)1/2
L
n(A(l, r))1−1/2∗−2/q
≤ δ
∫
A(l, r)
|∇(ηVl)|2 dx + C(n)
δ
l2Ln(A(l, r))1+2/n−4/q
for any δ > 0. Take δ = δ(n, p, λ, Λ) > 0 sufficiently small, and assume that
L
n(A(l, r)) ≤ c(n, p, q, λ, Λ) (4.18)
for some sufficiently small constant 0 < c < 1. Then from (4.17), we have∫
A(l, r)
|∇(ηVl)|2 dx ≤ C(n, p, λ, Λ)
(∫
A(l, r)
V2l |∇η|2 dx + l2Ln(A(l, r))1−2/q
)
.
We can choose C∗ such that the assumption (4.18) holds true for all l ≥ l0 = C∗‖V0‖L2(BR ), since by the Hölder
inequality we obtain
L
n(A(l, r)) ≤ 1
l
∫
A(l, r)
w
p/2
k
dx ≤ L
n(A(l, r))1/2
l
‖V0‖L2(BR ) and hence Ln(A(l, r)) ≤
( ‖V0‖L2(BR )
l
)2
.
Again by the Hölder inequality and the Sobolev embedding W
1, 2
0
(Br ) ֒→ L2∗ (Br ), we get∫
A(l, r)
(ηVl)2 dx ≤ C(n)Ln(A(l, r))2/n
∫
A(l, r)
|∇(ηVl)|2 dx
≤ C(n, p, λ, Λ)
(
L
n(A(l, r))2/n
∫
A(l, r)
V2l |∇η|2 dx + l2Ln(A(l, r))1+2/n−2/q
)
.
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for all l ≥ l0. We note (4.18), and hence conclude that γ(n, q)≔ 2/n−2/q > 0 satisfies (4.14) for n ≥ 3. For n = 2,
fix 2 < κ < ∞ and use the Sobolev embedding W1, 2
0
(Br ) ֒→ Lκ(Br ). Then, by a similar argument we realize that
(4.14) is valid for some γ = γ(q, κ) ∈ (0, 1−2/q).
Step 2. The aim of Step 2 is to prove that∫
A(L0+l0, θR)
V2L0+l0 dx = 0
for L0 = C⋆‖V0‖L2(BR ). Here C⋆ = C⋆(n, p, q, λ, Λ, θ, R) > 0 is a constant which is chosen later. For any fixed
0 < ρ < r ≤ R, take a cutoff function η ∈ C1c(Br, [0, 1]) as in (4.6). We note that for any L > l ≥ l0,
L
n(A(L, r)) = Ln
({
x ∈ B(r)
 wp/2
k
− l > L− l
})
≤ 1(L− l)2
∫
A(l, r)
V2l dx, and∫
A(L, r)
V2L dx ≤
∫
A(l, r)
V2l dx (since A(L, r) ⊂ A(l, r), VL ≤ Vl in Ω).
Hence by (4.14), we obtain∫
A(L, ρ)
V2L dx ≤
∫
A(L, ρ)
(ηVL)2 dx
≤ C(n, p, q, λ, Λ)
(∫
A(L, r)
V2L |∇η|2 dx + L2Ln (A(L, r))
)
L
n (A(L, r))γ
≤ C(n, p, q, λ, Λ)
[
1
(r − ρ)2 +
L2
(L− l)2
]
1
(L− l)2γ
(∫
A(l, r)
V2l dx
)1+γ
(4.19)
for any L > l ≥ l0 and 0 < ρ < r ≤ R. Now we use an iteration argument. For each N ∈ N∪ {0}, set
lN ≔ l0 + L0
(
1−2−N
)
, rN ≔
{
θ+2−N (1− θ)} R, and aN ≔ ‖VlN ‖L2(BrN ).
By (4.19), we get
aN+1 ≤ C(n, p, q, λ, Λ)
[
2N+1
(1− θ)R +2
N+1
]
2γ(N+1)
L
γ
0
aN ≤
C†(n, p, q, λ, Λ)
(1− θ)R L
−γ
0
2(1+γ)Na1+γ
N
for any n ∈ N∪ {0}. Set
L0 ≔
[
C†
(1− θ)R
]1/γ
2
1+γ
γ2︸                 ︷︷                 ︸
≕C⋆
‖V0‖L2(BR ) ≥ C⋆‖Vl0 ‖L2(BR ).
Then we obtain
a0 = ‖Vl0 ‖L2(BR ) ≤ ‖V0‖L2(BR ) =
[
C†
(1− θ)R L
−γ
0
]−1/γ (
21+γ
)−1/γ2
and hence aN → 0 as N →∞, by [22, Chapter 2, Lemma 4.7]. From this we have
0 ≤
∫
A(L0+l0, θR)
V2L0+l0 dx ≤ liminfN→∞
∫
A(lN , rN )
V2lN dx = liminfN→∞
a2N = 0,
which implies that
‖V0‖L∞(BθR ) = ‖wk ‖p/2L∞(BθR ) ≤ (C∗+C⋆)‖V0‖L2(BR ). (4.20)
Step 3. Set g ≔ 2/(pγ) ≥ n/p. We make an interpolation argument to prove
‖V0‖L∞(BθR ) ≤ C(n, p, q, λ, Λ)
‖V0‖L1(BR )
[(1− θ)R]pg . (4.21)
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We note that ‖V0‖L2(BR ) ≤ ‖V0‖
1/2
L1(BR )‖V0‖
1/2
L∞(BR ). By (4.20) and the Young inequality, we obtain
‖V0‖L∞(BθR ) ≤
(
C∗+
[
C†
(1− θ)R
]1/γ
2
1+γ
γ2
)
‖V0‖L2(BR ) ≤
C(n, p, q, λ, Λ)
[(1− θ)R]pg/2 ‖V0‖
1/2
L1(BR )‖V0‖
1/2
L∞(BR )
≤ 1
2
‖V0‖L∞(BR )+C(n, p, q, λ, Λ)
‖V0‖L1(BR )
[(1− θ)R]pg .
Hence (4.21) follows from [14, Chapter V, Lemma 3.1]. By (3.19), (4.21) and the Minkowski inequality, we obtain
sup
BθR
|∇uǫ | ≤ C0(n)1/2‖V0‖1/pL∞(BθR )
≤ C(n, p,q , λ,Λ)[(1− θ)R]g ‖V0‖
1/p
L1(BR ) =
C(n, p, q, λ, Λ)
[(1− θ)R]g
(∫
BR
(
k2 + |∇uǫ |2
)p/2
dx
)1/p
≤ C(n, p, q, λ, Λ)[(1− θ)R]g
(
Rn/pk + ‖∇uǫ ‖Lp (BR )
)
.
Recall (3.21), and it completes the proof of (4.13). 
Remark 7. If n ≥ 3 and q =∞, we may take g = n/p and therefore (3.14) is obtained.
Acknowledgement. It is a pleasure to gratefully acknowledge the many helpful suggestions of Professor Yoshikazu
Giga during the preparation of the paper.
A Elementary proofs of three lemmas
In Appendix, we give precise proofs of three lemmas for completeness. Most of the proofs are elementary in the
sense that we just use standard tools of calculus, measure theory, convex analysis, functional analysis and real
analysis.
A.1 Vector inequalities
Vector inequalities (2.5)-(2.9) are used throughout Section 2, 3.
Lemma 3. Let Ep, E
ǫ
p satisfy (1.5)-(1.9) and (2.3). Then we obtain inequalities (2.5)-(2.10).
For the special case (1.10) and ǫ = 1, proofs of (2.5) are given [23, Section 12], and [26, Lemma 13.3 and 30.1].
Here we give a generalized proof of inequalities (2.5)-(2.10) via smooth approximation.
Proof. By (1.9), the proof of (2.5) is completed by showing that〈∇zEǫp(z2) −∇zEǫp(z1)  z2− z1〉 ≥ { c1 ·C(p)|z1− z2 |p (2 ≤ p <∞),
c1 |z1− z2 |2
(
ǫ2 + |z1 |2+ |z2 |2
)p/2−1 (1 < p < 2), (A.1)
for all z1, z2 ∈ Rn and 0 < ǫ ≤ 1. For each fixed 0 < ǫ < 1 and z1, z2 ∈ Rn, we have〈∇zEǫp(z2) −∇zEǫp(z1)  z2− z1〉 = ∫ 1
0
〈∇2zEǫp(tz2+ (1− t)z1)(z2− z1)  z2− z1〉 dt
≥ c1 |z1− z2 |2
∫ 1
0
(
ǫ2 + |tz2+ (1− t)z1|2
)p/2−1
dt.
Here we have used (1.6). (A.1) for 1 < p < 2 is easily obtained by a simple inequality(
ǫ2 + |tz2+ (1− t)z1|2
)p/2−1
≥
(
ǫ2 + |z1 |2 + |z2 |2
)p/2−1
for 0 ≤ t ≤ 1.
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Even for 2 ≤ p <∞, we get (A.1) as following.
|z1− z2 |2
∫ 1
0
(
ǫ2 + |tz2+ (1− t)z1|2
)p/2−1
dt ≥
∫ 1
0
|tz2+ (1− t)z1|p−2 dt ≥ C(p)|z1− z2 |p .
For the last inequality, see the proof of [9, Chapter I, Lemma 4.4].
We note that (1.7) implies that for each fixed z0 ∈Rn, eigenvalues of the positive real symmetricmatrix∇2zEǫp(z0)
are all no greater than c2
(
ǫ2 + |z0 |2
)p/2−1
. Hence for all z1, z2 ∈ Rn, 0 < ǫ ≤ 1,∇zEǫp(z1) −∇zEǫp(z2) = ∫ 1
0
∇2zEǫp(tz1+ (1− t)z2) · t(z1− z2)dt
 ≤ c2 |z1 − z2 |∫ 1
0
(
ǫ2 + |z2+ t(z1− z2)|2
)p/2−1
t dt.
For p ≥ 2, we easily obtain (2.6) by using a simple inequality(
ǫ2 + |tz2+ (1− t)z1|2
)p/2−1
≤ C(p)
(
ǫp−2+ |z1 |p−2+ |z2 |p−2
)
for all 0 ≤ t ≤ 1.
For 1 < p < 2, we get (2.6) as following,
|z1− z2 |
∫ 1
0
(
ǫ2 + |z2+ t(z1− z2)|2
)p/2−1
t dt ≤ |z1− z2 |
∫ 1
0
|z2 + t(z1− z2)|p−2 dt ≤ C(p)|z1− z2 |p−1.
For the last inequality, see the proof of [9, Chapter I, Lemma 4.4]. Let (z1, z2) = (z0, 0). Then we obtain (2.8) for
1 < p < 2 as following.∇zEǫp(z0) −∇zEǫp(0) ≤ c2 ·C(p) (ǫp−2 |z0 |+ |z0 |p−1) ≤ c2 ·C(p) (ǫp−1 + |z0 |p−1) .
Here we have used the Young inequality. The proof of (2.8) for 2 ≤ p <∞ is similar. Letting ǫ → 0, we conclude
(2.7) from (2.3) and (2.8).
(2.9) is easily deduced from (2.8). For 2 ≤ p <∞, we calculateEǫp(z0) −Eǫp(0) = ∫ 1
0
〈∇zEǫp(tz0)  tz0〉 dt
≤
∇zEǫp(0) |z0 |∫ 1
0
t dt + |z0 |
∫ 1
0
∇zEǫp(tz0) −∇zEǫp(0) t dt
≤ 1
2
∇zEǫp(0) |z0 |+ c2 ·C(p)∫ 1
0
(
ǫp−1t |z0 |+ tp |z0 |p
)
dt
≤ C(c2, p)
(
ǫp−1 |z0 |+
∇zEǫp(0) |z0 |+ |z0 |p ) for all z ∈ Rn
The proof of (2.9) for 1 < p < 2 is similar.
For the proof of (2.10), we note that ∂Eǫp(z0) =
{∇zEǫp(z0)} for all z0 ∈ Rn, since Eǫp ∈ C∞ is convex. Hence by
the subgradient inequality, we obtain
Eǫp(z0) −Eǫp(0) −
〈∇zEǫp(0)  z0〉 ≥ 〈∇zEǫp(z0) −∇zEǫp(0)  z0〉
for all z0 ∈ Rn. We can also easily check at once that
|z0 |2
(
ǫ2 + |z0 |2
)p/2−1
=
(
ǫ2 + |z0 |2
)p/2
− ǫ2
(
ǫ2 + |z0 |2
)p/2−1
≥
(
ǫ2 + |z0 |2
)p/2
− ǫp
for all 0 < ǫ < 1, z0 ∈ Rn and 1 < p < 2. Combining these inequalities with (A.1), we conclude (2.10). 
A.2 A justification for convergence of minimizers
Lemma 4 is used in Section 3 to justify that a sequence of local or global minimizers {uǫ }0<ǫ ≤1 converges to a
minimizer u.
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Lemma 4. Let Ep,
{
Eǫp
}
0<ǫ ≤1 satisfy (1.5)-(1.9). For bounded domain V ⊂ Rn with Lipschitz boundary, assume
that u ∈ W1, p(V) satisfies
u = arg min
{
FV (v)
 v ∈ u+W1, p0 (V)} . (A.2)
For each 0 < ǫ ≤ 1, we define
uǫ ≔ arg min
{
FǫV (v)
 v ∈ u+W1, p0 (V)} ∈ u+W1, p0 (V). (A.3)
Then uǫ ⇀ u (ǫ → 0) in W1, p(V) and
lim
ǫ→0
FV (uǫ ) = lim
ǫ→0
FǫV (uǫ ) = lim
ǫ→0
FǫV (u) = FV (u). (A.4)
Moreover, up to a subsequence we obtain uǫ → u in W1, p(V).
In [21, Theorem 3.3], Krügel, inspired by the proof of [24, Theorem 6.1], discussed weak or strong convergence
of minimizers, for the special case where Ep and E
ǫ
p are sphere symmetric and f = const. For the reader’s
convenience, we give a proof of Lemma 4 by generalizing Krügel’s idea.
Proof. We first note that
FV (v) ≤ FǫV (v) → FV (v) as ǫ → 0 (A.5)
for each fixed v ∈ W1, p(V). (A.5) is clear by (1.8), (2.4), (2.9) and Lebesgue’s dominated convergence theorem.
We prove that uǫ ⇀ u in W1, p(V) and (A.4). For each 0 < ǫ ≤ 1, we note uǫ −u ∈ W1, p
0
(V). By the Poincaré
inequlatiy, we get
‖uǫ ‖Lp (V ) ≤ ‖u‖Lp (V )+C(n, p, V)‖∇uǫ −∇u‖Lp(V ) ≤ C(n, p, V)
(
‖u‖W 1, p (V )+ ‖∇uǫ ‖Lp (V )
)
.
By (1.8) and Fǫ
V
(uǫ ) ≤ Fǫ
V
(u) from (A.3), we get
‖∇uǫ ‖p
Lp (V ) ≤
1
c1
∫
V
Ep (∇uǫ ) dx ≤ 1
c1
(
β
∫
V
√
ǫ2 + |∇uǫ |2 dx +
∫
V
Eǫp (∇uǫ ) dx
)
≤ 1
c1
(
β
∫
V
√
ǫ2 + |∇u|2 dx +
∫
V
Eǫp(∇u)dx+
∫
V
f (uǫ −u)dx
)
≤ C(n, p, q, β, c1, c2, V)
(
1+
∫
V
(1+ |∇u|2)p/2 dx + ‖ f ‖Lq (V )‖∇(uǫ −u)‖Lp(V )
)
≤
‖∇uǫ ‖p
Lp (V )
2
+C(n, p, q, β, c1, c2, V)
(
1+
(
‖ f ‖p′
Lq (V )+1
)
‖∇u‖p
Lp (V )
)
.
Here we have used the Sobolev embedding W
1, p
0
(V) ֒→ Lq′(V) and the Young inequality. Hence {uǫ }0<ǫ ≤1 ⊂
u+W
1, p
0
(V) is bounded. Assume that uǫN ⇀ v ∈ u +W1, p
0
(V) for some sequence {ǫN }∞N=1 ⊂ (0, 1) such that
ǫN → 0 as N →∞. We note that
FV (u) ≤ FV (uǫ ) ≤ FǫV (uǫ ) ≤ FǫV (u) → FV (u) as ǫ → 0 (A.6)
by (A.2)-(A.3) and (A.5). By Lemma 1, we have
FV (u) ≤ FV (v) ≤ liminf
N→∞
FV (uǫN ) = FV (u),
which implies v = u. Hence we obtain uǫ ⇀ u (ǫ → 0) in W1, p(V). Again by (A.6), we conclude (A.4).
By [5, Proposition 3.32] and the compact embedding W1, p(V) ֒→ Lp(V), we are reduced to showing that
limsup
ǫ→0
‖∇uǫ ‖Lp (V ) ≤ ‖∇u‖Lp (V ) (up to a subsequence)
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to complete the proof. By (1.6), we can check that a smooth functional Eˆǫ (z)≔ Eǫ (z)−C∗
(
ǫ2 + |z|2)p/2 is convex
in Rn for sufficiently small C∗ =C∗(c1, p) > 0. By (1.8), Eˆ(z)≔ lim
ǫ→0
Eˆǫ (z) = β|z| +Ep(z)−C∗ |z|p is also convex in
R
n. We note that
C∗
(∫
V
(
ǫ2 + |∇u|2
)p/2
dx −
∫
V
(
ǫ2 + |∇uǫ |2
)p/2
dx
)
=
∫
V
(
Eˆǫ (∇uǫ )− Eˆǫ (∇u)
)
dx +
∫
V
f (u−uǫ ) dx + [FǫV (u) −FǫV (uǫ )]
by the definitions of Eˆǫ and Fǫ
V
. For z0 ∈ R, we define
h(z0)≔ ∇zEp(z0)+
(
β− pC∗ |z0 |p−1
)
sgn(z0) ∈ Rn, where sgn(z0)≔
{ z0
|z0 |
(z0 , 0),
0 (z0 = 0).
It is easy to check that h(z0) ∈ ∂Eˆ(z0) for all z0 ∈ Rn. Moreover, we can check that for z0 ∈ Rn and 0 < ǫ ≤ 1,
∇z Eˆǫ (z0) = ∇zEǫp(z0)+ β
|z0 | sgn(z0)√
ǫ2 + |z0 |2
− pC∗
(
ǫ2 + |z0 |2
)p/2−1
|z0 | sgn(z0) → h(z0) (ǫ → 0). (A.7)
Since ∂Eˆǫ (z0) =
{∇z Eˆǫ (z0)} for all z0 ∈ R, we have
Eˆǫ (∇uǫ )− Eˆǫ (∇u) ≥ 〈∇z Eˆǫ (∇u)  ∇uǫ −∇u〉= 〈∇z Eˆǫ (∇u) − h(∇u)  ∇(uǫ −u)〉+ 〈h(∇u) | ∇(uǫ −u)〉 a.e. in V .
Hence we obtain
C∗
∫
V
(
ǫ2 + |∇u|2
)p/2
dx ≥ C∗
∫
V
|∇uǫ |p dx +
∫
V
f (u−uǫ ) dx︸              ︷︷              ︸
≔I1(ǫ )
+
[
FǫV (u) −FǫV (uǫ )
]︸                ︷︷                ︸
≕I2(ǫ )
+
∫
V
〈∇z Eˆǫ (∇u) − h(∇u)  ∇(uǫ −u)〉 dx︸                                             ︷︷                                             ︸
≕I3(ǫ )
+
∫
V
〈h(∇u) | ∇(uǫ −u)〉 dx︸                            ︷︷                            ︸
≕I4(ǫ )
. (A.8)
We claim that, up to a subsequence,
lim
ǫ→0
Ik(ǫ) = 0 for all k ∈ {1, 2, 3, 4 }. (A.9)
I1(ǫ) → 0 (ǫ → 0) up to a subsequence is clear by the compact embedding W1, p(V) ֒→ Lq′(V). I2(ǫ) → 0 (ǫ → 0)
follows from (A.4). h(∇u) ∈ Lp′ (V, Rn) is clear by (2.7). Since ∇uǫ ⇀ ∇u (ǫ → 0) in Lp (V, Rn), we obtain
I4(ǫ) → 0 (ǫ → 0). From (A.7), it is clear that ∇z Eˆǫ (∇u) → h(∇u) (ǫ → 0) a.e. in V . By (2.4) and (2.7)-(2.8), we
get∇z Eˆǫ (∇u) − h(∇u) ≤ C(p, C∗) (∇zEǫp(∇u) −∇zEǫp(0)p′ + ∇zEǫp(0)p′ + ∇zEp(∇u)p′ + (1+ |∇u|2)p′(p−1)/2+ βp′ )
≤ C(p, β, c2, C∗) (|∇u|p +1) ∈ L1(V) a.e. in V,
uniformly for 0 < ǫ ≤ ǫ0. From these, we conclude that ∇z Eˆǫ (∇u)→ h(∇u) in Lp′ (V, Rn) by Lebesgue’s dominated
convergence theorem. We note that
sup
0<ǫ ≤1
‖∇uǫ −∇u‖Lp(V ) <∞,
sincewe have already checked that {uǫ }0<ǫ ≤1 ⊂ u+W1, p0 (V) is bounded inW1, p(V). Hence by theHölder inequality,
we deduce that I3(ǫ) → 0 (ǫ → 0). From (A.8)-(A.9), by letting ǫ → 0 we obtain
C∗ limsup
ǫ→0
‖∇uǫ ‖p
Lp(V ) = C∗ limsup
ǫ→0
∫
V
|∇uǫ |p dx ≤ C∗ limsup
ǫ→0
∫
V
(
ǫ2 + |∇u|2
)p/2
dx = C∗‖∇u‖pLp (V )
up to a subsequence. Here we have used Lebesgue’s dominated convergence theorem for the last equality. This
completes the proof. 
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A.3 A Fatou-type estimate
Lemma 5 is used in the proof of main theorem in Section 3.2.
Lemma 5. Let (E, ‖ · ‖E ) be a Banach space and X ⊂ Rn be a Ln-measurable set. Suppose that sequences
{uN }∞N=1 ⊂ Lp(X,E) (1 ≤ p <∞), {CN }∞N=1 ⊂ [0,∞) satisfy
ess sup
x∈X
‖uN (x)‖E ≤ CN for all N, (A.10)
uN ⇀ u in L
p(X, E) as N →∞ (A.11)
for some u ∈ Lp(X, E). Then we have
ess sup
x∈X
‖u(x)‖E ≤ liminf
N→∞
CN . (A.12)
Proof. We may assume that C∞ ≔ liminf
N→∞
CN <∞, since otherwise (A.12) is clear. Since Ln is σ-finite, it suffices
to show that Ln(Xǫ, r ) = 0 for all ǫ,r > 0, where
Xǫ, r ≔ {x ∈ X | |x | ≤ r and ‖u(x)‖E > C∞ + ǫ} ⊂ X
is a Ln-measurable set. By (A.11), it is clear that
uN ⇀ u in L
p(Y, E) (N →∞)
for any fixed Ln-measurable set Y ⊂ X . Hence for each fixed ǫ, r > 0, we obtain
(C∞+ ǫ)
(
L
n(Xǫ, r )
)1/p ≤ (∫
Xǫ, r
‖u(x)‖p
E
dx
)1/p (
by the definiton of Xǫ, r
)
≤ liminf
N→∞
(∫
Xǫ, r
‖uN (x)‖pE dx
)1/p
(since the norm map is weakly lower semi-continuous)
≤ (Ln(Xǫ, r ))1/p liminf
N→∞
CN = C∞
(
L
n(Xǫ, r )
)1/p (by (A.10)) .
Since Ln(Xǫ, r ) ≤ Ln ({x ∈ Rn | |x | ≤ r}) <∞, this impliesLn(Xǫ, r ) = 0, which completes the proof of (A.12). 
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