PMETRIC is a computer program for the analysis of observed psychometric functions. It can estimate the parameters of these functions, using either probit analysis (a parametric technique) or the Spearman-Kärber method (a nonparametric one). For probit analysis, either a maximum likelihood or a minimum c 2 criterion may be used for parameter estimation. In addition, standard errors of parameter estimates can be estimated via bootstrapping. The program can be used to analyze data obtained from either yes-no or m-alternative forced-choice tasks. To facilitate the use of PMETRIC in simulation work, an associated program, PMETGEN, is provided for the generation of simulated psychometric function data. Use of PMETRIC is illustrated with data from a duration discrimination task.
The psychometric function is an important tool in psychophysics. It can be used to measure absolute thresholds, points of subjective equality, and difference limens (DLs; see, e.g., Gescheider, 1997; Woodworth & Schlosberg, 1954) . Although signal detection theory also provides powerful tools for psychophysical measurement (see, e.g., Macmillan & Creelman, 1991; Wickens, 2001 ), these have not replaced the more classical psychophysical approaches based on the analysis of psychometric functions (cf. Ernst & Banks, 2002; Grondin, 2001b; Rammsayer & Ulrich, 2001; Spence, Shore, & Klein, 2001 ; for a review, see Gescheider, 1997) . Indeed, a recent special issue of Perception & Psychophysics, edited by Klein and Macmillan (2001) , covered new developments in the estimation and analysis of psychometric functions.
There are several reasons why this classical approach remains worthwhile. (1) Psychometric functions are sometimes used to test specific psychophysical models that are more difficult to test with the tools provided by signal detection theory (see, e.g., Ernst & Banks, 2002; Falmagne, 1985; Rammsayer & Ulrich, 2001; Sternberg & Knoll, 1973) . (2) Adaptive procedures enjoy widespread use in psychophysicsbecause they increase the efficiency of estimating certain parameters of psychometric functions (cf. Kaernbach, 1991; Leek, 2001 ). To our knowledge, comparable adaptive procedures do not exist for measures based on signal detection theory. (3) Measurements of the DLs-unlike those of d¢-allow construction of sensation magnitude scales, such as the dol scale for the perception of pain (e.g., Marks & Gescheider, 2002) . (4) Finally, the median (i.e., point of subjective equality) of the psychometric function is often employed to assess the existence of a perceptual illusion (e.g., Flanagan & Bandomir, 2000; Rose & Summers, 1995) .
An observed psychometric function plots the proportion of times a certain response is given as a function of some property of a physical stimulus. For example, Table 1 provides data obtained in a duration discrimination task by Grondin (2001a) . In this task, an observer (Participant 2) was presented sequentially with a standard tone of duration d s and a comparison tone of duration d c . The standard duration was always 900 msec, and the 10 comparison durations ranged from 630 to 1,170 msec. The duration of the comparison tone varied randomly from trial to trial, and each duration was presented a total of 120 times. The observer was asked to report whether each comparison tone was longer than the standard. Figure 1 depicts the psychometric function obtained for this observer, showing the observed probabilityof the comparison longer response as a function of the duration of the comparison tone. These data display the pattern typical of psychometric functions, where the probability of the measured response, plotted on the ordinate, increases with the stimulus value, plotted on the abscissa. This increase is usually monotonic when the number of observations per stimulus value is large. When this number is relatively small, however, observed psychometric functions are often nonmonotonic,due to binomial variability in the observed response probabilities.
The classical (e.g., Fechner, 1860) and, presumably, most common procedure for summarizing the data from an observed psychometric function is probit analysis (e.g., Finney, 1952 Finney, , 1978 . Probit analysis was originally developed for the analysis of data from toxicological assays (Bliss, 1935) , and it is generally useful in examining the dependence of any binomial outcome variable (e.g., lives or dies) on any physical quantity (e.g., amount of poison). In the probit analysis of psychophysical data, the psychometric function is generally assumed to have the shape of a cumulative normal distribution, often referred to as a normal ogive. Given this assumption, the data are used to estimate the parameters of the normal distribution (i.e., m and s) via one of several alternative techniques (see, e.g., Finney, 1978; Foster & Bischof, 1987) .
In bioassay, for example, a researcher might want to determine the relationship between the dosage of a certain poison and the probability that a certain pest animal consuming that dose will die. In a typical study, each of k different stimulus dosages, s 1 , s 2 . . . , s k , is given to n i different animals (i 5 1 . . . k), and the number of deaths at each dosage i is counted, X i . Such data are typically analyzed with a statistical model in which it is assumed that each animal has a minimum lethal dosage and that the animal dies if and only if it is given a dosage greater than or equal to its minimum lethal dose. Thus, an observedp i 5 X i /n i value is an estimate of the population proportion of animals for whom the lethal dose is less than or equal to s i .
Although probit analysis provides a classical tool for summarizing an observed psychometric function, there are now several alternative approaches. For example, some authors prefer to fit a cumulative logistic or Weibull distribution (e.g., Strasburger, 2001a) , because these distributions often provide superior f its to observed data (e.g., Strasburger, 2001b) and are sometimes of particular theoretical interest (e.g., Quick, 1974) . Thus, the choice for such alternative shapes of the psychometric function may be guided by both theoretical and practical considerations.
In addition, in some cases, observed psychometric functions may be inconsistent with the assumption of any specific distribution considered by the researcher. For example, a c 2 test (Guilford, 1936) may indicate that a set of data is not in agreement with the assumption of the normal, logistic, or Weibull distribution (e.g., G. A. Miller & Garner, 1944; Stevens, Morgan, & Volkmann, 1941) . In these situations, the so-called Spearman-Kärber method provides a distribution-free method for the estimation of psychometric functions (e.g., Epstein & Churchman, 1944; Kärber, 1931; J. Miller & Ulrich, 2001; Spearman, 1908; Sternberg, Knoll, & Zukofsky, 1982) .
In brief, like probit analysis, the Spearman-Kärber method treats the psychometric function observed in a yes-no task as a cumulative probability density function (CDF) 1 from which any desired percentiles or moments can be estimated. More specifically, the Spearman-Kärber method assumes that this CDF emerges from grouped data-an assumption that allows the reconstruction of the corresponding histogram. Suppose an experimenter employs k stimulus values, s 1 , s 2 . . . , s k , to estimate the observed response probabilities,p i , (i 5 1 . . . k), associated with each stimulus value. The estimated probability related to the stimulus interval (or bin) from s i21 to s i would then be equal top i 2p i21 . Assuming a uniform Note-Results of an experiment in which an observer was presented with a standard tone with a duration of 900 msec, followed by a comparison tone of 1 of the 10 durations indicated. Each comparison duration was tested in n i 5 120 trials. For each comparison duration, the observed numbers of comparison longer (r) and comparison not longer (r) responses, X i and n i 2 X i , are tabulated, and the estimated probability of the r response isp. (We thank Simon Grondin for providing us with these data.) Table 1 . The function shows the observed proportion of trials in which a comparison duration was judged to be longer than a standard duration as a function of the comparison duration. distribution within this bin, the probability density within the bin is then estimated by (p i 2p i21 )/ (s i 2 s i21 ). Thus, this reconstructed histogram approximates the probability density function associated with the CDF of the true psychometric function. It can be shown (Church & Cobb, 1973; Sternberg et al., 1982, pp. 234-236 ) that the r th raw moment of this histogram (and thus of the observed psychometric function) is given by (1) (The values s 0 and s k 11 are chosen such that one can assume p 0 5 0 and p k 11 5 1.) Higher central momentsincluding the variance, skewness, and kurtosis of the psychometric function-can be directly computed from these raw moments. Simulations comparing the nonparametric Spearman-Kärber method with parametric approaches involving the normal, Weibull, and several other psychometric functions suggest that the SpearmanKärber method may be superior even when the underlying distributional assumption is satisfied (J. Miller & Ulrich, 2001 ). In addition, Ulrich and Miller (in press ) have shown how this nonparametric method can also be used to analyze data from m-alternative forced-choice (m-AFC) tasks.
Figure 1. Psychometric function plotted from the duration discrimination data of Grondin (2001a) shown in

The PMETRIC Program
PMETRIC is a computer program for the analysis of observed psychometric functions. It is written in Pascal and should run on all IBM PC-compatible microcomputers under the Windows operating system. An OS/2 version is also available from the first author.
PMETRIC has two main features not present in previous programs for the analysis of psychometric functions (e.g., Lieberman, 1983) . First, it provides an analysis of psychometric functions using the Spearman-Kärber method, in addition to any specified distributionalanalysis. We are not aware of any other statistical software (e.g., SPSS, SAS, or JMP) that includes this nonparametric option for analyzing psychometric functions. Second, PMETRIC allows the user to fit data with a greater range of alternative distributions (e.g., logistic, Weibull, rectangular, etc.) than does any other software of which we are aware.
PMETRIC reads data from an ASCII file containing the information shown in Table 1 . The first line of the file contains the stimulus values tested in the experiment (in this case, the 10 stimulus durations) plus assumed lower and upper bounds for the psychometric function (e.g., durations of 600 and 1,200 msec, respectively). 2 The second line contains the number of trials at each stimulus value for which the r response was given, and the third line contains the number of trials at each stimulus value for which the r response was given. Multiple data sets of this form may be included in a single file by appending successive sets of three lines or, if the same stimulus values are used throughout, by appending pairs of lines with the numbers of r and r responses.
If the data are stored in the f ile TESTDATA.IN, PMETRIC can be invoked simply by typing the command PMETRIC TESTDATA. The resulting output will be written to an ASCII file called TESTDATA.OUT.
By default, PMETRIC computes parameter estimates using both probit analysis and the Spearman-Kärber method. The values computed by the program are illustrated in Table 2 , with computations performed on the data in Table 1 , using both the Spearman-Kärber method (top half of table) and probit analysis (bottom half). The output includes both moment-based and percentile-based estimates (left and right sides of the table, respectively) for measures of central tendency (mean and median), dispersion (standard deviation and DL), skewness, and kurtosis. Associated with each estimate is a standard error of estimation obtained using the bootstrapping procedure (e.g., DiCiccio & Romano, 1988; Foster & Bischof, 1991) . Note that the skewness and kurtosis measures obtained from probit analysis are determined primarily by the assumptions of the analysis, rather than by the observed data; that is, both must equal zero if the true psychometric function has the shape of a cumulative normal distribution.
The PMETRIC program has a number of analysis options that can be controlled via a separate options file. Four of these are of particular importance.
1. The data can come from either yes-no or m-AFC tasks.
2. The optimal probit fit can be defined either as the fit maximizing likelihood or as the one minimizing discrepancies as measured with a c 2 test (Guilford, 1936) . For example, for the data shown in Table 1 , PMETRIC computes a c 2 of 26.93 with df 5 8 (i.e., 10 stimulus levels minus 2 estimated parameters 5 8). This observed c 2 value is highly significant at p , .001 and, thus, suggests that the normal distribution is not suited to summarize these data. In such a situation, a user might prefer the Spearman-Kärber method for analyzing an observed psychometric function.
3. A probit-like analysis can be carried out using many assumed underlying distributionsother than a normal. For example, in a particular experiment, there might be good theoretical reasons to suspect that the psychometric function would have the shape of a cumulative Weibull distribution rather than a normal (e.g., Green & Luce, 1975; Nachmias, 1981; Quick, 1974) . In that case, PMETRIC could be instructed to use the Weibull, rather than the normal, in fitting the psychometric function. For an additional illustration, we analyzed the data shown in Table 1 , assuming an underlying Weibull distribution. Under this distributional assumption, PMETRIC provides the following estimates: mean 5 881.26, median 5 885.78, SD 5 67.21, and DL 5 45.66. The observed c 2 for this distribution is 23.46, with df 5 7. This value is again significant ( p , .001), and thus the Weibull, like the normal, provides an unacceptable f it. A more complete list of probability distributions that can be specified for probit analysis within PMETRIC, along with their parameters,ˆˆ. can be found in the documentationfor the program CUPID (J. Miller, 1998) , although a number of new distribution options have been added since that report.
4. The user can specify the number of bootstrap samples used to obtain the standard errors of the estimates, thereby choosing an appropriate point on the tradeoff between computer time and accuracy of results.
In addition to the program PMETRIC.EXE, PMETRIC comes with a program called PMETGEN.EXE that can be used to generate psychometric function data for simulation research and with manuals for both programs in public document format (PDF). The complete versions can be obtained by sending a 3.5-in. high-density floppy disk and a stamped, self-addressed international mailer to the first author, and they are also available by ftp from common archive sites in the file PMETRIC1_2.ZIP (the numbers in the file name may change as future versions are developed).
Using PMETRIC to Compare Experimental Conditions
In psychophysical work, researchers most often compare psychometric functions across two or more experimental conditions to isolate the effects of an experimental manipulation. Although PMETRIC fits psychometric functions one at a time, it can be used to compare psychometric functions across conditions in at least two types of studies.
In multiparticipant studies, a single psychometric function is generated for each participant in each experimental condition. PMETRIC can be used to estimate the parameters of each such function, and these parameters can be compared across conditions, using conventional statistical tests (e.g., a t test or an analysis of variance [ANOVA] ). For example, Yeshurun and Carrasco (1999) investigated whether a shift of spatial attention toward a peripheral stimulus improved perceptual resolution for this stimulus. In an experimental condition, the stimulus appeared at an attended location; in a control condition, it appeared at an unattended location. The psychometric function obtained for each participant in each condition was fitted with a parametric model, and a single measure (i.e., the DL) was derived from each fitted function. The values of this dependent measure were then submitted to a conventional paired t test to assess whether spatial attention improved discrimination performance, on average, across participants. The output of PMETRIC could be used to compare conditions in an analogous study, using either dependent measures assessed via t tests or ANOVAs across participants on either parametric or nonparametric (i.e., Spearman-Kärber) estimates obtained from the observed psychometric functions. Alternatively, in single-participant studies, each observer is tested more extensively, and the researcher is interested in assessing the effect of an experimental manipulation at the level of an individual observer. In such studies, it is obviously inappropriate to use t tests or ANOVAs across participants. It would often still be possible, however, to use one of these conventional procedures on estimates obtained from multiple subsets of the participant's data. For example, estimates may be obtained from the observed psychometric function separately for each day of testing, and a conventional test could be used with days, rather than participants, serving as replications. Alternatively, if it is undesirable to partition the participant's data into subsets, comparisons of experimental conditions can be made by computing confidence intervals around each parameter, using the bootstrap estimate of its standard error. If the confidence intervals for the parameter in two experimental conditions overlap, one cannot reject the hypothesis that the two parameters are different. If the two intervals do not overlap, however, this hypothesis can be rejected.
