I. INTRODUCTION

D
URING the last decade, many efforts have been made to achieve an efficient parametric representation of an audio signal for very low bite-rate compression purposes [1] . More precisely, the audio transient compact representation by parametric models is an up-to-date and difficult problem [2] - [4] . Basically, the spectral content and the time waveform are the two main representations for an audio signal. For some quasistationary signals, most audio features are well represented by the spectral content [3] - [5] . However, in the context of transient audio compact modeling, the time waveform representation is more important and should be well modeled, i.e., with minimum modeling errors. In the sequel, we define a transient signal as a signal whose time support duration is short compared to the analysis time range.
The parametric Exponentially Damped Sinusoidal (EDS) model has been widely studied in the signal processing community [6] - [8] . Its application to signal compression, however, is quite recent [9] , [10] , [12] - [17] . This approach comes as a natural evolution of the sinusoidal model introduced by McAulay and Quatieri [5] . Sinusoidal models assume that model parameters have slow variation with respect to the analysis time range. However, this is not consistent with the transient signal definition, and not applicable to diverse audio signals (e.g., speech or music).
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Digital Object Identifier 10.1109/TSA. 2003.819953 it leads to compact (sparse) representations for almost the totality of audio signal, this model is ineffective on sharp transient signals such as some percussive sounds (e.g., castanets, gong, triangle) [9] , [18] , [19] . For the latter signals, using EDS representation leads to two type of modeling characteristic artifacts. First, the apparition of a pre-echo signal [4] , [20] , i.e., a distortion before the sound onset. Second, the signal dynamic is badly reproduced. These phenomena appear to be very prejudicial to the sound auditory perception. Moreover, the sound onset part is of extreme importance for the"naturalness" of the audio signal [21] . Many approaches have been considered to solve this problem. They can basically be classified in four categories. The first category consists of the approaches based on an irregular segmentation of the time axis [19] , [22] , the second category exploits the time-frequency duality principle and the parametric modeling of a frequency-transformed signal [23] , [24] , and the third uses the "Matching-Pursuit" algorithm and the "Atomic" formalization to expand the signal on a redundant family (Gabor, EDS, …) [15] , [16] . Finally, the fourth category corresponds to the sinusoidal parametric modelization method originally presented in [13] . Recently, the parametric model, called Damped and Delayed Sinusoids (DDS) was presented in [18] as a generalization of the sinusoidal and EDS models by adding a time-delay parameter to each component.
In this work, we make two realistic assumptions: (A.1) A percussive audio signal can be seen as a set (sum) of damped sinusoids, all having the same time-delay. (A.2) Two successive audio transients are at "sufficient" relative distance one from another in order to perform an efficient time-delay estimation/detection based on the signal envelop variation. The latter is not restrictive since two audio transients with a small inter-distance are considered as one by the human ear. This effect is known as the temporal masking principle.
In this context, we introduce the Partial Damped and Delayed Sinusoidal (PDDS) model as a modification of the general DDS model. This model groups together several EDS components which present the same time-delay. The model can be seen as a generalization of the EDS model and a particular case of the DDS one. The PDDS model, for null estimated time-delays, has the same modeling performances as the classical EDS model for a large class of audio signals, such as harmonic sounds or soft transient signals. For well time-localized events and in particular for percussive sounds, where the estimated time-delays are different to zero, we show that the performances of the PDDS model improves substantially by cancelling the pre-echo apparition and by reproducing the exact original signal dynamic.
In this paper, we propose two model parameter High-Resolution (HR) estimation algorithms, namely the PDDS-Deflation (PDDS-D) and PDDS-Multichannel (PDDS-MC), and we explain why HR methods are needed in audio transient modeling problems. Finally, we test the efficiency of this approach on synthetic fast time-varying signals, and on two typical audio transients.
II. DELAYED SINUSOIDAL MODELS
A. PDDS Model Definition
In [18] , we presented the -order parametric DDS model. In this approach, every waveform 1-DDS possesses a delay parameter:
. In an audio modeling application, it is sufficient to consider a small number of transient signals on a -sample analysis such that (typically, for samples). We denote by index the -th transient signal, and we define (1) where is the modeling partial order representing the -th transient signal with a support of samples. We denote by the delay parameter set with , , , and . Based on assumption (A.1), we define the real -PDDS model for , by (2) where is the (negative) damping factor, is the angular-frequency and and are, respectively, the -th real amplitude and the -th initial phase of the -th -PDDS model. The poles are defined by (3) The Heaviside function is defined by "1" for and "0" otherwise. Note that there is a unique delay for a set (sum) of EDS waveforms (see Fig. 1 ). Now, we can write the -PDDS model as the sum of partial models (4)
B. Models Equivalence (ME)
If we assume that the signal is time shifted by , we have, for (5) Equation (5) 
III. PDDS MODEL PARAMETERS ESTIMATION
A. Need for High-Resolution (HR) Method
Recall that is the effective analysis segment size of the -th transient signal. This quantity can be quite small if the time-delay or the damping-factors are large, leading to a frequency resolution problem. Indeed, the Fourier resolution of a -sample segment is . Therefore, the frequency resolution can be too coarse to make an efficient spectral analysis based on a Fourier-type method [11] , [23] . Consequently, we use a HR method, based on Kung's algorithm [25] which exploits the fundamental shift-invariance property of the signal basis, to jointly estimate the angular-frequencies and the damping-factors. The method allows to overcome the Fourier resolution limit and perform well on very short time segments.
Note that in the audio compression context, the total model order is not estimated but fixed to reach a target bit-rate.
B. Delays Estimation/Detection
A transient signal can be seen as a very fast variation of the power of its envelope (and not of its waveform). So, based on the assumption (A.2), it seems natural to compute the envelope of the audio signal, and design a power transient detector based on the envelope variation. Consequently, we consider here a modified version of the detector introduced in [26] . This modification consists of applying the detector on the smoothed signal envelope, rather than the audio signal itself. This modification allows us to focus the detection on the global variation of the signal while discarding some possible local events which are not relevant to the detection process. This slightly improves the detection/estimation performance.
1) Smoothed Envelope:
To compute the smoothed envelope of the signal, we consider the median filtering of the modulus of the analytical signal . More precisely, we have (6) where the analytical signal is defined by (7) being the Hilbert transform of the audio signal, and is a median filter of length . Note that using a nonlinear median filter allows to obtain a smoothed envelope of the signal, i.e., without some awkward oscillatory phenomena. On the other hand, the global variation of the signal envelope tends to remain unchanged when using this filter with a short duration, typically or less.
2) The Power Transient Detector:
We now design the transient detector based on the obtained smoothed envelope considering the power variation between two temporal hopping windows. That is (8) where (9) (10)
The vectors (and ), respectively, represents the Backward (and Forward) time samples with respect to the analysis time . The symbol is the analysis depth. Recall that the detector in [26] works directly on the audio signal not the signal envelope. Consequently, our approach is an improved version of this detector.
3) Detection Strategy: In an audio transient detection application, two cases can occur. a) Single Detection: The analysis segment is short enough to assume that there is at most one transient signal within its duration. this case is easily handled by maximizing the criterion (11) In our application and for an analysis duration between 128 and 512 samples, respectively 4 ms and 16 ms, we can reasonably assume the existence of at most one transient signal during the analysis period.
b) False and Multiple Detections: The first case is when the detector falsely indicates the presence of a transient signal but visually this can not be confirmed. the second case would be when the analysis segment is long enough to contain multiple transient signals. These two cases are handled with the introduction of a threshold . Then, the estimated time-delays are the local maximum values (larger than ) of the criterion [26] . 
C. PDDS-D Algorithm: Deflation Approach
This algorithm, summarized in Table I , is based on the following three procedures.
1) Partial Orders Allocation:
In the introduction, we have mentioned that the time waveform representation extracts most important features for a percussive signal. On general, the part before the onset, having a weak power, is not very important for the naturalness of the transient whereas the onset and the decreasing part, having strong powers, are most important. Therefore, we choose to estimate the partial orders by the following empirical approach: small partial orders will be associated to low power signals since they do not need an accurate modeling, and the large ones to higher power signals. Consequently, we introduce according to (12) where denotes the integer part, the power of the -sample audio signal , ( i.e., ), and is defined as (13) 2) Poles and Complex Amplitudes Estimation: We begin by estimating the delays and the partial orders according to the previous methodologies. The PDDS-D algorithm follows two steps: i) Estimate the signal poles for each signal according to the HR method presented in Section III-C2a, ii) obtain the complex amplitude parameters by using the resolution of a linear least squares criterion described in Section III-C2b. . This space is named the signal subspace, and is denoted by . Moreover, we know (see [25] for instance) that the structured matrix admits an exact decomposition over a conjugated vandermonde basis , where . We form the following Vandermonde matrix
Consequently, , and we can use the fundamental rotational or invariance structure of the signal subspace to jointly estimate according to (15) where , and the arrows and denote the last and the first row-deleting operator, respectively.
Note that property (15) is only approximatively verified by the full-rank matrix . One can resort to [14] for the preprocessing of the audio signal so as to overcome this problem (achieved at the price of a growing complexity). Nonetheless, in the audio compression context satisfactory results are still obtained without such pre-processing, therefore, in the sequel, we simply substitute the model signal by the audio signal .
The Kung's algorithm [25] then consists of the following. First, note that the signal subspace cannot be directly computed since it depends explicitly on the desired set . We, thus, determine an orthonormal basis of this space by means of the Singular Value Decomposition (SVD) [27] of the data matrix according to (16) where is the singular-value set and (respectively ) is the left (respectively right) singular-vector set. By letting and by remarking that the range space of this matrix is the signal subspace, i.e.,
, there exists a nonsingular matrix such that . This expression and property (15) lead to the following equality: (17) where denotes the Moore-Penrose pseudo-inverse [27] . Expression (17) shows that and are similar matrices, i.e., they have the same eigen-value set denoted by . Then, the poles are estimated thanks to the following property:
The complex amplitude parameters are the solutions of following criterion: (19) where we define . The solution of (19) is (20) we can then synthesize the -EDS model , and we build the -PDDS -sample signal by a time support extension ( to )and a " " shifting of the -EDS model.
3) Deflation Procedure: In a deflation procedure context, the algorithm begins by initializing the first residual signal . At the -th iteration and for the -th residual signal , we estimate the -EDS model , and we reconstruct the -PDDS signal, . Then, we add to the synthesis signal . The operation is named the synthesis stage. Finally, we remove the contribution to the Fig. 3 . Performances (MSE versus SNR) of proposed methods (PDDS-D, PDDS-MC1/2), applied to the "orthogonal" signal in Fig. 2(a) .
last residual signal to compute the next residual signal . We summarize these two stages by ( 
21)
D. PDDS-MC Algorithm: "Multi-Channel" Approach
We introduce, here, a second algorithm named PDDS-MC. All transients are jointly treated and thus only one single data matrix factorization is performed. Two versions of PDDS-MC algorithm are presented.
1) PDDS-MC1 Algorithm: e) First Hankel Matrix Factorization:
It is possible to consider the analysis segment as a set of "multi-channel" signals. In this approach, we jointly estimate the damping-factor and the angular-frequency parameters for the signals . Define the nonsquare Hankel matrix such as . The block-Hankel matrix is then formed as (22) Its rank is provided that all the poles are different. Each matrix represents the Hankel data matrix of the -th channel of samples size and verifies a factorization in the Vandermonde basis [25] . Consequently, admits the following factorization: (23) where (24) and is a nonsingular matrix. We notice that factorization (23) highlights the row-shift invariance property of matrix which is a block-Vandermonde matrix. It is, thus, possible to use a HR method on and to jointly determine the poles. f) Size of the Block-Hankel Data Matrix: Care should be taken in choosing the parameters and since they influence the estimation performances of the PDDS-MC1 algorithm. In [6] , it was shown that it is necessary to choose the row size of the data matrix in such a way that . Since , the parameter has to satisfy 
. Performances (MSE versus SNR) of proposed methods (PDDS-D, PDDS-MC1/2)
, applied to the "nonorthogonal" signal in Fig. 2 
. This condition implies a minimal bound on the channel size,
. By considering the sum over of the previous expression, we must have . In other words, to obtain an optimal performance, the number of transients on the analysis segment must be 1. In the context of the transient audio modeling, this is not a restrictive condition. In the case of multiple transients, we fix (25) 2) PDDS-MC2 Algorithm: Second Hankel Matrix Factorization: Another approach is to consider the -sample zero-padded signals with (26) according to (27) Based on the properties of the Hankel operator, we have (28) where (29) with and (square Hankel matrix). Due to the zero-padding, the factorization (28) is only an approximation. However, this approximation does not affect much the performance of the method. Note that we have to satisfy the constraint .
3) Poles Processing:
Here, we use the same row-shift invariance property of the signal basis (described in Section III-C2b) presented by Kung for a structured Hankel data matrix. However, it is straightforward to see that we can extend this method to the case of block-Hankel (PDDS-MC1 algorithm) and to the sum of Hankel data matrices (PDDS-MC2 algorithm). The poles are estimated according to expression (14) with complexconjugated poles. (30) where is the singular value set and stands for the numerical rank 1 . According to expression (30), we conclude that it is impossible to estimate the same pole several times, contrary to the PDDS-D algorithm. This property can be understood as a "filtering" property of the poles stemming from adjoining channels.
5) Pairing Operation:
For the two PDDS-MC methods, there is a pairing problem between the time-delays and the couples . In other words, we have to associate the right time-delay to the right couple of angular-frequency and damping-factor. To resolve this problem, a simple way is to first, compute a "collection" of waveforms from the set of the estimated couples (with where ), and to, second, maximize over the normalized correlation coefficient between each possible -sample waveforms and the audio signal . Then, for a given index , we have (31) where denotes the inner-product. Note that, from expression (31), we can easily deduce the modeling partial orders. Indeed, there exists a mapping between the set and the set . Then, the modeling partial order is the number of time that one component, among , indexed by is associated with the current index , i.e.,
where denotes the cardinal.
1 Defined in [27] by the number of where is a fixed (positive) threshold. 
6) Complex Amplitudes Estimation:
The complex amplitudes are determined by solving the following criterion: (33) where is the -sample audio signal and is the -sample PDDS model of order . By considering the matrix , which adds rows of "0", we obtain the solution of the previous criterion . . .
IV. FAST-TIME VARYING SIGNAL MODELING
A. Noisy Synthetic Signal
Consider a 100-sample noisy synthetic signal, according to (35) where is a 100-sample PDDS signal and denotes a white Gaussian perturbation with unit variance. Note that the variance of the random signal is . The first part of the simulation deals with the sum of two 1-PDDS with separated time supports [see Fig. 2(a) ]: the first component has a sharp decreasing part (large damping-factor) such that the second component is practically not disrupted. In this case, we will say that the two components are quasiorthogonal ( for ). The second part of the simulation corresponds to the case in which the components are nonorthogonal [see Fig. 2(b) ], i.e., . The performance criterion is the normalized Mean Square Error (MSE) evaluated for several Signal-to-Noise Ratios (SNRs) using 100 "Monte-Carlo" trials. The MSE is defined by the mean ratio of the square difference between the true parameter value and its estimated value over the square value of the true parameter. Additionally, we define . Fig. 2(a) . The simulation results are shown in Fig. 3(a)-(d) .
We can see that the PDDS-D and the PDDS-MC1 have very similar performances, with negligible differences found between the two methods. For SNR above 5 dB, the PDDS-D algorithm is slightly more efficient. For SNR below 5 dB, this consideration is more mitigated. The PDDS-D results into better MSE angular-frequency estimates, but we observe its poor performance for the damping-factor estimations at very low SNRs. The PDDS-MC2 is clearly less efficient than the previous two methods.
2) Non-Orthogonal Case: We choose the following numerical values for the model parameters. , rad, rad, , , , , , and . This signal is plotted in Fig. 2(b) .
According to Fig. 4(a) -(d) the PDDS-MC1 outperforms the other two methods, especially at low SNR . This can be explained by considering the iterative scheme of the PDDS-D. At low SNR, the estimation error at an early stage induces additional errors at the following ones. Inversely, for the PDDS-MC1, the "joint" character of the algorithm allows to keep high performance. In the nonorthogonal case, the PDDS-MC2 and the PDDS-D algorithms have similar performances. 
B. Real Audio Signals
We test and compare the PDDS-D and PDDS-MC algorithms with the EDS approach on two 16 ms typical audio transient signals: triangle and castanet onsets. The sampling frequency is 32 kHz. Note that we have parameters for the -EDS model and for the -PDDS model. Moreover, according to our initial assumption, we have . Consequently, in the context of parametric audio coding, the total number of model parameters is almost the same for the two models.
1) First Typical Transient Audio Signal: Triangle: a) Time modeling:
We choose a triangle onset since the attack has an extremely short duration (less than 50 samples). for this reason, this signal is extremely difficult to be efficiently modeled. We have represented the original waveform in Fig. 5(a) . We can see in Fig. 5(b) , the inefficiency of the EDS approach for a 28-order modeling. Note that the oscillating part of the signal is well represented, but the dynamic onset is very low. This observation is confirmed by the SNR values in Table II . Note that the SNR in the context of audio modeling is defined according to in dB where is the residual audio signal. Inversely, the PDDS approach has much better performances as we can see in Fig. 5(c) -(e) and in Table II .
We conclude that the PDDS approach outperforms the EDS approach and the PDDS-D algorithm has the best SNR performance.
b) "Time-Frequency" Analysis by Filter-Bank: Introducing a frequential aspect in the analysis, we use the polyphase 32-band pseudo-QMF filter-bank of MPEG1-audio [28] providing a uniform partition of the frequency axis. The bandwidth of each subband is 500 Hz with a 32 kHz sampling frequency. In each subband, we use the SNR criterion to characterize the "time-frequency" performance of the considered model. This criterion is denoted as . According to Fig. 6 the PDDS approaches have better than the EDS approach. Not only the onset is better represented (see Fig. 5 ), But also the whole audio signal is closer to the original signal, as confirmed by the average over subbands, given in Table III .
2) Second Typical Transient Audio Signal: Castanets:
We now study the performances of the PDDS model and its robustness to a small error on the time-delay estimation.
c) Time Modeling: In this simulation, we fix the modeling orders to 20. At the top of Fig. 7 , we have represented the original signal. In the middle of Fig. 7 , we note the pre-echo 2 phenomenon and the weak dynamic onset for the EDS modeling. At the bottom of Fig. 7 , we observe the total absence of pre-echo and the great reproduction of the onset dynamic. The PDDS model clearly outperforms the EDS approach.
d) Perturbation of the Estimated Time-Delay: Hereafter, we study the robustness of the PDDS-D and PDDS-MC algorithms to a perturbation of the time-delay according to with on the castanet onset signal. The estimated time-delay for the castanet signal is 223 samples. Fig. 8(b) presents the partial order allocation for the three algorithms. In Fig. 8(a) , we can see that the PDDS-D algorithm is the most robust, especially for time-delay under-estimation. The PDDS-MC2 is the least robust to the time-delay variations, while the PDDS-MC1 shows intermediate robustness. Note that for the three methods, under-estimation is generally preferable to over-estimation.
V. ALGORITHMIC COMPLEXITY AND CHOICE OF THE ALGORITHM
The complexity of the EDS algorithm is if we use an iterative processing of the SVD [29] . The complexity of the PDDS-MC1 is similar to that of the EDS one. The computational cost of the PDDS-D algorithm is and for the PDDS-MC2. Consequently, the PDDS-MC2 has the lowest computational complexity. Note that the cost of the time-delay and the partial order estimations are negligible.
From the simulation results, we conclude that the PDDS-D and PDDS-MC algorithms are well adapted to the transient audio modeling problem. Note that the allocation procedure for the PDDS-D algorithm is based on some empirical considerations on the "nature" of transient audio signal. Inversely, in the context of the PDDS-MC algorithms, the partial orders estimation is automatic since it is essentially a simple "re-allocation."
To conclude, we can say that for synthetic noisy signals, the PDDS-MC1 is the most efficient method since it has similar performances to that of the PDDS-D algorithm in the case of quasiorthogonal components, and superior performances (in particular for low SNRs) in the case of nonorthogonal components.
For real audio signals and for the true time-delay estimation, the PDDS-D is the most attractive method since it has a moderate computational cost for slightly better performance. However, the PDDS-MC2 method can be chosen instead if the computational cost is the most critical, as often in the audio coding context.
For reduced errors on the time delay estimation, the PDDS-D method should be chosen since this method results into a better trade-off between complexity, performances and robustness.
VI. CONCLUSION
In this paper, we have introduced an efficient nonstationary model for the transient compact representation problem. This model is an evolution of the DDS model introduced in the general context of signal modeling. It uses a priori information on percussive audio signal, i.e., an audio transient signal is seen as a sum of damped sinusoids with a single time-delay. This natural consideration led to the definition of the proposed PDDS model, as well as three high-resolution estimation methods. The proposed method was show to outperform the EDS approach for both synthetic and typical transient audio signals. The results were also confirmed by intensive and informal listening tests.
