Fourier-Stieltjes integrals  by Burkill, J.C
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 43, 285-292 (1973) 
Fourier-Stieltjes Integrals 
J. C. BURKILL 
University of Cambridge, Peterhouse, Cambridge, England 
Submitted by Leon Mirsky 
IN HONOR OF SALOMON BOCHNER 
FOURIER TRANSFORMS 
Fourier obtained heuristically the relation between functions, f, g in the 
respective intervals x >, 0, y 3 0. 
If g( y) = sr sin yu f(u) du, then &rf(x) = sr sin xy g( y) dy. 
This result has been established under successively lighter restrictions on the 
functions f, g. 
There are corresponding formulae with cosines in place of sines, and it is 
sometimes preferable to replace the real trigonometric functions by complex 
exponentials. In this note we shall use whatever version best fits the context. 
In the 1920’s and 1930’s, Bochner was prominent among a number of 
analysts, notably Hahn, Wiener, and later Izumi who set the Fourier formulae 
into wider frames. 
A natural experiment was to introduce Stieltjes integrals into the reciprocal 
relations. I showed in [2] that, under suitable assumptions about the functions, 
f (4 du and g(y) 4 
could be replaced by 
m 4?(Y) and -. 
U Y 
However, the lack of symmetry between the functions f, g in the resulting 
formulae, contrasted with the elegance of the Plancherel-Titchmarsh analysis 
of functions in L2, deterred me from going further. 
GENERALIZED INTEGRALS 
Hahn [4] proved the following theorem. 
If jf(x)l/(l + x2) isintegrable, andifg(y) = sr [(l - cosyu)/uz]f(u) du, 
then &-rf(x) = (C, 1) s; cos xy (d2g/dy). 
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Here (C, 1) sr . . . is the Cesiro mean 
& loY (I - -$) . . . . 
and the new symbol, 
means the limit of the sum of terms, 
taken over dissections of (a, b), 
a=x,<x,<x,<.**<x,=b. 
Hahn needed, however, to assume that g is continuous, to avoid the occur- 
rence of unbounded terms in the sum. 
Izumi [5] used integrals appropriately written 
but, again, only if g is continuous (and indeed, in general, k - 1 times 
differentiable). 
I now describe some of Bochner’s work. Problems arising in integral 
equations and other functional equations are more tractable if we can give a 
meaning to divergent integrals 
s 
O” exp(-Gx)f(x) dx, 
--m 
where f(x) is a polynomial. 
Bochner defines Fk to be the class of functions f for which f (x)/j x lk is 
integrable in (1, co) and (-CO, - 1) [l, Chapter VI]. 
If f is in F,, , he writes 
2rE(or, 0) = Jm f(x) exp(-&2x) dx, 
-co 
and for k > 1, 
J%, 4 = j-m E@, k - 1) d/?, 
0 
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the kth integral of E(N). After k integrations by parts, 
27fE(a, k) = 1” f(x) exp(;!e;k- Lk dx, 
--II 
where, if 1 x ) < 1, L, is the sum of the first k terms in the series for exp(--iolx) 
andL,isOfor ( x 1 > 1. 
Bochner then obtains an inversion formula which he writes as 
The sign N of correspondence emphasizes that the question of convergence 
of the representation has still to be investigated. 
It is to be noted that E(cll, k) is k-times differentiable, and, therefore, an 




so defined is essentially equivalent to 
s $(a) E(“)(a) da. 
DISTRIBUTIONS EXPRESSED AS INTEGRALS 
In [7] Schwartz developed a theory of linear functionals on functions 4 
possessing derivatives of all orders, thereby injecting rigour into the operations 
with the Heaviside unit-function H and the Dirac delta function 6 on which 
physicists had come to rely. 
Although Schwartz did not use the notation, his functionals were in fact 
finite combinations of Stieltjes integrals 
where 4 has bounded variation. 
A classical analyst might feel disposed to express the linear functional 
T(+) defined by T(4) = 4(O) as J+(X) dH(x) rather than as J+(X) 6(x) dx. 
The ‘derivatives’ of 6(x) were still more remote from the conventional 
calculus, and a classical analyst would observe that the ideas, embodied in 
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are the same as those in 
(these latter being readily definable by dissections and approximative sums in 
the manner of Hahn). 
In the particular case of periodic distributions (say with period l), I have 
used in [3] representations by integrals 
(where +, g have period 1, and the details were set out for K = 3) to prove 
simply theorems about Fourier series, notably their convergence (in the sense 
of distributions). In the proofs, integration by parts was used repeatedly, and 
the success of the analysis depended on the absence, by periodicity, of an 
‘integrated part’ in equations such as 
GENERALIZED FUNCTIONS 
In the 1950’s a number of writers showed that the theory of distributions 
could be approached and presented in various ways. An exposition, based on 
the concept of ‘weak convergence’ is associated particularly with the names of 
Mikusinski, Temple [8], and Lighthill [6]. It is remarkably simple in mani- 
pulation and is commonly called the theory of generalized functions. 
A reader will find that, within the conventions of generalized functions, 
it is possible to make statements about divergent integrals, of which the 
following are illustrations 
s 
co 
exp( -z&z) X-~ dx = $&Y~ sgn (Y, 
-co 
2: (@= exp(im) @x2 sgn (Y da = f . 
m 
These can only be justified in some ‘global’ interpretation. In fact, the 
understanding is that they are to be multiplied by +(a) and 4(x), respectively, 
and integrated over intervals of 01 and X. Here +(a) and $(x) are ‘good 
functions,’ having derivatives of every order with upper bounds on their 
magnitude. 
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The technique of operations on generalized functions is now firmly 
established, and it is perhaps only of academic interest to show that these 
operations can be stated and justified ‘classically.’ 
The details can be laborious, and I shall take only simple illustrations 
without aiming at generality. 
The essential step is to remove the restriction of continuity which has 
hitherto been laid on g in the integral 
(without assuming periodicity off and g). It is possible to set up a framework 
of approximative sums, but, for this short account, an inductive definition is 
the simplest. 
DEFINITION. If f  (a) = 0 and f  (b) = 0, we define 
to be 
The right side, for k = 2, means - jl f  ‘dg, defined in the usual Stieltjes way 
if g has bounded variation, and otherwise by 
jbf’dg = [f’g]:--bf”gdx. 
a a 
STATEMENTS IN CLASSICAL ANALYSIS 
It is convenient to assume that, for any value x for which g has an ordinary 
discontinuity, 
&> = BW + 0) + dx - 0)). 
Likewise we prefer to work with the function sgn x (equal to 1 if x > 0, to 0 
if x = 0 and to - 1 if x < 0) rather than the Heaviside function H(x), equal 
tolifx>OandOifx<O. 
THEOREM 1. 
2(ix)“-l = J-1 exp(-ixy) $$n$ , 
where the integral has the principal value (C, k - 1) meaning 
liiJ-,Cl --&r-‘exp(-ixy)*. 
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Proof. Call the integrand x = x(y, Y, x), and let D = d/dy. Integrating 
by parts k - 1 times from the definition, we have 
I ’ -Y x ‘s = (- l)“-l J-L (D”-lx) d sgn y 
= (- l)“-12(Dti-1&, , 
(Dk-l~)y=O is (k - I)! times the coefficient of yk-l in the Taylor expansion 
of x, and this is seen to be 
(-ix)“-’ + O(l/Y2). 
Letting Y -+ co, we have the theorem. 
Since every distribution is the sum of linear multiples of integrals with 
respect to dk sgn y/dy”-l, Theorem 1 provides the apparatus for a classical 
expression of its Fourier transform. In the notation of generalized functions, 
(z.~)~-r and 8(k-1)(y) are a pair of transforms. 
THEOREM 2. Suppose that, in any interval (0, U), f has bounded variation. 
Suppose that the integral 
s 
u sin yu 
0 
-Q&w du 
exists and that, as U---f co, the integral converges boundedly to Q(y) in any 
finite interval 1 y 1 ,< y. . Then, in the (C, 1) sense 
@f(x) = - jom sin xy $J . 
Proof. Write x(y) for 
(1 - +) sinxy, 
so that x(O) = x(Y) = 0 and llx(y)(d2@/dy) = -six’(y) da, and this, 
after integration by parts, is 
-[x'(r) @(Y>lo' + J‘orx"(r) WY) dY* 
The former term is (sin xY/Y) D(Y). 
The latter term is 
lYxx(y) (& j-o”vf(u)du) dy, 
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and, by the bounded convergence of the inner integral, this is 
lim 
s 
” f(u> du 
(I-m o 242 s 






-u-- du X’(Y)sin YU - 1’ 
I 




- 7sin Yu - lYx(y)U2sinyudy 
0 I 
= - v Q(Y) - jom f (u) du joy (1 - +) $(cos y(u - x) 
- cos y(u + x)) dy. 
In (2) the inner Jt becomes 
(2) 
1 y sin y(u - x) 
27, I ( 
_ sin y(u + x) 
u-x u+x ) 
4 
1 
= 2y I 
1 - cos Y(U - x) _ 1 - cos Y(u + x) 
(u - x)” (u + 4” I ’ 
Collecting the terms from (1) and (2), we have 
s 
Y  dW 
x(Y)-&=-;j 
m (sin2 &Y(u - x) _ sin2 *Y(u + x) 
0 0 1 (u - 4” (u + x)” I 
f(u) da (3) 
By Fejer’s theorem (for Fourier integrals of the first kind, [l, p. 26]), as 
Y---f co, the first term of the right side of (3) tends to - Qnf (x) and the 
second to 0. The theorem is proved. 
Illustration. f(x) = x, CD(y) = sgn y. 
It appears feasible to extend the classical treatment of Theorem 2 to an 
integral with respect to dk@/dyk-l, where k > 2, adapting the generalized 
integrals of Bochner to admit discontinuous E(oL, k). 
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