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Abstract—We introduce a general model of continuous-time
opinion dynamics for an arbitrary number of agents that com-
municate over a network and form real-valued opinions about an
arbitrary number of options. Drawing inspiration from models
in biology, physics, and social psychology, we apply a sigmoidal
saturating function to inter-agent and intra-agent exchanges
of opinions. The saturating function is the only nonlinearity
in the model, yet we prove how it yields rapid and reliable
formation of consensus, dissensus, and opinion cascades as a
function of just a few parameters. We further show how the
network opinion dynamics exhibit both robustness to disturbance
and ultrasensitivity to inputs. We design feedback dynamics for
system parameters that enable active tuning of implicit thresholds
in opinion formation for sensitivity to inputs, robustness to
changes in input, opinion cascades, and flexible transitions
between consensus and dissensus. The general model can be
used for systematic control design in a range of engineering
problems including network systems, multi-robot coordination,
task allocation, and decision making for spatial navigation. It can
also be used for systematic examination of questions in biology
and social science ranging from cognitive control and networks in
the brain to resilience in collective animal behavior to changing
environmental conditions to information spreading and political
polarization in social networks.
Index Terms—opinion dynamics, decision making, networks,
consensus, dissensus, cascade dynamics, sensitivity, robustness,
bifurcations, nonlinear dynamics, control theory
I. INTRODUCTION
Opinion dynamics of networked agents are the subject of
long-standing interdisciplinary interest. Agent-based models
are often created to study local mechanisms that drive consen-
sus formation and opinion clustering in a group. Such models
are explored, for example, in studies of collective behavior in
animal groups, of voting patterns, and of political polarization
in human social networks. In engineering, they are fundamen-
tal to designing distributed coordination of autonomous agents
and dynamic allocation of tasks within a network.
These models are typically used to investigate parameter
regimes and network structures for which opinions in a group
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converge over time to a desired configuration. However natural
collectives have a remarkable ability not only to converge
to a collective behavior, but also to rapidly switch between
different collective behaviors in response to relevant changes
in the surrounding environment. Understanding these temporal
dynamics and how this ultrasensitive ability of natural groups
to pick out meaningful information comes about is pivotal
to our ability to design adaptable yet robust control laws for
robotic teams and other networked engineered collectives.
This motivates us to pose the following questions, which
we explore throughout the paper. How can a network of
decision makers come rapidly and reliably to a meaningful
configuration of opinions on multiple options, including con-
sensus and dissensus, in response to internal biases or external
stimuli? How can a network be controlled to do so with tunable
sensitivity and robustness, distinguishing between meaningful
signal and disturbance? How can a network reliably transition
from one configuration of opinions to another in response to
meaningful change? To investigate these questions, we present
a new general agent-based dynamic model of the opinion
formation process that is maximally rich in the behaviors it
exhibits yet tractable to analysis by virtue of the small number
of parameters needed to generate the full range of behaviors.
Classical models of opinion formation include [1]–[5]. In
those models, agents’ opinions are represented by scalar values
and linear averaging mechanisms rule agent interactions, com-
monly represented by a network graph with real-valued edge
weights. Prominent nonlinear variations on averaging models
include “bounded confidence” models, which assume that the
opinion of a social agent is primarily influenced by its like-
minded neighbors [6]–[9]. Consensus protocols on nonlinear
manifolds are derived in [10], [11] by incorporating projec-
tions into averaging models. An extension of linear consensus
protocols to networks with saturated inputs is considered in
[12], [13].
In [14]–[18], nonlinear models are derived and studied in
which agents with scalar opinions respond to a saturating
function of the opinions of others, much like in a Hopfield
neural network. In [14], the functional form represents biased
assimilation from social psychology. The use of a saturating
function has inspired the present development and the models
provide a precursor to the general model defined here. Closely
related to these are nonlinear models that leverage coupled
oscillator dynamics [19], [20], biologically inspired mean-field
models [21], or the Ising model for spin systems [22], [23].
To capture formation of opinions about multiple topics,
extensions to classical models with vector-valued opinion
states are proposed in [24]–[30]. Although importance of
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2logical interdependence between different topics is accounted
for in [24], [26], [31], these models restrict each opinion to
a binary choice, and topics are not typically assumed to be
mutually exclusive. Conditions for consensus, clustering, and
fragmentation of opinions are derived in [31].
In almost all of this literature, with [14], [18] being an
exception, clustered or fragmented configurations of opinions
typically arise only when an asymmetry or heterogeneity is
imposed. For example, the emergence of opinion clusters is
tied to special conditions on connectivity of a network in [3],
[5], [18], [30]. In bounded confidence models, clustering of
opinions is usually related to values of the opinion threshold,
as in [29]. This implicitly creates a heterogeneous network
structure among agents, since agents with sufficiently different
opinions delete their communication link. Fragmentation or
clustering of opinions have also been connected to heteroge-
neous biases or external information among agents [32].
In contrast to these findings, model-independent theory
recently developed in [33] shows that opinion dynamics on an
all-to-all network of homogeneous unbiased agents evaluating
an arbitrary number of options can give rise to a fragmented
global state. In this state, which we refer to as a type of group
dissensus, the group is neutral about every option on average
while individual agents are opinionated. Emergence of dis-
sensus on a network is shown to be a likely outcome of opinion
formation, alongside consensus, when the opinion formation
process is nonlinear. This inherent coexistence of consensus
and dissensus not tied to asymmetry or heterogeneity is a key
feature of the proposed general model.
Further, the theory in [33] predicts coexistence and simul-
taneous stability of many different consensus and/or dissensus
equibria. This multistability can be understood to be fun-
damentally related to the type of tunably sensitive behavior
observed in natural groups, since it enables a group to easily
transition from one open configuration to another. Bistability
of two consensus outcomes and the resulting sensitivity of
collective opinion formation is explored for two options in
[15]–[17]. Recent work in [34] similarly explores the role of
bistability in opinion dynamics of a single agent recursively
navigating a number of options organized in a binary tree
hierarchy. Other nonlinear models of opinion formation among
multiple options include [23], [35]. However, existing models
of multi-option opinion dynamics for multi-agent systems
do not capture maximally generic multistability of group
outcomes.
In this paper we present a novel nonlinear model of multi-
option opinion dynamics that captures consensus and dissensus
outcomes predicted in [33] as well as the all important
multistability of distinct consensus and/or dissensus equilibria.
The structure of the model is derived by introducing the
mechanisms of signal processing and evidence accumulation
in networks of neurons into the model-independent structure
constructed in [33]. Neuronal dynamics are inherently nonlin-
ear and play a fundamental role in the underlying mechanisms
behind the formation of opinions and decision making in
animals and humans. Using their structure is therefore a logical
modeling choice, which, as we show, captures the most general
properties of the opinion formation process. This framework
provides a means to generate testable hypotheses about opin-
ion dynamics and decision-making processes across a wide
range of natural groups, including human social networks and
animal groups. Further, such formulation allows us to mimic
and take advantage of robustness and ultrasensitivity typical of
neural systems to design novel distributed control approaches
for engineered collectives.
The following are the major contributions of our work. First,
we introduce a new general model for the study of multi-agent,
multi-option opinion dynamics. The model allows a network
to be defined on intra-agent and inter-agent opinion exchanges
and includes an inertia term, an attention parameter that
weights social influence, and an input term that can represent,
for example, external stimuli, bias, or persistent opinions.
Second, we show that with the introduction of saturating
functions on opinion exchanges, the general model inherits the
richness of generic opinion-formation behaviors predicted by
the model-independent theory developed in the companion pa-
per [33]: consensus, dissensus, and flexible transitions between
them, even the highly symmetric homogeneous case of equal
agents and equally valuable options; robustness of the opinion
formation process to parameter heterogeneity and uncertainty;
a small number of ruling parameters and analytical tractability.
Third, we show how the model specializes to a range of
models in the literature and in particular how the necessity of
structurally balanced networks for clustered opinion formation
in linear models breaks down in the nonlinear setting. Fourth,
we introduce a distributed feedback dynamics to the agent
attention parameters. Fifth, we show how attention feedback
design parameters allow tunable sensitivity of opinion for-
mation to inputs and its robustness to changes in inputs,
tunable opinion cascades, even in response to a single agent
receiving an input, and tunable transitions between consensus
and dissensus.
The paper is organized as follows. In Section II we introduce
notation and definitions. We present the new general model
in Section III and show conditions for when it reduces to
dynamics of agent clusters. In Section IV we prove how
consensus and dissensus equilibria and multistability of opin-
ion formation outcomes emerge as bifurcations of the general
model, we discuss and illustrate the robustness of the opinion
formation process to small heterogeneity. We show how the
general model specializes to models in the literature and prove
implications in Section V. We propose feedback dynamics for
the attention parameter in Section VI and prove and illustrate
tunable sensitivity, robustness, cascades, and transitions be-
tween consensus and dissensus. We conclude in Section VII.
II. NOTATION AND DEFINITIONS
Consider a network of Na agents forming opinions about
No options. Let xij ≥ 0 be the magnitude of the absolute
opinion of agent i about option j and suppose that every agent
has the same total voting capacity:
xi1 + · · ·+ xiNo = r, r > 0. (1)
Absolute opinion state of agent i is Xi = (xi1, . . . , xiNo) ∈ ∆,
the (No− 1)-dimensional simplex, and absolute opinion state
3of the system is X = (X1, . . . ,XNa) ∈ V = ∆× · · · ×∆. At
the neutral point O = (O1, . . . ,ONa) ∈ V , each agent has the
same opinion about each option: Oi =
(
r
No
, . . . , rNo
)
∈ ∆.
In this paper we design and analyze opinion dynamics on
the linear space V = TOV ⊂ RNaNo (the tangent space to V
at O), where V = Va × · · · × Va and Va = {(v1, . . . , vNo) ∈
RNo | ∑Nol=1 vl = 0}. As long as V is forward-invariant for the
dynamics and the dynamics are bounded, they can be mapped
back to the opinion dynamics on simplex space V with an
affine coordinate change (proved in Section III for our model).
Let Zi = (zi1, . . . , ziNo) ∈ Va be the opinion state of agent
i and Z = (Z1, . . . ,ZNa) ∈ V the opinion state of the system.
These represent relative opinions: zij is the opinion of agent
i about option j relative to the other options:
zi1 + · · ·+ ziNo = 0. (2)
The neutral point X = O ∈ V corresponds to Z = 0 ∈ V .
Agent i is unopinionated if its opinion state is close to the
neutral point: ‖Zi‖ ≤ ϑ, for ϑ ≥ 0 small and ‖·‖ = ‖·‖2.
When ‖Zi‖ > ϑ, agent i is opinionated. Agent i favors option
j when it is opinionated and zij ≥ zip − ϑ for all p 6= j.
Conversely, agent i disfavors option j if it is opinionated and
zij < zip − ϑ for some p. An agent is conflicted among a set
of options if it has near equal and favorable opinions about
all options in the set relative to the options not in the set.
Two agents agree if both are opinionated and share the same
qualitative opinion state (e.g. favoring option j or conflicted
among a set of options). Two agents disagree if they have
different qualitative opinion states. If all agents are opinionated
and agree, then the group is in an agreement state. If the
group is in agreement and ‖Zi−Zk‖≤ϑ, for all i, k, then the
group is in a consensus state. If at least one pair of agents
disagrees, the group is in a disagreement state. If the group
is in disagreement and the average agent is unopinionated,
i.e., ‖ 1Na
∑Na
i=1 Zi‖≤ϑ, then the group is in a dissensus state.
The group is in an unopinionated state if all agents are
unopinionated.
The system opinion state-space decomposes as V = Wc ⊕
Wd, where Wc is the multi-option consensus space defined as
Wc = {(Z1, . . . ,ZNa) |Zi = Z˜ ∈ Va , ∀i}, (3)
and Wd is the multi-option dissensus space defined as
Wd = {(Z1, . . . ,ZNa) |Z1 + · · ·+ ZNa = 0}. (4)
On the consensus space Wc, agents have identical opinions. On
the dissensus space Wd, agent opinions are balanced over the
options such that the average opinion of the group is neutral.
Symmetry and equivariance: Let Γ be a compact Lie group
acting on Rn. Consider a dynamical system x˙ = h(x) where
x ∈ Rn and h : Rn → Rn. Then ρ ∈ Γ is a symmetry of the
system, equivalently h is ρ-equivariant, if ρh(x) = h(ρx).
If h is ρ-equivariant for all ρ ∈ Γ, then h is Γ-equivariant
[36]. In other words Γ-equivariance means that elements of
the symmetry group Γ send solutions to solutions.
The compact Lie group associated with permutation sym-
metries of n objects is the symmetric group on n symbols
Sn, which is the set of all bijections of Ωn := {1, . . . , n} to
itself (i.e., all permutations of ordered sets of n elements).
Maximally symmetric opinion dynamics are (SNo × SNa)-
equivariant, where elements of SNa permute the Na-element
set of agents and elements of SNo permute the No-element set
of options [33]. Thus, maximally symmetric opinion dynamics
are unchanged under any permutation of agents or options.
A subgroup Γn ⊂ Sn is transitive if the orbit Γn(i) =
{γ(i), γ ∈ Γn} = Ω, for some (and thus all) i ∈ Ω. (ΓNa ×
ΓNo)-equivariant opinion dynamics, with transitive ΓNa and
ΓNo , are still highly symmetric since any pair of agents and
any pair of options, while not necessarily interchangeable by
arbitrary permutations, can be mapped into each other by the
symmetry group action. For example, if ΓNa = DNa , the
(transitive) dihedral group of order Na, symmetries correspond
to Na rotations and Na reflections. Thus, DNa -equivariant
opinion dynamics are unchanged if agents are permuted by
a rotation or a reflection, e.g., if agents communicate over a
network defined by a cycle.
Highly symmetric cases serve as the organizing centers [37]
for the most generic opinion dynamics. The study of organiz-
ing centers and their perturbations (known as unfoldings) is
the subject of singularity theory [37]. The theory provides
the means to systematically describe the finite set of likely
and qualitatively distinct dynamical behaviors as a function of
parameters in the highly symmetric cases, with and without
small heterogeneous inputs, perturbations, and uncertainties.
The general model of opinion dynamics, presented next,
specializes to the highly symmetric cases, where formation
of a consensus state (near WC) or a dissensus state (near
WD) are the likely dynamical behaviors. We can then study
how consensus and dissensus are affected by inputs and
heterogeneity, and how they can be controlled with feedback.
III. GENERAL MODEL OF OPINION DYNAMICS
The general model describes continuous-time opinion dy-
namics for an arbitrary number Na of agents (each repre-
senting an individual or a subgroup) that communicate over a
network and form opinions about an arbitrary number No of
options. For subsets of agents with similar features, we show
in Section III-C a reduction to dynamics on clusters of agents.
A key feature of the model is the application of a saturating
function to exchanges of opinions among agents. Dynamics
that evolve according to saturating interactions appear in Hop-
field neural network models, which describe the emergence
of associative memories [38]–[40], and in nonlinear leaky
competing accumulator models, which relate decision making
among alternatives to integration of noisy evidence in the brain
[41], [42]. Likewise, in the discrete-time model of opinion
formation for two options of [14], [18], a saturating Hill
function is used to represent “biased assimilation” of social
information, a well-studied concept from social psychology.
In the general model, the saturating function is the only
nonlinearity. Yet, it is sufficient to yield consensus and dis-
sensus as a function of just a few parameters, even in the
homogeneous and maximally symmetric case. This is not the
case for opinion dynamics with a linear averaging term (e.g.,
linear variations of the DeGroot model [1]), even allowing for
antagonistic interconnections as in [5]; see Section V.
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Fig. 1: Illustration of the four classes of interactions.
A. Model
The general model defines the rate of change of zij , agent
i’s opinion about option j, as a function of three terms: an
inertia term, a social term, and an input term.
The inertia term, parametrized by dij > 0, on its own drives
zij exponentially in time to 0 (neutral opinion). In the general
model, a larger dij implies a greater resistance of agent i to
forming a non-neutral opinion about option j.
The social term is defined as the product of an attention
parameter ui ≥ 0 and a saturating function of weighted sums
of agent opinions that are available to agent i and influence its
opinion of option j. The social term can also be interpreted
as an activation term. The weights are encoded in adjacency
tensor A ∈ RNa×Na×No×No , such that zij is affected by zkl
only if Ajlik ∈ R is nonzero. The magnitude of Ajlik determines
the strength of influence of agent k’s opinion about option
l on agent i’s opinion about option j, and the sign of Ajlik
determines whether this interaction is excitatory (Ajlik > 0) or
inhibitory (Ajlik < 0). We reserve indices i, k to refer to agents
and indices j, l to refer to options.
We distinguish four classes of interactions (see Fig. 1):
1) Intra-agent, same-option coupling: Ajjii
2) Intra-agent, inter-option coupling: Ajlii , j 6= l
3) Inter-agent, same-option coupling: Ajjik , i 6= k
4) Inter-agent, inter-option coupling: Ajlik, i 6= k, j 6= l.
Because options are mutually exclusive, agents i and k are
cooperative if min{Ajjik , Ajjki} > max{Ajlik, Ajlki}, for all
options j 6= l, i.e., the opinion of agent i (agent k) about
option j is more strongly excited by the opinion of agent k
(agent i) about the same option j than by its opinion about a
distinct option l. Conversely, agents i and k are competitive if
max{Ajjik , Ajjki} < min{Ajlik, Ajlki}.
The attention parameter ui ≥ 0 governs the strength of the
social term relative to inertia and can have its own dynamics.
We show in Section VI how ui can be used as a dynamic
feedback control parameter to tune sensitivity of the opinion
dynamics to input. Attention ui can model urgency in adopting
a non-neutral opinion by having it grow with increasing time-
urgency (election day approaching), or spatial-urgency (target
getting closer). ui can also be used to model social effort,
excitability, or susceptibility of agent i to social influence.
The input bij ∈ R represents an input signal from the
environment or a bias or predisposition that directly affects
agent i’s opinion of option j. For example, the input bij
can be used to model the exogenous influence of agent i’s
initial opinions, as in [2], where agents hold on to their initial
opinions (sometimes called ”stubborn” agents as in [43]).
The general model of opinion dynamics is given, for every
agent i = 1, . . . , Na and every option j ∈ 1, . . . , No, by
z˙ij = Fij(Z)− 1
No
No∑
l=1
Fil(Z) (5a)
Fij(Z) = −dijzij (5b)
+ ui
S1( Na∑
k=1
Ajjikzkj
)
+
No∑
l 6=j
l=1
S2
(
Na∑
k=1
Ajlikzkl
)+ bij .
The drift Fij : V → R, defined in (5b), is the sum of the three
influences on agent i’s opinion of option j: inertia, social,
and input. Sq : R → [−kq1, kq2] with kq1, kq2 ∈ R>0 for
q ∈ {1, 2} is a generic sigmoidal saturating function satisfying
constraints Sq(−x) 6= −Sq(x), Sq(0) = 0, S′q(0) = 1,
S′′q (0) 6= 0, S′′′q (0) 6= 0. S1 saturates same-option interactions,
and S2 saturates inter-option interactions. S1 and S2 could
be the same but are distinguished in (5) for the most general
statement of the model. The rate of change of zij is defined
in (5a) to ensure that zij remains agent i’s opinion of option
j relative to its opinions of the other options. Subtracting the
average drift over options in (5a) models the mutual exclusivity
of options and makes state space V forward invariant for (5),
as proved in Lemma III.3 below.
Let bˆi = 1No
∑No
l=1 bil be the average input to agent i and
let b⊥ij = bij − bˆi be the relative input to agent i for option j.
Lemma III.1. The average input bˆi for each agent i has no
effect on the emergent dynamics of the network.
Proof. Define Gij(Z) = Fij(Z)−bij , G′ij = Gij−
∑No
p=1Gip.
Then z˙ij = G′ij(Z) + bij− 1No
∑No
p=1 bip = Gij(Z) + b
⊥
ij .
Lemma III.1 implies that only relative inputs affect the
opinion dynamics. Without relative inputs, the system (5)
always has the neutral point as an equilibrium.
Lemma III.2. Z = 0 is an equilibrium for (5) if and only if
there are no relative inputs, i.e., b⊥ij = 0 for all i and all j.
When relative inputs are small, i.e., they do not dominate
the dynamics, the formation of opinions in the general model
(5) is governed by the balance between the inertia term, which
resists opinion formation, and the social term, which promotes
opinion formation. For illustrative purposes, consider the case
in which ui = u ≥ 0 for all i. Then for u small, inertia
dominates and the system behaves linearly. The opinions zij
remain small and their relative magnitude is determined by the
small inputs b⊥ij . For u large, the social term dominates and the
system behaves nonlinearly. Opinions zij form that are much
larger than, and potentially unrelated to, inputs b⊥ij , even for
very small initial conditions. That opinions reach consensus
or dissensus states for (and near) the highly symmetric cases
is predicted by the model-independent theory of [33]. This
theory also predicts that the opinion formation will be rapid
5in general, and like a switch for No ≥ 3. As we will show,
the general model (5) has the great advantage that it exhibits
the range of predicted behaviors with only a few parameters.
B. Well-Definedness of Model
We show that the general model (5) is well defined by
showing in Lemma III.3 that V is forward invariant for (5)
and in Theorem III.5 that solutions are bounded. This implies,
as we show in Corollary III.5.1, that (5) can be mapped from
V to the simplex product space V , so that the general model
(5) describes opinion dynamics of agents with equal voting
capacity. The simplex product space V is often associated with
models of opinion dynamics, e.g., in [32], [44], [45].
Lemma III.3. V is forward invariant for (5).
Proof. For all i = 1, . . . , Na,
∑No
j=1 z˙ij = 0, so if zi1(0) +
· · ·+ziNo(0) = 0, zi1(t)+ · · ·+ziNo(t) = 0 for all t > 0.
To show boundedness of solutions of (5), we first examine
the case in which ui = 0 for every agent i, and we prove global
exponential stability of the corresponding unique equilibrium.
When ui = 0 for every i, the general model reduces to
z˙ij = −
(
dijzij − 1
No
No∑
l=1
dilzil
)
+ b⊥ij . (6)
We rewrite (6) in vector form as Z˙ = DZ+b⊥ where b⊥ =
(b⊥11, . . . , b
⊥
1No
, . . . , b⊥Na1, . . . , b
⊥
NaNo
) and D = diag{Di} ∈
RNaNo×NaNo with Di ∈ RNo×No given by
Di =

−No−1
No
di1
1
No
di2 . . .
1
No
diNo
1
No
di1 −No−1No di2 . . . 1No diNo
...
...
. . .
...
1
No
di1
1
No
di2 . . . −No−1No diNo
 . (7)
Di is the Laplacian of a weighted all-to-all graph.
Theorem III.4. Consider linear dynamics (6) which are the
general dynamics (5) with ui = 0 for all i.
i) If, b⊥ij = 0 for all i, j, then the neutral equilibrium Z = 0
is globally exponentially stable in V .
ii) If for at least one pair i, j, b⊥ij 6= 0, then a nontrivial
equilibrium state Z˜
∗
, fully determined by b⊥, is globally
exponentially stable in V .
Proof. By the Greshgorin circle theorem, every eigenvalue λij
of D lies within the closed disk in C, centered at −No−1No dij
with radius Rij = No−1No dij . Since dij > 0, Re[λij ] < 0 or
λij = 0, for every eigenvalue λij . The zero eigenvalue has
multiplicity Na with eigenvectors ni = (0, . . . ,di, . . . ,0),
where 0 ∈ RNo is the vector of all zeros and di =(
1
di1
, 1di2 , . . . ,
1
diNo
)
is in the ith position. LetN = span{ni}.
Then V ∩N = {0} and dimV + dimN = NaNo.
By Lemma III.3, rangeD = V . So, V is spanned by the
eigenvectors of D corresponding to λij with Re[λij ] < 0.
Thus, trajectories of (6) with b⊥ij = 0, restricted to the invariant
subspace V , decay exponentially to Z = 0. The result ii)
follows directly from i) with a change of coordinates.
We use Theorem III.4, to prove bounded solutions of (5).
Theorem III.5 (Boundedness). Let U¯ be a compact subset of
R. There exists R > 0 such that, for all u, dij , A
jl
ik, bij ∈ U¯ ,
i, k = 1, . . . , Na, j, l = 1, . . . , No, the set
V ∩ {|zij | ≤ R, i = 1, . . . , Na, j = 1, . . . , No}
is forward invariant for (5). This implies that the solutions
Z(t) of the dynamics (5) are bounded for all time t ≥ 0.
Proof. By boundedness of Sp(·), there exists R˜ > 0 such that,
for all ui, dij , A
jl
ik, bij ∈ U¯ , Fij(Z) = −dijzij+Cij(Z), with
|Cij(Z)| ≤ R˜. For all Z ∈ V , it holds that
d
dt
1
2
‖Z‖2 =
Na∑
i=1
No∑
j=1
zij z˙ij
=
Na∑
i=1
No∑
j=1
zij
(
− dijzij+Cij(Z)+ 1
No
No∑
l=1
(dilzil − Cil(Z))
)
= ZTDZ +
Na∑
i=1
No∑
j=1
zij
(
Cij(Z)− 1
No
No∑
l=1
Cil(Z)
)
≤ ZTDZ +NaNoR˜‖Z‖
where we have used
∑No
j=1 zij = 0 for all i. We compute
ZTDZ =
Na∑
i=1
No∑
j=1
(−dijz2ij)+ 1No
Na∑
i=1
No∑
l=1
dilzil
 No∑
j=1
zij

=
Na∑
i=1
No∑
j=1
−dijz2ij ≤ −min
i,j
{dij}‖Z‖2.
Then, for all ‖Z‖ ≥ NaNoR˜mini,j{dij} ,
d
dt
1
2
‖Z‖2 ≤ −‖Z‖
(
min
i,j
{dij}‖Z‖ −NaNoR˜
)
≤ 0.
The result follows by [46, Theorem 4.18].
Corollary III.5.1. Mapping to the Simplex Product V . Given
a bounded set U¯ ⊂ R, assume u, dij , Ajlik, bij ∈ U¯ , i, k =
1, . . . , Na, j, l = 1, . . . , No. Let r be defined by (1). Then, the
vector field of (5) can be mapped from the forward invariant
region V ∩ {|zij | ≤ R, i = 1, . . . , Na, j = 1, . . . , No} to the
product of simplex V by the affine change of coordinates
L : V ∩ {|zij | ≤ R, i = 1, . . . , Na, j = 1, . . . , No} → V
Z 7→ r
NoR
Z +
r
No
.
C. Clustering and Model Reduction
We prove sufficient conditions for the dynamics (5) of Na
agents and No options to reduce to the dynamics of Nc clusters
and No options, and we derive the reduced dynamics. Each
cluster p = 1, . . . , Nc represents Np of the Na agents forming
opinions as a unit and
∑Nc
p=1Np = Na.
Theorem III.6 (Model Reduction with Opinion Clusters).
Suppose there are Nc clusters with Np agents in the pth cluster
such that
∑Nc
p=1Np = Na. Let Ip be the set of indices for
agents in the pth cluster. Assume for every p = 1, . . . , Nc:
61) ui = up, dij = dpj , bij = bˆi + b⊥pj for i ∈ Ip;
2) Ajjii = B¯
jj
pp, A
jj
ik = B
jj
pp, A
jl
ii = B¯
jl
pp, A
jl
ik = B
jl
pp for
i, k ∈ Ip, and i 6= k;
3) Ajjik = B
jj
ps, A
jl
ik = B
jl
ps for i ∈ Ip, k ∈ Is s = 1, . . . , Nc
and s 6= p,
with dpj > 0, up ≥ 0, and Bjlps, b⊥pj ∈ R for all p, s =
1, . . . , Nc, j, l = 1, . . . , No, p 6= s, j 6= l. Define bounded
set Kq ⊂ R>0, q = 1, 2, as the image of the derivative of the
saturating function S′q of (5). If the following condition holds:
sup
κ1∈K1,κ2∈K2
{
−min
j
{dpj}+ upκ1 max
j
{B¯jjpp −Bjjpp}
+ upκ2 max
j
{Bjlpp − B¯jlpp}
}
< 0 ∀ p = 1, . . . , Nc, (8)
then every trajectory of (5) converges exponentially in time to
a Nc(No − 1)-dimensional attracting manifold defined by
E = {Z ∈ V | zij = zkj ∀i, k ∈ Ip, p = 1, . . . , Nc}. (9)
The dynamics on E reduce to (5) with Nc agents with opinion
states zˆpj = zij for any i ∈ Ip, p = 1, . . . , Nc, with weights
Aˆjjpp = B¯
jj
pp + (Np − 1)Bjjpp, Aˆjjps = NsBjjps, (10a)
Aˆjlpp = B¯
jl
pp + (Np − 1)Bjlpp, Aˆjlps = NsBjlps. (10b)
Proof. The opinion dynamics (5) of agent i ∈ Ip is defined
by the drift term
Fij(Z) = −dpjzij + up
S1
B¯jjppzij +Bjjpp ∑
k∈Ip
zkj
+
Nc∑
s6=p
s=1
∑
k∈Is
Bjjpszkj
+ No∑
l 6=j
l=1
S2
B¯jlppzil +Bjlpp ∑
k∈Ip
zkl
+
Nc∑
s6=p
s=1
∑
k∈Is
Bjlpszkl

+ bˆi + b⊥pj . (11)
Let V (Z) =
∑Nc
p=1 Vp(Z), Vp(Z) =
1
2
∑
i,k∈Ip
∑No
j=1(zij −
zkj)
2. Recall that Fij(Z) = −dijzij + Cij(Z). Then
V˙p(Z) = −
∑
i∈Ip
∑
k∈Ip
(Zi −Zk)TDp(Zi −Zk)
+
∑
i∈Ip
∑
k∈Ip
No∑
j=1
(zij − zkj)(Cij(Z)− Ckj(Z))
− 1
No
∑
i∈Ip
∑
k∈Ip
No∑
j=1
No∑
l=1
(zij − zkj)(Cil(Z)− Ckl(Z)). (12)
where Dp is from (7). The third term in (12) is zero because∑No
j=1 zij = 0 on V . By the Mean Value Theorem, we write
Cij(Z)− Ckj(Z) in the second term as
up
(
κ1(B¯
jj
pp −Bjjpp)− κ2(B¯jlpp −Bjlpp)
)
(zij − zkj)2 (13)
where κ1 ∈ K1 and κ2 ∈ K2. Then we find that
V˙p(Z) ≤ sup
κ1∈K1,κ2∈K2
{
−min
j
{dpj}+upκ1 max
j
{B¯jjpp−Bjjpp}
+ upκ2 max
j
{Bjlpp − B¯jlpp}
}
2Vp(Z). (14)
When (8) is satisfied, using LaSalle’s invariance principle [46,
Theorem 4.4] every trajectory of (5) converges exponentially
in time to the largest invariant set of V (x) = 0, which is E .
Let zˆpj = zij for any i ∈ Ip. The dynamics (11) on E reduce
to (5) with Na = Nc and weights (10).
Whenever conditions of Theorem III.6 are met, the group
of Na agents will converge to a clustered group opinion state.
This can happen for a broad class of interaction networks but
also for all-to-all network and interaction weights with the
same sign; see Section V for an illustration with two options.
IV. CONSENSUS AND DISSENSUS
In this section we show how consensus and dissensus
emerge generically for the opinion dynamics (5) in maximally
and highly symmetric cases. This justifies our claim that
the general model (5) realizes the full richness of opinion
formation behavior, as identified by the model-independent
theory of [33]. It further sets the stage for investigating the
influence on opinion formation of symmetry-breaking inputs,
as we do in Section VI, and of asymmetries such as irregular
network structure, as we do in ongoing work.
We show here how formation of consensus versus dis-
sensus is determined by a small number of parameters that
distinguish whether the deciding agents are cooperative or
competitive. We further explain and illustrate how the emer-
gence of consensus and dissensus is robust to small inputs
and small heterogeneity, perturbation, and uncertainty in all
parameters. Another important result for the maximally and
highly symmetric cases is multi-stability of equilibria, e.g.,
stability of consensus in favor of each of the No options. In
fact, there are conditions on parameters for which consensus
and dissensus solutions co-exist, revealing the possibility of
easy transition from consensus to dissensus or the reverse. We
conclude the section with a generalization of the consensus
and dissensus results in the case of clustered dynamics.
We first state necessary and sufficient conditions for (SNo×
SNa)-equivariance of (5), the maximally symmetric case.
Proposition IV.1. Model (5) is (SNo × SNa)-equivariant if
and only if bij = bˆ ∈ R, dij = d > 0, ui = u ≥ 0, Ajjii =
α ∈ R, Ajlii = β ∈ R, Ajjik = γ ∈ R, Ajlik = δ ∈ R for all
i, k = 1, . . . , Na, k 6= i, and all j, l = 1, . . . , No, j 6= l.
Proof. The proof follows analogously to that of [33, Theorem
2.5] with the additional coefficient dij on the linear terms.
By Proposition IV.1 maximal symmetry corresponds to a
network of identical agents with no relative input. Maximal
symmetry also requires each of the four types of network
interactions outlined in Section III-A to be all-to-all and
homogeneous, with coupling weights α, β, γ, δ, respectively.
Remark IV.1. More generally, for identical agents with no
relative input, the symmetry group of the opinion dynamics
is determined by the automorphism group of the multi-graph
associated to adjacency tensor A. For instance, if the inter-
agent coupling topologies, as determined by [Ajjik ] and [A
jl
ik],
i 6= k, j 6= l, are undirected rings, then the agent symmetry is
DNa , the dihedral group of order Na (proved below). If the
7inter-agent coupling topologies are directed rings, then the
agent symmetry is ZNa , the cyclic group of order Na.
We next illustrate the above remark and prove sufficient
conditions for (SNo × DNa)-equivariance of (5) with agent
communication topology connected in an undirected cycle, a
highly symmetric case.
Proposition IV.2. Consider the model (5) with bij = bˆ ∈ R,
dij = d > 0, ui = u ≥ 0, Ajjii = α ∈ R, Ajlii = β ∈ R,
Ajjik = γa˜ik, A
jl
ik = δa˜ik, with γ, δ ∈ R and a˜ik ∈ {0, 1}
for all i, k = 1, . . . , Na, i 6= k, and for all j, l = 1, . . . , No,
j 6= l. If (a˜ik) := A˜ ∈ RNa×Na is the adjacency matrix
of an undirected cycle graph, then model is (SNo × DNa)-
equivariant. and the group acts transitively on V .
Proof. To prove equivariance it is sufficient to show that the
dynamics are equivariant under the action of the generators of
the symmetry group SNo ×DNa .
Elements σ ∈ SNo act on V by permuting the elements
zij of each agent’s opinion vector Zi. Recall that the genera-
tors of SNo are No transpositions σj where each σj swaps
adjacent elements j and j + 1 (or No and 1 when j =
No). Let Fi(Z) = (Fi1(Z), . . . , FiNo(Z)) and observe that
σjFi(Z) = (Fi1(Z), . . . , Fi(j+1)(Z), Fij(Z), . . . , FiNo(Z)).
Furthermore observe that computing Fi(σjZ), only Fij and
Fi(j+1) are changed, with
Fij(σjZ)=−dzi(j+1)
+ u
(
S1
(
αzi(j+1) + γz(i−1)(j+1) + γz(i+1)(j+1)
)
+
No∑
l 6=(j+1)
l=1
S2
(
βzil + δz(i−1)(j+1) + δz(i+1)(j+1)
) )
+ bˆ
and an analogous form of Fi(j+1). It is easy to see that
σjFi(Z) = Fi(σjZ) for all j = 1...No, and for all i =
1, . . . , Na; therefore the dynamics are equivariant under the
action of SNo .
Elements ρ ∈ DNa act on V by permuting the order
of the agent vectors Zi in the total system vector Z =
(Z1, . . . ,ZNa). The generators of DNa are the reflection
element ρ1 which reverses the order of elements in Z,
and a rotation ρ2 which cycles forward the vector by one
element, mapping each element i to i + 1 (and Na to
1). Let F(Z) = (F1(Z), . . . ,FNa(Z)) and observe that
ρ1F(Z) = (FNa(Z),FNa−1(Z), . . . ,F2(Z),F1(Z)) and
ρ2F(Z) = (FNa(Z),F1(Z),F2(Z), . . . ,FNa−1(Z)). For
compactness we leave out the full expression for Fij(ρpZ),
and simply note that from writing it out we can conclude that
ρ1F(Z) = F(ρ1Z) and ρ2F(Z) = F(ρ2Z), meaning the
dynamics are equivariant under the action of DNa .
Propositions IV.1 and IV.2 reveal that symmetry in the
opinion interaction topology constrains the number of parame-
ters determining opinion network dynamics. In the maximally
symmetric case, Proposition IV.1 shows that there are only
four such parameters. The intra-agent opinion dynamics is
entirely determined by the two weights α, β, while the inter-
agent opinion dynamics is entirely determined by the two
weights γ, δ. When the agent symmetry group is smaller than
SNa , e.g., DNa , the number of parameters determining the
inter-agent opinion dynamics can increase but the sufficient
condition in Proposition IV.1 shows there are again only two
such parameters associated to any given inter-agent coupling
graph with symmetry DNa , e.g., an undirected Na-cycle. The
same is true for different agent symmetry groups, or when
some of the option symmetry is lost.
Model-independent analysis summarized in [33, Theorem
4.6 and Remark 4.7] predicts that in (ΓNo ×ΓNa)-equivariant
opinion dynamics, with transitive ΓNa , opinionated steady-
state solutions generically emerge from the neutral equilibrium
Z = 0 as bifurcations along the consensus space Wc or
dissensus space Wd. Here, we illustrate how this model-
independent analysis translates to predicting the behavior of
the general model (5). We start by proving a general result
providing the critical values of the control parameter for which
bifurcations happens along the consensus or dissensus space
for a generic (not necessarily symmetric) in-regular inter-agent
coupling topology. We then leverage this result, Propositions
IV.1 and IV.2, and the model-independent theory, to study the
appearance of consensus and dissensus opinion formation in
our general model.
Theorem IV.3 (Consensus and Dissensus). Consider
model (5) with bij = bˆ ∈ R, dij = d > 0, ui = u ≥ 0,
Ajjii = α ∈ R, Ajlii = β ∈ R, Ajjik = γa˜ik, Ajlik = δa˜ik, with
γ, δ ∈ R and a˜ik ∈ {0, 1} for all i, k = 1, . . . , Na, i 6= k, and
for all j, l = 1, . . . , No, j 6= l. Let (a˜ik) =: A˜ ∈ RNa×Na and
let J denote the Jacobian of this system evaluated at Z = 0.
A. Consensus. Suppose the neutral equilibrium Z = 0 is
locally exponentially stable for 0 < u < uc and ker J = Wc
for u = uc, i.e., a steady-state bifurcation occurs along the
consensus space. If each node in the (directed or undirected)
graph generated by A˜ has in-degree K,
uc =
d
α− β +K(γ − δ) (15)
and (α− β) > 0, (γ− δ) > 0. If A˜ is a connected undirected
graph, then more generally
uc =
d
α− β + λmax(γ − δ) (16)
where λmax > 0 is the greatest eigenvalue of A˜ and (α−β) >
0, (γ − δ) > 0.
B. Dissensus. Suppose the neutral equilibrium Z = 0 is
locally exponentially stable for 0 < u < ud and ker J = Wd
for u = ud, i.e., a steady-state bifurcation occurs along the
dissensus space. If A˜ is a connected undirected graph,
ud =
d
α− β + λmin(γ − δ) (17)
where λmin is the smallest eigenvalue of A˜ and (α− β) > 0,
(γ − δ) < 0.
8Proof. Observe that J = I ⊗ A0 + A˜ ⊗ B0 where ⊗ is the
Kroenecker product of matrices, I ∈ RNa×Na is the identity
matrix, and the matrices A0, B0 are defined as
A0 =

a b . . . b
b a . . . b
...
...
. . .
...
b b . . . a
 , B0 =

c e . . . e
e c . . . e
...
...
. . .
...
e e . . . c

with a = No−1No (−d+uα−uβ), b = − 1No−1a, c = No−1No u(γ−
δ), e = − 1No−1c.
If ker J = Wc and all vertices of A˜ have in-degree K,
(I ⊗A0 + A˜⊗B0)Zc = 0 for any Zc ∈Wc; using definition
of Wc and some simple algebraic manipulation it follows that
(No−1)(−d+ucα−ucβ+Kuc(γ−δ)) = 0 and (15) follows
by solving for uc.
The two matrices summed in the statement of J commute
and we find that all eigenvalues of J correspond to µi =
−d+ u(α− β) + uλi(γ − δ) where λi is an eigenvalue of A˜.
For a nondegenerate bifurcation to occur at some value of u it
must be true that α−β > 0 and λ∗(γ− δ) > 0, with λ∗ = λi
corresponding to the eigenvalue µi which crosses zero. The
first eigenvalue to cross zero corresponds either to λ∗ = λmax
when γ−δ > 0 or λ∗ = λmin if γ−δ < 0. From the properties
of the eigenvectors of undirected connected graphs we deduce
that if ker J = Wc, λ∗ = λmax and if ker J = Wc, λ∗ =
λmin, from which the final conclusions for A,B follow.
In general, it is difficult to compute the kernel of the
Jacobian of model (5) and thus to apply Theorem IV.3. A
basic result of equivariant bifurcation theory is that if the
model has symmetries then, generically, ker J is an irreducible
representation of the symmetry group [ Vol 2 page...]. When
the model symmetry group is Γ = ΓNa × ΓNo and ΓNa is
transitive, then the only two irreducible representations of Γ
on V are exactly the consensus and dissensus spaces (see [33,
Remark 4.7]), which leads to the following corollary.
Corollary IV.3.1 (Parameter Conditions for Consensus and
Dissensus). Consider the (SNo × SNa)-equivariant all-to-
all network from Proposition IV.1 and the (SNo × DNa)-
equivariant undirected cycle network from Proposition IV.2. If
α−β > 0 and γ−δ > 0, then, generically, opinion formation
from the neutral equilibrium Z = 0 occurs as a bifurcation
along the consensus space for u = uc, with K = Na − 1 for
the all-to-all network and K = 2 for the cycle. If α − β > 0
and γ − δ < 0, then, generically, opinion formation from the
neutral equilibrium Z = 0 occurs as a bifurcation along the
dissensus space for u = ud, with λmin − 1 for the all-to-
all network, λmin = −2 for a cycle when Na is even, and
λmin = 2 cos(pi(Na − 1)/Na) when Na is odd.
Proof. Because both SNa and DNa are transitive, [33, Theo-
rem 4.6 and Remark 4.7] ensure that generically ker J = Wc
or ker J = Wd. The result then follows directly from Theo-
rem IV.3, noticing that, both in the SNa and DNa cases, the
conditions α − β > 0, γ − δ > 0 ensures that uc > 0 and
either ud < 0 (so dissensus bifurcations cannot happen for
positive u) or uc < ud, so dissensus bifurcations happen after
Fig. 2: (a) Consensus in an all-to-all homogeneous network
from Proposition IV.1, γ = 0.2, δ = −0.1; (b) Dissensus
γ = −0.1, δ = 0.2; for No = 2, Na = 8 (top) and
No = 3, Na = 12 (bottom). For all shown trajectories,
the α = 0.2, β = 0.1, d = 1, u = 3, bˆ = 0. Shown
consensus and dissensus trajectories are initiated from the
same random initial conditions. All parameters (including
the communication weights α, β, γ, δ) were perturbed with
small random additive perturbations drawn from a normal
distribution with (a) variance 0.01, (b) variance 0.001. Opinion
variables zij are mapped to the simplex for 3 options using
the mapping in Corollary III.5.1 with r = 1 and R = 2u.
consensus bifurcations and thus play no opinion formation
role. Conversely, for α − β > 0, γ − δ < 0, ud > 0 and
either uc < 0 or ud < uc.
The parameter conditions in Theorem IV.3 and Corol-
lary IV.3.1 can be read as follows: if agents cooperate (γ > δ),
opinions form along the consensus space; if agents compete
(γ < δ), opinions form along the dissensus space. The
condition (α − β) > 0 is satisfied when options are self-
reinforcing ( Ajjii ≥ 0) and mutually exclusive (Ajlii < 0).
These highly symmetric cases provide the foundation to
extend to the study and prediction of behavior in asymmetric
cases much in the same way that the classical all-to-all and
balanced cases do for linear and nonlinear consensus and
synchronization dynamics [4], [47]–[49].
Remark IV.2 (Multistability). An important consequence of
Theorem IV.3 is the multistability of equilibria that arise when
the system has symmetry. For example for the maximally
symmetric system, whenever there exists a stable consensus
equilibrium corresponding to the group favoring one of the
options, due to the permutation symmetry between option there
also exist No − 1 other stable equilibria corresponding to
the group favoring each of the other options with the same
magnitude of opinion. Analogously due to the symmetries of
the group, stable dissensus equilibria appear in groups of
NaNo elements.
9Remark IV.3 (Robustness). Consensus and dissensus solution
branches predicted for the symmetric networks in Corollary
IV.3.1 are a consequence of the Equivariant Branching Lemma
[36, Section 1.4], and are made of hyperbolic equilibria. Their
stability can be studied using the tools in [50, Section XIII.4]
and [36, Section 2.3] although in high-dimensional cases the
resulting computations might be intractable. Hyperbolicity of
the equilibria gives rise to a notion of robustness of these
solutions, due to general robustness of hyperbolic equilibria
of dynamical systems. Introduction of small heterogeneous
relative inputs and small asymmetries in the communication
network will still result in a system with hyperbolic equilibria
with the same stability properties near the consensus and
dissensus spaces. Exact robustness bounds for asymptotically
stable equilibria of (5) can be derived using similar methods
to those used for general Hopfield networks in [51].
An illustration of the formation of consensus and dissensus
in an all-to-all network of agents evaluating 2 and 3 options,
where small perturbations are added to all parameters includ-
ing interactions weights, is provided in Fig. 2.
Remark IV.4 (Mode Interaction and Coexistence of Consen-
sus and Dissensus). When γ = δ, there is mode interaction
[37], and bifurcations along the consensus and dissensus
spaces occur at the same critical value of u. The parameter
regime is especially interesting because it allows for simul-
taneous stability of consensus and dissensus solutions, which
can result in agents easily transitioning between consensus
and dissensus in response to changing conditions. However,
additional primary solution branches not captured by equiv-
ariant analysis can appear in this regime; classification of
these for higher dimensional permutation symmetries remains
an open problem.
In the remainder of this section we show how the conditions
for consensus and dissensus derived in Theorem IV.3 general-
ize, under certain conditions, to a network with Nc clusters.
Proposition IV.4 (Symmetric Clustered Dynamics). Suppose
in addition to satisfying assumptions of Theorem III.6, the
parameters of (11) satisfy up = u ≥ 0, dpj = d > 0,
bpj = bˆ ∈ R, and the interaction weights satisfy
α := B¯jjpp + (Np − 1)Bjjpp, γ := NsBjjps, (18a)
β := B¯jlpp + (Np − 1)Bjlpp, δ := NsBjlps, (18b)
with α, β, δ, γ ∈ R, for all p, s = 1, . . . , Nc, j, l = 1, . . . , No,
p 6= s, j 6= l. Every trajectory of the dynamics (11) converges
exponentially in time to a Nc(No − 1)-dimensional attracting
manifold E defined by (9), the reduced dynamics on which are
(SNo × SNc)-equivariant. The associated clustered dissensus
space along which solution branches emerge is
Wˆd = {(Z1, . . . ,ZNa) |
Nc∑
p=1
1
Np
∑
i∈Ip
Zi = 0}. (19)
Proof. This follows directly from model reduction in Theorem
III.6 and Proposition IV.1.
Fig. 3: Dynamics of a 3-cluster network with N1 = 2, N2 = 3,
N3 = 4. For all shown trajectories the weights in (18) satisfy
u = 4, d = 1, bˆ = 0, B¯jjpp = B
jj
pp, B¯
jl
pp = B
jl
pp, α = 0.2,
β = 0.1. (a) Consensus, γ = 0.2, δ = −0.1; (b) Dissensus
γ = −0.1, δ = 0.2. Small random perturbations drawn from
a normal distribution with variance 0.01 were added to all of
the model parameters (including the communication weights
α, β, γ, δ). Opinion variables zij are mapped to the simplex
for 3 options using the mapping in Corollary III.5.1 with r = 1
and R = 2u.
An illustration of the formation of consensus and dissensus
in a three cluster network evaluating 3 options, where small
perturbations are added to all parameters including interactions
weights, is provided in Fig. 3.
V. SPECIALIZATION TO MODELS IN THE LITERATURE
In this section we show how the general model (5) for
No = 2 options specializes to well-studied nonlinear and linear
consensus models in the literature. We also show that network
conditions, e.g., structural balance, proved to be necessary for
clustering in linear models, e.g., for bi-partite consensus [5],
are not necessary when there is a saturating nonlinearity.
For No = 2, the opinion state of agent i is one-dimensional:
Zi = (zi1, zi2), with zi1+zi2 = 0. We define xi = zi1 = −zi2
as agent i’s opinion. Then, opinion dynamics (5) reduce to
x˙i = −dixi+1
2
ui
(
S1
(
Na∑
k=1
A11ikxk
)
− S1
(
−
Na∑
k=1
A22ikxk
)
+ S2
(
−
Na∑
k=1
A12ikxk
)
−S2
(
Na∑
k=1
A21ikxk
))
+ b⊥i (20)
where bi := bi1 = −bi2, and di = 12 (di1 + di2). Let the
network opinion state be x = (x1, . . . , xNa) ∈ RNa and vector
of relative inputs be b⊥ = (b⊥1 , . . . , b
⊥
Na
) ∈ RNa .
We first show how (20) reduces to the nonlinear model of
consensus studied in [15]–[17].
Theorem V.1. For Na agents and No = 2 options, let Ajjii =
Ajlii = A
jl
ik = 0, A
jj
ik = γik ∈ R, ui = u ≥ 0, and
dij =
Na∑
k=1
No∑
l=1
|Ajlik| =
Na∑
k=1
|γik| := di, (21)
for i, k = 1, . . . , Na, i 6= k, j, l = 1, . . . , No, j 6= l. Then,
opinion dynamics (5) reduce to
x˙i = −dixi + uSˆ1
(
Na∑
k=1
γikxk
)
+ b⊥i , (22)
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Fig. 4: For small initial conditions, the Altafini model (23)
(left) approximates the response of the nonlinear model (22)
(right) with Na = 3, u = 1, b⊥i = 0, and Sˆ1 = tanh. As
expected, clustered behavior is observed for a structurally bal-
anced graph for both models. Simulations use the structurally
balanced adjacency matrix from [5, Example 1]. The same
small random initial conditions are used for both models.
where i 6= k and Sˆp(x) = 12
(
Sp(x)−Sp(−x)
)
, p ∈ {1, 2}, are
odd sigmoids and where xi := zi1 = −zi2, bi := bi1 = −bi2,
and di = 12 (di1 + di2). In particular, (5) specializes to the
model of nonlinear consensus dynamics studied in [15]–[17].
Proof. Since No = 2, (5) reduced to (20). By the assumptions,
(20) further reduces to (22). For γik ≥ 0, dynamics (22) are
equivalent to the nonlinear model [15]–[17].
We next show how (20) reduces to the “Altafini” model of
linear consensus with antagonistic interconnections [5].
Proposition V.2. The Altafini model [5] is recovered from (5)
as a linearization of (22) about x = 0 with u = 1 and b⊥i = 0:
x˙ = −Lx. (23)
L = D−A is the signed graph Laplacian matrix, with degree
matrix D = diag(di) ∈ RNa×Na and adjacency matrix A ∈
RNa×Na having entries that are the inter-agent weights γik.
Proof. By Theorem V.1, (5) reduces to (22). It is shown in [16]
that the linearization of (22) recovers the Altafini model.
In the Altafini model, a clustered disagreement outcome
referred to as bipartite consensus arises for the network only
if the communication graph among agents is structurally
balanced (i.e. L has a zero eigenvalue); see [5, Theorem
2]. Multi-option generalizations of linear bipartite consensus
protocols also require structural balance for clustered behavior
[30]. By Proposition V.2, this property is recovered locally in
the nonlinear model (22), as illustrated in Fig. 4. However, in
the light of Theorems III.6 and IV.4, we have the following
corollary, illustrated in Fig. 5.
Corollary V.2.1. A structurally balanced network is not nec-
essary for opinion clustering in the nonlinear model. 5.
VI. DYNAMIC FEEDBACK AND TUNABLE SENSITIVITY
We have established that existence of consensus and dis-
sensus equilibria and multistability of opinion formation out-
comes arise from bifurcations of the general opinion dynamic
0 1 2 3
-1
0
1
0 1 2 3
Fig. 5: Altafini model (23) (left) and nonlinear model (22)
with Na = 5, u = 5, b⊥i = 0, Sˆ1 = tanh, same random initial
conditions, and same adjacency matrix given by γik = −1 for
i, k ∈ Ip, i 6= k, and γik = −2 for i ∈ Ip, k ∈ Is, p 6= s for
clusters with indices I1 = {1, 2} and I2 = {3, 4, 5}. Because
the adjacency matrix is not structurally balanced, the Altafini
model converges to the neutral solution. The nonlinear model,
however, converges to a stable dissensus state, as predicted.
The parameters satisfy sufficient conditions of Theorem III.6
for trajectories to converge to a 2-dimensional manifold. On
this manifold, the clustered dynamics are (S2×S2)-equivariant
with interaction weights α = 0, β = −2, γ = 0, δ = −2,
which satisfy the conditions for dissensus from Theorem IV.3.
model (5). In this section we explore how ultra-sensitivity to
inputs bij , robustness to changes in inputs, cascade dynamics,
and transitions between consensus and dissensus solutions all
arise as a consequence of the multistability. With the addition
of dynamic state feedback for model parameters in (5), the
opinion formation process can reliably amplify arbitrarily
small relative inputs b⊥ij , reject small changes in input as
unwanted disturbance, facilitate an opinion cascade even if
only one agent gets an input, and enable groups to move
easily between consensus and dissensus. Moreover, the choice
of feedback design parameters determine implicit thresholds
that make all of these behaviors are tunable.
In Section VI-A we propose a dynamic state feedback
law for the attention parameter ui in the general model (5).
We then focus on No = 2 and show how the dynamic
feedback law enables tunable sensitivity and robustness (Sec-
tion VI-B), tunable cascade dynamics (VI-C), and tunable
consensus/dissensus transitions (VI-D). To further simplify the
exposition, we specialize the analysis to the case in which the
intra- and inter-agent coupling weights do not depend on the
option, i.e., we let Ajjii := αi, A
jl
ii := βi, j 6= l, Ajjik := γik,
Ajlik := δik, for j, l = 1, 2, j 6= l, i, k = 1, . . . Na, i 6= k such
that dynamics (20) become
x˙i= −dixi + b⊥i +
ui
Sˆ1
αixi+∑
k 6=i
k=1
γikxk
− Sˆ2
βixi +∑
k 6=i
k=1
δikxk

 (24)
where xi, di, b⊥i , Sˆp are defined as in Section V.
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A. Dynamic State Feedback Law for Attention
In design of the feedback control laws we take inspiration
from neuronal gating mechanisms in biological and artificial
neural networks. In these systems, modulation of gain param-
eters is central to regulating real-time information processing
[52] and implementing optimal decision-making strategies
[42], [53], [54]. Consensus cascades in a neural network
opinion model using a similar state feedback mechanism were
recently explored in [55] for two options.
We augment the opinion dynamics model (5) by introducing
feedback dynamics on the attention parameter ui for each
agent i, in the form of a saturated nonlinear leaky integrator:
τuu˙i = −ui + Su
 1
N2o
No∑
j=1
Na∑
k=1
No∑
l=1
(
A¯jlikzkl
)2
= −ui + Su
(
1
N2o
‖A¯iZ‖2
)
, (25)
where A¯i ∈ RNo×NaNo with A¯jlik the entry in row j, column
Na(k− 1) + l. Here, τu > 0 is the time scale. Su is a smooth
saturating function, satisfying Su(0) = 0, Su(y) → usat > 0
as y → ∞, S′u(y) > 0 for all y ∈ R, and S′′u(y) < 0 for all
y > ym, and ym > 0. We can always decompose Su as
Su(y) = uf
(
F
(
g(y − ym)
)− F (−gym)), (26)
F : R → [0, 1] a smooth monotone sigmoid with F ′(x) > 0
for all x ∈ R, F ′(x) = F ′(−x), F ′′(x) < 0 for x > 0. The
parameter g defines the slope of Su. We will show how uf and
ym are sensitivity and robustness tuning design parameters:
• design parameter uf defines the upper bound of Su;
• design parameter ym defines the midpoint of Su.
The input to Su in (25) is proportional to the magnitude
of the network opinion state that influences the opinion of
agent i. The weights A¯jlik can be real or binary {0, 1}. A¯jlik
can be related to the corresponding interaction weights Ajlik in
(5), or independently defined. The latter case allows agents to
exert influence by exciting their neighbors to form an opinion
without influencing what opinion they form.
For all simulations we define Su by (26) with F (x) =
1/(1 + e−x), Large inputs saturate to usat = ufegym/(1 +
egym). For gym > 4, uf is a good approximation of usat.
Remark VI.1 (Well-Definedness of Opinion Dynamics with
Feedback). Observe that u˙i(0) < 0 for ui(0) ≥ usat and
u˙i(0) > 0 for ui(0) ≤ 0. It follows that the set {0 ≤ ui ≤
usat} is attractive and forward invariant, and |u˙i| is uniformly
bounded in {0 ≤ ui ≤ usat}. Thus, boundedness of Z(t) in
the presence of attention feedback dynamics follows along the
same lines as the proof of Theorem III.5. So, the attention
feedback dynamics do not modify invariance of the simplex
product V and the coupled dynamics (5),(25) are well-defined.
B. Tunable Sensitivity and Robustness
We first examine the opinion dynamics (24) for uncoupled
agents, i.e. γik = δik = 0, which are
x˙i=−dixi+uiSˆ(xi)+b⊥i := q(xi, ui, b⊥i ) (27)
with Sˆ(xi) := Sˆ1(αixi)−Sˆ2(βixi). The following assumption
ensures that Sˆ is a monotonically increasing sigmoid.
Assumption 1. αi > 0 > βi for all i = 1, . . . , Na.
Since Assumption 1 is satisfied for self-reinforcing, mu-
tually exclusive options, we let it hold for the rest of the
paper. In all simulations we let Sˆ1(x) = tanh(x) and Sˆ2(x) =
1
2 tanh(2x). The following proposition classifies the possible
steady-state behaviors of (27); see Fig. 6 for an illustration.
Proposition VI.1 (Opinion Dynamics of Uncoupled Agents).
For the one-dimensional dynamics (27) of the opinion state of
agent i, the following hold:
A. For b⊥i = 0 and 0 ≤ ui ≤ u∗i with u∗i = diαi−βi the
unopinionated state xi = 0 is globally asymptotically stable
and locally exponentially stable for 0 < ui < u∗i ;
B. For b⊥i = 0, the bifurcation problem g(xi, ui, 0) = 0 has
a pitchfork singularity at (x∗i , u
∗
i ) =
(
0, diαi−βi
)
. For ui >
u∗i the neutral equilibrium xi = 0 loses stability and two
additional branches of locally exponentially stable equilibria
xi = ±xsi emerge, implicitly defined by 0 = −dixsi +uiSˆ(xsi );
C. For b⊥i 6= 0, q(xi, ui, b⊥i ) is a 1-parameter unfolding of
the symmetric pitchfork. For ui in a small neighborhood of u∗i ,
a single locally exponentially stable equilibrium xsi exists that
has the same sign as b⊥i . For sufficiently large values of ui
away from the singularity u∗i , a second locally exponentially
stable equilibrium exists which has the opposite sign as b⊥i .
Proof. Uncoupled agent dynamics (27) are equivalent to a
one-dimensional instance of the nonlinear consensus model
studied in [16]. Conclusions A−C follow from [16, Theorem
1].
We next establish how the shape of the unfolded bifurcation
diagram (see Fig. 6, left) described in Proposition VI.1-C
changes with input b⊥i (see Fig. 6, right).
Lemma VI.2 (Input Response Without Feedback). Let xsi be
a hyperbolic equilibrium of (27) with input b⊥i and ui ≥ 0.
Then ∂x
s
i
∂b⊥i
> 0 if xsi is stable, and
∂xsi
∂b⊥i
< 0 if it is unstable.
Proof. Implicit differentiation of q(xsi , ui, b
⊥
i ) = 0 by b
⊥
i at a
constant ui yields
∂xsi
∂b⊥i
=
1
di − uiSˆ′(xsi )
= − 1
λ
(28)
where λ ∈ R is the eigenvalue of the linearization of (27)
evaluated at an equilibrium. At any stable equilibrium of (27),
λ < 0 and therefore ∂x
s
i
∂b⊥i
> 0. The unstable case follows.
We now introduce the attention feedback dynamics for ui
(25). Let the feedback weights be
A¯11ik = A¯
12
ik = A¯
21
ik = A¯
22
ik := a¯ik ∈ {0, 1} (29)
with a¯ik = 1 whenever ui is influenced by the state of agent
k. The attention feedback law (25) then simplifies to
τuu˙i = −ui + Su
(
Na∑
k=1
(a¯ikxk)
2
)
. (30)
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Fig. 6: Bifurcation diagrams of (27) with αi = 2, βi =
−1, di = 1 with no bias (left) and a positive bias (right).
Black lines plot the steady-state solutions (nullclines) and gray
arrows are streamlines showing direction of the flow.
When agent i is completely decoupled from all neighbors, i.e.,
a¯ii = 1 and a¯ik = 0 for all k 6= i, (30) reduces to
τuu˙i = −ui + Su(x2i ) := h(xi, ui). (31)
As illustrated in Fig. 7, the equilibria of system (27),(31)
can be visualized as intersections of the xi-nullcline
q(xi, ui, b
⊥
i ) = 0 (black solid) and ui-nullcline h(xi, ui) = 0
(red dashed). Proposition VI.1 defines the shape of the xi-
nullcline; see Fig. 6 (right); Lemma VI.2 describes how
the shape changes with input b⊥i . Let agent i be strongly
opinionated when it is opinionated and its attention is close
to its saturation value, i.e., ui ' usat.
Tunable sensitivity of opinion formation to input b⊥i can
then be understood by comparing the plots of Fig. 7, where the
trajectory for agent i is plotted on the left for b⊥i = 0.5 and on
the right for b⊥i = 1.5. For the given parameters and b
⊥
i = 0.5,
the nullclines intersect at three points. Starting at the origin,
the opinion state is attracted to the point corresponding to an
unopinionated equilibrium: agent i rejects the input b⊥i = 0.5
and does not form a strong opinion. For the same parameters
and b⊥i = 1.5, the nullclines intersect at only one point,
corresponding to a strongly opinionated equilibrium. Thus, for
the same initial condition, agent i accepts the input b⊥i = 1.5
and forms a strong opinion. The implicit sensitivity threshold
that distinguishes rejected from accepted input magnitude can
be tuned by design parameter ym.
Tunable robustness of opinion formation to changes in input
b⊥i can be understood by comparing the sequence of plots in
Fig. 8(a) to the sequence of plots in Fig. 8(b). In (a) and (b)
the plot on the left shows agent i forming a strong opinion
in the direction of the input b⊥i = 1. In (a) and (b) the plot
on the right shows what happens to agent i’s opinion when
the input changes to b⊥i = −1, i.e., an input that is in the
opposite direction of the original input. In (a), when uf = 1,
agent i accepts the change of input and forms a strong opinion
in the direction of the new input. In (b), when uf = 2.5,
agent i rejects the change of input and retains a strong opinion
in the direction of the original input. The implicit robustness
threshold that distinguishes rejected from accepted changes in
input can be tuned by design parameter uf .
To develop systematic tools for tuning with design param-
eters uf and ym, we first develop some geometric intuition
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Fig. 7: Sensitivity of opinion formation to input magnitude.
Trajectories of (27), (31) with g = 10, ym = 1, uf = 2, αi =
2, βi = −1, di = 1, τu = 1 for b⊥i = 0.5 (left) and b⊥i = 1.5
(right). Initial state (ui(0), xi(0)) = (0, 0) is a blue circle, and
final state is a yellow diamond. Nullclines of (27) are black
solid lines. Nullclines of (31) are red dashed lines. Gray arrows
show streamlines of the flow. Color scale is time.
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Fig. 8: Robustness of opinion formation to changes in input.
Trajectories of (27), (31) with g = 10, ym = 1, αi = 2, βi =
−1, di = 1, τu = 1. (Left) Input is b⊥i = 1, initial state
(ui(0), xi(0)) = (0, 0) is a blue circle, and final state is a
cyan diamond. (Right) Input changes to b⊥i = −1, initial
state is final state on left and final state is yellow square. (a)
uf = 1, and agent changes opinion in direction of new input.
(b) uf = 2.5, and agent retains opinion in original direction.
Nullclines, streamlines, and time are drawn as in Fig. 7.
about trajectories of the coupled opinion and attention dynam-
ics (27),(31).
Lemma VI.3 (Trapping Region). The quadrant ui ≥ 0,
xi ≥ 0 is forward-invariant for the coupled dynamics (27),(31)
whenever b⊥i ≥ 0. Similarly, the quadrant ui ≥ 0, xi ≤ 0 is
forward-invariant whenever b⊥i ≤ 0.
Proof. This follows from observation that u˙i ≥ 0 whenever
ui = 0 and x˙i = b⊥i whenever xi = 0.
Lemma VI.4 (Flow Monotonicity). The flow generated by
vector field (27),(31), restricted to the forward-invariant quad-
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rants from Proposition VI.3, is monotone in the sense of [56].
Proof. Consider b⊥i > 0 and restrict the system to the positive
quadrant ui ≥ 0, xi ≥ 0. In this quadrant ∂q∂ui ≥ 0 and ∂h∂xi ≥
0, and the proposition follows by [56, Chapter 3 Proposition
1.1, Remark 1.1]. The result for b⊥i < 0 and the negative
quadrant ui ≥ 0, xi ≤ 0 follows analogously.
Lemmas VI.3,VI.4 show how agent i’s input picks out the
trapping region for its dynamics. The trajectories of attention
and opinion in the negative quadrant, ui ≥ 0, xi ≤ 0 for b⊥i <
0, are mirror-symmetric to trajectories in the positive quadrant
ui ≥ 0, xi ≥ 0 for b⊥i > 0. Without loss of generality, we can
thus assume b⊥i ≥ 0 in the statement of the main results and
in the geometric illustrations.
The equilibrium opinions xsi are solutions of
0 = −dixsi + Su
(
(xsi )
2
)
Sˆ(xsi ) + b
⊥
i , (32)
and, in the forward-invariant quadrant determined by the sign
of b⊥i , they all belong to the monotone, continuous branch of
the xi-nullcline (Fig. 6). This branch is made of hyperbolic
equilibria of (27), and thus Lemma VI.2 applies. It follows
that if slope g in Su is sufficiently large, then, generically, the
xi and ui-nullclines intersect three times (when |b⊥i | is small,
Fig. 7 left) or one time (when |b⊥i | is large, Fig. 7 right) in
the forward-invariant quadrant.
Fig. 9 plots xsi for four different parameter combinations.
For sufficiently large g, (32) exhibits two fold singularities for
xsi ≥ 0 as b⊥i is varied. The right fold occurs for positive values
of b⊥i and corresponds to the annihilation of the unopinionated
equilibrium with a saddle point. The left fold occurs for
negative values of b⊥i and corresponds to the annihilation
of the strongly opinionated equilibrium with a saddle point.
Equilibria and fold singularities for xsi ≤ 0 are obtained by
reflecting Fig. 9 along the xsi = 0 axis. We formalize this
geometric discussion in Assumption 2, which we let hold for
the rest of the paper.
Assumption 2. Design parameter g in Su of (26) is sufficiently
large so that (32) has two fold points in each half-plane of
the (b⊥i , x
s
i ) plane. Let (±bLF ,±xLF ) be the coordinates of
left folds and (±bRF ,±xRF ) be the coordinates of the right
folds, where xRF <
√
ym < xLF , bLF < bRF , 0 < bRF .
Fold points of the opinion plus attention dynamics are im-
portant because they determine the appearance and disappear-
ance of unopinionated and strongly opinionated equilibria. The
fact that the fold locations depend on the model parameters as
illustrated in Fig. 9 is proved in the following theorem.
Theorem VI.5 (Tunable Fold Point Location). Consider the
system (27),(31). Suppose usat > u∗i =
di
αi−βi . Then, at
the two fold points of (32), ∂bp∂ym > 0 and
∂bp
∂uf
< 0,
p ∈ {RF,LF}. Further, the distance between the two folds
increases with uf : ∂∂uf (bLF − bRF ) > 0.
Proof. Let the right hand side of (32) be f1(xsi , b
⊥
i ). The
expressions f1(xp, bp) = 0 and ∂f1∂xp := f2(xp, bp) = 0 for
p ∈ {RF,LF} together define the two fold points. The fold
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Fig. 9: Solutions of (32). g = 10, di = 1, αi = 2, βi = −1.
(a) uf = 2.5, ym = 1 (solid), ym = 3 (dashed). (b) ym = 2.5,
uf = 1 (solid), uf = 2.5 (dashed).
equations define xp and bp as implicit functions of ym. Using
the implicit function theorem, we find ∂bp∂ym = −
∂f1
∂ym
at a fold:
∂bp
∂ym
= ufg
(
F ′
(
g
(
(xp)
2−ym
))− F ′(−gym))Sˆ(xp) > 0.
Analogously, the fold equations define xp and bp as implicit
functions of uf . Using the implicit function theorem and the
monotonicity of F , we find ∂b∂uf = −
∂f1
∂uf
at a fold:
∂bp
∂uf
= −
(
F
(
g
(
(xp)
2 − ym
))− F (−gym))Sˆ(xp) < 0.
That ∂bLF∂uf − ∂bRF∂uf > 0 follows from the above expression and
monotonicity of F and Sˆ since xRF < xLF .
The following theorem shows how uncoupled agents with
attention feedback dynamics can become strongly opinionated
in response to a sufficiently strong input b⊥i . It also shows that
the sensitivity threshold, which distinguishes between small
and large inputs, can be tuned by tuning the right fold location
according to Theorem VI.5.
Theorem VI.6 (Input Response for Uncoupled Agents with
Attention Dynamics). Let usat > u∗i =
di
αi−βi . There exists
 > 0 such that if ‖(x(0), u(0))‖ < , the following hold for
opinion and attention dynamics (27),(31):
A. For all b⊥i 6= 0, (xi(t), ui(t)) converges asymptotically to a
nonzero equilibrium (xsi , u
s
i ) with u
s
i > 0 and x
s
i of the same
sign as b⊥i . The value of x
s
i is the value of the continuous
solution branch in the pitchfork unfolding of (27) at ui = usi ;
B. There exist constants 0 < b0 < bRF and γ0 ≥ 0 such that
for all |b⊥i | ≤ b0, there exists an equilibrium (xsi , usi ) with
‖(xsi , usi )‖ ≤ γ0|b⊥i |, and ‖(xi(t)−xsi , ui(t)−usi )‖ ≤ Ae−t/τ
for some A, τ > 0.
C. For any ν > 0, there exists a threshold bth ≥ bRF > 0 such
that if b⊥i > bth, then there exists a unique, locally exponen-
tially stable equilibrium (xsi , u
s
i ) in the quadrant xi, ui ≥ 0,
with |usi −usat| < ν. Moreover, limt→∞ ‖(xi(t)−xsi , ui(t)−
usi )‖ = 0.
Proof. A. By Lemma VI.4, the flow is monotonic. All tra-
jectories are bounded, and convergence to an equilibrium in
the positive quadrant follows from [56, Chapter 3 Theorem
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2.2]. By Proposition VI.1-C, the equilibrium values xsi on the
continuous branch of solutions are of the same sign as b⊥i .
B. When b⊥i = 0, the Jacobian of (27),(31) at equilibrium
(xsi , u
s
i ) = (0, 0) has eigenvalues −di,−1. Thus, (0, 0) is
exponentially stable. Both ∂q
∂b⊥i
and ∂h
∂b⊥i
are bounded uni-
formly in time. The conclusion follows by [46, Corollary 5.1],
definition of small-signal finite-gain stability [46, Definition
5.2], and monotonicity of the flow.
C. After the right fold, i.e., for b⊥i > bRF the only
equilbrium in the quadrant xi, ui ≥ 0 is the strongly opinion-
ated equilibrium. By Lemma VI.2, the xi-coordinate of this
equilibrium can be made arbitrarily large by increasing b⊥i
and thus usi = Su((x
s
i )
2) can be made arbitrarily close to its
saturation value usat.
Remark VI.2 (Sensitivity Threshold of Opinion Formation).
The coordinate of the right fold bRF in (32) (Fig. 9) corre-
sponds to the minimum threshold bth from Theorem VI.6. Thus,
bRF indicates how sensitive the agent is to input: agent i will
strongly amplify input b⊥i > bRF no matter how small, and
will only slightly amplify b⊥i ≤ bRF ; see Fig. 7.
Remark VI.3 (Robustness Threshold of Opinion Formation).
The coordinate of the left fold bLF in (32) (Fig. 9) indicates
how robust the opinion formation is to changes in input.
Suppose agent i becomes strongly opinionated with input
b⊥i = b1 > 0, and then the input switches to b
⊥
i = b2 < b1.
Due to the hysteresis shown in Fig. 9, as long as b2 > bLF ,
agent i will remain strongly opinionated in the direction of b1,
even if the b2 is in favor of the alternative option; see Fig. 8.
Theorems VI.5 and VI.6 show how design parameters
uf , ym have complementary roles in tuning the system re-
sponse: ym tunes the sensitivity threshold and uf tunes the
robustness threshold. Increasing ym shifts bRF to the right,
increasing the sensitivity threshold above which inputs will
affect the opinion formation process. Increasing uf has the
primary effect of shifting bLF to the left, thereby rendering
the opinion formation more robust to input fluctuations. See
Figs. 8 and 9 for illustration.
C. Tunable Cascade Dynamics
We next examine the opinion dynamics (27) for uncoupled
agents, and introduce agent coupling in the attention feedback
dynamics (30). Before showing how this leads to tunable
cascade dynamics, we infer properties of opinion formation
of a homogeneous group with a static ui.
Assumption 3 (Homogeneous Agents). The system parame-
ters in a group of Na agents with opinion dynamics (27) satisfy
αi = α > 0, βi = β < 0, di = d > 0 for all i = 1, . . . , Na.
Proposition VI.7 (Properties of Homogeneous Uncoupled
Agents). The following hold for Na agents with opinion
dynamics (27), Assumption 3 and ui = u:
A. When b⊥i = 0 for all i = 1, . . . , Na, x = 0 is a globally
asymptotically stable equilibrium 0 ≤ u ≤ u∗ := dα−β and
locally exponentially stable for 0 ≤ u < u∗.
B. When b⊥i = 0 for all i = 1, . . . , Na, and for u > u
∗, the
system has 2Na exponentially stable equilibria.
C. When b⊥i 6= 0 for exactly Nb of the Na agents, the system
has 2(Na−Nb) exponentially stable equilibria when u∗ < u <
u1, and and 2Na exponentially stable equilibria when u > u2
for some u1 < u2.
Proof. A, B, and C directly follow from corresponding parts
A,B,C in Proposition VI.1 and combinatorics.
Each nonzero stable equilibrium in Proposition VI.7 corre-
sponds to a unique allocation of agents into two subgroups,
each subgroup favoring one of the options. Agents in different
subgroups have opposite-sign opinion states xi. When the
attention parameter u is above but still close in value to its
threshold u∗, the group opinion is sensitive to the inputs:
agents with input always favor the option of the same sign
and b⊥i agents without input favor either of the two.
Remark VI.4 (Mode Interaction and Control). The completely
decoupled system γ = δ = 0 is a special instance of the mode
interaction regime γ = δ of the opinion dynamics, as discussed
in Remark IV.4. Proposition VI.7 shows how this parameter
regime may be particularly useful for control applications. In
this regime it is possible for stable consensus and dissensus
solutions to coexist, and the additional branches of stable
equilibria that may arise can provide a richer catalogue
of behaviors available for system design. For example, the
additional stable equilibria of Proposition VI.7 describe the
different ways a group of uncoupled homogeneous Na agents
can be distributed across two options. Availability of such ver-
satile and interpretable configurations of opinions can prove
useful for applications involving dynamic task allocation.
Now we consider a network of agents with coupling in the
attention dynamics defined by (30). We define the region of
influence of agent i in the network as the set of all nodes
k to which there exists a directed path from node i in the
graph with adjacency matrix A¯ik defined by a¯ik ∈ {0, 1} as
in (29). In the following theorem we show that it is enough
for a single agent with sufficient influence in the network to
receive a strong input in order for the entire network of agents
to become strongly opinionated through a cascade.
Theorem VI.8 (Coupled Attention Dynamics and Opinion
Cascades). Consider Na agents with opinion and attention
dynamics governed by (27),(30), attention dynamics coupling
defined by A¯ik as in (29). Let Assumption 3 hold. Assume
b⊥i 6= 0 for all i = 1, . . . , Na. Then, there exists  > 0 such
that if ‖(x(0),u(0))‖ < , the following hold:
A. The system asymptotically converges to a nonzero equi-
librium point (xs,us) with usi > 0 and each x
s
i of the same
sign as the input b⊥i for all i = 1, . . . , Na. The value of x
s
i
is the value of the continuous solution branch in the pitchfork
unfolding of (27) at ui = usi ;
B. There exist constants b0 ∈ R>0 and γ0 ∈ R≥0 such
that for all ‖b⊥‖ ≤ b0, ‖(xs,us)‖ ≤ γ0‖b⊥‖. There exists
 > 0 such that for all ‖(x(0),u(0))‖ < , ‖(x(t)−xs,u(t)−
us)‖ ≤ Ae−t/τ for some A, τ > 0.
C. Suppose the region of influence of agent i0 is the entire
network and that a¯i0i0 = 1. For any ν > 0, there exist
thresholds bth > 0 and uth > 0 such that, if |b⊥i0 | > bth
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and uf > uth, then there exists an equilibrium (xs,us) in
the orthant {uk ≥ 0, sign(xk) = sign(b⊥k ), k = 1, . . . , Na},
satisfying |usk − usat| < ν, for all k ∈ {1, . . . , Na), such that,
limt→∞ ‖(x(t)− xs,u(t)− us)‖ = 0.
Proof. The proofs of statements A,B are directly analogous to
the proofs of Theorem VI.6-A,B and we leave out the details
due to redundancy and space constraints.
C. Modulo a change of coordinate of the form xi 7→ ±xi,
i = 1, . . . , Na, we can assume b⊥i > 0 for all i = 1, . . . , Na.
It follows that there exists ε > 0 such that the set U− =
{uk ≥ 0, xk ≥ −ε, k = 1, . . . , Na} is forward invariant for
(27),(30). Moreover, any equilibrium in the forward invariant
set U− is contained in the set U+ = {uk ≥ 0, xk ≥
+ε, k = 1, . . . , Na} ⊂ U−. The flow generated by (27),(30)
is monotone in U− and any trajectory converges to some
equilibrium (xs,us). It remains to show that |usk − usat| < ν
for all k = 1, . . . , Na, provided b⊥i0 and uf are large enough.
Let i2, . . . , iNa be the vertices along the influence path starting
from i0, i.e., a¯i2i0 = a¯ik+1ik = 1, k = 2, . . . , Na − 1.
The attention dynamics of the distinguished node i0 reads
u˙i0 = −ui0 + Su
(
x2i0 +
∑
k 6=i0 ai0kx
2
k
)
. If ai0k = 0 for all
k 6= i0, then it follows by Theorem VI.6 that xsi0 can be made
arbitrary large and usi0 arbitrary close to usat by increasing the
value of b⊥i0 . The same holds true in the general case, because
Su
(
x2i0 +
∑
k 6=i0 ai0kx
2
k
)
≥ Su
(
x2i0
)
.
The attention dynamics of the second node i2 along
the influence path originating from i0 reads u˙i2 =
−ui2 + Su
(
x2i0 +
∑
k 6=i0 ai0kx
2
k
)
. At steady-state, usi2 =
Su
(
(xsi0)
2 +
∑
k 6=i0 ai0k(x
s
k)
2
)
. Because xsi0 is arbitrary
large for sufficiently large b⊥i0 , it follows that u
s
i2
is arbitrarily
close to usat for sufficiently large b⊥i0 . Recall that usat =
ufe
gym/(1 + egym), thus usat can be made arbitrary large by
increasing the value of uf In turns, by implicit differentiation
of the steady-state equation 0 = −xsi2 + usi2 Sˆ(xsi2) + b⊥i2 , it
follows that
∂xsi2
∂usi2
≥ c > 0 for all (xsi2 , usi2) ∈ U+. Thus, by
increasing uf , xsi2 can also be made arbitrarily large. The rest
of the proof follows by repeating the same construction for the
remaining nodes i3, . . . , iNa along the path originating from
i0.
Fig. 10 illustrates a cascade as predicted by Theorem VI.8
for 5 agents with only agent 1 getting a large input. Because
agent 1 is at the root of the path graph that defines the attention
dynamic coupling, its response to its input sets off a cascade
such that all the agents form a strong opinion in the direction
of their small inputs. Without the influence of agent 1, the
other agents would not have formed strong opinions.
The coexistence and multistability of consensus and dis-
sensus equilibria, as well as other interpretable equilibria,
make the decoupled opinion dynamics maximally flexible
and sensitive to input. Theorem VI.8 shows that, with the
addition of attention feedback dynamics, agents reliably favor
the option informed by their input, and agents without input
reliably flip a coin and form an opinion in favor of one of the
options. Due to the bistability of various branches of equilibria
near the singularity, a change in input can easily facilitate
Fig. 10: Simulation of dynamics (27),(30) show a cascade for
Na = 5 agents from initial condition (xi(0), ui(0)) = (0, 0),
for all i and agent 1 the only agent getting a large input. The
attention dynamics self weights are a¯ii = 1 and nonzero inter-
agent weights are give by the directed path graph: a¯21 = a¯32 =
a¯43 = a¯54 = 1. α = 1, β = −1, uf = 2, g = 10, ym = 1.5,
τu = 1, b = (1.5,−0.015,−0.1524, 0.201, 0.0011).
a transition from one configuration of opinions to another,
including transitions between consensus and dissensus. The
design parameters uf , ym can be used to regulate the sensitiv-
ity threshold and robustness threshold of the group’s opinion
cascade in the same way outlined for uncoupled agents in
Section VI-B.
D. Tunable Transitions between Consensus and Dissensus
In this section we illustrate how introducing feedback dy-
namics to social influence weights in the opinion dynamics
can be used to facilitate transitions between group consensus
and dissensus opinion configurations.
We focus on an all-to-all network with No = 2 options and
Na agents with interaction weights that satisfy the conditions
in Theorem III.6 for reduction of opinion dynamics (20) to
opinion dynamics of Nc = 2 clusters. We consider parameters
as follows:
1) ui = u, di = d for all i = 1, . . . , Na;
2) b⊥i = b
⊥
p when i ∈ Ip, p ∈ {1, 2};
3) A11ik = A
22
ik = α/Np, A
12
ik = A
21
ik = β/Np, when i, k ∈
Ip, p ∈ {1, 2};
4) A11ik = A
22
ik = γik/Ns, A
12
ik = A
21
ik = δik/Ns when
i ∈ Ip, k ∈ Is s, p ∈ {1, 2} and s 6= p.
The opinions of the group converge to a two-dimensional
manifold E on which the effective (S2 × S2)-equivariant
opinion dynamics are
˙ˆxp = −dxˆp + u
(
Sˆ1(αxˆp + γxˆs)− Sˆ2(βxˆp + δxˆs)
)
+ b⊥p
(33)
with p, s ∈ {1, 2}, p 6= s, where xˆp is the average opinion of
cluster p:
xˆp =
1
Np
∑
i∈Ip
xi, p ∈ {1, 2}. (34)
We apply the dynamic feedback for attention (30) and design
distributed state feedback dynamics for the inter-agent inter-
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action weights γi, δi, where each agent i in cluster p has an
opinion that evolves according to
x˙i = −dxi + u
(
Sˆ1(αxˆp + γixˆs)− Sˆ2(βxˆp + δixˆs)
)
+ b⊥i
(35)
with p, s ∈ {1, 2}, p 6= s. These dynamics also take the form
of a leaky nonlinear integrator:
τγ γ˙i = −γi + σSγ(xˆ1xˆ2) (36a)
τδ δ˙i = −δi − σSδ(xˆ1xˆ2) (36b)
where σ ∈ {1,−1}, τγ , τδ > 0 are time scales, and the
saturating function is
Sc(y) = cf tanh(gcy), c ∈ {γ, δ} (37)
where the parameters cf , gc > 0.
Remark VI.5. When all agents have the same initial condition
for the interaction weights γi(0), δi(0), then γi(t) = γk(t) and
δi(t) = δk(t) for all time and all i, k ∈ {1, . . . , Na}.
Any configuration of opinions in which xˆ1 and hatx2 are
non-neutral will drive γi to approach σγf and δi to approach
−σδf . When σ = 1 this final state corresponds to a clustered
consensus state and when σ = −1 it corresponds to a clustered
dissensus state. Thus, introducing feedback dynamics to the
opinion network weights can lead to formation of consensus
or dissensus. The sign of design parameter σ determines
whether the system tends towards consensus or dissensus,
and switching the sign can reliably trigger a transition from
consenus to dissensus and vice versa. Fig. 11 illustrates the
opinion formation of 7 agents that form two clusters, one with
3 agents and the other with 4 agents. Initially, γ − δ < 0,
and the clusters evolve to a dissensus state. However, because
σ = 1, the two clusters evolve towards a consensus state once
γ−δ > 0. At time t = 300, design parameter σ = −1 and the
two clusters evolve towards a dissensus state once γ − δ < 0.
VII. FINAL REMARKS
We have proposed and analyzed a new general model of
continuous-time opinion dynamics for an arbitrary number of
agents that interact over a network as they form opinions about
an arbitrary number of options. The new model generalizes a
great many models of opinion dynamics in the literature. It also
exhibits the wide range of opinion formation behaviors that
are predicted by model-independent theory. This includes the
rapid and reliable formation of both consensus and dissensus
states, even for highly symmetric and homogeneous groups.
A special feature of the model is that the range of pos-
sible behaviors can be distinguished by a small number of
parameters, and this lends analytical tractability as well as the
opportunity for systematizing design. The opinion formation
process is also robust to small heterogeneity in parameters,
initial conditions, and inputs. So, for example, results on
idealized, symmetric networks, hold up in the presence of
small variations and uncertainties in parameters.
We have shown that multistability of opinion formation
outcomes in the model is another special feature since it yields
an opinion formation process that exhibits ultra-sensitivity
Fig. 11: Top) opinion trajectories; Bottom) parameter tra-
jectories. Seven agents form two clusters of sizes N1 = 3
(dashed-line opinion trajectories), N2 = 4 (solid-line opinion
trajectories). Parameters are d = 1, α = 1, β = −1, bˆ⊥1 = 0.5,
bˆ⊥2 = −0.5 τu = 10, τγ = τδ = 100, γf = 2, δf = 1,
uf = 2, g = gc = 10, ym = 1.5. Initially, γ − δ < 0 and the
group converges to a clustered dissensus state. For t < 300
σ = 1 and the group switches to a consensus state after γ− δ
becomes positive. For t ≥ 300, σ = −1 and the group switches
from consensus to dissensus after γ − δ changes sign back to
negative.
to inputs, robustness to changes in inputs, opinion cascades,
and flexible transitions between consensus and dissensus. We
have proposed feedback dynamics for the parameter we refer
to as the agent’s attention to social influence and we show
how design parameters can be used to tune the sensitivity,
robustness, cascades, and transitions.
In ongoing work we are studying the explicit role of network
structure in opinion formation and in the tuning of sensitivity,
robustness, cascades, and transitions. We are exploring the
opinion formation process as the number of options grows, and
we are using the model to accommodate opinion formation in
the case of multiple issues using multi-layer networks. We are
applying the general model to design multi-robot coordination,
task switching, and decision making for spatial navigation
and to explore mechanisms that explain social behavior from
animal group foraging to political polarization.
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