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ABSTRACT 
The purpose of this study is to measure the effectiveness of the Digital Forensic Imaging 
Simulator (DFIS) to prepare law enforcement professionals with the procedural knowledge 
needed for disk duplication. DFIS was developed to aid in the professional training of law 
enforcement professionals and college students studying criminal justice by providing online 
opportunities to educate a wider audience of students without the need for face-to-face hands-on 
learning exercises.  This study’s examination of the effectiveness of the simulator involved 
conducting a comparative analysis of DFIS against the use of traditional hands-on training 
through a quasi-experimental design (N=47) and provided evidence of statistically significant 
increases in content knowledge as well as being equal to traditional training procedures.  The 
participants in this study were all law enforcement officials (sworn and non-sworn) from 30, 
primarily European countries. 
A comparison of post-test means from a content knowledge survey revealed no 
statistically significant difference between those trained by a traditional method and those trained 
by DFIS (p=0.289).  A conclusion that DFIS is very effective in developing the necessary 
conceptual knowledge for forensic drive imaging was reached and can be utilized in place of 
hands-on exercises in educational environments.  This study has provided critical and not 
previously documented evidence that a digital forensic training simulator can be effective in 
training students and future forensic examiners in copying crucial physical evidence for 
examination.   DFIS can benefit the educational and law forensic community by introducing a 
new tool to their online curriculum and by helping expand their educational opportunities. 
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 INTRODUCTION TO THE STUDY 
Digital forensics is a relatively new, high-demand scientific discipline, and educating 
students and law enforcement professionals to meet this demand requires innovative methods.  
This research study examined the effectiveness of the Digital Forensic Imaging Simulator (DFIS) 
to develop procedural knowledge in data acquisition.  The DFIS provides opportunities for users 
to develop the procedural knowledge involved in creating a forensic copy of a hard drive.   
The purpose of this chapter is to provide an overview of the research study by 
introducing the context of the study and reviewing the research literature related to the use of 
simulations for training.  The chapter begins with the background on the use of training 
simulations, the development of procedural knowledge, and an overview of digital forensics and 
critical needs in the field.  Next, the methods for acquiring data from a hard drive are presented.  
The chapter concludes with the statement of the research problem, the purpose of the study, 
research questions, an overview of the research methods, and the definition of terms.   
Background 
Developments in simulation technology, online education, and the need for training in 
digital forensics presents a unique context for developing and examining the potential of training 
simulators to teach procedural knowledge in area digital forensics.  In this section, I provide an 
overview of the growth of online education, procedure knowledge development in various 
disciplines, and the historical and contemporary use of training simulators to develop learners’ 
procedural knowledge.   
Increased Use of Online Education 
With the world events of 2020, colleges and universities, as well as private training 
organizations, are turning to online instruction to provide education to a broader audience, this 
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was true even before social distancing was a requirement (Dimeo, 2017; Goodman, Melkers & 
Pallais, 2016; Kentnor, 2015).  Online or distance learning is a method of instruction wherein the 
teacher and the student are not physically present at the same location but are connected through 
a communication method, such as the Internet, for teaching and learning (Faibisoff & Willis, 
1987; Moore, Dickson-Deane and Galyen, 2011; Keegan, 1988).  Online learning can be 
synchronous, whereby the instructor and student(s) are communicating in real-time.  The online 
learning can also be asynchronous, whereby communications and instruction occur at different 
times (Hrastinski, 2008; Molnar & Kearney, 2017; Murphy, Rodriguez-Manzanares & Barbour, 
2011).  
Online education offers greater access to courses for students who live outside the 
traveling distance of a college or university, for those whose schedules do not allow for 
attendance of face-to-face classes, and to a broader pool of instructors who can provide 
instruction from around the global (Arkorful & Abaidoo, 2015).  While expanding the 
opportunities to reach students, online instruction requires a change in how certain aspects of 
teaching and learning occur, particularly with regards to teaching procedural knowledge. 
Specific studies outlined below have been conducted that compared academic success 
rates at various institutions. These studies uncovered no statistically significant difference 
between the academic performances of online and face-to-face students (Ashby, Sadera, & 
McNary, 2011; Atchley, Wingenbach, & Akers, 2013; Driscoll et al., 2012; McLaren, 2004). 
The study of Ashby et al. (2011) centered on the success rates of community college students in 
a developmental mathematics course offered in face-to-face, combined, and fully online 
methods. The face-to-face course met for three hours a week, and all assignments and grading 
were conducted in class; no web component was incorporated into this version of the course. The 
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combined course was advertised to meet on Tuesdays and Thursdays, but on the first day of 
class, it was announced that it would now only meet on Tuesdays and that Thursdays would be 
devoted to optional labs and assignments, with lectures being posted online. In the online course, 
all material was posted on a website, and there was no face-to-face interaction. At the end of the 
course, a standardized test was administered. Students had to achieve a score of at least 70% to 
pass the course and move beyond the development stage. The face-to-face students were given a 
written test in class, while the online and combined students were given a time-limited, web-
based test. The results were that 59% of face-to-face students, 48% of combined students, and 
65% of online students passed the exam. However, into these results must also be factored the 
attrition rates of each group. Although the face-to-face students had a lower passing rate, 93% of 
them went through the entire semester and completed the course. In contrast, only 76% of the 
online students and only 70% of the combined students, made it to the end of the course. 
In 2013, Wayne Atchley, Gary Wingenbach and Cindy Akers conducted a causal-
comparative analysis of 5,477 records from students that took traditional or online courses. The 
performance was based on the final grades (A-F), earned in the course, pluses and minuses were 
not differentiated. The overall results of performance differences showed that 91.2% of students 
passed the traditional classes, while 89.3% passed the online classes, which was statistically 
significant, χ2(4, N = 5,477) = 27.383, p <. 05. Focusing in on the grades revealed that more 
students earned As in online courses than in traditional classes. This result was reversed for B 
and C grades. That is, more students earned Bs and Cs in the traditional courses than in online 
courses.  
Adam Driscoll, Karl Jicha, Andrea Hunt, Lisa Tichavsky and Gretchen Thompson, 
(2012) conducted a quasi-experimental study on performance and satisfaction within online and 
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face-to-face sociology students. The study involved 198 face-to-face and 170 online students 
enrolled at the University of North Carolina. Their performance was measured with examination 
scores and integrated data analysis assignment scores. The student satisfaction was measured 
through a survey utilizing a 5-point Likert style device. Mean comparisons were conducted 
between the face-to-face and online class scores. The study also included many control variables, 
such as overall grade point average (GPA), the number of online courses taken, year in school, 
gender, and credit hours taken during the study. Analysis revealed that students with higher 
overall GPA tended to choose face-to-face courses to a greater degree than those with a lower 
GPA. This variable initially skewed the results of the study before it was factored into and 
controlled for in the analysis. The final result is that no significant difference in performance was 
found when controlling for GPA, the other variables appeared to have little influence on the 
results.  
Joseph Cavanaugh and Stephen Jacquemin (2015) conducted a large-scale project 
involving a Midwest University and over 5,000 courses. The researchers identified courses that 
had been taught in an online and a face-to-face format by the same instructor. Data collected 
from each of the students included specific course GPA, overall GPA, credit hours, as well as 
demographic variables (age, gender, marital status). Overall, the results were similar to those 
given for the other studies, with no statistically significant differences being noted. Looking at 
the interactions of the variables measured, particularly GPA and type, of course, those with 
higher GPAs performed better in online courses than in the corresponding face-to-face course. 
Conversely, low GPA students did not perform better in online courses compared to their 
performance in face-to-face courses. It appears that through the research that student ranks are an 
influential factor when measuring effectiveness.  
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Procedural Knowledge Development 
Procedural knowledge, also known as strategic knowledge, is information possessed by 
an individual and used to determine how to act or react to specific circumstances (Gruber, 1989).  
For example, playing a musical instrument, for most individuals, is a form of procedural 
knowledge that requires the conceptual knowledge of notes, scales, rhythms, and the specifics of 
how the particular instrument operates.  Then taking the theories and applying the rules of those 
theories to make music also requires specific procedural knowledge (Elliott, 1991).  Developing 
procedural knowledge relies on the information about the subject that is already conceptually 
understood, such as the notes and scales, and putting that knowledge into a form of application, 
such as playing music.  Most disciplines require transitioning from the theoretical or conceptual 
level of knowledge to the applied level or procedural knowledge. 
In technical disciplines such as chemistry, biology, medicine, and computer science,  
scientific procedural knowledge is needed for various tasks (e.g., measuring the pH of a liquid, 
calculating cellular metabolism, conducting MRI scans, and constructing circuits) (Beck & 
Ferdig, 2008; Hageman, 2010; Hopkins, Schirmer, & Moeller, 1951).  This developmental 
learning in scientific fields—from understanding the “what” (conceptual understanding) to 
understanding the “how” (procedural knowledge)—is also fundamental in mathematics (Asmida, 
Sugiatno, & Hartoyo, 2018).  Diane Briars, the past president of the National Council of 
Teachers of Mathematics (NCTM), articulately described the benefits and goals of developing 
procedural knowledge: 
“Effective teaching of mathematics builds fluency with procedures on a foundation of 
conceptual understanding so that students, over time, become skillful in using procedures 
flexibly as they solve contextual and mathematical problems.” (Briars, 2016) 
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These applied fields, chemistry, biology, and mathematics, require conceptual knowledge 
that is then transferred into practice.  This is true for the field of digital forensics as well, where 
many procedural tasks demand the requisite conceptual knowledge to accomplish practical 
undertakings. In digital forensics, procedural tasks include data acquisition, identifying and 
collecting sources of electronic evidence, deleted file recovery, and data carving (Srinivasan, 
2013).   
Teaching procedural knowledge or “how to complete a task” can be challenging for 
teachers in any educational venue due to the tacit nature of many of the skills (Anderson, Reder 
& Simon, 1996; Hiebert, 1986; Lajoie & Lesgold, 1992; Rittle-Johnson, Siegler, & Alibali, 
2001; Surif, Ibrahim, & Mokhtar, 2012).  Historically, procedural knowledge tasks are taught in 
a laboratory, classroom, or music hall (McCormick, 2004). Teaching procedural tasks in a face-
to-face learning environment can have its own challenges, such as the appropriate space, 
equipment, and supplies needed (Corter, Nickerson, Esche, Chassapis, 2004). These challenges 
change and grow for instructors and curriculum developers when the learning is online (Reuter, 
2009; Wang, 2006).  Training simulators have been developed and implemented to help 
overcome some of these face-to-face and online challenges of teaching procedural knowledge. 
Use of Simulations to Teach Procedural Knowledge 
A variety of disciplines, such as medicine, engineering, computer science, law 
enforcement, and aviation, utilize computer-based simulators to address the challenges of 
teaching procedural and strategic knowledge (Davidovitch, Parush, & Shtub, 2006; De Winter, 
Dodou & Mulder, 2012; Duan & Lin, 2015; Holbrook & Cennamo, 2014; Zevin, Aggarwal, & 
Grantcharov, 2014).  A simulator is a construct of reality in some form and is commonly a 
computer-based imitation that focuses on certain aspects of a specific task in a virtualized 
environment (Pritsker, 1979; Sokolowski & Banks, 2009; Suri, Patra, & Meena, 2016).  
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Historical Use of Training Simulators 
 From the early uses of training simulators, their purpose was to teach procedural skills 
(Palter & Grantcharov, 2010). Simulators have their history in military applications going back 
thousands of years when Asian and Roman generals used sand etchings to map out and plan 
battle strategies (Weiner, 1953).   Around 500 BC in India, military commanders used a 
predecessor to the game of chess, named Chaturanga, to plan and simulate battle strategies 
(Smith, 2010; National Training & Simulation Association, 2018).  More recently, World War I 
soldiers in the United Kingdom learned to ride on mechanical horses (Owen, n.d.), and World 
War I aviators learned aerial tactics with wooden barrels used as airplane simulators (Baarspul, 
1990).  In 1929, Edwin Link built the first full-motion flight simulator for training pilots, and by 
1934, the U.S. Army was preparing combat aviators through the use of an artificial trainer (L3 
Link Training & Simulation, 2019; Rosen, 2008).  By 1955, the Federal Aviation Administration 
put into place requirements for simulator training associated with pilot recertification (Rosen, 
2008).  By the 1960s, computer systems simulated new unknown adventures, such as space 
exploration.  Full-scale and miniaturized computer-controlled lunar module simulators were 
employed by NASA to train astronauts for the rigors of space travel and lunar landings 
(Blanchard, 1968).  These early simulators provided opportunities for trainee pilots and 
astronauts to gain the procedural knowledge for aircraft and spacecraft flight and prepare them 
for the actual dangerous tasks, something conceptual learning could not do.  
In addition, in the 1960s, the medical community began to develop and use body 
simulators, such as Resusci Anni from Laerdal, to teach patient resuscitation (Laerdal.com, 
2019).  Today, all levels of medical and surgical procedures for training health professionals are 
virtually simulated (Owen, 2016).  Surgical and other medical staff learn their procedures 
through safe practice in simulations to master their skills before encountering live patients.  
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Through the use of simulators, the body of conceptual knowledge possessed by medical 
professionals is transferred to problem-solving and proficient task development. 
Current Use of Training Simulators 
Currently, computer simulators are capable of tracking users’ movements, voices, and 
eye focus, which can provide feedback on performance and guide the users to improve their 
skills (Grundy, Nazar, O'Malley, Mohrenshildt & Shedden, 2016; Sellberg, 2016; Schulz, 
Schneider, Fritz, Vockeroth, Hapfelmeier, Wasmaier, Kochs  Schneider, 2011).  Eye tracking, 
for example, has been used in simulators to help improve the procedural knowledge and skill of 
high-performance driving by measuring where users keep their gaze, as better drivers keep their 
focus on points further down the road (Van Leeuwen, De Groot, Happee, & De Winter, 2017). 
In education, researchers at the University of Colorado developed the Physics Education 
Technology (PhET) simulation.  More than 100 STEM computer-based simulations comprise 
PhET, allowing students to interact with chemistry, biology, and mathematical formulations that 
were once inaccessible to learners (phet.colorado.edu, 2018).  From the ancient usage in military 
strategies to modern surgical and engineering implementations, the evolution of the simulator 
has expanded the teaching of procedural knowledge for a vast array of disciplines. 
Digital Forensics 
Forensic science is the use or application of scientific knowledge for judicial and court 
purposes (Scientific Working Group on Digital Evidence, 2015).  Digital forensics involves the 
investigation of computer and digital device evidence for judicial and court purposes (Roussev, 
2017).  The field of digital forensics began in the late 1980s with work conducted through the 
Internal Review Service and the Federal Bureau of Investigation (Whitcomb, 2002).  In 2008, 
digital forensics was finally and formally recognized as a forensic science by the American 
Academy of Forensic Sciences (AAFS), the premier professional organization in the worldwide 
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forensic community (Goldberger, 2008).  The recognition of digital forensics as a scientific 
discipline was the first addition to AAFS in nearly thirty years (Field, 1998). 
Considerable development and expansion of digital forensic programs have occurred by 
academic institutions since its recognition as a scientific discipline (Jahankhani & Hosseinian-
far, 2014).  A growing interest in digital forensics is due to advancements in technologies and the 
increased use of such technologies in society.  This advancement in technology has also resulted 
in increased criminal activity related to technology (Choo, Smith, and McCusker, 2007). In their 
research, The Future of Digital Forensics: Challenges and the Road Ahead, Caviglione, Wendzel, 
and Mazurczyk described an “explosion of complexity” with regards to digital crimes (2017). 
These crimes include selling crime as a service (CaaS), Cloud intrusions, and manipulation of the 
IoT (Internet of things) devices.   
Increased illegal activity has produced the need for more and better-trained examiners in 
both the public and private sectors (Caviglione, Wendzel & Mazurczyk, 2017; Karie & Karume, 
2017; Karie & Venter, 2015; Vincze, 2016).  According to the United States Department of 
Labor, Bureau of Labor Statistics, there is an anticipated growth rate of 28% in the field of 
information security, which includes digital forensics through 2026 (Torpey, 2018).  As the need 
to train more investigators grows, the necessity of online education is also increasing 
(Gottschalk, Liu, Dathan, Fitzgerald, & Stein, 2005).  
Needs Assessments in Digital Forensics 
In 1999, the U.S. National Institute of Justice (NIJ) and the National Cybercrime Training 
Partnership (NCTP) jointly along with state and local law enforcement conducted a needs 
assessment of the expanding issues associated with electronic crimes (Stambaugh, Beaupre, 
Icove, Baker, Cassaday & Williams, 2001). Subject matter experts identified 126 digital forensic 
practitioners, police chiefs, and leaders from all 50 states for panel discussions and interviews.  
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Regional meetings were held where the practitioners discussed their specific needs and issues 
regarding electronic crime (Stambaugh et al., 2001).  The findings from these discussion groups 
and interviews revealed the top three issues in the field.  From the data collected, 89% (N=112) 
of respondents stated that a lack of adequate training was an issue; 96% (N=121) indicated there 
was a lack of personnel; 100% (N=126) reported a need for better equipment. The report listed 
no other categories beyond training, personnel, and equipment. 
In 2003, researchers at Purdue University conducted a needs assessment study of 
computer forensics.  The purpose of the study was to garner input on the most significant issues 
facing digital forensics and provide information to guide funding and research opportunities 
(Rogers and Seigfried, 2004).  Researchers solicited volunteers from academia (both professors 
and students), law enforcement practitioners, and civil practitioners through professional 
electronic forums and email listservs.  The researchers asked the participants one open-ended 
question, “List the five issues you consider to be the most significant issues in computer 
forensics” (Rogers and Seigfried, 2004).  There were 60 anonymous respondents with no 
demographic data collected.  
The reported issues were categorized into ten classifications: 
education/training/certification; technology; encryption; data acquisition; tools; legal/justice 
system; evidence correlation; theory/research; funding; and other.  The results were analyzed 
using descriptive statistics.  The respondents (N=60), provided 173 answers, with nearly three 
critical issues per person.  The most commonly included issue was 
education/training/certification, with 18% of the responses.  The technology category was 
included as 16% of the issues listed and had the second-highest response rate. In order of 
importance as ranked by the respondents: encryption, data acquisition, tools, legal/justice system, 
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evidence correlation, theory/research, funding, and others were the remaining categories. The 
two needs assessment findings (conducted by NIJ in 1999 and researchers at Purdue University 
in 2003) were consistent with the results of the 2001 study from NIJ.   It is significant to note 
that both education/training and data acquisition were each in the top four most critical issues 
surrounding digital forensics, suggesting a need for training in the area of data acquisition. 
More than a decade later, in 2016, researchers at the University of New Haven published 
a study to examine the current state of issues in computer forensics.  Their goal was to compare 
current issues with those identified in the 2003 Rogers and Seigfried study (Harichandran, 
Breitinger, Baggili & Marrington, 2016).    The University of New Haven researchers defined 
their needs assessment as, “A systematic process for determining gaps between the status quo 
and the desires of those within a community” (Harichandran et al., 2016).  To accomplish this 
assessment, they developed a survey instrument consisting of 51 questions, of which 28 were 
Likert-type, 13 were multiple-choice, 7 were multi-selection, 2 were open-ended, and 1 was a 
ranking question.  In contrast to the Rogers and Seigfried study, which consisted of a single 
open-ended question, the University of New Haven assessment asked more details on their 
survey, focusing on the demographics of the respondents and specific information regarding the 
areas of concern or issues in the computer forensic field.  Study participants were solicited 
through online professional forums.  From the solicitations, ninety-nine respondents 
(practitioners and researchers in the field) took part in the study.   
One question in the survey asked the participants to rank the ten classification categories 
utilized in the 2003 study by Rogers & Seigfried in order of critical need.  Consistent with the 
findings of Rogers and Seigfried (2003), Education/training/certification was ranked as the 
highest need.  Data acquisition was ranked as eighth of ten in terms of the highest need, which 
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was lower than the ranking it received in the 2003 Purdue Study, where data acquisition was 
ranked fourth. 
Over fifteen years from 1999 through 2015, three needs assessment studies in digital 
forensics were conducted: from the NIJ, Purdue University, and the University of New Haven.  
These three studies all emphasized the areas of critical need in the field of digital forensics, and 
each study included education/training, personnel, and equipment as a key need.  The NIJ study 
found training, personnel, and better equipment as the only three needs at the time; the Purdue 
study indicated that education, technology, encryption, data acquisition, and better tools as the 
top five needs at the time.  The 2016 New Haven study highlighted eight major needs, with 
education as the top need and data acquisition as the eighth most important need, tied with 
funding. These studies indicate that having highly trained experts has been a critical need in 
digital forensics for two decades.  Developing new training methods, such as the use of computer 
simulators, to provide specific training in critical areas, has the potential aid in addressing these 
needs.  
Drive Duplication Procedures 
The acquisition of data from a suspect’s computer, (i.e., copying of the hard drive),  is 
one of the primary functions in the digital forensic discipline, and two of the needs assessments 
identified data acquisition as a significant issue in the field (Rogers & Seigfried, 2004; 
Harichandran et al., 2016).  A primary tenet of digital forensics is to preserve the integrity of the 
original evidence (Alqahtany, Clarke, Furnell, & Reich, 2016). Ensuring the integrity of the 
original data is commonly accomplished through the creation of a duplicate (Srinivasan, 2013).   
Disk duplication is the process that creates a copy of all the available data from a storage 
device while maintaining the evidentiary integrity of the original information (Scientific 
Working Group on Digital Evidence, 2015).  All analytical work is then conducted on the copy 
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rather than the original.  The creation of an accurate reproduction is critical to the rest of the 
examination and the case itself (National Institute of Justice, 2004).  If the copy is corrupt or has 
incorrect data, the entire evidence set is tainted.  The process of duplication starts with the 
conceptual knowledge of hard drive interfaces: IDE, SATA, SCSI, and SAS, each of which has 
different connections and cables.  Successful duplication requires a conceptual understanding of 
each of the interface types, access to the various cables and connectors, and the procedural 
knowledge to correctly make connections to the duplication equipment and run the appropriate 
software. 
One of three main procedures should be followed to correctly acquire data from a hard 
drive (Brown, 2006; National Institute of Justice, 2004).   Method 1 involves removing the hard 
drive from the computer, if possible, and connecting it to a forensic disk-duplicating device that 
copies all data from the suspect’s drive to a file on a receiving destination drive.  This method is 
relatively straightforward, allowing for instruction to occur in a short timeframe.  Method 2 
employs a computer system with a hardware write-blocking device connected to it.  A write-
blocker is a piece of equipment that connects the suspect’s drive to the computer and prevents 
any alteration from occurring to the data on the drive.  The computer needs a destination drive 
connected to it, and specialized software is employed to copy the data.  Method 3 involves using 
the suspect’s computer itself to conduct the imaging.  The suspect’s computer is booted with a 
forensic Optical (CD or DVD) disc or USB device with a known destination drive attached.  The 
disc or the USB drive contains the specialized copying software. 
The procedural knowledge required to accomplish data acquisition includes trouble-
shooting skills, hardware basics, and specialized software usage (National Institute of Justice, 
2004).  Conceptual knowledge, while necessary, is not sufficient to handle the myriad of issues 
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potentially encountered when dealing with unknown computer configurations and electronic 
equipment (Kolhe & Ahirao, 2017).  What may work in a controlled laboratory setting may not 
work in an uncontrolled environment, and the method requires skills and abilities developed 
from repeatedly engaging in the process of copying drives. 
Teaching the three methods of disk duplication presents challenges in the face-to-face 
classroom, as it requires access to large quantities of specialized and often expensive equipment.  
Devices such as write-blockers and forensic duplicators have limited application outside the 
relatively small forensic community, resulting in a more premium price, which can make them 
unattainable by educational institutions (Digitalintelligence.com, 2019; Forensiccomputers.com, 
2019; Sumuri.com, 2019).   
In addition to equipment requirements, the time constraints of a typical class present 
challenges, as data acquisitions can take several hours for conventional hard drives.  Finding low 
capacity drives for forensic imaging to occur in the allotted class time is challenging to 
accomplish, as manufacturing of such drives has not occurred for a decade or more (Statista, 
2019). 
Another challenge to the hands-on classroom environment is building trouble-shooting 
issues into the practicum.  Having hard drives or cables fail on command is not typically 
possible, even though this can happen in real-world situations.  Periodically, in real drive 
imaging, examiners encounter bad areas on a hard drive, causing disruptions in the duplication 
process.  Method 1, described previously, often fails when this occurs, and different software 
programs used in Methods 2 and 3 can provide varying results.  The ability to intentionally cause 
bad sectors, and thus introduce problem-solving tasks, is a challenging feat to accomplish with 
physical classroom drives.   
15 
 
Teaching data acquisition skills in face-to-face instruction is challenging on multiple 
levels.  Therefore, other training methods are needed to overcome these challenges encountered 
with hands-on drive imaging. Training simulators provide an avenue for addressing these 
challenges.  Training simulators can reduce or eliminate equipment costs, can be run in 
compressed time to accommodate class schedules, and can expose the student to problem-
solving tasks, not readily available with real-world exercises. 
Summary  
Simulators have been used in a variety of technical fields to develop procedural 
knowledge.  Disciplines, such as medicine, engineering, computer science, law enforcement, and 
aviation, have used computer-based simulators to address the challenges of teaching procedural 
and strategic knowledge (Davidovitch, Parush, & Shtub, 2006; De Winter, Dodou & Mulder, 
2012; Duan & Lin, 2015; Holbrook & Cennamo, 2014; Zevin, Aggarwal, & Grantcharov, 2014).   
In digital forensics, training and education have been the most pressing need in the field 
for nearly 20 years (Rogers and Seigfried, 2004; Stambaugh, Beaupre, Icove, Baker, Cassaday & 
Williams, 2001; Harichandran et al., 2016).  Additionally, data acquisition has been identified 
and recognized as a major need in digital forensics for many years.  The results of three 
independently conduct needs assessments indicated that there is a demonstrated need for more 
trained examiners in the area of digital forensics with knowledge and skills in data acquisition 
(Rogers and Seigfried, 2004; Stambaugh, Beaupre, Icove, Baker, Cassaday & Williams, 2001; 
Harichandran et al., 2016).  Teaching procedural knowledge associated with data acquisition is 
challenging due to the variety of equipment needed, the instructional time required for data 
duplication, and difficulty in producing realistic equipment failures that typically occur with data 
duplication.   
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The use of a computer simulator may be an effective means to address the challenges 
associated with obtaining and utilizing specialized and expensive forensic hardware involved in 
forensic imaging, meeting the time limitations of face-to-face instruction, and creating authentic 
equipment failures.  A digital forensic simulator for hard drive imaging may be an effective 
means to teach procedural task knowledge and meet the field’s need for training.   
Statement of the Problem 
There is a growing demand for computer forensics education (Govan, 2016; Oparnica, 
2016; Scanlon, Du, & Lillis, 2017), primarily through online instruction (Buchanan, MacFarlane 
& Ludwiniak, 2010; Kessler & Haggerty, 2010; Tu, Xu, Wira, Balan, & Cronin, 2012).  In 
particular, there is a need for preparing computer forensic professionals with the procedural 
knowledge of data duplication (National Institute of Justice, 2004; Srinivasan, 2013). The 
equipment demands, as well as the ability to introduce trouble-shooting issues on-demand, 
presents challenges in face-to-face learning environments.  These challenges are exasperated by 
rapid changes in technology and the cost of equipment acquisition and maintenance.  Little 
research has been conducted on the effectiveness of computer simulations to teach data 
duplication for computer forensic professionals.   
Purpose of the Study 
 The purpose of this study is to examine the effectiveness of the Digital Forensic 
drive Imaging Simulator (DFIS) to teach the conceptual knowledge of hard drive data acquisition 
methods and troubleshooting skills, with the goal of impacting procedural knowledge. The DFIS 
was designed and developed over a 5-year period to simulate the processes and experience of 
drive duplication used in computer forensics to copy a suspect’s hard drive as part of evidence 
collection for a criminal case.  In addition, the outcome of this study will be useful in 
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determining the benefit of simulations in the digital forensic education and potential changes for 
how examiners in the discipline are trained and prepared for challenges in their career. 
Research Questions 
Question 1: How effective is Digital Forensic Imaging Simulator (DFIS) in developing 
law enforcement professionals’ knowledge of data acquisition as measured by Digital Forensic 
Imaging Knowledge Survey for Law Enforcement? 
Hypothesis 1: law enforcement professionals who receive training via the DFIS will score 
at the same level or better on the Digital Forensic Imaging Knowledge Survey for Law 
Enforcement than professionals who complete traditional data duplication training. 
Hypothesis 2: Law enforcement professionals’ conceptual knowledge will increase after 
receiving training via the DFIS, measured by the Digital Forensic Imaging Knowledge Survey 
for Law Enforcement. 
Conceptual Framework 
Development of knowledge through the use of training simulators is rooted in 
constructivism, include (Dewey, 1938; Kaput, 2018; Kolb, 1984, Vygotsky, 1930-1934/1978): 
a. Students’ knowledge is formed by building on prior and current 
knowledge and skills 
b. Students actively engage in their learning through skill development in 
role-playing and simulations 
c. Students regularly reflect on and scrutinize their own progress to adapt 
their learning strategies 
Constructivism is an umbrella philosophy for many learning theories (Rooney, 2012).  
Related to simulations, the following theories provide an understanding and foundation for 
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increased learning outcomes, situated learning, problem-based learning, and experiential 
learning. 
Overview of Research Methods  
To examine the effectiveness of DFIS, a comparison study was designed.  DFIS was 
compared to traditional hands-on training to teach data imaging knowledge and skills.   
Using a quasi-experimental research design, one-half of the participants were assigned to 
the experimental group and received training via the DFIS.  The other half of the participants 
were assigned to the comparison group and received training via the traditional hands-on 
approach commonly used in the field.   
The study was conducted at the 2019 annual training event of an international digital 
forensic law enforcement training and certifying organization.  The participants in this study 
were law enforcement officials (sworn and non-sworn) from 30, primarily European, countries. 
Forty-seven (N=47) law enforcement professionals who attended the European two-week 
training event comprised the sample for this study. 
Before the training, each participant in the experimental and comparison groups 
completed the Digital Forensic Imaging Knowledge Pre-test Survey for Law Enforcement. After 
completing the training, each participant in the experimental and comparison groups was given 
the Digital Forensic Imaging Knowledge Post-test Survey for Law Enforcement.  The scores 
were compared to measure the effectiveness of the DFIS in developing procedural knowledge in 
data duplication. 
Definition of Terms 
Digital Forensics: Involves the investigation of computer and digital device evidence for judicial 
and court purposes (Roussev, 2017). 
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Drive Duplication: Is the acquisition of data from a suspect’s computer, i.e., copying of the hard 
drive,  is one of the primary functions in the digital forensic discipline, and two of the needs 
assessments raised data acquisition as a significant issue in the field (Harichandran et al., 2016; 
Rogers & Seigfried, 2004). 
Forensic Science: Is the use or application of scientific knowledge for judicial and court 
purposes (Scientific Working Group on Digital Evidence, 2015).   
Fidelity: Is the degree that the appearance and behavior of the match the real-world environment 
(Farmer, Van Rooij, Riemersma, Joma & Morall, 1999).  Fidelity can be referred to as high if the 
real-world is well reflected, or low if the real-world is not accurately represented. 
Serious Games: Involves instruction but may do it through competitive challenges, imaginative 
environments, or other fictional narratives (Egenfeldt-Nielsen, 2006; Loh, 2009; Rieber, 1996). 
Simulator: “A simulator is an abstraction of reality” (‘UCF Simulation & Training: What is 
simulation?’, 2014).   There are several types of simulators; however, for this type of training, a 
virtual simulator is a computer-based imitation that focuses on specific aspects of the reality of 
the tasks presented with the intent to provide a training environment. 
Write-Protection: is also known as write-blocking, involves using software or hardware to 
prevent the alteration of data to occur.  The program or hardware device is utilized to protect the 
integrity of original evidence data and not allow permanent changes, which could impact or 
invalidate the acceptance as part of a judicial procedure.  
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 LITERATURE REVIEW 
The purpose of this research study was to examine the effectiveness of a digital forensic 
training simulator designed to develop procedural knowledge in hard drive acquisition.  Since 
procedural knowledge is built on a foundation of conceptual knowledge and experiences, the 
study sought to answer the question, “Is the DFIS effective in developing law enforcement 
professionals’ knowledge of data acquisition?”  This chapter provides a review of the research 
literature on the relationship between the learning theories and simulations, the use of training 
simulators, and includes comparisons of the use of simulators to traditional training methods, 
demonstrates increases in procedural knowledge, and provides additional information about that 
the learner not otherwise available. 
Literature Review on Learning Theories and Simulators 
While learning through simulation training can occur through a variety of means, 
constructivism, however, best encompasses knowledge development through situated, 
experiential, and problem-based learning (Rooney, 2012).  In general, the fundamental tenet of 
constructivism is that a student must develop his or her knowledge independently, which cannot 
merely be imparted by a teacher (Slavin, 2006). Piaget’s view on learning involved the concept 
that knowledge is acquired when students discover or experience incongruities between their 
prior knowledge and a new result (Piaget, Gruber, Vonèche, 1995). According to this view, the 
development of knowledge occurs as a result of the change, the adoption of organizational units, 
or schemata (Wadsworth, 2006). In Vygotsky’s opinion, learning can occur when the student is 
actively at the center of the process (Vygotsky, 1930-1934/1978).  Training simulators provide 
an active environment for users to attach personal meaning to the connections between their prior 
knowledge and the newly encountered virtualized experiences (Rooney, 2012). 
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Much of the constructivism theory was developed around child development, but can also 
apply to adult learning as well (andragogy) (Tomei, 2010).  Andragogy relies on four main 
assumptions, the adult learner as self-directed, the adult learner is ready to learn based work, 
relationship or interest needs, the adult learner has an accumulation of prior knowledge and 
experience to draw from, and the adult learner is seeking to address an immediate problem or 
need (Knowles, 1972). These assumptions apply to not only working adults but higher education 
students as well (Clapper, 2010).  These assumptions relate to training simulations in that the 
virtualizations allow for independent, self-directed work, address a professional work-related 
application, allow for an application of prior knowledge to solve problems, and can offer an 
immediate benefit to a required task. 
Constructivism encompasses many learning theories; however, three such theories appear 
to apply to simulation training appropriately.  These theories are situation learning, problem-
based learning, and experiential learning.  Each of these postulations addresses different 
knowledge-building aspects of the computer-based training simulations. 
Situated learning theory puts forth that situations, activities, and context are essential 
components of effective development of knowledge (Brown, Collins & Duguid, 1989).  Meaning 
is drawn from the context of the social and learning environment (Lave & Wenger, 1991).  
Brown et al. (1989) also stated the though conceptual knowledge may be acquired through other 
means, that does not necessarily imply that the procedural knowledge is acquired as well.  
Situated learning bridges the conceptual and procedural knowledge (Rooney, 2012).  
This type of learning is well suited for specific tasks and projects, as they are situated in a 
unique domain.  Simulators are written for unique domains and provide excellent opportunities 
for situated learning.  Training simulators allow users to participate in specific situations, and in 
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some instances, allow for interaction with others immersed in the virtual world.  One criticism of 
situated learning is the transfer of knowledge from the simulated-world to the real-world may be 
limited and would not apply to new contexts (Rooney, 2012).  While this may be true for some 
areas of inquiry, training simulators are designed for specific contexts, and it is not necessarily 
expected that what is learned would apply in another context.  What is learned from a coronary 
surgical simulator is not designed to transfer directly to other surgical tasks.  However, there 
should be a transfer to real-world coronary surgical situations. 
Problem-based learning development was credited to work at McMaster University 
medical school in the late 1960s (Degraaff and Kolomos, 2007; Rooney 2012).  The central tenet 
of this theory rests on students developing knowledge through active participation in problem-
solving engagement.  The curriculum is built around solving various problems requiring critical 
thinking.  Knowledge is then constructed through the skills and understanding used to solve the 
task (Rooney, 2012).  Simulations are typically designed to teach complex skills and introduce a 
variety of new challenges to overcome through critical thinking. 
Tennyson, Thurlow, and Breuer (1987) demonstrated that this concept, through an 
empirical study of a problem-oriented simulator.  They developed the Minnesota Adaptive 
Instructional System (MAIS), to demonstrate the relationship between critical thinking and 
knowledge development.  This design included complex challenges requiring multiple choices, 
high-fidelity environments or meaningful interpretations, reflection-based evaluations, positive 
and negative consequences, and continuous development tasks (Tennyson, Thurlow & Breuer, 
1987).  The study participants demonstrated higher-order thinking improvements and increased 
cognitive processes. 
23 
 
Simulators can provide the appropriate problem-based learning environment because they 
can be programmed with a variety of complex trouble-shooting tasks.  These decision-making 
opportunities cannot typically be replicated in the real-world classroom.  New scenarios and 
challenges can be incorporated to continue critical thinking, rather than simply provide drill and 
practice routines. 
Experiential learning was theorized by Kolb (1984), who had identified four distinct 
stages.  These stages are cyclical and form the process where knowledge is built through 
experiences and include experiencing, reflecting, thinking, and acting (Kolb & Kolb, 2018).  
Over the twenty-five years, after Kolb developed this theory, new key understandings were 
identified, which enhance the four stages.  There are eight of these keys described by Kolb and 
Kolb (2018). 
“1. Learning is an endlessly recurring cycle not a linear process. 
2. Experiencing is necessary for learning. 
3. The brain is built for experiential learning. 
4. The dialectic poles of the cycle are what motivate learning. 
5. Learning styles are different ways of going around the learning 
cycle. 
6. Full cycle learning increases learning flexibility and 
development. 
7. Teaching around the learning cycle. 
8. The learning cycle can be a rubric for holistic, authentic 
assessment." (p. 8) 
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Simulations provide the experience for knowledge development, as described by Kolb 
(1984).  Since they are often designed for repeated use, they can offer opportunities for reflection 
to build on the previous attempt.  As described with problem-based learning, simulators allow for 
critical thinking when encountering challenges.  Simulators provide the outlet for an activity to 
occur and not just contemplated.  All four stages can be met through simulation (Poore, Cullen & 
Schaar, 2014). 
Constructivism theories, situated learning, problem-based learning, and experiential 
learning all contribute the framework for understanding how users of training simulators acquire 
knowledge and develop skills.  Simulators provide active learning opportunities to build on prior 
knowledge and experience, give authentic situational environments with which to experience and 
reflect. They encourage higher-order thinking through trouble-shootings and challenges.  The 
understanding of this framework is beneficial for not only analyzing the learning outcomes of 
simulator users but also for the design of the simulator itself, to ensure the necessary attributes 
are incorporated to aid the construction of knowledge. 
Literature Review on Studies in Digital Forensic Simulators 
Initial literature searches were conducted for studies related to the use of training 
simulators in any area of digital forensics; however, very limited research was discovered.  This 
may be due to the fact that digital forensics has only been a recognized scientific field since 2008 
(AAFS), and educational institutions have recently begun developing programs (Jahankhani & 
Hosseinian-far, 2014).  As an emerging field, funding in digital forensic is directed primarily to 
practice and not toward research (Luciano, Baggili, Topor, Casey & Breitinger, 2018).  From the 
search, three articles were noted, which included a simulator evaluation, a paper on the proposed 
benefits of simulators in digital forensics, and a paper of gamifying digital forensic training.  
This search demonstrated the lack of substantive research in training simulators in the field. 
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  The one research study that was discovered in the search featured the evaluation of a 
training simulator related to digital forensics.  This particular simulation involves the collection 
of physical, digital evidence at the crime scene, for example, computers, USB flash drives, 
DVDs, and printers (Conway & Gladyshev, 2015).  In this study, the training simulator was 
evaluated by six law enforcement officers from a country outside the United States with varying 
levels of experience with computers and digital evidence.  The authors did not provide the 
country of origin for the participants, other than to describe it as “a developing country.”  The 
officers received lecture education and instruction on installing and running the simulator. Their 
goal in the simulation was to evaluate the crime scene and collect what they determined to be 
relevant evidence.  Upon completion of the task, the officers answered a 20-question survey on 
the simulator program.  The survey questions were categorized into three groups.  The groups 
included user interaction, educational value, and technical aspects.  The survey also utilized a 5-
point Likert style questionnaire, with 1 equaling “Not at all” and 5 equaling “Absolutely”; 
however, the questions asked were not provided. The article provided several graphed findings, 
but not the actual numbers, statistics, or findings.  A search for any updates to this simulator did 
not reveal new versions or data at the time of this writing. The authors included comments from 
the trainers of the Virtual Crime Scene Simulator (VCSS), stating, “VCSS was very useful for 
reinforcing the theoretical concepts presented to the students” (Conway & Gladyshev, 2015, 
p.25).  This comment points to the development of procedural knowledge but does not provide 
any direct evidence to this fact.    
The initial search focused on recent research, due to the newness of the field and the 
technological advances; however, when expanding the date range to articles prior to 2010, a 
presentation paper was found, from 2009, whose authors proposed the use of training simulations 
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in digital forensics.  Members of the UK’s Open University were considering the use of 
simulations in digital forensics utilizing Second Life, a virtual world (Crellin, Adda, Duke-
Williams, & Chandler, 2011).  Second Life is an online virtual world developed in 2003 that 
allowed users to create and participate in personalized destinations (Linden Lab Press Release, 
2013). Their proposed practice involved using different simulation scenarios, including 
computerized computer seizure and mock trials.  On the computer simulators, they were using 
Second Life to set up scenarios.  Inside the virtual world, the participants could theoretically 
collect and examine digital evidence.     
The simulations were tested in the university courses for two years, and feedback was 
collected from both cohort classes.  Feedback values were provided from both cohorts under the 
heading of Content, Interesting, Delivery, and Enjoy.  The authors failed to provide context for 
the values given, the number of participants, or the survey questions asked.  No apparent 
research was conducted on the effectiveness of using training simulations in Second Life, as the 
presentation was centered merely on the concept of its use.  No further research on this work was 
found.  Second Life has been plagued with corporate issues for several years associated with the 
owners, Linden Labs (Maiberg, 2016).   These problems impacting the program may be the 
reason why there were no further developments with this simulator. 
In 2014, researchers from Middle Georgia State University published an article in the 
Information Systems Journal entitled “Development of Serious Games for Teaching Digital 
Forensics” (Yerby, Hollifield, Kwak, & Floyd, 2014).   In the article, Yerby et al. (2014) 
addressed gamification in the digital forensics field and discussed the development of a game-
based learning environment. Yerby et al. reasoned that gamification promoted a more interactive 
classroom environment and would encourage student involvement in the learning process (2014). 
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The primary goal of the game Yerby et al. (2014) designed was to provide a learning 
environment for users to learn digital forensics.  The game design allowed users to go through 
the entire process of examination of digital evidence, from evidence collection through data 
analysis.  The game consisted of a 3D environment where players took the role of investigators.  
In the game, players made decisions to collect potential items of evidence, leave the items, or 
examine them.  Feedback was given throughout the process, allowing the players to backtrack 
and make revisions.  The players moved through the process of data preservation and then 
analysis, receiving feedback along the way.  When the final investigative report was completed 
and submitted, the game was concluded.  Yerby et al. (2014) did not indicate whether this digital 
forensic game was fully developed, and no additional information was available from the 
university.   
Forensic science television programs, such as CSI and NCIS, have greatly increased 
interest in the field.  Consequently, to introduce related topics to K-12 students, serious games 
have been developed.  An example of this is a series of games and exhibits, based on CSI, found 
at http://forensics.rice.edu, and another is found at http://stem-works.com/subjects/3-
forensics/activities.  Serious games are typically defined as gaming environments with 
educational skills, training, or assessment goals (Chen & Michael, 2006).  However, the design 
of these websites is to expose students to the scientific principles used in forensics and not to 
train examiners in the processes. 
The review of the research literature about digital forensic training simulator 
effectiveness yielded few studies.  That is, there is little existing research on the use of training 
simulators in digital forensics.  Absent from the research literature were studies about the use of 
training simulators in digital forensics to develop procedural knowledge, nor were there studies 
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that compared the effectiveness of digital forensic simulators in comparison to traditional 
training methods.  This is likely due to a limited use of simulators in digital forensic training. 
Because of the lack of research studies on digital forensic simulations, the parameters of the 
literature search were expanded to include other fields that utilize simulators to teach procedural 
knowledge.  This expansion of the research literature review focused on stimulator usage in 
technical disciplines and criminal justice fields. 
Review of Research on Training Simulator Usage in Engineering, Medical Services, and 
Law Enforcement 
Since the search for relevant documented research in the domain of digital forensics was 
relatively unproductive, to gain knowledge on the potential benefits of computer simulators, I 
conducted a review of the research from related fields.  These fields included engineering, 
medicine, and law enforcement. As training simulators have been utilized for years in these 
disciplines, there has been published research on the effectiveness in the respective fields.  The 
search revealed content analysis and meta-analysis conducted across multiple disciplines, which 
examined the effectiveness of simulator-based training. 
Content and Meta-Analyses of the Effective Use of Simulations in Training 
A content analysis from 2012 was identified, which directly addressed the comparison of 
simulator training and traditional training.  This particular research has demonstrated the success 
of utilizing training simulators regarding learning outcomes (Rutten, Wouter, Van Joolingen, & 
Van der Veen, 2012).  Rutten et al. (2012), posed two research questions in order to conduct 
their review of simulator effectiveness.  The first research question was, “How can traditional 
science education be enhanced by the application of computer simulations?” The second 
question was, “How are computer simulations best used in order to support learning processes 
and outcomes?” This group of researchers conducted a content analysis of science-related 
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research that contained the terms “computer simulation” or “interactive learning environment,” 
published from 2001 to 2010.  Their initial searches yielded 510 studies; however, after scrutiny, 
an exclusion criterion was set, and this reduced the set to 51 journal articles.  Exclusions were 
made based on six criteria (i.e., age of participants, educational focus, learning outcomes, 
discipline focus, type of research, and research design). The age of the participants in each 
student was a determining factor.  Only studies where the participants were 12 to 20 years of age 
were included, as Rutten et al. determined these are the formative years for the development of 
scientific knowledge. They did not include their basis for this determination.   
The study had to be educationally-related to be included in the content analysis.  
Learning outcomes were critical to the content analysis, and if learning outcomes were not a part 
of the research article, then it was not be included. Another exclusion criterion was the field 
associated with the study.  Research in non-STEM related fields was removed from the content 
analysis as this was outside the scope of their area of interest.   
Quantitative research was included, but qualitative research was not; as measured 
increases in knowledge or skills were the intent of the research.  Research studies that simply 
provided design details or were otherwise subjective in nature were not part of the content 
analysis.  Only experimental and quasi-experimental design studies were included. 
Computer simulations and computer modeling are closely related, and the terms may be 
used interchangeably in some contexts; however, for the research, if the authors’ description 
pointed more to developing a model or the usage of a model, then the articles were excluded.  
The focus of the content analysis was on the educational benefit of a training simulator, not on a 
simulation forecasting model, such as used in climatology or finance.  The final criterion was 
that only articles published in ISI Web of Knowledge registered journals were included.  The ISI 
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Web of Knowledge database, now known as the Web of Science, is a searchable collection of 
thousands of selective peer-reviewed journals (Web of Science Group, 2020). The intent was to 
include in the analysis articles of similar levels of quality.   
Of the 51 resultant articles included in the content analysis, 48 had quantitative results or 
methods, and three were reviews of empirical studies.  Rutten et al. (2012) further divided 
articles into four categories. The categories were articles that: measured the enhancement of 
traditional instruction with simulations, had a comparison between different kinds of 
visualizations, had a comparison of different types of support, and focused on classroom settings 
and lesson scenarios.  Some studies were included in more than one of the categories. 
Seventeen studies measured learning outcomes to compare traditional teaching methods 
with using a simulator as an alternative or supplemental instructional tool to hands-on activities.   
Among these seventeen studies, there were 3,445 participants; and seven of these studies 
calculated a Cohen’s d effect size.  The effect sizes ranged from 0.06 (very small) to 1.54 (very 
large).  The remaining ten studies were not suitable to conduct the effect size calculation.  
Answering their research questions, Rutten et al. (2012) reported:  
“With respect to the use of simulations as enhancement or replacement of traditional 
means of testing the results are unequivocal: simulations have gained a place in the 
classroom as robust additions to the repertoire of teachers, either as an addition to 
available traditional teaching methods or as a replacement of parts of the curriculum. 
All reviewed studies compare conditions with or without simulations report positive 
results for the simulation condition for studies in which simulations were used to replace 
or enhance traditional lectures.” (Rutten et al., 2012 p. 150-151) 
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This content analysis provides context for the effectiveness research of DFIS.  The results 
from the content analysis conducted by Rutten et al. (2012) are indicative of the value towards 
increased learning outcomes from training simulators, either as a supplement to traditional 
training or as a replacement.  This analysis provides supportive data for the utilization of the 
training simulators in situations where hands-on activities are not possible in the classroom, as 
they can be effective replacements (Rutten et al., 2012). 
Gegenfurtner, Quesada-Palleres, and Knogler (2014) conducted a similar meta-analysis 
study of 15 articles published from 1993-2012.  The premise of this study was to identify if 
digital simulation training was effective in increasing adult learners’ self-confidence in the 
subject matter and in the development of procedural knowledge. These 15 research studies were 
on the use of digital simulations and their impact on learning outcomes (Gegenfurtner et al., 
2014).  The population size of the included studies was 2,274 participants.  Gegenfurtner et al. 
set five criteria for inclusion.  First, only studies that reported effect size (r) or data where the 
effect size could be calculated were included.  This allowed for a comparison of the impact of 
simulator training.  The second criterion was that the research had to report data on individuals, 
not solely on groups. Since the analysis included the study of self-efficacy, individual results 
were necessary.  Due to the premise of the study, only research on adults was included in the 
analysis (the third criterion).   The fourth criterion was the research had to utilize objective 
performance measures of transfer of knowledge to skill.  Studies that included self-reporting or 
other subjective measures were excluded.  The final criterion was the date range for the 
published articles, 1993-2012.  Studies published prior to 1993 were excluded. 
Each of the 15 studies (N=2,274, M=151.60, SD=83.89), utilized digital simulators in 
some fashion and measured procedural knowledge transfer.  This meta-analysis study tested six 
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research hypotheses, and all centered on self-efficacy and transfer of knowledge.  The six 
hypotheses were: 
Hypothesis 1: Self-efficacy and transfer of training are positively correlated in digital 
simulation-based training environments. 
Hypothesis 2: Social characteristics moderate the relationship between self-efficacy and 
transfer of training in digital simulation-based training environments. 
Hypothesis 3: Narrative characteristics moderate the relationship between self-efficacy 
and transfer of training in digital simulation-based training environments. 
Hypothesis 4: Adaptivity characteristics moderate the relationship between self-efficacy 
and transfer of training in digital simulation-based training environments. 
Hypothesis 5: Multimedia characteristics moderate the relationship between self-efficacy 
and transfer of training in digital simulation-based training environments. 
Hypothesis 6: Assessment characteristics moderate the relationship between self-efficacy 
and transfer of training in digital simulation-based training environments. 
Since each of the individual studies included correlation coefficients of self-efficacy and 
transfer, a mean correlation coefficient (r) was calculated and corrected for sampling error, 
resulting in an r value=0.34. The range of the individual correlations was from 0.05 to 0.53.  The 
correlation result indicated a weak to a moderate positive relationship between the use of digital 
simulators and the transference of knowledge. These results support the first hypothesis, “Self-
efficacy and transfer of training are positively correlated in digital simulation-based training 
environments.” These findings suggest that the use of a digital forensic imaging simulator is 
likely to have a positive effect on the development of procedural knowledge and self-confidence 
among adult learners. 
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The remaining five hypotheses (2-6) dealt with specific characteristics of a digital 
simulator, including social (2), narrative (3), adaptivity (4), multimedia (5), and assessment (6) 
characteristics, and their moderating effect on self-efficacy.  The results of this meta-analysis 
showed that social, narrative, and multimedia characteristics of simulations had little impact on 
self-efficacy.  Adaptivity or user control did moderate for self-efficacy, as stated in hypothesis 4.  
The analysis indicated that the less control and challenge that was encountered, the lower the 
self-efficacy and transfer.  This is noteworthy with regard to the design and development of the 
training simulators.  Finally, hypothesis 6 dealt with the moderate effect of assessment on self-
efficacy and transfer.  In this case, the self-efficacy increased when feedback was provided after 
the training.  Interestingly, the increase was greater when the feedback was given after the 
simulation instead of during the training, or both during and after the exercise.  This result also 
has important implications for training simulator design and development.  
The content analysis of the research studies comparing the effectiveness of science 
education computer simulators versus traditional training on learning outcomes (Rutten et al., 
2012)  and the meta-analysis of research on the effectiveness of training simulators 
(Gegenfurtner et al., 2014) indicate that training simulators in science and technical fields 
positively impact learning outcomes, increase self-efficacy, and transfer to skills.  Both studies 
provide a comprehensive analysis of studies during similar time ranges (2001-2010 and 1993-
2012) and yielded similar results about the effectiveness of training simulators.  The results of 
the studies support the use of training simulators to develop procedural knowledge among users. 
Effective Use of Simulations in Engineering 
In 2006, Davidovitch, Parush & Shtub published their research study on the use of an 
engineering project management simulator.  The study showed the effectiveness of using a 
simulator for training that incorporated an interactive environment, dynamic problem solving, 
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reflection opportunities, and realism eliciting an emotional response (Davidovitch, Parush & 
Shtub, 2006).  Davidovitch et al. (2006) conducted their research with 98 fourth-year engineering 
students enrolled in a project planning and management course at a Middle-Eastern university.  
The study utilized a project management training simulator. None of the students had previous 
project planning or project management training.  The simulator recorded the history of student 
activities.  This feature allowed the students to reflect on their past actions and could influence 
future decision-making when attempting the simulations again. Additionally, the simulator was 
programmed with an “undo” feature so that users could step back and repeat their activities to 
make alternative decisions.  The history feature, when enabled, was set to either automatic or 
manual recording.  The “undo” feature could either be turned on or off.  Both of these features 
were controlled by the researchers and not the students.  
The 98 students, both male and female, ranging from 18-35 years in age, were divided 
randomly into five groups.  Group 1 (N=17) used the simulator with automatic history recording, 
and the “undo” feature turned on, and group 2 (N=19) used the simulator with automatic history 
recording, and the “undo” feature turned off.   Group 3 (N=21) used the simulator with manual 
history recording, and the “undo” feature turned on, and group 4 (N=20) used the simulator with 
manual history recording, and the “undo” feature turned off.  The fifth group (N=21) had no 
history recording at all.   All participants received the same skills training and testing on the 
process of project management and with the use of the simulator.  As a motivator for the 
students, the simulator calculated the earned profit on the assigned project to be managed.  The 
students’ final course grades included factoring on the achieved profit margins. 
Data were analyzed with t-tests and ANOVA, and the results demonstrated that the 
manual history mechanism combined with the “undo” feature compared to the manual history 
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without the “undo” had a positive influence on the calculated profit outcomes (F=6.4, df=18, 
p<.05).  Additionally, the mean profit of the manual history without the “undo” group was 
statistically significantly higher than the mean profit automatic history without the “undo” group 
(t=6.6, p=.05). These results showed that utilizing the computer simulation with reflective 
opportunities and student decision-making opportunities led to higher levels of learning as 
measured by the calculated profit outcomes in the simulation. 
This study shows the benefits of simulator training as either a supplement to or in place 
of the traditional training, the features that can be programmed into the simulator which are not 
available in the real-world, (e.g., the “undo” feature), provide important learning opportunities 
otherwise not possible. This study also demonstrated that procedural knowledge transfer could 
occur by training students in one scenario and then measuring their abilities in an unknown 
scenario. 
Coller & Scott (2009) examined the effectiveness of computer-based training compared 
to traditional methods in a mechanical engineering course.  The purpose of the study was to 
examine how well student learning via a computer simulator impacted their ability to transfer 
conceptual knowledge of the computational formulas to solve real issues.  The participants were 
undergraduate mechanical engineering students enrolled in one of two simulator-based numerical 
methods courses (N=38) and undergraduate students enrolled in one of five traditional numerical 
methods courses (N=48).  Two of the traditional courses were taught at the same university as 
the simulator-based course; the other three traditional courses were taught at a neighboring 
university.  The traditional courses employed textbooks and instructor lectures and instructional 
methods. 
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The simulator for the computer-based training course was developed specifically for this 
course but was based upon the open-source car racing game simulator Torcs (Wymann, 2016).  
In this simulation, the car sits on the track but has no steering wheel, brakes, gearshifts, or 
accelerator.  The students must program it in order to make the car move, steer, and stop.  This 
requires incorporating computational methods into the coding in order to race the vehicle around 
the track during a competition at the end of the semester. 
To measure the learning differences between the two-course types, a concept mapping 
assignment was given near the end of the semester.  Students received training in concept map 
construction and were instructed to list words associated with numerical methods, including 
action words, facts, concepts, ideas, relationships, and observations.  To develop their concept 
map, students were then to identify primary topics and relationships.  This mapping was used to 
determine their learning outcomes. 
The concept maps were scored by two tenured professors, one of whom had no 
involvement in the study.  The two scorers developed their own concept maps of what they 
considered to be undergraduate level maps to compare against what the students developed.  The 
concepts and connections the scorers came up with were listed and awarded point values.  
Different levels of complexity received weighted scoring.  The depth and breadth of the map 
were used as indicators of understanding.  Four levels of measurement were identified: the 
number of primary topics, the number of numerical methods used with the primary topics, the 
number of defining features, and the number of connections.  
Independent t-tests were conducted comparing mean scores from the two groups.  No 
statistically significant difference was noted between the simulator students and the traditional 
students for the measurement of identified primary topics (p = 0.298), and the measurement of 
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numerical methods used (p = 0.728).  Statistically, significant differences were identified for the 
number of defining features (p < 0.001), and the number of connections (p < 0.001).  These 
results indicate that the simulator-trained students identified more relationships between the 
primary topics and more features regarding the topics, thus demonstrating deeper levels of 
knowledge than the traditional group. 
This study also demonstrates both the transfer of knowledge from conceptual knowledge 
to procedural knowledge.  The development of procedural knowledge was demonstrated through 
students' ability to successfully program the car to race around the track.  The students utilized 
their conceptual knowledge to perform the task of programming the car to move in the 
appropriate manner.   The students also exhibited the benefits of simulator training over 
traditional training methods by demonstrating deeper levels of conceptual knowledge after the 
semester course. 
Effective Use of Simulators in Medical Training 
While the Rutten et al.,  (2012) content analysis and the Gegenfurtner et al., (2014) meta-
analysis studies examined research for a variety of STEM domains, Cook, Hatala, Brydes, 
Zendejas, Szostek, Wang, Erwin & Hamstra (2011) conducted a meta-analysis of research 
studies in medical training fields.  These included medical areas such as surgery, nursing, 
obstetrics, anesthesia, and dentistry.  Their article identification strategy began with database 
searches and reference list analyses.  The initial result of potential articles yielded nearly 11,000 
studies. However, after eliminating non-medical research, non-original work, non-technology-
based simulator work, non-comparative work, and duplicates, 609 research articles with 35,226 
participants in total were identified for the meta-analysis. The studies were categorized by 
research design:  2-group posttest-only (N=110), 2-group pretest-posttest (N=94), and 1-group 
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pretest-posttest (N=405).  Cook et al. (2011) developed five categories of studies from which to 
conduct their analyses; each is described and reported. 
The first categorization utilized in the analysis was the intended change domain.  In 118 
studies (8,585 participants), the intent was an increase in content knowledge.  The calculated 
pooled effect size was 1.20 (95% CI, 1.04-1.35; p<.001).  There was a high rate of 
inconsistencies across the studies, and three studies reported negative effect sizes, indicating that 
the simulations negatively impacted the learning outcomes.  The remaining 115 studies had 
positive effect sizes, indicating the beneficial impact of the simulator training on learning 
outcomes. 
The second categorization was time skills (N=210), where the time to complete scores 
were compared across and within participants. The pooled effect size was 1.14 (95% CI, 1.03-
1.25; p<.001).  Again, there were high inconsistencies with ten studies reporting a negative effect 
size. Two-hundred studies reported positive effects size, indicating an improvement in the time-
based skills assessments.  These results suggest the effectiveness of simulator-based training in 
increasing procedural knowledge and skills. 
The third category of studies was process skills (N=426), which measured performance 
on a single process.  The pooled effect size was 1.09 (95% CI, 1.03-1.16; p<.001).  While there 
were still large inconsistencies across the studies, 419 studies reported positive effect sizes.   
Only 7 of the 426 studies reported negative effect sizes, and Cook et al. (2011) identified 
methodological problems in all seven studies.  These results are indicative of the effectiveness of 
the simulator-based training to increase procedural knowledge and skills, as task performance 
was a part of the measure. 
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Product skills (N=54) was the fourth category of studies identified.  This category 
examined what was produced and the quality of what was produced from the task. The pooled 
effect size was 1.18 (95% CI, 0.98-1.37; p<.001).  Again, there were inconsistencies in the 
studies, yet 44 reported positive effect sizes.   Ten studies reported negative effect size, ranging 
from -0.09 to 6.24.  Although one study demonstrated a negative effect size; it also found 
positive interactions with other skill outcomes.  These results also suggest the effectiveness of 
the simulator-based training to increase procedural knowledge and skills, as task performance 
and the quality of the performance was measured. 
The fifth category of studies was behavior (N=20), which examined changes in behaviors 
during patient care.  The effect size was not as dramatic as with the categories, (0.79;95% CI, 
0.47-1.10; p<.001) and a reported range of -0.24 to 5.6.  Seventeen of the studies showed 
positive effects sizes. Three of the studies reported negative effects sizes, indicating that 
simulator training had a negative impact on patient care. 
As stated by Cook et al., “Technology-enhanced simulations, in comparison with no 
intervention or when added to traditional practice, were with only rare exceptions associated with 
better learning outcomes” (2011, p 985).  This meta-analysis demonstrates the effectiveness of 
simulator-based training in developing procedural knowledge and providing benefits beyond the 
traditional training methods in medical fields. 
At the time that Cook et al. (2011) were conducting their meta-analysis, Bonnetain, 
Boucheux, Hamet, and Freysz (2010) conducted a medical study in which a patient cardiac arrest 
simulator was used to train 28 volunteer medical school students at the University of Burgundy 
in Dijon, France.  This study used a high-fidelity simulation trainer for cardiac arrest treatment.  
Simulator fidelity refers to the degree that the appearance and behavior of the simulation match 
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the real-world environment that is being simulated (Farmer, Van Rooij, Riemersma, Joma & 
Morall, 1999).  The degree of fidelity, or realism, can have an impact on learning outcomes 
(Parker and Grech, 2018). 
The 28 volunteers were in their second year of medical school.  The participants were 
randomly assigned to either the experimental group (N=14) or the control group (N=14) to learn 
their skills training.  Participants in both groups were provided a pre-test to measure prior 
knowledge and experience in dealing with medical emergency cardiac arrest treatment.  The 
control group participated in traditional classroom activities, which included lectures and 
practical exercises with plastic mannequin models.  Once the control group completed their 
training,  they then entered a test phase utilizing a patient simulator, entitled SimMan, which was 
developed by Laerdal Medical.  The patient simulator was an anatomically correct mannequin 
with embedded electronics for simulating realistic vital signs, and medical conditions 
(Laerdal.com, 2019).  The experimental group also received the same lectures but received their 
skills training through a computerized screen-based simulator.  This simulator required the 
students to manage the care of a virtual patient, and it provided feedback on the decisions made.  
Both groups received the same number of practice exercises, either computer-simulated or 
hands-on with the mannequin.   
After completing the computer-based training, the experimental group went through the 
same testing procedure as the control group, utilizing the SimMan simulator.  The students, both 
control and experimental, were tested individually and instructed not to share information about 
the test with other participants.  They were each given the same scenario and a patient treatment 
plan to carry out, with the patient simulator in a treatment room.  The participants were video-
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recorded and scored based on their treatment actions and the results.  The reviewers could award 
a maximum of 23 points.   
Calculations of the means, standard deviations, and percentages were completed for both 
groups, as well as an analysis of variance (ANOVA).  The experimental group had a mean score 
of 16.21, SD=2.11, and the control group had a mean score of 11.13 SD=1.56.  The experimental 
group exhibited a statistically significantly higher mean score on their cardiac resuscitation 
procedure than the control group (F1,26=51.96, p<.05).  The results of this study are indicative of 
the benefits of computer-based simulation on learning outcomes.  Moreover,  the use of the 
computer simulator was more effective in cardiac arrest procedure training than were traditional 
methods (Bonnetain et al., 2010).  Because of the nature of the procedural skills being taught in a 
study conducted by Bonnetain et al., (2010),  real-world training in actual cardiac episodes was 
not possible.  Traditional class exercises did not provide the same fidelity and in-depth problem-
solving, as was demonstrated by the computer simulator SimMan.  This study demonstrates the 
development of procedural knowledge through the use of simulator-based training, and the 
advantages of simulations over traditional training in the classroom.  The results of this study are 
consistent with the results of the content analysis conducted by Rutten et al. (2012) and the meta-
analyses conducted by  Gegenfurtner et al. (2014) and Cook et al. (2011):  simulator-based 
training is more effective than traditional training methods in developing procedural knowledge 
among learners in a variety of technical fields, including engineering, science education, and 
medicine. 
Kirkman (2013) conducted a nursing research study specifically examining the 
effectiveness of training simulators in increasing procedural knowledge among first-year nursing 
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students (N=42).   This repeated-measures study focused on the transference of content 
knowledge to procedural knowledge, as described by Simons (1999).   
The study involved training novice nursing students in respiratory diagnosis and 
assessment, using a high-fidelity simulator (HFS).  The training provided students with a 
simulated asthmatic patient with a medical history, background, lab results, and complications, 
followed by exercises with the HFS.  The exercise involved listening to simulated human breath 
sounds, such as wheezing, crackling, and normal breathing. 
Upon completion of the training, the students had to assess three live respiratory patients.  
The students were observed and evaluated by an experienced nurse.  The students’ performance 
was measured with a predefined evaluation instrument, and each student could obtain scores 
from 1 to12 for all three patient assessments.  The repeated-measures ANOVA was used for 
analysis to determine any significant change in the performance measures. 
The mean score for the students’ first patient assessment score (N=42) was 3.262, 
SD=1.640.  The mean score for the students’ second patient assessment score (N=42) was 4.833, 
SD=1.819, and the mean score for the students’ third patient assessment score (N=42) was 6.579, 
SD=2.049.  The increase in performance scores was statistically significant (p=.000) between the 
first and second patient assessments, the first and third patient assessments, and the second and 
third patient assessments.  The nursing students’ performance with real patients improved as the 
experience with simulated patients increased.  These results suggest that the nursing students 
were able to transfer content knowledge about respiratory diagnosis to real-life situations and 
transfer the procedural knowledge they received from the HFS to real-world contexts.    
As with Bonnetain et al., (2010), the use of the simulator is assumed to be more 
beneficial than hands-on skills training methods by some physicians and instructors.  Zevin, 
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Aggarwal, and Grantcharov (2014) published their position and literature review in The Journal 
of the American College of Surgeons, entitled, “Surgical Simulation in 2013: Why Is It Still Not 
the Standard in Surgical Training?” (Zevin, Aggarwal, & Grantcharov, 2014).  The authors 
posited that, based on previous studies, sufficient evidence was available to warrant mandating 
surgical training with computerized simulators.  They presented evidence by way of literature 
review and endorsements from the Society of American Gastrointestinal and Endoscopic 
Surgeons and the American College of Surgeons, who had validated the use of endovascular and 
laparoscopic surgical simulators in the educational curriculum.  The examined studies in this 
medical arena reported that participants who received virtual reality training were 29% faster in 
completing actual gallbladder procedures and were five times less likely to make mistakes by 
damaging the organ, than those who had not received virtual reality training.  
The review by Zevin et al. (2014) also provides evidence that other surgical skills benefit 
from the use of training simulators, not only laparoscopic surgery, as was the basis of the initial 
review.  These skills, such as suture tying, wound closure, and instrumentation, are taught 
through simulations as well.  Zevin et al. included a list of research studies that indicate 
improved patient outcomes and enhanced learning outcomes, suggesting that every 1 minute of 
virtual skills training is equivalent to approximately 2.3 minutes of real-world exercise or 
traditional instruction. 
Zevin et al. reported that in the United States, there are some requirements for the use of 
simulations in medical education, but the requirement is not widespread; and Canada has no 
current requirement for simulator use in medical education.  This was contrasted to medical 
education in the United Kingdom and Australia, where the use of simulations is part of the 
surgical training curriculum.  Whether or not simulators should be a mandated part of the 
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medical curriculum, the literature reviewed by Zevin et al. provided evidence of the effectiveness 
of simulation-based instruction in developing procedural knowledge among learners and 
providing benefits that outweigh learning gained through traditional instruction methods. 
Effective Use of Simulators in Law Enforcement 
Since digital forensics falls within the domain of law enforcement, a review of the 
effectiveness of simulator utilization in this field is appropriate.  Firearms training is an area in 
which law enforcement has integrated simulations with live fire training, but studies have only 
relatively recently been published (Krätzig, 2014).   Krätzig,  Parker & Hyde (2011) conducted 
research with Royal Canadian Mounted Police (RCMP) cadets (N=124).  The cadet class was 
comprised of four troops, and one of these troops (N=32) was assigned to simulated only 
firearms training.  
The cadet training program was 24 weeks in length and included a minimum of 18 
training sessions, lasting 50 minutes each.  The simulator troop conducted their training with 
computer-based systems, while the other three troops received live-fire range training.  There 
were three evaluation sessions throughout the 24 weeks, two benchmark sessions, and a final 
qualification assessment.  If a cadet failed the final qualification, they were afforded remedial 
training and a second opportunity to qualify.  If the second qualification session resulted in a 
failure, the cadet was terminated from the program. 
Pass or fail results were compared between the simulator-trained and live-fire trained 
troops for each of the evaluative sessions using Chi-square contingency table analysis.  No 
statistically significant differences were observed for the two benchmark sessions; however, 
more cadets from the simulator troop failed their first attempt at the final qualifying session, 
resulting in a significant difference in passing rate (p=.006).  This was offset by a 100% of the 
simulator group passing the second attempt at qualifying.  That is, RCMP trainees who 
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completed the simulation-based firearms training, ultimately passed the final qualification 
assessment at a rate comparable to those who received traditional firearms training. Based on 
these results, the RCMP is in serious consideration of implementing significantly more simulator 
training opportunities.  This study demonstrates the effectiveness of simulator training in 
providing an alternative to live-fire methods of instruction by developing procedural knowledge 
of handgun proficiency at the same level as the traditional training methods.   
Holbrook and Cennamo (2014) also conducted a law enforcement study involving police 
academy recruits (N=18) and their learning outcomes on a firearms simulator, entitled MILO 
Range.   The purpose of the study was to examine the participants’ self-efficacy after simulator 
training. The entire recruitment class was required to participate in the study.  The MILO Range 
trainer is a high fidelity live firing range simulator, with “shoot or no-shoot” scenarios 
(faac.com/milo-range, 2018).  Quantitative and qualitative data were collected from the 
participants in the form of pre-/post-surveys, interviews, and observations.   
The simulator design included a 10-foot-high screen in a darkened room, which projected 
video images of real individuals, not animated.  Different scenarios were displayed, including 
domestic-assault situations, bank robberies, and school shootings.  The quantitative portion of 
the study utilized Likert-style five-point questions in the pre- and post-surveys.  Twenty survey 
questions were included combining general self-efficacy and task-specific inquiries.  Holbrook 
and Cennamo reported that there were no statistically significant differences in the means, 
through paired t-test between the pretest and posttest surveys.  Individual results and calculations 
were not included in the research article. 
The qualitative analysis involved the coding of observations and interviews.  The most 
notable finding was the emotional response to the realism of the simulations.  The researchers 
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noted that the observations of the participants’ reactions and emotional states did not always 
match their survey results.  The participants often indicated they were well prepared to handle 
situations, but their performance told a different story.   Approximately 80% of the participants 
mistakenly shot another officer in the simulator, and one recruit was overheard saying, “I can’t 
do this; there is no way I can do this.”  Another participant shot and killed a simulated baby and 
had to be consoled by the trainer.  The trainer had to remind the participant that this was “not 
real,” but the participant stated, “It sure seemed real to me.” (Holbrook & Cennamo, 2014, p. 47) 
While the intended purpose of the firearms training simulator was to develop procedural 
knowledge in proper firearm usage, as well as critical thinking regarding when to use a firearm, 
this was not the purpose of this study.  This study was focused on the officer trainees and their 
self-efficacy in the use of the firearm.  Holbrook and Cennamo (2014) demonstrated that highly-
realistic simulators could bring to light emotional reactions, which can be studied in a safe, non-
violent atmosphere.  The fidelity of the simulator produced genuine feelings in the participants, 
and researchers were able to capture that information.  It is unlikely that there would be an 
opportunity in real officer-involved shootings to collect such information.  This study provides 
additional support for the effectiveness of the simulator-based training by demonstrating the 
added information that can be garnered through simulator use, and that would not be available in 
real-world exercises. 
A Detractor to Simulation Training 
The research studies presented in this chapter have provided evidence of the effectiveness 
of employing technology-based simulations as a part of instructional methodologies (Bonnetain 
et al., 2010; Coller & Scott, 2009; Cook et al., 2011; Davidovitch et al., 2006; Gegenfurtner et 
al., 2014; Holbrook and Cennamo, 2014; Kirkman, 2013; Krätzig,  Parker & Hyde, 2011; Rutten 
et al., 2012; Zevin, Aggarwal, & Grantcharov, 2014).  There is, however, research that shows 
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situations where computer screen-based simulators do not necessarily improve learning, due to 
an interaction of cognitive load and performance (Allen, Buffardi, & Hays, 1991; Fraser, Ayres 
& Sweller, 2015; Rojas, Haji, Shewaga, Kapralos & Dubrowski, 2014; Van Merriënboer & 
Sweller, 2010).  Sweller postulated Cognitive Load Theory in his published work, Cognitive 
Load During Problem Solving: Effects on Learning, and described cognitive load as the effort 
utilized in conveying information into our limited working memory (Sweller, 1988).   
The process of problem-solving and learning new information is often goal-based, which 
increases the cognitive efforts.  Once overload occurs in the cognitive process, learning can 
diminish.  There are three types of load that must be accounted for: intrinsic load, which is the 
effect by the inherent nature of the task;  extraneous load, referring to how the task is presented; 
and the germane load, which is the learning that actually takes place through performing the task 
and dealing with the intrinsic load (Van Merriënboer & Sweller, 2010).  Since extraneous load is 
related to the task presentation, this is directly determined by the instructional design.  Cognitive 
overload can be an issue with computer-based simulators that employ problem-solving measures 
in the virtual skills training environment; this is particularly true if the simulation design does not 
address the learners' load capacity.  Examples of simulation design that can lead to high 
cognitive load include having too many complex goals at the same time, such as in emergency 
room training or surgical trouble-shooting (Van Merriënboer, Kirschner &Kester, 2003).  The 
Holbrook and Cennamo qualitative firearms simulation study (2014) is another example of the 
creation of cognitive overload with students.  The high fidelity of the firearms simulation 
brought out extreme emotional reactions in the trainees who had mistakenly shot the wrong 
simulated individual. 
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A cardiac murmur simulation study by Fraser, Ma, Teteris, Baxter, Wright, and 
McLaughlin (2012), revealed an apparent link with poor performance in medical diagnoses and 
the cognitive intensity bought on by the computer simulation program (Fraser et al., 2012).  
Fraser’s group found that between 25 and 30 percent of first-year students were failing an 
accurate cardiac diagnosis after receiving simulator training one hour before the test.  They 
conducted the study with 84 participants measuring the cognitive load prior to the test.  The 
results revealed a statistically significant negative association between cognitive load and the 
odds of correctly identifying the cardiac issue (odds ratio 0.27, 95% CI 0.11-0.67; p=.004).  As 
an instructional designer, Sweller addressed ways of reducing cognitive load by employing 
alternative methods to traditional problem-solving tasks in learning situations, such as worked 
examples or nonspecific goals (Sweller, 1988).   
Because cognitive load is a well-documented phenomenon, steps can and must be taken 
when developing training simulators.  Designers should consider the cognitive process levels, as 
the training simulations typically revolve around problem-solving (Andersen, Mikkelsen, Konge, 
Caye-Thomasen, & Sarensen, 2016; Reedy, 2015; Leppink & Duvivier, 2016; Sun, Anand, & 
Snell, 2017; Van Merriënboer, J., & Sweller, J. 2010).  The steps or processes in the simulation 
can include gradually increasing levels of various features of the simulation (Leppink & 
Duvivier, 2016).  These features may consist of fidelity, complexity, learner support, and self-
regulation.  Purposeful instructional design and development of training simulations to account 
for the intellectual load can mitigate or reduce the cognitive load impact on learning. 
Summary  
The purpose of this chapter was to review the research literature related to the use and 
effectiveness of digital forensic simulators as a method of training.   Only three studies emerged 
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that directly addressed digital forensics training simulators.    The scarcity of work in the field of 
digital forensics demonstrated the need for academic research.   
Since there were few documented research studies that examined the effectiveness of 
simulators in digital forensics, the disciplinary focus of the literature review was expanded to 
include engineering, medical, and law enforcement usage of simulations.  The review of the 
relevant literature showed that computer-based training simulators were effective in increasing 
learning outcomes in a variety of technical fields.   Furthermore, computer simulations can offer 
the flexibility of learning scenarios, safe environments to fail, reflective opportunities, and 
instant feedback.  While there are potential learning issues associated with the use of training 
simulators in educational settings (i.e., cognitive load), the purposeful design of the simulations 
can address such problems.  Conscientious development and training plans can help mitigate 
cognitive load issues.   
Collectively, this literature review identified content analysis, meta-analyses, and singular 
studies (N=646) with 41,275 participants (Bonnetain et al., 2010; Coller & Scott, 2009; Cook et 
al., 2011; Davidovitch et al., 2006; Gegenfurtner et al., 2014; Kirkman, 2013; Krätzig,  Parker & 
Hyde, 2011; Rutten et al., 2012).  The findings from these research studies strongly indicate that 
training simulators can be effective in developing procedural knowledge as a learning outcome; 
these findings support the expanded implementation and study of training simulations into the 
field of digital forensics. 
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CHAPTER 3 DESIGN, DEVELOPMENT AND PILOT TEST OF DIGITAL FORENSIC 
IMAGING SIMULATOR 
Digital simulators have great potential for law enforcement and criminal justice education 
by providing unique experiences in forensic data acquisition, yet little research has been 
conducted in this area.  The purpose of this chapter is to present the way in which DFIS was 
designed to foster the development of procedural knowledge in forensic data acquisition.   
In this chapter, I present the instructional design process used to plan and develop the 
DFIS.  I describe, in detail, the game-based learning characteristics that were incorporated into 
the simulation to encourage active engagement by users, and then I present a thorough 
description of the simulated data acquisition experience for users.   
After completing the simulation design and development, two formal pilot tests were 
conducted.  I present the pilot testing processes and the results of the pilot tests.  The chapter 
concludes with a description of the research methods used to examine the effectiveness of the 
simulation to prepare law enforcement professionals with the conceptual knowledge needed for 
data acquisition. 
Design of the Digital Forensic Imaging Simulator 
The ADDIE instructional design model was used to guide the design and development of 
the DFIS.  The ADDIE Model (Analysis, Design, Development, Implementation, Evaluation) 
was chosen for its ease of use, iterative process of design, and its long history as a method for 
designing effective instruction (Gustafson & Branch, 1997; Molenda, 2003; Gustafson & 
Branch, 2002).  Within the design phase of the ADDIE model, game-based learning 
characteristics were incorporated into the design of DFIS.  Because simulations share many of 
the same features as games, the use of game-based design considerations was appropriate.   
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The process of designing and developing DFIS occurred over a five-year period.  
Throughout the five years, DFIS emerged after many iterations of the analysis, design, 
development, implementation, and evaluation phases.  The focus of DFIS was to create a 
computer-based simulated learning experience that relies on existing conceptual knowledge and 
incorporates the necessary steps to promote the development of procedural knowledge required 
for forensic data acquisition.  Each phase of the ADDIE model used to develop DFIS is 
presented. 
Analysis 
As a digital forensic practitioner and forensic instructor for over twenty-five years, I 
conducted the analysis phase, which involved the identification of the drive imaging issues to 
address and which skills the simulator processes needed to introduce to novice students.  I have 
experience in forensically imaging thousands of drives over a twenty-seven-year career.  I have 
also helped train thousands of professionals and students from across the United States, Europe, 
Asia, and Australia in the concepts and practices in drive imaging. I am extremely familiar with 
the curriculum being taught, and the course competencies.  Drawing on my familiarity with law 
enforcement training and higher education courses, the competencies from these courses were 
used as the minimum standard for the learning outcomes for the simulator design.  Additionally, 
the analysis process involved reviewing the current state of simulator technologies and 
interviewing software programmers to discover the various available options.   
Design 
The primary consideration in the design, after the programming budget, was the 
implementation platform on which to build this project.  When this project began in 2014, it was 
clear that Internet deployment was the future; however, meeting the lowest technological 
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resource specifications was also a key consideration.  This meant that the tool must be able to be 
utilized in offline environments when no Internet is available, as well as in online environments. 
While educational institutions have widely available Internet access for students, this is 
not the case for law enforcement training.  From my continued experience in law enforcement 
training, venues do not always provide Internet access, or it is intentionally disabled because it is 
a distraction or an added cost.  Another justification for not allowing Internet use during the 
training is to prevent malware from potentially infecting the systems.  Since the training events 
only run for a matter of days, a malware infection across the class computers could cripple the 
course.   
For these reasons, DFIS was programmed as a stand-alone tool.  For initial development, 
a tool running on a Microsoft Windows platform, which would not require installation or Internet 
connection, was the most beneficial and most straightforward to manage.  Microsoft Windows is 
an industry-standard operating system platform for forensic training and educational 
environments, and holds nearly 80% of the desktop computer market share worldwide 
(StatCounter, 2020).  Using an installation of Windows 7/8/10 Professional Edition or above, 
DFIS runs without user setup or the need for additional dependent programs.  
Game-Based Learning Characteristics in the Design of DFIS 
Computer-based simulators utilize the same design characteristics as incorporated into 
computer-based games (Johnston & Whitehead, 2009; Millians, 1999; Shubik, 2009).  Little 
differentiates computer-based games from computer-based training simulators aside from the 
intent.  The purpose of simulators is to teach a specific skill or task, while the intention of games 
typically involves a facet of entertainment or fun (Johnson & Whitehead, 2009).  Games may 
also include fantasy aspects, while simulators, by definition, attempt to represent reality (‘UCF 
Simulation & Training: What is simulation?’, 2014).    
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Computer-based simulators can be considered a subset of serious games, which are then a 
subset of games overall (Johnson & Whitehead, 2009; Rayburn, 2007).  Serious games can differ 
from simulators in that their intention may be to intentionally avoid reality through fantasy while 
imparting knowledge, skills, or abilities.   Conceptualizing a training simulator as a game 
became relevant because of the prior work that has been conducted in game-based learning.  The 
characteristics needed for game design can then be applied and be incorporated into simulator 
design as well.  Designing a training simulator utilizing serious game elements was intended to 
achieve increased learning outcomes (Rayburn, 2007).  
  A content analysis study conducted by Nadolny, Valai, Jaramillo-Cherrez, Elrick, 
Lovett & Nowatzke (2019), examined how game authors described gaming elements and which 
elements were necessary for categorization as a game.  Five key primary characteristic elements 
of gaming and their sub characteristics were included in the design of DFIS and listed in Table 1.  
Table 1. Game-based characteristics included in DFIS design 
Primary Category Secondary Category 
Assessment Feedback, Penalty, and Reward 
Immersion Digital Immersion and Sensory Element 
Learner Control Control over Gameplay and Game Choice 
Learning Support Challenge, Support, and Tutorials 
Narrative No subcategories 
(Nadolny, et al., 2019)  
The gaming design elements in the DFIS simulator are incorporated for improved 
motivation, realism, and higher learning outcomes.  A description of the characteristics included 
in DIFS is provided. 
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Assessment 
Assessment is an integral component of education in measuring student knowledge or 
skills growth (Huber & Skedsmo, 2016; Snyder, 2010).  In both gaming for fun and game-based 
learning, assessment is also fundamental to play (Ifenthaler, Eseryel, & Ge, 2012).  Assessment 
in a game can begin as soon as the game starts and includes any form of feedback on the player’s 
knowledge, skills, and abilities. (Plass, Homer, & Kinzer, 2015).  Feedback in a serious game or 
simulator can provide the scaffolding as a necessary component of constructivism learning (Finn  
& Metcalfe, 2010; Rooney, 2012).  This feedback can take multiple forms, such as score 
increase/decrease, positive/negative messages (audio or written), level completion/failure, or 
rewards/penalties (Chen & Michael, 2005).  Feedback can be beneficial to learning, as it assists 
the user in building mental models on correct gameplay and helps to improve game performance 
(Ifenthaler, Eseryel, & Ge, 2012). Increased scores, badges, new levels, modified avatars, player 
lives, or location on a leaderboard are frequent rewards issued.  Penalty examples include the 
following: decreased health of the avatar, lowered scores, loss of accrued bonuses, or ending of 
the game.  For DFIS, feedback is provided through the simulation in response to decisions made.  
The feedback can be positive in acknowledging correct decisions or negative responses to 
incorrect choices.  Specific incorrect decisions on the part of the user can end in failure of the 
scenario. 
Immersion 
Immersion in the game or simulation provides the sense that a player is “in” the 
environment of the game and a part of the action that is virtually taking place (de Freitas, 
Rebolledo-Mendez, Liarokapis, Magoulas, & Poulovassilis, 2010; Jennett, Cox, Cairns, 
Dhoparee, Epps, Tijs & Walton, 2008).  Immersion can also offer a level of authenticity, which 
can be essential for practitioners and can add to the experiential learning (Rooney, 2012).   
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There are three levels of immersion: engagement, engrossment, and total immersion 
(Brown and Cairns, 2004).  These levels increase in degree and intensity.  Engagement, the 
initial level, is distinguished by the player’s interest in continued play.  The next level of 
immersion is engrossment, where the players are emotionally involved in the play and their 
outcome.  The third level is that of total immersion, where the player is transported out of real-
time and caught up in the virtual environment.  Players often do not realize how much real-time 
passes when immersed in their play, and minutes can turn into hours. The design implementation 
of the game elements, such as learner support, narrative, and interaction, as well as visual and 
auditory effects, can profoundly impact the level of immersion that a player may reach 
(McMahn, 2003; Dickey 2005).  Immersion also provides educational benefits as a motivational 
factor for players and thus brings about more significant learning outcomes (Cheng, Lin, She, & 
Kuo, 2017).  In serious games, learning outcomes are the primary objectives.  DFIS provides a 
degree of immersion by drawing the user into a real-world 3-D graphical scenario that attempts 
to draw the individual into the virtual reality of drive acquisition. 
Learner Control 
Learner control relates to an intrinsic sense of influence over some level of activity within 
the gaming or simulation environment (Bedwell, Pavlas,  Heyne, Lazzara,  & Salas, 2012; 
Cordova & Lepper, 1996; Garris, Ahlers, & Driskell, 2002).  This control can be exhibited in 
many facets of the game, at different levels, and manifests as choices for the user.  The 
opportunities for the game player to provide input in how to play the game or how to portray the 
player can provide increased degrees of interaction and motivation (Cordova & Lepper, 1996).  
This characteristic may include control over the gameplay itself, where the player can follow 
different paths or quests.  This is referred to as game choice and gives the player the ability to 
customize an avatar, choose different language preferences, or select weapons or vehicles. 
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Allowing students to have a sense of control, even if it is not directly related to the 
intended learning objectives, can provide motivation, as well as lead to immersion, to enhance 
the educational outcomes (Bedwell et al. 2012).  This provides the opportunity to choose what a 
player’s character looks like can provide the necessary incentive for more significant learning 
without jeopardizing the educational objectives (Cordova & Lepper, 1996).  DFIS starts the 
scenario by providing users with control over equipment purchases.  While this is limited to their 
assigned budget, it offers users choices, and based on the choices, more optional control can be 
gained.  Making correct choices can lead to more extension control on how to proceed in the 
simulation. 
Learner Support 
Learner support can take many forms and can include tutorials, clues, cues, advice, 
background information, examples, modeling, or challenges, which encourages or motivates 
(because they refer to the tutorials) the player to be more successful or to at least continue in the 
game (Wouters & Van Oostendorp, 2013).  Rules, tutorials, and background information may be 
provided verbally by the instructor prior to the start of the simulation or during the simulation.  
This information may also be passed on through reading materials, or it may be part of the game 
itself. 
Like with feedback, learner support can provide necessary scaffolding for learning.  
Learning support can be essential for addressing users who are at varying levels of knowledge 
and skills prior to their first attempt at the simulation.  Providing background information, rules, 
or a tutorial can provide a consistent starting point for users.  Learning support may be designed 
directly into the simulation, or it may be external to the program. In some situations, there may 
be tutorials to work through in order to understand the intent and rules.  Positive and negative 
feedback may also be used not only as an assessment element but also for support.  Training 
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simulator design requires consideration in what type of support and what degree of support to 
provide in order to bring about the desired learning outcome. For DFIS, the instructor provides 
this required information on how forensic acquisition is conducted, the necessary equipment, 
trouble-shooting issues, and how the simulation is to be conducted.  Once in the simulation, 
feedback is given, which provides not only assessment but learner support. 
Narrative 
The narrative is one of the significant design factors leading to immersion and increased 
learning outcomes and can include how the scenario is situated or anchored in the game 
(Fullerton, 2008; Plass et al., 2015; Prensky, 2001).  The narrative can place the player in a 
fantasy realm or a real-world environment to provide enjoyment as well as learning (Garris et al., 
2002; The Cognition and Technology Group at Vanderbilt, 1990).  A game’s narrative provides 
the player with context for the intent of the game or the educational objective (Bedwell at al., 
2015; Plass et al., 2015).  For simulators, the narrative provides a real-world setting for the skills 
to be learned.  DFIS provides a real case scenario of a pharmacist dealing phony prescriptions 
through a home computer, which is based on an actual case with which I was involved. 
The design of DFIS started with the examination of the drive duplication methods. Next 
came the identification of which steps were necessary to include in order to teach the appropriate 
procedural knowledge.  The implementation type of program was decided based on the 
technology provided at training events.  The necessary relevant GBL characteristics were then 
identified as part of the design and incorporated into the programming.  These characteristics 
were assessment, immersion, learner control, learner support, and narrative.  Once the design 
plan was formulated, the next step was to begin the development of the simulator. 
58 
 
Development 
A software programmer with game development experience was employed for this 
project.  I created videos for the programmer, demonstrating the various imaging methods to be 
included.  Equipment lists were generated with realistic pricing to provide the users with choices 
from a shopping list.  Lists of common and uncommon problems were compiled along with 
trouble-shooting methods to be incorporated into the simulation.  During the development phase, 
the programmer incorporated various gaming elements and sub-elements into the software code, 
along with the simulated imaging process.  
The gaming design characteristics in the DFIS simulator include assessment with 
feedback, penalty, and reward, digital immersion, learner control with control over gameplay, 
game choice, learning support challenge, and the narrative.  These were incorporated into the 
design of the simulator for improved motivation, realism, and higher learning outcomes (Bedwell 
et al. 2012; Cheng, Lin, She, & Kuo, 2017; Cordova & Lepper, 1996; Garris, Ahlers, & Driskell, 
2002; Ifenthaler, Eseryel, & Ge, 2012; Wouters & Van Oostendorp, 2013). 
Implementation and Evaluation 
Throughout the five-year period between 2014 and 2018, the development of DFIS was 
iterative, with continuous implementations and evaluations being conducted.  As the program 
had new updates and versions, testing was being done by myself and additional forensics experts.  
Evaluations from others were filtered through me and passed on to the programmer.  I was the 
arbitrator and decision-maker as to what was to be included.  The decisions during this iterative 
process were founded on the fundamental purpose of the program to ensure the scope did not 
vary from the initial design.  Software development can be a never-ending venture; however, by 
2018, the majority of necessary features had been programmed, and DFIS was ready for pilot 
testing.  Two independent pilot studies were conducted utilizing different groups of participants. 
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DFIS Experience For Users: Description of Simulated Forensic Data Acquisition  
To assist researchers in understanding the simulated data acquisition experience of 
learners, I provide screen captures from DFIS and describe how the simulation functions are 
presented. This illustrates how the program is used and how the primary and secondary design 
game characteristics were incorporated (Figures 1 through 16). 
Before Beginning the simulation 
It should be understood that before a user accesses the simulation, there is information 
that the user needs in order to effectively conduct the virtual tasks.  DFIS was not designed to 
provide the general theories behind drive duplication or what the function of different computer 
components is.  At some time prior to entering the simulation, a lecture or reading material is 
given to users covering drive duplication methods.  Additionally, basic instructions on the use of 
the simulator are given before starting. 
Logging in to DFIS 
Figure 1 illustrates the entrance to the program.  Login is necessary, as individual data 
logs are collected from each user.  An individual can use any username they choose, as long as 
each time they log in, they use the same name.  This username is a choice and can be 
anonymous, which is a part of the learner control element.  The password is a set value, and an 
instructor must provide it before accessing the simulation.  Password control allows the 
instructor to decide when the students are ready to start the simulation.   
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Figure 1. The opening screen of DFIS 
 
Instructions for the User and Case Description 
Once logged into the program, users are presented with introductory instructions for 
using the simulation (Figure 2), followed by the scenario (Figure 3).  The scenario provides 
examples of immersion, learner support, and narrative elements of the design. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. The introductory instructions of DFIS 
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Figure 3. The scenario for the simulation 
Purchasing Imaging Equipment 
After reading through the scenario narrative, the users are presented with their first 
challenge, which demonstrates the incorporation of learner control, purchasing power.  They are 
given a budget and instructed to purchase the necessary equipment to image a hard drive.  Each 
time through the simulation, a different budget amount ranging from $500 to $6,000 is given to 
the users (Figures 4 and 5).  The users select the imaging items and quantity from the initial 
equipment store. 
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Figure 4. The equipment store where a budget is presented to a user ($500). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. A new budget amount presented on another attempt ($1750). 
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Onsite Decisions to Make at the Digital Crime Scene 
After making their purchases, the users are virtually taken to the scene where they are 
instructed to create a forensic image of the subject’s hard drive.  The users are given choices in 
order to complete the task (Figure 6).  There is positive or negative feedback to many of the 
choices made (Figure 7).  Some negative consequences can lead to a failure of copying the hard 
drive.  The feedback is a sub characteristic of assessment and is included throughout the 
simulator process to let the users know if they are making correct decisions along the way. 
 
 
 
 
 
 
 
Figure 6. An example of a decision-making prompt, allowing user choice. 
 
 
 
 
 
 
 
 
Figure 7. DFIS’ negative feedback and consequence. 
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Task Support 
Support was also provided in the way of cues.  In some circumstances, the decisions or 
answers may not be known by the users, so support, such as a textual hint to identify drive 
information, is given when needed.  This support is optional and often only given at the direction 
of the users so that they can proceed on their own if that is their choice.  Figure 8 illustrates an 
example of when support may be needed as the users are directed to note the model, size, and 
serial of a hard drive.   
 
 
 
 
 
 
 
 
 
 
Figure 8. A situation when DFIS hint support may be needed. 
These values may be unfamiliar to the user as they may not know which is the serial 
number or model number, and additional support is needed.  Figure 9 demonstrates the support 
provided when a user selects the hint button, and the required information is highlighted in red. 
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Figure 9. DFIS support by showing the needed information. 
 
Figure 9 also demonstrates an example of a support feature of the notepad function added to 
allow users to document information within the program, simulating a need that occurs in the 
field. 
Duplication Method Decision 
When budgets allow, the users can purchase sufficient equipment, providing choices in 
the image methods to utilize (Figure 10); these choices introduce a sense of control over how the 
simulation would proceed.  The more equipment that is purchased, the more options that are 
available for deciding which method to use when imaging the hard drive. 
 
 
 
 
Figure 10. DFIS imaging option based on equipment purchased. 
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Drive Imaging Process with Trouble-shooting 
The imaging process continues based on the user’s choice.  Those that receive a $6,000 
budget are able to purchase all available items of equipment and are able to utilize one of the 
three imaging methods.  Those with a $500 are limited to a single option for drive imaging.  
Depending on the imaging method chosen, the simulation will proceed. Various problems will 
occur, and different equipment and trouble-shooting options will become available (Figure 11).  
One of the advantages of digital simulations is experiencing challenging problems that require 
critical thinking, and a second advantage is that it takes place in a safe environment where failure 
has no real-world consequences.  DFIS introduces many various trouble-shooting issues that may 
be encountered in real drive imaging situations. 
 
 
 
 
 
 
 
 
 
Figure 11. When an error occurs in the imaging process, trouble-shooting options are presented. 
The users can continue to select solutions until the issue is resolved, or until the users do 
not have the resources to resolve the problem.  For example, the cable connecting the destination 
drive to the computer may be faulty.  The solution would be to replace the cable, but if the users 
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do not purchase a second cable, they cannot proceed and thus fail the simulation.  If the problem 
is successfully resolved, the users are allowed to proceed, and feedback is presented (Figure 12). 
 
 
 
 
 
 
 
 
 
Figure 12. Positive feedback on a correct selection of a trouble-shooting option 
Simulated Imaging Time Versus Real-Time 
Once all the encountered errors are dealt with, and appropriate settings are provided, the 
imaging process is allowed to progress.  The imaging time in the simulation is compressed, so 
what would take two hours in reality, only takes minutes in DFIS.  DFIS also provides a sense of 
how much real-time would have elapsed; the drive size and the imaging methods are factored, 
and simulated real-time is calculated and provided.   Both real-time and simulated-time are 
displayed to the users. 
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Figure 13. The compressed time of the imaging process. 
Completing the Imaging Task 
Upon completion of the process, a verification value is presented.  This value is an MD5 
hash, which is calculated based on the content and location of data and commonly used by 
forensic processes for verifying accurate collection of data (Wang, Cannady, & Rosenbluth, 
2005) (Figure 14).  It is critical to obtain this value at the time of the acquisition, as it will be 
considered as a baseline for the data throughout the entirety of the investigation.  If two years 
later, an MD5 hash is calculated on the acquired data, and it differs from the original hash value, 
then some alteration must have occurred.  If no hash value was obtained, then no comparison and 
verification could be conducted, and the authenticity of the data could be challenged.  The 
evidence could potentially be dismissed by a judge.   
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Final Imaging Assessment 
Three multiple-choice questions are asked regarding the drive model, the drive serial 
number, and the MD5 hash value (Figure 15).  These values are typically part of the chain of 
custody in an investigation and should always be documented to prove which item of evidence 
was collected and its verification value.  There may be multiple computers and multiple drives 
from multiple people at the crime scene; proper documentation ensures which device was copied 
and analyzed.  
 
 
 
 
 
Figure 15. Multiple-choice questions on the drive mode. 
 
Upon answering the questions, a completion assessment score and feedback is presented, 
along with the simulated process time (Figure 16).  The score is calculated on the decision 
attempts and time to complete the trouble-shooting issues, as well as the completion of the entire 
process.  Any incorrect answers, such as with the drive model or serial number, result in reduced 
Figure 14. Display of the MD5 verification hash value. 
70 
 
points earned in the entire process.  The score is used as an assessment of performance and 
provides feedback on accomplishment.  The users can then log out or return to the store with a 
new budget. 
 
 
 
 
 
 
 
Figure 16. The final assessment feedback with simulated time. 
DFIS Log Files 
The final component of the design includes a log file, which has recorded responses from 
the user.  The log file logs entries for each completed attempt, the time spent in the scenario, the 
choices, and the pass or fail status, and is intended for the course instructors to be able to 
evaluate the user’s progress for each time through the simulation. 
Summary of the Design and User Experience 
The development phase for DFIS began in 2014 but was a continuous iterative process 
through 2018.  Over the five years, the duplication methods were programmed in; the game-
based learning characteristics were encoded, and instructor functionality was included.  DFIS 
provides learner choice from the beginning of the simulation, where necessary tools must be 
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purchased.  Immersive elements and narrative are incorporated by utilizing a realistic scenario.  
Critical thinking skills are encouraged through the various trouble-shooting issues that are 
encountered.  Features such as access control and logging, provide assessment and instructor 
control. 
Pilot Testing With DFIS 
Upon completion of the design and development of DFIS, there was a need to test the 
efficacy of the simulator with users.  Two small studies were conducted with different participant 
groups.  One group was with law enforcement forensic examiners attending a training event.  
The other group participants were higher education students from a two-year college. 
Law Enforcement Pilot 
This study involved volunteers from participants at a law enforcement digital forensics 
training event (N=11).  Volunteers were sought from attendees of a basic computer forensics 
training course, which included hands-on exercises in drive imaging.  An announcement was 
made on the first day of the course, and a pre-screening questionnaire was distributed to all 
attendees.  This questionnaire explained the process, asked about their previous experience in 
drive imaging, and asked for a willingness to participate if selected.  Those volunteers who were 
at least 18 years of age and had little or no experience in imaging drives made the initial 
selection process.  Twelve participants were initially used in the study; however, one participant 
dropped out of the study, leaving eleven (n=11). 
Participants attended the drive imaging lecture as part of the training event curriculum.  
The lecture covered the various methods described earlier and the various hardware and software 
tools that are needed.  Following the lecture, half of the participants undertook a hands-on 
exercise wherein the participants were provided with a laptop, a write-blocker, and an external 
USB hard drive.  They were then presented with a small “suspect” drive to image.  The process 
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was conducted in the scheduled one hour time allotted to validate and verify that an accurate 
copy was created.  These participants were identified as the Control Group. 
The remaining half of the participants, identified as the Experimental Group, were 
removed from the training event during the hands-on exercise; they were taken to a separate 
room and provided with a computer system and access to the DFIS program.  The pilot study 
utilized a supervised implementation, where I was observing the actions of the participants to 
note any issues that might arise if offered in a fully online environment.  In an online class, the 
instructor would not be able to observe what actions or mistakes users may make, so this was an 
opportunity to make observations that might not otherwise be available.  
The Experimental Group proceeded through the process of virtually imaging the drive 
from a computer, using the write-blocker or bootable USB methods; the disk duplicator had not 
yet been implemented into the programming of the simulator.  The participants went through the 
simulation process approximately 12 times to try different methods while encountering several 
problems to solve.  Upon completion, the participants were surveyed as to their experience and 
opinions with regards to the simulator and its effectiveness.  The participants were solicited for 
ideas on improvements.  Five open-ended questions were included in the survey (Table 2). 
Table 2. Opened Survey Questions-Law Enforcement 
Survey Questions 
What was your impression of the opening graphics? 
Were the instructions understandable? 
Did the simulation seem realistic? 
What are the strengths and weaknesses of the product? 
What did you like most about the product? 
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After completing their hands-on exercises, the Control Group was given access to DFIS.  
They then went through the same simulator experience as the other participants.  They were also 
surveyed upon completion.  This information was gathered to evaluate the tool’s effectiveness as 
a supplement to traditional training.  These participants had a unique perspective as they had just 
completed the hands-on exercises in the training event. 
The survey question regarding whether the simulator increased their knowledge of the 
imaging process resulted in 84% of the Experimental Group, either agreeing or strongly agreeing 
to its effectiveness. From the Control Group, 80% also found that the simulator increased their 
knowledge in the process.  No participant in either group indicated that they disagreed that the 
simulator increased their knowledge in the process.  Regarding the fidelity related question, 83% 
of the Experimental Group and 80% of the Control Group found the program to be realistic.   
College Student Pilot Study 
The second group was comprised of volunteer students from the criminal justice 
department at a Midwestern two-year college (N=9).  The study was carried out over two days, 
with a Control Group conducting their work on day one and the Experimental Group conducting 
their work on day two. There were initially twelve students in the study, six control, and six 
experimental.  The study began with a lecture on day one for all participants, control, and 
experimental. The lecture included each of the three methods for imaging drives, instructions on 
how the imaging software works, the essential tools, common trouble-shooting issues, and 
instruction on using DFIS.  Piloting the lecture was useful in determining if sufficient 
information was given to allow students to proceed into the simulation.  
After the lecture and discussion, the Experimental Group was sent home, and the Control 
Group remained to receive hands-on training.  After this training, the students were given a hard 
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drive and were asked to create a forensic copy without intervention.  The students were able to 
complete the task, but not without some help from the instructor. 
The following day, the Experimental Group met for training with the simulator.  Three of 
the students failed to attend the study.  The three students that did participate were provided 
instructors on DFIS and were given access to the simulator.  They were allowed to ask questions 
throughout their simulations, which provided additional information on problems encountered or 
where the DFIS feedback was not sufficient for the participant to progress.  Upon completion, 
the participants were asked to fill out an evaluation of their experience and provide feedback on 
any issues or suggested improvements.  For the college pilot study, regarding the five questions 
related to the effectiveness of learning, all three students provided “Agree” or “Strongly Agree” 
responses to each. 
Based on the survey feedback, the observations during the studies, and the errors in the 
programming encountered, new features were identified and added to the programming.  For 
example, at the completion of each run of the scenario, the users were asked three multiple-
choice questions dealing with the serial number, model number, and verification value.  There 
were three possible answers presented, identified as A, B, or C.  It was pointed out that the 
answer pattern for the questions was the same each time through.  The correct answers were 
always B, C, C.  The programming was fixed to have the correct answers listed in a randomized 
order. 
There was also a suggestion for a notepad feature to be added, allowing the users to write 
notes within the program as opposed to using paper and a pen to write notes.  Additionally, it 
was observed that the frequency of the trouble-shooting issues was not appropriate for product 
testing for increased learning opportunities. For each critical action in the simulation, such as 
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connecting a drive to the write-blocker, there is a set of trouble-shooting issues.  The frequency 
of how often the trouble-shooting issues are encountered is a variable set within the program. In 
real-world situations that I have experienced, specific problems may be encountered 
approximately 1 out of 25 times; however, if participants are only going through the scenario ten 
times, they may never encounter the issues. For more decision-making occurrences, the 
frequencies of the issues needed to be increased.  The users would then encounter more technical 
issues and build trouble-shooting skills. 
Additional simulated equipment was added, and the potential budget was increased to 
allow the purchase of the new item.  The new item was a disk duplicator, which introduced a 
third imaging method, not available in the pilot study.  For users that received a sufficient 
budget, they could purchase enough equipment to choose any of the three imaging methods to 
complete their scenario.  This additional duplication method meant the DFIS would train on all 
three of the standard processes of creating forensic copies of a hard drive. 
By following the ADDIE model of instructional design, an analysis of what was needed 
for effective learning was determined.  The design plan factored in the game-based learning 
characteristics needed for improved learning outcomes.  The development phase ensured that 
analysis and design components and decisions were incorporated into the programming.  Finally, 
the implementation and evaluation provided expert testing to provide experienced third-party 
reviews and suggestions. The result of the instructional design was a simulator program, DFIS, 
that was further evaluated through pilot testing.  Upon implementing necessary updates, as a 
result of the pilot studies, DFIS was then ready to be utilized in this research study to determine 
how effective it is. 
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Research Methodology: Comparison between Simulator Training and Hands-on Training 
The purpose of the design and development of the DFIS was to create a viable method to 
teach the conceptual and procedural knowledge required for effective forensic digital data 
acquisition.  Simulators are a necessity for online educational environments, to reduce costs 
associated with educational instruction, and to enhance existing training methods.  After the 
DFIS was developed, it was necessary to examine its effectiveness in comparison to traditional 
hands-on training regarding digital data acquisition.  For this examination of DFIS,  a quasi-
experimental study design method was conducted.    
The quasi-experimental research study involved forty-seven law enforcement officials as 
participants. These participants were attending an annual European two-week training event of 
an international digital forensic law enforcement training and certifying organization.  The study 
centered on answering one research question as well as addressing two hypotheses. 
Question 1: How effective is DFIS in developing law enforcement professionals’ 
knowledge of data acquisition as measured by Digital Forensic Imaging Knowledge Survey for 
Law Enforcement? 
Hypothesis 1: law enforcement professionals who receive training via the DFIS will score 
at the same level or better on the Digital Forensic Imaging Knowledge Survey for Law 
Enforcement than professionals who complete traditional data duplication training. 
Hypothesis 2: Law enforcement professionals’ conceptual knowledge will increase after 
receiving training via the DFIS, measured by the Digital Forensic Imaging Knowledge Survey 
for Law Enforcement. 
The participants were purposely selected for this study because the training organization 
hosting the event was exceptionally talented in providing such education. The study was quasi-
experimental because the participants were not randomly selected from the population.  The law  
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enforcement participants were selected by the training organizers to attend the event and were 
seated in the room through pre-determined seating arrangements.  Pre-test and posttest analyses 
were conducted.  A detailed description of the participants, the research design, the data analysis, 
and the results are provided in Chapter 4.  
Summary 
The purpose of this chapter is to share the design and development of DFIS along with a 
sense of the user experience through screen captures (Figures 1 through 16).  This simulator was 
designed as an effective method for training digital forensic drive imaging.  The design model 
utilized was ADDIE, a common method of developing instructional material.  The phases of 
ADDIE, analysis, design, development, implementation, and evaluation are presented.  The 
design process was augmented with game-based learning characteristics.  The screen captures 
from DFIS are used to demonstrate how the user will interact with the simulation and the 
features that are included.  Two pilot studies in the effectiveness of DFIS were presented, 
demonstrating that the tool provided early indications of usefulness.  From all the observations, 
feedback, suggestions, analysis, and development, the DFIS was finalized with improvements,  
making it ready for use in the quasi-experimental study.  Finally, an overview of the 
methodology for the research was included, describing how the effectiveness study was 
conducted. 
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CHAPTER 4. RESULTS OF THE QUASI-EXPERIMENTAL DESIGN STUDY 
The purpose of this chapter is to present the research methods used to measure the 
effectiveness of DFIS and the results of the study.   A quasi-experimental design investigation 
was employed to compare the performance of two groups of law enforcement professionals who 
received training in digital forensics.  The Experimental group received training via the DFIS, 
and the Comparison group received traditional training in digital forensics.  The chapter includes 
the statement of the problem, the purpose of the study, the research study details, the results, and 
the conclusion 
 Statement of the Problem 
There is a growing demand for computer forensics education (Govan, 2016; Oparnica, 
2016; Scanlon, Du, & Lillis, 2017), primarily through online instruction (Buchanan, MacFarlane 
& Ludwiniak, 2010; Kessler & Haggerty, 2010; Tu, Xu, Wira, Balan, & Cronin, 2012).  In 
particular, there is a need for preparing computer forensic professionals with the procedural 
knowledge of data duplication (National Institute of Justice, 2004; Srinivasan, 2013). The 
equipment demands, as well as the ability to introduce trouble-shooting issues on-demand, 
present challenges in face-to-face learning environments.  These challenges are due to rapid 
changes in technology and the cost of equipment acquisition and maintenance.  Considerable 
research has been conducted in technical fields that support effective use training simulations to 
increasing learning outcomes (Bonnetain et al., 2010; Coller & Scott, 2009; Cook et al., 2011; 
Davidovitch et al., 2006; Gegenfurtner et al., 2014; Holbrook and Cennamo, 2014; Kirkman, 
2013; Krätzig,  Parker & Hyde, 2011; Rutten et al., 2012; Zevin, Aggarwal, & Grantcharov, 
2014); however,  little research has yet been conducted on the effectiveness of computer 
simulations to teach data duplication for computer forensics. 
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Purpose of the Study 
The purpose of this study is to examine the effectiveness of the DFIS, developed to assist 
the learning of the procedural knowledge of hard drive data acquisition methods and 
troubleshooting skills among law enforcement professionals. 
Research Study Details 
The quasi-experimental research study conducted to examine the effectiveness of the 
DFIS is described in this section and includes the research questions, research context, 
participants, design, procedures, instruments, data collection, and data analysis.  Additionally, 
details about how the study was conducted are presented. 
Research Question and Hypothesis 
Question 1: How effective is DFIS in developing law enforcement professionals’ 
knowledge of data acquisition as measured by Digital Forensic Imaging Knowledge Survey for 
Law Enforcement? 
Hypothesis 1: law enforcement professionals who receive training via the DFIS will score 
at the same level or better on the Digital Forensic Imaging Knowledge Survey for Law 
Enforcement than professionals who complete traditional data duplication training. 
Hypothesis 2: Law enforcement professionals’ conceptual knowledge will increase after 
receiving training via the DFIS, measured by the Digital Forensic Imaging Knowledge Survey 
for Law Enforcement. 
Research Context 
Law enforcement training has included forensic drive imaging as part of the curriculum 
for over twenty-five years, and I have been part of the training for this same amount of time.  
There is a great deal of expertise developed in providing such training for this long, and thus it 
makes using such an event as the context for this research ideal.  A two-week law enforcement 
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digital forensic class was selected as the venue for conducting the quasi-experimental study.  
This training organization has been educating international law enforcement officials since 1991.  
Since 2007, it has been holding two training events each year, one event in the United States and 
one event in various countries in Europe.  The digital data acquisition curriculum for this training 
event includes a lecture and hands-on exercises in hard drive imaging.   
Participants  
The participants for the study attended an international digital forensic law enforcement 
training and certifying organization’s 2019 annual European two-week event.  The participants 
in this study were all law enforcement officials (sworn and non-sworn) from 30, primarily 
European countries, and attended an introductory computer forensic training course. Forty-eight 
law enforcement professionals (hereafter referred to as students) attended the training, comprised 
of 5 females and 43 males, and all were initially included in the research study.  One of the male 
students had to drop out of the training and the study due to illness.   
Research Design 
The design structure for this quasi-experimental research was based upon The Equivalent 
Control Design with Pretest and Posttest, which is the most widely implemented experimental 
design in educational research (Campbell, Gage, & Stanley, 1967; Cohen, Manion & Morrison, 
2011; Aivazidis, Lazaridou & Hellden, 2006).  This design was quasi-experimental due to the 
participants not being randomly assigned to their groups (Campbell, Gage, & Stanley, 1967).  
The law enforcement participants were pseudo-randomly assigned, as the Experimental Group 
and the Comparison Group were determined based upon their seating in the training room.   
Sampling method 
The participants were selected based on expert-purposive sampling.  This sampling 
implies that the participants were selected because of their specific background in the field 
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(Etikan, 2016).  The participants attended the event by invitation only from the European host 
organization. Experimental and Comparison Groups were identified from the participants based 
on their seating placement in the training room.  Training organizers intentionally seated 
participants by their country of origin and next to other participants from countries with no 
conflicts.  Since this training event had individuals from diverse countries, the placement of 
participants was done as a preventative measure and to ensure civility in the classroom.  The 
training room was divided in half.  The Experimental Group was randomly identified as the left 
side of the room, and the Comparison Group was then identified as the right side of the room.  
The design structure is represented as follows in Table 3. 
Table 3. Research Design Structure of Quasi-Experimental Study 
Experimental Group: NR O1 X1 O1 
Comparison Group: NR O1 X2 O1 
 
The following representations are utilized in Table 3 above NR: Non-Random, O1: 
Pretest and Post-test surveys, X1: Simulator Treatment, and X2: Hands-on Treatment.  The 
dependent variable in this study is the survey scores, and the independent variable is the training 
method:  simulator or hands-on exercise.  Data analysis was conducted on the pre-test and post-
test survey scores between groups and across groups and is reported in tables 4 through 8. 
Research Procedures 
During the Fall 2019 European training event, usage of the simulator was incorporated 
into the training event as a part of the curriculum, where the class of 48 participants was divided 
in half, based on the seating layout of the classroom.  One-half of the students was labeled the 
Experimental Group, and the other half was the Comparison Group.  The European Union (EU) 
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financial fraud agency selected all the participants, hosted the training, and paid for the 
participants’ expenses.  All the participants were expected to be fluent in English, as this was the 
language spoken at the training.  All participants in the experimental study were given access to 
the pre-test Digital Forensic Imaging Knowledge Survey for Law Enforcement before any of the 
imaging instruction began.   
The entire class received the verbal presentation on hard drive imaging after completing 
the pre-test. The Experimental Group then worked through the DFIS with no actual hands-on 
exercises.  The Experimental Group was asked to run through the various simulated scenarios on 
the DFIS for 45 minutes in order to experience the varied troubleshooting issues and options 
simulated in the DFIS, and they were to complete the simulation at least four times in a row.  
Simultaneously, the Comparison Group was led through the hands-on exercises by another 
instructor.  
After the Experimental Group and the Comparison Group completed their respective 
treatments for 45 minutes,  all of the students in both groups took the online Digital Forensic 
Imaging Knowledge Survey for Law Enforcement as a post-test. This concluded their 
participation in the research study.  For purposes of the organization’s training, the two groups 
switched activities, and those who comprised the Experimental Group were led through the 
hands-on activities, while those who comprised the Comparison Group were encouraged to work 
through the DFIS  simulated scenarios for 45 minutes in order to experience the varied 
troubleshooting issues and options provided in the DFIS.  This switch of group activities was 
conducted at the request of the EU training organization to ensure that all event participants 
would receive the same training segments; however, no further data was collected from the 
repeated exercises.  A graphical representation of the procedure is displayed in Figure 17. 
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Figure 17. The research procedure design. 
 The research design was submitted to the university’s Institutional Review Board and it 
was determined that the study was exempt from IRB approval.  This determination was based on 
the basis of the design and that no personal identifying information was to be maintained or 
included in the research findings.  A copy of the IRB determination letter is included as 
Appendix A. 
Research Instruments 
A survey entitled Digital Forensic Imaging Knowledge Survey for Law Enforcement was 
developed to measure student learning; the instrument as Appendix B.  The purpose of the 
Digital Forensic Imaging Knowledge Survey for Law Enforcement was to measure increases in 
content knowledge from the treatment by comparing pre-test and post-test scores.  The survey 
was comprised of 20 knowledge-based questions about forensic drive imaging.  The survey 
included True/False and Multiple-Choice questions covering four different domains with a 
maximum point value of 29.  The questions were developed after interviews with three subject 
matter experts in the field of digital forensics.  Each of the experts had over 15 years of 
experience, both as practitioners in the field of digital forensics, and as educators and trainers of 
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digital forensic theory and practice.  The topic domains and specific lines of questioning were 
established based upon the interview content.   
There were four knowledge domain areas covered within the 20 question survey.  These 
domains were computer process, imaging process, imaging methods, and write-blocking.  The 
computer process domain involved five questions regarding computer functions and connecting 
media to computer systems.  The five questions had a point value of nine out of the total twenty-
nine points possible.  The imaging process domain also involved five questions on the 
knowledge of the forensic image file and how it is created and stored.  The five questions had a 
point value of five.  The imaging methodology domain included six questions on the different 
techniques and various equipment used in creating the forensic copy.  These six questions had a 
point value of ten out.  The final domain was write-blocking, which included four questions 
regarding protecting the integrity of the original data.  The four questions had a point value of 
four out of the total twenty-nine points possible. 
The DFIS log, which was automatically generated, included the following meta-data 
information: the student identification, the date of completion, the actual time through the 
scenario, the simulated time through the pass or fail status, and the final score.  The purpose of 
the DFIS log was to provide details on the usage and decisions made by the users as they proceed 
through the simulated scenario.  This log file was a comma-separated file with a record for each 
time a user went through the simulation.  Upon exiting from the simulator, the log was 
automatically uploaded to a secure FTP site, with no student involvement needed. 
Data Collection 
The Digital Forensic Imaging Knowledge Survey for Law Enforcement results were 
collected through an online educational link with password controls.  Participants were provided 
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with a password; there was one link for the Experimental Group and another link for the 
Comparison Group.  The questions were the same for both groups, but providing separate links 
helped keep the results segregated for analysis purposes.  A computerized survey was also 
superior to paper surveys, as comprehending any writing from the students could have been a 
challenge because English was not everyone’s primary language.  The log files generated from 
DFIS were automatically uploaded to a secure FTP site.  No interaction or effort was needed 
from the participants in the collection of this data.  The site was password controlled, limiting the 
access. 
Data Analysis 
The results of the Digital Forensic Imaging Knowledge Survey for Law Enforcement pre-
and post-tests were statistically analyzed to address the research question and hypotheses.  It was 
hypothesized that participants who receive training via the DFIS would score at the same level or 
higher on the Digital Forensic Imaging Knowledge Survey for Law Enforcement than 
participants who complete traditional data duplication training. 
Paired t-tests and independent t-tests were calculated to compare the mean differences 
between the pre-test and post-test survey results within each group (Experimental Group, and 
Comparison Group).  These tests rely on four assumptions; the survey scores had to be 
continuous and ordinal, the participants’ scores had to be independent of one another, the results 
were to be normally distributed, and there had to be no outliers (Boneau, 1960, Livingston, 2004; 
Pandis, 2015).  The Digital Forensic Imaging Knowledge Survey for Law Enforcement was 
ordinal with possible scores from 0 to 29.    The participants work by themselves, and their 
scores were independent of one another.  Descriptive statistics for pre-tests and post-tests from 
both groups were generated, demonstrating skewness and kurtosis results between -2 and 2, 
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indicating normality (Kim, 2013).  Scatter plots and box-whisker plots show no outliers in the 
survey results.  All four assumptions have been met justifying reliance on the paired t-test 
results. 
Independent t-tests were run to compare the mean differences across groups to address 
the hypotheses.  This test requires normality in distribution, which has been addressed; but also 
assumes independence in participants and homogeneity of variance (Boneau, 1960; Livingston, 
2004; Pandis, 2015).  The scores from one group do not influence the scores of the other, 
providing independence.  Levene’s test for equal variances was conducted for the pre-test scores 
from both groups, and the post-test scores from both groups (Gastwirth, Gel & Miao, 2010).  No 
statistically significant difference was detected, and the variances are assumed to be equal.   All 
assumptions were met to utilize and rely on independent t-tests.  T-tests were appropriate for this 
study, as this statistical analysis was originally developed by W. S.  Gossett for a small sample 
size (n <30) (Box, 1987; Coladarci, 2010; Lucke, 1996).  Sample sizes greater than 30 are 
assumed to be normal (Livingston, 2004).  T-tests under normal distributions are considered to 
be robust in relation to Type I and Type II error, even with sample medium to small sample sizes 
(Sawilowsky, 1990). 
Results 
The study results are presented by examining the data from two sources.  The primary 
results are obtained through the pre-test and post-test outcomes from the Digital Forensic 
Imaging Knowledge Survey for Law Enforcement.  The scores from this research instrument 
were compared and presented under the content knowledge section.  Secondarily, DFIS 
maintains user activity log files, which were analyzed and presented. 
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Content Knowledge 
Each question in the Digital Forensic Imaging Knowledge Survey for Law Enforcement 
was assigned a point value, with most questions having a value of one.  Four of the questions had 
multiple answers and had a value of one point per answer with a total of twenty-nine.  A 
combined score from each of the twenty questions from each of the students was compiled for 
the Comparison Group and the Experimental Group.  
The mean value for each of the groups was statistically compared with paired and 
independent t-tests.  The pre-test mean score for the Comparison Group (M=19.30, SD=3.51, 
range=14-24) and the post-test mean score (M=20.91, SD=3.90, range=13-26) were analyzed, 
and the results presented in Table 4.  The analysis of pre-test and post-test mean scores of the 
Comparison Group, through a paired-sample t-test examination, demonstrated a statistically 
significant increase; t(-2.92), p<0.004.  These results indicate an increase in content knowledge 
for the Comparison Group after receiving a lecture and traditional hands-on training. 
Table 4. Paired t-test: Comparison Group 
Group t-test Pre-test Post-test 
T df p Mean mean 
Comparison Group -2.92 23 0.004 19.30 20.91 
 
For the Experimental Group, the pre-test mean score (M=20.13, SD=4.09, range=12-27) 
and the post-test mean score (M=21.50, SD=3.28, range=16-27) were analyzed as well.   As 
presented in Table 5, the analysis of pre-test and post-test mean responses, through a paired-
sample t-test examination, demonstrated a statistically significant increase; t(-2.48), p=0.01.  
These results indicate an increase in content knowledge among the Experimental Group after 
receiving the DFIS training. 
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Table 5. Paired t-test: Experimental Group 
Group t-test Pre-test Post-test 
T df p Mean mean 
Experimental 
Group -2.48 23 0.01 20.13 21.50 
 
It was expected that the differences between the pre-tests and post-tests for the 
Comparison Group and the Experimental Group would not be dramatic.  Many law enforcement 
participants came to the training with experience and knowledge in digital forensics before being 
selected to attend the training event.  Their pre-test scores show that many participants had a 
significant level of forensic disc duplication content knowledge prior to attending the training. 
The t-test results show that both groups of students increased their content knowledge 
regardless of being assigned to the Comparison Group or the Experimental Group.  The research, 
however, pertains to the effectiveness of the DFIS training compared to the traditional, hands-on 
training.  The effectiveness of the DFIS training was measured by conducting independent t-tests 
across the Comparison Group and Experimental Group.  First, the pre-tests were compared, 
demonstrating that there was no difference between the groups.  The test represented no 
statistical difference between the mean results of the pre-test of the Comparison Group and the 
pre-test results of the Experimental Group; (t(0.74), p=0.232), as shown in Table 6.  It was 
expected that the two groups of similar students would perform at a similar level on the pretest. 
Table 6. Independent t-test: Pre-test Experimental and Comparison Groups 
Survey t-test Experimental Comparison 
T Df P mean mean 
Pre-test 0.74 45 0.232 20.15 19.30 
 
After establishing that both groups of students were starting primarily with similar 
knowledge, a statistical comparison was conducted on the post-test scores between the 
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Comparison Group and the Experimental Group.  This result is important, as the pre-arranged 
seating of the participants could potentially have grouped individuals from less technologically 
advanced countries into either the Experimental or Comparison groups.  This could have resulted 
in unequal groups simply based on a seating chart.  This analysis provided results, which are 
included in Table 7,  indicating there was no statistically significant difference between the 
conceptual knowledge of those with the traditional hands-on training (Comparison Group) and 
those that received the DFIS training (Experimental Group); t(0.56), p=0.289.   
Table 7. Independent t-test: Post-test Experimental and Comparison Groups 
Survey t-test Experimental Comparison 
T Df P mean Mean 
Post-test 0.56 45 0.289 21.50 20.91 
 
As the post-test comparison was used to answer the research question and the first 
hypothesis, these results are critical to review and do suggest important findings to the study.  A 
post-hoc power analysis was conducted (P<0.25, DF=45).  However, because there was no 
statistically significant difference between the mean scores, power values are always low; this is 
especially the case with small sample sizes (Zhang, Hedo, Rivera, Rull, Richardson & Tu (2019).  
Power is a probability of detecting differences between two groups since we are showing no 
difference; the probability is low (Lenth, 2007; Zhang et al., 2019).  With a mean difference of 
0.59 (21.50-20.91), a confidence interval was calculated, 95% CI [-1.15, 2.71], which indicated 
that with 95% confidence, the difference between the test scores would fall between -1.15 and 
2.71, which includes 0 (no difference). 
The questions in the content knowledge survey were categorized into four domains 
(computer process, imaging process, imaging methods, and write-blocking). The post-test 
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category results by category were statistically compared between the Comparison Group and the 
Experimental Group.  Table 8 provides the results of the statistical comparisons. 
Table 8. Independent t-test Results by Question Category 
    
  
Experimental 
Mean 
Experimental 
SD 
Comparison 
Mean 
Comparison 
SD    t   p 
Computer Process 35.00 17.48 32.20 17.25 -0.25 0.40 
Imaging Process 15.80 1.64 14.20 1.10 -1.81 0.05* 
Imaging Methods 32.17 21.34 30.00 20.88 -1.78 0.43 
Write-Blocking 17.25 5.50 17.25 5.50 0.00 0.50 
 
In three of the four categories (computer process, imaging process, and imaging 
methods), the mean scores were slightly higher for DFIS-trained users than for the hands-on, 
traditionally-trained users. For the imaging process category, the difference was statistically 
significant: t(-1.81), p=.05*, favoring the Experimental Group.  In no category did the 
Comparison Group have higher scores. 
These results affirm the hypothesis that training with DFIS was as effective in teaching 
the conceptual knowledge associated with forensically imaging a hard drive as traditional in-
person, hands-on training.   
DFIS Log Files 
The training simulator, DFIS, generates user logs from the activity of the participants, 
which include the number of times the simulations were attempted, decision-making responses, 
and whether the participants passed the attempt.  The program was designed to upload the log 
files to a secure FTP site, and results were obtained for each of the twenty-four Experimental 
Group students.  The Comparison Group did not use the DFIS, and thus no log files exist for 
them.  The results of the DFIS log files for the Experimental group are present below.   
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The Experimental Group students were instructed to spend 45 minutes working through 
the DFIS simulated scenarios, in order to encounter the different challenges and assigned budgets 
to develop their decision-making skills.  The descriptive statistics of the Experimental Group’s 
log data are presented in Table 9.   The median attempts of the group were 6 (M=5.50, Range=1-
9).   In order to pass the simulation scenarios, participants performed various tasks, including 
making appropriate decisions, purchasing the necessary equipment, performing correct process 
steps, making troubleshooting decisions, and taking notes of the required evidentiary 
information.  More than 50 percent of the scenario attempts were passed by the students 
(M=55.30%).  The scenarios illustrate what would be done in the real world, and it is essential to 
recognize that making wrong decisions results in consequences.  It was noted from the logs that 
41.67% of the students passed on their first attempt.  By their final attempt, 87.50% of the 
students passed the scenario, demonstrating the growth in proficiency and potentially in strategic 
knowledge. 
Table 9. DFIS Log File - Number of Attempts and Rates of Passage 
  Experimental Group 
 
Number of Students 24 
Total Attempts 132 
Average # of Attempts 5.50 
Maximum Attempts 9 
Minimum Attempts 1 
Median 6 
Passing Attempts 55.30% 
Passed on 1st Attempt 41.67% 
Passed on Final Attempt 87.50% 
  
 
It appears from the data that with repeated practice, the students were increasingly able to 
pass the imaging-task scenario.  Since differences in the parameters, such as the budget, 
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equipment, and methods, were introduced with each attempt, the ability to successfully pass 
multiple attempts can be indicative of growing procedural understanding.  
Hypotheses Testing 
The research hypotheses for this study were: 
Hypothesis 1: law enforcement professionals who receive training via the DFIS will score 
at the comparable level or better on the Digital Forensic Imaging Knowledge Survey for Law 
Enforcement than professionals who complete traditional data duplication training. 
Hypothesis 2: Law enforcement professionals’ conceptual knowledge will increase after 
receiving training via the DFIS, as measured by the Digital Forensic Imaging Knowledge Survey 
for Law Enforcement. 
The findings of the statistical analysis of the post-test scores indicate that the law 
enforcement professionals who received their forensic drive imaging training through DFIS, as a 
group, performed at the same or higher level than those participants at the same training event 
who were trained through traditional means.  As a result of the test scores, Hypothesis 1 is 
supported. 
The findings of the statistical analysis of the pre-test and post-test scores indicate the law 
enforcement professionals, as a group, increased their conceptual knowledge after receiving 
training via the DFIS. As a result of the test scores, Hypothesis 2 is also supported. 
Conclusion 
An analysis was conducted across groups, which indicates that there was no statistically 
significant difference in the knowledge level test between the Comparison and the Experimental 
Group.  This is significant in answering the research question for this study on how effective 
DFIS is for increasing content knowledge in forensic drive imaging.  While the sample size was 
small (n=47) because of convenience sampling, the t-test was uniquely developed for this type of 
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situation.  The results indicate that those trained with DFIS had similar outcomes with those that 
were trained by the long-standing traditional hands-on method.  This is a very important finding, 
as it opens the path to a new training method is the field of digital forensics.  As demonstrated in 
the review of the literature,  no other study in this field has provided such evidence of the 
effectiveness of the simulations for digital forensic education. 
Statistical analyses were also conducted comparing the pre-test and post-test results of the 
Experimental and Comparison Groups, which was indicative of increased content knowledge.  
Both the Experimental Group and the Comparison Group had increased scores in the content 
knowledge surveys after engaging in their respective training.    The results indicate that utilizing 
the DFIS is as effective as traditional, hands-on training.  The results also suggest that DFIS-
based, online training, when hands-on training is not available or feasible, will be an effective 
method for law enforcement training. 
When examining student performance on the question categories of the Digital Forensic 
Imaging Knowledge Survey for Law Enforcement, there was statistical evidence that in the Image 
Process domain, the Experimental Group outperformed the Comparison Group.  That is,  those 
who received training via the DFIS had higher learning outcomes than those who received 
traditional hands-on training.  In the other three domains (computer processes, imaging methods, 
and write-blocking), there were no significant differences in learning outcomes between the 
simulator training and the hands-on training.   
The research question addresses an increase in conceptual or content knowledge 
associated with the forensic copying of hard drives equal to or at a higher level than through 
traditional hands-on training.  This quasi-experimental study has addressed this question through 
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comparative pre-test and post-test analysis and demonstrated that the use of DFIS is as effective 
if not more so than the traditional training method in achieving the measured learning outcomes.  
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CHAPTER 5: DISCUSSION OF FINDINGS, LIMITATIONS, IMPLICATIONS, AND 
RECOMMENDATIONS 
The purpose of this study was to determine if participants can increase their conceptual 
knowledge in digital forensic drive acquisition from using DFIS and if the simulator was as 
effective as traditional hands-on methods, when used to train law enforcement professionals, in 
comparison to traditional methods.  This simulator was conceived and developed to assist the 
attainment of the procedural knowledge of hard drive data acquisition methods and trouble-
shooting skills.  This research into DFIS on, “How effective is DFIS in developing law 
enforcement professionals’ knowledge of data acquisition as measured by Digital Forensic 
Imaging Knowledge Survey for Law Enforcement?” utilized a well-established law enforcement 
training organization as the context for this study.  This organization has a proven twenty-five-
year record of training and certifying digital forensic examiners and utilizes training methods 
that are considered to the “Gold Standard.”  The comparative statistical analysis provides the 
basis for the findings that DFIS was effective in increasing conceptual knowledge in participants, 
and DFIS was as effective or better than the traditional training method for preparing law 
enforcement for the procedural task of forensic hard drive imaging. 
This chapter discusses the significance of the research findings, the study limitations, the 
implications associated with the study, and recommendations for future research and simulator 
improvements.  The discussion of the significance of the findings highlights the important 
aspects of the study results.  The implications discussed address how DFIS could be best utilized 
for training and improved learning outcomes.  The recommendations section addresses both the 
recognized proposals for future research as well as for enhancements to the simulator.   This 
chapter provides interpretations and conclusions in the context of the research question and hypotheses 
that were addressed throughout this paper.   
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Discussion of the Significance of the Research Findings  
This research study has demonstrated its value in that it evaluated and examined the 
effectiveness of a single simulator tool designed as a proof of concept.  Proof of concept 
simulators utilize newly designed computer-based systems to pilot training effectiveness research 
(Qinyin, Mathai, Fluet, Adamovich, Lewis  & Merians. 2009; Robertson, Lehmann, Sandham, & 
Hamilton, 2011).  The analysis of the data provided statistical evidence with respect to its 
effectiveness.  This chapter includes a discussion of the critical findings from the pre-test with 
Digital Forensic Imaging Knowledge Survey for Law Enforcement, the post-test with Digital 
Forensic Imaging Knowledge Survey for Law Enforcement, and the specific domain knowledge 
levels. 
Review of the Study 
The development of DFIS arose out of the identified need for optional training methods 
for online learning environments, as well as for enhancing traditional hands-on methods.  In 
online courses, lectures and video demonstrations could be presented, but there was no 
mechanism to provide the procedural knowledge transfer necessary to train students. Computer-
based simulation was the likely method to bring about the knowledge transfer.  The intent was to 
develop a forensic drive acquisition training simulator that could provide learning outcomes that 
are equal to or better than the outcomes achieved by the traditional methods employed by this 
organization.  A simulator such as DFIS, provides a means of independent, self-directed 
learning, which promotes critical thinking skills.  A simulator allows users to actively and 
experientially construct their knowledge in a specific task-oriented domain.   
A comparative study was conducted to determine the effectiveness of DFIS for law 
enforcement training.  A training event held by the organization was identified, and the 
participants were divided into either a comparison or an experimental group.  The Comparison 
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Group was trained with the organization’s traditional hands-on method, and the Experimental 
Group received their training with DFIS.  Both groups undertook pre-test and post-test content 
knowledge surveys.  These surveys formed the basis for the research results, as provided in 
Chapter 4. 
Discussion of Pre-Test Findings 
The pre-test Digital Forensic Imaging Knowledge Survey for Law Enforcement results 
indicated that both groups, on average, came to the training with statistically similar content 
knowledge with regards to forensic drive imaging.  It was essential to establish that when 
starting, both groups had equal knowledge in the methods and processes of drive acquisition.   
The Digital Forensic Imaging Knowledge Survey for Law Enforcement had 29 possible 
points that could be earned.  The Experimental Group pre-test average score (M=20.13,  N=24), 
with a range from 12 to 27.  Upon arrival, the Experimental Group participants exhibited 
approximately 69.5% of the content knowledge asked about in the Digital Forensic Imaging 
Knowledge Survey for Law Enforcement.  The Comparison Group pre-test average score was 
(M=19.30, N=23), with a range from 14 to 24.  Upon arrival, the Comparison Group participants 
exhibited approximately 66.6% of the content knowledge asked about in the Digital Forensic 
Imaging Knowledge Survey for Law Enforcement.  The participants from both groups started the 
training with considerable knowledge of forensic drive imaging.  These scores were to be 
expected because the participants were experienced law enforcement professionals, some with 
many years in the field.  Even without specific forensic training, they would have been exposed 
to the processes and concepts.  It should also be pointed out that some forensic examiners wait 
for several years to get invited to the course so that they are already practitioners with drive 
imaging experience before taking the introductory course.  There was a ceiling issue with the 
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exam, in that the participants could only increase their content knowledge scores by at most 
30.5%.  However, no participant achieved a score of 29 on their post-test. 
Discussion of Post-Test Findings 
Post-test Digital Forensic Imaging Knowledge Survey for Law Enforcement scores 
indicated that both the Experimental Group and Comparison Group increased their conceptual 
knowledge as a result of their respective training methods.  The Experimental Group post-test 
average score (M=21.50,  N=24) with a range from 16 to 27.  The Comparison Group post-test 
average score was (M=20.91, N=23), with a range from 16 to 26.  There were statistically 
significant increases in both groups from the pre-test to the post-test resulting from the training.  
It was expected that the traditional methods used with the Comparison group would be effective 
in increasing knowledge because the training has been implemented this way for many years. 
The DFIS training was also determined to be effective in increasing the content knowledge of 
those trained.  As was hypothesized, the simulator helped provide increased conceptual 
knowledge as measured by the Digital Forensic Imaging Knowledge Survey for Law 
Enforcement. 
The post-test comparisons also demonstrated that the Experimental Group’s knowledge 
increased to a comparable level as that of the Comparison Group.  There was no statistically 
significant difference between the Experimental Group’s average score and the Comparison 
Group’s average score.  This result indicates that DFIS training was as effective as the traditional 
hand-on method for increasing conceptual knowledge.  The hypothesis that DFIS would be as 
effective as the traditional method of training forensic data acquisition as measured by the 
Digital Forensic Imaging Knowledge Survey for Law Enforcement is supported. 
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Discussion of Knowledge Domain Findings 
 The post-test comparative analysis is foundationally essential to this study, in that it 
forms the basis of answering the effectiveness question for this research.  Going back to the 
purpose of DFIS, as a viable alternative to hands-on traditional methods, the ability to produce 
comparable learning outcomes was crucial.  The literature review in other domains, engineering, 
medial, and law enforcement (Davidovitch, Parush, & Shtub, 2006; De Winter, Dodou & 
Mulder, 2012; Duan & Lin, 2015; Holbrook & Cennamo, 2014; Zevin, Aggarwal, & 
Grantcharov, 2014), all demonstrated the highly effective outcomes from training simulators.  
Producing study results with consistent conclusions in a field with little other research is 
significant to digital forensic education. 
Examining the post-test results in more depth sheds additional findings.  The Digital 
Forensic Imaging Knowledge Survey for Law Enforcement questions were from four knowledge 
domains, computer processes, imaging processes, imaging methods, and write-blocking.  When 
analyzing the results of the Experimental Group and Comparison Group post-test scores at the 
domain level: it was noted that the Experimental Group had achieved statistically higher scores 
in the imaging processes domain.  This particular domain of questions centered on the 
knowledge about the imaging practice itself and issues associated with the creation of the 
forensic copy.  With DFIS training, the participants repeatedly created forensic copies in the 
virtual environment, as opposed to the hands-on training, where the participants only created one 
forensic copy of the hard drive in a single instance.  The repetition, as well as the use of three 
different imaging methods, maybe the explanation for the increased knowledge in this domain.  
As was hypothesized, DFIS was effective in providing equal or better learning outcomes as 
traditional hands-on training.   
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DFIS can produce comparable levels of learning outcome as the traditional “Gold 
Standard” of training methods utilized by experts in the field.  Therefore, DFIS can be 
considered effective at increasing the conceptual knowledge of law enforcement professionals.  
If the “Gold Standard” of hands-on training is effective, then since DFIS can in certain areas 
exceed this standard, it should indeed be deemed effective.  This answers the research question 
of this study and supports both hypotheses that DFIS provides increased learning outcomes and 
that the outcomes are the same or higher than traditional training methods.  The advantage of a 
highly effective training method is that it offers new educational possibilities for developing 
experts in digital forensic data acquisition. 
Limitations 
While valuable and insightful results were obtained from the research, it is recognized 
that there were limitations to this study.  These limitations include the sampling method of the 
participants based on their backgrounds and positions in the classroom, as well as the time 
scheduling for the research activities controlled by the training event.  A discussion is presented, 
addressing both the sampling and time limitations. 
 The research was limited by using a purposive sample from one selected training event.  
A larger, more randomized sample would increase external validity.  This purposive sample also 
had participants with a wide variety of drive imaging experience, as noted from the pre-test 
results. The attendees in the training event were invited, not random participants, and many were 
experienced in the field.  Another recognized issue with the participants is their placement in the 
training room was not random.  They were intentionally seated in locations to encourage civility 
in the training event.  A study with more randomized participants at the same novice entry-level 
could be beneficial. This would allow researchers to more fully understand what DFIS was 
teaching. 
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The scheduled time spent in the simulator could have also been a limitation. The 
participants spent 45 minutes, the same amount of time allotted for the hands-on exercise, using 
the simulator.  For optimal learning, the participants may need multiple attempts at the simulated 
scenario.  In 45 minutes, the average attempts were 5.5, with a range from 1 to 9 attempts.  It 
may be that for optimal learning, participants need 10 to 12 attempts to fully experience the 
training offered in DFIS.  The training schedule of the event may not have been optimal. 
Implications 
The finding of this research study offers several important implications for digital 
forensic data acquisition training, for the field of digital forensics, and potentially other domains.  
There are four such implications presented here.  This includes addressing the need for more 
trained examiners in the field, online training opportunities to reach more individuals, an 
enhancement to traditional training methods, and the expansion to other forms of forensic data 
acquisitions. 
As included in the statement of the problem, there is a need for additional trained digital 
forensic examiners and methods to provide the training online (Harichandran, Breitinger, Baggili 
& Marrington, 2016; Rogers & Seigfried, 2004).  Computer training simulators, such as DFIS, 
can be used to meet these needs and reach many more students.  There was a considerable need 
for this previously, but the pandemic crisis of 2020 has forced institutions to rapidly expand 
online educational offerings and explore creative solutions to teaching procedural skills.  DFIS 
was designed for such a solution.   
Since DFIS was shown to be as effective as traditional hand-on training, this opens the 
possibility for the use of the tool in online and blended learning applications (Dimeo, 2017; 
Goodman, Melkers & Pallais, 2016; Kentnor, 2015).  The lack of online opportunities for drive 
images led to the development of DFIS (Conway & Gladyshev, 2015; Crellin, Adda, Duke-
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Williams, & Chandler, 2011; Yerby, Hollifield, Kwak, & Floyd, 2014).  The study results from 
other disciplines suggest that this tool may provide the needed resource for web-based education 
knowledge (Davidovitch, Parush, & Shtub, 2006; De Winter, Dodou & Mulder, 2012; Duan & 
Lin, 2015; Holbrook & Cennamo, 2014; Zevin, Aggarwal, & Grantcharov, 2014).  Students who 
otherwise would have limited experience with drive acquisition could then receive task-based 
training (Arkorful & Abaidoo, 2015).  Online courses may not be the only educational 
environments that could benefit from simulator deployment.  Many schools or training 
organizations may not have the funding to purchase all the necessary equipment to conduct 
hands-on exercises in the classroom.  The training simulator can minimize or alleviate this cost 
burden. 
Even for those classes that do utilize traditional hands-on exercises, DFIS can enhance 
the current training.  One advantage that DFIS provides is the trouble-shooting encounters not 
available in a traditional hand-on exercise (Van Merriënboer, Kirschner &Kester, 2003).  
Students can experience the hands-on interaction of connecting drives to duplicating equipment, 
but they can also learn to think critically when faced with technical challenges.  Furthermore, the 
use of a simulator, such as DFIS, would allow instructors inexperienced in forensic hard drive 
imaging to be able to present the topic in a class.  The instructors would not need to be experts in 
the methodologies of acquisition, as the simulator would provide that expertise. 
Finally, based on what was gained from this study, the possibility of additional 
simulations exist that would benefit the field of digital forensics.  Other types of devices and data 
locations need to be forensically acquired.  Cellphones are commonly seized in all manners of 
criminal investigations.  Collecting random accessed memory (RAM) from running computers is 
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needed in malware and encryption cases.  Training simulations for the collection and 
preservation of these forms of digital evidence may be just as effective as DFIS. 
The implications of this study also extend to how training in digital forensics is currently 
being conducted.  The lack of educational research in this domain demonstrated the need for 
expanded inquiry.  Simulators have been used for many years in other disciplines, why are there 
just being introduced to digital forensics?  Even though the field is relatively new, has it failed to 
embrace innovations in education?  The needs assessment studies (Harichandran, Breitinger, 
Baggili & Marrington, 2016; Rogers & Seigfried, 2004), provided evidence for the demand of 
trained examiners.  Looking at how we can effectively and efficiently train these examiners is a 
responsibility of those heading the educational programs.  Traditional methods are being 
canceled, out of precaution, and necessity.  This is an opportunity to examine the framework 
under which we are teaching and expecting individuals to learn.  By looking for new ways to 
introduce active, situated, problem-based, experiential learning environments for students (adult 
practitioners and higher education), more effective outcomes can be produced to meet the 
growing need.  This can apply to other disciples that have yet to innovate and explore new 
methods of increased learning outcome. 
Recommendations 
Based on the work and results of this research study, various recommendations have been 
determined.  There are three recommendations for future research with regard to training 
simulations and digital forensics. These include additional effectiveness studies in other 
educational environments, research in the transition from conceptual knowledge to procedural 
knowledge, and a college or university-based case study in the implementation of DFIS in online 
courses.  Based on some of the limitations recognized in this study, additional research would be 
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beneficial.  Also, in the utilization of DFIS in a training environment, continued improvements 
and developments have been identified, and recommendations for updates are included. 
Research Recommendations 
As this research was limited to a comparison in a single training event, repeated 
experimental studies in a variety of the educational environments might be beneficial to validate 
the findings of this study.  Additional studies with a different participant group would also be of 
benefit.  Conducting a similar study with higher education students to assess the effectiveness of 
this environment would be useful, as one of the purposes of the program is to be used in online 
higher education courses. 
Further research into the transition from conceptual knowledge to procedural knowledge 
should be conducted, whereby participants are trained with DFIS and then tested to see if they 
can perform the task of drive imaging.  This research could be completed by having participants 
create forensic copies of a variety of hard drives by a method of their choice after receiving DFIS 
training.  Trouble-shooting issues could be built into the study to provide different degrees of 
challenge.  Observations could be conducted by researchers to note the apparent critical thinking 
skills exhibited by the participants. 
Additionally, conducting a case study of the implementation of DFIS into the course 
curriculum may shed further light on how effective the tool is in actual online or blended 
learning environments. This type of study would incorporate multiple research instruments, such 
as knowledge tests, confidence surveys, design surveys, participant opinion surveys, DFIS log 
file analysis, and tasks-based assignments to triangulate  
DFIS Development Recommendations 
The simulator should be ported to web-based access to allow a broader audience usage.  
This would make implementation in online classes easier to put in place by eliminating the issues 
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associated with the type of computer students are using.  With DFIS accessible as a stand-alone 
program, as it currently is, and with making it accessible from a website, this would provide for 
the most comprehensive access. 
Observations from the DFIS log analysis identified additional enhancements to the 
simulator program as well.  One enhancement would be to let the users know how many attempts 
have been made.  This could be valuable feedback for the users (Ifenthaler, Eseryel, & Ge, 
2012).  Users tend to lose track of how many attempts they have made and often do not reach the 
intended goal.  Adding the feedback could increase the number of attempts made and further the 
learning experience. In the current version, the users are responsible for keeping track of how 
many attempts have been completed.  The number of attempts could be presented to the users 
when they are notified by the program, whether or not they successfully passed the scenario.  
Another enhancement would be to allow the instructor to programmatically set the required 
number of attempts that must be met before the student completes their assignment. This adds 
additional challenges by setting the user goals and enforcing time within the simulator, which is 
a form of learner support (Wouters & Van Oostendorp, 2013).  These two enhancements may 
increase the desired skill level of the users by enforcing a more consistent level of activity. 
The simulations also need to expand to other scenarios for greater exposure and to 
maintain engagement and immersion (Cheng, Lin, She, & Kuo, 2017).  DFIS currently only has 
one scenario that is repeated in each attempt.  The variability comes through receiving different 
budgets, which can impact the duplication method.  The simulator could also be expanded to 
allow for forensic copying of additional items of evidence. Capturing the computer system's 
memory (RAM) for malware cases and potential encryption issues are becoming more standard 
practice.  Options for collecting the RAM as part of a scenario could increase the overall 
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effectiveness of the tool.  Cellphones are also standard items of evidence in cases and require 
different techniques for the collection of their stored data.  The inclusion of these techniques 
would be beneficial as well as require an additional study on the effectiveness of teaching these 
techniques through simulation. 
DFIS was developed for this study with a limited budget; however, a full-featured 
commercially developed simulator incorporating the advanced technology and programming that 
is currently available would be of even more benefit.  Using virtual-reality goggles and gloves to 
remove a hard-drive from a computer and connect the cables would provide a degree of 
immersion not available in the cost-effective development of DFIS.   
Conclusion 
In forensic science, examiners develop opinions and conclusions from the tested and 
observed data and evidence in the case.  In the examination of the data developed and presented 
in this dissertation research, the conclusion is that sufficient evidence exists to answer the 
research study question. Concerning how effective DFIS is in developing conceptual knowledge 
of forensic drive imaging, the study methods provided evidence of statistically significant 
increases in content knowledge, and the training outcomes were equal to the outcomes from 
traditional training procedures. A conclusion was also reached that DFIS is effective in 
developing the necessary conceptual knowledge for forensic drive imaging and can be utilized in 
place of hands-on exercises in educational environments. 
This study has provided critical and not previously documented evidence that a digital 
forensic training simulator, designed under a framework promoting the learner-centered 
construction of knowledge, can be effective in training future forensic examiners in copying 
crucial physical evidence for examination.   This research can benefit educational and law 
enforcement communities by introducing a new tool for enhancing existing educational methods 
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and providing training options for the online curriculum.  This study can potentially inspire 
others to continue to innovate methods of active learning and to conduct meaningful research to 
enhance the field. 
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• You do not need to submit an application for continuing review.  Instead, you will receive a request 
for a brief status update every three years.  The status update is intended to verify that the study is 
still ongoing. 
 
• You must carry out the research as described in the IRB application.  Review by IRB staff is required 
prior to implementing modifications that may change the exempt status of the research.  In general, 
review is required for any modifications to the research procedures (e.g., method of data collection, 
nature or scope of information to be collected, nature or duration of behavioral interventions,  use of 
deception, etc.), any change in privacy or confidentiality protections, modifications that result in the 
inclusion of participants from vulnerable populations, removing plans for informing participants about 
the study, any change that may increase the risk or discomfort to participants, and/or any change such 
that the revised procedures do not fall into one or more of the regulatory exemption categories. The 
purpose of review is to determine if the project still meets the federal criteria for exemption.   
 
• All changes to key personnel must receive prior approval.    
 
• Promptly inform the IRB of any addition of or change in federal funding for this study.  Approval of 
the protocol referenced above applies only to funding sources that are specifically identified in the 
corresponding IRB application.  
 
Detailed information about requirements for submitting modifications for exempt research can be 
found on our website.  For modifications that require prior approval, an amendment to the most 
recent IRB application must be submitted in IRBManager.  A determination of exemption or approval 
from the IRB must be granted before implementing the proposed changes. 
 
Non-exempt research is subject to many regulatory requirements that must be addressed prior to 
implementation of the study.   Conducting non-exempt research without IRB review and approval may 
constitute non-compliance with federal regulations and/or academic misconduct according to ISU 
policy. 
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• All research involving human participants must be submitted for IRB review. Only the IRB or its 
designees may make the determination of exemption, even if you conduct a study in the future that is 
exactly like this study. 
 
• Please inform the IRB if the Principal Investigator and/or Supervising Investigator end their role or 
involvement with the project with sufficient time to allow an alternate PI/Supervising Investigator to 
assume oversight responsibility.  Projects must have an eligible PI to remain open. 
 
• Immediately inform the IRB of (1) all serious and/or unexpected adverse experiences involving risks 
to subjects or others; and (2) any other unanticipated problems involving risks to subjects or others. 
 
•  Approval from other entities may also be needed.  For example, access to data from private records 
(e.g., student, medical, or employment records, etc.) that are protected by FERPA, HIPAA or other 
confidentiality policies requires permission from the holders of those records.  Similarly, for research 
conducted in institutions other than ISU (e.g., schools, other colleges or universities, medical facilities, 
companies, etc.), investigators must obtain permission from the institution(s) as required by their 
policies.  An IRB determination of exemption in no way implies or guarantees that permission from 
these other entities will be granted. 
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• Your research study may be subject to post-approval monitoring by Iowa State University’s Office for 
Responsible Research.  In some cases, it may also be subject to formal audit or inspection by federal 
agencies and study sponsors. 
 
• Upon completion of the project, transfer of IRB oversight to another IRB, or departure of the PI and/or 
Supervising Investigator, please initiate a Project Closure in IRBManager to officially close the project.  
For information on instances when a study may be closed, please refer to the IRB Study Closure Policy.     
 
Please don’t hesitate to contact us if you have questions or concerns at 515-294-4566 or IRB@iastate.edu.  
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APPENDIX B: DIGITAL FORENSIC IMAGING KNOWLEDGE SURVEY FOR LAW 
ENFORCEMENT 
Digital Forensic Imaging Knowledge Survey Post for Law 
Enforcement 
 
 
 
Q1 Digital Forensic Imaging Knowledge and Confidence Survey for LE - Post-Test 
Hardware Exercise Group 
  
 Enter your name 
________________________________________________________________ 
 
 
Q2 Drive Imaging Content Knowledge (20 Questions) 
  
 Typically all imaging methods copy the suspect's data at the same rate (mb/s or gb/m). 
o True  
o False  
 
 
 
Q3 Using the suspect's computer for creating an image of their hard drive should be your first 
choice for methods since you know the equipment works together. 
   
o True  
o False  
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Q4 When using the suspect’s computer to image a drive, which of the following is important to 
understand to accomplish the task (Pick all that apply)? 
▢   a. System Date and Time  
▢   b. Boot Sequence  
▢   c. Amount of System RAM  
▢   d. BIOS/UEFI access  
 
 
 
Q5 While creating the copy, fragmenting the forensic image into numerous small files by the 
imaging software or duplicator can impact the integrity of the copy but not the time it takes to 
complete. 
o True  
o False  
 
 
 
Q6 The choice of image file format (RAW, E01, IMG) that the forensic imaging tool creates can 
impact the type or amount of data that is collected and can impact your analysis. 
o True  
o False  
 
 
 
Q7 A forensic image must be created using a device that physical write protects the suspect 
drive otherwise write will automatically occur to the suspect's drive. 
o True  
o False  
 
 
 
127 
 
Q8  It is still possible, during the imaging process, to write to the suspect’s drive while it is 
connected to a physical write blocker even if the write blocker is working properly. 
o True  
o False  
 
 
 
Q9 If the write-blocker successfully recognizes the connection of the suspect’s SATA drive, but 
the computer system it is attached to does not acknowledge the connection, what is the most 
likely cause? 
o a. Bad power supply on the write blocker  
o b. Issue with the SATA connection between the write-blocker and the hard drive  
o c. Issue with the USB connection between the write-blocker and the computer  
o d. Damaged write blocker  
 
 
 
Q10 Software programs or settings can prevent writes to a suspect hard drive. 
o True  
o False  
 
 
 
Q11 Your destination drive should always be formatted with a FAT file system to be the most 
universally read by different file systems. 
o True  
o False  
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Q12 The file system (ie FAT, NTFS, EXT 2/3/4) on the subject’s computer can impact the 
creation of a physical drive image. 
o True  
o False  
 
 
 
Q13 Plugging in a USB drive into a computer running Windows while it is running typically will 
not make changes to the hard drive as long as you do not click on anything or run any 
applications. 
o True  
o False  
 
 
 
Q14 When the suspect’s drive is connected to your forensic laptop through a write blocker, you 
will be protected from viruses infected your system. 
o True  
o False  
 
 
 
Q15 If you connect a destination drive to your computer through a USB chassis, but you cannot 
format it, what are the possible causes? (Select all that apply) 
▢   a. The drive may be bad  
▢   b. The USB cable may need to be reconnected  
▢   c. The drive may already be formatted  
▢   d. The USB chassis may be faulty  
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Q16 If a hash value is generated during the imaging, then it signifies that an accurate image 
was created. 
o True  
o False  
 
 
 
Q17 Why is it important to create a forensic image of a hard drive in an investigation? 
▢   a. To protect the integrity of the original evidence.  
▢   b. So that the suspect will have a backup of the data.  
▢   c. To provide an analysis copy if the warrant doesn’t allow taking the computer.  
▢   d. Because it collects more data than if the original drive is examined.  
 
 
 
Q18 Which items of information from the suspect’s drive and imaging process are important to 
collect? 
o a. Image hash value  
o b. Suspect drive serial number  
o c. Suspect drive model number  
o d. Number of physical sectors in the suspect drive  
o e. All of the above  
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Q19 Successful forensic imaging of a hard drive guarantees that if there is evidence on the 
drive, it can be examined. 
o True  
o False  
 
 
 
Q20 If a whole drive is encrypted, you will not be able to create a forensic image of the drive. 
o True  
o False  
 
 
 
Q21 Which items of equipment should you have multiples of in your toolkit? (Select all that 
apply) 
▢   a. Power cables  
▢   b. Data cables  
▢   c. Write blockers  
▢   d. Hard drives  
▢   e. Tool kits  
 
 
 
