We study parabolic equations on bounded domains of Euclidean spaces in variable Hölder spaces. We prove a priori Schauder estimates.
Introduction
Let Ω be a bounded domain in R n and let T > 0. We investigate linear parabolic operators in this paper. A parabolic operator is given as follows u t (x, t) − Lu(x, t) := u t − a ij (x, t)D ij u(x, t) + b i (x, t)D i u(x, t) + c(x, t)u(x, t) , (x, t) ∈ Ω × (0, T ] = Ω T , where the coefficients a ij , b i , c are in the variable Hölder space C α(·) (Ω T ) (notation will be explained in the next section) and where the Einstein summation convention is used.
We are interested in the study of the following boundary value problem
where f , φ and g are elements of variable Hölder spaces. We prove Schauder estimates for this problem: interior, boundary and global ones. We require some mild condition on the exponent α, i.e. the so-called log-Hölder regularity, to prove these results. Moreover, in order to study the boundary and the global estimates, we need some assumption on the regularity of the domain Ω.
The article is a part of the studies in variable function spaces. Firstly these issues appeared in researches of mathematicians in partial differential equations with the nonstandard grow. Articles [19, 31] are first in which these problems are studied. However, function spaces with variable exponent are connected in a natural way with some engineer and computer science problems. Namely, the function spaces with variable exponent are appropriate to model electrorheological fluids (see [29] ). The viscosity of these fluids changes in response to an electric field. The reason of this phenomenon is that flicks of electrical conductor are in this fluid. In paper [4] also appears a model of a thermorheological flow. It is in turn a fluid in which the viscocity depends on a temperature. On the other hand, some scientists noticed these spaces could be used in the image denoising (see [1, 28] ). They suggested that in the image processing, an image of better quality could be obtained by an interpolation techniques that use variable exponents.
Linear parabolic equations are natural extension of the elliptic ones. There appears one additional variable in these equations, namely, time. Elliptic equations are considered in [15, 20] . We study elliptic equations in variable Hölder spaces in the articles [8, 7] . On the other hand, linear parabolic operators involving variable coefficients in different function spaces have been extensively studied in the mathematical literature. Especially, the literature devoted to the parabolic problems in the classical Hölder spaces is very vast (see [5, 6, 9, 12, 16, 17, 18, 21, 22, 23, 25, 26, 27, 30] and references therein). We strongly recommend monographs devoted to this topic [14, 20, 24] . One can also take [13] to see more details about Hölder spaces with a constant exponent.
The paper is divided into five sections. In Section 2 we introduce notations and define Hölder spaces with variable exponent. In Section 3 we prove a priori interior estimates for parabolic operator. First, we prove them for the heat equation and subsequently for the arbitrary parabolic equation. Section 4 is devoted to studying boundary Schauder estimates. Finally, in Section 5 we consider global a priori estimates. There is put the main result of the work. That is Theorem 5.2, but main weight of the proof is in Theorem 5.1. The first one is a simple consequence of the second one. Moreover, at the end of the article there are provided two appendices. We present the interpolation inequalities in parabolic Hölder spaces in Appendix A. Then, we proof some important Lemma in Appendix B. The Lemma is devoted to estimation of certain integral operator.
The article is thought as a part of series of two papers in which we study parabolic equations in variable Hölder spaces. In the next work we are planning to study the existence and the uniqueness of solutions of Dirichlet problem (1).
Preliminaries
Let Ω ⊂ R
n be an open and bounded set and let T > 0. We denote Ω T = Ω × (0, T ) and we define a special metric on the set Ω T :
d(P, Q) = max(|x 1 − x 2 |, |t 1 − t 2 |) for P = (x 1 , t 1 ), Q = (x 2 , t 2 ) ∈ Ω T . This metric is equivalent to the standard Euclidean metric on Ω T . In this paper the norm | · | for space variables is the maximum norm i.e. |x| = max i=1,...,n |x i | for x = (x 1 , . . . , x n ) ∈ R n . We introduce a space C(Ω T ), which consists of continuous functions on Ω T , that can be extended in continuous way to the set Ω T and a space C 2,1 (Ω T ) = u ∈ C(Ω T ) : for all |α| ≤ 2 D α u exists and D α u ∈ C(Ω T ) and u t exists and u t ∈ C(Ω T ) .
We also introduce spaces of functions with derivatives of the higher order. For k ∈ N we define C k (Ω T ) = u ∈ C(Ω T ) : for all |β| ≤ k D β u exists and D β u ∈ C(Ω T ) . Now, we turn to an introduction of basics of the theory of variable Hölder spaces (for details see [2, 3] ). If one wants to read more about function spaces with variable exponent, we refer to the monographs [10] and [11] . Let us assume that we have a function α : Ω T → (0, 1]. We will call it a variable exponent. A semi-norm for a function u is defined as follows
Hence, we are able to define spaces with variable exponent
In analogous way we define a space C k,α(·) (Ω T ) for k ∈ N. Let u be a function defined on Ω T . We introduce the following notations:
It is easy to see that the space C(Ω T ) with | · | 0,α(·),ΩT is a Banach space.
Finally, for u ∈ C 2,1 (Ω T ) we define
Again, the space C 2,1,α(·) (Ω T ) is a Banach space with | · | 2,1,α(·),ΩT . For a fixed P ∈ Ω T and a function u we define
.
We need some restriction for an exponent α. The exponent α : Ω T → (0, 1] is called log-Hölder continuous, if for all P, Q ∈ Ω T the inequality
holds for certain M > 0. The smallest M , which satisfies the above inequality we denote as c log (α). Let us introduce some further notations
We shall consider only exponents, which are log-Hölder continuous and satisfy
From now on we assume that conditions (2) and (3) are satisfied. We define a spacetime semicube with top P = (x 0 , t 0 ) ∈ R n × R + and radius δ > 0:
We remind the fundamental solution of the heat equation
for x, y ∈ R n and s, t ∈ R such that s > t. It is easy to verify that G satisfies the following equations
It can be also proved
where 0 ≤ k + j ≤ 4.
Interior estimates
In this section we start the proof of Schauder estimates. At the beginning we shall prove interior estimates. Let us fix P ∈ R n × R + and d > 0. We will denote N = N (P, d). The proof of the following Lemma is fundamental in this part of the article.
where f ∈ C α(·) (N ). Then the inequalities
Proof. For η > 0 let us denote N η = N (P, ηδ). We define the cut-off function φ ∈ C 
Let P = (x 0 , t 0 + d 2 ) and let us denote [14] we know that the following equality
for sufficiently smooth functions u and v, where L * 0 is an adjoint operator to L 0 1 , is true. We integrate above equality and we obtain
Therefore, the above equality yields
We set
where Q = (y, s). Thus, we see that we have
We want to estimate |D 2 u(Q)|. First, we will control J(Q). We denote U = N 3/4 \ N 1/2 ∩ {t 0 ≤ t ≤ s} and we have
1 L * 0 w = ∆w + wt for an arbitrary function w.
We know that (∆ + D t )G = 0. Thus, the above equality yields
Next, we use inequalities (6) and (4) and we get
Let us define the subset of
We decompose integrals from (9) 
It lefts to estimate
Thus, we conclude
Thanks to this inequality we have
We put inequalities (11) and (12) to (9) and we get
Next, we shall estimate H
First, we estimate the term from the integral H 1 . For (x, t) ∈ N we have
where inequality (6) was applied. We put the above result into H 1 and then we use (4). It yields
In the first integral we substitute |x − y| = r(s − t) 1/2 and then we estimate it as follows
where in the last inequality we have used the fact that s − t 0 ≤ d 2 . Now, we estimate the second integral in (16) . We again substitute |x − y| = r(s − t)
1/2 and we obtain
Hence, we deduce
Next, we bound from above H 2 . At the beginning, we use the Gauss formula
Since
We put this inequality into (17) and we get
At this moment we substitute z = d 2 /(s − t)
Now, we join together results from (13) and (19) , what yields
Next, we will estimate the Hölder semi-norm of
where H and J are given as in the previous part of the proof. Let us introduce notations P = (y 1 , s 1 ) and Q = (y 2 , s 2 ). We estimate
where
We apply the Mean Value Theorem to estimate the first type of integral
where point (ȳ,s) is on a segment connecting points (y 1 , s 1 ) with (y 2 , s 2 ). Next, we use inequality (4) and we obtain
Further, we estimate this integral similarly as the integral in (9) . Therefore, we distinct U 1 into two sets. We define
and
The integral in (22) we divide into U11 . . .
In the last integral we substitute z = d 2 /(s − t) and we obtain that it can be estimated as follows
Now, we estimate the integral on U 12 . There we use inequality |s − t| > (d/4) 2 , which is satisfied for (x, t) ∈ U 12 . Then, we bound J ′ 1 (i) on U 12 in the following way
Finally, we obtain
We see that
. Thus, we estimate J ′ 1 (i) as follows
where we have also used the fact that
and µ > 0 is arbitrary constant. Let us take µ = α(Q)/2. We have that (
Finally, we put (23) and (24) into (21) and also use (6) and we get
The term H ′ we estimate as follows
First, we will bound H ′ 3 . We use inequalities (6) and (15) and we get
We estimate the expression in the similar way as in (16) . Thus, we obtain
where we have used the inequality (s 1 − s 1 ) (1/2) ≤ d(P, Q) and the fact that α is log-Hölder continuous. It can be shown that there exist C 1 , C 2 such that
where C 1 , C 2 do not depend on P nor Q (for details see The end of the proof of Lemma 3.1 in [8] ). Thus, from (27) we get
Next, we shall estimate H ′ 4 . There we use the Gauss formula
We proceed to estimate H ′ 2 . We see that φ(y 1 , s 1 ) = φ(y 2 , s 2 ) = 1, so it yields
The term H ′ 22 we estimate similarly as the term H 2 in inequality (14) (see (18)). Thus, we obtain
Next, we will estimate the term H ′ 21 . We use the Gauss formula and the Mean Value Theorem. It yields
where (ỹ,s) is a point on the segment that joins P with Q. We use (4) to the above integral
For x ∈ ∂B we have the following inequality
It yields
. Now, we put inequalities (31) and (32) into (30) and we get
It is left to estimate H ′ 1 . We split H ′ 1 into four terms
. We use inequality (4) and substitute |x − y 1 | = (s 1 − t) 1/2 ρ into the integral H ′ 13 . The integral with [f ] αP,P,N we estimate in the subsequent way
The term of |f | 0,N we estimate as follows
Thus, finally we have
In similar way we estimate H ′ 14 . Hence, we have
Then, we shall bound the integral H ′ 12 . We use the Gauss formula and proceed in the similar way as in inequality (17):
It remains to estimate the expression H ′
11
. First of all, we consider the case s 1 = s 2 . We estimate the
Now, we substitute |x − y 1 + z(y 1 − y 2 )| = (s 1 − t) 1/2 ρ and we deduce
Next, we bound the term multiplied by |f | 0,N
Let us consider the case y 1 = y 2 . Again, we divide our problem into two others. First, we shall estimate the
Finally, we consider the coefficient of
In general case we decompose H ′ 11 as follows
Two first integrals on the right-hand side we estimate as was shown above. The last one we bound as follows
We use inequality (4) and we substitute |x − y 1 + z(y 1 − y 2 )| = ρ(s 2 − t) 1/2 . It yields that the considered integral is bounded by
Finally, we have shown that
Hence, we put (28), (29) , (33) and (34) into (26) and then (25) and (26) into (20) . It yields
The next lemma will be analogous to the previous one, but we shall consider a general parabolic operator here.
Lemma 3.2. Let N (P, d) ⊂ Ω T and let A = (a ij ) ij ∈ R n×n be a matrix such that inequalities
where f ∈ C α(·) (N ). Then
Proof. The proof is almost the same as the proof of Lemma 3.1. Instead of G we use the following function
In the next Theorem we will consider a general parabolic equation on an arbitrary open set. We will prove Schauder interior estimates. We need to introduce the interior norms for this purpose. Let P = (x, t), Q ∈ Ω T . We define d P = min {t, dist (∂Ω, x)}, d P,Q = min{d P , d Q }. Now, we are able to introduce the following norms and seminorms
Next, for s ∈ R + we define
where f ∈ C α(·) (Ω T ) and there are positive constants λ and Λ such that
for all x ∈ Ω and 0 ≤ t < T and for all ζ ∈ R n ,
0,α(·),ΩT ≤ Λ,
Proof. From Lemma A.1 we have
which is true for all ǫ > 0 (C = C(ǫ)). By this inequality it is sufficient to estimate the term [u] 2,α(·),ΩT . There exist two points P, Q ∈ Ω T such that inequality
is satisfied. We can assume that t-coordinate of P is greater than t-coordinate of Q.
Let us write equation (35) in the form
Let us take arbitrary 1 2 > µ > 0. We will consider two cases:
From this inequality we conclude d(P, Q) < µd P . Let d = µd P and let us consider the cube N (P, d). We apply Lemma 3.1 to equation (36) and then by inequality (5) we get
We shall estimate terms on the right-hand side of the above inequality. First, we will estimate the term |F | 0,N . It is easy to see that
Next, we shall use the fact that for Q ∈ N we have
Thus, we bound the expression |F | 0,N in the following way
Now, we use inequality (38) and we get
Next, we will estimate the term d α(P ) [F ] α(P ),P,N . For this purpose we need the following Leibniz-rule in Hölder space: Let g and h be arbitrary functions defined on Ω T , then
where R is a certain point from the set Ω T . Now, we are able to estimate (39)
0,α(·),ΩT + |u| *
Next, we will estimate the term d α(Q) [F ] α(Q),Q,N . We do it in the similar way as in (41)
We shall estimate the last term on the right-hand side of the above inequality. We use there inequality (38)
We put the above inequality into (42), what yields
Then, we put inequalities (40), (41) and (43) into (37) and we get
where we have used the interpolation inequality from Lemma A.1.
We need only to control the number µ α(Q)−α(P ) to finish the proof. Here we have two cases.
(a) If α(Q) − α(P ) ≥ 0, then we proceed in the following way
Finally, from inequality (44) we have
In this case we proceed in the following way
We see that when we join together the inequalities from cases 1 and 2, then we obtain the same inequality as in (45). Now, we will estimate from below the left-hand side of inequality (45)
When we put the above inequality into (45), we get
We take µ ≤ 1/2, such that Cµ We assume s ≤ s 0 . We will denote N = N s0 and P = (y 0 , s 0 ).
and let u = 0 on sets y n =d and {t = 0}, then the following inequalities
Proof. We will use the same notation as in the proof of Lemma 3.1. Moreover, let
where y * = (y 1 , . . . , y n−1 , 2d − y n ) for y = (y 1 , . . . , y n ). We use Green's identity (7) with u and v = φG. We integrate this equality on B × [0, s] by variables x and t, what yields
where Q = (y, s) ∈ N . Let us note that |y * − x| ≥ |y − x|. From this fact by inequality (4) we have
Let us observe that for i = n , so the last integral in the above inequality can be estimated by the following expression
We substitute z = d 2 s−t into the above integral and we get
Therefore, property (51) is proved.
We can obtain (47) in the similar way as in the proof of Lemma 3.1. The derivatives ∂ 2 u ∂y i ∂y j for i = n or j = n we can estimate almost step by step as in the proof of Lemma 3.1. It is left to estimate the derivative (46), it suffices to prove inequality (48) for u t . We differentiate equality (49) with respect to s and we get ∂u(y, s) ∂s
First, we will bound J
Now, we shall compute the third term in the above equality
We plug the above equality into (54) and we get
what is equal to 0 because d(P, Q) ≤ d 4 and φ(Q) = 1. Thus, we have
This term we bound as term (8) in the proof of Lemma 3.1. The integral in H(Q) we bound as H in inequality (14) . We use there inequality (50). Now, we shall estimate the Hölder semi-norm of D 2 u. Derivatives ∂ 2 u ∂y i ∂y j for i = n or j = n we estimate in the similar way as in the proof of Lemma 3.1. The derivative
∂ 2 yn we shall estimate by (46) and by the estimation for u t . Hence, now we need to estimate the Hölder semi-norm of u t . By equality (52) we have
As in equality (55) we can show that
where J 1 is given in (53). Thus, we get
We estimate the above term in similar way as the term J ′ in inequality (20) . It is left to estimate
We want to use Lemma B.1 to bound this statement. In this Lemma we can change G into G. Let us rewrite H(P ) − H(Q) to use this result. We define g(Q) = f (Q)φ(Q) and then we have
We can assume y 0 = 0. We transform (x, t) → (x,t) : N → U (we use the notion from Lemma B.1) in the following wayx = x/d andt = t/d. So we transform P intoP and Q intoQ. Let us also see that B is transformed into
Thus, the first integral in (56) we can write in the following way
whereḡ(x,t) = g(dx, d 2t ). The second we can write in the analogous way. All of the assumptions of Lemma B.1 are satisfied in the easy way. Thus, thanks to this Lemma the proof is finished. Lemma 4.2. Let us assume that sets N and Ω T satisfy the same conditions as in Lemma 4.1 and let A = (a ij ) ij ∈ R n×n be a matrix such that inequalities
a ij ζ i ζ j ≤ Λ|ζ| 2 for all ζ ∈ R n are satisfied for certain λ > 0 and Λ > 0. Let u ∈ C 2,1,α(·) (N ) satisfies the equation
Proof. Let us assume that y 0 = 0. There exists a matrix P ∈ R n×n such that matrix A = P AP T is the unit matrix and where β 1 , . . . , β n > 0 and 0 < θ ≤ 1 (for details see the proof of Lemma 4.1 in [7] ). Let us introduce the following notations B = P B and N = B × [0, s 0 ]. We definẽ
for (y, t) ∈ N . It is easy to check thatũ andf satisfy the equation
Lemma 4.1 could be also proved for sets of type N . Thus, we can use this Lemma for equation (57). Then, we re-transform N into N ,ũ into u andf into f and in this way we finish the proof of the Lemma.
The next Theorem deals with boundary Schauder estimates on general open set. We need boundary norms and seminorms to prove it. We define a parabolic boundary of
In the sequel, we shall use the following notations
In the analogous way we define norms | · | (s) k,α(·),ΩT ∪Γ and respect seminorms. We get the following Theorem by an application of Lemma 4.1.
0,α(·),ΩT ∪Γ ≤ Λ,
0,α(·),ΩT ∪Γ ,
Proof. The proof is analogous to the proof of Theorem 3.1. There we use Lemma 4.2 instead of Lemma 3.2.
Global estimates
We shall prove global Schauder estimates in this section. We need the following Lemma.
Lemma 5.1. Let us assume that Ω is a set of class C 2,α
then there exists ρ > 0 such that for all P ∈ ∂Ω × [0, T ] ∪ Ω × {0} the following inequality
Proof. Let us take P = (x 0 , t 0 ) ∈ G T . Because the boundary of Ω is of class C
2,α
+ , so we have δ > 0 and "1 − 1"
+ such that the following conditions are valid
Now, we transform our equation. It is similar path as in the proof of the analogous Lemma for elliptic equations (see the proof of Lemma 4.4 in [7] ). Let us denote
Thenũ satisfies the equation
It is easy to see that there exists constant K > 0 such that
Thus, we obtain
for k, l = 0, 1, 2, 3, . . ., where v is a certain function,ṽ = v • Φ −1 andα = α • Φ −1 . Hence, we see that
Thus, by virtue of Theorem 4.1 we get
Therefore, from (58) and (59) we obtain
We denote B ′′ = B P,
for all X, Y ∈ B ′′ and thus we conclude
According to inequality (60), we have
We denote ρ P = δ/4. Now, let us take the covering {B(x, ρ P )} x∈G of the set G T . Since this set is compact, we can take a finite cover {B(
If we take an arbitrary X ∈ G T , then X ∈ B(P i , ρ i ) for some i. It is easy to see that B(X, ρ) ⊂ B(P i , 2ρ i ) and since for B ′′ = B(P i , 2ρ i ) ∩ Ω T inequality (61) holds. Thus, the proof follows.
The next theorem is the main result in our work.
Theorem 5.1. Let us assume that Ω is a set of class C 2,α
where f ∈ C α(·) (Ω T ), ϕ ∈ C 2,α(·) (Ω T ) and there are positive constants λ and Λ such that
then the following inequality
is satisfied and C = C(diam(Ω), T, n, α − , α + , c log (α), Λ, λ).
Proof. First, let us note that we can take ϕ = 0, because the equation is linear. Let δ > 0 be such as in Lemma 5.1. Let P, Q ∈ Ω T be arbitrary points. We consider three cases.
1. If P, Q ∈ B(X, δ) for certain X ∈ G T , then we use Lemma 5.1 and we get
2. When d P,Q > δ/2, then we use Theorem 3.1. Indeed, we have
We estimate from below d P,Q , what yields
3. If d P < δ/2 and there does not exist X ∈ G T such that P, Q ∈ B(X, δ). Then, there exists P ∈ G T such that P ∈ B(X, δ/2). Thus, we have
Hence, we obtain
We again use Lemma 5.1 and Theorem 3.1 and we finally get the same inequality as in (62).
Below we formulate simple consequence of the previous Theorem. We will use it in the further work. The proof follows Theorem 5.1 and equation for u.
Theorem 5.2. Let us assume that Ω is a set of class C 2,α
and there are positive constants λ and Λ such that
Lemma A.3. Let Ω ⊂ R n be an open and bounded set. Let α and β be variable exponents on Ω T such that j + β + < k + α − , where k and j are non-negative integer numbers. It is also required that a boundary ∂Ω is of class C k,α + . Then for ǫ > 0 there exists a constant C, that for u ∈ C k,α(·) (Ω T ) the following inequalities
are satisfied and C = C(Ω T , β + , β − , c log (β), α + , α − , c log (α), ǫ, k, j).
B Estimation of integral transforms
In this section we will consider functions defined on U = I × (0, s 0 ), where 0 < s 0 ≤ 1 and
n with β ∈ (0, 1]. Moreover, let us denote fences
for i = 1, . . . , n − 1 and
In addition, we assume dist (N, I × {0}) > 0 and supp(f ) ⊂ N . Let
then v s ∈ C α(·) (U ) and the following inequality
is satisfied for (y 1 , s 1 ), (y 2 , s 2 ) ∈ U and C = C (α + , α − , c log (α)). 
Proof. Let us recall the definition of
G G(x − y, t − s) = G(x, t; y, s) = (s − t) −n/2 (2 √ π) n exp − |x − y|
4(s − t) .
We can extend f on set I × (−∞, 0) by 0. Therefore, we treat f as an extension. First, we consider the case when s = s 1 = s 2 and let us take arbitrary y 1 , y 2 ∈ I. We denote P = (y 1 , s) and Q = (y 2 , s). We have
The function G(·, ·; y 1 , s) satisfies the equation
so from (63) we have
It is easy to see that
Thus, equality (64) results us
The same equality we have for y 2 . Set γ = |y 1 − y 2 | 2 . We write ∆ y G(x, t; y 2 , s) dx dt.
We will bound all these above integrals. First, we shall estimate I 1 . We use there inequality (6) and the fact that f is Hölder continuous. It yields The equivalent thing we have got with the term I 2 . Namely In order to estimate I 3 , we define ψ(ζ) = y 1 + ζ(y 2 − y 1 ) for 0 ≤ ζ ≤ 1. Now, if we join together all these inequalities, we shall finish the proof for this case. Subsequently, we will consider the case y 1 = y 2 = y and s 1 = s 2 . Without loss of generality we can assume s 2 < s 1 . We again denote P = (y, s 1 ) and Q = (y, s 2 ). Recall the equality In the similar way we bound the integral J 2 . Thus, we have The term J 5 we estimate in the similar way as J 1 . Hence, we obtain
It is easy to see that the term J 4 is bounded in the independent way of P and Q. Hence, we have proved Lemma in this case. In this way we have finished the proof.
