Along with a review of some of the mathematical foundations of computed tomography, the article contains new results on derivation of reconstruction formulas in a general setting encompassing all standard formulas; discussion and examples of the role of the point spread function with recipes for producing suitable ones; formulas for, and examples of, the reconstruction of certain functions of the attenuation coefficient, e.g., sharpened versions of it, some of them with the property that reconstruction at a point requires only the attenuation along rays meeting a small neighborhood of the point.
Introduction
The divergent beam radiograph of the function f from the source point a in the direction 0 is defined by
(1.
Physically f is the x-ray attenuation coefficient of the object x rayed, a is the x-ray source, or tube focal point, and 0 is an x-ray detector. af() represents the attenuation in the x-ray beam along the ray with origin a and direction . The attenuation coefficient f is assumed to be square integrable on Rn and to vanish outside a fixed bounded open set Q, i.e., to lie inLO 2 (Q). The role of computed tomography is to reconstruct this function from a number of x rays.
In a strict sense, the word tomography refers to the reconstruction of cross sections of f, i.e., to the 2-D problem, and most of the activity in the field has centered on two dimensions, but the 3-D problem is beginning to attract more attention. To accommodate both, the present discussion takes place in Rn.
A point in Rn is an n-tuple of real numbers usually denoted by a single letter: x = (x 1 , .. . ,xn). The inner product and absolute value are defined by n (x,y) = xjyj and Ixx = (xx).
A direction is a point of absolute value 1, usually denoted by 0. The unit sphere Sn-i is the set of all direc- tions. For any point x, x is the subspace perpendicular to x, i.e., the set of points y satisfying (x,y) = 0. In dimension 2 the coordinates are often written out, with (x,y) in place of ( 1 ,x 2 ) and with some confusion allowed between the direction 0 and angle Ap so that 0 = (cosA sinV9).
Historically, computed tomography began with parallel beam x rays in which the photons travel along lines with a fixed direction 0 rather than along rays emanating from a fixed source a. The parallel beam radiograph is defined by 'P of(x) = f(x + tO)dt, x -'. (1.2) Parallel x-ray beams are difficult to produce physically, but the parallel beam transform can be produced mathematically by the process called rebinning shown in Eq. (1.5), and sometimes is approximated by using a sizable distance from x-ray source to object. The Radon transform, using planar integrals instead of line integrals, is defined by
The very lively field of nuclear magnetic resonance involves the reconstruction of f from its Radon transform.
In addition to the x-ray and Radon transforms, two others will play a role:
The following relations are clear: 5) where E is the orthogonal projection on 01. These mathematical transforms represent idealized approximations to the complex relationships between the object and measured data. Discrepancies resulting from numerical approximation, the positive diameter of the x-ray sources and detectors, the mixed energies of the x-ray beam, etc. are not discussed here.
From a mathematical point of view two of the most interesting aspects of computed tomography are the questions of uniqueness and stability. These questions are discussed, and the results are summarized in Ref. 1 . Uniqueness and nonuniqueness theorems are proved in Refs. 2-4. The most complete theorems on stability are given in Refs. 5-7; earlier special cases occur in Refs 8-12.
II. Inversion Formulas
In this article the Fourier transform is given by
When the actual x-ray sources lie on the sphere A (of radius R surrounding Q), the divergent beam inversion formula is obtained by making a change of variable in Eq. (2.9):
When the homogeneity and symmetry
are used, the result is (2.1) For use in potential theory Riesz1 3 introduced the functions Ra defined by
From the homogeneity and invariance under orthogonal transformations it follows that
Ifthoprator isdefinedby 2n/(a/2)
If the operator Ac, is defined by
then A' inverts convolution by Ra, i.e.,
The operator A is expressed directly by the formula (2.5) 
The corresponding Radon inversion formula is
Because of the singularity of A, it is expedient in practice to seek a reconstruction of an approximation to f rather than a reconstruction of f itself. Normally the approximation has the form e*f, where e is an approximate function called the point spread function.
In view of the formula The corresponding formula for the divergent beam,
the convolution being a Cauchy principal value.
The role of the Riesz potential in x-ray theory comes from the following: THEOREM (2.7). If g > 0, then for every point x,
-is allowed as a value.
In the integral below make the substitu- Application of A to both sides of Eq. (2.8) yields the following x-ray inversion formulas: (2.15) follows from this and from the formula The above formal derivations of the inversion formulas are not difficult to justify when both the attenuation coefficientf and the point spread function e have bounded support. Among the common point spread functions, the logarithmic one 18 is the only one with bounded support. (Some are not integrable.) The following sections contain derivations in a general setting that includes all standard examples.
Ill.

Riesz Potentials and Singular Integrals
The pointwise derivative
is not locally integrable, so it cannot be used as a convolution operator in the absolutely convergent sense. The formula,
e -I >#F defines a tempered distribution called the principal value of OR1/Oxj, which can be used as a convolution operator:
The use of distributions in x-ray theory allows application of Fourier transforms to functions too big at for the classical Fourier transform and also has some local conveniences. is the Schwartz space of rapidly decreasing CO functions, and its dual S' is the space of tempered distributions. 1 9 Distribution derivatives are denoted by Dj and pointwise derivatives by /Ox j . The following formulas are not hard to prove:
The Calder6n-Zygmund theory of singular integrals 2 0 gives the following:
THEOREM (3.5). If g e L 2 , then the limit in Eq. The next step is to determine when Rl*g exists a.e.
LEMMA (3.6). There is a constant C, that if is
integrable and (1 + Ix I )no is bounded, then
PROOF. Assume that 0 > 0 and let
The range of integration for Rl*o(x) is split into three parts. In the range I I Ix 1/2, Ix -y I > Ix 1/2, so the integral over this range is bounded by C x I 1njj 01b~. In the rangely > 21, I -I> x 1 and the integral is bounded similarly. In the range x 1/2 < ly I < 2 x 1, write x = Ix 10 and y = x Iz. The integral becomes
is bounded by 
PROOF. It is plain that the functions with bounded support are dense in Dxr, so it is enough to approximate one of these, sayg. It is a standard result that if e e Lo has integral 1, and e(x) = r ne(x/r), then for any g LEMMA (3.14) . Fix e Lo-, and set e(x) = r-ne(x/r).
If a L, then
This goes to 0 because a is bounded and e(rt) -0 for each t 5d 0. PROOF of (b). It is enough to prove (b) when e is the characteristic function of the unit ball, which will be assumed from now on.
Suppose first that g = Q outside B(0,ro THEOREM ( If 0 e & with 0(0) = 0, then
It is easy to check that bj E S. Equation (3.18) gives ,4) , 
Lemma (4.6) gives
fSn (A'PePOO)dO = (27r)"/1Sn-2 (e,-P).
Equation (5.4) now follows by taking 0(y) = f(x -y).
(The fact that the constants match is left to the read- 
VI. Point Spread Function
The usual way to obtain a point spread function e and reconstruction kernel k is to fix a function el with e1 bounded and continuous at 0, and Pl(0) =(27r)-n/2
(integral e = 1 if e is integrable), and to take e = er and k = k, with e,(x) = r-ne 1 (x/r), k,(x) = r-nk 1 (x/r), (6.1) where k 1 is the reconstruction kernel for el. Depending on additional properties of el, er*f -f in various senses, as r -0. If r is small, the reconstructed function e*f is an approximation tof. Its value at point x is a weighted average of the values of f, the weight being the function e shifted to the center x. In current practice el is radial, so e and k are radial, and k is independent of 0.
A good choice of the number r in Eq. (6.1) is based on numerical considerations and on the effective point spread radius, the smallest number R, such that
whenever R R' < R", with some fixed small e. (The authors usually use 0.01.) The reconstructed value e*f(x) is effectively the average of the values f with the wieght e on the ball with center x and radius R = R(e). Since R(er) = rR(el), Eq. (6.1) can be used to produce e with R(e) prescribed.
A good choice of R(e) depends on the required resolution, the noise, the presence or absence of small high contrast features, etc.-the resolution being the number p so that the smallest features to be resolved have a diameter of -2p. Too large a radius entails a loss of resolution, and too small a radius amplifies noise and produces streak artifacts. In the authors' experiments, R(e) 1.5p has proved a good compromise, but other kinds of problems might call for something else.
From now on it is assumed that a radial el is fixed with a radius that is satisfactory in respect to the above physical constraints.
There are also numerical constraints. A typical kernel (see Ref.
3) has sharp curvature at 0 and at the point where it is minimum and is rather flat elsewhere. To obtain good numerical values for the convolutions, the data should be known at these points, i.e., there should be x-ray detectors situated at 0 and at the kernel minimum or very close by.
Suppose (2-D parallel beam case) that the actual detectors are situated at the points nh,n = 0, ±1,+2,..., and that the minimum of the initial el (with a satisfactory radius) occurs at z 1 . Then the minimum of e, occurs at rz 1 , and r should be chosen so that rz, is a multiple of h. To disturb the initial good radius as little as possible, r should be close to 1. Thus the point spread function e is determined as follows.
(1) Choose an initial el with a radius that is satifactory in respect to the physical characteristics of the problem. This el is integrable but Ix 13 el is not, and el is not differentiable at 0. In these special cases, special derivations can be concocted, but the aim of the article is to provide general derivations under conditions close to the best possible, i.e., to the conditions necessary for the existence of the x-ray transforms themselves.
B. Reconstructions with A
Contrary to the statement at the beginning of the article, the role of computed tomography is not the reconstruction of the x-ray attenuation coefficient f. It is the reconstruction, from the x-ray data, of functions providing significant information about the physical object. In this light, Af and (1 -)f + e Af should not be viewed as approximations to f but as functions with supplementary and complementary information about the physical object.
In regard to the interpretation of this information, the major disadvantages are:
(1) In the presence of noise (including the mathematical noise introduced by discretization), Af is noisier than f.
(2) Even without noise, Af has a large magnitude, both positive and negative, near high contrast interfaces. The rapid changes hide low contrast details near high contrast interfaces. In the combinations (1 -e )f + e Af, Af can be truncated so as to avoid most of the loss.
(3) In regions where f is constant, Af is cup-shaped. This is a mathematical property of Af, not an artifact of the reconstruction, but nevertheless it is disconcerting. For the numerical reconstruction of Af, the discrete kernel k should be chosen so that the sum of its values is 0. The cup effect is minimized by choosing k so that the sum is small but not 0. If h is obtained by sampling the analytic kernel k at the detectors, this is achieved by changing the point spread radius of k a little.
Advantages of Af and (1 -)f + Af are:
(1) They provide a sharp accurate delineation of edges and provide a sharpening of small low contrast details (see Fig. 1 ).
(2) The reconstruction of Af is a local procedure:
the value at a point x depends only on the x-ray attenuation along rays meeting a small neighborhood of x.
When the point spread function e has bounded support, it usually has very small support-contained in a ball of radius slightly larger than the point spread radius R -1.5p. The reconstruction of A on a region go c Q then requires attenuation measurements only along rays that pass within distance about 1.7p of go. For example, in a reconstruction of the spine with a resolution of 0.5 mm, the x-ray beam can be coned to the spine itself plus 0.9 mm on either side. Such coning would reduce the x-ray dose by a large factor, allow high resolution scans (with a smaller number of smaller and more tightly packed detectors, as in the scan of Fig. 2 ), allow very fast scans (with several x-ray sources, each coned to its own small bank of detectors), reduce the amount of data required for high resolution 3-D reconstructions; etc. As yet unanswered is the question of which problems can be solved by the information in A/ alone. So far the only examples are the ones in Figs. 1 and 3 .
C. The Point Spread Function
At present there does not seem to be much evidence demonstrating the superiority of any particular initial point spread function el, although, of course, the local reconstruction of Af is possible only with one of small support. The battery reconstructions in Fig. 2 do demonstrate the importance of the point spread radius. There is evidence that some computed tomogra- phy algorithms automatically place the kernel minimum at the first or second detector, which can produce too small a point spread radius. Indeed, the battery example was chosen because a prior reconstruction with a standard scanner algorithm was very much like the first reconstruction in Fig. 2 (R = 0.42).
