In the independence setup, when the responses exhibit high degree of asymmetry, the median regression model is preferred to the mean regression model to obtain consistent and efficient regression estimates. However, when this type of asymmetric data are collected repeatedly over time, developing median regression model for such correlated asymmetric data may not be easy. As a remedy, there exist some studies where the longitudinal correlations of this type of asymmetric data have been computed using the moment estimates for all pairwise correlations and these correlations of repeated (multi-dimensional) data used to develop a median based quasi-likelihood approach for estimation of the regression effects. By considering an autoregressive order 1 (AR (1) to the simpler independence assumption based estimates. We illustrate the inference techniques discussed in the paper by re-analyzing the well-known labor pain data.
Introduction
Suppose that a scalar response y it and a p-dimensional vector of covariates x it are observed for cluster i = 1, 2, ..., K at a time point t (t = 1, 2, ..., T ). For the i th cluster, let y i = (y i1 , ..., y it , ..., y iT ) be the response vector and X i = (x i1 , ..., x it , ..., x iT ) bet the T × p matrix it which may be an appropriate choice only if m it holds a prportionality relation to µ it so that m it = cµ it for a suitable constant c for all t = 1, 2, ..., T . Second, using a mean response based gradient matrix D i is also dependent on such proportionality relation between means and medians, which may not hold for all t.
We now turn back to the longitudinal case where it is expected that the repeated responses y i1 , ..., y it , ..., y iT will be correlated. To accommodate this type of dependent observations, Jung 
, B i is the T ×p first derivative matrix of m i with respect to β, i.e., B i = ∂m i /∂β, where
.., m iT ) with g(m it ) = x it β, and φ
where φ
is the probability density function (pdf) of y it evaluated at the median m it .
Jung (1996) refers to the solution of (1.5) for β as the maximum quasi-likelihood estimate.
Note that the QL estimating equation (1.5) may be treated as a generalization of the ADQL estimating equation (1.4) , from the independent setup to the longitudinal setup. However, one cannot compute Ω i , the covariance matrix of the vector of indicator functions, as we cannot compute the pairwise bivariate distributions of the elements of the asymmetric response vector y i = (y i1 , ..., y it , ..., y iT ) . This is because the correlation structure or the joint distribution of the repeated responses may not be available. To resolve this computational issue, Jung (1996) has estimated the pairwise elements of Ω i matrix by estimating the bivariate probability of any two indicator variables using a distribution free moment approach. There are, however, several limitations to this pairwise probability estimation by using such a moment approach. First, if the repeated responses follow an auto-correlation model, which is most likely in practice, using pairwise probabilities based on the concept of unstructured correlations for repeated data may yield inefficient estimates, as in this approach one is computing too many correlations whereas auto-correlation model contains only a few lag correlations. Next, there is no guaranty that this type of unstructured correlations based estimation can be more efficient than using simpler show that the simpler independence assumption based estimates, surprisingly are more efficient (in the sense mean squared error) than other two correlation structures based estimates. In the simulation study, we have also included the mean regression based QL estimation approach to examine mainly its relative performance for high degree of asymmetry in exponential data caused by certain outliers. In Section 4, we illustrate the application of the aforementioned QL estimation approaches for the analysis of a well-known labor pain data which was earlier analysed by Davis (1991) , Jung (1996) and Geraci and Bottai (2007), among others. We consider this EAR(1) model and provide estimating equation for median based regression parameters. Suppose that the response y i1 follows an exponential distribution with parameter we write a dynamic model in exponential variables as,
where, for a given i, {a it , t = 1, ..., T ; i = 1, ..., K} is a sequence of exponential random variables with parameter λ it = exp(−x it β) and ρ i = ρ
with ρ as a probability parameter or correlation
it is an indicator variable such that In the same section, we also provide various versions of this GQL approach by using suitable 'working' correlation structures. This we do in order to examine the correlation structure misspecification effect.
Note that the EAR (1) process (2.2) produces a auto-correlation structure given by
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Median Regression Based GQL Estimation
To develop the median based estimating equation, first we compute the median m it , and the indicator variable δ(y it ≥ m it ) of the responses for the EAR (1) Thus, it follows that, for all t = 1, ..., T ,
Note that, in order to develop a median regression based estimating equation for β involved in the median m it = log2 λ it with λ it = exp(−x it β), one first defines an indicator variable relating y it and m it , as
It is clear that the expectation and variance of the indicator variable have formulas
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M a n u s c r i p t 9 Next, the covariance between two indicator variables δ(y iv ≥ m iv ) and δ(y it ≥ m it ) is given bỹ 6) where, for the present EAR(1) model, the bivariate probabilities P r(y iv ≥ m iv , y it ≥ m it ) may be computed as
[ See Hasan (2004, Section 4.1.1, p. 59)] where ρ t−v = Corr(y iv , y it ) ; for v < t.
Now by writing
one obtains the mean and covariance of this T-dimensional variable δ(y i ≥ m i ) as
whereσ ivt is given by (2.6).
One may then write the median regression based GQL estimating equation for β as
[ Jung (1996) , Sutradhar (2003) ] where 
Note that for known ρ, the estimating equation (2.10) may be solved iteratively usinĝ
where [] r is computed by evaluating the quantity in [] using β =β(r).
Semi-parametric GQL Estimation
Note that the construction of the median regression based GQL estimating equation (2.10) requires the knowledge of (a) marginal density of y it to be evaluated at median m it , and (b) the correlation structure for δ(y i ≥ m i ) (2.8) evaluated from pairwise bivariate probabilities (2.7)
based on the correlation model such as EAR(1) structure (2.2) for the repeated responses. In this section, we relax the need for the correlation model indicated in (b). To be specific, we provide several semi-parametric versions of the median regression based GQL estimating equation (2.10) , where assumption (a) is still used, but instead of (b), we consider three types of model free correlation structures as follows.
(a) Using Independence among repeated responses
In this case, the correlation index parameter ρ is treated to be zero. Consequently, the pairwise bivariate probabilities for δ(y iv ≥ m iv ) and δ(y it ≥ m it ) given in (2.7), for example, reduce to 
(b) Jung's Approach
To apply the QL estimating equation (1.5), Jung (1996) has estimated the pairwise elements of Σ i,δ matrix by estimating the bivariate probability of any two indicator variables using a distribution free moment approach. To be specific, the pairwise bivariate probabilities for δ(y iv ≥ m iv ) and δ(y it ≥ m it ) have been non-parametrically estimated by using the proportion aŝ
Thus, to constructΣ i,δ matrix, one writesΣ i,δ = (σ ivt ), wherẽ
The QL estimate of β is then obtained by solving (1.5) or equivalently using the iterative equation (2.13).
(c) Lag-Correlation Approach
Note that, when the repeated responses y i1 , ..., y iT follow EAR(1), EMA(1) or EEQC struc- Corr(y iv , y it ) = ρ |t−v| which may be denoted by ρ |t−v| . This shows that unlike in (2.16) one only needs to compute the correlation matrix
which we do by estimatingρ aŝ
Consequently,Σ i,δ is computed asΣ i,δ = 1 4C i (ρ), andβ is obtained by solving (1.5) or equivalently using the iterative equation (2.13).
A Simulation study
To examine the relative performance of the median regression based approaches described in Section 2.1.1, in this section we conduct a simulation study using finite sample size K = 100 individuals each having T = 4 repeated exponential responses. For the regression parameter β are examined, the median based estimating equations for β should be constructed by taking the correlations of the repeated responses y i1 , ..., y it , ..., y iT into account, so that the effect of correlation index parameter ρ can be understood for β estimation. Further note that we could also choose non-stationary x it for β estimation. But for simplicity we have not considered such covariates in the present study. This is mainly because of the fact that both non-stationary and stationary covariates based longitudinal EAR(1), EMA (1) and EEQC models produce the same correlation structure. As far as the correlation index parameter ρ is concerned we choose a large positive value, namely ρ = 0.7.
In the present study, we generate y i1 , ..., y i4 for each i = 1, ..., 100, following the EAR(1) model
, which however reduces to ρ (i.e. [ Insert Table 3 
Mean Regression Based GQL Estimation
Note that the aforementioned comparison is made among various correlation structure based median regression approaches. However, for the sake of completion, one may also be interested to examine the performance of a general auto-correlation (GAC) structure based mean regression GQL approach when it is known that the repeated data follow the EAR (1) 
and
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Now by writing
where
, one derives the mean regression based GQL estimating equation for β, as
Note that for known ρ, this equation (3.5) may be solved iteratively usinĝ
where [] r is computed by evaluating the quantity within the square brackets [] using β =β(r).
Next, because ρ is unknown in practice, it must be estimated. By using lag 1 sample correlations one may estimate ρ involved in c iut (ρ) = ρ |t−u| by solving the moment equation given bŷ
whereỹ it is the standardized residual, defined as,ỹ it = (y it − µ it ) {σ itt } 1/2
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Performance of the linear regression based GQL approach
For the same designs used above under median regression based approaches, we obtain estimate of β by solving the mean regression based GQL estimating equation (3.5). The SM, SSE and SMSE of this estimates are reported in Table 3 .1 along with similar results under the median regression based approach. The overall percentage efficiency (E2) as compared to this mean regression based approach for the estimates of β are reported in the last column of Table 3 .1.
The results of Table 3 .1 show that the median regression based estimating equation produces less efficient (in the sense of MSE) estimates as compared to the mean regression based estimating equation. This is because the median based approaches when compared to the mean based approach produce estimates with E 2 < 100, where the efficiency E 2 for a selected method (M), is defined as E 2 (M ) = {SMSE(Mean Based)}/{SMSE(M)} × 100. This result is not surprising because of the degree of asymmetry in the present exponential data which not so strong. However, to understand the effect of large asymmetry in the data, we have also generated asymmetric exponential data as in Table 3 .1, but forced a small percentage (1%) of observations to be mean shifted outliers, such that for these observationsx i was first generated from U(0,1) and then for 1% of them (x i ) was shifted tox i + 1.5. The mean and median regression based GQL estimates for these outliers oriented data are shown in Table 3 .2.
[ Insert Table 3 .
about here ]
These results show that the mean regression based GQL estimates are now biased when compared to the corresponding estimates obtained in the outliers free case as in Table 3 .1, whereas the median regression based new estimates do not appear to be affected by outliers. This prompted us to compare the relative bias (RB) as opposed to MSE, for the mean and median regression based estimates, where RB of an estimate, sayβ, is defined as relative bias for the median based regression estimates. Thus, if the degree of asymmetry is high which is caused here due to added outliers, the median regression based approach appears to work better than the mean regression based approach.
Data Analysis : Labor pain data
The labor pain data reported by Davis (1991) Note that to understand the effect of times on the labor pain, Jung (1996, Section 6), for example, fitted a linear median regression model with errors having zero median. To be specific, Jung (1996) has fitted a model y it = β 0 + β 2 t + it for the treatment group, and obtainedβ 0 = 4.36 andβ 2 = 1.37 by using pairwise correlation estimates based QL approach (JQL). In order to see how these estimates or model fit the observed data in Figure 4 .1, we have generatedˆ it from uniform distribution U(− ) [to keep the distribution at median to be uniform as suggested by Jung (1996) ] and estimated y it asŷ it =β 0 +β 2 t +ˆ it . The fitted data for this treatment group For the aforementioned reason, we have re-analysed the data set using correlated exponential model given in Section 2. Note that when we have compared the IND, JQL and GQL(LC)
approaches to the true model based GQL(TC) through a simulation study in Section 3, it was found that IND followed by GQL(LC) produce more efficient regression estimates. As shown in and GQL(TC) approaches to this data set. Because our main concern is to see the effect of times in treatment group, we have fitted the exponential model, y it = ρ i y i,t−1 + I it a it following (2.2) with median m it =(log2) exp(β 0 + β 1 t). The parameter estimates along with their estimated standard errors (shown in parenthesis) under these three approaches were found to be tern of these standard errors to be different for this data set when compared to the simulation results reported in Table 3 .1. However, in view of the simulation results reported in Table 3.2 and because the observed data are highly asymmetric, the median based estimates are preferable to the mean based estimates.
Concluding Remarks
In a regression setup for repeated asymmetric data such as exponential data, there exists a pair-wise correlation structure (semi-parametric) based median regression QL approach (Jung (1996) ) for the estimation of the regression effects. In this paper, by using an AR(1) type correlation model for repeated exponential data, we have examined the relative performance of various median based GQL approaches. When median regression based approaches were compared among themselves (as opposed to mean regression based approach), it was found that independence assumption based QL approach performs better than the other competitive median based GQL approaches. The empirical results of this paper show that the mean regression based GQL approach may perform the same or better as compared to the median regression based GQL estimates, when the degree of asymmetry in the data is small. When asymmetry in the data will increase such as by introducing outliers, the median regression approaches would perform better 
