Curve fitting is one of the most important methods to extract not only chemical but also biological information in perturbations. 1 By the assumption of proper model function, curve fitting enables one to describe detailed changes caused by perturbation. However, we sometimes experience difficulty in obtaining a desirable fit between observed data and a model function. One of the main reasons for this problem is that all fitting parameters are based on a least squares (LS) estimator. An LS estimator determines all parameters of a model function by minimizing sum of squared residuals between observed and predicted values. Such an estimator is strongly influenced by outliers in a data set. For example, LS estimator has a breakdown value of 0%, namely it is strongly influenced by even only one outlier in data. 2 It is not adequate to apply such curve fitting to a data set with strong noise. In the practice of curve fits for such data including noise, it is more desirable to obtain fitting parameters by some robust estimators that are less influenced by outliers. Therefore, we introduce a new technique for curve-fitting based on a robust estimator, least median squares (LMedS). The LMedS estimator is defined to be the parameter which minimizes the median of the squared residuals between observed and predicted values. The LMedS estimator has a remarkable tolerance toward outliers of 50% in a data set. 3, 4 In spite of such theoretical advantage, it requires more computational complexity compared with the LS estimator. Generally, a Monte-Carlo type technique is used to obtain a satisfying approximation of the LMedS estimator because, so far, there are no straightforward formulas for the LMedS estimator.
Introduction
Curve fitting is one of the most important methods to extract not only chemical but also biological information in perturbations. 1 By the assumption of proper model function, curve fitting enables one to describe detailed changes caused by perturbation. However, we sometimes experience difficulty in obtaining a desirable fit between observed data and a model function. One of the main reasons for this problem is that all fitting parameters are based on a least squares (LS) estimator. An LS estimator determines all parameters of a model function by minimizing sum of squared residuals between observed and predicted values. Such an estimator is strongly influenced by outliers in a data set. For example, LS estimator has a breakdown value of 0%, namely it is strongly influenced by even only one outlier in data. 2 It is not adequate to apply such curve fitting to a data set with strong noise. In the practice of curve fits for such data including noise, it is more desirable to obtain fitting parameters by some robust estimators that are less influenced by outliers. Therefore, we introduce a new technique for curve-fitting based on a robust estimator, least median squares (LMedS). The LMedS estimator is defined to be the parameter which minimizes the median of the squared residuals between observed and predicted values. The LMedS estimator has a remarkable tolerance toward outliers of 50% in a data set. 3, 4 In spite of such theoretical advantage, it requires more computational complexity compared with the LS estimator. Generally, a Monte-Carlo type technique is used to obtain a satisfying approximation of the LMedS estimator because, so far, there are no straightforward formulas for the LMedS estimator. 6 Such technique needs many iterations and computational complexity increase with the increase in the number of parameters in the model function. In this study, particle swarm optimization (PSO) is introduced to acquire the LMedS estimator for out curve fits. PSO, developed by Eberhart and Kennedy in 1995, is a stochastic search method inspired by the social behavior of bird flocking. Similar to the genetic algorithm (GA), PSO is a population-based optimization tool that searches for optima by updating generations. [5] [6] [7] [8] [9] However, unlike GA, 10 PSO includes no evolution operators such as crossover and mutation. Compared to GA, a remarkable advantage of PSO is that its algorithm is conceptually very simple, computation costs are low and few adjustable parameters are needed.
The proposed robust curve fitting method is demonstrated with simulated data and temperature-dependent near-infrared (NIR) spectra of oleic acid (OA). The results show that the proposed method is more effective than a standard curve fit based on the LS estimator when the data set has high level noise.
Theory

LMedS estimator
We are given a set of n observations in the plane (xi, yi), for i = 1, ... , n, and consider a linear regression model,
LMedS can be defined as; where med means median and ε is a residual between an observed value y and a predicted value ypred, defined as
Compared with an LS estimator, the LMedS estimator is less sensitive to outliers in a data set. For example, the breakdown value of LS is 0% and it means that an LS estimator is influenced by only one outlier. On the other hand, LMedS has a breakdown value of 50%, namely it can deal with outliers in a data set up to 50%. Despite this theoretical advantage, we do not have any straightforward formula to calculate LMedS estimators, so far. In general, a Monte-Carlo based technique is used to obtain the LMedS estimator. This process can be described as follows, 11 Step 1 Pick up m subsamples from data randomly
Step 2 Optimize parameters of regression model by LS estimator Step 3 Calculate LMedS with the parameters optimized in Step 2
Step 4 Repeat Steps 1 -4 until one obtains minimum LMedS
The main problem of this technique is that it requires many more iterations and much more computational cost with increases in the number of samples and parameters. Especially, in the case of nonlinear regression problem which requires a nonlinear optimization such as Newton's method to obtain parameters in the model function, the requirements extremely increase the computational complexity.
Therefore, we introduce a more effective optimization of these parameters by PSO in this study.
PSO
PSO is a biologically-inspired algorithm motivated by a social analogy. 5 It is an iterative method based on the search behavior of a swarm of particles "flying" through a multidimensional search space. Sometimes it is related to GA or EA but there are significant differences between these techniques. In PSO, positions of particles are candidate solutions to the Ddimensional problem, and the moves of the particles are regarded as the search process for better solutions. [5] [6] [7] [8] [9] The position of the ith particle is represented by xi = (xi1, xi2, ...... , xiD) and its velocity is represented as vi = (vi1, vi2, ...... , viD). During the search process, each particle successively adjusts its position according to two factors, namely its personal best position and the global best position. The personal best position pi = (pi1, pi2, ...... , piD) is the best previous position of the ith particle that gives the best fitness value. The best particle among all the particles in the population is represented by pg = (pg1, pg2, ...... , pgD). Each particle is updated by the following two best values, pi and pg during its iteration. The particle updates its velocity and position as follows:
where w is an inertia weight which is brought into Eq. (4) to balance the global search and local search, c1 and c2 are two positive constants named as learning factors, and from experience both constants take the integer value 2, and r1 and r2 are random numbers uniformly distributed in [0, 1] . A time parameter μ in Eq. (5) determines the different flying time for each particle. In this study, the interior weight w is set to 0.5 and a random number uniformly distributed in [0,1] is used as the time parameter by experience. Equation (4) is used to update the velocity according to its previous velocity and the distances of its current position from pi and pg. Then, the particle flies toward a new position according to Eq. (5). Such an adjustment of the particle's movement through the space causes it to search around the two best positions. A remarkable difference between PSO and GA is that the PSO algorithm is simple and has few parameters to be adjusted. Therefore, in general, it requires less computational complexity.
Robust curve fit by LMedS estimator with PSO
PSO is used for the optimization of parameters of model functions in this study. Namely a fitness function of PSO is defined as follows;
where ε 2 designs squared residuals described by Eq. (3). A remarkable point of this method is that it directly searches for parameters which minimize the fitness function. It does not need any nonlinear optimization process even in nonlinear regression models. Therefore, it can effectively deal with complex models such as polynomial and nonlinear models which usually require high computational cost.
Experimental
Two data sets are used in this study. One is simulated data including an outlier. Another is temperature-dependent NIR spectra of OA.
Simulated data
The simulated data set is prepared with an exponential function as follows;
where A and t are parameters to control amplitude and slope, respectively. Data are simulated with A = 0.5 and t = 5 in [0,50] range of x. To include outliers, we picked up 10% samples in the data randomly and replaced by random values as shown in Fig. 1 . In Fig. 1 , a solid line represents a value calculated by Eq. (7) and asterisks mean data with outliers. Temperature-dependent NIR spectra of OA Highly pure OA (purity greater than 99.9%) was obtained from the Research Institute of Biological Materials (Kyoto, Japan) and was used without further purification. Transmission NIR spectra of OA were measured by a FT-NIR spectrometer, Bruker Vector 22/N, over the 12000 -4000 cm -1 region at a resolution of 2 cm -1 . A quartz cell with 1 mm path length was used in this measurement. A total of 32 scans were co-added to measure each spectrum. The NIR spectra were measured every 0.1˚C over a temperature range of 5 -50˚C. Temperature was controlled with temperature-regulated cell holders by circulating thermostated water from a thermistor-controlled external source.
Results and Discussion
Curve fitting with simulated data set
The proposed curve fit based on the LMedS estimator is applied to the simulated data set with outliners. Equation (7) is used as a model function for the curve fit. In the PSO, the numbers of particles and iterations are set to 50 and 100, respectively. For the comparison of effects by the proposed method, a standard curve fit based on an LS estimator is also applied to the same data set. Figure 2 shows the result of a curve fit to the simulated data by LS estimator. One can find that its result is strongly influenced by outliers. For example, outliers at the perturbation 4 and 5 apparently lead to misestimates of parameters. Figure 3 represents squared residuals on each perturbation between original data and the points predicted by the model function with estimated parameters. Please note that the residuals between original data and outliers are large. Moreover, one can find that such outliers decrease prediction performance on the other samples. For example, influenced by outliers, predictions in the perturbation region [0, 3] and [6, 14] cause the residuals shown in Fig. 3 . These results clearly demonstrate the undesirable effects of outliers in the curve fit based on an LS estimator. Figure 4 indicates the result of curve fit by the proposed method. It can be clearly seen that its fitting result is not influenced by outliers in the data. Figure 5 represents squared residuals on each sample by the proposed method. It is also noted that, except for outliers, the residuals on each samples become almost 0, namely the fitting result is not influenced by 783 ANALYTICAL SCIENCES JULY 2007, VOL. 23 Curve fitting with temperature-dependent NIR spectra of OA The proposed method was also applied to practical spectroscopic data, temperature-dependent NIR spectra of OA. Figure 6 represents temperature-dependent NIR spectra of OA in the 7550 -6650 cm -1 region. In this study, we focus on a series of intensity changes in peaks at 5676, 5790 and 8256 cm -1 in the temperature range of 20 -40˚C to demonstrate the effect of the proposed robust fitting method. Figure 7 denotes intensity changes at (A) 5676, (B) 5790 and (C) 8290 cm -1 in the temperature range. These peaks are due to the first overtones of symmetric and antisymmetric stretching modes and the second overtone of symmetric stretching mode of the CH2 group, respectively. One can notice that the intensity change in Fig. 7 (C) includes a strong baseline drift, mainly due to low SN ratio compared with other regions, and it is difficult to find a clear intensity change with such noise. Herein, the proposed method is applied to obtain a clear intensity change in this temperature range. An exponential function defined as follows is used as a model function;
where A, xc, t and y0 are parameters to represent amplitude, coordinate in x dimension, slope and baseline, respectively. In the PSO, the numbers of particles and iterations are set to 50 and 100, respectively. A standard curve fit based on an LS estimator is also applied for the comparison. Figure 8 shows the curve fit results obtained by the proposed LMedS estimator and by the LS estimator at (A) 5676, (B) 5790 and (C) 8290 cm -1 . Statistical fitting results and fittng parameters are also given in Tables 1 and 2 , respectively. Fitting results, correlation coefficient (R) and root mean squared error of calibration (RMSEC), with the intensity changes at 5676 and 5790 cm -1 show little difference, as shown in Table 1 . On the other hand, one can see a clear difference of R in the result with 8290 cm -1 . Namely, curve fitting by LMedS yields superior R and RMSEP values to those of LS estimator. As for parameters in the model function, parameter xc can be seen as a rough index of a characteristic temperature point in the model function because it geometrically represents a coordinate in temperature dimension.
Iwahashi et al. reported that a structural change of OA, from a quasi-smectic liquid-crystal structure to a less-ordered structure, occurs at 30˚C. 12 The results with 5676 and 5790 cm -1 follow this structural change in the temperature range. For example, xc values estimated with 5676 and 5790 cm -1 agree with the structural changes of OA in both cases of LMedS and LS estimator. In the results with 8290 cm -1 , xc by LMedS also satisfies the model, however, xc obtained by LS shows a clear difference from other results. In this result one can see clearly the effect of robust LMedS parameter. That is to say, in the case of high SN ratio items, little differences are seen between LMedS and LS. On the other hand, LMedS is more effective for curve fitting when data include low SN ratio items.
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Conclusions
A robust curve fit based on the LMedS estimator by PSO has been proposed in this study. It has aimed to estimate parameters in model functions accurately even with the existence of outliers due to the effect of a robust estimator LMedS. A PSO algorithm has also been introduced for more effective calculation of LMedS estimator. The proposed method has been demonstrated with two data sets, a simulated data set with outliers and temperature-dependent NIR spectra of OA. The results with the simulated data set have clearly shown that the robust curve fit based on the LMedS estimator is less sensitive to outliers in the data compared with the LS estimator. The results of temperature-dependent NIR spectra of OA have revealed a characteristic temperature where a structural change of OA molecules occurs. These results have effectively demonstrated the potential of the proposed method, and it is expected to find novel implementations in other studies. 
