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ABSTRACT 
To solve the linear N X N system (1) Ax = a for any nonsingular matrix A, 
Richardson’s iteration (2) x j + i = x j - aj( Ax j - a), j = 1,2,. . . , n, which is applied in 
a cyclic manner with cycle length n is investigated, where the (Y j are free parameters. 
The objective is to minimize the error 11x, + i - ~11, where x is the solution of (1). If the 
spectrum of A is known to lie in a compact set S, one is led to the Chebyshev-type 
approximation problem (3) min,_i E v”max, Eslp(~)l, where V, is the linear span of 
2, Z? , . . ,P. If p solves (3), then the reciprocals of the zeros of p are optimal iteration 
parameters aj. It is shown that for a real problem (1) the iteration (2) can be carried 
out with real arithmetic alone, even when there are complex oj. The stationary case 
n = 1 is solved completely, i.e., for all compact sets S the problem (3) is solved 
explicitly. As a consequence, the converging stationary iteration processes can be 
characterized. For arbitrary closed disks S the problem (3) can be solved for all n E WI, 
and a simple proof is provided. The lemniscates associated with S are introduced. 
They appear as an important tool for studying the stability of the iteration (2). 
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1. INTRODUCTION 
We are concerned with solving a linear system of equations 
Ax=a, A E CNXN, 12ECN (1.1) 
by an iteration scheme of the form 
xj+l = xi - aj( Ax, -a), j=1,2 ,..., n, (1.2) 
which is nowadays called Richu~&on’s iteration (cf. Anderssen and Golub 
[2]) or Chebysheo’s iteration (cf. Marchuk [lo, p. 1611). Our only assumption 
on A is that it is nonsingular. The integer n is called the cycle length of the 
iteration (1.2), and usually it is much smaller than A? 
We can extend the iteration (1.2) to any positive integer j by defining 
akn+ j = “j (1.3) 
for j=l,2,..., n and any positive integer k. In this case the iteration (1.2) 
with (1.3) is called the cyclic Richardson iteration. 
If x is the solution of (Ll), we introduce 
Ej = x - xi 
as the error of the jth iterate x j (j = 1,2,. . . ). An elementary algebraic 
manipulation using (1.2) yields 
E n+l= jfll(I_nlA)sl~ 
where I is the iV X N identity matrix. 
If one introduces the polynomial 
04 
(1.5) 
then (1.4) takes the form 
%+l= P(A)%* 
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Consequently, 
ll%+dl G llP(AM~1ll W-3 
for any vector norm and its corresponding matrix or operator norm. 
The objective of this paper is to determine the n parameters oj in such a 
way that Ilen+ I II is as small as possible and to study the convergence behavior 
of the iterates x . . For this purpose we shall need to make IIp(A)II in (1.6) as 
small as possib e. i Since p(0) = 1, we are led therefore to an extremum 
problem of the form 
p _“1’:” IIPIL 
n 
(1.7) 
where V, is the linear span of z, x2,. . . , z *. 
2. PRELIMINARY RESULTS 
Let S be a fixed compact set in C that is known to contain the spectrum 
a(A) of A. If we use the uniform norm 
then (1.7) becomes the Chebyshev-type problem 
(2.1) 
Since V, is a finite-dimensional vector space, a solution to (2.1) always 
exists. In addition, V, is a Haar space if and only if 0 $5 S.’ In this case (2.1) 
has exactly one solution. 
If p is a solution of (2.1), we call p an optimal polyrwmial for S. If 0 4 S, 
so that the optimal polynomial is unique (for fixed n), then the reciprocals of 
the zeros (if any) of p are called the optimal parameters for S. 
Since p = 1 is admissible, it is obvious that 
min llpllm d 1. 
p-lCV, 
‘We assume tacitly that S contains sufficiently many points. 
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If 0 E S, then 
IIPII, a IPWI = 1 
whenever p - 1 E V,; in this case min,_ i E v, llpll, = 1. We record this ob- 
servation as follows: 
LEMMA 2.1. Zf 0 E S, then p = 1 is an optimul polyrwmial. 
Since V, is not a Haar space when 0 E S, we may expect there to be 
several optimal polynomials. It is easy to provide such an example: 
EXAMPLE 2.1. Take the disk S={z:]z-11~1) and a fixed nEN. 
Then besides p = 1, the polynomial p(x) = (1 - z)” is also optimal. Evidently 
llplj, = 1 for both polynomials. 
This example shows that the uniqueness result quoted by Manteuffel [9, 
Theorem 2.41 is not true. 
The next two theorems are repeated here for completeness. The first one 
concerns the convergence behavior of the cyclic Richardson iteration. 
THEOREM 2.1 (Opfer 1141). Let S be any compact set in 4: \ {0}, and 
assume that the optimal polynomial p for S for a fixed n E N satisfies 
llpllm < 1. Zf A is any non&gulur matrix such that a(A)c S, then 
Richardson’s iteration (1.2) converges for arbitrary x1 E C N to the solution of 
(1.1). 
If the matrix A has the property that its spectral norm coincides with its 
spectral radius, which happens for example for normal matrices, then (1.6) 
immediately implies that 
(2.2) 
where ]I (1 s is the euclidean norm in C N. 
In general, the optimal parameters cij, being reciprocals of roots of 
polynomials, are complex. However, in some situations certain iterates remain 
real. 
THEOREM 2.2 (Opfer [14]). Let the problem (1.1) be real, i.e., A E RNXN, 
a E R “, and a.ssum+~? a( A) c S, where S is a compact subset of C \ { 0) that is 
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symmetric with respect o the real axis. If we choose x1 E RN to be real, then 
%l+lE~N forall k=1,2,... 
even in the case of complex optimal parameters aj (j = 1,. . . , n). 
Theorem 2.2 can be improved considerably in the sense that it is sufficient 
to work with real arithmetic in the real case even when the optimal parame- 
ters are complex. For that purpose we combine two steps of the iteration 
(1.2): 
If "j+l = Ej, then 
xj+a=xj- 2Reaj(Axj-a)+)aj]sA(Axj-a). (2.3) 
Under the hypothesis of Theorem 2.2 the optimal polynomial p is unique. 
Since P(S) is also optimal, it follows that p has real coefficients. Thus the 
optimal parameters either are real or occur in conjugate pairs. We order the 
optimal parameters in such a way that the conjugate pairs are consecutive. 
Now we choose xi E R “, 
compute xj+i by (1.2) 
and if xi E W N has been computed already, we 
in case aj E R or we compute x j+Z by (2.3) in case 
a j e R . Thus all iterates computed are real. 
We summarize: 
THEOREM 2.3. Under the hypothesis of Theorem 2.2 the iterations (1.2) 
or (2.3) can be executed with real arithmetic alone. 
There is one more special case of (1.2) we would like to mention. If 
aj + aj+l = aj+z + aj+3 = aj - iij+z = aj+l - ‘Yj+3 = 0, 
then 
x~+~ = xj - 2ReaTA(Axj - a)+ ]aj14A3(Axj - a). 
This case occurs if the set S which includes the spectrum of A is symmetric 
with respect to both coordinate axes. A numerical example of this type was 
given by Opfer [14]. 
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3. SOME KNOWN EXAMPLES 
The case where A is a real, positive definite symmetric matrix is treated, 
for instance, in the books by Young [18, pp. 302, 3611 and Bakhvalov [3, pp. 
339-3491. There one assumes that a(A) c S = [a, /3], where 0 < a < /3. In this 
case the explicit solution of (2.1) was already given by Markoff [ll, 121. The 
optimal polynomial is 
P(X) = 
T, i 
a+/?-2x 
u-P 1 
(3.1) 
where T, is the ordinary Chebyshev polynomial of degree n, and 
(3.2) 
(see Luke [8, p. 2941 for explicit expressions for all n G 20). It follows that the 
corresponding optimal parameters are 
2 
al=a+p+(j3-a)yj 
where 
yj=cos[ (2jin1)n], j=l,..., n, 
are the zeros of Tn. 
If A is a real, symmetric, but not necessarily definite matrix, then one may 
assume o(A)cS=[a,P]u[y,6] where a<p<O<y<& This case was 
treated by de Boor and Rice [4]. In particular, they characterized the optimal 
polynomial and used it to generate an algorithm. 
Instead of solving (2.1) exactly, one can try to find quasioptimalsolutions 
of (2.1) by requiring only that jlplloo be asymptotically correct as n + co. 
Research in this direction has been carried out by Manteuffel [Q], Niethammer 
and Varga [13], Eiermann and Niethammer [5], and Freund [S]. They usually 
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assume that S is connected, and hence nondefinite hermitian matrices, for 
example, are practically excluded from consideration, since they have a real 
spectrum which is located on either side of the origin. The problem (1.1) can 
be also formulated as a fixed-point problem 
x=Tx+c 
under the transformation 
T=Z-M-‘A and c=M-‘a 
for any nonsingular matrix M. In this case the conditions 0 E a(A) and 
1 E a(T) are equivalent. 
Investigations based on this fixed-point problem reduce to the following 
problem: 
Let U I a(T) be a given compact set in C with 1@ U. Find a polynomial 
7~ of degree at most n with m(l) = 1 and least unifm nmm on U. 
We would like to note that if p is optimal with respect to a set S, 0 G S, 
then m(z) = p( z - 1) solves the abovementioned problem for U = S + 1 = 
{z E C : z = s + 1, s E S} and ll~[l~ = IIpllm. Conversely, if v is a solution for 
U,thenp(z)=n(n+l)isoptimalonS=U-1. 
Since k cycles of the iteration (1.2) with cycle length 2n require the same 
amount of computation as 2k cycles with cycle length n, the question is how 
to choose n. The decisive quantity is apparently the ratio 
llP*ll: 
cn=IIP2nllmy 
n = 1,2 ,***, 
where p,, and p,, denote the optimal polynomials of degree n and 2n, 
respectively. In the case where (2.2) applies this is immediate. The general 
case follows from (1.6). 
In the (well-studied) case (3.2) we obtain 
1 
cn = 2 - T;(x) for x=1+ pya >l (3.3) 
and so 
l<C”<2. 
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i 2 
FIG. 1. The functions 2 - l/T:(x) for n = 1,4,8. 
This means that by doubling n we can reduce the error at most by a factor 
two. Since the derivative at x = 1 of the expression in (3.3) is 2n2, it appears 
that c,, approaches 2very fast if n is large (cf. Figure 1). In general the ratio c,, 
is unknown. 
If we already anticipate Theorem 4.1, we obtain c,, = 1 for all disks not 
coveringtheoriginandaUnEW1.ForthesegmentS=[l+i,l-i]onecan 
show that c1 = l/(2 - fi) = 1.707.. . Interestingly, the values computed for 
c,, c,, cs were all very close to c1 in this case. Also in other cases of symmetric 
segments S= [a, c], a P (w, the numerically computed constants cn appear to 
be equal to cl. In fact, one might conjectur$ that c, has a fixed value for all n 
if S is a symmetric segment. 
A numerical example where S is the union of two segments was given by 
Opfer [14]. There c1 = 1, c, = 1.25, c, = 1.42, c, = 1.56. 
4. OPTIMAL POLYNOMIALS AND THEIR PROPERTIES 
In this section we shall find some explicit optimal polynomials and also 
note some useful properties of optimal polynomials. 
THEOREM 4.1. Let S = D(a, r) be the closed disk with center a EC and 
radius r > 0. Assume that 0 $Z D(a, r), or equivalently, r < Ial. Then for fixed 
n the optimal polynomial for S is 
?he conjecture has been verified by Freund and Ruscheweyh [7] by showing that for 
symmetric segments S = [a, Zi] the optimal polynomial p,, has the form p, = c,t, + c,, _ It, _ I + 
c, _2tn_2, where the t, are defined on the right-hand side of (3.1), replacing p by Z. 
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IlPll, = (A)‘. (4.2) 
Proof It is easy to see that ]]P]]~ = Ip( for all boundary points 
z E aD(a, r). If p were not optimal, then there would be another polynomial 
9 of degree at most n with 9(O)= 1, such that ]]9]loo < IIpllm. In this case 
19(z)] < IP( for a.l .z E Wa, ~1, and so Rouchk’s theorem (cf. Ahlfors [ 1, 
p. 1531) implies that p and p - 9 have the same number of zeros in 
]z - al < r. The polynomial p has one zero of order n at a. Therefore p - 9 is 
a polynomial of degree n with all of its zeros in ]z - a] < T. Since p - 9 also 
vanishes at the origin, which is not in D(a, r), we have a contradiction. Thus 
p is optimal. n 
The above theorem appears without proof in Manteuffel[9, Theorem 2.51. 
A theorem given by Varga [17] is cited. However, the formulation of the cited 
result is different and our proof is basically different too. 
Notice that if z traverses the circle 6’D(a, r) once, then p(x) traverses the 
circle ) w ) = r/la ] only n times. Hence the sufficient conditions given by Rivhn 
[15, p. 661 and Trefethen [16] do not apply, since they require a winding 
number at least n + 1. 
COROLLARY 4.1. Let S=D(a,r) be the closed disk with center a EC 
and radiu.s r, 0 < r < Jal. Zf a(A)c S and n i-s fixed, then the optimal 
parameters for S are 
a1 = a2 = . . - =o,=l/a, (4.3) 
and Richardson’s iteration converges. 
Proof. The polynomial p from (4.1) has only one zero at z = a with 
multiplicity n. Hence (4.3) follows from (1.5). The convergence follows from 
/pII, = (r/lal)” < 1 in connection with Theorem 2.1. n 
The next lemma says that 11 p (( o3 is nondecreasing in S. 
LEMMA 4.1. If p is optimal for S, and j?i is optimal far 3, then 
S c j: irqdies llpllm d llfill,. (4.4) 
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Proof Since p is optimal for S and S c 3, 
EXAMPLE 4.1. Let R be a closed rectangle with center a EC and side 
lengths 2s and 2t such that 0 < s < t and s2 + t2 < lal2 (i.e., 0 @ R). Then 
D(a, s) c R C D(a, dm). If p is optimal for R, we obtain from (4.2) and 
(4.4) the estimates 
The following lemma says that optimal polynomials remain optimal under 
rotation, contraction, and dilation of S. Since the proof is trivial, we omit it. 
LEMMA 4.2. Let p be the ~timul polynomial for S c C \ (0). For 
b E C \ (0) define Z(z) = bz and S = Z(S). Zf fi is the optimal polynomial for 
$, then 
and 
@(n)=poZ-‘(z)=p(x/b) 
llfill, = IIPII,. 
Optimal@, however, is not preserved under translation, as the following 
example shows. 
EXAMPLE 4.2. Let S = [l + i, 1 - i] and n = 3. It can be shown that the 
optimal polynomial for [l + i, 1 - i] is 
a(z) = 1 - (\/3; + $)z + +W - (& - 1)23, 
and 
]]fi]], = $6 - 2 = 0.1213.. . . 
On the other hand, if we were to apply the formula (3.1) with a = l+ i, 
p-l-i,andn=3,wewouldobtain 
B(z) = I- yz + Y-22 - +3, 
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-1 0 +l 
FIG. 2. I$(1 + Xi)1 and Ifi(1-t hi)1 for A E [ - l,l]. 
and 
It is worth noticing that both lfil and ]j? I have four maxima (see Figure 2). 
The following result follows from Lemma 4.2. 
COROLLARY 4.2. Let 9 be any ellipse which does not contain the origin. 
If its two foci &, 4 are located m the imaginary axis, then the optimal 
polynomials j3 for S are given by (3.1) and llfi11, = Ifi(?)l, where ? is the 
farthest point of the ellipse from the origin. 
Proof. Equation (3.1) is also valid for all ellipses S which have their foci 
on the real axis and which do not contain the origin (Manteuffel[9, Theorem 
2X5]), If l(z) = iz, then S = l-‘(g) is an ellipse with the real foci (Y = &/i, 
/3 = p/i and (3.1) yields the optimal polynomials p for S. According to 
Lemma 4.2, j?(n) = p(z/i) is the optimal polynomial for S and hence 
The second part of the statement follows from the fact that p defined by (3.1) 
maps the ellipse S onto an ellipse which is centered at the origin. W 
At first glance it appears reasonable to take S to be an annulus centered at 
the origin, since every nonsingular matrix has its spectrum in such an annulus. 
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However, we have 
EXAMPLE 4.3. Let S be the closed annulus A(r, R) centered at the origin 
with inner radius r > 0 and outer radius R > r. Then p = 1 is the only optimal 
polynomial for A(r, R) for every n. 
To see this, note that if p were not constant, then 
l= IP(O ,T=“A IPMI z 
by the maximum-modulus principle. In this case 11 p 11 m would be larger than 
one, and so p could not be optimal. Thus the constant polynomial p = p(0) = 1 
is the only optimal polynomial for every n. 
More generally, it is evident from the maximum-modulus principle that we 
do not alter the approximation problem by filling in holes in the compact 
set S. 
5. LEMNISCATES 
A lemniscate will be associated with S according to the following defini- 
tion. We shall see that an optimal polynomial for S is optimal also for its 
lemniscate. 
DEFINITION 5.1. Let S c 02 be a nonempty compact set, and p an 
optimal polynomial for S when n is fixed. We call 
JC= {x~a::IP(~)I4IPII,} (54 
the kmnisate with respect to p. In case p is unique, we call L also the 
lemniscate for S. 
THEOREM 5.1. Under the assumptions stated in Definition 5.1, let L be 
the lemniscate with respect o p. Then 
s c L, (5.2) 
SfTJL= {~~~:lP(41=llPllm}, 
p is optimalalso for L, and rnLmlpl = ((p(l,. 
(5.3) 
(5.4) 
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Proof. If x E S, then Ip( < maxs(p( = ((p((,, so that (5.2) is true. Since 
aL = {z E C : [p(z)1 = IIpII,}, (5.3) follows. Finally, if Q - 1 E V,, then 
so that p is also optimal for L and (5.4) foUows. n 
Actually, p is optimal for all compact sets S with S c S C L. 
If n = 1, then the disk S = D(a, r) in Theorem 4.1 coincides with its 
lemniscate. Combined with Theorem 5.1, this enables us to solve the general 
problem (2.1) for n = 1. 
THEOREM 5.2. Let n = 1 and let S be a rwnernpty compact subset of C. 
(a) Zf all disks containing S also contain 0, then llpllm = 1 for all optimal 
polynomials p for S. 
(b) Zf some disk contains S but not 0, then there is a disk D(a, T) such 
that r/la1 is minimal. In this case p(z) = 1 - z/a is optimal for S and 
IlPllm = j$ < 1. 
Proof. Let p(z) = 1 - /3n be an optimal polynomial for S in case (a). If 
fi = 0, then the assertion is obvious. If /3 Z 0, then L = ( z E C : (p( x)1 < 
I I p I I o. } is a disk containing S and therefore 0. Consequently, 1 = I p(0) I d 11 p I I m 
and so llpllm = 1. 
In case (b) the set S cannot contain 0; thus the optimal polynomial 
p(z) = 1 - pz is unique. Since there is a disk D(a, r) containing S but not 0, 
we have r < lal. Therefore l~pllo3 < r/la1 < 1 by Lemma 4.1 and Theorem 4.1. 
It follows that j3 # 0. Thus the lemniscate L for S is the disk D(l//?, /pII,/Ij3I). 
For this disk (see Figure 3) we have 
IPI IIPII, 
swJ=;= lb, =IIPllco~ 
and this value is minimal. n 
The cyclic Richardson iteration with cycle length n = 1 is usually called 
stationuy Richardson iteration whereas all other cases are referred to as 
rwnstationay Richardson iteration. Thus with Theorem 5.2 we have solved 
the stationary Richardson iteration process completely. It is now easy to 
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FIG. 3. Construction of optimal polynomial in the stationary case n = 1. 
characterize the converging stationary Richardson iteration schemes by 
COROLLARY 5.1. Let n = 1. There exists an optimal polynomial p with 
llpjloo < 1 (with respect to a certain compact set S 3 a(A)) ifand only ifu(A) 
is contained in an open half plane H of C with 0 E JH. 
Proof. Let H be an open half plane with 0 E b’H such that a( A) c H. 
Then there exists a closed disk D(a, r) c H with u(A) c D(a, r). Since 0 @ H, 
we have 0 $Z D(a, T) and Theorem 5.2(b) applies. Assume now that u(A) is 
not contained in any such half plane. Then any closed disk D(a, T) I u(A) 
must contain zero and part (a) of Theorem 5.2 applies. n 
Theorem 5.1 enables us to enlarge the given set S to the corresponding 
lemniscate L without changing the iteration process or the error behavior of 
the iterates. In other words, the class of matrices which leads to the same 
iteration process and the same error behavior can be enlarged. 
For example, if we consider the known optimal polynomials given in (3.1) 
which are derived for the interval S = [a, /3 1, 0 < a < j3, then this interval can 
be enlarged to a disk for n = 1 and to an ordinary lemniscate for n = 2. Some 
cases are illustrated in Figure 4 for S = [ 1,3]. 
We also deduce from Theorem 5.1 how perturbations of the matrix A 
affect the error behavior. If u(A) c S c L, where L is the corresponding 
lemniscate, then only a perturbation of those eigenvalues A E u(A) for which 
X E 8L n S may alter the error behavior. 
If again S = [a, /3], 0 < (Y < /3, then a symmetric perturbation of A may 
change only the endpoints of S. If however, the perturbation is nonsymmetric, 
then any eigenvalue X with h E S n aL can change the error behavior. 
We now apply Theorem 5.2 to two special cases, namely a segment and 
an ellipse. 
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N-l=7 n=B 
FIG. 4. Lemniscates for S = [1,3] and n = 3,4,7,8. 
EXAMPLE 5.1. Let S = [q/3], a,p E C, cu# /I, be any segment not 
containing zero. According to Theorem 5.2, there exists a closed disk D(a, r) 
with center a E C and radius r > 0 containing S such that r/la1 is minimal. 
Then 
is the optimal polynomial for S, and 
IIPII, = 6 < 1. 
Since 7 = la - CYJ = Ia - j3I ( see Figure 5), the problem of minimizing r/ ) a 1 
may be formulated as the following constrained minimization problem: 
minimize 
f2 juq2 
f( a ) = 2 = ~ 
M2 ' 
UEC, 
under the constraint 
Ju - al = Ia - pj. 
By using the Lagrange function 
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FIG. 5. Construction of optimal polynomial for a segment S = [a, fi]. 
and solving the system 
aL i3L aL 
aa=-j-g=-P&=O’ 
we obtain the following solution: 
which implies that the optimal parameter in this case is 
In the special case (Y = p, the formulae (5.5) and (5.6) reduce to 
1 Recw -=- 
a Ial2 
and IIpII,=v. 
EXAMPLE 5.2. Let 
b-&d2 + (Y -Yd2 <1 
a2 b2 
(5.5) 
(5.6) 
be an ellipse with axes parallel to the coordinate axes, a < b and 0 4 S. 
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FIG. 6. Construction of optimal polynomial for an ellipse. 
As in the previous example, we have to minimize r/lml, where r is the 
radius and m the center of a disk containing S. From the geometry of the 
problem (see Figure 6) and from (5.3) we obtain 
m = (x5 YCJ, r2 = (x - u)2+ (y, - 2))2, (5.7) 
where (u, v) is any point on the boundary 8s of the ellipse S. The center m 
can be obtained as intersection of the lines y = y, and the normal at (u, U) 
with respect to the ellipse. 
A routine computation eventually yields 
I 
$ x;-y;-u2+b2+ 
0 ( (x;-y;+b2-u2)2+4x;y; 
X= for x0 f 0, 
\ 0 for x0=0, (5.6) 
$q=lMl,=b 
(x-xo)2+b2-a2 
(x2+yo”)(b2-a2) (5.9) 
Now assume that t is an arbitrary ellipse in C not containing the origin. 
We may assume that S has the form 
S= {zEC:JX-4+Ja-~~g21} (5.10) 
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The minor axis of S has length 
2a=2\/12Jiqc 
and the major axis has length 
2b = 21. (5.12) 
If we apply the transformation 
Z(z) = cx, 
ii-p 
c=$-q-_ (5.13) 
we obtain an ellipse S = Z(S) which has the same lengths of the axes as S and 
which has foci with identical real parts as that sketched in Figure 6. The 
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(5.11) 
center of S is given by the coordinates 
i(/%i- c$) 
rc= 2]cr-/?] ’ 
Ial2 - IPI2 
yo= 2]Q--/3] * 
According to Lemma 4.2 the optimal polynomial for S is 
(5.14) 
(5.15) 
(5.16) 
where c is given by (5.13), and m has to be computed from (5.7) using (5.8), 
(5.11), (5.12), (5.14), and (5.15). The optimal iteration parameter for an 
arbitrary ellipse S defined in (5.10) is therefore 
where c and m are defined above. 
It should be mentioned that for ellipses and segments there are twostep 
methods which are derived from asymptotically optimal polynomials which 
yield a smaller error than the optimal first-order method (cf. [9], [13]). 
We would like to ackrwdedge the assistance of Bed Fischer and Uwe 
Grothkopf in checking some formulae and preparing the figures. 
RICHARDSON’S ITERATION 
REFERENCES 
361 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
L. V. Ahlfors, Complex Analysis, 3rd ed., McGraw-Hill, New York, 1979. 
It. S. Anderssen and G. H. Golub, Richardson’s non-stationary matrix iterative 
procedure, Rep. STAN-CS-72304, Computer Science Dept., Stanford Univ., 
Stanford, Calif. 
N. Bakhvalov, Mkthodes Numkques, Edition Mir, Moscou, 1976. 
C. de Boor and J. R. Rice, Extremal polynomials with application to Richardson 
iteration for indefinite linear systems, SIAM J. Sci. Statist. Cmput. 3:47-57 
(1982). 
M. Eiermann and W. Niethammer, On the construction of semiiterative methods, 
SZAM I. Numer. Anal., to appear. 
R. Freund, ijber einige CGghnliche Verfahren zur tisung linearer Gleichungs- 
systeme, Dissertation, Univ. Wiirzburg, 1983. 
R. Freund and S. Ruscheweyh, Oral communication (Lecture at Oberwolfach), 
1983. 
Y. L. Luke, The Special Functiuns and Their Appmximations, Vol. II, Academic, 
New York, 1969. 
T. A. Manteuffel, The Tschebychev iteration for nonsymmetric linear systems, 
Numer. Math. 26:307-327 (1977). 
G. I. March& Methods of Numerical Mathematics, 2nd ed., Springer, New York, 
1982. 
W. Markoff, On functions which deviate least from zero in a given interval, 
Academy of Sciences, St Petersburg (1892), in Russian. 
W. Markoff, iiber Polynome, die in einem gegebenen Intervalle moglichst wenig 
von Null abweichen, Math. Ann. 77:213-258 (1916) (translation of [ll] by 
J. Grossmann). 
W. Niethammer and R. S. Varga, The analysis of k-step iterative methods for 
linear systems from summability theory, Numer. Math. 41:177-206 (1983). 
G. Opfer, Anwendung komplexer Approximation auf die Lijsung linearer 
Gleichungssysteme, Z. Angew. Math. Mech. 63:T367-T369 (1983). 
T. J. Rivlin, Best uniform approximation by polynomials in the complex plane, in 
Approximation Theoy ZZZ (E. W. Cheney, Ed.), Academic, New York, 1980, pp. 
75-86. 
L. N. Trefethen, Near circularity of the error curve in complex Chebyshev 
approximation, J. Approx. Theory 31344-367 (1981). 
R. S. Varga, A comparison of the successive overrelaxation method and semi-itera- 
tive methods using Chebyshev polynomials, Z. Sot. In&t. A&. Math. 5:39-46 
(1957). 
D. M. Young, Zterative Solution of Large Linear Systems, Academic, New York, 
1971. 
Received 28 June 1983; reoised 19 October 1983 
