We determine the third cohomology group of the Alexander quandles of the form Fq[T ]/(T − ω). Here Fq denotes the finite field of order q, and ω denotes an element of Fq which is neither 0 nor 1. As a result, we obtain many concrete examples of non-trivial 3-cocycles. Key words: quandle, cohomology, 2-knot. MSC: 18H40, 55A25, 57Q45.
Introduction
Let p be a prime number and q be a power of p, i.e. q = p h for some positive integer h. We denote the finite field of order q by Fq. The algebraic closure of Fq is denoted by k. Let ω be an element of Fq. We have the Alexander quandle Fq[T ]/(T − ω). Namely we have the quandle structure * on Fq determined by x * y = ω · x + (1 − ω) · y. The author thanks the financial supports by Japan Society for the Promotion of Science and the Sumitomo Foundation. The paper was written during his stay at the Institute for Advanced Study. The author is grateful to their excellent hospitality.
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2 The result 2.1 A convenient description of the complex C * (F q [T ]/(T − ω), k)
Let k[U1, . . . , Un−1, Tn] be the polynomial ring over k with n-variables U1, . . . , Un−1, Tn. We put Ωn−1 :
Ui. Let C n denote the ideal of k[U1, . . . , Un−1, Tn] generated by Ωn−1. Namely we put C n := Ωn−1 · k[U1, . . . , Un−1, Tn]. For any element f ∈ C n , the element δ(f ) ∈ C n+1 is defined as follows:
We obtain the morphism δ : C n −→ C n+1 . It can be directly checked that δ • δ = 0. Hence we obtain the complex C * = ∞ n=1 C n , δ . It is called the quandle complex associated with ω.
Remark 2.1 If k is a field of characteristic 0, the complex C * is acyclic, as is shown in [9] . But note that choices of the coordinates of k n are different from those here, and the definitions of the complexes are slightly different.
We have the morphisms C n −→ C n (Fq[T ]/(T − ω), k) defined as follows:
It is easy to check that the morphisms are compatible with the differentials. Then we obtain the morphism of the complexes C * −→ C * (Fq[T ]/(T − ω), k). We put as follows:
Then it can be easily checked that δ(C n (q)) ⊂ C n+1 (q). Thus we obtain the complex C * (q) := C n (q), δ . Then we obtain the morphism of complexes
, which is isomorphic. Thus we only have to calculate the cohomology groups of C * (q).
Some cocycles
For non-negative integers a, b c and d, the polynomials
are defined as follows:
The following lemma is helpful for later calculations. Lemma 2.1 Let qi (i = 1, 2, 3, 4) be powers of the prime p. Then we have the following equalities:
The following lemma is a direct corollary of Lemma 2.1. We put µa(x, y) := (x + y) a − x a − y a . For non-negative integers a and b, the polynomial Ψ(a, b) ∈ k[U1, U2, T3] is defined as follows:
We have the following cocycles.
Proof We put h(U1, T2) = µa(ω · U1, T2) − µa(U1, T2). By using the relation δ(T
a , we have the following:
Thus we have the following equalities:
Hence we are done.
We introduce the following polynomials:
For non-negative integers a and b, the polynomial E0(ap, b) ∈ k[U1, U2, T3] is defined as follows:
The following lemma can be checked similarly.
For non-negative integers a and b, the polynomial E1(a, bp) ∈ k[U1, U2, T3] is defined as follows:
Then we have the following:
By using the relation ω
s , the right hand side can be rewritten as follows:
It can be shown to be 0 by a direct calculation.
The set Q(q) and some polynomials
In the following, qi denotes powers of the prime p. Let Q denote the set of tuples (q1, q2, q3, q4) satisfying q2 ≤ q3, q1 < q3, q2 < q4, ω q 1 +q 3 = ω q 2 +q 4 = 1, and one of the following:
2. ω q 1 +q 2 = 1 and q3 > q4.
3. (p = 2) ω q 1 +q 2 = 1 and q3 = q4.
5. (p = 2) ω q 1 +q 2 = 1, q2 < q1 < q3 < q4, and ω
For any element (q1, q2, q3, q4) of Q, the polynomial Γ(q1, q2, q3, q4) is defined in each case as follows:
The case 1.
The case 2.
Here we put Ai := 1 − ω q i . The case 3.
The case 4 and the case 5.
The following lemma can be checked by a direct calculation.
Lemma 2.6 For any element (q1, q2, q3, q4) ∈ Q, the polynomials Γ(q1, q2, q3, q4) are cocycle.
Proof We only have to use Lemma 2.1. Let d be a positive integer. Let (s, t) be a pair of non-negative integers such that t < s. We put as follows:
A set of cocycles and the main theorem
We put as follows:
Here qi denote the powers of the prime number p. Let H 3 (q) denote the subspace of C 3 (q) generated by I(q). The following theorem is the main result.
Examples
Let assume that p is an odd prime and ω = −1. Note the following:
• We have ω q 1 +q 2 +q 3 = 1. Thus we do not have a cocycle of the form F (q1, q2, q3).
• We have the equality ω a+q 1 = −ω a . Thus if ω a+q 1 = 1, then a is odd.
• We have ω q 1 +q 2 = 1 for any powers qi of p. Thus polynomials F (q1, q2, 0), E0(q1, q2) and E1(q1, q2) are cocycles. We also have Q(q) = (q1, q2, q3, q4) q2 ≤ q3, q1 < q3, q2 < q4 , and ω q 1 +q 2 = 1 for any element (q1, q2, q3, q4) ∈ Q(q).
Thus we have the following cocycles, which give a base of the cohomology group
F (q1, q2, 0) 0 < q1 < q2 < q ∪ E0(pq1, q2) q1 < q2 < q ∪ E1(q1, pq2) q1 < q2 < q ∪ Ψ(a, q1) a odd, 0 < a < q, q1 < q, a ≡ 0 (mod q1)
∪ F (q1, q2 + q3, q4) q2 ≤ q3, q1 < q3, q2 < q4, qi < q
The case q = p The set above is same as {E1(1, 1)}. Thus the cohomology group
The set above is same as the following:
Some other examples
The case Fq = Z2[ω]/(1 + ω + ω 2 ) In this case, we have q = 4 = 2 2 , and the order of ω is 3 = 2 + 1. Note the following:
• We do not have any tuples (q1, q2, q3) of powers of 2 satisfying q1 < q2 < q3 < 2 2 .
• If a tuple (q1, q2) of powers of 2 satisfies q1 < q2 < 2 2 , then we have q1 = 1 and q2 = 2. In this case, ω q 1 +q 2 = ω 3 = 1 is satisfied. Thus we have a cocycle F (1, 2, 0).
• If ω a+2 = 1, then we have a ≡ 1 mod 3. Thus we have a cocycle Ψ(1, 2).
• We put (q1, q2) = (1, 2). Then we have ω 2·q 1 +q 2 = ω 4 = 1.
• We put (q1, q2) = (1, 2), and then we have ω q 1 +2·q 2 = ω 5 = 1. On the other hand, if we put (q1, q2) = (1, 1) or (2, 2), then ω q 1 +2·q 2 = ω 3q 1 = 1. Thus we have cocycles E1(1, 2) and E1(2, 4).
• The set Q(q) is empty in this case.
Thus we have the following cocycles, which give a base of the H 3 (Fq[T ]/(T − ω), k) in this case:
The case Fq = Z3[ω]/(ω 2 + 1) In this case, we have q = 3 2 , and the order of ω is 8. In this case, the set Q(q) is same as { (1, 1, 3, 3 )}. Thus we have a cocycle Γ (1, 1, 3, 3 1, 6 ). If ω a+3 = 1 and 0 < a < 9, then we have a = 1, 5. Hence we have the following cocycles, which give a base of the third quandle cohomology group: 1, 3, 3), E1(1, 1), E1(3, 3) . 
Proof of Theorem

Preliminary
A decomposition
We have the decomposition of C n by the total degree. Namely we put as follows:
Then we have the decomposition
We see the relation between the development and the differential δ. First we give some examples.
We have the following formula:
, we have the following formula:
Example Similarly we have the following for f = fa(U1, U2) · T a 3 :
In general, we obtain the following formula by a direct calculation. 
The filtrations and the derivatives
It is easy to see that δ(C
(q). We put as follows:
We have the morphism D (s)
n+1 • δ can be checked easily. We often omit the subscript n if there are no confusion.
We note the following easy lemma, which can be shown by a standard argument (see [9] ).
is acyclic. Let s be a positive number such that p s < q. We put as follows:
For any positive number d < q, we put
3 Let s be a number such that p s < q, and d be a number such that 0 < d < q. Assume that
We take the numbers dt (t = 0, 1, . . .) satisfying d = dtp t and 0 ≤ dt ≤ p − 1 for any t. We put i := min{t | dt > 0}. Assume that i < s. Then we have the equality (ωU1 + T2)
Thus we obtain di = 1. Assume that i ≥ s. Then d is of the form b · p s for some b > 0. Assume b = ap − 1 for some a > 1, and we will derive a contradiction. We have the decomposition a = t≥0 atp t such that 0 ≤ at ≤ p − 1. If at = 1, then ap = p h for some h > 1. Then we have the following:
Thus the coefficient of (U
at > 1, we put j = max{t | at > 0}. Then we have the following:
On the other hand, if d is an element of P(s, q),
2 ). For example, when b = (p − 1)p s , we have the following equality:
2 ) even in the case p s+1 = q. The other cases can be checked more easily. . Then we have the following:
2-cocycles and 3-coboundaries
, we obtain the following equality:
Namely we obtain the equation δ(fps )
(q). In both cases, we have δ(f ) = δ(h). Thus we obtain B . We have the following relation:
Thus we obtain the following equation:
Namely we obtain the equation δ(fps )+(ω
n for n = 2, 3. Then we obtain the map φ :
. Then φ(δ(g)) is the following:
2 (g). Thus we obtain the following morphism.
.
Lemma 3.8 The morphism φ is injective.
Proof Let f be an element of Z
Then we have D (s) (f ) = 0. It implies that f ∈ Z We will prove Proposition 3.2 and 3.3 by a descending induction on t in the rest of the paper.
The case s = t
Let consider Proposition 3.3 in the case p = 2 and s = t. From the equation (8), we obtain the equation
We 
We have the following equality:
Assume that δ(g) ∈ Im(D To see the injectivity, note that δ(λ p s+1 ) ∈ Im(D (s) ), and that p h + p s (p − 1) ≡ 0 (mod p s ) if h < s. Then the injectivity follows.
The case t < s
We assume that the claims of the propositions 3.2 and 3.3 for larger than t + 1 hold, and we will prove that the claims for t.
We consider the equation (8 2 ). In the case p > 2, recall that one of a q 1 ,q 2 ,p t or a q 2 ,q 1 ,p t is 0, and we have a q 1 ,q 2 ,p t = 0 unless qi < p
