Genome-wide association studies are routinely conducted to identify genetic variants that influence complex disorders. It is well known that failure to properly account for population or pedigree structure can lead to spurious association as well as reduced power. We propose a method, ROADTRIPS, for case-control association testing in samples with partially or completely unknown population and pedigree structure. ROADTRIPS uses a covariance matrix estimated from genome-screen data to correct for unknown population and pedigree structure while maintaining high power by taking advantage of known pedigree information when it is available. ROADTRIPS can incorporate data on arbitrary combinations of related and unrelated individuals and is computationally feasible for the analysis of genetic studies with millions of markers. In simulations with related individuals and population structure, including admixture, we demonstrate that ROADTRIPS provides a substantial improvement over existing methods in terms of power and type 1 error. The ROADTRIPS method can be used across a variety of study designs, ranging from studies that have a combination of unrelated individuals and small pedigrees to studies of isolated founder populations with partially known or completely unknown pedigrees. We apply the method to analyze two data sets: a study of rheumatoid arthritis in small UK pedigrees, from Genetic Analysis Workshop 15, and data from the Collaborative Study of the Genetics of Alcoholism on alcohol dependence in a sample of moderate-size pedigrees of European descent, from Genetic Analysis Workshop 14. We detect genome-wide significant association, after Bonferroni correction, in both studies.
Introduction
It is well known that problems can arise in case-control genetic association studies when there is population structure. 1 At its most basic, case-control association testing can be thought of as a comparison of the allele (or genotype) frequency distribution between cases and controls, and markers that are not directly associated with the trait of interest can be spuriously associated with the trait if ancestry differences between cases and controls are not properly accounted for. Similarly, failure to account for population structure can also reduce power. To correct for population structure in case-control studies with samples of unrelated individuals, a number of methods have been proposed, including genomic control (GC), 2 structured association, 3 spectral analysis, [4] [5] [6] [7] [8] and other approaches. [9] [10] [11] [12] [13] However, many genetic studies include related individuals. Several methods have been proposed for case-control association testing in related samples from a single population with known pedigrees [14] [15] [16] or with unknown or partially known pedigrees. 17 However, these methods might not be valid in the presence of population heterogeneity. For certain types of study designs, family-based association tests such as the TDT 18 and FBAT 19 have been used to protect against potential problems of unknown population substructure. Family-based tests, however, are generally less powerful than case-control association methods 20, 21 and are more restrictive because they typically require genotype data for family members of an affected individual. In contrast, case-control designs can allow, but do not require, genotype data for relatives of affected individuals.
We address the general problem of case-control association testing in samples with related individuals from structured populations. We do not put constraints on how the individuals might be related, and we allow for the possibility that the pedigree information could be partially or completely missing. We propose a new method, ROADTRIPS, where this name is inspired by the description of the method as a robust association-detection test for related individuals with population substructure. ROADTRIPS uses a covariance matrix estimated from genome-screen data to simultaneously correct for both population and pedigree structure. The method does not require the pedigree structure of the sampled individuals to be known, but when pedigree information is available, the method can improve power by incorporating this information into the analysis. ROADTRIPS is computationally feasible for genetic studies with millions of markers. Other features of ROADTRIPS include (1) appropriate handling of missing data and (2) the ability to incorporate both unaffected controls and controls of unknown phenotype (i.e., general population controls) in the analysis.
In order to compare ROADTRIPS to other methods, on the basis of type 1 error and power, we simulate casecontrol samples containing both related and unrelated individuals with various types of population structure, including admixture. We also apply ROADTRIPS to identification of SNPs associated with rheumatoid arthritis (RA [MIM 180300]) in small UK pedigrees 22 from Genetic Analysis Workshop (GAW) 15, and we apply it to identification of SNPs associated with alcohol dependence (MIM 103780) in a sample of moderate-size pedigrees of European descent from the Collaborative Study of the Genetics of Alcoholism (COGA) data 23 of GAW 14.
Material and Methods
We first describe a class of testing procedures suitable for known structure. Then we describe the ROADTRIPS method for extending these tests to the contexts of unknown and partially known structure.
Overview of Association Testing with Known Structure
Consider the problem of testing for association of a genetic marker with a particular phenotype in a sample of n genotyped individuals. For simplicity, we assume that the marker to be tested is a SNP, with alleles labeled ''0'' and ''1.'' (The extension to multiallelic markers can be obtained as in previous work. 16 ) Let Y ¼ (Y 1 , .
Y n )
T where Y i ¼ 1 ⁄ 2 3 (the number of alleles of type 1 in individual i), so the value of Y i is 0, 1 ⁄ 2 , or 1. We treat the genotype data on the n individuals as random and the available phenotype information as fixed in the analysis, an approach that is appropriate, for example, with either random or phenotype-based ascertainment. Under the null hypothesis of no association and no linkage between marker and trait, we assume that the expected value of Y is E 0 (Y) ¼ p1, where 1 is a column vector of 1s of length n and p is a parameter representing the frequency of the type 1 allele. In models incorporating population structure, p would typically be interpreted as an ''ancestral'' allele frequency or some kind of average allele frequency across subpopulations. We denote by Var 0 (Y) ¼ S the n 3 n covariance matrix of Y under the null hypothesis of no association. It is often convenient to write S ¼ s 2 J, where s 2 is defined to be the variance of Y for an outbred individual in the absence of population structure, and J accounts for relatedness, inbreeding, and population structure. We use the term ''known structure'' to refer to the case when the matrix J is known. We always take s 2 to be unknown and estimate it from the sample. Denote by b s 2 a suitable estimator of s 2 (where two examples of suitable estimators are given in the next subsection). Then, in the case of known structure, we consider test statistics for association that have the rather general form
where V is a fixed, nonzero column vector of length n such that V 25 given by
and (3) a Bayesian estimator 26 such as ðnY þ 0:5Þ=ðn þ 1Þ.
Alternatively, an approach to estimation of s 2 that does not assume s 2 ¼ 0:5pð1 À pÞ could be used. When J is known, a reasonable estimator is
which is RSS/(n À 1) for generalized regression of Y on 1, where RSS is the residual sum of squares. Note that when J ¼ I, the n 3 n identity matrix, e.g., with unrelated individuals in the absence of population structure, then b s 
Examples of Association Tests with Known Structure

Corrected Pearson c 2 and Armitage Trend Tests
In the standard Pearson c 2 and Armitage trend tests for allelic association, one assumes that the individuals are unrelated with no population structure, so that J ¼ I. A corrected version of the Pearson c 2 test has previously been described 15 for the situation when sampled individuals are related with all relationships known, in which case J ¼ F, where F is the kinship matrix, which is obtained as a function of the known pedigree information and is given by
where h i is the inbreeding coefficient of individual i, and f ij is the kinship coefficient between individuals i and j, 1 % i, j % n. We propose to use this same choice of J in the corrected Armitage test. (More generally, for either test, one might consider known structure J that does not necessarily equal F.) In both tests, one further assumes that every individual in the sample can be classified as either case or control. In that context, let 1 c be the case indicator, i.e., the vector of length n whose ith entry is 1 if individual i is a case and 0 if individual i is a control. 
where n c is the number of case individuals among the n total individuals. (In the most general specification of the Armitage test for genetic association, mean-zero, nonlinear functions of Y are allowed in place of V T Y, but in practice, the test is almost always performed with the V given in Equation 5 .) The difference between the two tests is in the estimation of s 
). As a result of these considerations, instead of using the phenotype vector 1 c that is used in the preceding four tests, the M QLS uses the vector
T , which contains more information than 1 c . Here, A N is the phenotype vector for the n individuals with nonmissing genotype data at the marker being tested, and A M is the phenotype vector for the m individuals with missing genotype data at the marker being tested, where individual i's phenotype is coded as A i ¼ 1 if i is affected, Àk/(1 -k) if i is unaffected, and 0 if i is of unknown phenotype, where 0 < k < 1 is a constant that represents an external estimate of the population prevalence of the trait for a suitable reference population. (The prevalence estimate is permitted to be very rough; the M QLS test is valid for arbitrary fixed k.)
The M QLS test was proposed in the context of related individuals without additional population structure, in which case J ¼ F, the n 3 n matrix given in Equation 4 . In order to incorporate the information of A M into the M QLS test, one also needs the n 3 m matrix, F N,M , whose (i, j)th entry is 2f ij , where f ij is the kinship coefficient between the ith nonmissing and jth missing individuals. The M QLS test statistic can be obtained from Equation 1 by choosing
and using the estimatorŝ 
Outline of ROADTRIPS Approach for Unknown Structure
The idea behind ROADTRIPS is to extend tests of the form given in Equation 1 to the situation when there could be unknown population structure and/or cryptic relatedness in the sample. To do this, we use genome-screen data to form an appropriate estimator J of J and consider various tests of the form
where we can allow V to take into account any known pedigree information, in addition to phenotype information, while simultaneously accounting for pedigree errors and additional unknown structure throughĴ. This approach allows us to easily adapt to different patterns of missing genotypes at different tested markers, by including only the rows and columns ofĴ (and the entries of V and Y) that correspond to the individuals genotyped at the particular marker being tested. In what follows, we first describe the population genetic modeling assumptions that underlie our estimation and testing procedures, then we describe the estimatorŝ J andŝ 2 .
Population Genetic Modeling Assumptions
The modeling assumptions we make are weak and are satisfied by commonly used models of population structure and commonly used models for related individuals. We consider S SNPs in a genome screen, and we generalize the notation of the previous subsections to a set of S SNPs by letting Y s be the genotype vector
(the number of alleles of type 1 at SNP s in individual i). Our modeling assumption on the null mean, generalized from the preceding subsections, can be stated as
We make the following assumption regarding the null covariance matrix:
where J is an arbitrary, positive semidefinite matrix, and s s 2 > 0 for all 1 % s % S. Here, the key point is that the correlation structure, captured by J, is assumed to be the same across SNPs, whereas the scalar multiplier s s 2 is allowed to vary across SNPs.
(Of course, this presumes that the same individuals are genotyped at all SNPs. When some individuals have missing genotypes at SNP s, the entries of Y s and the rows and columns of J that correspond to individuals with missing genotypes would be deleted.) Note that J and s s 2 are defined only up to a constant multiple, in the sense that cJ and c
À1
s s 2 would give the same value of S s . By convention, s s 2 is usually chosen to be the variance of an outbred individual in the absence of population structure. We now give two examples of population genetic models that satisfy our assumptions.
Example 1: Related Individuals without Additional Population Structure
An example of a simple model that satisfies the assumptions of the previous subsection is the model for related individuals in an unstructured population. In this model, individuals in the sample can be related by pedigrees, where the pedigree founders are assumed to be independently drawn from a population that is in Hardy-Weinberg equilibrium (HWE). Mendelian inheritance is assumed in the pedigrees. In this case, it has previously been shown 15 that Equations 9 and 10 hold, where p s is interpreted as the allele frequency of SNP s in the population from which the founders are drawn, s If the pedigrees are fully known, then the structure matrix J is known, but if some genealogical information is missing, then J might be partially or completely unknown.
Example 2: Balding-Nichols Model with Admixture
In the Balding-Nichols model 6, 28, 29 with admixture, we let p s denote the ''ancestral'' allele frequency at SNP s and let q k s denote the allele frequency of SNP s in subpopulation k, 1 % k % K. We assume that the q k s are random variables that are independent across both k and s, with
where f k R 0 can be viewed as Wright's standardized measure of variation 30 for subpopulation k.
T denote the vector of subpopulation-specific allele frequencies. Individual i is assumed to have admixture vector
, where a ik R 0 for all i and k, and P K k¼1 a ik ¼ 1 for all i. Conditional on the random variable q s , the two alleles of individual i at SNP s are assumed to be independent, identically distributed (i.i.d.) Bernoulli(a i T q s ) random variables. In the Balding-Nichols model with admixture, Equations 9 and 10 hold, where p s is interpreted as the ''ancestral'' allele frequency, s 2 s ¼ 0:5p s ð1 À p s Þ, and the entries of J are given by
In this context, the population structure captured by J would typically be unknown.
Estimation of the Matrix J
The matrix J is a function of the genealogy of the sampled individuals, where genealogy is broadly interpreted as including both population structure and the pedigree relationships of close relatives. The matrix J will be unknown when there is hidden population structure and/or cryptic relatedness in the sample. We allow a completely general form for J, assuming only that it is positive semidefinite (psd). When genome-screen data are available on the sampled individuals, this information can be used to estimate J. For any pair of individuals i and j, let S ij be the set of markers for which both i and j have nonmissing genotype data. Then if the allele frequencies p s were known, and if s s 2 ¼ 0.5p s (1 À p s ) as in Examples 1 and 2, an unbiased estimator of J ij would bẽ
where jS ij j is the number of elements of S ij . If one assumed, for example, that genotypes at different SNPs were independent with jS ij j/N and p s known and that s s
all but a finite number of SNPs, then Equation 11 would provide a consistent estimator of J ij . However, p s will generally not be known, so we propose to further restrict S ij to those markers that are polymorphic in the sample; letp s ¼ Y s , the observed proportion of type 1 alleles in the sample at marker s; and use estimatorĴ
The estimatorĴ of Equation 12 is essentially the same as the estimated covariance matrix used in EIGENSTRAT. 6 An alternative estimator could be obtained by using the sample variance of Y s in the denominator instead of 0:5p s ð1 Àp s Þ. If every sampled individual were genotyped at the same markers, with no missing genotypes, thenĴ would be psd and singular, withĴ1 ¼ 0, i.e., 1 would be in the null space ofĴ. With missing genotypes, it is possible forĴ to be nonsingular and non-psd. The fact thatĴ might be non-psd is not, in itself, particularly problematic from a practical point of view, provided V The fact thatĴ might be singular (e.g., in the case of no missing data) or close to singular, withĴ orthogonal or approximately orthogonal to the vector 1, means that in those cases, one would not be able to directly plugĴ into formulae such as Equations 2, 3, 6, and 7. This is discussed further in the next subsection. With substantially different amounts of missing data at different markers, as in the RA and COGA data sets analyzed in the Results section, the matrixĴ might be nonsingular and so could be directly used in Equations 2, 3, 6, and 7.
Estimation of s 2 when Structure Is Unknown
In this subsection, we drop the subscript s and use notations Y, p, and s 2 for the SNP being tested; e.g., we assume E 0 (Y) ¼ p1 and As the M QLS is generally the most powerful of the statistics for complex trait mapping when structure is known, 16 we expect the ROADTRIPS version of M QLS to be powerful when structure is unknown. We consider separately the cases of partially known structure and completely unknown structure. An example of partially known structure occurs when reliable pedigree information on sampled individuals is available, but one wants to allow for the possibility of additional cryptic relatedness or unknown population structure not captured by the pedigree information. In the context of partially known structure, we compute the matrix F of Equation 4 as a function of the known pedigree information. At the same time, we also calculate the estimatorĴ in Equation 12 as before, with the expectation that it will capture the full structure in the data, including structure not explained by F. Then we obtain RM, the ROADTRIPS version of the M QLS test when structure is partially known, by applying Equation 8
with V given in Equation 7 . The idea is that we create a powerful test by using the known pedigree structure given in F to obtain weights V that will be optimal 16 when J ¼ F. whenĴ is used in place of F, for the case whenĴ is orthogonal to the 1 vector and where we ignore the contribution of A M . The reason we ignore the contribution of A M is that the expected gain by including this term for individuals not known to be related is not high enough to justify the computational cost involved in obtaining the inverse or generalized inverse ofĴ. (Note thatĴ tends to be much more costly to invert than F, because in typical applications, F is block-diagonal with small blocks.) We could add subscripts 1 and 2 to the name of the test to distinguish the use of estimatorsŝ instead ofŝ 2 2 ðn À 1Þ=ðn À 2Þ, but the difference is completely negligible for the size of n we consider.) 
À is the generalized inverse ofĴ and A N is the average of the elements of A N .
GAW 15 Rheumatoid Arthritis Data
We apply ROADTRIPS to perform association analysis of RA data provided for GAW 15 by a UK group led by Jane Worthington and Sally John (these data are described in detail elsewhere 
GAW 14 COGA Data
We apply ROADTRIPS to identify SNPs associated with alcohol dependence in data provided by the COGA for GAW 14. 23 These data were previously analyzed with association methods that assume known structure. 16 There 
Results
Simulation Studies
We perform simulation studies, in which population structure and related individuals are simultaneously present in the case-control sample, in order to compare the performance of ROADTRIPS to that of previously proposed association methods that correct in some way for either population structure or related individuals or both. The methods to which we compare ROADTRIPS are GC, FBAT, the method of Rakovski and Stram, 13 EIGENSTRAT, M QLS , and the corrected Armitage c 2 test. We also include the standard (uncorrected) Armitage test in the type 1 error study. We simulate four different settings of population structure, including admixture, and two different settings of relationship configuration, where the latter refers to pedigree relationships among sampled individuals.
Relationship Configurations
Both relationship configurations 1 and 2 include 100 unrelated affected individuals, 400 unrelated unaffected individuals, and individuals sampled from 120 outbred, three-generation pedigrees, where each pedigree has a total of 16 individuals, the phenotypes of all individuals in the pedigrees are observed, and genotypes are observed for only a subset of individuals in each pedigree. We sample six types of these pedigrees; the types are described in Table 2 . Relationship configuration 1 has 40 pedigrees of type 1, 40 of type 2, and 40 of type 3, as well as 100 unrelated affected and 400 unrelated unaffected individuals. Relationship configuration 2 contains all six types of pedigrees in Table 2 , with 20 of each type, and it also contains 100 unrelated affected and 400 unrelated unaffected individuals.
Population Structure Settings
Each simulation setting specifies a particular relationship configuration combined with a particular setting of population structure. Each setting of population structure is a special case of the Balding-Nichols model with admixture described in Example 2, in which we take f k ¼ 0.01 for every subpopulation. Population structure 1 has individuals sampled from two subpopulations, with 60% of the pedigrees and affected unrelated individuals sampled from subpopulation 1 and the remaining 40% of the pedigrees and affected unrelated individuals sampled from subpopulation 2. Among the unrelated unaffecteds, 40% are sampled from subpopulation 1 and 60% from subpopulation 2. Population structure 2 is similar to population structure 1, except that the proportions 60% and 40% are replaced by 80% and 20%, respectively. Population structure 3 is similar to population structure 1, except that there are three subpopulations, with all of the unrelated unaffecteds sampled from subpopulation 3. Population structure 4 has individuals sampled from an admixed population, formed from two subpopulations. Individuals in the admixed population are assumed to have i.i.d. admixture vectors of the form (a, 1 À a), where a is a Uniform(0,1) random variable. Within a given setting of population structure, to simulate the unrelated individuals needed in relationship configurations 1 and 2, we first simulate genotypes according to the chosen setting of population structure, simulate phenotypes conditional on genotypes, and then randomly ascertain 100 affected and 400 unaffected individuals. To sample particular pedigree types within a given setting of population structure, we first simulate genotypes for pedigree founders according to the chosen setting of population structure, drop alleles down the pedigree, simulate phenotypes conditional on genotypes, and then do rejection sampling to obtain 100 replicates of each of the pedigree configuration types. Then, in the simulations, pedigrees of each type are sampled with replacement from the 100 previously obtained replicates of that pedigree type.
Random and Causal SNPs
We use a trait model that has two unlinked causal SNPs (which we call ''SNP 1'' and ''SNP 2'') with epistasis between them. 16 The ancestral frequencies of the type 1 alleles at SNPs 1 and 2 are taken to be 0.1 and 0.5, respectively. Individuals with at least one copy of allele 1 at SNP 1 and at least one copy of allele 1 at SNP 2 have a penetrance of 0.3. All other individuals have a penetrance of 0.05. In the power studies, association is tested with SNP 2. In contrast, ''random'' SNPs are assumed to be unlinked and unassociated with the trait, and their ancestral allele frequencies are obtained as i.i.d. draws from a uniform (0.1, 0.9) distribution.
Assessment of Type 1 Error
For each of the eight combinations of population structure and relationship configuration, we generate genotype data for 100,000 random SNPs that are neither linked nor associated with the trait, and we test each of them for association at the 0.0001 level, using various test statistics. In To assess the magnitude of this effect, we perform a simulation study under four different settings of population structure and relationship configuration, given in columns 1 and 2 of Table 4 . For each combination of settings, genotype data are generated for 100,000 random SNPs that are neither linked nor associated with the phenotype. The proportions of individuals with missing genotype data at different SNPs are taken to be i.i.d. random variables drawn from a Beta(3, 12) distribution, which has a mean of 0.2 and a SD of 0.1. Given the proportion of missing genotypes at a marker, the individuals whose genotypes will be set to missing for that marker are chosen uniformly at random from the sample.
The empirical type 1 error rates for Rc 2 and GC are given in Table 4 . GC has inflated type 1 error for all of the simulation settings, because of undercorrection of test statistics from SNPs that have relatively low levels of missing genotypes, whereas the empirical type 1 error for Rc 2 is not significantly different from the nominal 0.0001 level. The results illustrate that ROADTRIPS is not only robust to cryptic population and pedigree structure, but also to varying rates of randomly missing genotype data. This results from the fact that the entire empirical covariance matrix is estimated in ROADTRIPS, so when some individuals have missing genotype data at the SNP being tested, the corresponding rows and columns can be deleted from the empirical covariance matrix, allowing one to obtain a variance estimator that accounts for missing genotype data at the marker being tested.
Power Comparison
We assess power to detect association in the presence of population and pedigree structure only for those tests that maintain correct nominal type 1 error, namely the four ROADTRIPS tests, FBAT, and GC (although, as can be seen in Table 4 , the type 1 error of GC might not be correct when the rate of missing genotype data varies across markers). The simulations are performed with relationship configuration 2 under each of the four different settings of population structure. For each setting, 5000 simulated replicates are performed, and SNP 2 of the trait model is tested for association with the trait by each method. Table 5 . The FBAT and RM methods are given the information of the correct pedigree structure, but not the population structure. The FBAT statistic is calculated with offset value set equal to the prevalence, and the RM statistic is calculated with k set equal to the prevalence. As expected, the RM test is the most powerful in all settings, because it uses the known pedigree information to incorporate phenotype information about relatives with missing genotype data, and it corrects for additional unknown population structure by means of the empirical covariance matrix. In contrast, the FBAT test, which was given all the same information as the RM test, performs very poorly in these simulations, because it is not able to incorporate the data on the 500 unrelated individuals, and it is also not able to incorporate the data from pedigree types 1, 2, and 3, because they do not meet the FBAT criteria for ''informative families.'' If we assume that no pedigree information is available, then the Rc, RM NI , and GC tests all give identical or almost identical power, assuming that all markers have comparable amounts of missing genotype data. When different SNPs have different amounts of and Rc, respectively, are extensions. We also assess power to detect association when there is pedigree structure but no population structure. The simulation is carried out as in the preceding paragraph except that relationship configuration 2 with no population structure is simulated. In addition to the tests compared in Table  5 , we also calculate power for the M QLS and corrected Armitage c 2 tests, both of which have correct type 1 error in this setting, provided that the pedigree structure is known. Estimated power for this setting is given in Table  6 . The M QLS and RM tests are the most powerful among the tests considered. The RM test is able to match the power of M QLS even though RM uses the estimatorĴ in the variance calculation, whereas M QLS uses the true J.
As in the previous power comparison, FBAT has almost no power in this setting, and the RW NI test has lower power than all of the other statistics except FBAT. There is no significant difference in power among Rc, RM NI , GC, and the corrected Armitage c 2 tests. The M QLS and the corrected Armitage c 2 tests have power identical to their corresponding ROADTRIPS extensions, RM and Rc, which illustrates that power is not compromised by use of the empirical matrixĴ in the variance correction for the ROADTRIPS statistics.
GAW 15 Rheumatoid Arthritis Data
We apply RM, Rc, GC, and FBAT to the GAW 15 data to test for association of SNPs with RA. Using a previously reported 22 prevalence of 0.8% for RA in people of European descent, we set both the offset value in FBAT and the prevalence value in RM to 0.008. The entries of the empirical covariance matrixĴ and the correction factor for GC are calculated using SNP data across the autosomal chromosomes for the study individuals. Table 7 gives the results of all tests for those SNPs for which at least one of the tests has a nominal p value <5.0 3 10 À5 . For 8 of these 10 SNPs, the RM test has the smallest p value among the four tests used. After Bonferroni correction to adjust for four different tests of association at each of 9,871 SNPs, the RM test is significant at the 5% level for 2 SNPs: snp264363 on chromosome 11 (p ¼ 5. There are a few pairs of individuals that should have a kinship coefficient value equal to 0.25 based on the available pedigree information (i.e., parent-offspring pairs and sibling pairs), but have estimated kinship coefficient values close to 0 and thus appear to be unrelated. There are also a few pairs that are not members of the same pedigree but have kinship coefficient estimates that indicate that they are related. Both these phenomena could be caused by sample switches. An attractive feature of the ROADTRIPS methods is that they automatically correct for misspecified relationships in a sample, in addition to hidden population structure, while simultaneously allowing for different SNPs to have different rates of missing genotypes. The chromosome (Chr), the name of the marker (Marker), the position of the marker on the chromosome (Pos.), the number of genotypes available in cases (N CA ) and controls (N CO ), and the major allele frequency in the case-control sample as a whole (p) are displayed. An insufficient number of informative families for the FBAT analysis are indicated by NA. a Genome-wide significance after Bonferroni correction.
GAW 14 COGA Data
We apply RM, Rc, and GC to test for association with an alcoholism-related phenotype in the GAW 14 COGA data. A previous analysis 16 of these data used the M QLS (with k set to 0.05) and corrected c 2 tests; these tests correct for known pedigree information, but do not make any correction for unknown structure. In our reanalysis, we compare the results of the tests with and without the correction for unknown structure. To make the results comparable, we set k ¼ 0.05 in the RM test. , 4 were also identified by ROAD-TRIPS. The exception is tsc0057290 on chromosome 18, which was identified by M QLS and is no longer significant after correcting for cryptic structure. ROADTRIPS identifies an additional SNP, tsc1637642 on chromosome 5, which was not identified in the previous analysis. GC did not identify any significant SNPs. There are some SNPs in Table 8 that are in or near genes of interest; the details have previously been reported. 16 A previous analysis 32 of these data with FBAT, in which a slightly larger sample of individuals was used, detected one SNP with nominal p value 6 3 10 À5 , which is not significant after Bonferroni correction for the number of SNPs tested. Figure 2 gives a histogram of the estimated self-kinship coefficient values for the genotyped individuals who were included in the analysis. The center of the histogram is shifted from 0.5 (the self-kinship coefficient in the absence of population structure and inbreeding). Seventy-one percent of the values are greater than 0.5, and the mean self-kinship value is 0.506. Just as there were in the UK RA data, in the COGA data there are a few pairs of individuals who appear to have misspecified relationships or be cryptically related. As previously mentioned, ROADTRIPS adjusts for this in the variance correction.
Assessment of Computation Time
Using a single processor on a shared machine with eight quad-core AMD Opteron 8384 25 GHz processors with 64 GB RAM, analysis of 10,156 SNPs from the RA data and 10,810 SNPs from the COGA data with four tests (Rc, RM, GC, and a ROADTRIPS version of W QLS ) took approximately 5 and 21 min, respectively. The large difference in computing time is due to the COGA data having extended pedigrees and a sample size that is almost twice that of the RA data. The slowest step is the Cholesky decomposition 33 of F (for the calculation of RM and a ROADTRIPS version of W QLS ), which we compute at every SNP because the pattern of missing genotype data varies. The computing time scales linearly with the number of SNPs. The speed could presumably be improved, as we have not made serious attempts to optimize the code.
Discussion
Technological advances in high-density genome scans have made it feasible to perform case-control association studies on a genome-wide basis with hundreds of thousands or millions of markers. The observations in these studies can have several sources of dependence, including population structure and relatedness among the sampled individuals, some of which might be known and some unknown. Failure to properly account for this structure can lead to spurious association or reduced power. We develop ROADTRIPS, a case-control association testing method that simultaneously corrects for both pedigree and population structure, including admixture, where some or all of the structure can be unknown. The method also automatically adjusts for pedigree errors and sample switches. ROADTRIPS is computationally feasible for the analysis of genome-screen data with millions of markers, and it is applicable to association studies with completely general combinations of family and case-control designs. The method does not require the genealogy of the sampled individuals to be known, but when pedigree data are available, ROADTRIPS can incorporate this information to improve power. Our simulation studies indicate that including known pedigree information in ROADTRIPS (by use of the RM test) provides an overall and, in some cases, substantial improvement in power over other available methods. In an analysis of GAW 15 RA data from small UK pedigrees, ROADTRIPS detected three SNPs that have significant association with a RA phenotype. In a reanalysis of the GAW 14 COGA data, ROADTRIPS detected five SNPs that have significant association with alcoholism, one of which had not been identified as significant in the previous analysis, and another SNP identified as significant in the previous analysis is no longer identified when cryptic structure is accounted for.
We have shown that when different SNPs have different rates of missing genotype data, ROADTRIPS is still valid, whereas GC is not properly calibrated for this setting. The ROADTRIPS method takes into account both the structure in the data and the particular missing genotype pattern at each SNP to construct a valid test. In contrast, the uniform inflation factor applied to all SNPs by GC can result in both an increase in type 1 error, due to undercorrection of SNPs with lower rates of missing genotype data, as well as a loss of power, due to overcorrection of SNPs with higher rates of missing genotype data. One approach to dealing with this problem in samples of unrelated individuals is to impute missing genotype data. However, there are special difficulties that arise with the use of imputation methods in samples with related individuals and hidden structure. First, Mendelian errors and incompatible genotypes can be introduced with this approach, unless the imputation is performed jointly among related individuals. Second, in samples with hidden population structure, e.g., samples from admixed populations, it is often unclear what the reference population should be, because an individual's ancestry at a particular SNP will generally be unknown. Finally, imputed genotypes are dependent among relatives, where the dependence among imputed genotypes differs from the ordinary dependence among genotypes and is affected by the type and amount of information available for each individual for each SNP. Thus, unlike the pedigree and population structure we consider, the dependence structure among imputed genotypes for different individuals differs across SNPs. This complex dependence among imputed genotypes for related individuals would need to be taken into account in the analysis in order to construct a valid test. However, to our knowledge, the current generation of imputation methods gives information only on the marginal accuracy (e.g., marginal posterior probabilities and not joint posterior probabilities) of imputed genotypes across individuals, so these methods would not allow valid assessment of uncertainty in the general The chromosome (Chr), the name of the marker (Marker), the position of the marker on the chromosome (Pos.), the number of genotypes available in cases (N CA ) and controls (N CO ), and the major allele frequency in the case-control sample as a whole (p) are displayed. a Genome-wide significance after Bonferroni correction.
setting of case-control association testing with related individuals. The ROADTRIPS method uses an estimator of J that is closely related to the estimated covariance matrix used in EIGENSTRAT. 6 Recently, Choi et al. 17 have used a different estimated kinship matrix in the context of association testing when pedigree information is missing. The kinship estimation approach of Choi et al. is suitable for close relatives in the absence of population structure but is not particularly well suited to accounting for population structure. To make this statement more precise, we consider the case of unrelated individuals with population structure based on the Balding-Nichols model with or without admixture. In this context, if one assumed that genotypes at different SNPs were independent with jS ij j/N and p s known and that s s 2 ¼ 0.5p s (1 À p s ) held at all but a finite number of SNPs, then the ROADTRIPS estimator of J ij would be consistent, whereas the estimator of Choi et al. would generally be inconsistent. The estimator of Choi et al. is also substantially more computationally intensive to calculate than theĴ we use in ROADTRIPS. The vertical line at 0.5 represents the selfkinship value in the absence of population structure and inbreeding.
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