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Abstract
The authors show that for a natural number k and a finite alphabet Σ the set of ω-words over
Σ avoiding xk is either empty or perfect. This leads to an algorithm to determine which k-power
free words over Σ extend to k-power free ω-words over Σ .
© 2003 Elsevier Science Ltd. All rights reserved.
1. Introduction
It is known [6] that the set of ω-words over {0, 1} avoiding overlaps is perfect. The
question of whether the set of square-free ω-words over a 3-letter alphabet is perfect was
studied in [8, 9]. Later [1] it was shown that the set of Z-words on {0, 1, 2, 3} avoiding the
pattern abcxbcaycbazacbwcba is perfect.
The following problem was posed in [2]:
For US$100, decide the following conjecture: If pattern p is avoidable on Σ , then
the set of ω-words over Σ avoiding p is perfect.
The following more restricted problem was also posed in [2]:
It is known [6] that the set of cubefree ω-words over a 2-letter alphabet is
uncountable. Is the set perfect?
Progress on this second problem was made by Mignosi et al. [7] who showed that the set
of words avoiding xk on two letters is perfect for k ≥ φ2 + 1 .= 3.618. In the present
paper we completely resolve the problem by proving that the set of cubefree ω-words over
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Fig. 1. A regular bottleneck with core [v1, v4] = v1v2v3v4.
a 2-letter alphabet is perfect. In fact we complete the demonstration started in [3] that for
a natural number k and a finite alphabet Σ the set of ω-words over Σ avoiding xk is either
empty or perfect. This leads to an algorithm to determine which k-power free words over
Σ extend to k-power free ω-words over Σ .
The method of this paper can also be used to attack problems involving words avoiding
xk for fractional k, as in [4]. This leads to results related to Dejean’s conjecture [5]:
For n > 4, there is an ω-word over an n-letter alphabet avoiding xk exactly when
k > n/n − 1.
The methods of this paper are disjoint from those usually used to study words avoiding
patterns; we make no use of iterated substitutions. Instead, we follow an approach initiated
in [8].
2. Preliminaries
For a fuller explanation of notations refer to [3]. We let Σ be a finite alphabet. Fix an
integer k > 1. Let L be the set of k-power free words over Σ . We consider L as a tree,
under the prefix order. In particular,
If a < c, then there exists a unique cover b of a for which b ≤ c. (1)
If a ≤ c and b ≤ c then either a < b a = b or b < a. (2)
The meet of words u, v is their longest common prefix, denoted by u∧v. We call interval
[u, v] in L a core if [u,∞] − [v,∞] is finite and there is at most one cover v1 of v such
that [v1,∞] is infinite. Suppose that for some w /∈ [u, v] we have z ≺ w, some z ∈ [u, v]
and [w,∞] is finite. In this case, we call C = [w,∞] a cul-de-sac of [u, v] spouted by z.
Define length |C| of C to be the length of the longest path in C .
If [u, v] is a core, bottleneck B([u, v]) comprises those words either in [u, v] or in
some cul-de-sac of [u, v].
Remark 2.1. Suppose B is a bottleneck. If w ∈ B , then there exists at most one cover w1
of w leading out of B; if w2 is any other cover of w, then w2 ∈ C for some cul-de-sac C
spouted by w.
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If B is a bottleneck with core [u, v] then |B| is the length of the path from u to v. We
call bottleneck B regular when B is at least as long as any of its cul-de-sacs.
Suppose that w = py. In this case we write w/p = y. This ‘division by p’ respects
order: if p ≤ w1, w2 and w1 ≤ w2, then w1/p ≤ w2/p. We extend this notation to sets of
words: if B is a set of words, each of which has p for a prefix, we define
B/p = {w : pw ∈ B}.
As a notational convenience, we define ∞/p = ∞.
Lemma 2.2. Let B be a bottleneck in L. Let i be the minimum index of the fixing blocks of
the words of B. Let p be the common prefix of length i of the words of B. Then B/p is a
bottleneck. If B is regular, then so is B/p.
3. Long bottlenecks have large index
This lemma is proved in [3].
Lemma 3.1. Suppose that every regular bottleneck of length at least m contains an
L-restricted word with an associated fixing block of period at least αm, α > 17/(3k − 3).
Then each bottleneck of length at least 4m must contain an L-restricted word with an
associated fixing block of period at least 4m(2α − 17/(3k − 3)).
As mentioned in [3], if k > 6 and |Σ | > 1, if k > 3 and |Σ | > 2, if k > 2 and |Σ | > 3,
or if k > 1 and |Σ | > 4, then the hypothesis of Lemma 3.1 holds with m = 1, α = 2|Σ |−2.
The remaining cases are |Σ | = 4, k = 2; |Σ | = 3, k = 2, 3; and |Σ | = 2, k = 3, 4, 5
and 6. For the case |Σ | = 3, k = 2 the hypothesis of Lemma 3.1 can be established by
computer search for m = 13. For the remaining cases, the hypothesis of Lemma 3.1 can
also be verified by computer search for appropriate choices of m. The details are in the
following section.
From the lemma the following theorems follow as in [8] and [3].
Theorem 3.2. Let k be a natural number. Let Σ be a finite alphabet. Let L be the set of
words avoiding xk over Σ . Then the set lim L is perfect or empty.
Theorem 3.3. Let w ∈ L. We can effectively determine whether w can be extended to an
ω-word in lim L.
In the case where w = , this method can be used to establish whether lim L is non-
empty. In [4], this gave new results related to Dejean’s conjecture:
4. Computer search
Let L be the set of k-power free words over Σ , where k and |Σ | are fixed. To apply
Lemma 3.1 it is necessary to find an m such that every regular bottleneck in L of length
at least m contains a word with fixing block period at least αm. Suppose that a candidate
value m0 for m is given. Let B be a regular bottleneck of length at least m0 and suppose for
the sake of contradiction that every fixing block for words of B is of length less than αm0.
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Since every bottleneck of length at least m0 contains a regular bottleneck of length exactly
m0, we may assume that the length of B is m0.
Let i be the minimum index of the fixing blocks of the words of B . Let p(yc)k−1 y
be a word of B with |p| = i . Then B/p is a regular bottleneck of length m0, by
Lemma 2.2. Also, (yc)k−1y ∈ B/p. Let b = (yc)k−1 y. By hypothesis, the period of
b, P = |yc| < αm0.
Suppose that the core of B/p is [u, v]. Write B/p = [u,∞] − [v1,∞] where either
v1 is a cover of v with v1 /∈ B/p, or v1 = ∞. As the length of B/p is m0, the longest
possible length of a path in B/p is 2m0 − 1; such a path would be from u to w where w is
a terminal vertex of a cul-de-sac of length m0 spouted by v.
Consider words z, ζ and integers l that satisfy:
z ∧ b = ζ
|ζ | = l
|z| − |ζ | = 2m0
(3)
and Zl to be the set of words in L that satisfy (3) for a given value of l. We will assume that
for some l, Zl is non-empty. (This will later be established in relevant cases by computer
search.)
Define
l0 = largest integer l for which Zl is non-empty. (4)
Note that ζ in (3) depends only on l, so define ζ1 to be the unique ζ of (3) for l = l0. If
there exists z ∈ Zl0 for which v ≤ z, then let z1 be such a z, and z1 be any member of Zl0
otherwise.
The word z1 splits or extends from b after symbol l0, the length of the portion of z1
beyond the split is 2m0, l0 is the largest index less than or equal to |b| = k P − 1 for which
such a z1 exists and we choose z1 to include v, if possible.
Suppose z2, ζ2 and k0 satisfy:
ζ2 = z2 ∧ z1
|ζ2| = k0 ≤ l0
|z2| − k0 = 1 + m0
(5)
with k0 the largest value for which such a z2 exists. Thus z2 splits from z1 at or before l0
and the length of the portion of z2 beyond the split is 1 + m0.
Suppose z3, ζ3 and k1 satisfy:
ζ3 = z3 ∧ z1
|ζ3| = k1 ≥ l0
|z3| − k1 = 1 + m0
(6)
with k1 the smallest value for which such a z3 exists. Thus z3 splits from z1 at or after l0
and the length of the portion of z3 beyond the split is 1 + m0.
Let ζˆ be the set of covers of ζ1, and let ζ ′ consist of words ζ ∈ ζˆ such that ζ ≤ z for
some z ∈ Zl0 . Let ζ ∗ = ζˆ − ζ ′. Finally, define M by
M =
{
0, if ζ ∗ is empty
max
ζ∈ζ ∗,ζ≤z |z| − |ζ1|, otherwise.
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Note that M must be finite since ζ ∗ consists of exactly those covers of ζ1 which do not
extend by 2m0; thus, for every ζ ∈ ζ ∗, [ζ,∞] is a finite set.
Lemma 4.1. m0 ≤ max(k1 − k0 − 1), M.
Proof. We consider first the case for which z1 ≥ v, and show that ζ2 < u ≤ v < ζ3 which
proves the result for this case.
We first show that ζ1 ∈ [u, v]. Suppose otherwise. If ζ1 > v, then ζ1 ∈ [v1,∞], for v1
some cover of v. Since v1 /∈ [u, v], if v1 ∈ B/p, then v1, and naturally also ζ1, must be in
a cul-de-sac of B/p spouted by v; however, this cannot be true because the length of the
path [ζ1, z1] exceeds m0 which contradicts the regularity of B/p. What if v1 /∈ B/p? Any
word z with z ≥ ζ1 must also be in [v1,∞]; however, b is such a word, and b could not be
in [v1,∞] because b ∈ B/p = [u,∞] − [v1,∞].
We have z1 ≥ v ≥ u and b ∈ B/p so that b ≥ u. This implies that ζ1 = z1 ∧ b ≥ u.
Thus ζ1 ∈ [u, v]. By definition, |z1| − |ζ1| = 2m0. As ζ1 ∈ [u, v] and the length of the
longest path in B/p is at most 2m0 − 1, it follows that z1 /∈ B/p.
To show ζ2 < u, suppose otherwise. Since ζ2 ≤ ζ1 ≤ v, by supposition, ζ2 ∈ [u, v].
From Remark 2.1, we know that ζ2 has at most one cover leading out of B/p. Since
ζ2 < z1, and z1 /∈ B/p, we know that such a unique cover ζ of ζ2 must exist. Since
ζ > ζ2 = z1 ∧ z2, we know z2 /∈ [ζ,∞]. Moreover, since u ≤ ζ1 ≤ v ≤ z1, we have
ζ ∈ [u, v] or ζ /∈ B/p. Either way, this means that z2 must be in a cul-de-sac spouted by
ζ2. This is impossible because |z2| − |ζ2| > m0, contradicting the regularity of B/p. We
have thus established that ζ2 < u ≤ ζ1 ≤ v.
Suppose that ζ3 ≤ v. Since u ≤ ζ1 ≤ ζ3, by supposition, ζ3 ∈ [u, v]. From Remark 2.1,
we know that any word in B/p, in particular ζ3, has at most one cover leading out of B/p.
Since ζ3 < z1, and z1 /∈ B/p, we know that such a unique cover ζ of ζ3 must exist. Since
ζ > ζ3 = z1 ∧ z3 we know z3 /∈ [ζ,∞]. Moreover, since u ≤ ζ1 ≤ v ≤ z1, we have either
ζ ∈ [u, v] or ζ /∈ B/p. Either way, this means that z3 must be in a cul-de-sac spouted by
ζ3; this is impossible because |z3| − |ζ3| > m0, contradicting the regularity of B/p.
The preceding establishes
m0 ≤ k1 − k0 − 1 in the case that v ≤ z1. (7)
We now consider the other case, where z  v for any z ∈ Zl0 . We first show that
ζ1 ≤ v. Since b ∈ B/p, there must exist b∗ ∈ [u, v] with b∗ ≤ b. Since b∗ ≤ b and
ζ1 ≤ b, it follows from (2) that ζ1 > b∗ or ζ1 ≤ b∗. In this second case our claim is proved.
If ζ1 > b∗ and ζ1 /∈ [u, v], then ζ1 must be in a cul-de-sac of B/p. This is impossible
because z1 extends 2m0 beyond ζ1; however B/p is regular.
We now show that ζ1 < u. Suppose not, i.e. that ζ1 ∈ [u, v]. By assumption, Zl0
is non-empty, and no element z ∈ Zl0 satisfies v ≤ z. This can only mean that the
members of Zl0 are in cul-de-sacs of B/p; as we have already noted, this is impossible on
account of regularity. Therefore ζ1 < u. To complete the proof, we observe that according
to the stipulations of this case and (1), there must exist an element ζ ∈ ζ ∗ for which
ζ ≤ u ≤ v. The definition of M in (7) establishes the lemma in this case, which completes
the proof. 
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Note that if we are given a fixing block b, then we can attempt to construct sets Zl ;
integer l0; words z1, ζ1, z2, ζ2, z3, ζ3; and integers k0, k1 and M satisfying (3)–(7).
Unfortunately, because the core [u, v] of a bottleneck may be chosen in more than one
way, we have no way of testing whether a constructed member z1 of the set Zl0 contains
v. We prove a simple technical lemma which provides insight into the meaning of the
computer search.
Lemma 4.2. If there exists z1 ∈ Zl0 for which v ≤ z1, then v ≤ z for all z ∈ Zl0 .
Proof. Suppose z and z1 are elements of Zl0 and that v ≤ z1. Since v ≤ z1, the proof of
(7) in Lemma 4.1 applies and forces ζ1 ∈ [u, v]. Let w = z ∧ z1. If the lemma is false,
then w ∈ [u, v]. Note that the lengths of z and z1, along with the placement of ζ1 ∈ [u, v]
imply z /∈ B/p and z1 /∈ B/p. By Remark 2.1, w has at most one cover w1 leading out of
B/p, but since w < z1 and w < z, there is a unique w1 > w common to z and z1. This
contradicts the definition of w and completes the proof. 
The computer program described below generated all fixing blocks with period P in the
range 1 ≤ P ≤ αm0. For each such block b, values of l starting at l = |b| were tried until
a value of l = l0 ≤ |b| was found for which a non-empty set Zl0 satisfying (3) could be
constructed. Lemma 4.2 allows us to choose any z1 ∈ Zl0 without knowing whether or not
z1 > v. If z1 fails to extend v, then everything in Zl0 does as well, and the length of B/p
is realized as the integer M . This will be the case when the value of M determined by the
program is larger than k1−k0−1. In this case, it can be seen that v will be the extension of
ζ ∈ ζ ∗ which realizes the value M , and u will be the unique cover of ζ1 for which u ≤ v.
On the other hand, if k1 − k0 − 1 > M , then it follows that v ≤ z1, ζ2 ≺ u and v ≺ ζ3.
Finally, if M = k1 − k0 − 1, then the placement of the longest possible core [u, v] in B is
a matter of definition.
Suppose the construction of z1, ζ1, z2, ζ2, z3, ζ3, k0, k1 and M is attempted for every
fixing block b having period P = 1, . . . , αm0 for some fixed m0. If the construction
succeeds for each fixing block, and the integers k0, k1 and M are such that neither
(k1 − k0 − 1) nor M ever exceeds or equals m0, then the conditions of Lemma 3.1 will
be established for m = m0.
This is exactly what was done by the computer search technique described below.
The following steps are implemented for P = 1, 2, . . . , αm0.
• Construct all k-power free words of length P where symmetric duplications are
avoided by identifying words w1 and w2 if w2 can be obtained from w1 by a
permutation of the alphabet.
• For each k-power free word w of length P , build a candidate fixing block b =
wk−1w′, where w′ is the P − 1 length initial segment of w. Discard all words b
so constructed that contain k-powers.
• For each b so constructed, perform the following steps.
– Determine the largest value l0 for which there exists words z1, ζ1 such that
b ∧ z1 = ζ1
|ζ1| = l0
|z1| − l0 = 2m0.
(8)
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Table 1
Computational results
|Σ | k m0 α




3 2 13 5
3 2 17/6
4 2 3 5
– Determine the largest value k0 for which there exists words z2, ζ2 such that
z1 ∧ z2 = ζ2
|ζ2| = k0 ≤ l0
|z2| − k0 = m0 + 1.
(9)
– Determine the smallest value k1 for which there exists words z3, ζ3 such that
z1 ∧ z3 = ζ3
|ζ3| = k1 ≥ l0
|z3| − k1 = m0 + 1.
(10)
– If l0 < |b|, determine the length M of the longest extension ζ satisfying
ζ1ζ ∈ L
ζ1ζ ∧ z1 = ζ1 (11)
and m = 0 otherwise.
• Tabulate k1 − k0 − 1 and M for all blocks for which solutions of (8)–(11) succeeded
and noting any blocks b for which any of these steps failed.
The results of the process described above were that the construction succeeded for all
fixing blocks in the required range and, for the appropriate value of m0, no blocks were
found which produced values of k1 − k0 − 1 or M equal or greater than m0. Table 1 shows
results obtained by computer.
The most computationally expensive case (in 1995) was for |Σ | = 3, k = 2. In this case
the total CPU time used was 1253 838.04 s or about 14.51 days. However, the computation
was actually carried out by dividing the space of fixing blocks among seven networked Sun
stations, allowing the computation to be completed in about 61 h of real time.
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