We introduce a new bias for rule learning systems. The bias only allows a rule learner to create a rule that predicts class membership if each test of the rule in isolation is predictive of that class. Although the primary motivation for the bias is to improve the understandability of rules, we show that it also improves the accuracy of learned models on a number of problems. We also introduce a related preference bias that allows creating rules that violate this restriction if they are statistically significantly better than alternative rules without such violations.
Introduction
A variety of rule learning systems have been developed that create rules to predict class membership of examples such as AQ15,1) CN2,2) ITRULE,3) C4.5-rules, 4) FOIL, 5) FOCL, 6) Greedy3, ~) Ripper, s) and decision lists. 9) One commonly reported advantage of modeling predictive relationships with rules is the comprehensibility of the learned knowledge. Rule learners produce a set of learned rules of the form:
where each test compares an attribute Ai to a value V/j for that attribute. For nominal attributes, the possible tests include determining whether an attribute value of an example is equal to a particular value, is not equal to a particular value, or is a member of a set of values. For numerical values, the tests will determine whether an attribute value of an example is greater than or less than a particular value. Typically, the rules are ordered so that to classify an example, one predicts the class of the first rule whose antecedent is true. One common IF the child has no emotional problems AND the mother has normal IQ THEN the risk is LOW IF fetal distress is ascertained prior to or during labor AND the mother's education level is less than 12 years AND the mother smokes THEN the risk is HIGH OTHERWISE IF the child has no emotional problems AND the mother's education level is at least 12 years AND there were previous stillbirths THEN the risk is LOW approach for ordering rules is an estimate of the accuracy of the rule (e.g., Quinlan; 4) Clark & Niblet; 2) All & Pazzanil~ Table 1 shows an example of some rules learned to screen infants for mild mental retardation 11) from a sample of over 4000 examples collected by the National Collaborative Perinatal Project of the National Institute of Neurological and Communicative Disorders and Stroke. The rules are relatively easy for an expert or novice to understand and could easily be applied by a person or a computer. However, the rules contain certain tests that are counter-intuitive and puzzling to experts. In particular, the third rule predicts that there is low risk of mental retardation and contains a condition "there were previous stillbirths" that is normally thought of a risk factor for mental retardation. It is possible that this rule is a new medical finding for a sub-population of patients. However, before establishing such a claim, it is worthwhile to see if there are alternative models of the data that are equally predictive but do not require including such tests.
We present the following definition to facilitate the discussion of learning rules.
Definition 1.1 (Globally Predictive Test)
A test is globally predictive of Class~ iff P(Class~lTest ) > P(Class~)
Definition 1.2 (Locally Predictive Test)
A test is locally predictive of Classi in a Context iff (ClassilTest & Context) > P (Class, IContext ) where Context is some Boolean combination of tests.
In this paper, we explore the implications of biasing rule learners to avoid using tests that are locally predictive of class memberships but are not globally predictive. A single rule that predicts class membership as a conjunction of globally predictive tests is an example of a simple causal schema: multiple necessary causes. 12) A set of such rules that enumerate alternative means of predicting class membership represents another simple causal schema: multiple sufficient causes. However, a rule that uses a test that is loca|ly but not globally predictive is evoking a more complex causal schema in which there is an interaction among the variables. A predictive relationship involving such an interaction among
