The BK-model yielding a non empty subset of the projective space over E 3 T is defined by the term (Def. 1) the interior of the conic for 1, 1, −1, 0, 0 and 0. Now we state the propositions: (1) The BK-model misses the absolute. (2) Let us consider an element P of the projective space over E 3 T , and a non zero element u of E 3 T . Suppose P = the direction of u and P ∈ the BK-model. Then u(3) = 0.
Beltrami-Cayley-Klein Disk Model
The BK-model yielding a non empty subset of the projective space over E 3 T is defined by the term (Def. 1) the interior of the conic for 1, 1, −1, 0, 0 and 0. Now we state the propositions: (1) The BK-model misses the absolute. (2) Let us consider an element P of the projective space over E 3 T , and a non zero element u of E 3 T . Suppose P = the direction of u and P ∈ the BK-model. Then u(3) = 0.
roland coghetto
Let P be an element of the BK-model. The functor BK-to-REAL2(P ) yielding an element of the inside of circle(0,0,1) is defined by (Def. 2) there exists a non zero element u of E 3 T such that the direction of u = P and u(3) = 1 and it = [u(1), u (2) ]. Let Q be an element of the inside of circle(0,0,1). The functor REAL2-to-BK(Q) yielding an element of the BK-model is defined by (Def. 3) there exists an element P of E 2 T such that P = Q and it = the direction of [(P ) 1 , (P ) 2 , 1]. Now we state the propositions: (3) Let us consider an element P of the BK-model.
Then REAL2-to-BK(BK-to-REAL2(P )) = P . Proof: Consider u being a non zero element of E 3 T such that the direction of u = P and u(3) = 1 and BK-to-REAL2(P ) = [u(1), u (2) ]. Consider Q being an element of E 2 T such that Q = BK-to-REAL2(P ) and REAL2-to-BK(BK-to-REAL2(P )) = the direction of [(Q) 1 , (Q) Then BK-to-REAL2(REAL2-to-BK(Q)) = Q. (6) Let us consider elements P , Q of the BK-model, and elements P 1 , P 2 , P 3 of the absolute. Suppose P = Q and P 1 = P 2 and P , Q and P 1 are collinear and P , Q and P 2 are collinear and P , Q and P 3 are collinear. Then (i) P 3 = P 1 , or
(ii) P 3 = P 2 .
Proof: P 3 = P 1 or P 3 = P 2 . (7) Let us consider an element P of the BK-model, an element Q of the projective space over E 3 T , and a non zero element v of E 3 T . Suppose P = Q and Q = the direction of v and v(3) = 1. Then there exists an element P 1 of the absolute such that P , Q and P 1 are collinear. Proof: Consider u being a non zero element of E 3 T such that the direction of u = P and u(3) = 1 and BK-to-REAL2(P ) = [u (1) as a real number. s = t. Consider e 1 being a point of E 2 T such that 
(ii) R = Q.
(13) Let us consider a line L of Inc-ProjSp(the real projective plane), and elements P , Q of the projective space over E 3 T . If P = Q and P , Q ∈ L, then L = Line(P, Q). (14) Let us consider a line L of Inc-ProjSp(the real projective plane), elements P , Q of the projective space over E 3 T , and non zero elements u, v of E 3 T . Suppose P , Q ∈ L and P = the direction of u and Q = the direction of v and (u) 3 = 0 and (v) 3 = 0. Then
(16) Let us consider a line L of Inc-ProjSp(the real projective plane), an element P of the projective space over E 3 T , and a non zero element u of E 3 T .
Suppose P = the direction of u and P ∈ L and u(3) = 0. Then there exists an element Q of the projective space over E 3 T and there exists a non zero element v of E 3 T such that Q = the direction of v and Q ∈ L and P = Q and v(3) = 0. The theorem is a consequence of (15) . (17) Let us consider an element P of the BK-model, and a line L of Inc-ProjSp (the real projective plane). Suppose P ∈ L. Then there exists an element Q of the projective space over E 3 T such that (i) P = Q, and (ii) Q ∈ L, and (iii) for every non zero element u of E 3 T such that Q = the direction of u holds u(3) = 0.
The theorem is a consequence of (16). (18) Let us consider non zero elements u, v of E 3 T , and a non zero real number
(19) Let us consider an element P of the BK-model, and an element Q of the projective space over E 3 T . Suppose P = Q. Then there exists an element P 1 of the absolute such that P , Q and P 1 are collinear. Proof: Reconsider L = Line(P, Q) as a line of Inc-ProjSp(the real projective plane). Consider R being an element of the projective space over E 3 T such that P = R and R ∈ L and for every non zero element u of E 3 T such that R = the direction of u holds u(3) = 0. Consider u being a non zero element of E 3 T such that the direction of u = P and u(3) = 1 and BK-to-REAL2(P ) = [u(1), u(2)]. Consider v being an element of E 3 T such that v is not zero and the direction of v = R.
as a real number. s = t. Consider e 1 being a point of E 2 T such that
Let us consider elements P , Q of the BK-model. Suppose P = Q. Then there exist elements P 1 , P 2 of the absolute such that (i) P 1 = P 2 , and
(ii) P , Q and P 1 are collinear, and (iii) P , Q and P 2 are collinear.
Proof: Consider u being a non zero element of E 3 T such that the direction of u = P and u(3) = 1 and BK-to-REAL2(P ) = [u(1), u (2) ]. Consider v being a non zero element of E 3 T such that the direction of v = Q and v(3) = 1 and BK-to-
as a real number. Consider e 1 being a point of E 2 T such that
as a real number. Consider e 2 being a point of E 2 T such that
T . Reconsider e 3 = f as a non zero element of E 3 T . Reconsider P 1 = the direction of e 3 as a point of the projective space over
T . Reconsider e 4 = g as a non zero element of E 3 T . Reconsider P 2 = the direction of e 4 as a point of the projective space over (ii) R = P , and (iii) P , R and Q are collinear.
Proof: Reconsider P 6 = P as an element of the BK-model. Consider u 2 being a non zero element of E 3 T such that the direction of u 2 = P 6 and u 2 (3) = 1 and BK-to-REAL2(
(22) Let us consider elements P , Q of the real projective plane. Suppose P ∈ the absolute and Q ∈ the BK-model. Then there exists an element R of the real projective plane such that (i) R ∈ the BK-model, and
(ii) Q = R, and (iii) R, Q and P are collinear.
The theorem is a consequence of (21). (23) Let us consider a line L of Inc-ProjSp(the real projective plane), points p, q of Inc-ProjSp(the real projective plane), and elements P , Q of the real projective plane. Suppose p = P and q = Q and P ∈ the BK-model and Q ∈ the absolute and q lies on L and p lies on L. Then there exist points p 1 , p 2 of Inc-ProjSp(the real projective plane) and there exist elements P 1 , P 2 of the real projective plane such that p 1 = P 1 and p 2 = P 2 and P 1 = P 2 and P 1 , P 2 ∈ the absolute and p 1 lies on L and p 2 lies on L. The theorem is a consequence of (1), (22), and (20). (24) Let us consider an element P of the BK-model, and an element Q of the absolute. Then there exists an element R of the absolute such that
(ii) Q, P and R are collinear.
The theorem is a consequence of (1) and (23). (25) Let us consider an element P of the BK-model, and a non zero element u of E 3 T . Suppose P = the direction of u and u(3) = 1. Then (u(1)) 2 + (u(2)) 2 < 1. (26) Let us consider elements P 1 , P 2 of the absolute, an element Q of the BKmodel, and non zero elements u, v, w of E 3 T . Suppose the direction of u = P 1 and the direction of v = P 2 and the direction of w = Q and u(3) = 1 and v(3) = 1 and w(3) = 1 and v(1) = −u(1) and v(2) = −u (2) and P 1 , Q and P 2 are collinear. Then there exists a real number a such that (i) −1 < a < 1, and
The theorem is a consequence of (25).
Tangent
Let P be an element of the absolute. The functor PoleInfty(P ) yielding an element of the real projective plane is defined by (Def. 4) there exists a non zero element u of E 3 T such that P = the direction of u and u(3) = 1 and (u(1)) 2 + (u(2)) 2 = 1 and it = the direction of [−u(2), u (1) , 0]. Now we state the propositions: (27) Let us consider an element P of the absolute. Then P = PoleInfty(P ). (28) Let us consider elements P 1 , P 2 of the absolute. Suppose PoleInfty(P 1 ) = PoleInfty(P 2 ). Then
(ii) there exists a non zero element u of E 3 T such that P 1 = the direction of u and P 2 = the direction of [−(u) 1 , −(u) 2 , 1] and (u) 3 = 1.
Proof: Consider u 1 being a non zero element of E 3 T such that P 1 = the direction of u 1 and u 1 (3) = 1 and u 1 (1) 2 + u 1 (2) 2 = 1 and PoleInfty (P 1 ) = the direction of [−u 1 (2), u 1 (1), 0]. Consider u 2 being a non zero element of E 3 T such that P 2 = the direction of u 2 and u 2 (3) = 1 and
T . Consider a being a real number such that a = 0 and w 1 = a · w 2 . If a = 1, then P 1 = P 2 . If a = −1, then there exists a non zero element u of E 3 T such that P 1 = the direction of u and P 2 = the direction of [−(u) 1 , −(u) 2 , 1] and (u) 3 = 1. Let P be an element of the absolute. The functor tangent(P ) yielding a line of the real projective plane is defined by (Def. 5) there exists an element p of the real projective plane such that p = P and it = Line(p, PoleInfty(P )). Let us consider an element P of the absolute. Now we state the propositions: (29) P ∈ tangent(P ). (30) tangent(P ) ∩ (the absolute) = {P }.
Proof: {P } ⊆ tangent(P )∩(the absolute). tangent(P )∩(the absolute) ⊆ {P }. (31) Let us consider elements P 1 , P 2 of the absolute. If tangent(P 1 ) = tangent(P 2 ), then P 1 = P 2 . The theorem is a consequence of (30). (32) Let us consider elements P , Q of the absolute. Then there exists an element R of the real projective plane such that (i) R ∈ tangent(P ), and
(ii) R ∈ tangent(Q).
(33) Let us consider elements P 1 , P 2 of the absolute. Suppose P 1 = P 2 .
Then there exists an element P of the real projective plane such that tangent(P 1 ) ∩ tangent(P 2 ) = {P }. The theorem is a consequence of (31). (34) Let us consider a square matrix M over R of dimension 3, an element P of the absolute, an element Q of the real projective plane, non zero elements u, v of E 3 T , and finite sequences f 3 , f 7 of elements of R. Suppose M = symmetric3 (1, 1, −1, 0, 0, 0) and P = the direction of u and Q = the direction of v and u = f 3 and v = f 7 and Q ∈ tangent(P ). Then SumAll QuadraticForm(f 7 , M, f 3 ) = 0. Proof: Consider p being an element of the real projective plane such that p = P and tangent(P ) = Line(p, PoleInfty(P )). Consider w being a non zero element of E 3 T such that P = the direction of w and w(3) = 1 and (w(1)) 2 + (w(2)) 2 = 1 and PoleInfty(P ) = the direction of [−w (2) 
. len f 3 = width M and len f 7 = len M and len f 3 = len M and len f 7 = width M and len f 3 > 0 and len f 7 > 0. (35) Let us consider elements P , Q, R of the absolute, and points P 1 , P 2 , P 3 , P 4 of the real projective plane. Suppose P , Q, R are mutually different and P 1 = P and P 2 = Q and P 3 = R and P 4 ∈ tangent(P ) and P 4 ∈ tangent(Q). Then (i) P 1 , P 2 and P 3 are not collinear, and
(ii) P 1 , P 2 and P 4 are not collinear, and (iii) P 1 , P 3 and P 4 are not collinear, and (iv) P 2 , P 3 and P 4 are not collinear.
Proof: P 4 / ∈ the absolute. Consider p being an element of the real projective plane such that p = P and tangent(P ) = Line(p, PoleInfty(P )). Consider q being an element of the real projective plane such that q = Q and tangent(Q) = Line(q, PoleInfty(Q)). P 1 , P 2 and P 4 are not collinear. P 1 , P 3 and P 4 are not collinear. P 2 , P 3 and P 4 are not collinear. (36) Let us consider elements P , Q of the absolute, an element R of the real projective plane, and non zero elements u, v, w of E 3 T . Suppose P = the direction of u and Q = the direction of v and R = the direction of w and R ∈ tangent(P ) and R ∈ tangent(Q) and u(3) = 1 and v(3) = 1 and w(3) = 0. Then
(1) and u(2) = −v(2).
The theorem is a consequence of (34). (37) Let us consider an element P of the absolute, an element R of the real projective plane, and a non zero element u of E 3 T . Suppose R ∈ tangent(P ) and R = the direction of u and u(3) = 0. Then R = PoleInfty(P ). The theorem is a consequence of (34). (29), (23), and (30). (41) Let us consider elements P , P 3 , P 4 of the real projective plane, elements P 1 , P 2 of the absolute, and an element Q of the real projective plane. Suppose P 1 = P 2 and P 3 = P 1 and P 4 = P 2 and P ∈ the BK-model and P , P 3 and P 4 are collinear and Q ∈ tangent(P 1 ) and Q ∈ tangent(P 2 ). Then there exists an element R of the real projective plane such that (i) R ∈ the absolute, and
(ii) P , Q and R are collinear.
The theorem is a consequence of (40), (7), (37), (28), and (26). (42) Let us consider elements P , R, S of the real projective plane, and an element Q of the absolute. Suppose P ∈ the BK-model and R ∈ tangent(Q) and P , S and R are collinear and R = S. Then Q = S. The theorem is a consequence of (29), (23), and (30).
Subgroup of K-Isometry
Let h be an element of EnsHomography3. We say that h is K-isometry if and only if (Def. 6) there exists an invertible square matrix N over R F of dimension 3 such that h = the homography of N and (the homography of N ) • (the absolute) = the absolute. Proof: Reconsider P 1 = p, P 2 = q, P 3 = r, P 4 = s as a point of the real projective plane. P 1 , P 2 and P 3 are not collinear and P 1 , P 2 and P 4 are not collinear and P 1 , P 3 and P 4 are not collinear and P 2 , P 3 and P 4 are not collinear. Consider N being an invertible square matrix over R F of dimension 3 such that (the homography of N )(Dir101) = P 1 and (the homography of N )(Dirm101) = P 2 and (the homography of N )(Dir011) = P 3 and (the homography of N )(Dir010) = P 4 . Consider n 1 , n 2 , n 3 , n 4 , n 5 , n 6 , n 7 , n 8 , n 9 being elements of R F such that N = n 1 , n 2 , n 3 , n 4 , n 5 , n 6 , n 7 , n 8 , n 9 . Reconsider b = −1 as an element of R F . Reconsider a = 1 as an element of R F . Reconsider a = 1, b = −1 as a non zero element of R F . Reconsider N 1 = a, 0, 0 , 0, a, 0 , 0, 0 , b as an invertible square matrix over R F of dimension 3. Reconsider 6 , r 6 = v 9 as a real number. Consider Q being a point of the projective space over E 3 T such that Dir101 = Q and for every element u of E 3 T such that u is not zero and Q = the direction of u holds qfconic(r 1 , r 4 , r 6 , 2 · r 2 , 2 · r 3 , 2 · r 5 , u) = 0. Consider Q being a point of the projective space over E 3 T such that Dirm101 = Q and for every element u of E 3 T such that u is not zero and Q = the direction of u holds qfconic(r 1 , r 4 , r 6 , 2 · r 2 , 2 · r 3 , 2 · r 5 , u) = 0. Consider Q being a point of the projective space over E 3 T such that Dir011 = Q and for every element u of E 3 T such that u is not zero and Q = the direction of u holds qfconic(r 1 , r 4 , r 6 , 2 · r 2 , 2 · r 3 , 2 · r 5 , u) = 0. r 3 = 0 and r 1 = −r 6 and r 2 = 0 and r 5 = 0 and r 1 = r 4 . r 1 = 0. (The homography of M ) • (the absolute) = the absolute.
(49) Let us consider elements p 1 , q 1 , r 1 , p 2 , q 2 , r 2 of the absolute, and elements s 1 , s 2 of the real projective plane. Suppose p 1 , q 1 , r 1 are mutually different and p 2 , q 2 , r 2 are mutually different and s 1 ∈ tangent(p 1 ) ∩ tangent(q 1 ) and s 2 ∈ tangent(p 2 ) ∩ tangent(q 2 ). Then there exists an invertible square matrix N over R F of dimension 3 such that (i) (the homography of N ) • (the absolute) = the absolute, and
(ii) (the homography of N )(p 1 ) = p 2 , and (iii) (the homography of N )(q 1 ) = q 2 , and (iv) (the homography of N )(r 1 ) = r 2 , and
The theorem is a consequence of (48) N ) • (the absolute) = the absolute, and
(ii) (the homography of N )(p 1 ) = p 2 , and (iii) (the homography of N )(q 1 ) = q 2 , and (iv) (the homography of N )(r 1 ) = r 2 .
The theorem is a consequence of (33), (48), and (47).
(51) Let us consider a collinearity space C, and elements p, q, r, s of C. If Line(p, q) = Line(r, s), then r, s and p are collinear.
(52) Let us consider a collinearity space C, and elements p, q of C. Then Line(p, q) = Line(q, p). The theorem is a consequence of (51) and (52).
Let us consider an invertible square matrix N over R F of dimension 3 and elements p, q, r, s, t, u, n 1 , n 2 , n 3 , n 4 of the real projective plane. Now we state the propositions:
(54) Suppose p = q and r = s and n 1 = n 2 and n 3 = n 4 and p, q and t are collinear and r, s and t are collinear and n 1 = (the homography of N )(p) and n 2 = (the homography of N )(q) and n 3 = (the homography of N )(r) and n 4 = (the homography of N )(s) and n 1 , n 2 and u are collinear and n 3 , n 4 and u are collinear. Then (i) u = (the homography of N )(t), or
(ii) Line(n 1 , n 2 ) = Line(n 3 , n 4 ).
(55) Suppose p = q and r = s and n 1 = n 2 and n 3 = n 4 and p, q and t are collinear and r, s and t are collinear and n 1 = (the homography of N )(p) and n 2 = (the homography of N )(q) and n 3 = (the homography of N )(r) and n 4 = (the homography of N )(s) and n 1 , n 2 and u are collinear and n 3 , n 4 and u are collinear and p, q and r are not collinear. Then u = (the homography of N )(t). The theorem is a consequence of (54) The theorem is a consequence of (33), (48), and (47). Let us consider elements P , Q of the BK-model. Now we state the propositions:
(58) Suppose P = Q. Then there exist elements P 1 , P 2 , P 3 , P 4 of the absolute and there exists an element P 5 of the projective space over E 3 T such that P 1 = P 2 and P , Q and P 1 are collinear and P , Q and P 2 are collinear and P , P 5 and P 3 are collinear and Q, P 5 and P 4 are collinear and P 1 , P 2 , P 3 are mutually different and P 1 , P 2 , P 4 are mutually different and P 5 ∈ tangent(P 1 ) ∩ tangent(P 2 ). The theorem is a consequence of (20) (ii) (the homography of N )(P ) = Q, and (iii) (the homography of N )(Q) = P , and (iv) there exist elements P 1 , P 2 of the absolute such that P 1 = P 2 and P , Q and P 1 are collinear and P , Q and P 2 are collinear and (the homography of N )(P 1 ) = P 2 and (the homography of N )(P 2 ) = P 1 .
Proof: Consider P 1 , P 2 , P 3 , P 4 being elements of the absolute, P 5 being an element of the projective space over E 3 T such that P 1 = P 2 and P , Q and P 1 are collinear and P , Q and P 2 are collinear and P , P 5 and P 3 are collinear and Q, P 5 and P 4 are collinear and P 1 , P 2 , P 3 are mutually different and P 1 , P 2 , P 4 are mutually different and P 5 ∈ tangent(P 1 ) ∩ tangent(P 2 ). Consider N 1 being an invertible square matrix over R F of dimension 3 such that (the homography of N 1 ) • (the absolute) = the absolute and (the homography of N 1 )(Dir101) = P 1 and (the homography of N 1 )(Dirm 101) = P 2 and (the homography of N 1 )(Dir011) = P 3 and (the homography of N 1 )(Dir010) = P 5 . Consider N 2 being an invertible square matrix over R F of dimension 3 such that (the homography of N 2 ) • (the absolute) = the absolute and (the homography of N 2 )(Dir101) = P 2 and (the homography of N 2 )(Dirm101) = P 1 and (the homography of N 2 )(Dir011) = P 4 and (the homography of N 2 )(Dir010) = P 5 . Reconsider N = N 2 · (N 1 ) as an invertible square matrix over R F of dimension 3. Reconsider h 1 = the homography of N 1 as an element of EnsHomography3. Reconsider h 5 = h 1 as an element of the subgroup of K-isometries. Reconsider h 2 = the homography of N 2 as an element of EnsHomography3. Reconsider h 6 = h 2 as an element of the subgroup of K-isometries. Reconsider h 3 = the homography of N 1 as an element of EnsHomography3. h 5 −1 = h 3 . Reconsider h 7 = h 3 as an element of the subgroup of K-isometries. Reconsider h 4 = h 6 · h 7 as an element of the subgroup of K-isometries. Consider h being an element of EnsHomography3 such that h 4 = h and h is K-isometry. (the homography of N )(P ) = Q and (the homography of N )(Q) = P by [5, (102) , (57)], [6, (15) ].
Main Lemmas
Now we state the propositions:
(60) Let us consider elements P , Q of the BK-model. Then there exists an element h of the subgroup of K-isometries and there exists an invertible square matrix N over R F of dimension 3 such that h = the homography of N and (the homography of N )(P ) = Q and (the homography of N )(Q) = P . The theorem is a consequence of (43) and (59).
(61) Let us consider elements P , Q, R, S, T , U of the BK-model. Suppose there exist elements h 1 , h 2 of the subgroup of K-isometries and there exist invertible square matrices N 1 , N 2 over R F of dimension 3 such that h 1 = the homography of N 1 and h 2 = the homography of N 2 and (the homography of N 1 )(P ) = R and (the homography of N 1 )(Q) = S and (the homography of N 2 )(R) = T and (the homography of N 2 )(S) = U . Then there exists an element h 3 of the subgroup of K-isometries and there exists an invertible square matrix N 3 over R F of dimension 3 such that h 3 = the homography of N 3 and (the homography of N 3 )(P ) = T and (the homography of N 3 )(Q) = U . The theorem is a consequence of (46).
(62) Let us consider elements P , Q, R of the BK-model, an element h of the subgroup of K-isometries, and an invertible square matrix N over R F of dimension 3. Suppose h = the homography of N and (the homography of N )(P ) = R and (the homography of N )(Q) = R. Then P = Q.
