We propose a principal basis analysis (PBA) method over a learned overcomplete basis set (called dictionary). The proposed PBA makes use of a novel criterion: the frequency of basis vector (atom of the dictionary) over a data set. This proposed criterion is well adapted to sparse signal representation. Moreover it adapts to an intrinsic characteristic of the regularity of signals.
In signal analysis, principal component analysis (PCA) [1] is a powerful tool. PCA is to identify the most meaningful basis over an orthonormal base. This basis will hopefully filter out the noise and reveal hidden structure of signal. PCA supposes that the components of the true signal behind the data have a maximum variance and the other components are mainly due to noise. However, in many practical cases, some components with low variance might actually be important relative to signal details, and some types of noise, such as non-Gaussian statistics noise, might actually have a significant variance.
In recent years, a more effective signal analysis method, sparse representation, based on adaptive overcomplete bases (dictionaries) [2] , has attracted significant interest. The underlying assumption is that a meaningful signal could be represented by combining few principal components. We note that a dictionary is obtained by learning with a noisy data set. Therefore a principal signal base must be identified from the dictionary. However, it is impossible to exploit an energy-constrained signal bases since the base vectors of the dictionary (called atoms) are not necessarily orthogonal or independent. Under this circumstance, we propose a criterion of frequency of atom to identify signal principal bases.
Principal basis analysis based on frequency of sparse signal components. The sparse decomposition of data set {x m ∈ R N } M m=1 with a dictionary D = {d k ∈ R N } K k=1 (K > N , overcomplete) can be given [2] as
By learning from observed data matrix X = [{x m } M m=1 ], K optimal atoms d k s and M sparse coefficient vectors α m s can be obtained by solving M forms as
where ε is allowed error tolerance and the column vectors [3] is a typical way to solve (2) .
The sparse decomposition (Eq. (1)) takes large number of patterns d k s as signal components with the fewest number of nonzero coefficients in each of sparse code vectors α m s. We intend to choose the most meaningful atoms from the overcomplete dictionary to form a principal base.
Consider the sparse coefficient matrix
Thus Eq. (1) becomes
The row vector λ k is not necessarily sparse. Eq. (4) means that λ k is the weight coefficient of the learned atoms d k . Its ℓ 0 zero pseudo-norm λ k 0 which counts the non-zero entries indicates the occurrence frequency of d k over the data set {x m } M m=1 . In fact, λ k 0 the frequency of atom d k is an intrinsic feature of natural signal. A principal component in the sparse decomposition must occur in a meaningful signal with higher frequency even with a lower energy. By contrast, any noise pattern hardly repeats in observed data even with a higher energy. Therefore, we propose a principal basis analysis (PBA) method under the criterion of atom's frequency.
Sort vectors {λ k } K k=1 in an ascending order of
We take the first P atoms {d ′ 1 , d ′ 2 , . . . , d ′ P }(P ≪ K) as principal bases of signal. An estimate of the underlying signal S embedded in the observed data X can be obtained simply by linear combination aŝ
where [α ′ 1 , α ′ 2 , . . . , α ′ M ] P ×M comes from the coefficient matrix [α 1 , α 2 , . . . , α M ] K×M through reordering and truncating corresponding to {d ′ k } P k=1 .
The dimension P of the signal principal base in Eq. (6) could be simply decided according to the histogram of { λ ′ k 0 } K k=1 . One can set the maximum point of the histogram to P defined as
Experiment. Apply the proposed PBA to image denosing with Gaussian noise and to SAR image despeckling with non-Gaussian noise model. Take noiseless images and noise images shown in Figure 1(a) to the experiments. We use the peak signal-to-noise ratio (PSNR) to assess the noise removal performance, and the structural similarity index metric (SSIM) to evaluate the preserving details performance. In our experiments, dictionaries used are of size 64 × 256 (256 atoms). Figure 1(b) illustrates that the proposed criterion of atom's frequency measured by ℓ 0 -norm λ k 0 would be more robust for distinguishing signal details from noise under the threshold P (right of Figure 1(b) ) than commonly used strength criterion [4] measured by ℓ 2 -norm λ k 2 (left of Figure  1(b) ). Figure 1(c) presents the results of denoising for noisy image with an additive white Gaussian noise. Compared with K-SVD method [2] , which is one of the best denoising methods reported in the recent literatures, the PBA method outperforms by about 0.5 dB in PSNR and by about 35% in SSIM. We can see that from Figure 1 (c) that the corner of Lena's mouth with weak energy (lower λ k 2 ) is better recovered by PBA method owing to the atom d k in Figure 1 (b) with higher frequency (higher λ k 0 ) for the region of corner of mouth. Figure 1(d) presents the results of despeckling for simulated 1-look SAR image with a multiplicative speckle noise. Compared with a probabilistic patch based (PPB) filter based on nonlocal means approach [5] , which can cope with non-Gaussian noise, the PBA method shows huge advantages at preserving fine details and suppressing strong noise.
Conclusion.
A central idea of the proposed principal basis analysis (PBA) is to identify a principal signal bases from an adaptive overcomplete dictionary based on the proposed criterion of the frequency of atom.
PBA has combined the variance criterion (used in PCA), the sparsity criterion (used in sparse representation) and the component's frequency criterion into a uniform frame (just the same frame of PCA).
PBA takes two steps: building a higher dimensional dictionary by learning, and identifying a lower dimensional principal base by truncating. It can clearly improve performances by many direct low-rank approximation methods [6] at preserving weak details of information and at suppressing strong noise. Furthermore, PBA method is so simple with a linear retrieval operation (Eq. (6)).
