The two state-of-the-art implementations of boosted trees: XGBoost and Light-GBM, can process large training sets extremely fast. However, this performance requires that memory size is sufficient to hold a 2-3 multiple of the training set size. This paper presents an alternative approach to implementing boosted trees. which achieves a significant speedup over XGBoost and LightGBM, especially when memory size is small. This is achieved using a combination of two techniques: early stopping and stratified sampling, which are explained and analyzed in the paper. We describe our implementation and present experimental results to support our claims.
Introduction
Boosting [1, 2] , and in particular gradient boosted trees [3] are some of the most popular learning algorithms used in practice.
In recent years several highly optimized implementations of boosting have been developed. The two most recent implementations, which define the state of the art, are XGBoost [4] and LightGBM [5] . These implementations can train models with hundreds of trees using millions of training examples in a matter of minutes.
However, a significant limitation of these methods is that they require that all of the training data be stored in main memory. For LightGBM this requirement is strict. XGBoost can operate in disk-mode which makes it possible to use machines with smaller memory than the training set size. However, this mode comes with a penalty in running time.
The main contribution of this paper is a new implementation of gradient-boosted-trees, called Sparrow, which can run efficiently on machines whose memory is much smaller than the training set, with no penalty in accuracy and at a speed that is 10-100 times faster than XGBoost in disk mode.
Sparrow is based on on the realization that each boosting step corresponds to an estimation of a gradient along the axis defined by the weak rules. The common approach to performing this estimation is to scan all of the training examples so as to minimize the estimation error. This becomes time consuming when the training data does not fit in memory.
We minimize the number of examples scanned while controlling the estimation error by combining three ideas from statistics: early stopping, the effective number of examples and stratified weighted sampling. The first of these ideas was studied in previous work. The second and third are, to the best of our knowledge, novel. We now give a high level explanation of these ideas. Details are provided in the body of the paper.
Effective number of examples Boosting assigns different weights to different examples. The weight represents the magnitude of the gradient at the term corresponding to the example and is correct in that it ensures an unbiased estimate of the gradient. However, when the weights of the examples is dominated by a small number of "heavy" examples the variance of the estimator of the gradient is high. The result is an effective decrease of the memory-resident training set and an increase the chance for over-fitting. We quantify this reduction in terms of the effective number of examples n eff . The definition and analysis of n eff is the first contribution of this paper. When n eff /n is small, Sparrow flushes the current training set and using weighted sampling to load to memory a new training set of size n in which all of he weights are equal.
Stratified Weighted Sampling While there are well known methods for weighted sampling. All of the existing methods (that we know of) are inefficient when the weights are highly skewed. In such cases most of the examples scanned are rejected, leading to very slow sampling. Our second contribution is a technique we call stratified weighted sampling which generates the same sampled distribution while guaranteeing that the fraction of rejected examples is no large than 1/2.
Early Stopping
Our third contribution is in reducing the number of examples that are read from memory into the CPU by the boosting algorithm. This idea is that instead of scanning all of the examples in memory to decide which is the best split to add to current decision tree, it is enough to only read as many examples as are needed to identify a split that is significantly better than random guessing. Doing so without increasing the chance for over-fitting requires the careful tuning of stopping rules. This tuning is based on methods of sequential analysis and early stopping from statistics [6] .
Implementation and experiments
We implemented Sparrow using the Rust programming language [7] . We compared its performance to the performance of XGBoost and LightGBM on two large datasets: one with 50 Million examples (the human acceptor splice site dataset [8, 9] ), the other with over 600M examples (the bathymetry dataset [10] ). We show that Sparrow can achieve 10-20x speed-up over LightGBM and XGBoost especially in the limited memory settings.
The rest of the paper is organized as follows. In Section 2 describe the statistical theory we bring to bear in the design of Sparrow. In Section 3 we describe Sparrow. In Section 4 we describe the experiments comparing Sparrow to XGBoost and LightGBM. We conclude in Section 5 with future work directions.
Theory
We start with a brief description of the confidence-rated boosting algorithm (Algorithm 9.1 on the page 274 of [2] ). Let x ∈ X be the feature vectors and let the output be y ∈ Y = {−1, +1}. The target is defined as a joint distribution D over X × Y , our goal is to find a classifier c : X → Y with small error:
We are given a set H of base classifiers h :
The score function generated by AdaBoost is a weighted sum of T rules from H
The strong classifier is the sign of the score function:
AdaBoost can be viewed as a coordinate-wise gradient descent algorithm [11] . The algorithm iteratively finds the direction (base rule) which maximizes the decrease of the average potential function and adds this base rule to S T with weight that is a function of the gradient. The potential function used in AdaBoost is e −St( x)y . Other potential functions have been studied. In this work we focus on the potential function used in AdaBoost.
We distinguish between two types of potential averages. The expected potential or true potential:
Φ(S t ) = E ( x,y)∼D e −St( x)y and the average potential or empirical potential.
The ultimate goal of any boosting algorithm is to is to minimize the expected potential, which determines the true error rate. However, most boosting algorithms, including XGBoost and LightGBM focus on minimizing the empirical potential Φ(S t ) and rely on the limited capacity of the weak rules to guarantee that the true potential is also small. Sparrow takes a different approach, the algorithm uses an estimator to identify rules which reduce the true potential.
Consider adding a single base rule h t to the score function S t−1 : S t = S t−1 + α t h t and taking the partial derivative of the potential with respect to α t we get:
Where
and Z t−1 is a normalization factor that makes D t−1 a distribution.
Boosting algorithms performs coordinate-wise gradient descent on the average potential where each coordinate corresponds to one base rule. Using equation 1 we can express the gradient with respect to base rule h as a correlation, which we call the true edge:
The true edge is not directly measurable. An unbiased estimator for the true edge is the empirical edge:γ
where w i = e −St−1( xi) and Z t−1 = n i=1 w i . The goal of all boosting algorithms is to minimize a potential function. XGBoost and LightGBM do this by finding the base rule with the largest empirical edge. Sparrow finds a base rule which, with high probability, has a large true edge
The novelty of Sparrow is in the way it uses samples of the training data to identify rules whose true edge is significant. Several statistical techniques are used to minimize the number of examples needed to compute the estimates, which we will explain next.
Effective Sample Size
Equation 4 definesγ(h), which is an unbiased estimate of γ(h). How accurate is this estimate? A standard quantifier is the variance of the estimator:
If all of the weights are equal Var(γ) = 1/n which corresponds to a standard deviation of 1/ √ n which is the expected relation between the sample size and the error.
If the weights are not equal then the variance is larger and the estimate is less accurate. We define the effective sample size n eff to be
So that Var(γ) = 1/n eff .
To see that the name "effective sample size" makes sense, consider n weights where w 1 = · · · , w k = 1/k and w k+1 = · · · = w n = 0. It is easy to verify that in this case n eff = k which agrees with our intuition that examples with zero weight have no effect on the estimate.
Suppose memory is only large enough to store n examples. If n eff n then we are wasting valuable memory space on examples with small weights. Which can significantly increase overfitting.We can fix this problem by using weighted sampling. This repopulates memory with n equally weighted examples, and makes it possible to learn without over-fitting.
Weighted Sampling
When Sparrow detects that n eff is much smaller than the memory size n. Sparrow clears the memory and collects a new sample using weighted sampling. This increases n eff back to n and decreases over-fitting.
Sparrow samples examples from disk to memory using minimal variance weighted sampling [12] . This method reads from disk one example ( x, y) at a time, calculates the weight for that example w i and accepts the example with probability proportional to it's weight. Accepted examples are stored in memory with initial weight of 1. However, the all negative rule is 99% correct. If we reweigh the examples using the AdaBoost rule we will give half the weight to the positive and hold the weight to the negative and the value of n eff will drop to 40. This would cause a resampling step. which will result in a training set with 1000 positive and 1000 negative, based on which we can find additional base rules with little danger of overfitting.
This process continues as long as Sparrow is making progress and the weights are becoming increasingly skewed. When the skew is large, n eff is small and Sparrow resamples a new sample with uniform weights.
Sequential analysis
As explained above Sparrow achieves Disk-to-Memory efficiency by using weighted resampling that is triggered when n eff is too small.
Sparrow achieves high Memory-to-CPU efficiency by reading from memory the minimal number of examples that are necessary to establish that a particular weak rule has a significant edge. This is done using Sequential Analysis and Early Stopping. Sequential analysis (SA) was introduced by Wald [6] in the 1940s. Here we give a short illustration. Suppose we want to estimate the expected loss of a model. In the standard large deviation analysis we assume that the loss is bounded in some range, say [−M, +M ] and that the size of the training set is n. This implies that the standard deviation of the training loss is at most M/ √ n. In order to make this standard deviation be smaller than some > 0 we need that n > (M/ ) 2 . While this analysis is optimal in the worst case, it can be improved if we have additional information about the standard deviation. We can glean such information from the observed losses by using the following sequential analysis method. Instead of choosing n ahead of time, the algorithm computes the loss of one example at a time. A stopping rule is used to decide whether, conditioned on the sequence of losses seen so far, there is very small probability that the difference between the average loss and the true loss is larger than > 0. The result is that when the standard deviation is significantly smaller than M the number of examples that need to be used in the estimate is much smaller than n = (M/ ) 2 .
Domingo and Watanabe [13] and Bradley and Schapire [14] have previously studied using stopping rules to accelerate boosting. Our contribution is in using a tighter stopping rule. Our stopping rule is tighter because it takes into account the dependence of the example weights on the variance.
Note that the choice of stopping rule has a direct impact on the performance of the algorithm. In other words, we want to use a stopping rule that is as tight as possible, including constants. We base our stopping rule is based on Theorem 4 of [15] (see appendix A).
The stopping rule we depends on both the mean and the variance of weighted correlation. Fixing the current strong rule H defines the a (unnormalized) weight for each example which we denote w( x, y) = e −H(x)y . Considering a particular candidate base rule h and a sequence of labeled examples ( x 1 , y 1 ), ( x 2 , y 2 ), . . . and assuming we are looking for a rule which true correlation is at east γ we define two cumulative quantities:
w( x, y) 2
M t is an estimate of the difference between the difference between the correlation of h and γ. The goal of the stopping rule is to identify a base rule h whose correlation is larger than γ.
The stopping rule is defined to be
Where t 0 , C and B are parameters.
Note that our stopping rule depends on the cumulative variance V t which is basically the same as 1/n eff . When a new sample is placed in memory, all of the weights are equal to one, n eff = n and the stopping rule stops quickly. When the weights diverge, the effective number of examples n eff becomes smaller than n and the stopping rule requires proportionally more examples before stopping.
System Design and Algorithms
In this section we give a verbal description of Sparrow. Pseudo-code is available in Appendix B.
The task of the main procedure of Sparrow is to generate a sequence of base rules h 1 , . . . , h k and combine them into a strong rule H k .
It calls two subroutines: that execute in parallel: a Scanner (d) and a Sampler (b). We describe each subroutine in turn. The scan stops when the stopping rule fires. The design of the stopping rule is such that if it fires for h t , then the true edge of a particular weak rule γ(h t ) is, with high probability, larger than a threshold γ t . The worker then adds the identified weak rule h t (f) to the current strong rule H t to create a new strong rule H t+1 (g). The weight of the added rule is calculated based on the target edge γ t
The scanner falls into the Failed status if after exhausting all examples in the current sample set, no weak rule with an advantage larger than the threshold γ is detected. When it happens, Sparrow shrinks the value of the target advantage threshold γ and restart the scanner. More precisely, Sparrow keeps track of the empirical edgesγ(h) of all weak rules h. When the failure status happens, it resets the threshold γ to be just below the value of the current maximum empirical edge of all weak rules ( Figure 2 ).
Sampler
Our assumption is that the entire training dataset does not fit into main memory and is therefore stored in external storage (a). As boosting progresses, the weights of the examples become increasingly skewed, making the dataset in memory effectively smaller. To counteract that skew, Sampler prepares a new training set, in which all of the examples have equal weight, by using selective sampling. When the effective sample size associated with the old training set becomes too small, the scanner stops using the old training set and starts using the new one. 3 The sampler uses selective sampling by which we mean that the probability that an example (x, y) is added to the sample is proportional to w(x, y). Each added example is assigned an initial weight of 1. There are several known algorithms for selective sampling. The best known one is rejection sampling where a biased coin is flipped for each example. We use a method known as minimal variance sampling [12] because it produces less variation in the sampled set.
Stratified Sampling and Stratified Storage
The standard approach to sampling reads examples one by one, calculates the weight of the example and accepts the example into memory with probability proportional to it's weight otherwise the example is rejected. Let the largest weight be w max and the average weight be w mean , then the maximal rate at which examples are accepted is w mean /w max . If the weights are highly skewed, then this ratio can be arbitrarily small, which means that only a small fraction of the evaluated are then accepted. As evaluation is time consuming, this represents a computation bottleneck.
We proposed a stratified-based sampling mechanism to address this issue (Figure 1 ). It applies incremental update to reduce the computational cost of making prediction using a large model, and uses a stratified data organization to reduce the rejection rate.
To implement incremental update we store for each example, whether it is on disk or in memory, the results of the latest update. Specifically, we designed awe store for each training example the tuple (x, y, w s , w l , H l ), Where x, y are the feature vector and the label, H l is the strong rule last used to calculate the weight of the example. w l is the weight last calculated, and w s is example's weight when it was last sampled by the sampler. In this way Scanner and Sampler only calculate the additional change to the model since the last time it was used to make prediction on examples.
To reduce the rejection rate, we want the sampler to avoid reading examples that it will likely to reject. Stratum k contains examples whose weights are in [2 k , 2 k+1 ). This limits the skew in each stratum so that w mean /w max ≤ 1/2. The result is that the reject rate within each stratus is at most 1/2, greatly improving the speed of sampling.
In addition to keeping the up to date weight for each example, sampler maintains an (estimate of) the total weight of the examples in each strata. The normalization of these total weights to 1 associates a probability with each stratum.
Iteratively, Sampler first samples the next stratum to read, then it reads the next example from the selected stratum. After the weights of the read example is updated, Sampler decides which stratum it belongs to according to its updated weight, and append it to that stratum.
The strata contain all of the examples. Therefor the strata are managed as a disk data structure, and only small buffers are maintained in memory.
Experiments
In this section we describe the results of experiments comparing the run time and model accuracy of Sparrow with two leading implementations of boosted trees: XGBoost and LightGBM. 
Setup
We use two large datasets for evaluation.
The first dataset is used in other studies of large scale learning on detecting human acceptor splice site [8, 9] . We use the same training dataset of 50 M samples as in the other work, and validate the model on the testing data set of 4.6 M samples. The training dataset on disk takes over 39 GB in size. The second dataset is for detecting the human mislabeling in the bathymetry data [10] . We use a training dataset of 623M samples, and validate the model on the testing dataset of 83M samples. The training dataset takes 100 GB on disk. Both learning tasks are binary classification.
Like XGBoost and LightGBM, Sparrow generates trees as weak rules. There are two popular tree-growth algorithms: depth-wise and leaf-wise [16] . For Sparrow it is natural to grow trees leaf-wise, which is also the choice of the tree-growth algorithm in LightGBM. XGBoost uses the depth-wise method to grow trees by default. In all experiments, we set Sparrow and LightGBM to grow at most 4 leaves, and set XGBoost to generate two-level trees.
Both XGBoost and LightGBM are highly optimized, and support multiple tree construction algorithms. For XGBoost, we chose approximate greedy algorithm which is its fastest training method. LightGBM supports using sampling in the training, which they called Gradient-based One-Side Sampling (GOSS). GOSS keeps a fixed percentage of examples with large gradients, and then randomly sample from remaining examples with small gradients. We selected GOSS as the tree construction algorithm for LightGBM.
All algorithms in this comparison optimize the exponential loss as defined in AdaBoost. We also evaluated the final model by calculating its area under the receiver operating characteristic curve (AUROC) on the testing dataset. 
Evaluation
We compare Sparrow, XGBoost, and LightGBM. The comparison was done in terms of the reduction in the exponential loss which is what boosting minimizes directly and in terms of a AUROC which is often more relevant for practice.
We summarize the experiments results in Table 1 and Table 2 by using the training time to reduce the exponential loss. Note that the in-memory version of XGBoost is used for training whenever possible.
If it runs out of memory on the instances with smaller memory sizes, we trained the model using the external memory version of XGBoost instead.
Performance of each of the algorithm in terms of the AUROC as a function of time on the testing dataset is given in Figure 3 and Figure 4 .
On the splice site dataset, Sparrow is able to run on the instances with as small as 8 GB memory. The external memory version of XGBoost can execute with reasonable amount of memory (but still needs to be no smaller than 15 GB) but takes about 3x longer training time. However, we also noticed that Sparrow does not have an advantage over other two boosting implementations when the memory size is large enough to load in the entire training dataset.
On the bathymetry dataset, Sparrow consistently performs better than XGBoost and LightGBM, even when the memory size is larger than the dataset size. In extreme cases, we see that Sparrow takes 10x-20x shorter training time and achieves better accuracy.
We observed that properly initializing the value of γ and setting a reasonable sample set size can have great impact on the performance of Sparrow. If stopping rule frequently failed to fire, it can introduce a significant overhead to the training process. Specific to boosting, one heuristic we find useful is to initialize γ to the maximum advantage of the tree nodes in the previous tree. A more systematic approach for deciding γ and sample set size is left as future work.
Future Work
Our preliminary results show that early stopping and selective sampling can dramatically speed up boosting algorithms on large real-world datasets.
