Failure times of a machinery cannot always be assumed independent and identically distributed, e.g. if after reparations the machinery is not restored to a same-as-new condition. Framed within the renewal processes approach, a generalization that considers exchangeable inter-arrival times is presented. The resulting model provides a more realistic approach to capture the dependence among events occurring at random times, while retaining much of the tractability of the classical renewal process. Extensions of some classical results and special cases of renewal functions are analyzed, in particular the one corresponding to an exchangeable sequence driven by a Dirichlet process. The proposal is tested through an estimation procedure using simulated data sets and with an application to the reliability of hydraulic subsystems in load-haul-dump machines.
Introduction
In reliability engineering, the time to failure of a component, as well as, the expected number of failures in a time horizon is crucial in the planning of the production in manufacturing lines. Depending on the complexity of the machinery, the times between failures or component replacements cannot always be assumed independent and identically distributed (i.i.d.) (cf. [1, 2] ). Hence, the classical renewal processes theory (e.g., [3] ) is not always adequate. In particular, the independence assumption is violated if, upon reparation, the machinery is not restored to a same-as-new condition.
Formally, a sequence of R + -valued random variables, T = {T i : i ∈ N}, is said to be exchangeable if for any n ∈ N and every permutation π of {1, . . . , n}, the vector T π(1) , . . . , T π(n) has the same distribution as (T 1 , . . . , T n ). It is easy to see that Corr(T i , T j ) ≥ 0 and it is the same for all i = j with i, j ∈ N. This is in accordance with reliability applications, as positive dependence is commonly observed among renewal times [2] . The beauty of exchangeability is evident from the de Finetti representation theorem (see, e.g., [18] ), which states that T is exchangeable, if and only if, for any n ≥ 0, and any Borel sets {A i : i = 1, . . . , n}, there exists a probability measure µ on the set of probability measures on R + , F, such that
The measure µ characterizes the exchangeable sequence {T i : i ∈ N} and it is known as the de Finetti's measure driving T . A commonly used representation of de Finetti's theorem is through the hierarchical form
which disentangles the conditional i.i.d. property.
Comprehensibly, exchangeable failure times would not cover all possible dependence scenarios, however we claim that it poses an excellent alternative to the i.i.d. case without compromising its tractability, thanks to the aforementioned conditional independence property. Notice that the i.i.d. case is recovered when de Finetti's measure degenerates in a particular failure distribution, i.e. when µ = δ F , with δ a denoting a unit point mass at a. The concept of exchangeability to generalize renewal-type processes was previously touched by [19] , where exchangeable renewals are used to characterize the class of mixed renewal processes with the Markov property. Here, we further elaborate on such a class of µ-mixed renewal processes, in particular we exploit the uniqueness of the de Finetti's measure for infinite exchangeable sequences as well as some of the more recent Bayesian ideas to construct them. This substantially adds to [19] proposal, in particular it allows us to study some concrete examples.
The remainder of the manuscript is organized as follows: In Section 2, we give some definitions and properties of the mixed renewal function together with its connections to the classical i.i.d. case. This section also includes a discussion of the induced correlation structure and confronts it with that of a non-homogeneous Poisson process. Section 3 examines various important cases corresponding to specific choices of exchangeable sequences. In particular, we discuss a model where the dependence is driven by setting de Finetti's measure to be the Dirichlet Process [20] . An inferential strategy for mixed renewal processes is presented and illustrated in Section 4. The illustrations include an application in the context of reliability. We conclude the manuscript in Section 5, with a discussion and future directions. The proofs are deferred to the Appendix.
Exchangeable mixed renewal processes
In the classical i.i.d. renewals case, the renewal function characterizes completely the distributional properties of the renewal process. Such characterization does not follow for the exchangeable case. Indeed, having dependence among failure times precludes from a characterization via marginal properties, and thus a generalized version of such renewal function is required. That said, given the conditional i.i.d. property of exchangeable sequences, the resulting renewal function nicely connects with classical renewal theory. In what follows we formalize the class of exchangeable mixed renewal processes and study some of its properties. Definition 1. Let T = {T i : i ∈ N} be a sequence of nonnegative exchangeable random variables with de Finetti's measure µ, and marginal distribution F , such that F (0) < 1. We say S µ = {S n : n ∈ N} is a µ-mixed adding process if S 0 = 0 S n = T 1 + T 2 + · · · + T n n ≥ 1. Accordingly, we define the µ-mixed renewal process N µ = {N (t) : t ≥ 0} by N (t) = sup{n : S n ≤ t}, t ≥ 0.
Definition 2. The µ-mixed renewal function is given by
For example, if the exchangeable sequence, T , is defined by assuming T i | θ ∼ Exp(θ) and θ ∼ U(0, 2λ), one can easily see that U (t) = λt with the marginal interarrival density given by f Ti (t) = t −2 1 − e −2λt (1 + 2λt) . Thus, while in the i.i.d. having U (t) = λt reduces to Exp(λ) interarrivals times, in the exchangeable case such uniqueness is clearly not satisfied. Furthermore, if instead we have T i | δ ∼ Ga(2, δ) and f (δ) = αk α δ −1−α 1 δ≥k , i.e. a Pareto distribution with scale parameter k > 0 and shape parameter α > 0, then one has that U (t) = ∞ when α ≤ 1 and U (t) < ∞, when α > 1. Here, we will only consider those cases satisfying U (t) < ∞ for all t ≥ 0, which are the cases of interest in most practical applications. This, clearly imposes some conditions on the exchangeable sequence T .
With these observations and definitions at hand, we can now study the connections between µ-mixed renewal processes and the classical i.i.d. renewal case. Definition 3. Let F as before and F the corresponding Borel σ-algebra induced by the topology of weak convergence. For all t ≥ 0 and G ∈ F, we define the conditional renewal set function as
and the conditional renewal function as
Notice that if the set G has only one random element, e.g. G = {F } then U (t |F ∈ G) and U (t | F ) coincide. When the measure µ is degenerated to a single element, U (t | F ) is equal to the classical renewal function with renewals distributed as F . In what follows, when the de Finetti's measure degenerates in a parametric family of distributions, F Θ := {F θ : θ ∈ Θ}, i.e. when µ (F Θ ) = 1, we use the notation U (t | θ) := U (t|F θ ) to refer to the conditional renewal function. The following results formalize the connection between the conditional renewal function and the µ-mixed renewal function. The proofs are deferred to the Appendix. Theorem 1. The relation between the conditional renewal function and the µ-mixed renewal function is given by
Theorem 1 shows an obvious, yet very useful, connection between the independent and exchangeable cases. The renewal function, in the exchangeable case, is a weighted average of independent renewal functions, where the weight is given through the de Finetti's measure. As a consequence of this last relation, one could extend various classical results. In particular, we have the following relevant observations. Proposition 1. If U (t) is a µ-mixed renewal function, then
where F * n denotes the n-fold convolution of F .
As we will see, in the concrete cases studied in Section 3, Proposition 1 gives a useful representation of the mixed renewal function. Other results are also at hand, e.g. if U (t) is a µ-mixed renewal function, then one can deduce that
where
Proposition 2. The Laplace transform of the µ-mixed renewal function is given by
where L F is the Laplace transform of the distribution F . Theorem 2. The µ-mixed renewal function and the conditional renewal function have the relation
This latter result helps to generalize the concept of proper renewal equations to the exchangeable case. Let us remember that in the classical, non-delayed renewal process, A(t) = E [f (N (t))] satisfies the linear integral equation
Theorem 3. Let a(t) be a bounded positive function over bounded intervals. Then there is one and only one solution to the equation A(t, G) :
with sup
and the solution is given by
We refer to the solution of (3) as a general mixed renewal process.
Theorem 3 provides a new characterization of a general µ-mixed renewal process, and as a byproduct establishes the dependence structure that the process will follow. For example, when G = F, and setting
The time evolution of A is driven by two terms: a(t), which modulates the general tendency of the process, and the second term, which relates the general mean of the process to the local mean behavior, when conditioning to the value of the random measureF . Adjusting these two components might result appealing when aiming at different interactions among them.
To illustrate this result assume that the exchangeable sequence T is defined via T i | θ ∼ Exp(θ) and θ ∼ η, and consider the following two scenarios:
, with fixed λ, α, α i > 0 and p i ∈ (0, 1) such that p i = 1. In other words, discrete (i) and continuous (ii) mixtures of the exponential distribution with conditional mean 1/θ. We further assume the drift function is given by a(t) = 1 − e −βt , for t ≥ 0. Thus applying Theorem 3, one has that for (i)
For (ii), a similar application of Theorem 3 leads to
This latter case corresponds to a Pareto marginal renewal distribution given by
, with mean λ/(α − 1), for α > 1. Figure 1 below, displays some scenarios where the difference between the i.i.d. (classical) and the µ-mixed renewal solutions exhibit a significant difference. For both cases the marginals, T i s, are the same, i.e. discrete mixture of the exponential distribution or Pareto. In other words, departing from an exchangeable assumption in the renewal sequence, does not compromise the i.i.d./classical tractability of the solutions, while it might exhibit big differences. For (ii) (α, β, λ) = (2, 4, 3). In both cases we are assuming β = 0.9.
Induced correlation structure
The exchangeability inherent to the µ-mixed renewal process induces an appealing dependence structure. In general, the covariance function can be computed using
This covariance could be compared with that corresponding to other type of counting processes. A popular choice, used in the modeling of repairable systems (e.g. [21] ), is the non-homogeneous Poisson process, {N * (t), t ≥ 0}, with intensity function λ(t). In such case, one has Cov(N * (t), N * (t + s)) = Λ(t), where Λ(t) = t 0 λ(x)dx. In this case, the correlation simplifies as
It is important to note that, being an independent increments process, the covariance itself characterizes the nonhomogeneous Poisson process. In contrast, one can find different µ-mixed renewal processes inducing a given covariance form. As observed from Theorem 3, a richer dependence structure is needed to characterize the µ-mixed renewal process. Indeed, a correlation function of the form (6), can be obtained by a µ-mixed renewal process. Specifically, if T i | θ ∼ Exp(θ) and θ ∼ F , the µ-mixed renewal processes has covariance given by
Furthermore, if F is such that E(θ) = φ and Var(θ) = σ 2 , the correlation function of the µ-mixed renewal processes reduces to
which has the same form as in (6) with Λ(t) = t/(φ + tσ 2 ). In other words, the above µ-mixed renewal process recovers the same covariance structure as that of a non-homogeneous Poisson process with the integrable rate λ(
It is well known that some non-homogeneous Poisson processes, or even some Cox processes, coincide with some renewal processes (see, e.g. [22] ). However, these classes of counting processes do not fall under the category of µ-mixed renewal process. Having said that, using a µ-mixed renewal process, one can capture the same second order dependence properties of some Poisson random measures.
Modeling strategies with mixed renewal processes
Here we explore various strategies making use of the results presented in previous sections. In particular, we further elaborate on the parametric and nonparametric constructions of the exchangeable renewals.
µ induced by a parametric construction
In the previous sections, we have used a well-known Bayesian mechanism to construct exchangeable sequences, namely via a conditionally i.i.d. sequence of random variables following a parametrized distribution, where the corresponding parameter(s) is then assigned another -prior-distribution. More specifically, one could assume, for instance, that the exchangeable inter-arrivals sequence is conditionally given defined as
which is a particular case of a generalized beta distribution of the second kind GB2(T ; a, b, p, q), where a = b = 1, p = m and q = α (see, [23] ). Also, for any n ≥ 1, the joint density of (T 1 , . . . , T n ) simplifies to
It follows that, when α > 2,
Notice that for a fixed m, if α→∞ then Corr(T i , T j ) →0. On the other hand, if α ↓ 2, then Corr(T i , T j ) → 
Given the known expression for the conditional renewal function (8) is
and applying Theorem 1, it follows that the µ-mixed renewal function is
where z = e 2πi/m . In particular, when m = 1, i.e. T i | λ iid ∼ Exp(λ), the marginal distribution of T 1 is given by
which corresponds to a Pareto distribution with support in [0, ∞). In this model, 0 < Corr(T i , T j ) < 1/2. Other quantities of interest in the mixed renewal process are U (t) = αt, Var(N (t)) = αt (1 + t) and Cov(N (t), N (t + s)) = αt [1 + (t + s)]. Which confronted with U (t | λ) = λt, Var(N (t) | λ) = λt and Cov(N (t), N (t + s) | λ) = λt, corresponding to a Poisson process, features some over-dispersion.
A nonparametric Bayesian prior as choice for µ
Let us consider the exchangeable sequence for the inter-arrival times driven by the Dirichlet process [20] . Such process is crucial in Bayesian nonparametric statistics (see, e.g. [24] ). In other words, consider
F ∼ DP(α, H), where DP(α, H) denotes a Dirichlet process with precision parameter α > 0 and base distribution H. The joint distribution of (T 1 , . . . , T n ) can be factorized using the well-known Pólya urn predictive distribution, i.e. for any n > 1
which weights between new and observed inter-arrival times. It easily follows that
, for every i, j ∈ N.
Proposition 3. For the exchangeable renewals (9) we have (i) For every fixed n ∈ N and H j (t) := H(t/j),
Model (9) together with the results of Proposition 3 provide a general framework to define a nonparametric renewal mixed model. In fact, particular models can be defined selecting the base measure of the Dirichlet process. For instance, if H(t) := 1 − e −λt , i.e. an exponential distribution with mean 1/λ, one verifies that H j (t) = 1 − e −λt/j , leading thus to
i.e. an Erlang distribution with parameters λ/j and v j . To obtain the distribution of S n we use the moment generation function of H * vi i , given by
i,j are the coefficients of the partial fractions. This allow us to obtain the conditional distribution
which is a mixture of Erlang distributions. Adding over all possible n i iv i = n, we obtain the distribution of S n
Hence, the µ-mixed renewal function is given by
This result allow us to compute an approximation for U (t). The advantage of using this equation lies in the fact that the partial fraction constants K (n) i,j are easy to compute and that the convolutions F Sn (t) converge quickly to zero for big values of n.
Inference in mixed renewal processes
This section illustrates an inferential strategy for µ-mixed renewal processes. In particular, for the applications we have in mind, we depart from the more general setting where we have various realizations of the arrival sequences, i.e. within the framework of partial exchangeability. Hence, we consider k sequences of R + -valued exchangeable random variables, with the i-th sequence denoted by T i1 , T i2 , . . . , T ini . We further assume that for i = 1, . . . , k,
Let t i (n i ) := {t i1 , . . . , t ini }, the joint density of the k exchangeable sequences is
The maximum likelihood estimation for α and m can be obtained via standard numerical optimization methods.
Illustrations with simulated data
We consider two examples, one with correlation close to one (Example 1) and the other one with correlation close to zero (Example 2). For each example, we simulated k = 20 exchangeable sequences, each one of dimension n i . Figure 2 shows the simulated sequences (subfigures (a) and (b)) and the true and estimated renewal functions (subfigures (c) and (d)). The true µ-mixed renewal function denoted by U (t) is represented by the black continuous line, the estimation assuming exchangeability U (t) is represented by the dashed red line, and the estimation under the i.i.d. assumption U (t | λ) by the blue dashed line. Table 1 shows the true and the estimated values under the exchangeability assumption for the parameters in both examples. In general, the estimations are very close to the true values in these realizations. With the purpose of evaluating the uncertainty of the estimations, we performed a Monte Carlo simulation study. We consider 1,000 realizations of Examples 1 and 2, and then performed the estimation of U (t) using U (t) and U (t | λ), the results are presented in the Figure 3 . In both examples, the true renewal function is well estimated by the exchangeable model. As expected, the i.i.d. model only estimates well in Example 2 where the correlation is close to zero. From the Figures 2 and 3 , we conclude that when the dependence is ignored the renewal function is underestimated.
Reliability of hydraulic subsystems in load-haul-dump machines
Here, we analyze the times between successive failures of the hydraulic subsystems in load-haul-dump (LHD) machines. The LHD machines are used in the mining industry to pick up ore or waste rock in the mines. The data consist of inter-failure times of the hydraulic system for six LHD machines. The machines were identified as: LHD1 and LHD3 (old machines), LHD9 and LHD11 (medium old machines) and LHD17, LHD20, (new machines). Figure 4 displays the data.
These data, recollected and analyzed by [25] , suggest that the i.i.d. assumption is not valid as, upon reparation, sometimes the machinery is not restored to a same-as-new condition. In this case, the values of the maximum likelihood estimation of the parameters werem = 1 andα = 5, 982. With the above values, the correlation is 0.167, which supports the violation of the i.i.d. assumption. Figure 5 
Discussion
µ-mixed renewal processes represent an appealing alternative for renewal processes applications, where the sequence of failure times exhibit dependence. The compromise when contrasted to the i.i.d. case is minimal. We have shown, via simulated and real scenarios, how the resulting renewal functions can differ, leading thus to important differences such as those encountered in reliability engineering application. An important aspect to emphasize is that the i.i.d. case is a particular case of exchangeability, thus nothing is lost when using the more general µ-mixed renewal process. As a byproduct, Proposition 3 gives the distribution sums of exchangeable random variables directed by the Dirichlet process. This result is of interest in its own, e.g. for other studies and limiting results for sums of exchangeable random variables (e.g. [26] ). Other choices of de Finetti's measures, potentially lead to similar outcomes, e.g. using the class of nonparametric priors resulting from normalizing completely random measures (see [27] ). These, more general classes of de Finetti's measures, will be pursued elsewhere.
Proof. Conditioning with F we obtain,
in the third equality we use the fact that E N (t)|F = F is the renewal function in the i.i.d. case with renewals distributed F , which can be expressed as ∞ n=1 F * n (t), see, for example, [28] .
Proof of Proposition (2) Proof.
in the last equality we used the fact that 0 < L F (s) < 1.
Proof of Theorem 2
Proof. Conditioning in T 1 and F , we obtain
Proof of Theorem 3
Proof. The function
is bounded over bounded intervals for fixed G ∈ F. For a fixed T ∈ R + , we have
a(t) (1 + U (T )) .
This implies that sup
0≤t≤T G∈Q A (t|G) < ∞.
Let see that A accomplishes (3). For the definition of A , we see that
A (t|F) =a(t) + E µ [a * U (t|F )] , A (t|F ) =a(t) + a * U (t|F ) = a(t) + a * ∞ n=1 F * n (t).
These last expressions implies:
A (t|G) =a(t) + E µ [a * U (t|F ); F ∈ G]
Therefore, A fulfills (3). To finish the proof, we have to prove that the solution is unique. Assume that the function B is bounded over intervals, and it is also a solution to (3), i.e., B(t|G) = a(t) + E µ [F * B(t|F ); F ∈ G] .
As already mentioned the evaluation on F and F plays an important role. In the case of (3) we obtain that and we obtain the uniqueness using that A and B are bounded and E µ [F * n (t)] → 0 as n → ∞. This last argument completed the proof.
Proof of Proposition 3
Proof. Let V = (v 1 , . . . , v n ) be the random vector indicating the repeated values in (T 1 , . . . , T n ), i.e. there are v 1 values that only repeats once, v 2 values that repeats twice, and so on. Then, conditioning on V the distribution of the adding process can be written as
The conditional distribution of T 1 + . . . + T n given V = v is equal to the convolution of v 1 independent variables with distribution H 1 , convoluted with v 2 variables distributed H 2 , and so on. The distributions H j are needed because the same value is repeated j times, and we need the probability P [jT ≤ t], for T ∼ H. Thus,
1 * H * v1 2 * · · · * H * vn n ) (t), Finally, P [V = v] is given by the Ewen's sampling formula [29] 
which completes the proof of (i). For (ii), we apply Proposition 1.
