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Abstract
This article proposes a modification in the Sharma-Mittal entropy and
distinguishes it as generalised Tsallis entropy. This modification accom-
plish the Sharma-Mittal entropy to be used in classical information theory.
We derive a product rule (xy)r+k ln{k,r}(xy) =
x
r+k ln{k,r}(x) + y
r+k ln{k,r}(y) + 2kx
r+k
y
r+k ln{k,r}(x) ln{k,r}(y),
for the two-parameter deformed logarithm ln{k,r}(x) = x
r xk−x−k
2k
. It as-
sists us to derive a number of information theoretic properties of the gener-
alized Tsallis entropy, and related entropy. They include the sub-additive
property, strong sub-additive property, joint convexity, and information
monotonicity. This article is an exposit investigation on the information-
theoretic, and information-geometric characteristics of generalized Tsallis
entropy.
1 Introduction
Information geometry [1] has been developed in the field of statistics as a geo-
metric way to analyse different order dependencies between random variables.
The information geometry has a unique feature. It has a dualistic structures
of affine connections. In this article, we study information geometry of a two
∗
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1
parameter generalization of Tsallis entropy which also reduces to the Gibbs
Shannon entropy [2, 3, 4, 5]. The Tsallis entropy which is followed by the κ-
thermostatistics is a generalization of the thermostatistics based on κ-entropy
[6]. In literature, the properties of Tsallis entropy and Tsallis relative entropies
are investigated in detail [7, 8, 9]. In this article, we have explained the in-
formation theoretic , and information geometric structures associated to the
generalised Tsallis entropy.
In literature, a number of variations of the Sharma-Mittal entropy [10, 11] is
available. Although it is utilised in thermodynamics, biology and computer sci-
ence, the information theoretic counterpart of this entropy is not investigated
till date. Here, we propose a rectification in the definition of Sharma-Mittal
entropy, available in [12], which opens a scope of information theoretic inves-
tigations. The Sharma-Mittal entropy can be reduced to both the Renyi and
Tsallis entropy for specific limits on its parameters. After our modification it
loss this important feature and can be reducible to the Tsallis entropy, only.
Therefore, we call it a two parameter generalization of Tsallis entropy and de-
note it by S{k,r}(X). Similarly, we define the generalised Tsallis relative entropy
or generalised Tsallis divergence D{k,r}. The significant attributes of S{k,r}(X)
and D{k,r}(X ||Y ) derived in this article are are listed below:
1. Pseudo-additivity of generalised Tsallis entropy:
S{k,r}(X,Y ) = S{k,r}(X) + S{k,r}(Y )− 2kS{k,r}(X)S{k,r}(y). (1)
2. Sub-additive property of generalized Tsallis entropy:
S{k,r}(X1, X2, . . . Xn) ≤
n∑
i=1
S{k,r}(Xi), (2)
3. Pseudo-additivity of generalised Tsallis relative entropy:
D{k,r}(P
(1) ⊗ P(2)||Q(1) ⊗Q(2)) = D{k,r}(P
(1)||Q(1))
+D{k,r}(P
(2)||Q(2))− 2kD{k,r}(P
(1)||Q(1))D{k,r}(P
(2)||Q(2)).
(3)
4. Joint convexity of generalised Tsallis relative entropy:
D{k,r}(P
(1) + λP(2)||Q(1) + λQ(2))
≤ D{k,r}(P
(1)||Q(1)) + λD{k,r}(P
(1)||Q(1)).
(4)
5. Information monotonicity of generalised Tsallis relative entropy:
D{k,r}(WP||WQ) ≤ D{k,r}(P||Q). (5)
This article consists of six sections. The next section redefines the Sharma-
Mittal logarithm and establishes a number of its characteristics required for the
calculations. Section 3 discusses the generalised Tsallis entropy. The chain rule
of joint generalised Tsallis entropy is discussed here. Section 4 is dedicated to
generalised Tsallis relative entropy and its properties. We discuss the informa-
tion geometric aspects of relative entropy in section 5. Then we conclude the
article with a number of open problems.
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2 Preliminary properties of a two parameter de-
formed logarithm
A function f is convex [13] if f((1 − λ)x1 + λx2) ≤ (1 − λ)f(x1) + λf(x2), for
all λ ∈ [0, 1]. More generally,
f
(∑
i
tixi
)
≤
∑
i
tif(xi), where
∑
i
ti = 1 and 0 ≤ ti ≤ 1. (6)
It can be proved that, if f is a twice differentiable convex function then f ′′(x) ≥
0. The function f is concave if −f(x) is convex. Hence, a function f is said to
be concave if
f
(∑
i
tixi
)
≥
∑
i
tif(xi), where
∑
i
ti = 1 and 0 ≤ ti ≤ 1. (7)
Given probability distribution P = {p(x) : x ∈ X, p(x) ≥ 0,
∑
x∈X p(x) =
1}, the Sharma-Mittal entropy [12] of the random variable X is defined by
S{k,r}(X) = −
∑
x∈X
p(x) Ln{k,r} (p(x)) , where Ln{k,r}(x) = x
r x
k − x−k
2k
, (8)
and (k, r) ∈ R ⊂ R2, such that,
R ={(k, r) : −|k| ≤ r ≤ |k| when 0 ≤ |k| <
1
2
}
∪ {(k, r) : |k| − 1 ≤ r ≤ 1− |k| when
1
2
≤ |k| < 1}.
(9)
Now, recall a few properties of natural logarithm which is useful in the
literature of information theory. The function f(x) = − log(x) > 0 for all
x ∈ (0, 1). Also, for all x > 0 we have f ′(x) = − 1
x
< 0, that is − log(x) is
monotonically decreasing. Moreover, f ′′(x) = 1
x2
> 0, which indicates − log(x)
is a convex function for all x 6= 0. Now, we restrict our discussion of the
deformed logarithm Ln{k,r} to the range of its parameters k and r such that
ln{k,r} fulfils these characteristics.
Theorem 1. For r < 0, and 0 < k ≤ 1 the function −Ln{k,r}(x) = −x
r x
k−x−k
2k
is positive, convex, and monotonically decreasing for all x ∈ (0, 1].
Proof. Note that, f(x) = xr > 0 for all x > 0 and for all r < 0. If r < 0 we
have r = −|r| and f(x) = 1
x|r|
. Differentiating we find f ′(x) = − |r|
x|r|+1
< 0,
that is f(x) is a monotonically decreasing function. Also, f ′′(x) = |r|(|r|+1)
x|r|+2
≥ 0.
Hence, f(x) is a convex function.
For all k > 0, we have x−k ≥ xk for all x ∈ (0, 1]. Therefore, −x
k−x−k
2k > 0
for all k 6= 0 and 0 < x ≤ 1. Define g(x) : R+ → R+ with g(x) = −x
k−x−k
2k .
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Differentiating we get g′(x) = −x
k−1+x−k−1
2 < 0, for all x > 0, which indicates
g(x) is a monotonically decreasing function for all x > 0. Again, the double
derivative g′′(x) = − (k−1)x
k−2−(k+1)x−k−2
2 . The assumption of the theorem
suggests that k − 1 < 0. Also, xk−2, (k + 1) and x−k−2 > 0 for all x > 0.
Combining we get g′′(x) > 0 which is sufficient for convexity.
It can be proved that, if two given functions f, g : R → R+ are convex,
and both monotonically non-decreasing (or non-increasing) on an interval, then
fg(x) = f(x)g(x) is convex [13]. Hence, − ln{k,r}(x) is convex for r < 0, and
0 < k ≤ 1.
Moreover, f(x) > 0 and g(x) > 0 for all x ∈ (0, 1] and both are monotonically
decreasing. Therefore, their product − ln{k,r} is monotonically decreasing for
r < 0, and 0 < k ≤ 1.
The convexity of −Ln{k,r}(x) requires r < 0. Hence, we redefine Ln{k,r} as
follows
Definition 1.
ln{k,r}(x) =
xk − x−k
2kxr
=
x2k − 1
2kxr+k
,
with r > 0 and 0 < k ≤ 12 .
Note that, different notations are used for redefining the deformed logarithm.
The importance of restricting the range of k will be clarified later. Clearly,
ln{k,r}(1) = 0 and ln{k,r}(0) is undefined.
It can be proved that the product rule of two parameter deformed logarithm
ln{k,r}(x) mentioned in equation (8) is given by
Ln{k,r}(xy) = u{k,r}(x) Ln{k,r}(y) + Ln{k,r}(x)u{k,r}(y), (10)
where u{k,r}(x) = x
r x
k+x−k
2 [4]. Now, for a joint random variables (X,Y ) we
have p(x, y) = p(x)p(y|x). The equation (10) suggests that the joint Sharma-
Mittal entropy is
S{k,r}(X,Y ) =−
∑
x∈X
∑
y∈Y
p(x, y) Ln{k,r} (p(x, y))
=−
∑
x∈X
∑
y∈Y
p(x)p(y|x) Ln{k,r} (p(x)p(y|x))
=−
∑
x∈X
∑
y∈Y
p(x)p(y|x)u{k,r}(p(x)) Ln{k,r}(p(y|x))
−
∑
x∈X
∑
y∈Y
p(x)p(y|x) Ln{k,r}(p(x))u{k,r}(p(y|x)).
(11)
These expressions have no known counterpart in Shannon and Tsallis informa-
tion theory. It prevents us to derive the chain rule for Sharma-Mittal entropy.
This is a theoretical barrier restricting the utilization of Sharma-Mittal entropy
in classical information theory [14]. But, the deformed logarithm mentioned in
definition 1 follows a product rule discussed in next lemma:
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Lemma 1. Given any two real numbers x, y 6= 0 we have (xy)r+k ln{k,r}(xy) =
xr+k ln{k,r}(x) + y
r+k ln{k,r}(y) + 2kx
r+kyr+k ln{k,r}(x) ln{k,r}(y).
Proof.
ln{k,r}(x) ln{k,r}(y) =
x2k − 1
2kxr+k
y2k − 1
2kyr+k
=
x2ky2k − x2k − y2k + 1
4k2xr+kyr+k
=
x2ky2k − 1 + 1− x2k − y2k + 1
4k2xr+kyr+k
=
x2ky2k − 1
4k2xr+kyr+k
−
x2k − 1
4k2xr+kyr+k
−
y2k − 1
4k2xr+kyr+k
=
ln{k,r}(xy)
2k
−
ln{k,r}(x)
2kyr+k
−
ln{k,r}(y)
2kxr+k
.
(12)
It leads us to the result.
The product rule of two parameter deformed logarithm can also be expressed
as follows:
Lemma 2. Given any two real numbers x, y 6= 0 we have
ln{k,r}(xy) =
1
xr−k
ln{k,r}(y) +
1
yr+k
ln{k,r}(x).
Proof. Note that,
(xy)k − (xy)−k
2k
=
xkyk − xky−k + xky−k − xky−k
2k
=
xk(yk − y−k)
2k
+
y−k(xk − x−k)
2k
or
(xy)k − (xy)−k
2k(xy)r
=
1
xr−k
(yk − y−k)
2kyr
+
1
y(r+k)
(xk − x−k)
2kxr
.
(13)
Hence, we find the result.
Now, we consider a few properties of the two parameter deformed logarithm
which will be useful later.
Corollary 1. For any non-zero real number x we have ln{k,r}
(
1
x
)
= −x2r ln{k,r}(x),
or ln{k,r}(x) = −
1
x2r
ln{k,r}
(
1
x
)
.
Proof. Putting y = 1
x
in the lemma 2 we find
ln{k,r}(1) = ln{k,r}(x.
1
x
) =
(
1
x
)r−k
ln{k,r}
(
1
x
)
+ xr+k ln{k,r}(x)
or
1
xr−k
ln{k,r}
(
1
x
)
= −xr+k ln{k,r}(x).
(14)
which leads to the result.
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Corollary 2. For any two non-zero real numbers x and y we have
ln{k,r}
(
x
y
)
= −
y2r
xr−k
ln{k,r}(y) + y
r+k ln{k,r}(x).
Proof. Considering x ≡ x and y ≡ 1
y
in lemma 2 we find that
ln{k,r}
(
x
y
)
=
1
xr−k
ln{k,r}
(
1
y
)
+ yr+k ln{k,r}(x). (15)
Now putting ln{k,r}
(
1
y
)
= −y2r ln{k,r}(y) we have the result.
Lemma 3. For any non-zero real number x and any real number a we have
ln{k,r}(x
a) = a ln{ak,ar}(x).
Proof.
ln{k,r}(x
a) =
(xa)k − (xa)−k
2k(xa)r
= a
xak − x−ak
2akxar
= a ln{ak,ar}(x). (16)
Lemma 4. The function f(x) = −xr+k ln{k,r}(x) is a convex function for 0 ≤
k ≤ 12 , and r > 0.
Proof. f(x) = −xr+k ln{k,r}(x) =
1−x2k
2k . Therefore f
′′(x) = (1 − 2k)x(2k−2).
Now f ′′(x) ≥ 0 if 1− 2k ≥ 0, that is 0 ≤ k ≤ 12 .
Lemma 5. For any real number x > 0 and for 0 < k ≤ 12 the function f(x) =
xr−k+1 ln{k,r}(x) is a convex function.
Proof. Simplifying we get f(x) = xr−k+1 ln{k,r}(x) =
x−x1−2k
2k . Therefore,
f ′(x) = 1−(1−2k)x
−2k
2k and f
′′(x) = 1−2k
x1+2k
. For k ≤ 12 we have 1− 2k > 0. Hence,
f ′′(x) ≥ 0 for all x > 0, which indicates that f(x) is a convex function.
Now we state the generalized log sum inequality for two parameter deformed
logarithm:
Theorem 2. Let a1, a2, . . . an and b1, b2, . . . bn be non-negative numbers. In
addition, a =
∑n
i=1 ai and b =
∑n
i=1 bi. Then,
n∑
i=1
ai
(
ai
bi
)r−k
ln{k,r}
(
ai
bi
)
≥ a
(a
b
)r−k
ln{k,r}
(a
b
)
.
Proof.
n∑
i=1
ai
(
ai
bi
)r−k
ln{k,r}
(
ai
bi
)
= b
n∑
i=1
bi
b
ai
bi
(
ai
bi
)r−k
ln{k,r}
(
ai
bi
)
= b
n∑
i=1
bi
b
f
(
ai
bi
)
.
(17)
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Now lemma 5 suggests that f(x) = xr−k+1 ln{k,r}(x) is a convex function.
Therefore,
n∑
i=1
ai
(
ai
bi
)r−k
ln{k,r}
(
ai
bi
)
≥ bf
(
n∑
i=1
bi
b
ai
bi
)
= bf
(
1
b
n∑
i=1
ai
)
= bf
(a
b
)
= b
(a
b
)r−k+1
ln{k,r}
(a
b
)
,
(18)
which indicates the proof.
3 Modified Sharma-Mittal entropy
For proceeding further, recall the definition of two parameter deformed loga-
rithm and Sharma-Mittal entropy in equation (8). Equation (11) justifies that
the two parameter deformed logarithm does not produce the chain rule for the
Sharma-Mittal entropy. Therefore, we need to modify the definition of Sharma-
Mittal entropy mentioned in the equation (8). A two parameter deformed en-
tropy is investigated in [15] which is defined by
Sα,β(X) =
∑
x∈X
(p(x))α − (p(x))β
β − α
where α 6= β. (19)
Our proposal for a two parameter deformed entropy is mentioned in definition
2. Definition 2 with the function lnk,r enables us to establish the chain rule and
subadditivity and so on for two parameter entropy. This is a great advantage
to use Definition 2 instead of the definition given in equation (19).
Definition 2. We define the generalized Tsallis entropy for a random variable
X with probability distribution P = {p(x)}x∈X as
S{k,r}(X) = −
∑
x∈X
(p(x))
r+k+1
ln{k,r}(p(x)) =
∑
x∈X
(p(x))
k−r+1
ln{k,r}
(
1
p(x)
)
,
where ln{k,r}(x) =
xk−x−k
2kxr with 0 < k ≤
1
2 , and r > 0, mentioned in definition
1.
Assuming α = 1− k + r and β = 1 + k + r in equation (19), we recover the
expression in definition 2.
The function ln{k,r}(x) is undefined for x ≤ 0 but limx→0+ x ln{k,r}(x) = 0.
Hence conventionally, if p(x) = 0 for some x ∈ X then we have (p(x))r+k+1 ln{k,r}(p(x)) =
0. The theorem 1 suggests that− ln{k,r}(p(x)) > 0, that is− (p(x))
r+k+1
ln{k,r}(p(x)) ≥
0 for any non-zero probability p(x). Therefore, given any random variable X
we have S{k,r}(X) > 0.
This modification in Sharma-Mittal entropy is consistent to the Tsallis en-
tropy [12]. Putting r = k, in the expression ln{k,r}(x) =
xk−x−k
2kxr we find
ln{k,k}(x) =
xk − x−k
2kxk
=
1− x−2k
2k
. (20)
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Now, for k = q−12 in the expression of ln{k,k}(x) we find that
ln{ q−12 ,
q−1
2 }
(x) =
1− x1−q
q − 1
=
x1−q − 1
1− q
= lnq(x), (21)
which is the Tsallis logarithm. Putting r = k = q−12 in definition 2, we find that
S{ q−12 ,
q−1
2 }
(X) = −
∑
x∈X
(p(x))
q (p(x))
1−q − 1
1− q
= Sq(X), (22)
which is the Tsallis entropy [6, 8].
There are a number of similar expressions generating the Tsallis entropy.
For instance, consider −
∑
x∈X (p(x))
2k+1 ln{k,r}(p(x)). This expression also
produces the Tsallis entropy for k = r = q−12 . Another expression with similar
property is −
∑
x∈X (p(x))
2r+1
ln{k,r}(p(x)). In fact there are many others.
Our motivation behind considering the expression of definition 2 as an ideal
expression of generalized Tsallis entropy comes from lemma 1, which is the
product rule for deformed logarithm. It establishes a chain rule like identity for
the generalized Tsallis entropy. But, other expressions do not offer this scope.
Details of the chain rule for generalized Tsallis entropy will be discussed below.
Definition 3. (Joint entropy) Let P = {p(x, y)}(x,y)∈(X,Y ) be a probability
distribution of the joint random variable (X,Y ). The generalized Tsallis joint
entropy of the joint random variable (X,Y ) is defined by
S{k,r}(X,Y ) = −
∑
x∈X
∑
y∈Y
(p(x, y))k+r+1 ln{k,r}(p(x, y)).
Similarly, for three random variables X,Y , and Z the joint entropy will be
given by
S{k,r}(X,Y, Z) = −
∑
x∈X
∑
y∈Y
∑
z∈Z
(p(x, y, z))
k+r+1
ln{k,r}(p(x, y, z)). (23)
Recall that the probability distribution of conditional random variable Y |X =
x is given by p(Y |X = x) = p(X,Y )
p(X=x) . In sort, p(x, y) = p(y|x)p(x). Now, we
define the conditional entropy as follows:
Definition 4. (Conditional entropy) Given a conditional random variable Y |X =
x we define the generalized Tsallis conditional entropy as
S{k,r}(Y |X) = −
∑
x∈X
(p(x))2k+1S{k,r}(Y |X = x)
= −
∑
x∈X
(p(x))2k+1
∑
y∈Y
(p(y|x))k+r+1 ln{k,r}(p(y|x))
= −
∑
x∈X
∑
y∈Y
(p(x))2k+1 (p(y|x))k+r+1 ln{k,r}(p(y|x)).
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As ln{k,r}(x) = −
1
xr
ln{k,r}
(
1
x
)
, we can alternatively write down
S{k,r}(Y |X) =
∑
x∈X
∑
y∈Y
(p(x))2k+1 (p(y|x))k−r+1 ln{k,r}
(
1
p(y|x)
)
. (24)
This definition can be generalized for three or more random variables. Given
three random variables X,Y and Z we have
S{k,r}(X,Y |Z) = −
∑
x∈X
∑
y∈Y
(p(z))
2k+1
S{k,r}(X,Y |Z = z)
= −
∑
x∈X
∑
y∈Y
∑
z∈Z
(p(z))
2k+1
(p(x, y|z))k+r+1 ln{k,r} (p(x, y|z)) .
(25)
In a similar fashion, we can define
S{k,r}(Y |X,Z) = −
∑
x∈X
∑
y∈Y
(p(x, z))
2k+1
S{k,r}(Y |X = x, Z = z)
= −
∑
x∈X
∑
y∈Y
∑
z∈Z
(p(x, z))
2k+1
(p(y|x, z))k+r+1 ln{k,r} (p(y|x, z)) .
(26)
Similarly, the definition of conditional entropy can be extended for any number
of random variables for defining S{k,r}(X1, X2, . . . Xn|Y1, Y2, . . . Ym).
The definitions of the generalised Tsallis joint entropy and conditional en-
tropy are also consistent to the definitions of Tsallis joint and conditional en-
tropy [8], respectively. Note that,
S{ q−12 ,
q−1
2 }
(X,Y ) = −
∑
x∈X
∑
y∈Y
(p(x, y))
q
lnq (p(x, y)) = Sq(X,Y ), (27)
which is the Tsallis joint entropy. In addition,
S{ q−12 ,
q−1
2 }
(X |Y ) = −
∑
x∈X
∑
y∈Y
(p(x, y))
q
lnq (p(x|y)) = Sq(X |Y ), (28)
which is the Tsallis conditional entropy.
Lemma 6. Given two independent random variables X and Y the generalised
Tsallis conditional entropy can be expressed as
S{k,r}(Y |X) = S{k,r}(Y )− 2kS{k,r}(X)S{k,r}(Y ).
Proof. From the definition of conditional entropy we find that
S{k,r}(Y |X) = −
∑
x∈X
(p(x))2k+1
∑
y∈Y
(p(y|x))r+k+1 ln{k,r}(p(y|x)). (29)
Also the definition of generalized Tsallis entropy mentioned in definition 2 sug-
gests that ln{k,r}(p(x)) =
(p(x))2k−1
2k(p(x))r+k that is (p(x))
2k = 1+2k(p(x))r+k ln{k,r}(p(x)).
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Putting it in the above equation we construct S{k,r}(Y |X) =
−
∑
x∈X
(p(x))
[
1 + 2k(p(x))r+k ln{k,r}(p(x))
]∑
y∈Y
(p(y|x))r+k+1 ln{k,r}(p(y|x)).
(30)
For independent random variables X and Y we have p(y|x) = p(y). Therefore,
S{k,r}(Y |X) =
−
∑
x∈X
(p(x))
[
1 + 2k(p(x))r+k ln{k,r}(p(x))
]
×
∑
y∈Y
(p(y))
r+k+1
ln{k,r}(p(y))
=−
∑
x∈X
(p(x))
∑
y∈Y
(p(y))
r+k+1
ln{k,r}(p(y))
−
∑
x∈X
2k(p(x))r+k+1 ln{k,r}(p(x))
∑
y∈Y
(p(y))r+k+1 ln{k,r}(p(y))
=S{k,r}(Y )− 2kS{k,r}(X)S{k,r}(Y ).
(31)
Putting r = k = q−12 in this result we find,
Sq(Y |X) = Sq(Y )− (q − 1)Sq(X)Sq(Y ) = Sq(Y ) + (1− q)Sq(X)Sq(Y ), (32)
for any two independent random variables X and Y . Now we have the following
corollaries.
Given any two independent random variablesX and Y , the lemma 6 suggests
that S{k,r}(Y |X) ≤ S{k,r}(Y ). But, this inequality holds for any two random
variables X and Y , which we discuss in the lemma below.
Lemma 7. Given any two random variables X and Y we have S{k,r}(Y |X) ≤
S{k,r}(Y ).
Proof. Consider a function f(x) = xk+r+1 ln{k,r}(x) where r > 0, 0 < k ≤
1
2
and 0 ≤ x ≤ 1. Simplifying, f(x) = xx
2k−1
2k . As 0 < k ≤
1
2 and 0 ≤ x ≤ 1,
we have f(x) ≤ 0. Differentiating we get f ′(x) = (2k+1)x
2k−1
2k and f
′′(x) =
(2k+1)2kx2k−1
2k = (2k + 1)x
2k−1 ≥ 0 for all x > 0. Therefore, f(x) is a convex
function that is −f(x) is a concave function.
As 0 ≤ p(x) ≤ 1, we have 0 ≤ (p(x))2k+1 ≤ p(x) ≤ 1. Also, 0 ≤ p(y|x) ≤ 1
indicates,
− f(p(y|x)) = − (p(y|x))k+r+1 ln{k,r} (p(y|x)) ≥ 0, (33)
for 0 ≤ x ≤ 1. Combining we get
−(p(x))2k+1 (p(y|x))k+r+1 ln{k,r} (p(y|x)) ≤ −p(x) (p(y|x))
k+r+1
ln{k,r} (p(y|x)) .
(34)
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Now, applying the concavity property of −f(x) we find
−
∑
x∈X
p(x)f (p(y|x)) ≤ −f
(∑
x∈X
p(x)p(y|x)
)
= −f
(∑
x∈X
p(x, y)
)
= −f (p(y)) .
(35)
Expanding f(p(y|x)) in the above equation,
−
∑
x∈X
p(x) (p(y|x))k+r+1 ln{k,r} (p(y|x)) ≤ − (p(y))
k+r+1
ln{k,r} (p(y)) . (36)
Summing over Y we find
−
∑
x∈X
p(x)
∑
y∈Y
(p(y|x))k+r+1 ln{k,r} (p(y|x)) ≤ −
∑
y∈Y
(p(y))
k+r+1
ln{k,r} (p(y)) .
(37)
Combining this equation with equation (35) we find
−
∑
x∈X
(p(x))2k+1
∑
y∈Y
(p(y|x))k+r+1 ln{k,r} (p(y|x))
≤−
∑
x∈X
p(x)
∑
y∈Y
(p(y|x))k+r+1 ln{k,r} (p(y|x))
≤−
∑
y∈Y
(p(y))
k+r+1
ln{k,r} (p(y)) .
(38)
The first and the last term of the above inequality indicates S{k,r}(Y |X) ≤
S{k,r}(Y ).
Theorem 3. (Chain rule for generalised Tsallis entropy) Given any two random
variables X and Y the generalised Tsallis joint entropy can be expressed as
S{k,r}(X,Y ) = S{k,r}(X) + S{k,r}(Y |X).
Proof. The probability of joint random variables can be expressed as p(x, y) =
p(x)p(y|x). The product rule of ln{k,r}(x) mentioned in lemma 1 indicates that
(p(x)p(y|x))r+k ln{k,r}(p(x)p(y|x))
=p(x)r+k ln{k,r}(p(x)) + p(y|x)
r+k ln{k,r}(p(y|x))
+ 2kp(x)r+kp(y|x)r+k ln{k,r}(p(x)) ln{k,r}(p(y|x)).
(39)
Applying p(x, y) = p(x)p(y|x) we find that
(p(x, y))r+k ln{k,r}(p(x, y))
=p(x)r+k ln{k,r}(p(x)) + p(y|x)
r+k ln{k,r}(p(y|x))
+ 2kp(x)r+kp(y|x)r+k ln{k,r}(p(x)) ln{k,r}(p(y|x))
=p(x)r+k ln{k,r}(p(x))
+ [1 + 2k(p(x))r+k ln{k,r}(p(x))]p(y|x)
r+k ln{k,r}(p(y|x)).
(40)
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The definition 2 of generalized Tsallis entropy suggests that ln{k,r}(p(x)) =
(p(x))2k−1
2k(p(x))r+k
that is (p(x))2k = 1+2k(p(x))r+k ln{k,r}(p(x)). Therefore, the above
equation indicates that
(p(x, y))r+k ln{k,r}(p(x, y))
= p(x)r+k ln{k,r}(p(x)) + (p(x))
2kp(y|x)r+k ln{k,r}(p(y|x)).
(41)
Multiplying both side by p(x, y) and summing over X and Y we get
−
∑
x∈X
∑
y∈Y
p(x, y))r+k+1 ln{k,r}(p(x, y))
=−
∑
x∈X
∑
y∈Y
p(x, y)p(x)r+k ln{k,r}(p(x))
−
∑
x∈X
∑
y∈Y
p(x, y)(p(x))2kp(y|x)r+k ln{k,r}(p(y|x)).
(42)
Now, definition 3 and 4 together indicate
S{k,r}(X,Y ) =−
[∑
x∈X
p(x)r+k+1 ln{k,r}(p(x))
] 
∑
y∈Y
p(y|x)


−
∑
x∈X
∑
y∈Y
(p(x))2k+1p(y|x)r+k+1 ln{k,r}(p(y|x))
or S{k,r}(X,Y ) =S{k,r}(X) + S{k,r}(Y |X).
(43)
The above theorem clearly indicates that S{k,r}(X) ≤ S{k,r}(X,Y ). For two
independent random variables X and Y the lemma 6 and theorem 3 produce
that the pseudo-additivity property for generalised Tsallis entropy is
S{k,r}(X,Y ) = S{k,r}(X) + S{k,r}(Y )− 2kS{k,r}(X)S{k,r}(y). (44)
Putting k = r = q−12 in the above equation we find
Sq(X,Y ) = Sq(X) + Sq(Y ) + (1− q)Sq(X)Sq(y), (45)
which is the pseudoadditivity property of Tsallis entropy [8].
Corollary 3. The following chain rules holds for generalized Tsallis entropy:
S{k,r}(X,Y, Z) = S{k,r}(X,Y |Z) + S{k,r}(Z).
Proof. We have p(x, y, z) = p(x, y|z)p(z). Now, applying the product rule men-
tioned in lemma 1 we find
(p(x, y, z))
r+k
ln{k,r} (p(x, y, z)) = (p(z))
r+k
(p(x, y|z))r+k ln{k,r} (p(x, y|z)p(z))
= (p(z))
r+k
ln{k,r} (p(z)) + (p(x, y|z))
r+k
ln{k,r} (p(x, y|z))
+ 2k (p(z))
r+k
(p(x, y|z))r+k ln{k,r} (p(z)) ln{k,r} (p(x, y|z)) .
(46)
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Now the equation (p(z))
2k
= 1 + 2k (p(z))
r+k
ln{k,r} (p(z)) and the definitions
of joint and conditional entropies indicate S{k,r}(X,Y, Z) = S{k,r}(X,Y |Z) +
S{k,r}(Z).
Corollary 4. The generalized Tsallis entropy also fulfils the following chain
rule: S{k,r}(X,Y |Z) = S{k,r}(X |Z) + S{k,r}(Y |X,Z).
Proof. We also have p(x, y, z) = p(y|x, z)p(x, z). Applying the similar approach
in corollary 3 and theorem 3 we have
S{k,r}(X,Y, Z) = S{k,r}(Y |X,Z) + S{k,r}(X,Z)
or S{k,r}(Y |X,Z) = S{k,r}(X,Y, Z)− S{k,r}(X,Z).
(47)
Applying corollary 3 we have
S{k,r}(Y |X,Z) = S{k,r}(X,Y |Z) + S{k,r}(Z)− S{k,r}(X,Z). (48)
Now the theorem 3 suggests S{k,r}(X,Z) = S{k,r}(Z) + S{k,r}(X |Z). Putting
it in the above equation we have
S{k,r}(Y |X,Z) = S{k,r}(X,Y |Z) + S{k,r}(Z)− [S{k,r}(Z) + S{k,r}(X |Z)]
or S{k,r}(Y |X,Z) = S{k,r}(X,Y |Z)− S{k,r}(X |Z)
or S{k,r}(X,Y |Z) = S{k,r}(X |Z) + S{k,r}(Y |X,Z).
(49)
The corollary 4 also suggests that
S{k,r}(X |Z) ≤ S{k,r}(X,Y |Z). (50)
In general the corollary 3 and 4 can be generalized as
S{k,r}(X1, X2, . . . Xn|Y ) =
n∑
i=1
S{k,r}(Xi|Xi−1, . . . , X1, Y ), (51)
which indicates
S{k,r}(X1, X2, . . .Xn) =
n∑
i=1
S{k,r}(Xi|Xi−1, . . . , X1). (52)
For any two independent random variables X ad Y equation (44) suggests
that
S{k,r}(X,Y ) ≤ S{k,r}(X) + S{k,r}(Y ), (53)
as 0 < k ≤ 12 . If X and Y are any two random variables theorem 3 and lemma
7 together indicate the following theorem, which is the Sub-additive property
of generalized Tsallis entropy:
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Theorem 4. Given any two random variables X and Y we have
S{k,r}(X,Y ) ≤ S{k,r}(X) + S{k,r}(Y ),
where r > 0 and 0 < k ≤ 12 .
This theorem can be further generalized as
S{k,r}(X1, X2, . . . Xn) ≤
n∑
i=1
S{k,r}(Xi), (54)
where X1, X2, . . .Xn are random variables.
Lemma 8. Given any three random variables X, Y and Z we have S{k,r}(Y |Z) ≥
S{k,r}(Y |X,Z).
Proof. Recall from the proof of lemma 7 that the function f(x) = xk+r+1 ln{k,r}(x),
where r > 0, 0 < k ≤ 12 and 0 ≤ x ≤ 1 is a convex function, as well as f(x) ≤ 0.
Therefore, as 0 ≤ p(y|z) ≤ 1 we have
− f(p(y|z)) = −(p(y|z))r+k+1 ln{k,r}(p(y|z)) > 0. (55)
In addition, 0 ≤ p(y|x, z) ≤ 1 indicates
− p(x|z)f(p(y|x, z)) = p(x|z)(p(y|x, z))r+k+1 ln{k,r}(p(y|x, z)) ≥ 0. (56)
Also, recall a basic result of conditional probability which is∑
x∈X
p(x|z)p(y|x, z) = p(y|z). (57)
Using the concavity property of −f(x) in the expression below we get
−
∑
x∈X
p(x|z)(p(y|x, z))r+k+1 ln{k,r}(p(y|x, z)) = −
∑
x∈X
p(x|z)f(p(y|x, z))
− ≤ f
(∑
x∈X
p(x|z)p(y|x, z)
)
= −(p(y|z))r+k+1 ln{k,r}(p(y|z)).
(58)
Multiplying both side of the above inequality with (p(z))2k+1 and summing over
Y and Z we find
−
∑
y∈Y
∑
z∈Z
(p(z))2k+1
∑
x∈X
p(x|z)(p(y|x, z))r+k+1 ln{k,r}(p(y|x, z))
≤−
∑
y∈Y
∑
z∈Z
(p(z))2k+1(p(y|z))r+k+1 ln{k,r}(p(y|z)) = S{k,r}(Y |Z).
(59)
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Note that, p(x, z)2k+1 = (p(z))2k+1(p(x|z))2k+1 ≤ (p(z))2k+1p(x|z). Therefore,
S{k,r}(Y |X,Z) =−
∑
x∈X
∑
y∈Y
∑
z∈Z
(p(x, z))2k+1(p(y|x, z))r+k+1 ln{k,r}(p(y|x, z))
≤ −
∑
x∈X
∑
y∈Y
(p(z))2k+1
∑
x∈X
p(x|z)(p(y|x, z))r+k+1 ln{k,r}(p(y|x, z))
(60)
Combining we get S{k,r}(Y |Z) ≥ S{k,r}(Y |X,Z).
The above inequality leads up the the strong sub-additivity property of gen-
eralized Tsallis entropy which is mentioned below.
Theorem 5. Given any three random variable X,Y and Z we have
S{k,r}(X,Y, Z) + S{k,r}(Z) ≤ S{k,r}(X,Z) + S{k,r}(Y, Z).
Proof. The theorem 3 indicates
S{k,r}(X,Z) + S{k,r}(Y, Z)
=S{k,r}(Z) + S{k,r}(X |Z) + S{k,r}(Z) + S{k,r}(Y |Z)
=2S{k,r}(Z) + S{k,r}(X |Z) + S{k,r}(Y |Z).
(61)
Now, applying the chain rules for the generalized Tsallis entropy mentioned in
corollary 4 we find
S{k,r}(X,Z) + S{k,r}(Y, Z)
=2S{k,r}(Z) + S{k,r}(X,Y |Z)− S{k,r}(Y |X,Z) + S{k,r}(Y |Z).
(62)
The chain rule in corollary 3 leads us to
S{k,r}(X,Z) + S{k,r}(Y, Z)
=2S{k,r}() + S{k,r}(X,Y, Z)− S{k,r}(Z)− S{k,r}(Y |X,Z) + S{k,r}(Y |Z)
=S{k,r}(X,Y, Z) + S{k,r}(Z) + S{k,r}(Y |Z)− S{k,r}(Y |X,Z).
(63)
Now lemma 8 indicates S{k,r}(Y |Z)− S{k,r}(Y |X,Z) ≥ 0. Therefore,
S{k,r}(X,Z) + S{k,r}(Y, Z) ≥ S{k,r}(X,Y, Z) + S{k,r}(Z). (64)
Hence, the result.
4 Fundamental properties of generalized Tsallis
relative entropy
In Shannon information theory, the relative entropy, or Kullback-Leibler diver-
gence is a measure of difference between two probability distributions. Recall
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that given two probability distributions P = {p(x)}x∈X and Q = {q(x)}x∈X
the Kullback-Leibler divergence [14] is defined by
D(P||Q) =
∑
x∈X
p(x) ln
(
p(x)
q(x)
)
= −
∑
x∈X
p(x) ln
(
q(x)
p(x)
)
. (65)
We generalize it in terms of generalized Tsallis entropy as follows:
Definition 5. (generalized Tsallis relative entropy) Given two probability dis-
tributions P = {p(x)}x∈X and Q = {q(x)}x∈X the generalised Tsallis relative
entropy is given by
D{k,r}(P||Q) =
∑
x∈X
p(x)
(
p(x)
q(x)
)r−k
ln{k,r}
(
p(x)
q(x)
)
= −
∑
x∈X
p(x)
(
q(x)
p(x)
)r+k
ln{k,r}
(
q(x)
p(x)
)
.
The equivalence between two expressions of D{k,r}(P||Q) follows from corol-
lary 1. In the above definition, the term
(
q(x)
p(x)
)k+r
is essential to establish the
pseudo-additive property of the generalized Tsallis relative entropy. But, in
the above definition applying k = r = q−12 , as earlier, does not leads us to
the usual definition of the Tsallis relative entropy. Putting k = r = 1−q2 in
−
∑
x∈X p(x)
(
q(x)
p(x)
)r+k
ln{k,r}
(
q(x)
p(x)
)
we find
D{ 1−q2 ,
1−q
2 }
= −
∑
x∈X
p(x)
(
q(x)
p(x)
)1−q
− 1
1− q
= Dq(P||Q), (66)
which is the Tsallis relative entropy [8, 7]. Now we discuss a few properties of
the generalised Tsallis divergence.
Lemma 9. (Nonnegativity) For any two probability distribution P and Q the
generalised Tsallis relative entropy D{k,r}(P||Q) ≥ 0. The equality holds for
P = Q.
Proof. Lemma 4 suggests that −xk+r ln{k,r}(x) is a convex function for all x ≥ 0
and 0 ≤ k ≤ 12 . Therefore,
D{k,r}(P||Q) =−
∑
x∈X
p(x)
(
q(x)
p(x)
)r+k
ln{k,r}
(
q(x)
p(x)
)
≥−
[∑
x∈X
p(x)
(
q(x)
p(x)
)r+k]
ln{k,r}
(∑
x∈X
p(x)
q(x)
p(x)
)
.
(67)
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Now, ln{k,r}
(∑
x∈X p(x)
q(x)
p(x)
)
= ln{k,r}
(∑
x∈X q(x)
)
= ln{k,r}(1) = 0. Note
that, if P = Q then
D{k,r}(P||P) = −
∑
x∈X
p(x)
(
p(x)
p(x)
)r+k
ln{k,r}
(
p(x)
p(x)
)
= −
∑
x∈X
p(x) ln{k,r}(1) = 0,
(68)
as ln{k,r}(1) = 0.
Lemma 10. (Symmetry) Let P ′ = {p′i} and Q
′ = {q′i} be two probability
distributions, such that, p(x)′ = ppi(i) and q(x)
′ = qpi(i) for a permutation
pi and probability distributions P = {p(x)}x∈X and Q = {q(x)}x∈X. Then
D{k,r}(P
′||Q′) = D{k,r}(P||Q).
Proof. The permutation pi alters the position of p(x)
(
p(x)
q(x)
)r−k
ln{k,r}
(
p(x)
q(x)
)
under addition and keeps the sum D{k,r}(P||Q), unaltered. Hence, the proof
follows trivially.
Lemma 11. (Possibility of extension) Let P ′ = P ∪ {0} and Q′ = Q ∪ {0},
then D{k,r}(P
′||Q′) = D{k,r}(P||Q).
Proof. Define 0
(
0
0
)r+k
ln{k,r}
(
0
0
)
= lim(x,y)→(0,0) x
(
y
x
)r+k
ln{k,r}
(
y
x
)
. Expand-
ing logarithm of of x
(
y
x
)r+k
ln{k,r}
(
y
x
)
we find
x
(y
x
)r+k
ln{k,r}
(y
x
)
= x
y2k − x2k
2kx2k
. (69)
Hence, we find limx→0 limy→0 x
(
y
x
)r+k
ln{k,r}
(
y
x
)
= 0. In addition, we have
limy→0 limx→0 x
(
y
x
)r+k
ln{k,r}
(
y
x
)
= 0. Now applying Moore-Osgood theorem
[16] we find that lim(x,y)→(0,0) x
(
y
x
)r+k
ln{k,r}
(
y
x
)
= 0. Therefore, 0 ln{k,r}
(
0
0
)
=
0. Hence, D{k,r}(P
′||Q′) = D{k,r}(P||Q).
Given two probability distributions P = {p(x)}x∈X and Q = {q(y)}y∈Y
we can define a joint probability distribution P ⊗ Q = {p(x)q(y)}(x,y)∈X⊗Y .
Note that, for all x ∈ X and y ∈ Y we have 0 ≤ p(x)q(y) ≤ 1. In addition,∑
x∈X
∑
y∈Y p(x)q(y) = 1. Now, we have the following theorem.
Theorem 6. (Pseudo-additivity) Given probability distributions P(1) = {p(1)(x)}x∈X ,
Q(1) = {q(1)(x)}x∈X , P(2) = {p(2)(y)}y∈Y and Q(2) = {q(2)(y)}y∈Y we have
D{k,r}(P
(1) ⊗ P(2)||Q(1) ⊗Q(2)) =D{k,r}(P
(1)||Q(1)) +D{k,r}(P
(2)||Q(2))
− 2kD{k,r}(P
(1)||Q(1))D{k,r}(P
(2)||Q(2)).
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Proof. Recall the product rule of ln{k,r}(xy) mentioned in the lemma 1. Ex-
panding the logarithm we find
(
q(1)(x)q(2)(y)
p(1)(x)p(2)(y)
)r+k
ln{k,r}
(
q(1)(x)q(2)(y)
p(1)(x)p(2)(y)
)
=
(
q(1)(x)
p(1)(x)
)r+k
ln{k,r}
(
q(1)(x)
p(1)(x)
)
+
(
q(2)(y)
p(2)(y)
)r+k
ln{k,r}
(
q(2)(y)
p(2)(y)
)
+ 2k
(
q(1)(x)
p(1)(x)
)r+k
ln{k,r}
(
q(1)(x)
p(1)(x)
)(
q(2)(y)
p(2)(y)
)r+k
ln{k,r}
(
q(2)(y)
p(2)(y)
)
.
(70)
Multiplying p(1)(x)p(2)(y) with both side we find
− p(1)(x)p(2)(y)
(
q(1)(x)q(2)(y)
p(1)(x)p(2)(y)
)r+k
ln{k,r}
(
q(1)(x)q(2)(y)
p(1)(x)p(2)(y)
)
=− p(1)(x)
(
q(1)(x)
p(1)(x)
)r+k
ln{k,r}
(
q(1)(x)
p(1)(x)
)
p(2)(y)
− p(2)(y)
(
q(2)(y)
p(2)(y)
)r+k
ln{k,r}
(
q(2)(y)
p(2)(y)
)
p(1)(x)
− 2k × p(1)(x)
(
q(1)(x)
p(1)(x)
)r+k
ln{k,r}
(
q(1)(x)
p(1)(x)
)
× p(2)(y)
(
q(2)(y)
p(2)(y)
)r+k
ln{k,r}
(
q(2)(y)
p(2)(y)
)
.
(71)
Now, applying the definition 5 we find D{k,r}(P
(1) ⊗ P(2)||Q(1) ⊗Q(2))
=−
[∑
x∈X
p(1)(x)
(
q(1)(x)
p(1)(x)
)r+k
ln{k,r}
(
q(1)(x)
p(1)(x)
)]∑
y∈Y
p(2)(y)


−

∑
y∈Y
p(2)(y)
(
q(2)(y)
p(2)(y)
)r+k
ln{k,r}
(
q(2)(y)
p(2)(y)
)
[∑
x∈X
p(1)(x)
]
− 2k ×
[∑
x∈X
p(1)(x)
(
q(1)(x)
p(1)(x)
)r+k
ln{k,r}
(
q(1)(x)
p(1)(x)
)]
×

∑
y∈Y
p(2)(y)
(
q(2)(y)
p(2)(y)
)r+k
ln{k,r}
(
q(2)(y)
p(2)(y)
)
=D{k,r}(P
(1)||Q(1)) +D{k,r}(P
(2)||Q(2))
− 2kD{k,r}(P
(1)||Q(1))D{k,r}(P
(2)||Q(2)).
(72)
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Putting k = q−12 and r = −
q−1
2 in the above result we find Dq(P
(1) ⊗
P(2)||Q(1) ⊗Q(2)) =
Dq(P
(1)||Q(1)) +Dq(P
(2)||Q(2))− (q − 1)Dq(P
(1)||Q(1))Dq(P
(2)||Q(2)), (73)
which is the Pseudo-additive property of Tsallis relative entropy [8].
Theorem 7. (Joint convexity) Let P(k) = {p(k)(x)}x∈X and Q(k) = {q(k)(x)}x∈X
for k = 1, 2 are probability distributions. Construct new probability distributions
(1−λ)P(1)+λP(2) = {(1−λ)p(1)(x)+λp(2)(x)}x∈X , and (1−λ)Q(1)+λQ(2) =
{(1− λ)q(1)(x) + λq(2)(x)}x∈X as convex combinations. Then
D{k,r}((1−λ)P
(1)+λP(2)||(1−λ)Q(1)+λQ(2)) ≤ (1−λ)D{k,r}(P
(1)||Q(1))+λD{k,r}(P
(1)||Q(1)).
Proof. Note that, D{k,r}((1 − λ)P
(1) + λP(2)||(1− λ)Q(1) + λQ(2)) =
∑
x∈X
((1−λ)p(1)(x)+λp(2)(x))
(
(1 − λ)p(1)(x) + λp(2)(x)
(1− λ)q(1)(x) + λq(2)(x)
)r−k
ln{k,r}
(
(1− λ)p(1)(x) + λp(2)(x)
(1− λ)q(1)(x) + λq(2)(x)
)
.
(74)
Now applying the log-sum inequality stated in theorem 2 we find
((1− λ)p(1)(x) + λp(2)(x))
(
(1− λ)p(1)(x) + λp(2)(x)
(1− λ)q(1)(x) + λq(2)(x)
)r−k
ln{k,r}
(
(1 − λ)p(1)(x) + λp(2)(x)
(1− λ)q(1)(x) + λq(2)(x)
)
≤(1− λ)p(1)(x)
(
(1− λ)p(1)(x)
(1− λ)q(1)(x)
)r−k
ln{k,r}
(
(1− λ)p(1)(x)
(1− λ)q(1)(x)
)
+ λp(2)(x)
(
λ
p(2)(x)
λq(2)(x)
)r−k
ln{k,r}
(
λp(2)(x)
λq(2)(x)
)
(75)
Summing over x, we find the result.
Before proceeding farther, we make a change of notations from now on.
Let X be a random variable with outcomes (x1, x2, . . . xn). We represent a
probability distribution P = {p(x)}x∈X by a finite sequence as P = {pi : pi =
p(xi),
∑n
i=1 pi = 1, 0 ≤ pi ≤ 1}. Now consider a transition probability matrix
W = (wj,i)m×n such that
∑m
j=1 wj,i = 1 for all i = 1, 2, . . . n. Let P = {p
(in)
i }
n
i=1
and Q = {q
(in)
i }
n
i=1 be two probability distributions. After a transition with W
the new probability distributions areWP = {p
(out)
j }
m
j=1 andWQ = {q
(out)
j }
m
j=1,
where p
(out)
j =
∑n
i=1 wj,ip
(in)
i , and q
(out)
j =
∑n
i=1 wj,iq
(in)
i . Now, we have the
following theorem.
Theorem 8. (Information monotonicity in general) Given probability distribu-
tions P, Q and transition probability matrix W we have D{k,r}(WP||WQ) ≤
D{k,r}(P||Q).
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Proof. Modifying the notations in definition 5 we find that D{k,r}(WP||WQ) =
m∑
j=1
p
(out)
j
(
p
(out)
j
q
(out)
j
)r−k
ln{k,r}
(
p
(out)
j
q
(out)
j
)
=
m∑
j=1
[
n∑
i=1
wjip
(in)
i
](∑n
i=1 wjip
(in)
i∑n
i=1 wjiq
(in)
i
)r−k
ln{k,r}
(∑n
i=1 wjip
(in)
i∑n
i=1 wjiq
(in)
i
)
.
(76)
Now, theorem 2 suggests that D{k,r}(WP||WQ)
≤
m∑
j=1
n∑
i=1
(
wjip
(in)
i
)(wjip(in)i
wjiq
(in)
i
)r−k
ln{k,r}
(
wjip
(in)
i
wjiq
(in)
i
)
=
n∑
i=1

p(in)i
(
p
(in)
i
q
(in)
i
)r−k
ln{k,r}
(
p
(in)
i
q
(in)
i
)


 m∑
j=1
wji


=
m∑
j=1
p
(in)
i
(
p
(in)
i
q
(in)
i
)r−k
ln{k,r}
(
p
(in)
i
q
(in)
i
)
since
m∑
j=1
wji = 1.
(77)
Hence, we have D{k,r}(WP||WQ) ≤ D{k,r}(P||Q).
In theorem 8, if the probability transition matrix W = (wji)m×n has m <
n, then W partitions the random variable X = (x1, x2, . . . xn) into m groups
G1, G2, . . .Gn such that X = ∪mj=1Gj , and Gk ∩ Gl = ∅. Then p
(out)
j (Gj) =∑
xi∈Gj
p
(in)
i . Now the theorem 8 indicates D(WP|WQ) ≤ D(P|Q), which is
formally mentioned as information monotonicity.
5 Information geometric aspects
Let us start with reviewing main concepts of information geometry. We consider
a probability simplex,
S = {P : P = (p1, p2, . . . pn), 0 ≤ pi ≤ 1,
n∑
i=1
pi = 1}. (78)
with the distribution P described by n-independent probabilities (p1, p2, . . . pn).
Consider a parametric family of distributions P(x) with parameter vector x =
(x1, x2, . . . xn) ∈ X , where X is a parameter space. If the parameter space X is
a differentiable manifold and the mapping x 7→ P(p,x) is a diffeomorphism we
can identify statistical models in the family as points on the manifold X . The
Fisher-Rao information matrix E(ssT ), where s is the gradient [s]i =
∂ logP(p,x)
∂xi
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may be used to endow X with the following Riemannian metric
Gx(u, v) =
∑
i,j
uivj
∫
P(p,x)
∂
∂xi
logP(p,x)
∂
∂xj
logP(p,x)dp
=
∑
i,j
uivjE
(∂ logP(p,x)
∂xi
∂ logP(p,x)
∂xj
)
.
(79)
If X is discrete the above integral is replaced with a sum. An equivalent form
of (7) for normalized distributions that is given by
Gx(u, v) = −
∑
i,j
uivj
∫
P(p,x)
∂2
∂xj∂xi
logP(p,x)dp
=
∑
i,j
uivjE
(
−
∂2
∂xj∂xi
logP(p,x)
)
.
(80)
In information geometry [17, 18], a function D(P||Q) between two points P
and Q in a manifold M for P ,Q ∈ S is called divergence if it fulfils the following
conditions:
1. D(P||Q) ≥ 0.
2. D(P||Q) ≥ 0 if and only if P = Q.
We denote the coordinates of a point (P by (p1, p2, . . . pn). For infinitesimally
close two points P and Q = (P + d(P , we have by Taylor expansion For small
dP we have
D(P + dP||P) =
∑
gijdpidpj +O(|dp|
3), (81)
where gij is a positive-definite matrix. Hence, the Riemannian metric induced
by a divergence D is given by
gij(P) =
∂2
∂pi∂pj
D{k,r}(P||Q)|Q=P . (82)
Thus the divergence gives us a means of determining the degree of separation
between two points on a manifold, it is not a metric since it is not necessarily
symmetric. An important divergence in information geometry is the Kullback-
Leibler (KL) divergence, or relative entropy.
Therefore, the length of small line segment is given by
ds2 =
1
2
D(P||P + dP). (83)
In this article, we consider
D{k,r}(P||Q) =
n∑
i=1
pi
(
pi
qi
)r−k
ln{k,r}
(
pi
qi
)
. (84)
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Now,
∂
∂pi
D{k,r}(P||Q) =
∂
∂pi
[
pi
(
pi
qi
)r−k
ln{k,r}
(
pi
qi
)]
=
(
(2r + 1)
((
pi
qi
)
2k − 1
)
+ 2k
)(
pi
qi
)
2r−2k
2k
∂2
∂2pi
D{k,r}(P||Q) =
(
r(2r + 1)
((
pi
qi
)
2k − 1
)
− 2k2 + 4kr + k
)(
pi
qi
)
2r−2k
kpi
∂2
∂2pi
D{k,r}(P||Q)|Q=P =
−2k + 4r + 1
pi
,
∂2
∂pj∂pi
D{k,r}(P||Q) = 0.
(85)
The above calculation indicates G = (gij)n×n where
gij =
{
−2k+4r+1
pi
, for i = j
0 for i 6= j.
(86)
The matrix G is also called the Fisher information matrix.
Theorem 9. The statistical manifold induced by the generalised Tsallis relative
entropy is Hassian.
Proof. Amanifold is called Hassian if there is a function Ψ(u) such that gij(P) =
∂ij(Ψ). For i = j we have ∂ii(Ψ) = gii(u) =
1−2k+4r
u
. Integrating twice we find
Ψii(u) = c2 + u(c1 + 2k − 4r − 1) + (−2k + 4r + 1)u log(u), (87)
where c1 and c2 are integrating constants. For i 6= j we have ∂ii(Ψ) = gij = 0,
that is Ψ(u) = c1u+ c2. Hence, the statistical manifold is Hassian.
6 Conclusion and open problems
In recent years, the idea of entropy is generalized in the context of thermody-
namics, information theory, and dynamical systems with the help of advanced
mathematical tools [19, 20]. It offers a broad scope of mathematical investi-
gations. The Tsallis entropy has been widely utilized in different branches of
science and engineering [21, 22, 23, 24, 25]. This article is a detailed description
of the characteristics of generalised Tsallis relative entropy. Here, we propose a
modification in the definition of the Sharma-Mittal entropy, such that, the new
entropy fulfils the chain rule. Similarly, we modify the definitions of Sharma-
Mittal joint entropy, conditional entropy, and relative entropy. We establish
a number of characteristics of the generalised Tsallis divergence, which make
22
it efficient to be utilized in classical information theory. Also, we justify that
the statistical manifold induced by the generalised Tsallis relative entropy is
Hassian. The following problems may be discussed in future:
1. In Shannon information theory, the mutual information of two random
variables X and Y is defined by I(X ;Y ) = D(p(x, y)|p(x)p(y)), which
is the Kullback-Leibler divergence between two probability distributions
p(x, y) and p(x)p(y). In case of generalised Tsallis entropy, one may in-
troduce the mutual information I{k,r}(X ;Y ) = D{k,r}(p(x, y)|p(x)p(y))
then investigates its properties. Moreover, the mutual information has a
crucial role in the literature of data processing inequalities. Hence, two
parameter deformation of data-processing inequalities will be very crucial
in this direction.
2. In Shannon information theory, it is proved that
I(X ;Y ) = H(Y )−H(Y |X) = H(X) +H(Y )−H(X,Y ), (88)
where H denotes the Shannon entropy. As the generalised Tsallis mutual
information is not well proposed we may define mutual entropy as
I{k,r}(X ;Y ) = S{k,r}(Y )− S{k,r}(Y |X)
= S{k,r}(X) + S{k,r}(Y )− S{k,r}(X,Y ).
(89)
Note that, here we do not assign the term mutual information [8]. Al-
though, it is used as relative entropy for various applications [26]. In
quantum information theory, these identities generates quantum discord,
which is a well known quantum correlation. There are a few works dis-
cussing the deformation of quantum discord in terms of Tsallis [27], Renyi
[28], and Sharma-Mittal entropy [29]. There is a scope for further investi-
gation in this direction.
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