so if the limit exists,
Furthermore, a little more algebraic manipulation gives the approximation
so now one could presume that the limit is close to 0.5 [23] . Thoughts like these must have led Euler to christen the birth of γ by writing
Editor's Note: We trust that readers will not find it too jarring to see γ , used in the previous article to mean something else entirely, appear here as Euler's constant. The usage in this article is probably the more familiar.
Several of today's calculus textbooks (though certainly not all of them) make mention of this limit primarily for two reasons: (1) it's an instance of the indeterminate expression ∞ − ∞ for two divergent sequences and (2) it has an automatic connection with the fascinating harmonic series.
From the limiting definition of γ , we know that for any positive integer n, the sum n k=1 1/k is approximately equal to ln(n) + γ . So, for instance, with n = 1000, the sum 1000 k=1 1/k is approximately ln(1000) + γ ≈ 7.4849709, while the TI-83 calculator gives 1000 k=1 1/k = 7.4854709. We obtain a more accurate sum if we make use of the well-known Euler-Maclaurin formula (used extensively by Mathematica for series summations), which is a real gem for comparing definite integrals with infinite sums. One way to apply this flexible tool [26] gives
in which case the value of the right-hand side (when n = 1000) is 7.485470861. Actually, the above improved approximation formula could be extended to either
, where the B 2k are the Bernoulli numbers [14, 23] . One must be careful in using these approximations since both summations involving B 2k diverge because B 2k grows so rapidly. Hence the series must be truncated to get a good approximation for γ .
If, in fact, we use the basic limit definition to approximate the value of γ , we find that the rate of convergence is linear and, hence, rather slow because the difference n k=1 [27, 35] . TABLE 1 presents some data. In some relatively new results by De Temple [15] and Baxley [4] , this convergence rate has been improved significantly to a quadratic rate (the difference is now approximately 1 25n 2 ), as illustrated in TABLE 2, by simply replacing ln(n) by ln n + Here is a nice application of the idea: Given a positive number A, find the smallest positive integer N so that the N th partial sum of the harmonic series exceeds A [4, 5] . For this we find that N = 1 + int(e Identities and expressions that involve ln(n), ln n + 1 2 , and ln(n + 1) are not uncommon, and frequently provide unique insight. De Temple [13] , for example, gives us a pair of sequences { p n }, {q n } where
Each sequence converges to γ , with { p n } increasing and {q n } decreasing, and they satisfy the inequalities p n < p n+1 < q n+1 < q n < p n + 1 8n 2 .
Identities
There are a variety of ways to represent γ ; all of them involve some form of an infinite process, whether an explicit limit, an infinite series, or an integral. For example, γ is equal to each of the following:
Most of these expressions evaluate nicely on a graphing calculator, with the exception of (4) which is quite distasteful; it's extremely difficult to get a decent approximation, primarily because of the extremely slow convergence of the series for the zeta function for values of the exponent close to 1. Expressions (1) and (6) give 5-place accuracy, as does (2) if you integrate over the interval [0, 20] , while (3) gives 3-place accuracy if you sum the first 6 terms and then subtract the integral on [0, 1500]. In (9) if you express the integral as a sum of two integrals, the first integral over the domain [0, 20] and the second as the integral over [20, ∞) , but drop the term e −x from this latter integral whose value is now ln(21/20), you get a value for γ that's accurate to 7 decimal places. Expression (7) yields 7-place accuracy if you sum the first 10 terms and then subtract the integral from [1, 20] . Finally, (10) is especially attractive because the integrand is so well behaved (it has a removable discontinuity at x = 0) over the interval [0, 1], and the calculator result is accurate to 7 places.
Mathematics is inundated with instances where seemingly unrelated concepts or functions are woven together to form some beautiful tapestry. Examples involving π are practically endless; a must read here is the fact-filled article by Castellanos [10] in this MAGAZINE. So it should not come as any great surprise to find similar relationships involving γ . One such illustration involves identity (8) from above, because making a single change of sign in the denominator produces the equality [31] ln
A second illustration, also involving π, centers around an infinite product expansion of π/2 similar to Viète's formula. This formula, as given by Sondow [32] , is
where the quantity in parentheses in the nth factor is the product
Now, by simply altering the above fractional exponent in the nth factor to be 1/(n + 1) instead of 1/2 n , we get an infinite product expansion for e γ [28, 31] ,
The convergence here is quite slow; the product of the first 20 terms only yields the approximate value of .566 for γ .
The number e γ has several other interesting representations. One is due to Franz Mertens (1840-1927) and involves counting the number of primes by use of the sieve of Eratosthenes [33] ,
where the product is taken over all primes p ≤ n.
Relationships with classical functions
Euler spent considerable time studying the gamma function, although it was AdrienMarie Legendre (1752-1833) who named it and supplied the symbol . The popular definition for the function is [36] 
with initial domain of x > 0. Furthermore, the domain can then be extended to all negative, nonintegral reals by the recursive relationship (x + 1) = x (x). An equivalent integral representation for the gamma function, with x > 0, is
while another definition, due to Karl Weierstrass (1815-1897), provides a connection between γ and , namely [3] ,
(1 + x/n) . The graph of y = (x) in the first quadrant is a smooth curve (FIGURE 1), which is concave upward and passes through the points (1, 1) and (2, 1) . Clearly the critical point of the curve is located between x = 1 and x = 2, but our current interest is with the slopes of the tangent lines at x = 1, 2, 3, . . . . By computing the logarithmic derivative of from Weierstrass' definition, we get
which then gives the surprising value (1) = −γ [27] . In general, for any integer n ≥ 2, the derivatives have the values
The
We note that is related to the circular functions by the beautiful and simple formula
for all real nonintegral x, and that is related to the zeta function by [3, 23] Euler's constant is related to the zeta function by several simple expressions
which, in fact, Euler used to calculate γ to, respectively, 5 and 12 decimal places [21] . The cosine integral has an equivalent formulation as [1, 22] Ci(
and the logarithmic integral can be written
Gauss used the logarithmic integral to approximate π(x), the number of primes less than or equal to x, since he conjectured li(x) was asymptotic to π(x). The British mathematician (and colleague of G. H. Hardy) J. E. Littlewood (1885-1977) studied li(x) and made important contributions concerning its distribution. Even though it appeared that π(x) < li(x) for all x, Littlewood proved that the inequality would be reversed (in fact, infinitely often) with the first instance occurring somewhere before x reaches 10 10 10 34 , known in the literature, henceforth, as the Skewes number [9] . Questions concerning the distribution of primes, which led to the Prime Number Theorem, and the zeros of the zeta function, which led to the Riemann Hypothesis, have been at the pinnacle of mathematics research for the past two hundred years.
Not every discussion of a topic related to γ has to involve high-level mathematics. Freshmen calculus students today have many technology resources to draw on. Their graphing calculators and computer algebra systems all come equipped with a large number of standard functions, including the function that returns the fractional part of a number. This is fpart(x) on the TI calculators and frac in Maple; it is commonly denoted in the literature by {x}.
The graph of y = {x} for x ≥ 1 is a sawtooth-like curve, with a jump discontinuity at each integer n ≥ 2, and each segment has length √ 2 with slope = 1. Our software can easily graph {x}/x 2 , also with discontinuities at each integer n ≥ 2. Shown in FIGURE 2, this curve reminds us of the Sidney Opera House. The area between this curve and the x-axis must then be a number bounded above by ln(x) dx is equal to γ + γ 1 − 1, where γ 1 ≈ −0.072816 is known as a "generalized Euler constant" (one of many) [18] . This constant is defined by
The generalized Euler constants γ n are important because they occur as coefficients in the Laurent series expansion of the zeta function, and in general are defined by [2, 17] 
We note in particular that γ 0 = γ .
One last interesting connection between γ and analysis involves solutions to certain differential equations. Certain solutions to the ordinary differential equation
are known as Bessel functions of order p. The functions are frequently encountered in applied mathematics and physics, as well as in analytic number theory [24] . If, in particular, p = 0, one series solution to x y + y + x y = 0 is termed Y 0 (x), where Y 0 (x) has the complicated form, which surprisingly includes γ ,
where the function
The function Y 0 (x) is known as the Bessel function of the second kind and of order zero.
Number theory
Some discussion has already been presented that addresses connections between γ and number theory, most notably with the distribution of the primes. There are some other interesting applications. The German mathematician Peter Dirichlet (1805-1859) proved in 1838 that the totality of divisors of the integers from 1 to n numbers approximately n ln(n) + 2γ − 1 , or to rephrase it [11, 34] ,
where τ is the standard "number of divisors" function. In particular, if n = 2500 then
and what this says is that, on the average, each integer from 1 to 2500 has about 8 divisors.
Suppose we select an integer n and a set S of positive integers that are all less than or equal to n and are in some arithmetic progression. We then compute the quotient n/s, for each s in S, and let d be the decimal by which n/s falls short of being an integer; thus d = Clearly, we could let S = {1, 2, 3, 4, . . . , n} since the integers are in arithmetic progression, but in fact the result also holds if S consists of all the primes p ≤ n.
Another application of γ to a situation that students might encounter concerns the summing of rearrangements of the alternating harmonic series with variable signs. Using "little-oh" notation, where a n = o(1) means lim n→∞ a n = 0, we can write
Students in calculus learn that the alternating harmonic series converges to ln(2),
but what about, say, the rearranged series
where the signs follow the pattern +, +, −? If we look at the 3nth partial sum
and, hence, S 3n → 3 2 ln(2). Formulas for other related series follow similarly. Students may wish to determine the sum of the rearrangement where p positive terms are followed by n negative terms, and then the pattern repeats [12] .
There are a variety of puzzle-type problems whose solutions involve the harmonic series [23] . Included here are the jeep-crossing-the-desert problem, the dominostacking-with-maximum-overhang problem (see the front cover of Dan Bonar's book Real Infinite Series, published by the MAA [6] ), and the problem of the worm crawling on a rubber rope (FIGURE 3). In this latter example, which appeared in one of Martin Gardner's "Mathematical Games" columns in Scientific American from a number of years ago, there is a worm, call him Willy, who crawls at the constant rate of one inch/second [19] . After every second, the rope is instantly stretched an additional yard in length. If Willy starts at the left end of the rope, which is initially a yard long, the question is whether he ever makes it to the right end (which seems quite impossible), and if so, when?
Figure 3 Worm on rubber rope
It follows that after t seconds, and before the rope is instantly stretched while Willy is taking a quick rest, his distance from the left end of the rope (i.e., back to his starting point) can be given by t t k=1 1 k . So if Willy is ever to reach the other end of the rope, then at that time the distance from the left end must agree with the total length of the rope, or t t k=1 1 k = 36t.
But t k=1
1 k = 36 can be approximated by ln(t) + γ = 36, so t ≈ e 36−γ . Hence, Willy does traverse the entire rope, but he's awfully old when he finishes his trek! In closing this account of the highly functional constant γ , we would be remiss in not mentioning the all-important, and still open question of whether γ is a rational or an irrational number. Nobody in their right mind would have any support or rationale for proclaiming γ to be rational, since nothing points in that direction. Some sophisticated work with continued fractions has been used to analyze both the character of γ and e γ (which Euler thought was equally as important a constant as γ ) [8] . Furthermore, it is known [8, 16, 23, 27 ] that if either γ or e γ = p/q, with integers p, q and ( p, q) = 1, then the denominator would have to be quite large. In fact, it would have to have thousands of digits; a recent result states that q would have to be larger than 10 242080 [7] . Sondow gives some interesting, but deep, criteria for γ being either rational or irrational [30] . Furthermore, it has been shown that if γ were an algebraic number satisfying an eighth degree polynomial equation with integer coefficients, then the Euclidean norm of these coefficients would have to be a huge number, which goes against the grain for γ 's being algebraic [27] . The safe bet is that γ is irrational, but in mathematics this claim has to be proved. This is the mathematician's way of saying, "it isn't over till the fat lady sings."
