Abstract. Due to their frequently observed lack of convexity and/or smoothness, stochastic programs with joint probabilistic constraints have been considered as a hard type of constrained optimization problems, which are rather demanding both from the computational and robustness point of view. Dependence of the set of solutions on the probability distribution rules out the straightforward construction of the convexitybased global contamination bounds for the optimal value; at least local results for probabilistic programs of a special structure will be derived. Several alternative approaches to output analysis will be mentioned.
Introduction
Consider the following abstract formulation of a stochastic program min x∈X (P ) G 0 (x, P )
where P is the probability distribution of a random vector ω with range Ω ⊂ IR M and both the criterion G 0 and the set of feasible solutions X (P ) ⊂ IR N may depend on P. We assume that in (1) X (P ) := {x ∈ X : G j (x, P ) ≤ 0, j = 1, . . . , J}
where G j (x, P ) ≤ 0 are joint probabilistic constraints such as
with g : IR N × Ω → IR K , K > 1; Individual probabilistic constraints correspond to K = 1. Probability level ε ∈ (0, 1) in (3) is fixed, prescribed by regulations or chosen by the decision maker.
Probabilistic constraints are sufficiently flexible and model well the intuitive requirements of system reliability or hedging against risk. Depending on the problem, multiple probabilistic constraints can be used. However, the set X (P ) is typically nonconvex, sometimes even disconnected, and functions G j (•, P ) need not be smooth. This is the reason why probabilistic programs have been recognized as hard optimization problems that are very demanding from the computational point of view. For a given probability distribution P, (1) with joint probabilistic constraints (3) is a nonlinear program and in principle, known algorithms can be adapted provided that checking feasibility is manageable and the set of feasible solutions is convex. In so doing, one has to cope with the fact that derivatives are expressed as surface or volume integrals, cf. Chapter 5 of [31] for an introductory survey and references.
The seminal results on convexity of problems with joint probabilistic constraints were proved by Prékopa, cf. [20] , under assumptions concerning both the function g and the probability distribution P.
holds true. The function m α : IR + × IR + × [0, 1] → IR is defined as follows:
If f (x) is an α-concave function then it is locally Lipschitz continuous, directionally differentiable and Clarke regular, i.e. directional derivatives f ′ (x, d) exist and
One of the most general results about convexity of X (P ) is the following extension of Prékopa's original theorem.
Theorem 1 (Theorem 4.39 in [31] ). Let the functions g k : IR N × IR M → IR ∀k be quasi-convex. Let ω ∈ IR M be a random vector that has an α-concave probability distribution, then the function P (ω :
The required joint quasi-convexity of g k (x, ω) is the main limitation for exploitation of this result. Theorem 1 is applicable e.g. for g k (x, ω) = −g k (x) + ω k ∀k, i.e. for separable joint probabilistic constraints. We refer to [21] , [22] and to Chapter 5 of [31] for details. Another favorable class are linear probabilistic constraints with Gaussian coefficients, see e.g. [22] , [32] .
To solve complex probabilistic programs one tries to simplify or reformulate the model, to approximate the probability distribution, etc. These approximations and simplifications ask for development of suitable validation techniques and for stability and robustness tests. See e.g. [15] for qualitative stability results under perturbations of all input data, including the probability distribution P, the set X and the probability level α.
Moreover, the probability distribution P itself need not be known completely. Nevertheless, the wish is to find a solution of (1) which is efficient and reliable enough to support sensible decisions. This gives a motivation for stability or robustness analysis of (1) with respect to perturbations of P. Dependence of the set of feasible solutions on P complicates the stability considerations substantially. We denote X * (P ) the set of optimal solutions, ϕ(P ) the optimal value of the objective function in (1) and we shall assume that ϕ(P ) is finite.
General stability results for (2) were proved by Römisch without any convexity assumptions; cf. Theorems 5 and 9 in [25] . Then the main stumbling block for their application is the requirement of the metric regularity property which is related with continuity of the set X (P ) when some perturbations of P are considered; see e.g. [1] for the general theory and [16] for specific results for probabilistic constraints. When, in addition, the set of optimal solutions is nonempty and bounded, the perturbed probability distribution, say Q, is close to the true one and the objective function is locally Lipschitz continuous one gets a local Lipschitz property of the optimal value
and upper semicontinuity of the set of optimal solutions. A proper selection of the probability distance d is crucial. These results were detailed mainly for separable linear probabilistic programs and α-concave probability distributions, see e.g. [16] , [25] , [26] .
Similarly as in [11] we shall focus on quantitative stability properties of the optimal value with respect to perturbations of P. In Section 2 we shall apply relatively simple ideas of output analysis based on the contamination technique initiated in [4] , [29] whose applications for stochastic programs with a fixed set of feasible decisions were elaborated e.g. in [8] , [12] . The considered special type of perturbations reduces the stability analysis of (2) to that for parametric programs with one-dimensional real parameter. At the same time, it gets on with needs for what-if-analysis or stress testing.
For stochastic programs whose set of feasible decisions does not depend on P and the objective function G 0 (x, P ) is linear or concave in P one obtains then global bounds for the optimal value function. Local contamination bounds for the optimal value function in (2) were derived in [11] under convexity of the set X and of functions G j (•, P ) ∀j. We shall discuss possible extensions of these results to problems with probabilistic constraints for which one cannot rely on convexity properties. In Section 3 some alternative recent approaches will be indicated.
Robustness Analysis via Contamination
Contamination means to model the perturbations of P by its contamination by another fixed probability distribution Q, i.e. to use P t := (1 − t)P + tQ, t ∈ [0, 1] in stochastic program (1) - (2) at the place of P. Then the set of feasible solutions of (2) for the contaminated probability distribution P t equals
For probabilistic programs G j (x, P ) = 1 − ε − H j (x, P ) with H j (x, P ) = P {ω : ω ∈ H j (x)} where H j (x) = {y ∈ IR s : g k (x, y) ≤ 0 for k ∈ K j } describes the j-th group of constraints depending on ω and on the decision vector x. Evidently,
We assume that the perturbed objective function G 0 (x, t) is also linear in t. The perturbed problem (2) is then the linearly perturbed parametric program
subject to
We denote X (t), ϕ(t), X * (t) the set of feasible solutions, the optimal value and the set of optimal solutions of (5)-(6). For t = 0, X (0), ϕ(0), X * (0) denote the set of feasible solutions, the optimal value and the set of optimal solutions of the initial unperturbed problem (1) with probabilistic constraints. We shall assume that X * (0) = ∅, i.e., that ϕ(0) is finite. Contamination technique was developed and applied for X (P ) independent of P and for expectation type objective G 0 (x, P ), cf. [8] , [12] . Assume that such stochastic program min
was solved for P and that its optimal value ϕ(P ) is finite. Consider a contaminated distribution
with Q another fixed probability distribution such that ϕ(Q) is finite. Via contamination, robustness analysis with respect to changes in P gets reduced to much simpler analysis of parametric program with scalar parameter t. The objective function in (7) is linear in P so that the perturbed objective This result allows us to construct bounds for ϕ(t)
i.e. the sought global contamination bounds for the perturbed optimal value ϕ(P t ). They quantify change in optimal value due to considered perturbations of (7). For parameter dependent sets of feasible solutions the optimal value function ϕ(t) is concave only under rather strict assumptions such as G j (x, t), j = 1, . . . , J jointly concave on X × [0, 1] (cf. Corollary 3.2 of [17] .) We shall examine how to construct computable local upper and lower contamination bounds (8) for the perturbed optimal value ϕ(t) for stochastic programs (1) with probabilistic constraints (3). These local bounds can be then exploited in robustness analysis of probabilistic programs with respect to small contamination of data, inclusion of additional scenarios, etc. The form of (8) suggests that we should concentrate on the existence and form of the directional derivatives and on assumptions under which for small t, the sets of feasible solutions X (t) remain fixed or the optimal value function ϕ(t) is concave.
There exist formulas for directional derivative ϕ(0 + ) based on the Lagrange function L(x, u, t) = G 0 (x, P t ) + j u j G j (x, P t ) for the contaminated problem. The generic formula
simplifies thanks to linearity of the Lagrange function with respect to the parameter t. The derivations proceed in accordance with the assumed properties of problem (5)- (6); consult section 4.3.2 of [1] . The directional derivative ϕ ′ (0 + ) provides information about the influence of contamination on the optimal value ϕ(t) for small t. It can be obtained without the second order sufficient condition, e.g. [14] , [28] , under assumptions which guarantee existence of a continuous trajectory x * (t) for a small contamination t. Besides of uniform compactness of X (t) for t > 0 and small enough, the approach assumes that the unperturbed problem has unique optimal solution x * (0) for which the MangasarianFromowitz constraint qualification holds. Multiple Lagrange multipliers, whose sets are bounded convex polyhedra, are not excluded and multiple optimal solutions may occur for t > 0.
Classical stability results for nonlinear parametric programs with a parameter dependent set of feasible solutions such as (6), including directional differentiability of the optimal value function, were first obtained by applying the Implicit Function Theorem to the first-order optimality conditions under assumptions that imply existence and uniqueness of the optimal solution and of the corresponding Lagrange multipliers for the unperturbed problem, see e.g. [13] . For the Lagrange function
with differentiable functions G j (•, t) and for X = IR N the optimal solution and the vector of the corresponding Lagrange multipliers for (6) have to satisfy the first-order optimality condition
Besides of the linear independence and the strict complementarity conditions valid at the optimal solution x * (0) of the unperturbed problem and at the corresponding vector of Lagrange multipliers u * (0), the derivation exploits also existence and nonsingularity of the Hessian matrix of the Lagrange function on the tangent space to the active constraints at x * (0), u * (0); see e.g. [1] , [13] . Then there exists t 0 > 0 and a smooth trajectory [x * (t), u * (t)] emanating from [x * (0), u * (0)] which satisfies the first-order optimality conditions for 0 ≤ t ≤ t 0 :
and the directional derivative
This approach was applied in [5] for probabilistic programs under the second order sufficient condition. Having in mind the nonsmooth character of probabilistic constraints we wish to get bounds for the optimal value function ϕ(t) under relaxed differentiability requirements. We shall see that thanks to the assumed structure of perturbations • lower bound for ϕ(t) can be derived for G(x, P ) linear (or concave) with respect to P without any smoothness or convexity assumptions with respect to x, • further assumptions are needed for derivation of an upper bound.
The lower bound for the optimal value function was derived in [11] for the assumed structure of perturbations without any smoothness or convexity assumptions with respect to x. Let us consider first only one probability constraint and an objective G 0 independent of P , i.e. the unperturbed problem is
Theorem 3 ( [11] ). Let X ⊂ IR N be a nonempty convex set, G(x, t) be a linear function of t ∈ [0, 1] and ϕ(t) be finite for all t ∈ [0, 1]. Then the optimal value function ϕ(t) := min
is quasi-concave on [0, 1] with the lower bound
When also the objective function depends on the probability distribution, i.e. on the contamination parameter t, the problem is
For G 0 (x, P ) linear in P , a lower bound can be obtained by application of the bound (10) separately to G 0 (x, P ) and G 0 (x, Q):
G 0 (x, P )} + t min{ϕ(1), min
The bound is more complicated but still computable. It requires solution of 4 problems two of which are the non-contaminated programs for probability distributions P, Q and the other ones use both P and Q alternating in the objective function and constraints. For multiple constraints and contaminated probability distributions it would be necessary to prove first the inclusion X (t) ⊂ X (0) ∪ X (1). Then the lower bound (12) for the optimal value ϕ(t) = min x∈X (t) G 0 (x, t) follows as in the case of one constraint.
Similarly as in [11] , trivial upper bounds for ϕ(t) can be obtained without any differentiability assumption if no constraint is active at x * (0) or if for all constraints active at x
is a feasible solution of (6), hence G 0 (x * (0), t) ≥ ϕ(t) for t small enough. Using linearity of G 0 with respect to t we obtain the upper bound
compare with (8) . An upper bound for ϕ(t) can be also constructed whenever there is at disposal a feasible solutionx ∈ X (P t ) which may occur due to the structure of the solved problem. A direct search forx ∈ X which satisfies constraints G j (x, 0) ≤ 0 ∀j and G j (x, 1) ≤ 0 ∀j may be manageable, namely, when Q = δ ω * is a degenerated probability distribution. Using it means to augment X by deterministic constraints g k (x, ω * ) ≤ 0, k ∈ K j , j = 1, . . . , J. For problems with one joint probability constraint one may solve min x∈X G(x, 1) subject to G(x, 0) ≤ 0.
These ideas, however, do not exploit the parametric form of constraints in the definition of X (P t ). For problems with one joint probabilistic constraint solution of parametric program
for increasing values of t may lead to the sought solutionx ∈ X (P t ) and to the upper bound ϕ(t) ≤ G 0 (x, t).
ILLUSTRATIVE EXAMPLE. In the jointly constrained probabilistic program min x 1 + x 2 subject to (14)
the random components (ω 1 , ω 2 ) are independent and have uniform distributions on the intervals [1, 4] and [1/3, 1] . It is a convex program and, thanks to the independence assumption, the explicit form of the optimal solution can be obtained directly: x * 1 (P ) . = 3.6735, x * 2 (P ) . = 2.7755 and ϕ(P ) . = 6.4480 for ε = .05; cf. [18] .
To stress the sample distribution we choose the extremal scenario (ω * 1 , ω * 2 ) = (1.02, 0.34). The optimal solution x * 1 (P ), x * 2 (P ) is infeasible for t = 1, x * 1 (Q) . = 4.4118, x * 2 (Q) . = 2.5000 and ϕ(Q) . = 6.9118. Hence, for all 0 ≤ t ≤ 1 the lower bound (10) for ϕ(t) is ϕ(P ) . = 6.4480. Solutionx 1 = 4.4725,x 2 = 2.4994 of the "upper bound problem" (13) obtained for t = 0 is feasible for all contaminated problems (7.0614 ≥ 7, 4.02 > 4). Then, the value 6.9719 =x 1 +x 2 is upper bound for ϕ(t) ∀t.
For differentiable functions G j properties of the set X (t) = X (P t ) for small t follow from results of [2] , [23] , [24] . Linear independence condition at x * (0) implies that x * (0) is a nondegenerate point, the vector u * (0) of Lagrange multipliers is unique and the problem (5)-(6) can be locally reduced to one with a fixed set of feasible solutions:
where T (z, t) is continuously differentiable and T (0, 0) = x * (0). However, the cost for obtaining a fixed set of feasible solutions is that linearity of the objective function with respect to t gets lost. This can be compared to the situation described in detail in Example 1 of [3] for stochastic linear program with individual probabilistic constraints and random right-hand sides ω k . Using quantiles of marginal probability distributions, the problem can be cast into the form of a linear program for which the dual feasible set is fixed, independent of P. However, the quantiles of the contaminated marginal probability distributions that appear as parameter dependent coefficients in the dual objective function are not linear in t.
Conclusions and alternative approaches
Whereas there exists a general lower bound, our discussion indicates that there are limited possibilities to construct local upper contamination bounds for nonconvex probabilistic programs when differentiability cannot be guaranteed.
In paper [3] , an indirect approach was suggested: To apply contamination technique to a penalty reformulation of the probabilistic program. Then the set of feasible solutions does not depend on P and for the approximate problem, global bounds (8) follow. We refer to Example 4 of [3] for numerical results related with the illustrative example (14) .
Another way how to get an upper bound for the optimal value of the probabilistic program is to apply the worst-case analysis with respect to a whole set P of considered probability distributions, cf. [19] , [33] . This means to hedge against all probability distributions belonging to the chosen ambiguity set and to solve the following problem: min
subject to P (ω : g(x, ω) ≤ 0) ≥ 1 − ε ∀P ∈ P.
The problem (16)- (17) need not be more complicated than the underlying probabilistic program. Its tractability depends on function g(x, ω) and on the choice of the ambiguity set P. In [19] , P is the Prokhorov neighborhood of the true probability distribution P, whereas in [33] , P contains probability distributions with a given mean, covariance matrix and support. In the last case, (16)- (17) can be solved via semidefinite optimization techniques. The results depend on the input information and similarly as in [10] , their stability should be studied.
