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Abstract. We introduce local iterated function systems and present some of
their basic properties. A new class of local attractors of local iterated function
systems, namely local fractal functions, is constructed. We derive formulas so
that these local fractal functions become elements of various function spaces,
such as the Lebesgue spaces Lp, the smoothness spaces Cn, the homogeneous
Ho¨lder spaces C˙s, and the Sobolev spaces Wm,p.
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1. Introduction
Iterated function systems, for short IFSs, are a powerful means for describing
fractal sets and for modeling or approximating natural objects. IFSs were first
introduced in [4, 12] and subsequently investigated by numerous authors. Within
the fractal image compression community a generalization of IFSs was proposed in
[7] whose main purpose was to obtain efficient algorithms for image coding.
In [6], this generalization of a traditional IFS, called a local IFS, was reconsidered
but now from the viewpoint of approximation theory and from the standpoint of
developing computationally efficient numerical methods based on fractal method-
ologies. In the current paper, we continue this former exploration of local IFSs and
consider a special class of attractors, namely those that are the graphs of functions.
We will derive conditions under which such local fractal functions are elements of
certain function spaces which are important in harmonic analysis and numerical
mathematics.
The structure of this paper is as follows. We present the traditional IFSs in
Section 2 in a more general and modern setting and state some of their properties.
Section 3 introduces local IFSs and discusses some characteristics of this newly
rediscovered concept. Local fractal functions and their connection to local IFSs
are investigated in Section 4. In Section 5 we briefly consider tensor products of
local fractal functions. Local fractal functions in Lebesgue spaces are presented in
Section 6, in smoothness and Ho¨lder spaces in Section 7, and in Sobolev spaces in
Section 8.
2. Iterated Function Systems
In this section, we introduce the traditional IFS and highlight some of its funda-
mental properties. For more details and proofs, we refer the reader to [2, 4, 8, 12]
and the references stated therein.
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2 PETER R. MASSOPUST
Throughout this paper, we use the following notation. The set of positive integers
is denoted by N := {1, 2, 3, . . .}, the set of nonnegative integers by N0 = N ∪ {0},
and the ring of integers by Z. We denote the closure of a set S by S and its interior
by
◦
S. In the following, (X, dX) always denotes a complete metric space with metric
dX.
Definition 1. Let N ∈ N. If fn : X → X, n = 1, 2, . . . , N, are continuous map-
pings, then F := (X; f1, f2, ..., fN ) is called an iterated function system (IFS).
By a slight abuse of notation and terminology, we use the same symbol F for
the IFS, the set of functions in the IFS, and for the following set-valued mapping
defined on the class of all subsets 2X of X. Define F : 2X → 2X by
F(B) :=
⋃
f∈F
f(B), B ∈ 2X.
Denote by H = H(X) the hyperspace of all nonempty compact subsets of X.
The hyperspace (H, dH) becomes a complete metric space when endowed with the
Hausdorff metric dH (cf. [10])
dH(A,B) := max{max
a∈A
min
b∈B
dX(a, b),max
b∈B
min
a∈A
dX(a, b)}.
Since F (H) ⊂ H, we can also treat F as a mapping F : H → H. When U ⊂ X
is nonempty, we may write H(U) = H(X) ∩ 2U . We denote by |F| the number of
distinct mappings in F .
A metric space X is termed locally compact if every point of X has a neighbor-
hood that contains a compact neighborhood. The following information, a proof of
which can be found in [8], is foundational.
Theorem 1. (i) If (X, dX) is compact then (H, dH) is compact.
(ii) If (X, dX) is locally compact then (H, dH) is locally compact.
(iii) If X is locally compact, or if each f ∈ F is uniformly continuous, then
F : H→ H is continuous.
(iv) If f : X→X is a contraction mapping for each f ∈ F , then F : H→ H is
a contraction mapping.
For B ⊂ X, let Fk(B) denote the k-fold composition of F , i.e., the union of fi1 ◦
fi2 ◦ · · · ◦ fik(B) over all finite words i1i2 · · · ik of length k. Define F0(B) := B.
Definition 2. A nonempty compact set A ⊂ X is said to be an attractor of the
IFS F if
(i) F(A) = A, and if
(ii) there exists an open set U ⊂ X such that A ⊂ U and limk→∞ Fk(B) = A,
for all B ∈ H(U), where the limit is in the Hausdorff metric.
The largest open set U such that (ii) is true is called the basin of attraction (for
the attractor A of the IFS F).
Note that if U1 and U2 satisfy condition (ii) in Definition 2 for the same attractor
A then so does U1 ∪ U2. We also remark that the invariance condition (i) is not
needed; it follows from (ii) for B := A.
We will use the following observation [14, Proposition 3 (vii)], [9, p.68, Proposi-
tion 2.4.7].
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Lemma 1. Let {Bk}∞k=1 be a sequence of nonempty compact sets such that Bk+1 ⊂
Bk, for all k ∈ N. Then ∩k≥1Bk = limk→∞Bk where convergence is with respect
to the Haudorff metric dH.
The next result shows how one may obtain the attractor A of an IFS. For the
proof, we refer the reader to [8]. Note that we do not assume that the functions in
the IFS F are contractive.
Theorem 2. Let F be an IFS with attractor A and basin of attraction U. If the
map F : H(U)→ H(U) is continuous then
A =
⋂
K≥1
⋃
k≥K
Fk(B), for all B ⊂ U such that B ∈ H(U).
The quantity on the right-hand side here is sometimes called the topological
upper limit of the sequence
{Fk(B) | k ∈ N}. (See, for instance, [10].)
A subclass of IFSs is obtained by imposing additional conditions on the functions
that comprise the IFS. The definition below introduces this subclass.
Definition 3. An IFS F = (X; f1, f2, . . . , fN ) is called contractive if there exists
a metric d∗ on X, which is equivalent to d, such that each f ∈ F is a contraction
with respect to the metric d∗, i.e., there is a constant c ∈ [0, 1) such that
d∗(f(x1), f(x2)) ≤ c d(x1, x2),
for all x1, x2 ∈ X.
By item (iv) in Theorem 1, the mapping F : H→ H is then also contractive on
the complete metric space (H, dH), and thus possesses a unique attractor A. This
attractor satisfies the self-referential equation
(2.1) A = F(A) =
⋃
f∈F
f(A).
In the case of a contractive IFS, the basin of attraction for A is X and the attractor
can be computed via the following procedure: Let K0 be any set in H(X) and
consider the sequence of iterates
Km := F(Km−1) = Fm(K0), m ∈ N.
Then Km converges in the Hausdorff metric to the attractor A as m → ∞, i.e.,
dH(Km, A)→ 0 as m→∞.
For the remainder of this paper, the emphasis will be on contractive IFSs, re-
spectively, contractive local IFSs. We will see that the self-referential equation (2.1)
plays a fundamental role in the construction of fractal sets and in the determination
of their geometric and analytic properties.
3. From IFS to Local IFS
The concept of local iterated function system is a generalization of an IFS as
defined above and was first introduced in [7] and reconsidered in [6]. In what
follows, N ∈ N always denotes a positive integer and NN := {1, . . . , N}.
Definition 4. Suppose that {Xi | i ∈ NN} is a family of nonempty subsets of a
metric space X. Further assume that for each Xi there exists a continuous mapping
fi : Xi → X, i ∈ NN . Then Floc := {X; (Xi, fi) | i ∈ NN} is called a local iterated
function system (local IFS).
4 PETER R. MASSOPUST
Note that if each Xi = X, then Definition 4 coincides with the usual definition
of a standard (global) IFS on a complete metric space. However, the possibility of
choosing the domain for each continuous mapping fi different from the entire space
X adds additional flexibility as will be recognized in the sequel.
Definition 5. A local IFS Floc is called contractive if there exists a metric d∗
equivalent to d with respect to which all functions f ∈ Floc are contractive (on their
respective domains).
With a local IFS we associate a set-valued operator Floc : 2X → 2X by setting
(3.1) Floc(S) :=
N⋃
i=1
fi(S ∩ Xi).
By a slight abuse of notation, we use the same symbol for a local IFS and its
associated operator.
Definition 6. A subset A ∈ 2X is called a local attractor for the local IFS
{X; (Xi, fi) | i ∈ NN} if
(3.2) A = Floc(A) =
N⋃
i=1
fi(A ∩ Xi).
In (3.2) we allow for A ∩ Xi to be the empty set. Thus, every local IFS has at
least one local attractor, namely A = ∅. However, it may also have many distinct
ones. In the latter case, if A1 and A2 are distinct local attractors, then A1 ∪A2 is
also a local attractor. Hence, there exists a largest local attractor for Floc, namely
the union of all distinct local attractors. We refer to this largest local attractor as
the local attractor of a local IFS Floc.
Remark 1. There exists an alternative definition for (3.1). We could consider the
mappings fi as defined on all of X in the following sense: For any S ∈ 2X, let
fi(S) :=
{
fi(S ∩ Xi), S ∩ Xi 6= ∅;
∅, S ∩ Xi = ∅,
i ∈ NN .
Now suppose that X is compact and the Xi, i ∈ NN , are closed, i.e., compact in
X. If in addition the local IFS {X; (Xi, fi) | i ∈ NN} is contractive then the local
attractor can be computed as follows. Let K0 := X and set
Kn := Floc(Kn−1) =
⋃
i∈NN
fi(Kn−1 ∩ Xi), n ∈ N.
Then {Kn |n ∈ N0} is a decreasing nested sequence of compact sets. If each Kn is
nonempty then by the Cantor Intersection Theorem,
K :=
⋂
n∈N0
Kn 6= ∅.
Using [14, Proposition 3 (vii)], we see that
K = lim
n→∞Kn,
where the limit is taken with respect to the Hausdorff metric on H. This implies
that
K = lim
n→∞Kn = limn→∞
⋃
i∈NN
fi(Kn−1 ∩ Xi) =
⋃
i∈NN
fi(K ∩ Xi) = Floc(K).
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Thus, K = Aloc. A condition which guarantees that each Kn is nonempty is that
fi(Xi) ⊂ Xi, i ∈ NN . (See also [7].)
In the above setting, one can derive a relation between the local attractor Aloc
of a contractive local IFS {X; (Xi, fi) | i ∈ NN} and the (global) attractor A of the
associated (global) IFS {X; fi | i ∈ NN}. To this end, let the sequence {Kn |n ∈ N0}
be defined as above. The unique attractor A of the IFS F := {X; fi | i ∈ NN} is
obtained as the fixed point of the set-valued map F : H→ H,
(3.3) F(B) =
⋃
i∈NN
fi(B),
where B ∈ H. If the IFS F is contractive, then the set-valued mapping (3.3) is
contractive on H and its unique fixed point is obtained as the limit of the sequence
of sets {An |n ∈ N0} with A0 := X and
An := F(An−1), n ∈ N.
Note that K0 = A0 = X and, assuming that Kn−1 ⊆ An−1, n ∈ N, it follows by
induction that
Kn =
⋃
i∈NN
fi(Kn−1 ∩Xi) ⊆
⋃
i∈NN
fi(Kn−1) ⊆
⋃
i∈NN
fi(An−1) = An.
Hence, upon taking the limit with respect to the Hausdorff metric as n → ∞, we
obtain Aloc ⊆ A. This proves the next result.
Proposition 1. Let X be a compact metric space and let Xi, i ∈ NN , be closed,
i.e., compact in X. Suppose that the local IFS Floc := {X; (Xi, fi) | i ∈ NN} and the
IFS F := {X; fi | i ∈ NN} are both contractive. Then the local attractor Aloc of Floc
is a subset of the attractor A of F .
Contractive local IFSs are point-fibered provided X is compact and the subsets
Xi, i ∈ NN , are closed. To show this, define the code space of a local IFS by
Ω :=
∏
n∈N NN and endowed it with the product topology T. It is known that Ω is
metrizable and that T is induced by the metric dF : Ω× Ω→ R,
dF (σ, τ) :=
∑
n∈N
|σn − τn|
(N + 1)n
,
where σ = (σ1 . . . σn . . .) and τ = (τ1 . . . τn . . .). (As a reference, see for instance
[10], Theorem 4.2.2.) The elements of Ω are called codes.
Define a set-valued mapping γ : Ω→ K(X), where K(X) denotes the hyperspace
of all compact subsets of X, by
γ(σ) :=
∞⋂
n=1
fσ1 ◦ · · · ◦ fσn(X),
where σ = (σ1 . . . σn . . .). Then γ(σ) is point-fibered, i.e., a singleton. Moreover, in
this case, the local attractor A equals γ(Ω). (For details about point-fibered IFSs
and attractors, we refer the interested reader to [13], Chapters 3–5.)
Example 1. Let X := [0, 1] × [0, 1] and suppose that 0 < x2 < x1 < 1 and
0 < y2 < y1 < 1. Define
X1 := [0, x1]× [0, y1] and X2 := [x2, 1]× [y2, 1].
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Furthermore, let fi : Xi → X, i = 1, 2, be given by
f1(x, y) := (s1x, s1y) and f2(x, y) := (s2x+ (1− s2)x2, s2y + (1− s2)y2),
respectively, where s1, s2 ∈ [0, 1).
The (global) IFS {X; f1, f2} has the line segment A = {(x, y2x2 x) | 0 ≤ x ≤ x2}
as its unique attractor. The local attractor of the local IFS {X; (X1, f1), (X2, f2)}
is given by Aloc = {(0, 0)} ∪ {(x2, y2)}, the union of the fixed point for f1 and f2,
respectively.
4. Local Fractal Functions
In this section, we introduce bounded local fractal functions as the fixed points
of operators acting on the complete metric space of bounded functions. We will
see that the graph of a local fractal functions is the local attractor of an associated
local IFS and that the set of discontinuities of a bounded local fractal function is
at most countably infinite. We follow the exhibition presented in [6].
To this end, let X be a nonempty connected set and {Xi | i ∈ NN} a family of
nonempty connected subsets of X. Suppose {ui : Xi → X | i ∈ NN} is a family of
bijective mappings with the property that
(P) {ui(Xi) | i ∈ NN} forms a (set-theoretic) partition of X: X =
⋃N
i=1 ui(Xi)
and ui(Xi) ∩ uj(Xj) = ∅, for all i 6= j ∈ NN .
Now suppose that (Y, dY) is a complete metric space with metric dY. A mapping
f : X → Y is called bounded (with respect to the metric dY) if there exists an
M > 0 so that for all x1, x2 ∈ X, dY(f(x1), f(x2)) < M .
Denote by B(X,Y) the set
B(X,Y) := {f : X → Y | f is bounded}.
Endowed with the metric
d(f, g) := sup
x∈X
dY(f(x), g(x)),
(B(X,Y), d) becomes a complete metric space. In a similar fashion, we define
B(Xi,Y), i ∈ NN .
Under the usual addition and scalar multiplication of functions, the spaces
B(Xi,Y) and B(X,Y) become metric linear spaces [19]. Recall that a metric
linear space is a vector space endowed with a metric under which the operations
of vector addition and scalar multiplication become continuous.
For i ∈ NN , let vi : Xi × Y → Y be a mapping that is uniformly contractive in
the second variable, i.e., there exists an ` ∈ [0, 1) so that for all y1, y2 ∈ Y
(4.1) dY(vi(x, y1), vi(x, y2)) ≤ ` dY(y1, y2), ∀x ∈ X.
Define a Read-Bajactarevic´ (RB) operator Φ : B(X,Y)→ YX by
(4.2) Φf(x) :=
N∑
i=1
vi(u
−1
i (x), fi ◦ u−1i (x))χui(Xi)(x),
where fi := f |Xi and
χM (x) :=
{
1, x ∈M
0, x /∈M ,
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denotes the characteristic function of a set M . Note that Φ is well-defined, and
since f is bounded and each vi contractive in its second variable, Φf ∈ B(X,Y).
Moreover, by (4.1), we obtain for all f, g ∈ B(X,Y) the following inequality:
d(Φf,Φg) = sup
x∈X
dY(Φf(x),Φg(x))
= sup
x∈X
dY(v(u
−1
i (x), fi(u
−1
i (x))), v(u
−1
i (x), gi(u
−1
i (x))))
≤ ` sup
x∈X
dY(fi ◦ u−1i (x), gi ◦ u−1i (x)) ≤ ` dY(f, g).(4.3)
To simplify notation, we had set v(x, y) :=
∑N
i=1 vi(x, y)χXi(x) in the above equa-
tion. In other words, Φ is a contraction on the complete metric space B(X,Y)
and, by the Banach Fixed Point Theorem, has therefore a unique fixed point f in
B(X,Y). This unique fixed point will be called a local fractal function f = fΦ
(generated by Φ).
Next, we would like to consider a special choice of mappings vi. To this end, we
require the concept of an F -space. We recall that a metric d : Y×Y→ R is called
complete if every Cauchy sequence in Y converges with respect to d to a point of
Y, and translation-invariant if d(x+ a, y + a) = d(x, y), for all x, y, a ∈ Y.
Definition 7. A topological vector space Y is called an F -space [19] if its topology
is induced by a complete translation-invariant metric d.
Now suppose that Y is an F -space. Denote its metric by dY. We define mappings
vi : Xi × Y→ Y by
(4.4) vi(x, y) := λi(x) + Si(x) y, i ∈ NN ,
where λi ∈ B(Xi,Y) and Si : Xi → R is a function.
If in addition we require that the metric dY is homogeneous, that is,
dY(αy1, αy2) = |α|dY(y1, y2), ∀α ∈ R ∀y1.y2 ∈ Y,
then vi given by (4.4) satisfies condition (4.1) provided that the functions Si are
bounded on Xi with bounds in [0, 1). For then
dY(λi(x) + Si(x) y1, λi(x) + Si(x) y2) = dY(Si(x) y1, Si(x) y2)
= |Si(x)|dY(y1, y2)
≤ ‖Si‖∞,Xi dY(y1, y2)
≤ s dY(y1, y2).
Here, we denoted the supremum norm with respect to Xi by ‖ • ‖∞,Xi , and set
s := max{‖Si‖∞,Xi | i ∈ NN}.
Thus, for a fixed set of functions {λ1, . . . , λN} and {S1, . . . , SN}, the associated
RB operator (4.2) has now the form
Φf =
N∑
i=1
λi ◦ u−1i χui(Xi) +
N∑
i=1
(Si ◦ u−1i ) · (fi ◦ u−1i )χui(Xi),
or, equivalently,
Φfi ◦ ui = λi + Si · fi, on Xi, ∀ i ∈ NN ,
with fi = f |Xi .
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Theorem 3. Let Y be an F -space with homogeneous metric dY. Let X be a
nonempty connected set and {Xi | i ∈ NN} a collection of nonempty connected sub-
sets of X. Suppose that {ui : Xi → X | i ∈ NN} is a family of bijective mappings
satisfying property (P).
Let λ := (λ1, . . . , λN ) ∈
N×
i=1
B(Xi,Y) and S := (S1, . . . , SN ) ∈
N×
i=1
B(Xi,R).
Define a mapping Φ :
(
N×
i=1
B(Xi,Y)
)
×
(
N×
i=1
B(Xi,R)
)
×B(X,Y)→ B(X,Y) by
(4.5) Φ(λ)(S)f =
N∑
i=1
λi ◦ u−1i χui(Xi) +
N∑
i=1
(Si ◦ u−1i ) · (fi ◦ u−1i )χui(Xi).
If max{‖Si‖∞,Xi | i ∈ NN} < 1 then the operator Φ(λ)(S) is contractive on the com-
plete metric space B(X,Y) and its unique fixed point f satisfies the self-referential
equation
(4.6) f =
N∑
i=1
λi ◦ u−1i χui(Xi) +
N∑
i=1
(Si ◦ u−1i ) · (fi ◦ u−1i )χui(Xi),
or, equivalently
(4.7) f ◦ ui = λi + Si · fi, on Xi, ∀ i ∈ NN ,
where fi = f|Xi .
Proof. The statements follow directly from the considerations preceding the theo-
rem. 
The fixed point f in (4.6) is called a bounded local fractal function or, for
short, local fractal function.
Remark 2. Note that the local fractal function f generated by the operator Φ defined
by (4.5) does not only depend on the family of subsets {Xi | i ∈ NN} but also on
the two N -tuples of bounded functions λ ∈ N×
i=1
B(Xi,Y) and S ∈
N×
i=1
B(Xi,R). The
fixed point f should therefore be written more precisely as f(λ)(S). However, for the
sake of notational simplicity, we usually suppress this dependence for both f and Φ.
Example 2. Suppose X := [0, 1] and Y := R. In Figure 1, we display the graph of
a randomly generated local fractal function where the λi’s and the Si’s were chosen
to have random constant values.
The following result found in [11] and, in more general form, in [16] is the ex-
tension to the setting of local fractal functions.
Theorem 4. The mapping λ 7→ f(λ) defines a linear isomorphism from N×
i=1
B(Xi,Y)
to B(X,Y).
Proof. Let α, β ∈ R and let λ,µ ∈ N×
i=1
B(Xi,Y). Injectivity follows immediately
from the fixed point equation (4.6) and the uniqueness of the fixed point: λ = µ
⇐⇒ f(λ) = f(µ), .
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Figure 1. A randomly generated local fractal function
Linearity follows from (4.6), the uniqueness of the fixed point and injectivity:
f(αλ+ βµ) =
N∑
i=1
(αλi + βµi) ◦ u−1i χui(Xi)
+
N∑
i=1
(Si ◦ u−1i ) · (f∗i (αλ+ βµ) ◦ u−1i )χui(Xi)
and
αf(λ) + βf(µ) =
N∑
i=1
(αλi + βµi) ◦ u−1i χui(Xi)
+
N∑
i=1
(Si ◦ u−1i ) · (αf∗i (λ) + βf∗i (µ)) ◦ u−1i )χui(Xi).
Hence, f(αλ+ βµ) = αf(λ) + βf(µ).
For surjectivity, we define λi := f ◦ ui − Si · f, i ∈ NN . Since f ∈ B(X,Y), we
have λ ∈ N×
i=1
B(Xi,Y). Thus, f(λ) = f. 
The next results gives information about the set of discontinuities of a bounded
local fractal function f. The proof can be found in [6].
Theorem 5. Let Φ be given as in (4.5). Assume that for all i ∈ NN the ui are
contractive and the λi are continuous on Xi. Further assume that
max {‖Si‖∞,Xi | i ∈ NN} < 1,
and that the fixed point f is bounded everywhere. Then the set of discontinuities of
f is at most countably infinite.
Next, we exhibit the relation between the graph G of the fixed point f of the
operator Φ given by (4.5) and the local attractor of an associated contractive local
IFS. To this end, we need to require that X is a closed subset of a complete metric
space, hence complete itself. Consider the complete metric space X×Y and define
mappings wi : Xi × Y→ X× Y by
wi(x, y) := (ui(x), vi(x, y)), i ∈ NN .
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Assume that the mappings vi : Xi × Y → Y in addition to being uniformly con-
tractive in the second variable are also uniformly Lipschitz continuous in the first
variable, i.e., that there exists a constant L > 0 so that for all y ∈ Y,
dY(vi(x1, y), vi(x2, y)) ≤ LdX(x1, x2), ∀x1, x2 ∈ Xi, ∀i ∈ NN .
Denote by a := max{ai | i ∈ NN} the largest of the Lipschitz constants of the
mappings ui : Xi → X and let θ := 1−a2L . It is straight-forward to show that the
mapping dθ : (X× Y)× (X× Y)→ R given by
dθ := dX + θ dY
is a metric for X× Y compatible with the product topology on X× Y.
Theorem 6. The familyWloc := {X×Y; (Xi×Y, wi) | i ∈ NN} is a contractive local
IFS in the metric dθ and the graph G(f) of the local fractal function f associated
with the operator Φ given by (4.5) is an attractor of Wloc. Moreover,
(4.8) G(Φf) =Wloc(G(f)),
where Wloc denotes the set-valued operator (3.1) associated with the local IFS Wloc.
Proof. We first show that {X×Y; (Xi ×Y, wi) | i ∈ NN} is a contractive local IFS.
For this purpose, let (x1, y1), (x2, y2) ∈ Xi × Y, i ∈ NN , and note that
dθ(wi(x1, y1), wi(x2, y2)) = dX(ui(x1), ui(x2)) + θdY(vi(x1, y1), vi(x2, y2))
≤ a dX(x1, x2) + θdY(vi(x1, y1), vi(x2, y1))
+ θdY(vi(x2, y1), vi(x2, y2))
≤ (a+ θL)dX(x1, x2) + θ s dY(y1, y2)
≤ q dθ((x1, y1), (x2, y2)).
Here we used (4.1) and set q := max{a+ θL, s} < 1.
The graph G(f) of f is an attractor for the contractive local IFS Wloc, for
Wloc(G(f)) =
N⋃
i=1
wi(G(f) ∩ Xi) =
N⋃
i=1
wi({(x, f(x) |x ∈ Xi}
=
N⋃
i=1
{(ui(x), vi(x, f(x))) |x ∈ Xi} =
N⋃
i=1
{(ui(x), f(ui(x))) |x ∈ Xi}
=
N⋃
i=1
{(x, f(x)) |x ∈ ui(Xi)} = G(f).
That (4.8) holds follows from the above computation and the fixed point equation
for f written in the form
f ◦ ui(x) = vi(x, f(x)), x ∈ Xi, i ∈ NN . 
5. Tensor Products of Local Fractal Functions
In this section, we define the tensor product of local fractal functions thus ex-
tending the previous construction to higher dimensions.
For this purpose, we follow the notation and of the previous section, and assume
that X and X are nonempty connected sets, and {Xi | i ∈ NN} and {Xi | i ∈ NN}
are families of nonempty connected subsets of X and X, respectively. Analogously,
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we define finite families of bijections {ui : Xi → X | i ∈ NN} and {ui : Xi → X | i ∈
NN} requiring both to satisfy condition (P).
Furthermore, we assume that (Y, ‖ • ‖Y) is a Banach algebra, i.e., a Banach
space that is also an associate algebra for which multiplication is continuous:
‖y1y2‖Y ≤ ‖y1‖Y ‖y2‖Y, ∀ y1, y2 ∈ Y.
Let f ∈ B(X,Y) and f ∈ B(X,Y). The tensor product of f with f , written
f ⊗ f : X ×X → Y, with values in Y is defined by
(f ⊗ f)(x, x) := f(x)f(x), ∀ (x, x) ∈ X ×X.
As f and f are bounded, the inequality
‖(f ⊗ f)(x, x)‖Y = ‖f(x)f(x‖Y ≤ ‖f(x)‖Y ‖f(x)‖Y,
implies that f ⊗ f is bounded. Under the usual addition and scalar multiplication
of functions, the set
B(X ×X,Y) := {f ⊗ f : X ×X → Y | f ⊗ f is bounded}
becomes a complete metric space when endowed with the metric
d(f ⊗ f, g ⊗ g) := sup
x∈X
‖f(x)− g(x)‖Y + sup
x∈X
‖f(x)− g(x)‖Y.
Now let Φ : B(X,Y) → B(X,Y) and Φ : B(X,Y) → B(X,Y) be contractive RB-
operators of the form (4.2). We define the tensor product of Φ with Φ to be the
RB-operator Φ⊗ Φ : B(X ×X,Y)→ B(X ×X,Y) given by
(Φ⊗ Φ)(f ⊗ f) := (Φf)⊗ (Φf).
It follows that Φ⊗Φ maps bounded functions to bounded functions. Furthermore,
Φ ⊗ Φ is contractive on the complete metric space (B(X ×X,Y), d). To see this,
note that
sup
x∈X
‖(Φf)(x)− (Φg)(x)‖Y + sup
x∈X
‖(Φf)(x)− (Φg)(x)‖Y
≤ ` sup
x∈X
‖f(x)− g(x)‖Y + ` sup
x∈X
‖f(x)− g(x)‖Y
≤ max{`, `} d(f ⊗ f, g ⊗ g),
where we used (4.3) and denoted the uniform contractivity constant of Φ by `.
The unique fixed point of the RB-operator Φ⊗Φ will be called a tensor product
local fractal function and its graph a tensor product local fractal surface.
6. Lebesgue Spaces Lp(R)
We may construct local fractal functions on spaces other than B(X,Y). (See also
[6].) In this section, we derive conditions under which local fractal functions are
elements of the Lebesgue spaces Lp for p > 0. To this end, we assume again that
the functions vi are given by (4.4) and that X := [0, 1] and Y := R. We consider the
metric on R and X = [0, 1] as being induced by the L1-norm. Note that endowed
with this norm B(X,R) becomes a Banach space.
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Recall that the Lebesgue spaces Lp[0, 1], 1 ≤ p ≤ ∞, are obtained as the com-
pletion of the space C[0, 1] of real-valued continuous functions on [0, 1] with respect
to the Lp-norm
‖f‖Lp :=
(∫
[0,1]
|f(x)|p dx
)1/p
.
For 0 < p < 1, the spaces Lp(R) are defined as above but instead of a norm, a
metric is used to obtain completeness. More precisely, define
dp(f, g) := ‖f − g‖pLp ,
where ‖•‖Lp is the norm introduced above. Then (Lp(R), dp) is an F -space. (Note
that the inequality (a + b)p ≤ ap + bp holds for all a, b ≥ 0.) For more details, we
refer to [20].
We have the following result for RB-operators defined on the Lebesgue spaces
Lp[0, 1], 0 < p ≤ ∞. The case p ∈ [1,∞] was already considered in [6], but for the
sake of completeness we reproduce the proof.
Theorem 7. Suppose that {Xi | i ∈ NN} is a family of half-open intervals of [0, 1].
Further suppose that {x0 := 0 < x1 < · · · < xN := 1} is a partition of [0, 1]
and that {ui | i ∈ NN} is a family of affine mappings from Xi onto [xi−1, xi),
i = 1, . . . , N − 1, and from X+N := XN ∪ u−1N (1−) onto [xN−1, xN ], where uN maps
XN onto [xN−1, xN ).
The operator Φ : Lp[0, 1]→ R[0,1], p ∈ (0,∞], defined by
(6.1) Φg :=
N∑
i=1
(λi ◦ u−1i )χui(Xi) +
N∑
i=1
(Si ◦ u−1i ) · (gi ◦ u−1i )χui(Xi),
where gi = g|Xi , λi ∈ Lp(Xi, [0, 1]) and Si ∈ L∞(Xi,R), i ∈ NN , maps Lp[0, 1]
into itself. Moreover, if
(6.2)

N∑
i=1
ai ‖Si‖p∞,Xi < 1, p ∈ (0, 1);
(
N∑
i=1
ai ‖Si‖p∞,Xi
)1/p
< 1, p ∈ [1,∞);
max {‖Si‖∞,Xi | i ∈ NN} < 1, p =∞,
where ai denotes the Lipschitz constant of ui, then Φ is contractive on L
p[0, 1] and
its unique fixed point f is an element of Lp[0, 1].
Proof. Note that under the hypotheses on the functions λi and Si as well as the
mappings ui, Φf is well-defined and an element of L
p[0, 1]. It remains to be shown
that under conditions (6.2), Φ is contractive on Lp[0, 1].
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We start with 1 ≤ p <∞. If g, h ∈ Lp[0, 1] then
‖Φg − Φh‖Lpp =
∫
[0,1]
|Φg(x)− Φh(x)|pdx
=
∫
[0,1]
∣∣∣∣∣
N∑
i=1
(Si ◦ u−1i )(x)[(gi ◦ u−1i )(x)− (hi ◦ u−1i )(x)]χui(Xi)(x)
∣∣∣∣∣
p
dx
=
N∑
i=1
∫
[xi−1,xi]
∣∣(Si ◦ u−1i )(x)[(gi ◦ u−1i )(x)− (hi ◦ u−1i )(x)]∣∣p dx
=
N∑
i=1
ai
∫
Xi
|Si(x)[gi(x)− hi(x)]|p dx
≤
N∑
i=1
ai ‖Si‖p∞,Xi
∫
Xi
|gi(x)− hi(x)|p dx =
N∑
i=1
ai ‖Si‖p∞,Xi ‖gi − hi‖
p
Lp,Xi
=
N∑
i=1
ai ‖Si‖p∞,Xi ‖gi − hi‖
p
Lp ≤
(
N∑
i=1
ai ‖Si‖p∞,Xi
)
‖g − h‖pLp .
The case 0 < p < 1 now follows in similar fashion. We again have after substitution
and rearrangement
dp(Φg,Φh) =
N∑
i=1
ai
∫
Xi
|Si(x)[gi(x)− hi(x)]|p dx
=
N∑
i=1
ai ‖Si‖p∞,Xi ‖gi − hi‖
p
Lp ≤
(
N∑
i=1
ai ‖Si‖p∞,Xi
)
‖g − h‖pLp
=
(
N∑
i=1
ai ‖Si‖p∞,Xi
)
dp(g, h).
Now let p =∞. Then
‖Φg − Φh‖∞ =
∥∥∥∥∥
N∑
i=1
(Si ◦ u−1i )(x)[(gi ◦ u−1i )(x)− (hi ◦ u−1i )(x)]χui(Xi)(x)
∥∥∥∥∥
∞
≤ max
i∈NN
∥∥(Si ◦ u−1i )(x)[(gi ◦ u−1i )(x)− (hi ◦ u−1i )(x)]∥∥∞,Xi
≤ max
i∈NN
‖Si‖∞,Xi ‖gi − hi]‖∞,Xi = maxi∈NN ‖Si‖∞,Xi ‖gi − hi]‖∞
≤
(
max
i∈NN
‖Si‖∞,Xi
)
‖g − h]‖∞
These calculations prove the claims. 
Remark 3. The proof of the theorem shows that the conclusions also hold under
the assumption that the family of mappings {ui : Xi → X | i ∈ NN} is generated by
the following functions.
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(i) Each ui is a bounded diffeomorphism of class C
k, k ∈ N∪{∞}, from Xi to
[xi−1, xi) (obvious modification for i = N). In this case, the ai’s are given
by ai = sup{
∣∣dui
dx (x)
∣∣ |x ∈ Xi}, i ∈ NN .
(ii) Each ui is a bounded invertible function in C
ω, the class of real-analytic
functions from Xi to [xi−1, xi) and its inverse is also in Cω. (Obvious
modification for i = N .) The ai’s are given as above in item (i).
7. Smoothness spaces Cn and Ho¨lder Spaces C˙s
Our next objective is to derive conditions on the partition {Xi | i ∈ NN} of
X := [0, 1] and the function tuples λ and S so that we obtain a continuous or even
differentiable local fractal function f : [0, 1]→ R. To this end, consider the complete
metric linear space C := C0(X) := {f : [0, 1]→ R | f continuous} endowed with the
supremum norm ‖ • ‖∞.
7.1. Binary partition of X. We introduce the following subsets of X = [0, 1]
which play an important role in fractal-based numerical analysis as they give dis-
cretizations for efficient computations. For more details, we refer to [6] and partly
to [5].
Assume that N ∈ 2N and let
(7.1) X2j−1 := X2j :=
[
2(j − 1)
N
,
2j
N
]
, j = 1, . . . ,
2
N
.
Define affine mappings ui : Xi → [0, 1] so that
(7.2) ui(Xi) :=
[
i− 1
N
,
i
N
]
, i = 1, . . . , N.
In explicit form, the ui’s are given by
u2j−1(x) =
x
2
+
j − 1
N
and u2j(x) =
x
2
+
j
N
, x ∈ X2j−1 = X2j .
Note that here ui(Xi) ( Xi, ∀ i ∈ NN . Clearly, {ui(Xi) | i ∈ NN} is a partition of
[0, 1]. We denote the distinct endpoints of the partitioning intervals {ui(Xi)} by
{x0 < x1 < . . . < xN} where x0 = 0 and xN = 1, and refer to them as knot points
or simply as knots.
Furthermore, we assume that we are given interpolation values at the endpoints
of the intervals X2j−1 = X2j :
(7.3) I := {(x2j , yj) | j = 0, 1, . . . , N/2} .
Let
CI := {f ∈ C | f(x2j) = yj , ∀ j = 0, 1, . . . , N/2}.
Then CI is a closed metric subspace of C. We consider an RB operator Φ of the
form (4.5) acting on CI .
In order for Φ to map CI into itself one needs to require that λi, Si ∈ C(Xi) :=
C(Xi,R) := {f : Xi → R | f continuous} and that
(7.4) yj−1 = Φf(x2(j−1)) ∧ yj = Φf(x2j), j = 1, . . . , N/2,
where x2j := (2j)/N . Note that the preimages of the knots x2(j−1) and x2j are
the endpoints of X2j−1 = X2j . Substituting the expression for Φ into (7.4) and
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collecting terms yields
λ2j−1(x2(j−1)) +
(
S2j−1(x2(j−1))− 1
)
yj−1 = 0,
λ2j(x2j) + (S2j(x2j)− 1) yj = 0,
(7.5)
for all j = 1, . . . , N/2.
To ensure continuity of Φf across [0, 1], the following join-up conditions at the
oddly indexed knots need to be imposed. (They are the images of the midpoints of
the intervals X2j−1 = X2j .)
(7.6) Φf(x2j−1−) = Φf(x2j−1+), j = 1, . . . , N/2.
A simple calculation gives
(7.7) λ2j(x2(j−1)) + S2j(x2(j−1))yj−1 = λ2j−1(x2j) + S2j−1(x2j)yj ,
for all j = 1, . . . , N/2. In case all functions λi and Si are constant, (7.7) reduces to
the condition given in [5, Example 2]. Two tuples of functions λ,S ∈ N×
i=1
C(Xi) are
said to have property (J) if they satisfy (7.5) and (7.7).
We summarize these results in the next theorem.
Theorem 8. Let X := [0, 1] and let N ∈ 2N. Suppose that subsets of X are
given by (7.1) and the associated mappings ui by (7.2). Further suppose that I
is as in (7.3) and that λ,S ∈ N×
i=1
C(Xi) have property (J). Then the RB opera-
tor Φ as given in (4.5) maps CI into itself and is well-defined. If, in addition,
max {‖Si‖∞,Xi | i ∈ NN} < 1, then Φ is a contraction and thus possesses a unique
fixed point f : [0, 1]→ R satisfying f(x2j) = yj, ∀ j = 0, 1, . . . , N/2.
We call this unique fixed point a continuous local fractal interpolation
function.
Proof. It remains to be shown that under the condition max {‖Si‖∞,Xi | i ∈ NN} <
1, Φ is contractive on CI . This, however, follows immediately from the case p =∞
in the proof of Theorem 7. 
Theorem 8 can be adapted to the setting of Ho¨lder spaces. For this purpose, we
introduce the homogeneous Ho¨lder space C˙s(Ω), 0 < s < 1, as the family of all
functions f ∈ C(Ω), Ω ⊆ R, for which
|f |C˙s(Ω) := sup
x 6=x′∈Ω
|f(x)− f(x′)|
|x− x′|s <∞.
| • |C˙s(Ω) is a homogeneous semi-norm making C˙s into a complete locally convex
topological vector space, i.e., a Fre´chet space.
Theorem 9. Let X := [0, 1] and let N ∈ 2N. Assume that subsets of X are given by
(7.1), associated mappings ui by (7.2), and that I is as in (7.3). Assume further
that λ ∈ N×
i=1
C˙s(Xi), S ∈
N×
i=1
C(Xi), and that have property condition (J). Then the
RB operator (4.5) maps C˙s := C˙s(X) into itself and is well defined. Furthermore,
if
2s max {‖Si‖∞,Xi | i ∈ NN} < 1
then Φ is contractive on C˙s and has a unique fixed point f ∈ C˙s.
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In case the last conclusion of the above theorem holds, we say that the fixed
point f is a local fractal function of class C˙s.
Proof. First we show that Φf ∈ C˙s. For x, x′ ∈ [0, 1], note that there exist i, i′ ∈ NN
so that x ∈ ui(Xi) and x′ ∈ ui′(Xi′). Therefore,
|Φf(x)− Φf(x′)| ≤ ∣∣λi(u−1i (x))− λi′(u−1i′ (x′))∣∣
+
∣∣(Si(u−1i (x)) · (fi(u−1i (x))− (Si′(u−1i′ (x′)) · (fi′(u−1i′ (x′))∣∣
≤ ∣∣λi(u−1i (x))− λi′(u−1i′ (x′))∣∣
+ max {‖Si‖∞,Xi}
∣∣fi(u−1i (x))− fi′(u−1i′ (x′))∣∣ .
Using the fact that |x− x′|s = 2−s|u−1i (x)− u−1i′ (x′)| and employing the the prop-
erties of the supremum, we thus obtain
|Φf |C˙s ≤ 2s
(∑
i∈NN
|λi|C˙s(Xi) + max {‖Si‖∞,Xi} |f |C˙s
)
<∞.
To establish the contractivity of Φ, note that
|(Φf−Φg)(x)− (Φf − Φg)(x′)| =
|Si(u−1i (x)) · (fi − gi)(u−1i (x))− Si′(u−1i′ (x′)) · (fi′ − gi′)(u−1i′ (x′))|
≤ max {‖Si‖∞,Xi} |(fi − gi)(u−1i (x))− (fi′ − gi′)(u−1i′ (x′))|
As above, using again |x − x′|s = 2−s|u−1i (x) − u−1i′ (x′)| and that f is defined on
all of [0, 1], this yields
|Φf − Φg|C˙s ≤ 2s max {‖Si‖∞,Xi} |f − g|C˙s . 
Just as in the case of splines, we can impose join-up conditions and choose
the function tuples λ and S so that the RB operator (4.5) maps the space of
continuously differentiable functions into itself. More precisely, suppose that Ω ⊆ R.
Let Cn(Ω) := Cn(Ω,R) := {f : Ω→ R |Dkf ∈ C, ∀k = 1, . . . , n}, where D denotes
the ordinary differential operator. The linear space Cn(Ω) is a Banach space under
the norm
‖f‖Cn(Ω) :=
n∑
k=0
‖Dkf‖∞,Ω.
We write Cn for Cn(X), and will delete the Ω from the norm notation when Ω :=
X = [0, 1].
As we require Cn-differentiability across X = [0, 1], we impose Cn-interpolation
values at the endpoints of the intervals X2j−1 = X2j :
(7.8) I (n) :=
{
(x2j ,y
(n)
j ) | j = 0, 1, . . . , N/2
}
,
where y
(n)
j := (y
(0)
j , y
(1)
j , . . . , y
(n)
j )
T ∈ Rn+1 is a given interpolation vector. Let
CnI (n) := {f ∈ Cn |Dkf(x2j) = y(k)j , ∀ k = 0, 1, . . . , n; ∀ j = 0, 1, . . . , N/2}.
Then Cn
I (n)
is a closed metric subspace of Cn.
In order for Φ to map Cn
I (n)
into itself, choose λi, Si ∈ Cn(Xi), i ∈ NN , so that
(7.9) y
(k)
j−1 = D
kΦf(x2(j−1)) ∧ y(k)j = DkΦf(x2j),
for all k = 0, 1, . . . , n and for all j = 1, . . . , N/2.
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At the midpoints of the intervals X2j−1 = X2j , the function tuples λ and S need
to additionally satisfy the Cn-join-up conditions
(7.10) DkΦf(x2j−1−) = DkΦf(x2j−1+), ∀k = 0, 1, . . . , n; ∀j = 1, . . . , N/2.
Theorem 10. Let X := [0, 1] and let N ∈ 2N. Assume that subsets of X are given
by (7.1), associated mappings ui by (7.2), and that I (n) is as in (7.8). Assume
further that λ,S ∈ N×
i=1
Cn(Xi), and that they satisfy conditions (7.9) and (7.10).
Then the RB operator (4.5) maps Cn
I (n)
into itself and is well defined. Furthermore,
if
(7.11) 2n max
i∈NN
max
k=0,1,...,n
{
k∑
l=0
(
n− k + l
l
)
‖DlSi‖∞,Xi
}
< 1
then Φ is contractive on Cn
I (n)
and has a unique fixed point f ∈ Cn
I (n)
.
We refer to this fixed point f as a local fractal function of class Cn
I (n)
.
Proof. The statements that Φ is well defined and maps Cn
I (n)
into itself is implied
by the conditions imposed on λ and S. It remains to be shown that under condition
(7.11) the RB operator Φ is contractive. To this end, consider f, g ∈ Cn
I (n)
. Then
DkΦf(x)−DkΦg(x) =
∑
i∈NN
Dk
[
Si(u
−1
i (x)) · (fi(u−1i (x))− gi(u−1i (x)))
]
χui(Xi)
=
∑
i∈NN
k∑
l=0
(
k
l
)
2k
[
(Dk−l(fi − gi))(u−1i (x)) · (DlSi)(u−1i (x)
]
χui(Xi),
where we applied the Leibnitz Differentiation Rule. Therefore,
‖DkΦf −DkΦg‖∞ ≤ 2k
∑
i∈NN
k∑
l=0
(
k
l
)
‖DlSi‖∞,Xi‖Dk−l(f − g)‖∞.
Hence,
‖Φf − Φg‖Cn =
n∑
k=0
‖DkΦf −DkΦg‖∞
≤ 2n
∑
i∈NN
n∑
k=0
k∑
l=0
(
k
l
)
‖DlSi‖∞,Xi‖Dk−l(f − g)‖∞
= 2n
∑
i∈NN
n∑
k=0
k∑
l=0
(
n− k + l
l
)
‖DlSi‖∞,Xi‖Dn−k(f − g)‖∞
The last equality is proven directly by computation or mathematical induction.
Thus,
‖Φf − Φg‖Cn ≤
(
2n max
i∈NN
max
k=0,1,...,n
{
k∑
l=0
(
n− k + l
l
)
‖DlSi‖∞,Xi
})
‖f − g‖Cn ,
and the statement follows. 
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7.2. Vanishing endpoint conditions for Si. Here, we consider a more general
set-up than in the previous subsection. We assume again that X := [0, 1] and let
Xi := [ai, bi], for i ∈ NN , be N different subintervals of positive length. We further
assume that {0 =: x0 < x1 < . . . < xN−1 < xN := 1} is a partition of X and
that we have chosen an enumeration in such a way that the mappings ui : Xi → X
satisfy
ui([ai, bi]) := [xi−1, xi], ∀ i ∈ NN .
In particular, note that a1 = x0, bN = xN , and ui(bi) = xi = ui+1(ai+1), for all
interior knots x1, . . . , xN−1. We assume that the ui are affine functions but that
they are not necessarily contractive.
Let
(7.12) I := {(xj , yj) | j = 0, 1, . . . , N} .
be a given set of interpolation points and let
(7.13) CI := {f ∈ C | f(xj) = yj , ∀ j = 0, 1, . . . , N}.
Our objective in this subsection is to construct a local fractal function that belongs
to CI and which is generated by an RB operator of the form (4.5). For this
purpose, we need to impose continuity conditions at the interpolation points. More
precisely, we require that for an f ∈ CI ,
Φf(x0) = y0, Φf(xN ) = yN ,
Φf(xi−) = yi = Φf(xi+), i = 1, . . . , N − 1.(7.14)
Substituting the expression for Φ into these equations and simplifying yields
λ1(x0) + S1(x0)y0 = y0, λN (xN ) + SN (xN )yN = yN
λi(bi) + Si(bi)f(bi) = yi = λi+1(ai+1) + Si+1(ai+1)f(ai+1), i = 1, . . . , N − 1.
Since these equation require unavailable knowledge of f at the points ai and bi, we
impose the following vanishing endpoint conditions on the functions Si:
(7.15) Si(ai) = 0 = Si(bi), ∀i = 1, . . . , N.
Thus the requirements on the functions λi reduce to
λ1(x0) = y0, λN (xN ) = yN
λi(bi) = yi = λi+1(ai+1), i = 1, . . . , N − 1.
Function tuples λ and S satisfying (7.14) and (7.15) are said to have property (S).
A class of functions Si for which conditions (7.15) hold is, for instance, the
class of polynomial B-splines Bn of order 2 < n ∈ N centered at the midpoint
of the interval [ai, bi]. Polynomial B-splines Bn have even the property that all
derivatives up to order n− 2 vanish at the endpoints: DkBn(ai) = 0 = DkBn(bi),
for all k = 0, 1 . . . , n− 2.
The above considerations now entail the next theorem.
Theorem 11. Let X and Xi, i ∈ NN , be as defined above. Let I be as in (7.12).
Suppose that λ,S ∈ N×
i=1
C(Xi) and that they have property (S). The RB operator
(4.5) maps CI as given by (7.13) into itself and is well defined. If in addition
max {‖Si‖∞,Xi | i ∈ NN} < 1,
then Φ is contractive on CI .
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The fixed point f of Φ is called again a continuous local fractal interpolation
function.
Proof. The assumptions on λ and S guarantee that Φ is well defined and maps CI
into itself. The contractivity of Φ under the given condition follows immediately
from the proof of Theorem 7. 
For the particular setting at hand, one may, of course, also construct fractal
functions of class C˙s and Cn by imposing the relevant conditions on the function
tuples λ and S and choose the appropriate interpolation sets. We rely on the
diligent reader to provide these conditions and prove the corresponding results.
8. Sobolev Spaces Wm,p
The final type of function space we consider are the Sobolev spaces Wm,p with
m ∈ N0 and 1 ≤ p ≤ ∞. To this end, let Ω ⊂ R be open and
Cm,p(Ω) := {f ∈ C∞(Ω) |Dkf ∈ Lp(Ω), ∀ k = 0, 1, . . . ,m}.
Define functionals ‖ • ‖m,p, m ∈ N0 and 1 ≤ p ≤ ∞, as follows:
‖f‖m,p :=

(
m∑
k=0
‖Dkf‖pLp
)1/p
, 1 ≤ p <∞;
max
k∈{0,1,...,m}
{‖Dkf‖∞}, p =∞.
The closure of Cm,p(Ω) in the norm ‖ • ‖m,p produces the Sobolev space Wm,p(Ω).
The ordinary derivativesDk in Cm,p(Ω) have a continuous extension toWm(Lp)(Ω).
These extensions are then the weak derivatives D(k). The Sobolev space Wm,p(Ω)
is a Banach spaces when endowed with the norm ‖ • ‖m,p. For more details, we
refer the reader to [1].
Now suppose X := (0, 1) and {Xi | i ∈ NN} is a collection of nonempty open
intervals of X. Further suppose that {x1 < · · · < xN−1} is a partition of X
and that {ui : Xi → X} is a family of affine mappings with the property that
ui(Xi) = (xi−1, xi), for all i ∈ NN , where we set x0 := 0 and xN := 1. We write
Wm,p for Wm,p(X).
Theorem 12. Under the assumptions stated above, let λ ∈ N×
i=1
Wm,p(Xi) and let
S := (s1, . . . , sN ) ∈ RN . Then the RB operator Φ : Wm,p → R(0,1), m ∈ N0 and
1 ≤ p ≤ ∞, defined by
Φg :=
N∑
i=1
(λi ◦ u−1i )χui(Xi) +
N∑
i=1
si(gi ◦ u−1i )χui(Xi),
has range contained in Wm,p and is well defined. Moreover, if
(8.1)

(
max
k∈{0,1,...,m}
∑
i∈NN
|si|p
akp−1i
)1/p
< 1, 1 ≤ p <∞;
∑
i∈NN
|si|
aki
< 1, p =∞,
then Φ is contractive on Wm,p.
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The unique fixed point f of Φ is called a local fractal function of class Wm,p.
Proof. That Φ is well defined and has range contained in Wm,p follows from the
assumption on the function tuple λ and the fact that if the weak derivative of a
function f exits and ui is a diffeomorphism, then the weak derivative of f ◦ u−1i
exists and equals (D(1)f)(u−1i ) ·Du−1i .
To prove contractivity on Wm,p, suppose that g, h ∈ Wm,p, k ∈ {0, 1, . . . ,m}.
Denote the ordinary derivative of ui by ai. Note that ai > 0 but may be larger
than one. Then, for 1 ≤ p <∞, we obtain the following estimates.
‖D(k)Φg −D(k)Φh‖pLp =
∫
X
∣∣∣∣∣D(k) ∑
i∈NN
si(gi − hi)(u−1i )(x)
∣∣∣∣∣
p
χui(Xi)dx
≤
∑
i∈NN
|si|p
∫
ui(Xi)
∣∣∣D(k)(gi − hi)(u−1i (x))∣∣∣p( 1ai
)kp
dx
≤
∑
i∈NN
|si|p
(
1
ai
)kp−1 ∫
Xi
∣∣∣D(k)(gi − hi)(x)∣∣∣p dx
≤
(∑
i∈NN
|si|p
(
1
ai
)kp−1)
‖D(k)g −D(k)h‖pLp .
Summing over k = 0, 1, . . . ,m, and factoring out the maximum value of the expres-
sion in parentheses, proves the statement.
Similarly, for p =∞, we get∣∣∣D(k)g(x)−D(k)h(x)∣∣∣ = ∣∣∣∣∣∑
i∈NN
siD
(k)(gi − hi)(u−1i )(x)
(
1
aki
)
χui(Xi)(x)
∣∣∣∣∣
≤
∑
i∈NN
|si|
aki
∣∣∣D(k)(gi − hi)(u−1i )(x)χui(Xi)(x)∣∣∣
≤
∑
i∈NN
|si|
aki
∥∥∥D(k)g −D(k)h∥∥∥
∞
,
verifying the assertion. 
Acknowledgment
The author wishes to thank the Mathematical Sciences Institute of The Aus-
tralian National University for its kind hospitality and support during his research
visit in May 2013 which initiated the investigation into local IFSs.
References
[1] R. Adams and J. Fourier, Sobolev Spaces, 2nd ed., Academic Press, 2003.
[2] M. F. Barnsley, Fractals Everywhere, Dover Publications, New York, 2012.
[3] M. F. Barnsley, Fractal functions and interpolation, Constr. Approx., 2 (1986), pp. 303–329.
[4] M. F. Barnsley and S. Demko, Iterated function systems and the global construction of
fractals, Proc. R. Soc. Lond. A, 399 (1985), pp. 243–275.
[5] M. F. Barnsely, M. Hegland and P. Massopust, Self-referential descriptions of analytic
functions, preprint (2013).
[6] M. F. Barnsely, M. Hegland and P. Massopust, Numerics and Fractals, arXiv:1309:0972
(2013)
LOCAL FRACTAL FUNCTIONS AND FUNCTION SPACES 21
[7] M. F. Barnsley and L. P. Hurd, Fractal Image Compression, AK Peters Ltd., Wellesly,
Massachusetts, 1993.
[8] M. F. Barnsley and P. Massopust, Bilinear Fractal Interpolation and Box Dimension,
arXiv:1209.3139 (2012)
[9] G. A. Edgar, Measure, Topology, and Fractal Geometry, Springer-Verlag, New York, 1990.
[10] R. Engelking, General Topology, Helderman Verlag, Berlin, Germany, 1989.
[11] J. Geronimo, D. Hardin and P. Massopust, Fractal functions and wavelets expansions
based on several scaling functions, J. Approx. Th., 78(3) (1994), pp. 373–401.
[12] J. E. Hutchinson, Fractals and self similarity, Indiana Univ. J. Math., 30 (1981), pp. 713–
747.
[13] B. Kieninger, Iterated Function Systems on Compact Hausdorff Spaces, Ph.D. Thesis, Augs-
burg University, Berichte aus der Mathematik, Shaker-Verlag, Aachen 2002.
[14] K. Les´niak, Stability and invariance of multivalued iterated function systems, Math. Slovaca,
53(2003), pp. 393-405.
[15] P. R. Massopust, Fractal Functions, Fractal Surfaces, and Wavelets, Academic Press, San
Diego, 1994.
[16] P. R. Massopust, Fractal functions and their applications, Chaos, Solitons, and Fractals,
8(2) (1997), 171–190.
[17] P. R. Massopust, Interpolation with Splines and Fractals, Oxford University Press, New
York, 2012.
[18] J. C. Oxtoby, Measure and Category, Springer Verlag, 2nd ed., New York, 1980.
[19] S. Rolewicz, Metric Linear Spaces, Kluwer Academic Publishers Group, Poland, 1985.
[20] W. Rudin, Functional Analysis, McGraw–Hill, New York, 1991.
Centre of Mathematics, Research Unit M6, Technische Universita¨t Mu¨nchen, Boltz-
mannstrasse 3, 85747 Garching b. Mu¨nchen, Germany, and Helmholtz Zentrum Mu¨nchen,
Ingolsta¨dter Landstrasse 1, 85764 Neuherberg, Germany
E-mail address: peter.massopust@helmholtz-muenchen.de, massopust@ma.tum.de
