Abstract. The intersection body of a ball is again a ball. So, the unit ball B d ⊂ R d is a fixed point of the intersection body operator acting on the space of all star-shaped origin symmetric bodies endowed with the Banach-Mazur distance. We show that this fixed point is a local attractor, i.e., that the iterations of the intersection body operator applied to any star-shaped origin symmetric body sufficiently close to B d in Banach-Mazur distance converge to B d in Banach-Mazur distance. In particular, it follows that the intersection body operator has no other fixed or periodic points in a small neighborhood of B d .
Introduction
The notion of an intersection body of a star body was introduced by E. Lutwak [Lu1] : K is called the intersection body of L if the radial function of K in every direction is equal to the (d−1)-dimensional volume of the central hyperplane section of L perpendicular to this direction:
where ρ K (ξ) = sup{a : aξ ∈ K} is the radial function of the body K and ξ ⊥ = {x ∈ R d : (x, ξ) = 0} is the central hyperplane perpendicular to the vector ξ. Using the formula for the volume in polar coordinates in ξ ⊥ , we derive the following analytic definition of an intersection body of a star body: K is the intersection body of L if
Here R stands for the spherical Radon transform. We refer the reader to books [Ga] , [K] for more information on the definition and properties of intersection bodies of star bodies and their applications.
Let us denote by IL the intersection body of a body L. Let S d be the set of all star-shaped origin symmetric bodies in R d endowed with the Banach-Mazur distance
We note that I(T L) = | det T |(T * ) −1 (IL), for all T ∈ GL(d) (see Theorem 8.1.6 in [Ga] ), hence the action of I on S d is well defined, and d BM (I(T K), I(T L)) = d BM (IK, IL).
The action of I on S 2 is quite simple; since IL is just L rotated by π/2 and stretched 2 times, we have IL = L in S 2 , so every point of S 2 is a fixed point of I.
Let B d be the unit Euclidean ball. We have
Question: Do there exist any other fixed or periodic points of
In this paper we show that there are no such points in a small neighborhood of the ball B d . This will immediately follow from the following
More information on this and analogous questions can be found in Chapter 8 of [Ga] (see Problems 8.6 and 8.7 page 337 and note 8.6 on page 341) and [Lu2] , [GZ] .
We also note that a similar question for projection bodies (see [Ga] , [K] ) is much better understood. It is quite easy to observe that the projection body of a cube is again (a dilation of) a cube. W. Weil (see [W] ) described the polytopes that are stable under the projection body operation. Still the general question of the description of all fixed points remains open. Notation: For a convex body K ⊂ R d , consider the following two quantities:
In this paper, we will denote by |u| the Euclidean norm of a vector u ∈ R d . We will denote by C, c constants depending on d (dimension) only, which may change from line to line.
Plan of the proof of the Theorem.
To avoid writing irrelevant normalization constants in formulae, from now on, we shall denote by R the normalized Radon transform on S d−1 that differs from the usual one by the factor
, so R1 = 1. It doesn't change anything because homotheties have already been factored out in the definition of S d .
Our main tool in the proof of Theorem 1 is spherical harmonics. We refer the reader to [Gr] for more information and definitions. We denote by H k the space of spherical harmonics of degree k. We shall denote by
The following formula for the Radon transform of a spherical harmonic H k ∈ H k of even order k is especially useful for our calculations (see Lemma 3.4.7 in [Gr] ):
Our main goal is to show the following two things:
(1) I m K is smooth for all large m. (2) If K is sufficiently smooth and close to B d , then d 2 (IK) ≤ λd 2 (K) with some λ < 1. The first claim will follow from the smoothing properties of R. Since f :
, we conclude that the order of smoothness of Rf exceeds the order of smoothness of f by roughly speaking d − 2 ≥ 1.
Raising f to the power d − 1 does not change its smoothness class but can drastically increase the norm of f in that class, so we shall need some accurate computation to show that the smoothing effect still prevails if f is close to constant.
To prove the second claim, we write ρ K = 1 + ϕ, where ϕ is an even function with small L ∞ -norm and S n−1 ϕ = 0. Then
The main idea is to try to show that 
4 , for l > 1). Thus, we need to kill H ϕ 2 somehow. It turns out that it can be done by first applying a suitable linear transformation to K.
Remark 1. The proof below can be noticeably shortened in the case of convex bodies. Then we may use the Busemann theorem (see [Bu] or [MP] , Theorem 3.9; [Ga] , Theorem 8.10) to claim that I m L is convex, for all m ≥ 1, and compare L ∞ and L 2 norms of radial functions of convex bodies directly, avoiding the smoothening procedure.
Auxiliary Lemmata.
For a function f : S d−1 → R we define its homogeneous extensionf of degree 0 byf
so if f is a smooth function on S d−1 , thenf is a smooth function on R d \ {0}. By Df and D 2 f , we mean the restrictions to the unit sphere S d−1 of the first and the second differentials off . Note that Df and D 2f are homogeneous functions on R d \ {0} of degree −1 and −2 respectively, so the norms Df L ∞ and D 2 f L ∞ do not bound the differentials Df and D 2f on the entire space R d \ {0}. Still they bound them (up to a constant factor) outside any ball of positive radius centered at the origin, which is enough to transfer to the sphere all usual estimates coming from the second order Taylor formula in R d .
Lemma 1. Suppose that f :
Proof. Replacing f by −f , if necessary, we may assume that
Since D x0 f = 0, we can use the second order Taylor formula to conclude that
Thus, in the ball of radius c √ M (if M is very large then this ball is just S d−1 ), centered at x 0 , we have
Hence,
In both cases the first inequality follows immediately. The second inequality can now easily be derived from the classical LandauKolmogorov inequality (see [HLP] )
Let T ∈ GL(d). We would like to define the action of T on bounded functions on S d−1 in such a way that, for the radial function
K of a star-shaped body K, the image T ρ K would coincide with the radial function of T −1 K. To this end, note that
Thus for an arbitrary bounded function f :
Lemma 2. Let T = I + Q, where Q is self-adjoint and Q < 1 2 . Then
Proof.
Classes U α
Let α ≥ 0. For a bounded function f on S d−1 , define f Uα to be the least constant M such that f L ∞ ≤ M and for every n ≥ 1, there exists a polynomial p n of degree n satisfying f − p n L 2 ≤ M n −α . We will say that f ∈ U α if f Uα < ∞. 
We will use the following property:
This result is well known to experts but, for the sake of completeness, we will present a proof in Appendix.
Note that M n f is a polynomial of degree 2n. Also M n p n = p n for all polynomials p n of degree n.
Uα . Now we use the polynomials q n to prove the following lemma describing the properties of the classes U α .
Lemma 3.
(
(2) Write f = p n + g where p n = M n f and g L 2 ≤ C f Uα n −α . We have
Since |T x| −1 ≤ T −1 ≤ 2 on S d−1 and ω T is a diffeomorphism of the unit sphere with bounded volume distortion coefficient, the L 2 -norm of the second term does not exceed C g L 2 ≤ C f Uα n −α . Note now that x → |T x| −1 is a C ∞ -function and ω T is a C ∞ -mapping on S d−1 . Moreover, their derivatives of all orders are bounded by some constants depending on the dimension and the order, but not on T (as long as T , T −1 ≤ 2). We need the following approximation lemma (see for example [R] , Theorem 3.3):
Since both the multiplication by a C ∞ -function and a C ∞ change of variable are bounded operators in C m , the function h(x) = |T x| −1 p n (ω T (x)) belongs to C m and h C m ≤ C m p n C m . By the Bernstein inequality (see Theorem 3.2.6 in [S] ),
Thus we can find a polynomial P N of degree N = n 1+ε such that
Consider some δ > 0 and choose ε so small that α 1+ε > α − δ and m so large that
Note that R M n f is a polynomial of degree 2n and
Iteration Lemma
Lemma 6. Fix α so large that U α ⊂ C 2 . Let L > 0 be a constant such that · C 2 ≤ L · Uα . There exist ε d > 0 and λ d < 1 with the following property. For every ε ∈ (0, ε d ) and every function f such that f = 1 + ϕ, ϕ = 0, ϕ L 2 ≤ ε, ϕ Uα ≤ L −1 , there exists a linear operator T ∈ GL(d) and a positive number γ such that f = γR(T f ) d−1 can be written as 1 + ϕ where
Step 1: We show first that there exists an operator T , such that T f = 1+ψ, where
. We shall seek T in the form T = I + Q as in Lemma 2. We have
We also have . Note now that
Step 2: Now we compute (T f ) d−1 . We have
and (5.2) yields
. Applying the Radon transform, we get
is a constant function whose value ζ satisfies |ζ| ≤ ψ L 2 ≤ Cε. We also have
. Now take γ = (1 + ζ) −1 = 1 + O(ε) and put
Step 3: It remains to estimate ϕ Uα . Note that f Uα ≤ 2, so applying Lemma 3, with δ = 1/2, we get
where
. Then, by Lemma 5,
provided that ε is small enough.
Smoothing
. Using Lemma 3, we can conclude that f k ∈ U β for sufficiently large k and f k U β ≤ C(k). Also, it is easy to show by induction that
(1 − ε)
Let µ = f k . If ε > 0 is sufficiently small, then |µ − 1| is small and µ −1 f k = 1 + ψ where ψ = 0 and ψ L ∞ is small. Note that
and, thereby, by Lemma 5, ψ Uα is also small ( ψ U β is bounded by a fixed constant and ψ L ∞ → 0 as ε → 0). Applying this observation to the function ρ K , we conclude that if K is sufficiently close to B d , then, after proper normalization, ρ I k K can be written as 1 + ϕ with ϕ Uα as small as we want.
The end of the proof
Now we choose ε so small that the smoothing part results in a body K for which ρ K satisfies the assumptions of Lemma 6. Then ρ K1 , where K 1 = γIT K satisfies the assumptions of Lemma 6 with λε instead of ε. Note that K 1
Applying Lemma 6 again, we get a body K 2
2 K such that ρ K2 satisfies the assumption of Lemma 6 with λ 2 ε instead of ε and so on. In particular, it means that
This is enough to conclude that
. The proposition is well known to the specialists but to make the paper selfcontained, we present its proof below.
We start the proof with some auxiliary lemmata. We assume below that the measure σ on the sphere is normalized so that the total measure of the sphere is one.
For every z ∈ C such that |z| < 1, define the function P z (x, y) :
where for odd d we pick the branch of an analytic function
in such a way that g(R + ) ⊂ R + .
Lemma 7. For all x, y ∈ S d−1 , and |z| < 1 |P z (x, y)| ≤ 2 · 3 d |1 − z| 1 − |z| d+1 P |z| (x, y).
Proof. For β ∈ C, |β| = 1, we have ||z| − β| |z − β| ≤ 1 + |z − |z|| |z − β| ≤ 1 + |z − |z|| ||z| − 1| ≤ |z − |z|| + ||z| − 1| 1 − |z| ≤ 3 |1 − z| 1 − |z| .
We also have |1 − z 2 | 1 − |z| 2 ≤ 2 |1 − z| 1 − |z| . |ψ (d+2) (x)||z| d+1 dA(z) ≤ C, and we are done, since ψ ∈ S(R).
