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Abstract
The Glauber dynamics investigated in this paper are spatial birth and death processes in a continuous
system having a grand canonical Gibbs measure of Ruelle type as an invariant measure. We prove that such
processes, when appropriately scaled, have as scaling limit a generalized Ornstein–Uhlenbeck process.
First we prove convergence of the corresponding Dirichlet forms. This convergence requires only very
weak assumptions. The interaction potential φ only has to be stable (S), integrable (I), and we have to
assume the low activity high temperature regime. Under a slightly stronger integrability condition (I∞) and
a conjecture on the Percus–Yevick equation we even can prove strong convergence of the corresponding
generators. Finally, we prove that the scaled processes converge in law. Here the hardest part is to show
tightness of the scaled processes (note that the processes only have càdlàg sample path). For the proof we
have to assume that the interaction potential is positive (P). The limiting process then is identified via the
associated martingale problem. For this the above mentioned strong convergence of generators is essential.
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The Glauber dynamics (X(t))t0 investigated in this paper are infinite-dimensional spatial
birth and death processes having a Gibbs measure μ, e.g. of the type studied by Ruelle in [24],
as an invariant measure. It takes values in the configuration space
Γ := {γ ⊂ Rd ∣∣ |γ ∩K| < ∞ for any compact K ⊂ Rd}.
Such spaces are used for modelling gases or fluids. The generator of such processes is given by
HμF(γ ) = −
∑
x∈γ
D−x F (γ )+
∫
Rd
exp
(−βEφ(x, γ ))D+x F (γ )z dx, (1.1)
where F is a nice function defined on Γ . The operator D−x causes annihilation of a particle
in the point x ∈ Rd at random time and D+x causes creation of a particle in the point x ∈ Rd
also at random time. Eφ is the energy function (given by an interaction potential φ), β  0 the
inverse temperature, and z > 0 the activity. The associated Glauber dynamics (X(t))t0 has a
grand canonical Gibbs measure μ corresponding to (φ,β, z) as an invariant measure. Thus, time
evolution of (X(t))t0 takes place in the following way. When starting with a certain initial
configuration (with in general infinite many particles) the first term in (1.1) causes annihilation
of particles from that configuration at random time. The second term causes creation of points at
random time. Due to the Gibbs factor in the integral, creation of a particle in a point x which has
a low interaction energy Eφ(x, γ ) with respect to the at that moment existing configuration γ is
more likely, than in a point x with a high interaction energy Eφ(x, γ ) with respect to the at that
moment existing configuration γ .
For a system of particles in a bounded volume V ⊂ Rd , spatial birth and death processes were
introduced and studied by C. Preston in [20]. In the latter case, the total number of particles is
finite at any moment of time. The problem of constructing such processes in an infinite volume
was initiated by R.A. Holley and D.W. Stroock [10], who solved it in a very special case of a
nearest neighbor birth and death process on the real line. For the case with no interaction between
particles (i.e., φ = 0 and, therefore, μ is the Poisson measure πz with intensity z) but infinite
volume, i.e., V = Rd , the Markov process (X(t))t0 corresponding to the generator (1.1) was
explicitly constructed and studied by D. Surgailis [28,29]. In this paper we use the construction of
(X(t))t0 provided by Yu.G. Kondratiev and E. Lytvynov [11]. There the authors used Dirichlet
form techniques to prove existence of the Glauber dynamics (X(t))t0 in Rd for a very general
class of interaction potentials. The correlation functions of the corresponding invariant Gibbs
measure are only required to fulfill the so called Ruelle bound.
Recently, various authors studied these Glauber dynamics. L. Bertini, N. Cancrini and F. Cesi
[3] have studied the generator (1.1) in a finite volume and have proven that it possesses a spectral
gap, uniformly in bounded volumes. A refinement of this spectral gap property is derived in [11],
where the authors proved the spectral gap property for Hμ in infinite volume. Yu.G. Kondratiev
and M.J. Oliveira [12] proved the Gibbs conjecture for the Glauber dynamics (X(t))t0, i.e.,
that grand canonical Gibbs measures are the only invariant measures for the process (X(t))t0.
Yu.G. Kondratiev, R.A. Minlos and E. Zhizhina [13] worked out a more detailed structure of the
spectrum of Hμ.
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we define by
X(t) := Sout,
(
Sin,
(
X(t)
))
, t  0,  > 0,
and we are interested in the scaling limit as  → 0. The first scaling Sin, scales the position of
the particles inside the configuration space as follows:
Γ  γ → Sin,(γ ) := {x | x ∈ γ } ∈ Γ,  > 0.
Hence, for small  > 0 this scaling concentrates the particles towards the origin. The second
scaling Sout, leads us out of the configuration space and is given by
Γ  γ → Sout,(γ ) := d/2
(
γ − k(1)
μ˜
dx
) ∈D′(Rd),
where D′(Rd) is the dual space of D(Rd) := C∞c (Rd). In the second scaling we first center
the configuration γ by subtracting the first correlation measure k(1)
μ˜
dx of the Gibbs measure
μ˜ := S∗in,μ. Furthermore, we scale the mass of the particles by d/2 to avoid divergence of the
total mass at the origin as  → 0.
We start with constructing the Dirichlet form E , generator H , and strongly continuous con-
traction semigroup (exp(−tH))t0 associated to (X(t))t0. These objects are images of the
Dirichlet form, generator, and semigroup, respectively, associated to the original Glauber dynam-
ics (X(t))t0, see Proposition 4.1.
The first convergence we show is the following, see Theorem 5.3. We prove that
lim
→0E(F,G) = Eνμ(F,G), (1.2)
for all smooth cylinder functions F,G ∈ FC∞b (D(Rd),D′(Rd)). The limit Dirichlet form Eνμ
is defined on L2(D′(Rd), νμ) with νμ being white noise. Eνμ is associated to a generalized
Ornstein–Uhlenbeck process (N(t))t0 solving the stochastic differential equation
dN(t, x) = −ρ
(1)
φ (β,1)
χφ(β)
N(t, x) dt +
√
2ρ(1)φ (β,1) dW(t, x), (1.3)
where (W(t))t0 is a Brownian motion inD′(Rd) with covariance given by the identity operator.
The coefficient ρ(1)φ (β,1)/χφ(β) coincides with the bulk diffusion coefficient derived via the
scaling limit of diffusion stochastic dynamics (interacting Brownian particles), e.g. by H. Spohn
[26], see also [7]. The convergence (1.2) requires only very weak assumptions. The interaction
potential φ only has to be stable (S), integrable (I), and we have to assume the low activity high
temperature regime (see below for precise definitions). A basic ingredient in the proof is the
convergence of the image measures μ := S∗out,S∗in,μ to the Gaussian white noise measure νμ
as  → 0, see Theorem 5.1. The latter fact has been proved by T. Brox [4]. It is remarkable that
the limiting process is a pure diffusion process with continuous sample path though the original
process is a pure jump process with only càdlàg sample path.
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vergence gives only weak convergence of H → H as  → 0. In Theorem 6.2, however, we even
can prove strong convergence, i.e.,
lim
→0
∥∥(H −H)F∥∥L2(μ) = 0, F ∈ D0 ⊂FC∞b (D(Rd),D′(Rd)). (1.4)
To prove (1.4) we have to assume a slightly stronger integrability condition (I∞) on the poten-
tial φ. Additionally, we have to impose a conjecture on the Percus–Yevick equation:
exp
(
βφ(x)
)
k
(2)
φ (β,1, x,0)
= (k(1)φ (β,1))2 − (k(1)φ (β,1))−1
∫
Rd
u
(2)
φ (β,1, x − y,0)
(
exp
(
βφ(y)
)− 1)k(2)φ (β,1, y,0) dy,
x ∈ Rd . (1.5)
This equation is a useful tool for studying fluids, because it gives an integral equation for the
second correlation function of a Gibbs measure. It first has been derived by J.K. Percus and
G.J. Yevick [19], and is “. . . the most successful first-order integral equation, at least for short-
range potentials;” see [8, p. 119]. However, only in the non-interacting case it is known to be
exact (φ the zero potential). In general it is only a very good approximation. But for proving
(1.4) we only need that (1.5) holds in a spatial average, i.e.:
(k
(1)
φ (β,1))
2
χφ(β)
= k(1)φ (β,1)+
∫
Rd
(
exp
(
βφ(x)
)− 1)k(2)φ (β,1, x,0) dx, (1.6)
see Conjecture 6.1. Up to now we cannot prove this conjecture, however, we got evidence for
(1.6) being true from a high temperature Taylor expansion in β = 0. This expansion gives ex-
actness up to the coefficients of second order. Higher order expansions are getting too complex.
Conjecture 6.1 is in the spirit of the Boltzmann–Gibbs principle, which in the context of scal-
ing limits for gradient stochastic dynamics was conjectured by H. Rost [21] and proved by
H. Spohn [26]. The Boltzmann–Gibbs principle states that a certain expression converges in
a time-average, whereas it does not converge pointwise in time as proved in [7]. Moreover, the
validity of Conjecture 6.1 is not only sufficient for proving (1.4). Assuming the convergence (1.4)
for certain F one obtains Conjecture 6.1, see Remark 6.3.
The convergence in terms of the Dirichlet forms or generators, however, up to this point has
no probabilistic interpretation. Hence, we also study convergence in law of the scaled processes.
By P we denote the law of the scaled equilibrium process, i.e., the law of the scaled process
(X(t))t0 starting with a distribution equal to the corresponding equilibrium measure μ . First,
in Theorem 7.1 we prove that the family (P)>0 is tight in D([0,∞),H−(d+1)) equipped with
its Skorohod topology. Here D([0,∞),H−(d+1)) denotes the space of all càdlàg path (i.e., path
which are right continuous on [0,∞) and have left limits on (0,∞)) with values in a nega-
tive weighted Sobolev space H−(d+1) ⊂ D′(Rd). In the proof we apply some tightness criteria
for càdlàg processes in metric spaces which can be found in the monograph of S.N. Ethier and
T.G. Kurtz on Markov processes [5]. To derive these tightness criteria we generalize some mar-
tingale techniques developed in [9]. In that paper R.A. Holley and D.W. Stroock have studied
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have a jump and a diffusion part. In comparison, the birth and death process (X(t))t0 we con-
sider has no diffusion part. Additionally, in our situation we take into account an interaction
between particles. In the proof we have to assume that the interaction potential φ is positive (P).
This seems to be a natural assumption for the Glauber dynamics (X(t))t0 and was also used in
[3,11,13].
It remains to prove that all accumulation points of (P)>0 coincide with the law P of the
generalized Ornstein–Uhlenbeck process (N(t))t0 above. A well-known method to identify the
limit is based on considering the associated martingale problem. More precisely, with help of
the convergence of generators as in (1.4) we can prove that all accumulation points of (P)>0
satisfy the martingale problem for the generator H associated to Eq. (1.3) with initial condi-
tion νμ, see Theorem 7.5. Then a uniqueness result of R.A. Holley and D.W. Stroock [9] implies
that all these accumulation points coincide.
The progress achieved in this paper may be summarized by the following core results:
• Convergence of Dirichlet forms corresponding to the scaled Glauber dynamics to a Dirichlet
form corresponding to a generalized Ornstein–Uhlenbeck process. For this the interaction
potential φ only has to be stable (S), integrable (I), and we have to assume the low activity
high temperature regime, see Theorem 5.3.
• Strong convergence of corresponding generators. For this convergence we have to assume
a slightly stronger integrability condition on the interaction potential φ, see Theorem 6.2.
Additionally, we have to impose a conjecture on the Percus–Yevick equation, which is equiv-
alent to this convergence, see Conjecture 6.1 and Remark 6.3.
• Convergence in law. Here we additionally have to assume positivity (P) of the interaction
potentials φ for proving tightness, see Theorem 7.1. The identification of the limit is a con-
sequence of the strong convergence of corresponding generators, see Theorem 7.5. Hence
for this identification we have to assume Conjecture 6.1.
• All above results apply to physically relevant potentials, in particular singularities at the
origin and infinite range are allowed. Only for convergence in law we have to assume that
the interaction potential has no non-trivial negative part.
2. Gibbs measures on configuration spaces
The configuration space Γ := ΓRd over Rd , d ∈ N, is defined as the set of all subsets of Rd
which are locally finite:
ΓRd :=
{
γ ⊂ Rd ∣∣ |γΛ| < ∞ for each compact Λ ⊂ Rd},
where | · | denotes the cardinality of a set and γΛ := γ ∩ Λ. One can identify any γ ∈ Γ with
the positive Radon measure
∑
x∈γ εx ∈M(Rd), where εx is the Dirac measure with mass at x,∑
x∈∅ εx := zero measure, and M(Rd) stands for the set of all positive Radon measures on the
Borel σ -algebra B(Rd). The space Γ can be endowed with the relative topology as a subset of
the spaceM(Rd) with the vague topology, i.e., the weakest topology on Γ with respect to which
all maps Γ  γ → 〈f,γ 〉 := ∫
Rd
f (x) dγ (x) = ∑x∈γ f (x), f ∈ Cc(Rd), are continuous. Here
Cc(R
d) is the space of all continuous real-valued functions on Rd with compact support. We will
denote by B(Γ ) the Borel σ -algebra on Γ .
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Borel measurable function φ :Rd → R∪{+∞} such that φ(−x) = φ(x) ∈ R for all x ∈ Rd \{0}.
A grand canonical Gibbs measure μ (or just Gibbs measure for short) corresponding to the
pair potential φ, inverse temperature β  0 and activity z > 0 is usually defined through the
Dobrushin–Lanford–Ruelle equation, see, e.g. [22]. However, it is convenient for us to give an
equivalent definition through the Georgii–Nguyen–Zessin identity ([17, Theorem 2], see also
[14, Theorem 2.2.4]).
For γ ∈ Γ and x ∈ Rd \ γ , we define a relative energy between x and γ as follows:
E(x,γ ) :=
{∑
y∈γ φ(x − y), if
∑
y∈γ |φ(x − y)| < ∞,
+∞, otherwise.
Then μ is, by definition, a Gibbs measure if it satisfies:∫
Γ
∫
Rd
F (γ, x) dγ (x) dμ(γ ) =
∫
Γ
∫
Rd
exp
(−βE(x, γ ))F (γ ∪ {x}, x)z dx dμ(γ ) (2.1)
for any measurable function F :Γ × Rd → [0,+∞]. (Notice that any fixed set γ ∈ Γ has zero
Lebesgue measure, so that the expression E(x,γ ) on the right-hand side of (2.1) is dx-a.e. well
defined.) Let G(φ,β, z) denote the set of all Gibbs measures corresponding to (φ,β, z).
In particular, if φ ≡ 0, then (2.1) is the Mecke identity, which holds if and only if μ is the
Poisson measure πz with intensity measure z dx.
Let us now describe some classes of Gibbs measures which appear in statistical mechanics
of continuous systems. For Λ ⊂ Rd , we denote ΓΛ := {γ ∈ Γ | γ ⊂ Λ}. Now, we recall some
standard conditions on φ.
(S) (Stability) There exists D  0 such that, if γ ∈ ΓΛ for some compact Λ ∈ Rd , then∑
{x,y}⊂γ
φ(x − y)−D|γ |.
A consequence of (S) is that φ is semi-bounded from below. For some results we also need the
stronger condition:
(P) (Positivity) φ(x) 0 for all x ∈ Rd .
For β  0, z > 0, let us define
I
(
φ,β, z,Rd
) := ∫
Rd
∣∣exp(−βφ(x))− 1∣∣z dx.
We also need:
(UI) (Uniform Integrability)
I
(
φ,β, z,Rd
)
< exp
(−(1 + 2βD)).
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activity high temperature regime, see [16,23]. (UI) is stronger than (I) (Integrability), i.e.,
I (φ,β, z,Rd) < ∞, which is also called Regularity, see, e.g. [24].
The set G(φ,β, z) is non-empty for all (φ,β, z) satisfying (S) and (UI), see [16].
Let us now recall some properties of the associated correlation functions (cf. [16,23,25]).
Proposition 2.1. Suppose that conditions (UI), (S) are satisfied and μ ∈ G(φ,β, z). Then, for
any n ∈ N, there exists a non-negative measurable symmetric, translation invariant, function
k
(n)
φ (β, z) on (R
d)n such that, for any measurable symmetric function f (n) : (Rd)n → [0,∞],
∫
Γ
∑
{x1,...,xn}⊂γ
f (n)(x1, . . . , xn) dμ(γ )
= 1
n!
∫
(Rd )n
f (n)(x1, . . . , xn)k
(n)
φ (β, z, x1, . . . , xn) dx1 . . . dxn, (2.2)
and
k
(n)
φ (β, z, x1, . . . , xn) ξn ∀(x1, . . . , xn) ∈
(
R
d
)n
, (2.3)
where ξ > 0 is independent of n. Moreover, the function
u
(2)
φ (β, z, x1, x2) := k(2)φ (β, z, x1, x2)− k(1)φ (β, z, x1)k(1)φ (β, z, x2)
is integrable, i.e., ∫
Rd
∣∣u(2)φ (β, z, x1, x2)∣∣dx1 < ∞. (2.4)
The functions k(n)φ , n ∈ N, are called correlation functions and u(2)φ the second Ursell function
of the measure μ, while (2.3) is called the Ruelle bound. The translation invariance of the cor-
relation functions implies k(1)φ (β, z, x1) = k(1)φ (β, z,0) and the x2 independence of the integral
in (2.4).
Notice that any measure μ ∈ G(φ,β, z) as in Proposition 2.1 satisfies∫
Γ
〈f,γ 〉n dμ(γ ) < ∞, f ∈ Cc
(
R
d
)
, f  0, n ∈ N. (2.5)
That is, μ has all local moments finite.
For some results we need an additional integrability condition:
(I∞) (Integrability at ∞)
I
(−φ,β, z,Rd \Λ)= ∫
d
∣∣exp(βφ(x))− 1∣∣z dx < ∞ for some compact Λ ∈ Rd .
R \Λ
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compact set. Of course, this is true for potentials of physical interest.
3. Dirichlet forms and associated Markov processes
We introduce a set FC∞b (D(Rd),Γ ) of all functions on Γ of the form
F(γ ) = gF
(〈f1, γ 〉, . . . , 〈fN,γ 〉), (3.1)
where N ∈ N, f1, . . . , fN ∈D(Rd) := C∞c (Rd), and gF ∈ C∞b (RN). Here C∞c (Rd) denotes the
set of all infinitely differentiable functions on Rd with compact support and C∞b (RN) denotes the
set of all infinitely differentiable functions on RN which are bounded together with all their deriv-
atives. For any γ ∈ Γ , we consider Tγ := L2(Rd , γ ) as a “tangent” space to Γ at the point γ ,
and for any F ∈FC∞b (D(Rd),Γ ) we define the “gradient” of F at γ as the element of Tγ given
by D−F(γ, x) := D−x F (γ ) := F(γ \ {x})−F(γ ), x ∈ Rd . (Evidently, D−F(γ ) indeed belongs
to Tγ .)
Let μ be a Gibbs measure as in Proposition 2.1. We will preserve the notationFC∞b (D(Rd),Γ )
for the set of all μ-classes of functions from FC∞b (D(Rd),Γ ). The set FC∞b (D(Rd),Γ ) is
dense in L2(Γ,μ). We now define
Eμ(F,G) :=
∫
Γ
(
D−F(γ ),D−G(γ )
)
Tγ
dμ(γ )
=
∫
Γ
∫
Rd
D−x F (γ )D−x G(γ )dγ (x) dμ(γ ), F,G ∈FC∞b
(D(Rd),Γ ). (3.2)
Notice that, for any F ∈FC∞b (D(Rd),Γ ), there exists f ∈ Cc(Rd) such that |D−x F (γ )| f (x)
for all γ ∈ Γ and x ∈ γ . Hence, by (2.5), the right-hand side of (3.2) is well defined. By (2.1),
we also get, for F,G ∈FC∞b (D(Rd),Γ ),
Eμ(F,G) =
∫
Γ
∫
Rd
exp
(−βE(x, γ ))D+x F (γ )D+x G(γ )z dx dμ(γ ), (3.3)
where D+x F (γ ) := F(γ )− F(γ ∪ {x}).
In [11, Proposition 3.1] it has been proved that
Eμ(F,G) =
∫
Γ
HμF(γ )G(γ )dμ(γ ), F,G ∈FC∞b
(D(Rd),Γ ), (3.4)
where
HμF(γ ) = −
∫
d
D−x F (γ ) dγ (x)+
∫
d
exp
(−βE(x, γ ))D+x F (γ )z dx (3.5)R R
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its closure (Eμ,D(Eμ)) is a Dirichlet from. The operator (Hμ,FC∞b (D(Rd),Γ )) in L2(Γ,μ)
has Friedrichs’ extension, which we denote by (Hμ,D(Hμ)).
Theorem 3.1. (Kondratiev, Lytvynov [11])
(i) Suppose the conditions of Proposition 2.1 are satisfied. Then there exists a Hunt process
M = (Ω,F, (Ft )t0, (t )t0, (X(t))t0, (Pγ )γ∈Γ )
on Γ (see, e.g. [15, p. 92]) which is properly associated with (Eμ,D(Eμ)), i.e., for all
(μ-versions of ) F ∈ L2(Γ,μ) and all t > 0 the function
Γ  γ → p(t,F )(γ ) :=
∫
Ω
F
(
X(t)
)
dPγ (3.6)
is a μ-version of exp(−tHμ)F , where Hμ is the generator of (Eμ,D(Eμ)). M is up to
μ-equivalence unique (cf. [15, Chapter IV, Section 6]). In particular, M is μ-symmetric
(i.e., ∫ Gp(t,F )dμ = ∫ Fp(t,G)dμ for all F,G :Γ → R+, B(Γ )-measurable) and has μ
as an invariant measure.
(ii) M from (i) is up to μ-equivalence (cf. [15, Definition 6.3]) unique between all Hunt
processes on Γ having μ as an invariant measure and solving the martingale problem for
(−Hμ,D(Hμ)), i.e., for all G ∈ D(Hμ)
G
(
X(t)
)−G(X(0))+
t∫
0
(HμG)
(
X(s)
)
ds, t  0,
is an (Ft ,Pγ )-martingale for μ-a.a. γ ∈ Γ .
In the above theorem, M is canonical, i.e., Ω := D([0,∞),Γ ) is the set of all càdlàg func-
tions ω : [0,∞) → Γ (i.e., ω is right continuous on [0,∞) and has left limits on (0,∞)),
X(t)(ω) := ω(t), t  0, ω ∈ Ω , (Ft )t0 together with F is the corresponding minimum com-
pleted admissible family (cf. [6, Section 4.1]) and t , t  0, are the corresponding natural time
shifts.
4. Scaling of Glauber dynamics and associated martingale problem
We perform the scaling of the process (X(t))t0 in two steps.
First scaling. We scale the position of the particles inside the configuration space as follows:
Γ  γ → Sin,(γ ) := {x | x ∈ γ } ∈ Γ,  > 0,
i.e., for f ∈D(Rd), the scaling is given through 〈f,Sin,(γ )〉 =∑x∈γ f (x). Obviously, Sin, is
a homeomorphism on Γ . From now on we assume that μ ∈ G(φ,β,1). Let us define the image
measure μ˜ := S∗ μ. This measure is also defined on (Γ,B(Γ )) and it is easy to check that μ˜ ∈in,
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call (UI), the measure μ˜ is in the low activity high temperature regime if and only if this is true
for μ.
Second scaling. This scaling leads us out of the configuration space and is given by
Γ  γ → Sout,(γ ) := d/2
(
γ − k(1)φ
(
β, −d
)
dx
) ∈ Γ,
where Γ := Sout,(Γ ) ⊂ D′(Rd),  > 0, D′(Rd) is the topological dual of D(Rd) (where both
D(Rd) and D′(Rd) are equipped with their respective usual locally convex topology). We con-
sider Γ as a topological subspace of D′(Rd), thus Γ is equipped with the corresponding Borel
σ -algebra. Obviously, Sout, :Γ → Γ is continuous, hence Borel-measurable. Since it is also
one-to-one and since both Γ and D′(Rd) are standard measurable spaces, it follows by [18,
Chapter V, Theorem 2.4] that Γ is a Borel subset of D′(Rd) and that S−1out, :Γ → Γ is also
Borel-measurable. The function k(1)φ (β, 
−d) is the first correlation function corresponding to
the Gibbs measure μ˜ , i.e.,∫
Rd
f (x)k
(1)
φ
(
β, −d
)
dx =
∫
Γ
〈f,γ 〉dμ˜(γ ), ∀f ∈ Cc
(
R
d
)
.
Applied to a test function f ∈D(Rd), the second scaling gives
〈
f,Sout,(γ )
〉= d/2(∑
x∈γ
f (x)− k(1)φ
(
β, −d
)∫
f (x)dx
)
, (4.1)
where 〈·,·〉 denotes the dual paring betweenD(Rd) andD′(Rd). Here we assume the low activity
high temperature regime. So, as mentioned before k(1)φ (β,1) is a constant, and thus by definition
of μ˜ also k(1)φ (β, 
−d) is a constant, see Proposition 2.1. Obviously, the random variable (4.1)
is centered with respect to the measure μ˜ .
Scaled process. The scaled process of our interest is
X(t) := Sout,
(
Sin,
(
X(t)
))
, t  0,  > 0.
Associated Dirichlet form. Next for each  > 0 we construct a Dirichlet form E such that
(X(t))t0 is the unique process which is properly associated to E .
Let μ := S∗ μ, where S := Sout, ◦Sin, . Then we define a unitary mapping S :L2(Γ,μ) →
L2(Γ,μ) by defining SF to be the μ-class represented by F˜ ◦ S for any μ -version F˜ of
F ∈ L2(Γ,μ). Using this mapping we define a bilinear form (E,D(E)) as the image bilinear
form of (Eμ,D(Eμ)) under the mapping S :
E(F,G) := Eμ(SF,SG), F,G ∈ D(E), (4.2)
where D(E) := S−1 D(Eμ). Let the space FC∞b (D(Rd),Γ) be defined analogously to
FC∞b (D(Rd),Γ ). Then obviously, FC∞b (D(Rd),Γ) ⊂ D(E), hence (E,D(E)) is densely
defined. It follows by [15, Chapter VI, Exercise 1.1] that (E,D(E)) is a Dirichlet form.
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(−H,D(H)) is given by
H = S−1 HμS, D(H) = S−1 D(Hμ). (4.3)
Proposition 4.1.
(i) Suppose that conditions (UI), (S) are satisfied and μ ∈ G(φ,β, z). Then for all (μ -versions)
of F ∈ L2(Γ,μ) and all t > 0 the function
ω → p(t,F )(ω) :=
∫
Ω
F
(
X(t)
)
dP
S−1 ω, ω ∈ Γ,
is a μ -version of exp(−tH)F . For Qω := PS−1 ω , ω ∈ Γ , the stochastic process
M = (Ω,F, (Ft )t0, (t )t0, (X(t))t0, (Qω)ω∈Γ ) is a Hunt process and up to μ -
equivalence unique. In particular, M is μ -symmetric and has μ as an invariant measure.
(ii) M from (i) is up to μ -equivalence unique between all Hunt processes on Γ having μ
as an invariant measure and solving the martingale problem for (−H,D(H)), i.e., for all
G ∈ D(H)
G
(
X(t)
)−G(X(0))+
t∫
0
(HG)
(
X(s)
)
ds, t  0, (4.4)
is an (Ft ,Qω)-martingale for μ -a.a. ω ∈ Γ .
Proof. For F ∈ L2(Γ,μ) we have F(X(t)) = (SF )(X(t)), t  0. By Theorem 3.1 we have
(S−1 exp(−tHμ)SF )(ω) =
∫
Ω
SF
(
X(t)
)
dP
S−1 ω =
∫
Ω
F
(
X(t)
)
dQω, (4.5)
for μ almost all ω ∈ Γ . Using the Hille–Yosida theorem (via resolvent) and (4.3) we can con-
clude that
S−1 exp(−tHμ)S = exp(−tH) (4.6)
on L2(Γ,μ). Thus, by (4.5) and (4.6) the first statement of the theorem is proved. The fact that
M is a Hunt process, up to μ -equivalence unique, μ -symmetric and has μ as an invariant
measure is straightforward to check.
(ii) Let F ∈ D(H). Then SF ∈ D(Hμ) and by Theorem 3.1(ii)
SF
(
X(t)
)− SF (X(0))+
t∫ (
Hμ(SF )
)(
X(s)
)
ds0
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t∫
0
(HF )
(
X(s)
)
ds, t  0, (4.7)
is an (Ft ,Qω)-martingale for μ -a.a. ω ∈ Γ . 
5. Convergence of Dirichlet forms
Our aim is to show convergence of (X(t))t0 to a generalized Ornstein–Uhlenbeck process
(N(t))t0 as  → 0. In this section we prove this in terms of the corresponding Dirichlet forms.
It will turn out that the limit Dirichlet form is defined in L2(D′(Rd), νμ), where νμ is the
Gaussian white noise measure on D′(Rd) with covariance operator χφ(β) Id and
χφ(β) := k(1)φ (β,1)+
∫
Rd
u
(2)
φ (β,1, x,0) dx
is the compressibility of the Gibbs state μ (the constant is well defined due to Proposition 2.1).
The measure νμ exists due to the Bochner–Minlos theorem via its characteristic function given
by
∫
D′(Rd )
exp
(
i〈f,ω〉)dνμ(ω) = exp
(
−χφ(β)
2
∫
Rd
f (x)2 dx
)
, f ∈D(Rd).
For α ∈ R we define weighted Sobolev spacesHα as the closure of D(Rd) with respect to the
Hilbert norm
‖f ‖2α := 〈f,f 〉α :=
∫
Rd
Aαf (x)f (x) dx, f ∈D(Rd),
where Af (x) = −Δf (x) + |x|2f (x), x ∈ Rd , i.e., A is the Hamilton operator of the harmonic
oscillator with ground state eigenvalue d . We identify H0 = L2(Rd , dx) with its dual and obtain
D(Rd)⊂ S(Rd)⊂Hα ⊂ L2(Rd, dx)⊂H−α ⊂ S′(Rd)⊂D′(Rd), α > 0.
Here as usual S′(Rd) denotes the space of tempered distributions which is the topological dual
of S(Rd), the Schwartz space of smooth functions on Rd decaying faster than any polynomial.
Of course,H−α is the topological dual ofHα with respect to H0. The dual paring between these
spaces we denote by 〈·,·〉. Since the operator A−(d/2+α) is Hilbert–Schmidt for all α > 0, it
follows by Bochner–Minlos theorem that νμ(H−(d+1)) = 1.
The first part of the following theorem is an easy generalization of [4, Proposition 3.9]. The
second and third part have been proved in [4, Proposition 5.4, Theorem 6.5], respectively.
Theorem 5.1. Suppose that conditions (UI), (S) are satisfied and μ ∈ G(φ,β,1). Then:
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∫
D′(Rd )
‖ω‖2−(d+1) dμ(ω) C(1)
uniformly in  ∈ (0,1] and, in particular, μ(H−(d+1)) = 1.
(ii) For each f ∈D(Rd) we have lim→0 Eμ [〈f, ·〉2] = Eνμ[〈f, ·〉2].
(iii) The family of measures (μ)>0 converges weakly on H−(d+1) to the Gaussian measure νμ
as  → 0.
We shall also use the following lemma, which is easy to derive by using the properties of
correlation functions, see Proposition 2.1, and recalling that μ˜ = S∗in,μ ∈ G(φ,β, −d).
Lemma 5.2. Let the conditions of Theorem 5.1 hold. Then we have:
k
(1)
φ
(
β, −d
)= −dk(1)φ (β,1),
k
(2)
φ
(
β, −d , x, y
)= −2dk(2)φ
(
β,1,
x − y

,0
)
.
We define the Dirichlet form (E,D(E)) as the closure of the bilinear form
E(F,G) = k(1)φ (β,1)
∫
D′(Rd )
∫
Rd
∂xF (ω)∂xG(ω)dx dνμ(ω),
where F,G ∈ FC∞b (D(Rd),D′(Rd)) and the space FC∞b (D(Rd),D′(Rd)) is defined analo-
gously to FC∞b (D(Rd),Γ ). Here ∂xF denotes the derivative of
F = gF
(〈f1, ·〉, . . . , 〈fN, ·〉) ∈FC∞b (D(Rd),D′(Rd))
in direction εx , x ∈ Rd , i.e.,
∂xF (ω) = d
dt
F (ω + tεx)
∣∣∣
t=0 =
N∑
j=1
∂jgF
(〈f1,ω〉, . . . , 〈fN,ω〉)fj (x), ω ∈D′(Rd),
where N ∈ N and f1, . . . , fN ∈D(Rd).
Integrating by parts in the Gaussian space, see, e.g. [2, Theorems 6.1.2, 6.1.3], we obtain
E(F,G) =
∫
D′(Rd )
HF(ω)G(ω)dνμ(ω), F,G ∈FC∞b
(D(Rd),D′(Rd)),
where
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N∑
i,j=1
∂i∂j gF
(〈f1, ·〉, . . . , 〈fN, ·〉)
∫
Rd
fi(x)fj (x) dx
+ k
(1)
φ (β,1)
χφ(β)
N∑
j=1
∂jgF
(〈f1, ·〉, . . . , 〈fN, ·〉)〈fj , ·〉. (5.1)
It is well known, see, e.g. [2, Theorem 6.1.4], that (H,FC∞b (D(Rd),D′(Rd))) is essentially
self-adjoint. We preserve the same notation for its closure. The operator H generates an infinite-
dimensional Ornstein–Uhlenbeck semigroup (exp(−tH))t0 in L2(νμ). This semigroup is as-
sociated to a generalized Ornstein–Uhlenbeck process (N(t))t0 in D′(Rd), see [2, Chapter 6,
Section 1.5]. In the sense of the corresponding martingale problem, (N(t))t0 is solving the
stochastic differential equation
dN(t, x) = −k
(1)
φ (β,1)
χφ(β)
N(t, x) dt +
√
2k(1)φ (β,1) dW(t, x),
where (W(t))t0 is a Brownian motion inD′(Rd) with covariance operator Id (identity operator),
and the coefficient k(1)φ (β,1)/χφ(β) is the so called bulk diffusion coefficient mentioned in the
introduction.
Theorem 5.3. Suppose that conditions (UI), (S) are satisfied and μ ∈ G(φ,β,1). Then for all
F,G ∈FC∞b (D(Rd),D′(Rd)) we have
lim
→0E(F,G) = E(F,G). (5.2)
Proof. We first note that each function F ∈ FC∞b (D(Rd),D′(Rd)), when restricted to Γ , be-
longs to FC∞b (D(Rd),Γ) ⊂ D(E). Furthermore, since B(D′(Rd))∩Γ = B(Γ), the measure
μ can be considered as a measure on (D′(Rd),B(D′(Rd))). By polarization identity, it is suffi-
cient to prove (5.2) for the case G = F = gF (〈f1,ω〉, . . . , 〈fN,ω〉). Evaluating (4.2) we obtain
E(F,F ) = Eμ(SF,SF ) =
∫
Γ
(
D−(SF )(γ ),D−(SF )(γ )
)
Tγ
dμ(γ ).
For f ∈D(Rd) define f := d/2f (·). Then Lemma 5.2 yields
SF (γ ) = gF
(〈
f1, γ − k(1)φ (β,1) dx
〉
, . . . ,
〈
fN, γ − k(1)φ (β,1) dx
〉)
and a Taylor expansion of gF gives
D−x (SF )(γ ) = −
N∑
i=1
fi(x)∂igF
(〈
f1, γ − k(1)φ (β,1) dx
〉
, . . . ,
〈
fN, γ − k(1)φ (β,1) dx
〉)
+ 1
2
N∑
fi(x)fj (x)∂i∂j gF
(
θ(, γ, x)
)
i,j=1
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Taylor expansion of gF . That is
N∑
i,j=1
∫
Γ
〈fifj , γ 〉∂igF
(〈
f1, γ − k(1)φ (β,1) dx
〉
, . . . ,
〈
fN, γ − k(1)φ (β,1) dx
〉)
× ∂jgF
(〈
f1, γ − k(1)φ (β,1) dx
〉
, . . . ,
〈
fN, γ − k(1)φ (β,1) dx
〉)
dμ(γ )
= d/2
N∑
i,j=1
∫
D′(Rd )
〈fifj ,ω〉∂igF
(〈f1,ω〉, . . . , 〈fN,ω〉)∂jgF (〈f1,ω〉, . . . , 〈fN,ω〉)dμ(ω)
+ k(1)φ (β,1)
∫
Rd
fi(x)fj (x) dx
×
∫
D′(Rd )
∂igF
(〈f1,ω〉, . . . , 〈fN,ω〉)∂jgF (〈f1,ω〉, . . . , 〈fN,ω〉)dμ(ω). (5.3)
By Theorem 5.1(iii) we get
lim
→0
∫
D′(Rd )
∂igF
(〈f1,ω〉, . . . , 〈fN,ω〉)∂jgF (〈f1,ω〉, . . . , 〈fN,ω〉)dμ(ω)
=
∫
D′(Rd )
∂igF
(〈f1,ω〉, . . . , 〈fN,ω〉)∂jgF (〈f1,ω〉, . . . , 〈fN,ω〉)νμ(ω).
Now from Theorem 5.1(i) it is obvious that (5.3) converges to E(F,F ) as  → 0. In the con-
tribution to E(F,F ) coming from the second order Taylor expansion and the cross terms of
first and second order Taylor expansion of gF the functions fi appear in forth and third power,
respectively. Thus, again by Theorem 5.1(i), it converges to zero. 
6. A conditional theorem on convergence of generators
Consider the Percus–Yevick equation:
exp
(
βφ(x)
)
k
(2)
φ (β,1, x,0)
= (k(1)φ (β,1))2 − (k(1)φ (β,1))−1
∫
Rd
u
(2)
φ (β,1, x − y,0)
(
exp
(
βφ(y)
)− 1)k(2)φ (β,1, y,0) dy,
for x ∈ Rd .
As discussed in the introduction this equations is exact in the non-interacting case (φ the zero
potential), but in general only a good approximation. Integrating this equation in x with respect
to the Lebesgue measure, we obtain
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(1)
φ (β,1))
2
χφ(β)
= k(1)φ (β,1)+
∫
Rd
(
exp
(
βφ(x)
)− 1)k(2)φ (β,1, x,0) dx. (6.1)
For this identity a Taylor decomposition in the inverse temperature at β = 0 gives exactness of
the coefficients up to the second order. This leads us to the following conjecture.
Conjecture 6.1. Suppose that (φ,β) satisfy conditions (UI), (I∞) and (S) for z = 1. Then (6.1)
holds.
Let F ∈ D0 := {G(〈f, ·〉) | G ∈ C∞b (R), f ∈D(Rd)} ⊂FC∞b (D(Rd),D′(Rd)). By using the
explicit version of HF given through (5.1), we can consider it as an element of L2(μ).
Theorem 6.2. Suppose that conditions (UI), (I∞), (S) are satisfied and μ ∈ G(φ,β,1). Assume
Conjecture 6.1. Then
lim
→0
∥∥(H −H)F∥∥L2(μ) = 0
for all F ∈ D0.
Proof. Let F = G(〈f, ·〉) ∈ D0. Note, that
∥∥(H −H)F∥∥L2(μ) = ∥∥(SH −HμS)F∥∥L2(μ).
A Taylor expansion of G gives
(
(SH −HμS)F
)
(γ )
= G′(〈f, γ − k(1)φ (β,1) dx〉)
((
k
(1)
φ (β,1)
χφ(β)
− 1
)〈
f, γ − k(1)φ (β,1) dx
〉
+
∫
Rd
(
exp
(−βE(x, γ ))− k(1)φ (β,1))f(x) dx
)
+ 1
2
G′′
(〈
f, γ − k(1)φ (β,1) dx
〉)(〈
f 2 , γ
〉− 2k(1)φ (β,1)‖f ‖2L2(dx)
+
∫
Rd
exp
(−βE(x, γ ))f 2 (x) dx
)
+ 1
6
G′′′
(
η(, γ )
)(−〈f 3 , γ − k(1)φ (β,1) dx〉
+
∫
Rd
(
exp
(−βE(x, γ ))− k(1)φ (β,1))f 3 (x) dx
)
= O1()+O2()+O3() (6.2)
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term in (6.2), tends to zero as  → 0. For O2, the second order term, we have
∥∥O2()∥∥2L2(μ)
 1
4
sup
x∈Rd
∣∣G′′(x)∣∣2 ∫
Γ
(〈
f 2 , γ
〉− 2k(1)φ (β,1)‖f ‖2L2(dx)
+
∫
Rd
exp
(−βE(x, γ ))f 2 (x) dx
)2
dμ(γ )
= 1
4
sup
x∈Rd
∣∣G′′(x)∣∣2(4(k(1)φ (β,1))2‖f ‖4L2(dx)
− 4k(1)φ (β,1)‖f ‖2L2(dx)
∫
Γ
〈
f 2 , γ
〉+ ∫
Rd
exp
(−βE(x, γ ))f 2 (x) dx dμ(γ )
+
∫
Γ
〈
f 2 , γ
〉2
dμ(γ )+ 2
∫
Γ
〈
f 2 , γ
〉 ∫
Rd
exp
(−βE(x, γ ))f 2 (x) dx dμ(γ )
+
∫
Γ
∫
Rd
∫
Rd
exp
(−βE(x, γ )) exp(−βE(y, γ ))f 2 (x)f 2 (y) dy dx dμ(γ )
)
= 1
4
sup
x∈Rd
∣∣G′′(x)∣∣2(3∫
Rd
∫
Rd
f 2 (x)f
2
 (y)k
(2)
φ (β,1, x − y,0) dy dx +
∫
Rd
f 4 (x)k
(1)
φ (β,1) dx
+
∫
Rd
∫
Rd
f 2 (x)f
2
 (y) exp
(
βφ(x − y))k(2)φ (β,1, x − y,0) dy dx − 4(k(1)φ (β,1))2‖f ‖4L2(dx)
)
= 1
4
sup
x∈Rd
∣∣G′′(x)∣∣2(3∫
Rd
∫
Rd
f 2(x)f 2(y)k(2)φ
(
β,1,
x − y

,0
)
dy dx + d
∫
Rd
f 4 k(1)φ (β,1) dx
+
∫
Rd
∫
Rd
f 2(x)f 2(y) exp
(
βφ
(
x − y

))
k
(2)
φ
(
β,1,
x − y

,0
)
dy dx
− 4(k(1)φ (β,1))2‖f ‖4L2(dx)
)
,
where we used Proposition 2.1 and (2.1). From (I), (I∞), boundedness of k(2)φ (β,1, x,0), inte-
grability of u(2)φ (β,1, x,0) and the estimate k
(2)
φ (β,1, x,0) C(2) exp(−βφ(x)) for all x ∈ Rd ,
and some C(2) > 0, cf. [1, Eq. (4.29)], we can conclude the integrability of
exp
(
βφ(x)
)
k
(2)
φ (β,1, x,0)−
(
k
(1)
φ (β,1)
)2
.
Therefore
M. Grothaus / Journal of Functional Analysis 239 (2006) 414–445 431lim
→0
∥∥O2()∥∥2L2(μ) = 0.
Finally, we consider the first order term:
∥∥O1()∥∥2L2(μ)  sup
x∈Rd
∣∣G′(x)∣∣2 ∫
Γ
(
k
(1)
φ (β,1)
χφ(β)
〈
f, γ − k(1)φ dx
〉
− 〈f, γ 〉 +
∫
Rd
exp
(−βE(x, γ ))f(x) dx
)2
dμ(γ )
= sup
x∈Rd
∣∣G′(x)∣∣2(∫
Γ
(
k
(1)
φ (β,1)
χφ(β)
〈
f, γ − k(1)φ dx
〉)2
dμ(γ )
− 2k
(1)
φ (β,1)
χφ(β)
∫
Γ
〈
f, γ − k(1)φ dx
〉
×
(
〈f, γ 〉 −
∫
Rd
exp
(−βE(x, γ ))f(x) dx
)
dμ(γ )
+
∫
Γ
(
〈f, γ 〉 −
∫
Rd
exp
(−βE(x, γ ))f(x) dx
)2
dμ(γ )
)
. (6.3)
The three terms in (6.3) we again treat separately. By Theorem 5.1(ii) is
lim
→0
∫
Γ
(
k
(1)
φ (β,1)
χφ(β)
〈f, γ − k(1)φ dx〉
)2
dμ(γ ) = lim
→0
∫
D′(Rd )
(
k
(1)
φ (β,1)
χφ(β)
〈f,ω〉
)2
dμ(ω)
= (k
(1)
φ (β,1))
2
χφ(β)
‖f ‖2
L2(dx).
Using (2.1) and Proposition 2.1, we obtain
∫
Γ
〈
f, γ − k(1)φ dx
〉(〈f, γ 〉 −
∫
Rd
exp
(−βE(x, γ ))f(x) dx
)
dμ(γ )
=
∫
Γ
〈f, γ 〉2 −
∑
{x,y}∈γ
f(x)f(y) dμ(γ ) = k(1)φ
∫
Rd
f 2 (x) dx = k(1)φ ‖f ‖2L2(dx).
Again by (2.1) and Proposition 2.1, we find
∫ (
〈f, γ 〉 −
∫
d
exp
(−βE(x, γ ))f(x) dx
)2
dμ(γ )Γ R
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∫
Γ
〈f, γ 〉2 dμ(γ ) − 2
∫
Γ
〈f, γ 〉
∫
Rd
exp
(−βE(x, γ ))f(x) dx dμ(γ )
+
∫
Γ
∫
Rd
∫
Rd
exp
(−βE(x, γ )) exp(−βE(y, γ ))f(x)f(y) dx dy dμ(γ )
=
∫
Rd
∫
Rd
f(x)f(y) k
(2)
φ (β,1, x, y) dx dy +
∫
Rd
f 2 (x)k
(1)
φ (β,1, x) dx
− 2
∫
Γ
∑
{x,y}∈γ
f(x)f(y) dμ(γ )+
∫
Γ
∑
{x,y}∈γ
f(x)f(y) exp
(
βφ(x − y))dμ(γ )
= −
∫
Rd
∫
Rd
f (x)f (y)−dk(2)φ
(
β,1,
x − y

,0
)
dx dy + k(1)φ (β,1)
∫
Rd
f 2(x) dx
+
∫
Rd
∫
Rd
f (x)f (y)−d exp
(
φ
(
x − y

))
k
(2)
φ
(
β,1,
x − y

,0
)
dx dy.
Thus, we obtain an approximate identity and
lim
→0
∫
Γ
(
〈f, γ 〉 −
∫
Rd
exp
(−βE(x, γ ))f(x) dx
)2
dμ(γ )
=
(
k
(1)
φ (β,1)+
∫
Rd
(
exp
(
βφ(x)
)− 1)k(2)φ (β,1, x,0) dx
)
‖f ‖2
L2(dx). (6.4)
The integral in (6.4) is finite due to (I), (I∞), boundedness of k(2)φ (β,1, x,0) and the estimate
k
(2)
φ (β,1, x,0) C(2) exp(−φ(x)) for all x ∈ Rd , and some C(2) > 0.
Therefore
lim sup
→0
∥∥(H −H)F∥∥2L2(μ) R sup
x∈Rd
∣∣G′(x)∣∣2‖f ‖2
L2(dx),
where
R = k(1)φ (β,1)+
∫
Rd
(
exp
(
βφ(x)
)− 1)k(2)φ (β,1, x,0) dx − (k
(1)
φ (β,1))
2
χφ(β)
.
The constant R is equal to zero by Conjecture 6.1. 
Remark 6.3. Note that for G the identity on R we obtain
lim
∥∥(H −H)〈f, ·〉∥∥2L2(μ) = R ‖f ‖2L2(dx).→0
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7. Convergence in law
Let  > 0. The laws of the scaled equilibrium processes P := Qμ ◦ X−1 (= Pμ ◦ X−1 ), are
probability measures on D([0,∞),Γ), where Qμ :=
∫
Γ
Qω dμ(ω), cf. Proposition 4.1(i).
Since D([0,∞),Γ) is a Borel subset of D([0,∞),D′(Rd)) (under the natural embedding) with
compatible measurable structures we can consider P as a measure on D([0,∞),D′(Rd)) and
from Proposition 4.1(ii) we know that the process (X(t))t0 corresponding to P , i.e., the re-
alization of (X(t))t0 as a coordinate process in D([0,∞),D′(Rd)), solves the martingale
problem for (−H,D(H)) with respect to the corresponding minimum completed admissible
filtration (Ft )t0. For a process (X(t))t0 with values in D′(Rd) we define X(f, t) := 〈f,X(t)〉,
f ∈D(Rd). Using (4.3) and (3.5) we find
H〈f, ·〉(ω) = 〈f,ω〉 −
∫
Rd
(
exp
(−βE(x,S−1 (ω)))− k(1)φ (β,1))f(x) dx ds
and
H〈f, ·〉2(ω) = −d/2
〈
f 2,ω
〉− ∫
Rd
(
exp
(−βE(x,S−1 (ω)))+ k(1)φ (β,1))f 2 (x) dx
+ 2〈f,ω〉2 − 2〈f,ω〉
∫
Rd
(
exp
(−βE(x,S−1 (ω)))− k(1)φ (β,1))f(x) dx.
From the calculations in the proof of Theorem 6.2 we can infer that H〈f, ·〉,H〈f, ·〉2 ∈ L2(μ)
for all f ∈ D(Rd). Furthermore, by an approximation we can conclude that 〈f, ·〉, 〈f, ·〉2
∈ D(H) for all f ∈D(Rd). Thus, by Proposition 4.1(ii) the processes
X(f, t)− X(f,0)+
t∫
0
X(f, s)−
∫
Rd
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx ds
(7.1)
and
X2(f, t)− X2(f,0)
+
t∫
0
2X2(f, s)− 2X(f, s)
∫
Rd
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx
− d/2X(f 2, s)− ∫
Rd
(
exp
(−βE(x,S−1 (X(s))))+ k(1)φ (β,1))f 2 (x) dx ds, (7.2)
both are (Ft ,P)-martingales.
434 M. Grothaus / Journal of Functional Analysis 239 (2006) 414–4457.1. Tightness
Theorem 7.1. Suppose that conditions (UI), (I∞), (P) are satisfied and μ ∈ G(φ,β,1). Then
the family of probability measures (P)>0 can be restricted to D([0,∞),H−(d+1)) as prob-
ability measures. Furthermore, (P)>0 is tight on D([0,∞),H−(d+1)). Here we assume
D([0,∞),H−(d+1)) to be equipped with its Skorohod topology.
The proof of Theorem 7.1 is a consequence of the following three lemmas.
Lemma 7.2. Let the assumptions as in Theorem 7.1 hold. Then for all T > 0 there exists a
constant C(4) > 0 such that for all f ∈D(Rd):
sup
0<1
EP
[
sup
0tT
∣∣X(f, t)∣∣2] C(4)‖f ‖2
L2(dx). (7.3)
In particular, for all α > 0 and T > 0 is
sup
0<1
EP
[
sup
0tT
∥∥X(t)∥∥2−(d+α)]< ∞
and
lim
n→∞ sup0<1
EP
[
sup
0tT
∥∥Π⊥n X(t)∥∥2−(d+α)]= 0, (7.4)
where Πn is an n-dimensional projection along an orthonormal basis of H−(d+α) consisting of
functions from L2(dx).
Proof. Let 0 <   1 and f ∈D(Rd). From (7.1) we know that
X(f, t)+
t∫
0
X(f, s)−
∫
Rd
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx ds
is an (Ft ,P)-martingale. Thus, by Doob’s inequality
EP
[
sup
0tT
(
X(f, t)+
t∫
0
X(f, s)
−
∫
Rd
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx ds
)2]
 4EP
[(
X(f,T )+
T∫
0
X(f, s)−
∫
Rd
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx ds
)2]
 8EP
[
X(f,T )2
]
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[( T∫
0
X(f, s)−
∫
Rd
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx ds
)2]
 8Eμ
[〈f, ·〉2]+ 8T 2Eμ
[(
〈f, γ 〉 −
∫
Rd
exp
(−βE(x, ·))f(x) dx ds
)2]
.
Now as in the proof of Theorem 6.2 we find
Eμ
[〈f, ·〉2]+ T 2Eμ
[(
〈f, γ 〉 −
∫
Rd
exp
(−βE(x, ·))f(x) dx ds
)2]
=
∫
Rd
∫
Rd
f (x)f (y)−du(2)φ
(
β,1,
x − y

,0
)
dx dy + k(1)φ (β,1)
∫
Rd
f 2(x) dx
− T 2
( ∫
Rd
∫
Rd
f (x)f (y)−dk(2)φ
(
β,1,
x − y

,0
)
dx dy + k(1)φ (β,1)
∫
Rd
f 2(x) dx
+
∫
Rd
∫
Rd
f (x)f (y)−d exp
(
φ
(
x − y

))
k
(2)
φ
(
β,1,
x − y

,0
)
dx dy
)

( ∫
Rd
−du(2)φ
(
β,1,
y

,0
)
dy + k(1)φ (β,1)− T 2
( ∫
Rd
−dk(2)φ
(
β,1,
y

,0
)
dy + k(1)φ (β,1)
+
∫
Rd
−d exp
(
φ
(
y

))
k
(2)
φ
(
β,1,
y

,0
)
dy
))
‖f ‖2
L2(dx),
where the estimate is due to Young’s inequality. Since the factor in front of ‖f ‖2
L2(dx)
converges
as  → 0 (see again the proof of Theorem 6.2) it is bounded by a constant C(3) > 0 for all
0 <   1. Hence
EP
[
sup
0tT
(
X(f, t)
)2]
 8EP
[
sup
0tT
(
X(f, t)+
t∫
0
X(f, s)
−
∫
Rd
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx ds
)2]
+ 8EP
[
sup
0tT
( t∫
X(f, s)−
∫
d
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx ds
)2]0 R
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L2(dx) + 8EP
[
sup
0tT
t
t∫
0
(
X2(f, s)
−
∫
Rd
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx
)2
ds
]1/2
 64C(3)‖f ‖2
L2(dx) + 8T 2Eμ
[(
〈f, γ 〉 −
∫
Rd
exp
(−βE(x, ·))f(x) dx ds
)2]
 C(4)‖f ‖2
L2(dx), (7.5)
and the first statement is proven.
Now using (7.5), by an approximation, we can define X(f, t) as an element of L2(P) for all
f ∈ L2(dx) and, obviously, (7.5) extends to this case. Furthermore, let (ei)i∈N be a sequence of
Hermite functions, forming an orthonormal system in H−(d+α). Then (a−(d+α)/2i ei)i∈N, where
(ai)i∈N are the eigenvalues of A with respect to Hermite functions, forms an orthonormal system
in H0 = L2(dx). With Parseval identity we obtain
∥∥X(t)∥∥2−(d+α) =
∞∑
i=1
∣∣〈ei,X(t)〉−(d+α)∣∣2 =
∞∑
i=1
a
−2(d+α)
i
∣∣〈ei,X(t)〉∣∣2.
Hence
EP
[
sup
0tT
∥∥X(t)∥∥2−(d+α)]C(4)
∞∑
i=1
a
−2(d+α)
i ‖ei‖2L2(dx) = C(4)
∞∑
i=1
a
−(d+α)
i , (7.6)
where the constant C(4)
∑∞
i=1 a
−(d+α)
i is finite, because A−(d+α)/2 is a Hilbert–Schmidt operator.
This proves the second statement and the third is an easy consequence of (7.6). 
Lemma 7.3. Let the assumptions as in Theorem 7.1 hold. Then for the (Ft ,P)-martingale
Y(f, t) := X(f, t)+
t∫
0
X(f, s)
−
∫
Rd
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx ds, f ∈D(Rd),
each T > 0 and each η > 0, there exists a stopping time τ and a constant B > 0 such that the
process (Y2(f, t ∧ τ) − Bt)0tT is an (Ft ,P)-supermartingale and P(τ  T )  η for all
0 <   1.
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Y2(f, t)+
( t∫
0
X(f, s)−
∫
Rd
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx ds
)2
= X2(f, t)+ 2Y(f, t)
×
( t∫
0
X(f, s)−
∫
Rd
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx ds
)
,
we obtain together with (7.2) that
Y2(f, t)+
( t∫
0
X(f, s)−
∫
Rd
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx ds
)2
− 2Y(f, t)
( t∫
0
X(f, s)−
∫
Rd
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx ds
)
+
t∫
0
2X2(f, s)− 2X(f, s)
∫
Rd
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx
− d/2X(f 2, s)− ∫
Rd
(
exp
(−βE(x,S−1 (X(s))))+ k(1)φ (β,1))f 2 (x) dx ds
is a martingale. An easy generalization of Lemma 2.1 in [27] shows that
Y(f, t)
( t∫
0
X(f, s)−
∫
Rd
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx ds
)
−
t∫
0
Y(f, s)
(
X(f, s)−
∫
Rd
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx
)
ds
is a martingale. Hence
Y2(f, t)+
( t∫
0
X(f, s) ds
)2
+
( t∫ ∫
d
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx ds
)20 R
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t∫
0
X(f, s) ds
t∫
0
∫
Rd
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx ds
+ 2
(
−
t∫
0
X2(f, s)−
s∫
0
X(f, s)X(f,u)du
+
s∫
0
X(f, s)
∫
Rd
(
exp
(−βE(x,S−1 (X(u))))− k(1)φ (β,1))f(x) dx du
+
s∫
0
X(f,u)
∫
Rd
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx du
+ X(f, s)
∫
Rd
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx
−
s∫
0
∫
Rd
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx
×
∫
Rd
(
exp
(−βE(x,S−1 (X(u))))− k(1)φ (β,1))f(x) dx duds
)
+ 2X2(f, s)− 2X(f, s)
∫
Rd
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx ds
+
t∫
0
−d/2X(f 2, s)− ∫
Rd
(
exp
(−βE(x,S−1 (X(s))))+ k(1)φ (β,1))f 2 (x) dx
= Y2(f, t)+
t∫
0
−d/2X(f 2, s)− ∫
Rd
(
exp
(−βE(x,S−1 (X(s))))+ k(1)φ (β,1))f 2 (x) dx ds
(7.7)
is a martingale. By (7.3) for each T ,η > 0 we can find an A< ∞ such that
sup
0<1
P
(
sup
0tT
∣∣X(f 2, t)∣∣A) η.
Thus if
τ = inf{t  0 ∣∣ ∣∣X(f 2, t)∣∣A},
then P(τ  T ) η for all 0 <   1. Since the potential φ is positive, we have
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∫
Rd
(
exp
(−βE(x,S−1 (X(s))))+ k(1)φ (β,1))f 2 (x) dx  (1 + k(1)φ (β,1))
∫
Rd
f 2(x) dx.
Then by (7.7) it is clear that
Y2(f, t ∧ τ)−Bt
is an (Ft ,P)-supermartingale when B = A+ (1 + k(1)φ (β,1))
∫
Rd
f 2(x) dx. 
Conditions for tightness are stated in terms of the following modulus of continuity. For X ∈
D([0,∞),E), where (E, r) is a complete separable metric space, δ > 0, and T > 0, define
MC(X,δ,T ,E) := inf{ti } maxi sups,t∈[ti ,ti+1)
r
(
X(s),X(t)
)
,
where {ti} ranges over all partitions of the form 0 = t0 < t1 < · · · < tn−1 < T  tn with
min1in(ti − ti−1) > δ and n ∈ N. Note that
MC(X,δ,T ,E)MC(Y, δ,T ,E)+ 2 sup
0s<T+δ
r
(
X(s),Y (s)
) (7.8)
for X,Y ∈ D([0,∞),E), see [5, p. 122].
Lemma 7.4. Let the assumptions as in Theorem 7.1 hold. Then for all T > 0 and η > 0 there
exists δ > 0 such that
sup
0<1
P
(
MC(X, δ, T ,H−(d+1)) η
)
 η. (7.9)
Proof. Let Πn be as in Lemma 7.2. Then from (7.8) we get:
MC(X,δ,T ,H−(d+1))MC(ΠnX, δ,T ,H−(d+1))+ 2 sup
0s<T+δ
∥∥Π⊥n X(s)∥∥−(d+1). (7.10)
Thus, as a consequence of (7.10) and (7.4) together with Tchebychev inequality, to obtain (7.9)
it suffices to show it for ΠnX instead of X. This, in turn, is a consequence of:
for all f ∈D(Rd) and η > 0 there exists δ > 0 such that
sup
0<1
P
(
MC
(
X(f ), δ, T ,R
)
 η
)
 η. (7.11)
Condition (7.11) holds, if there exists a constant C(5) > 0 such that
sup EP
[(
X(f, t3)− X(f, t2)
)2(X(f, t2)− X(f, t1))2]C(5)(t3 − t1)2 (7.12)0<1
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(Ft ,P)-martingale and there exists a constant B independent of 0 <   1 such that X2(f, t)−
Bt is an (Ft ,P)-supermartingale. Indeed, in this case
EP
[(
X(f, t3)− X(f, t2)
)2(X(f, t2)− X(f, t1))2]
= EP
[
EP
[(
X(f, t3)− X(f, t2)
)2(X(f, t2)− X(f, t1))2 ∣∣ Ft2]]
= EP
[
EP
[(
X2(f, t3)− 2X(f, t3)X(f, t2)+ X2(f, t2)
) ∣∣ Ft2](X(f, t2)− X(f, t1))2]
= EP
[(
EP
[
X2(f, t3)
∣∣ Ft2]− X2(f, t2))(X(f, t2)− X(f, t1))2]
= EP
[(
EP
[
X2(f, t3)−Bt3
∣∣ Ft2]− (X2(f, t2)−Bt2)+B(t3 − t2))(X(f, t2)− X(f, t1))2]
 B(t3 − t2)EP
[(
X(f, t2)− X(f, t1)
)2] B(t3 − t2)B(t2 − t1) B2(t3 − t1)2.
In Lemma 7.3 we already derived for the martingale
Y(f, t ∧ τ) = X(f, t ∧ τ)
+
t∧τ∫
0
∫
Rd
((
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx − X(f, s))ds
such a supermartingale property. Since the laws of the processes
Z(f, t) =
t∫
0
X(f, s)−
∫
Rd
(
exp
(−βE(x,S−1 (X(s))))− k(1)φ (β,1))f(x) dx ds
are tight and P(τ  T ) can be made arbitrarily small, this, however, is already sufficient for our
purpose. The tightness of the laws of (Z(f, t))t0 follows from
sup
0<1
EP
[(
Z(f, t2)− Z(f, t1)
)2]
 (t2 − t1)2 sup
0<1
(
Eμ
[〈f, ·〉2]+ Eμ
[( ∫
Rd
(
exp
(−βE(x, ·))− k(1)φ (β,1))f(x) dx ds
)2])
 C(6)(t2 − t1)2, ∀0 t1 < t2  2T + 1,
see [5, Theorem 8.8]. Here we again used estimates as in the proof of Lemma 7.2. 
Proof of Theorem 7.1. From Lemma 7.2 we can conclude that P -a.a. sample path of the
process X take values in H−(d+1). Obviously, the process X(f ), f ∈D(Rd), has càdlàg sample
path with values in R. Thus, the process X(f )f , f ∈D(Rd), has càdlàg sample path with values
in H−(d+1). Now let (fi)i∈N be a complete orthonormal system in H−(d+1) with fi ∈ D(Rd).
Then also the processes Xn = ∑ni=1 X(fi)fi have càdlàg sample path with values in H−(d+1).
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and t  0 there exists r > 0 such that
inf
n∈NP

(
Xn(t) ∈ Bαr
)
 1 − η, (7.13)
where Bαr := {ω ∈ H−(d+α) | ‖ω‖−(d+α)  r}. Note that Bαr is precompact in H−(d+1) for all
α < 1. Since ‖Xn(t) − Xn(s)‖2−(d+1)  ‖X(t)− X(s)‖2−(d+1) for all n ∈ N, Lemma 7.4 implies
that for all T > 0 and η > 0 there exists δ > 0 such that
sup
n∈N
P
(
MC
(
Xn, δ, T ,H−(d+1)
)
 η
)
 η. (7.14)
Now (7.13) and (7.14) give sufficient criteria for tightness of the sequence (Xn)n∈N in
D([0,∞),H−(d+1)), see [5, Theorem 7.2]. Since, for all sample path and all t  0, Xn(t)
converges to X(t) in H−(d+1) as n → ∞, finite-dimensional distributions of all convergent sub-
sequences of (Xn)n∈N converge to finite-dimensional distributions of X. Hence, X has a version
with sample path in D([0,∞),H−(d+1)). Finally, again Lemma 7.2 implies that for each η,α > 0
and t  0 there exists r > 0 such that
inf
0<1
P
(
X(t) ∈ Bαr
)
 1 − η.
This together with Lemma 7.4 yields sufficient criteria for tightness of (P)>0 on the space
D([0,∞),H−(d+1)), see [5, Theorem 7.2]. 
7.2. A conditional identification of the limit via the martingale problem
Theorem 7.5. Suppose that conditions (UI), (I∞), (P) are satisfied and μ ∈ G(φ,β,1). Let P
be an accumulation point of (P)>0 on D([0,∞),H−(d+1)). Assume Conjecture 6.1. Then P
solves the martingale problem for (−H, D0) with initial distribution νμ, i.e., for all G ∈ C∞b (R),
f ∈D(Rd),
G
(〈
f,X(t)
〉)−G(〈f,X(0)〉)+
t∫
0
HG
(〈f, ·〉)(X(s))ds, t  0, (7.15)
is an Ft -martingale under P and P ◦ X(0)−1 = νμ. The measure P is uniquely determined by
these properties, in particular, all such P coincide. Hence P → P in law as  → 0.
Proof. Let G ∈ C∞b (R), f ∈ D(Rd), t, s  0, and define the following random variables on
D([0,∞), H−(d+1)):
U(G,f, t, s) := G
(〈
f,X(t)
〉)−G(〈f,X(s)〉)+
t+s∫
HG
(〈f, ·〉)(X(u))du,t
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t+s∫
t
HG
(〈f, ·〉)(X(u))du,
V(G,f, t, s) :=
t+s∫
t
(H −H)G
(〈f, ·〉)(X(u))du.
Utilizing Theorem 6.2 it follows that
lim
→0EP

[∣∣V(G,f, t, s)∣∣]= 0. (7.16)
The trace filtration obtained by restricting (Ft )t0 to D([0,∞),H−(d+1)) coincides with the
natural filtration of D([0,∞),H−(d+1)), which we also denote by (Ft )t0. Since P solves
the martingale problem for (−H,D0) with respect to (Ft )t0 we have for all Ft -measurable
bounded, continuous, Ft :D([0,∞),H−(d+1)) → R, and  > 0 that EP [FtU(f, t, s)] = 0.
Thus, together with (7.16), it follows that
lim
→0EP

[
FtU(G,f, t, s)
]= lim
→0EP

[
Ft
(
U(G,f, t, s)+ V(G,f, t, s)
)]= 0. (7.17)
Let P be an accumulation point of (P)>0 on D([0,∞),H−(d+1)), i.e., Pn → P weakly for
some subsequence n → 0 for n → ∞. Obviously, by Theorem 5.1(iii) we have P ◦ X(t)−1 = νμ
for all t  0, in particular P ◦ X(0)−1 = νμ. By (7.17) it remains to show that
lim
n→∞EPn
[
FtU(G,f, t, s)
]= EP[FtU(G,f, t, s)]. (7.18)
Obviously, we only have to prove (7.18) with U(G,f, t, s) replaced by the last summand in
its definition, because for the first two summands convergence is clear. In order to do this we set
h := HG(〈f, ·〉)= −k(1)φ (β,1)G′′(〈f, ·〉)‖f ‖20 + k
(1)
φ (β,1)
χφ(β)
G′
(〈f, ·〉)〈f, ·〉.
Then
∣∣∣∣∣EP
[
Ft
t+s∫
t
HG
(〈f, ·〉)(X(u))du
]
− EPn
[
Ft
t+s∫
t
HG
(〈f, ·〉)(X(u))du
]∣∣∣∣∣

t+s∫
t
∣∣EP[Fth(X(u))]− EPn [Fth(X(u))]∣∣du
and for Kr := {ω ∈H−(d+1) | ‖ω‖−(d+1)  r}, r > 0, we have both for the positive and negative
parts h+, h− of h and u ∈ [t, t + s], setting h±r := h± ∧ supK |h|,r
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
∣∣∣∣
∫
{X(u)∈Kr }
Fth
±
r
(
X(u)
)
dP −
∫
{X(u)∈Kr }
Fth
±
r
(
X(u)
)
dPn
∣∣∣∣
+
∫
{X(u)∈H−(d+1)\Kr }
|Ft ||h|
(
X(u)
)
dP +
∫
{X(u)∈H−(d+1)\Kr }
|Ft ||h|
(
X(u)
)
dPn

∣∣EP[Fth±r (X(u))]− EPn [Fth±r (X(u))]∣∣
+ 2
∫
{X(u)∈H−(d+1)\Kr }
|Ft ||h|
(
X(u)
)
dP + 2
∫
{X(u)∈H−(d+1)\Kr }
|Ft ||h|
(
X(u)
)
dPn .
But for all r > 0
∫
{X(u)∈H−(d+1)\Kr }
|Ft ||h|
(
X(u)
)
dPn
 ‖Ft‖∞
∫
H−(d+1)\Kr
|h|dμ
 1
r
k
(1)
φ (β,1)C
(1)‖Ft‖∞
(‖G′′‖∞
r
‖f ‖20 +
‖G′‖∞
χφ(β)
‖f ‖d+1
)
,
where we used |〈f,ω〉| ‖f ‖d+1‖ω‖−(d+1) and 1 ‖ω‖−(d+1)/r on H−(d+1) \ Kr . The con-
stant C(1) is as in Theorem 5.1(i). Similarly,
∫
{X(u)∈H−(d+1)\Kr }
|Ft ||h|
(
X(u)
)
dP
 k(1)φ (β,1)‖Ft‖∞‖G′′‖∞‖f ‖20
1
r2
∫
H−(d+1)
‖ω‖2−(d+1) dνμ(ω)
+ k
(1)
φ (β,1)
χφ(β)
‖Ft‖∞‖G′‖∞‖f ‖d+1 1
r
∫
H−(d+1)
‖ω‖2−(d+1) dνμ(ω),
and since the Gaussian measure νμ has measure 1 on H−(d+1) there exists a constant C(6) ∈
(0,∞) such that ∫H−(d+1) ‖ω‖2−(d+1) dνμ(ω) C(6). Hence by the weak convergence of Pn → P
as n → ∞ and Lebesgue’s dominated convergence theorem
lim sup
n→∞
t+s∫ ∣∣EP[Fth±(X(u))]− EPn [Fth±(X(u))]∣∣du
t
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r
k
(1)
φ (β,1)max
{
C(1),C(6)
}‖Ft‖∞
(‖G′′‖∞
r
‖f ‖20 +
‖G′‖∞
χφ(β)
‖f ‖d+1
)
,
for all r > 0. Letting r → ∞ equality (7.18) follows and therefore
EP
[
FtU(G,f, t, s)
]= 0 ∀G(〈f, ·〉) ∈ D0. (7.19)
Now it remains to show that P is uniquely determined by (7.15). But this follows by [9,
Theorem 1.4]. All the assumptions required there are fulfilled in our situation except for that
there the process as in (7.15) is assumed to be a martingale for all G ∈ C2b(R) and f ∈ S(Rd).
But this follows from (7.15) by an easy approximation. 
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