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Abstract 
An analysis of some recently proposed methods of digital image scram-
bling that use Fibonacci numbers. This report describes the mathematics 
required to understand why these methods work. 
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1 Introduction 
Digital image scrambling is a method to hide the content of an image. One ap-
plication is in satellite television broadcasting systems to prevent unauthorized 
viewing. The scrambling algorithm needs to be fast so that each frame can be 
de-scrambled in real-time. A method used in the past has been to permute the 
rows of the image. A key is then required to describe the inverse permutation. 
Other methods of scrambling include scrambling pixel positions or scrambling the 
color values of each pixel. Without knowledge of the key it should be difficult to 
recover the scrambled image given time constraints. 
Digital image scrambling methods have specific requirements that general data 
encryption algorithms may not provide. The algorithms need to be simple and 
fast so that they can be used by low cost equipment. The scrambled image should 
not adversely affect data compression algorithms and information about the image 
such as dimension needs to be available without decrypting the image. 
In order to understand the new scrambling methods proposed in [2], [3], [4], some 
properties of the Fibonacci numbers are described. Affine transformations are then 
presented because these will be used to scramble pixels to new positions within an 
image. Some affine transformations that use Fibonnacci numbers for scrambling 
digital images are described and analysed. 
2 Properties of the Fibonacci numbers 
Definition 2.1. The Fibonacci numbers are the numbers in the sequence 0, 1, 1, 
2, 3, 5, 8, 13, 21, 34, 55, 89, . . . , where the nth Fibonacci number fn is defined 
by the linear recurrence relation 
fn = fn-1 + fn-2 for n 2: 2 and fo = 0, !1 = 1. 
Theorem 2.1. fn is even ~ 3 divides n. 
Proof. Consider the Fibonacci sequence where each number is reduced modulo 2. 
The sequence generated is 
Sn fn mod 2 
Sn - fn-1 + fn-2 mod 2 
Sn Sn-1 + Sn-2 mod 2 
0,1,1,0,1,1,0,1,1,0 ... 
1 
The period of the sequence is 3 because si = si+3 for all i E N. It follows that 
S3k = 0 
S3k+l 1 
s3k+2 = 1 for all k E N. 
Therefore fn = 0 mod 2 {::==} n = 3k. 
Definition 2.2. The Fibonacci matrix is the 2 x 2 matrix 
F = [~ i] 
It is used to represent the Fibonacci sequence as a matrix equation. 
Let lin= [!1:1]. Then for n ~ 1, Un+l =FUn. 
Theorem 2.2. 
f 
_ (1 + J5)n _ (1 _ J5)n 
n - 2ny'5 
Table 1· The Fibonacci numbers 
n fn fn+l f~ mod fn+l 
0 0 1 0 
1 1 1 0 
2 1 2 -1 
3 2 3 1 
4 3 5 -1 
5 5 8 1 
6 8 13 -1 
7 13 21 1 
8 21 34 -1 
9 34 55 1 
10 55 89 -1 
11 89 144 1 
12 144 233 -1 
13 233 377 1 
14 377 610 -1 
15 610 987 1 
16 987 1597 -1 
2 
D 
Proof. [5] p. 355. 
Un+1 FUn 
F (F Un-1) 
p2 Un-1 
A is an eigenvalue ofF if det(F- AI) = 0. Solving the characteristic equation for 
F gives eigenvalues 
A _l+J5 
1- 2 ) 
Let v 1 and v2 be corresponding eigenvectors. These eigenvectors are linearly in-
dependent because A1 =/=- A2, therefore they span JR2. 
Let u1 = c1v1 + c2v2. 
lin+1 pn U1 
[l:J 
- Fn(c1v1 + c2v2) 
c1Fnv1 + c2Fnv2) 




Lemma 2.3. For n ~ 1 
pn = [fn-1 fn ] 
fn fn+l 
Proof. By induction. 
Let P(n) be the proposition that pn = [f:t:1 l:J. 
P(1) is the proposition that F = [~ i] which is true. 
If P(k) is true for some positive integer k then 
pk F = fk ] [0 1] fk+1 1 1 
Therefore P(k) =} P(k + 1) and by induction, P(n) is true for all n ~ 1. 0 
Theorem 2.4. Let fn denote the nth Fibonacci number. Then for n ~ 1 
fn-1' fn+1- fn 2 = ( -1)n 
Proof. [7] 
Taking determinants on both sides of equation in Lemma 2.3 gives 
l
fn-1 fn I = det(Fn) = det(Ft = ( -1)n fn fn+l 
0 
Theorem 2.5. Any two consecutive Fibonacci numbers fn and fn+ 1 are relatively 
prime. 
Proof. By induction. 
Let P(n) be the proposition that gcd(fn, fn+1) = 1. 
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P(O) is the proposition that gcd(O, 1) = 1 which is true. 
If P(k) is true for some positive integer k then 
because fk + fk+l = fk+2 by Definition 2.1. 
Therefore P(k) =} P(k + 1) and by induction, P(n) is true for all n ~ 0. D 
3 Affine transformations 
Let Zm = { 0, 1, 2, ... , m- 1}. Denote Z~ as the set of vectors of dimension n with 
each component an element in Zm. Denote Mn(Zm) as the set of all n X n matrices 
with each entry an element in Zm. Matrix operations addition and multiplication 
over Zm are defined the same as addition and multiplication over Z with each 
matrix entry reduced modulo m. 
For example: Let A= (ai,j), B = (bi,j) E Mn(Zm) and mEN. 
We write 
A=B modm 
if ai,j = bi,j mod m for all i,j E {0, 1, ... ,n}. 
Definition 3.1. If there exists A' E Mn(Zm) such that AA' =In mod m then A 
is invertible mod m. 
Theorem 3.1. Let A E Mn(Zm) and mEN. 
A is invertible {::::::} det(A) and m are relatively prime. 
Proof. [4] p. 94. 
Suppose A is invertible. Then AB =I mod m for some BE Mn(Zm)· 
det(AB) 
det(A) · det(B) 
Let a= det(A) and b = det(B). 
1 mod m 
1 mod m 
ab + km = 1 for some k E Z 
Suppose cia and elm. Then ci(ab + km) i.e. ell. Therefore gcd(a, m) = 1. 
Conversely suppose gcd(a, m) = 1. Then 
ab + km = 1 for some b, k E Z 
ab 1 mod m 
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A well known equation for square matrices is 
A adj(A) = det(A) I 




A b adj(A) = 
A-1 = 
det(A) I mod m 
ba I mod m 
I modm 
b adj(A) mod m 
0 
Remark 1. If det(A) = 0 then A is not invertible, since gcd(O, m) = m. An example 
of a non-invertible matrix with a non-zero determinant is [~ ~] overM2(Z4 ). 
Definition 3.2. A transformation T : Z~ ~ Z~ defined by T(x) = Ax+ b 
mod m for some bE Z~, A E Afn(Zm) is called affine. If b = 0, then Tis a linear 
transformation. 
Corollary 3.2. The affine linear map from Definition 3.2 is bijective if and only 
det(A) and m are relatively prime. 
Definition 3.3. Let A E Mn(Zm) and m E N. 
A is periodic if there exists t E N such that t > 0 and At = In. The period of A is 
the smallest positive integer t such that At = Ino 
An affine transformation T : z~ ~ z~ is periodic if rt(x) = X for some positive 
integer t and all X E 'f.~. 
Theorem 3.3. Let A E Mn(Zm) and mEN. 
A is periodic ~ A is invertible. 
Proof. Suppose A is periodic. Then for some postive integer t 
Therefore A is invertible. 
At= I mod m 
A At-1 = I mod m 
Conversely, suppose A is invertible. There are exactly mn2 distinct matrices in 
Mn(Zm)· 
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Define the multiset S = {Ai mod m: 0 ~ i ~ mn2 }. 
There exists Ak,Al E S where k ~land Ak = A1• 
Ak A1 mod m 
Ak (A-1)k At (A-1)k modm 
I Al-k mod m 
Therefore A is periodic. 0 
Theorem 3.4. The affine transformation T x ____. Ax+ cb defined in 3.2 is 
periodic if and only if A is invertible. 
Proof. Define affine transformation S : z~+1 ____. z~+1 by 
S ( v) = [; ~] = A' v 
Let y = [ ~] for some c E Zm, x E Z~. Then 
Let P(n) be the proposition that 
P(1) has been proved. 
If P(k) is true, then 
sk+1(y) = S(Sk(y)) = [; ~] [Tk:x)] = [A Tk(~) + cb] = [Tk+;(x)] 
Therefore P(k) =? P(k + 1) and by induction, P(n) is true for all n;::::: 1. 
If there exists positive integer t such that 
then S and T are both periodic, otherwise S and T are both non-periodic. 
T is periodic 
T is periodic 
T is periodic 
T is periodic 
S is periodic 
A' is invertible (Theorem 3.3) 
there exists A'-1 = [
A-1 A-1 (-b)] 
or 1 
A is invertible 
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0 
Remark 2. Any scalar multiple of b can be used in T and the period will remain 
the same. 
4 Applications to digital image scrambling 
Definition 4.1. The Fibonacci affine transformation T : Z~ -> Z~ is defined by 
T(x) = Fx + b mod m for some b E Z~, m E N and F from Definition 2.2. 
Proposition 4.1. The Fibonacci affine transformation is periodic. 
Proof. gcd(det(F), m) = 1 for all m, so by Theorems 3.1 and 3.4, the transforma-
tion is periodic. 0 
The Fibonacci matrix transformation is described in [3] where the authors use it 
to scramble images of dimension m x m pixels. Each pixel has a coordinate in Z~ 
that can be scrambled to a new coordinate by T. The period of the transformation 
varies for different m. The suggested scrambling method is to apply T on every 
pixel of the image. Then to decrypt, repeatedly apply T to the scrambled image 
until the original image is recovered. It is unclear why the inverse transformation 
of T is not used to make the decryption quicker. The vector b can be used as a 
key. Different values of b will affect the period ofT. 
Definition 4.2. The Arnold transformation T: Z~-> Z~ is defined by 
T(x) = Ax mod m for m E N and 
The Arnold transformation works the same way as the Fibonacci matrix transfor-
mation. The Arnold transformation is also periodic for all m. 
Remark 3. F 2 =A 
Another transformation described in [4] works as follows. 
Definition 4.3. T: Z~-> Z~ defined by T(x) = Bx + b mod fn+l for some 
b E Z~, m E N with 
B = [fn 0] 
0 fn 
Proposition 4.2. B is invertible, hence the transformation is periodic. 
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Proof. det(B) = f~ = fn-dn+l + (-1)n+l by Theorem 2.4. 
If c I det(B) and c lfn+l then c 11, therefore det(B) and fn+l are coprime. D 
Proposition 4.3. When n is odd the period of B is 2. When n is even the period 
of B is 4. 
Proof. From Theorem 2.4 we have 
fn 2 = ( -1)n+l mod fn+l 
so fn 4 = 1 mod fn+l and B 4 =I mod fn+l· 
If B has period t then ti4. 
When n is even B =f I and B 2 = -I mod fn+l· Therefore when n is even the 
period of B is 4. 
When n is odd, fn 2 = 1 mod fn+l, so B 2 =I mod fn+l· Since B =/=I mod fn+l, 
when n is odd the period of B is 2. D 
Remark 4. Although B has period 2 or 4, the period of the transformation may 
not be 2 or 4 when b is non-zero. 
The transformation permutes the columns and rows of the image by the per-
mutation R : k ---+ kfn + b mod fn+l where k is a column or row number in 
{1, 2, ... , fn+l - 1 }. The authors in [4] also include zero in this set but zero is a 
fixed point when b = 0. The authors state that having a period of 2 or 4 is efficient 
because encryption and decryption are the same functions and decryption can be 
achieved by reapplying the transformation. 
The case where b = 0 will be examined. Let S : k ---+ kfn mod fn+l for k in 
{1, 2, ... , fn+l -1 }. It follows from Proposition 4.3 that S has period 4 if n is even 
and period 2 if n is odd. 
Definition 4.4. A uniform permutation is a permutation in which all disjoint 
cycles are of the same length. This means there are no fixed points unless the 
permutation is the identity. 
Remark 5. If a permutation has period t, then the length of each cycle divides t, 
since t is the lowest common multiple of all cycle lengths. 
Suppose the columns or rows of an image are scrambled using a uniform permu-
tation. Then every row or column is moved, so the image content may be hidden 
more effectively than a permutation that leaves some rows or columns unchanged. 
In general the permutation S is not uniform. Fixed points can be found by solving 
x in the equation 
xfn =X mod fn+l· (1) 
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Proposition 4.4. For n > 3, 
If n is odd then S is not uniform. 
Proof. x = k(fn + 1) k EN gives solutions to equation (1) . 
k(fn + 1) · fn k(f; + fn) mod fn+l 
= k(1 + fn) mod fn+l 
Remark 6. When n = 3, Sis uniform. 
0 
Proposition 4.5. If n is even, then S has no transpositions. 
Proof. A transposition exists if 
x = J;x mod fn+l (2) 
and 
X =/= fnx mod fn+l (3) 
for some x E {1, 2, ... , fn+l- 1}. This proof will show that if equation (2) has a 
solution, then x = fnx mod fn+l has the same solution. 




f;x mod fn+l 
-x mod fn+l 
0 mod fn+l 
A solution exists ¢:=::} 2 divides fn+l, then x = fnf. 
fn+l is even, so by Theorem 2.1, fn is odd. 
fnx (2m+ 1)x mod fn+l 
(2 ) fn+l + fn+l d j m -2- --2- mo n+l 
- mfn+l +X mod fn+l 




This is a contradiction to equation (3). Therefore, no transpositions exist. 0 
Proposition 4.6. For even n, 
S is uniform ¢:=::} fn+l is odd. 
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Proof. Suppose S is uniform, then no fixed points exist. 
If x = fnx mod fn+l has no solutions then by Proposition 4.5 
x - J;x mod fn+l 
2x = 0 mod fn+l 
has no solutions so fn+l is odd. 
(7) 
(8) 
Conversely, suppose fn+l is odd and a fixed point x exists. Then equation (8) has 
no solution thus 
x = J;x mod fn+l 
has no solution. But a fixed point exists so 
x = fnx = J;x mod fn+l 
This is a contradiction. 
Proposition 4. 7. For even n) 
fn+l is odd ~ n equals 0 or 4 mod 6. 
Proof. Let fn+l be odd, then by Theorem 2.1 either 
n + 1 = 3k + 1 ==? n = 3k 
or 
n + 1 = 3l + 2 ==? n = 3l + 1 
0 
Equivalently, fn+l is odd ~ n = 3k or n = 3l + 1. Now restrict n to even 
values so let k =2m and l =2m+ 1. Then 
n = 6m 
or 
n - 3(2m + 1) + 1 
n 6m+4 
Therefore, for even n, fn+l is odd ~ n = 6m or n = 6m + 4. 0 
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5 Conclusion 
The Fibonacci transformation and the Arnold transformation can be used on 
square images of any size. The period of the transformation will vary for different 
size images. The period of F mod m can be as large as 6m so the decryption 
process described could be very inefficient. 
The transformation in definition 4.3 transforms pixels of an fn+l X fn+l· In most 
practical cases, images are unlikely to be square and of this dimension. In this 
case the image can be cropped to fn+l x fn+l so that the transformation can be 
applied. Alternatively, a large Fibonacci number can be choosen that exceeds 
the dimensions of the image. But this would generate an encrypted image larger 
than the unencrypted image. Due to these limitations, the transformations do not 
appear to be very practical. 
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APPENDIX 
Methods to calculate fn in 7lm 
To calculate the nth Fibonacci number mod m, the equation in theorem 2.2 can 
be used and then fn can be reduced modulo m. For very large n, this is infeasible. 
IfF can be diagonalized over Zm then calculating pn is fast. 
Eigenvalues of F exist if for non-zero vector x, 
F x ,\x mod m 
F x - ,\x = 0 mod m 
(F- ,\I)x 0 mod m 
Therefore ,\ is an eigenvalue ofF if 
gcd(det(F- .\I), m) > 1 
The characteristic polynomial ofF is p(,\) = det(F- ,\I) = ,\2 - ,\- 1. 
For example: ,\1 = 3 and ,\2 = 8 are eigenvalues ofF in Z10 because p(3) = 5 and 
p(8) = 5 and gcd(5, 10)1. 
E3=null[~3 ! 2] =nullG ~]=nun[~~] =nun[~~] =span[~2] 
Although ,\1 and ,\2 are distinct, they have the same eigenspace so we do not have 
two linearly independent eigenvectors to diagonalize F. 
Proposition .1. If m I p(.\1 ) and m I p(.\2 ) for distinct eigenvectors A1 and A2 1 
and gcd(,\1 - .\2 , m) = 11 then 
fn = (.\1- ,\2)- 1 (,\~- ,\~) mod m 
Proof. If m I p(,\) then.\(,\- 1) = 1 mod m and ,\(1- .\2 ) = -1 mod m. 
[-,\ 1 ] [ 1 1- ,\] [1 1- ,\ ] E>. =null 1 1 _ ,\ =null -,\ 1 =null 0 ,\(1 _ ,\) + 1 
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= null [ ~ 1 ~ A] = span [A ~ 1] 
Let v 1 and v 2 be eigenvectors corresponding to A1 and A2 and let P = [v1 v2]. 
F PDP-1 
pn = PDnp-1 
[Al - 1 A2 - 1] [Af 0 ] 1 [ 1 1 - A2] 1 1 0 A2 det(P) -1 A1-l 
1 [A1 - 1 A2 - 1] [ Af (1 - A2)Af] 
det(P) 1 1 -A2 (Al - l)A2 
1 [(A1- l)Af + (1- A2)A2 (Al- 1)(1- A2)Af + (A1 - l)(A2- l)A2] 
det(P) Af- A2 (1- A2)Af + (Al - l)A2 
pn [fn-1 fn ] 
fn fn+l 
f 1 \n \n d n det(P(l - "'2 mo m 
fn (AI- A2)-1 (A~- A~) mod m 
D 
Remark 7. If m I p(Al) and m I p(A2), this does not imply gcd(Al - A2, m) = 1. 
e.g. in Z55 , p(48) = 0 mod 55 and p(8) = 0 mod 55 but gcd(48- 8, 55)= 5. 
The eigenvalues in these examples have been found by trying each element in Zm· 
Eigenvalues can be found directly if the equation from Theorem 2.2 is used. There 
are some advantages to using prime m. When m is prime, 2 is invertible and a 
method to calculate V5 is possible for some primes. Also gcd(A1 - A2, m) = 1 is 
always true, so the equation from Proposition .1 can be used once the eigenvalues 
have been found. 
Definition .1. Given integers a and p, 
if x2 =a mod p for some x E {1, 2, ... ,p- 1} then a is a quadratic residue mod 
p. 
Definition .2. Given odd prime p and integer a, the Legendre symbol is 
(p-1) (ajp) =a 2 mod p 
Theorem .2. For p an odd prime and a E z; 
a is a quadratic residue mod p {::=} (a/ p) = 1 mod p 
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Proof. [9] 
Suppose x2 =a mod p for some x E z;. Then by using Fermat's Theorem 
(p-1) 2 (p-1) 1 
a 2 = ( x ) 2 = xP- = 1 mod p 
Suppose (ajp) = 1 and let a= gk for primitive g E z; and k E {1, 2, ... ,p- 1}. 
Note: this is always possible for prime p. 
(p-1) ( k) (p-1) k(E.::l) 1 mod p a 2 = g 2 =g 2 = (by assumption) 
gk( JS1) = gP-1 mod p (because primitive) 
Therefore (p- 1) lk(P;1 ), so k is even. 
Then a= gk = g2m = (gm) 2 for some mEN. Thus a is a quadratic residue. D 
Theorem .3. Law of Quadratic reciprocity. For distinct odd primes p and q) 
1. If both p and q equal 3 mod 4) then either (qjp) = 1 or (pjq) = 1 but not 
both. 
2. Ifp or q equal1 mod 4) then (qjp) = 1 ~ (pjq) = 1. 
Proposition .4. For odd prime p) 
5 is a quadradic residue ~ p equals 1 or -1 mod 10. 
Proof. By Quadratic reciprocity, 
(5/p) = 1 ~ (p/5) = 1 
(5/p) = 1 ~ 5-1 p-2 = 1 mod 5 
(5/p) = 1 ~ p2 = 1 mod 5 
(5/p) = 1 ~ p = 1 or p = -1 mod 5 
(5/p) = 1 ~ p = 5k ± 1 
(5/p) = 1 ~ p = 5(2m) ± 1 (odd k gives even p). 
(5/p) = 1 ~ p = 1 or p = -1 mod 10 
D 
Now that we can identify which primes have 5 a quadratic residue, there still 
remains the problem of calculating V5. In general, calculating square roots of 
quadratic residues has the same level of complexity as integer factorization [12]. 
(p+l) 
Proposition .5. For given integer a) if p = 3 mod 4 then yla =a 4 mod p. 
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Proof. Assume a is a quadratic residue. Then 
(p-1) 
1 modp a 2 = 
(p-1) 
modp a a 2 a 
(p-1)+1 
a 2 a modp 
(p+1) 
modp a 2 a 
~ 2 = Va modp 
(p+1) Va modp a 4 = 
There is always a solution because 4 I (p + 1). D 
Remark 8. In the first 1000 primes the proportion that are of the form 10k ± 1 is 
0.491. The proportion that are of the form 4k + 3 is 0.504. The proportion that 
satisfy both forms is 0. 251. 
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