Abstract-A new parametric approach is proposed for nonlinear and nonstationary system identification based on a time-varying nonlinear autoregressive with exogenous input (TV-NARX) model. The TV coefficients of the TV-NARX model are expanded using multiwavelet basis functions, and the model is thus transformed into a time-invariant regression problem. An ultra-orthogonal forward regression (UOFR) algorithm aided by mutual information (MI) is designed to identify a parsimonious model structure and estimate the associated model parameters. The UOFR-MI algorithm, which uses not only the observed data themselves but also weak derivatives of the signals, is more powerful in model structure detection. The proposed approach combining the advantages of both the basis function expansion method and the UOFR-MI algorithm is proved to be capable of tracking the change of TV parameters effectively in both numerical simulations and the real EEG data.
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I. INTRODUCTION
N
ONSTATIONARY signals or systems are commonly encountered in many areas of science and engineering. Nonstationary system identification is an important and challenging problem and has been drawing significant attentions [1] - [4] . An approach for processing such systems is to establish a time-varying nonlinear autoregressive with exogenous input (TV-NARX) model, which has been shown to work very well for many real-world processes [5] - [7] . A challenging task in TV system identification is to detect parsimonious model structures and estimate the associated TV coefficients based on experimental data [8] , [9] . Some methods have been proposed for TV system identification, which can roughly be classified into three groups: multiple modeling [8] , adaptive recursive estimation [9] , and basis function expansion methods [10] , [11] .
In the multiple modeling strategy, the input and output data are divided into several intervals or subspaces by a time shifting window. In each of the intervals, the system is considered to be a stationary process. Thus, conventional timeinvariant modeling approaches, such as autoregressive moving average with exogenous inputs (ARMAX) and nonlinear ARMAX (NARMAX), can be used to identify an individual model defined in each of the intervals or subspaces [12] , [13] . However, the performance of resulted models depends on the window size, and there is no general criterion for selecting a proper window size. This limits the practical application of such approaches. In the adaptive recursive estimation scheme, model parameters are treated as random processes with certain properties [14] . The most popular algorithms for processing TV models include least-mean squares (LMS), recursive least squares (RLS), and Kalman filtering algorithms [9] , [15] , [16] . These conventional adaptive methods perform reasonably well when system coefficients vary slowly with time. However, when the TV coefficients change rapidly or abruptly, these approaches may fail to track the model parameters because of the slow convergence speed.
Recently, a new class of methods combining basis function expansion and linear regression approaches have been proposed for nonlinear TV system identification, where TV parameters are approximated using some predefined basis functions (e.g., wavelets) [17] - [20] . The implementation of such methods is as follows. First, a basis function expansion approach is used to transform the original TV system model to a time-invariant regression problem. Note that the initially transformed time-invariant regression model may involve a huge number of model elements or basis functions, and, therefore, could be very complicated for practical applications.
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So, the second step is to apply a model structure selection algorithm, e.g., the traditional orthogonal forward regression (OFR) algorithm to the transformed time-invariant regression model, to search for a parsimonious and easy-to-use model, which can be represented by a relatively small number of elements or basis functions [21] , [22] . In practice, an appropriate choice of the basis functions is important to ensure the identified model performance [11] . For example, the Legendre polynomials can be used for smooth-changing parameters, and Walsh functions are appropriate for piecewise stationary TV parameters [23] . For systems with sharp or fast changing parameters, wavelets are a suitable choice [10] , [22] , [24] . Several wavelets-based approaches have been proposed for the implementation of a basis function expansion scheme. For example, in [19] , a method combining the cardinal B-splines basis function with the LMS and OFR algorithms was proposed for effectively tracking both slow and rapid changes of TV coefficients in TV linear systems. This method was extended to nonlinear cases and obtained promising results for nonlinear TV modeling problems [25] . Although multiple wavelet basis functions combined with the classic OFR algorithm provide a general method for system identification of nonlinear TV systems, the identification of the correct model structure can still be challenging for some systems, especially when the system is either nonpersistently excited or disturbed by color noises. In these cases, the classical OFR algorithm may produce suboptimal model with spurious model terms [26] , or an overparameterized model with some possible redundant or insignificant model terms [27] . Subsequently, the estimated model parameters can be biased, and thus, the resultant model may lack generalization ability.
In this paper, a new method for the identification of TV-NARX model is proposed, where TV parameters are approximated using a finite number of multiwavelet basis functions, and the model structure and parameters are determined using a more powerful ultra-OFR (UOFR) algorithm combined with mutual information (MI) [28] - [30] . Multiwavelet function-based approach has been proven efficient for tracking both the overall global trend and transient local changes in signals [10] , [19] , [24] . The UOFR algorithm is a recently proposed method that outperforms the conventional OFR algorithm in model structure determination in many cases. The UOFR algorithm is more efficient than the OFR in that it evaluates not only the classical-dependent relation of the desired signal on the potential explanatory variables, but also makes use of the dependent relation of the associated weak derivatives [26] . For the new ultra-least squares (ULS) loss function used in the UOFR algorithm, the MI index works more effectively for model term selection [28] . The redundant model terms confused by the traditional OFR algorithm become less significant under the new criterion and can thus be excluded from the model. An obvious advantage of the proposed procedure, which combines the multiwavelet basis function expansion approach and the UOFR-MI method, lies in its ability to track rapidly and even sharply TV processes. The proposed method is thus more suitable for parameter estimation of inherently nonstationary systems. It is also of good robustness, i.e., it can capture the TV characteristics well even when the data are contaminated with color noises. One of the main contributions of this paper is that for the first time, the newly developed UOFR-MI algorithm is introduced to the multiwavelet-based modeling framework for TV system identification. It is expected that the proposed approach can inspire further development of more powerful algorithms for nonlinear TV system identification.
The remainder of this paper is organized as follows. In Section II, the identification methodology is introduced in Sections II-A-II-C: a TV-NARX model implemented using a multiwavelets basis function expansion method in Section II-A, a ULS criterion for the basis function expanded model in Section II-B, and the UOFR-MI algorithm in Section II-C. Three numerical simulations are given to illustrate the effectiveness of the proposed method in Section III. A case study for a real EEG signal identification problem is presented in Section IV. Finally, this paper is summarized in Section V.
II. METHODOLOGY
A. TV-NARX Model Identification Using Multiwavelet Basis Functions
Many nonlinear dynamic systems can be represented by the NARMAX model [31] as (1) where y(t), u(t), and e(t) denote the system output, input, and noise sequences, with maximum lags n y , n u , and n e , respectively; f (·) is a suitable nonlinear function, which is generally unknown for many practical modeling problems. Variant types of model structures can be used to approximate the nonlinear function f (·) in (1), for example, rational models, fuzzy logic-based models, neural networks, and so on. The most commonly used expression is the polynomial regressions, which has been widely used for a diverse range of nonlinear systems [25] .
Many application scenarios focus on revealing the deterministic input-output relationship, for such an application the NARX model, as a relatively simple and special case of the NARMAX model, is often employed without considering the MA noise terms. The NARX model has been proven to be capable of capturing nonlinear characteristics of real systems [31] . For many nonstationary systems, the TV-NARX model can often be formulated as a linear-in-the-parameter representation by expanding the nonlinear function f (·) using a number of time-dependent terms [25] 
where ϕ(t) contains monomials of lagged output and input terms, θ is the corresponding parameter vector, and e(t) is a zero mean noise sequence. The power-form polynomial representation of TV-NARX model can be written as
where M is the degree of the nonlinearity, with p + q = n, d i = 1, 2, . . . K , and
When the TV-NARX model (3) is used to represent a nonlinear TV system, the identification process involves selecting significant terms from a candidate term dictionary and estimating the corresponding parameters. Note that most algorithms developed for time-invariant model identification cannot directly be applied to a TV model identification due to the assumption that the individual model parameters are constants.
In this paper, multiwavelet basis functions are used to approximate the variation of model parameters in the TV-NARX model, and in this way, the identification of TV model is converted to solving a time-invariant regression problem, which can be solved by means of a conventional model structure detection algorithm, such as the OFR algorithm. It follows that wavelet basis functions can easily track rapid parameter variation in TV processes [19] , [20] , [32] .
A wavelet function ψ(x) is a function whose integral value is zero for the integral interval (−∞, +∞), that is, +∞ −∞ ψ(x)dx = 0. A shifted and dilated version (e.g., with a shift parameter l and dilation scale 2 j ) of a basis function ψ(x) is normally denoted as
An arbitrary function f (x) ∈ L 2 (R) can be expressed using the basis functions as
where parameters a l, j are called expansion coefficients.
From wavelet theory, an arbitrary function f (x) ∈ L 2 (R) can be approximated by the multiresolution wavelet decomposition as
where ς is the maximum number of basis sequences, . This paper proposes using multiple wavelet basis functions to approximate TV parameters in (3) as
where a r p,q,l represent expansion parameters, which are time invariant, ϕ r l, j (·) are wavelet basis functions, t = 1, 2, . . . , N, and N is the number of data used for model estimation.
Cardinal B-splines are an important class of basis functions that can be used to construct multiresolution wavelet decompositions, which enable the operation of the decomposition to be more convenient [20] , [33] . The first-order cardinal B-spline is the well-known Haar function defined as
The explicit formulas for the second-, third-, fourth-, and fifth-order cardinal B-splines B 2 (x), B 3 (x), B 4 (x), and B 5 (x) can be found in [34] . Taking the cardinal B-splines as the basis function, ϕ r l, j (x) can be expressed by the r th-order B-spline
, where j and l are the dilated and shifted versions of wavelet B r . Some criteria to determine the value of j are given in detail [35] . Generally, j = 4 is an appropriate choice for many applications using cardinal B-splines. If the value of j is higher, more basis functions will be involved in approximating the TV parameters, and this may improve the resolution but would increase the computational cost. Additionally, a practical selection of the wavelets is the third-, fourth-, and fifth-order cardinal B-splines B 3 (x), B 4 (x), and B 5 (x), ϕ r l, j , r = 3, 4, 5, and the detailed discussion of B-splines properties can be found in [36] .
By expanding TV parameters with multiwavelet basis functions, the TV-NARX model (3) becomes
where T (t) is the expanded term vector at time t and η is the corresponding time-invariant parameters vector. It can be seen from (8) that the basis function expansion method reduces the TV model (3) to a time-invariant linear-inthe-parameter form. However, the model may not be ready for use not only because of its complexity but also the difficulty to estimate the model parameters due to the large number of candidate expanded terms. Hence, reducing the number of expanded terms and detecting the correct model structure are vital steps in the model identification. A novel algorithm to deal with this problem will be introduced in Section II-B.
B. Ultra-Least Square Method for TV-NARX Model
The linear-in-the-parameter problem (8) can be solved using a least squares type of algorithm by minimizing the associated loss function 
that is smooth and has compact support on [0, T ]. As shown in [26] , models fitted by means of weak derivatives in the Sobolev space, with a number of test functions, are more effective. In this paper, test functions are used to smooth the observed signals, and it would be desirable for such functions to have a bell shape similar to a Gaussian function. In fact, the commonly used test functions are not necessarily to be infinitely differentiable [26] . The (m + 1)th-order B-spline functions, which has finite support and continuous mth-order derivatives, will be adopted as the test functions in this paper.
The distance x −x 2 defined by the L 2 Lebesgue integral only measures the differences between functions x(t) and x(t) on the interval [0, T ]. Generally, it cannot find the differences at each individual time instance. Hence, the L 2 norm commonly neglects the detail or closeness in shape and only focuses on the similarity as a whole. System identification is to discover unknown rules from the observations essentially. A particularly challenging issue in system identification is how to get the underlying dynamics or a best model when the system is disturbed by color noises or not persistently excited, and thus, many significant characteristics may be hidden in a small amount of data. Any piece of information is crucial to discovering the important rules. When using the L 2 norm as the criterion, some spurious information may not be distinguished easily [26] . The loss function defined in L 2 may not be able to exclude spurious information and effectively make use of most important information for system identification purpose. Hence, a stricter criterion, which can accurately discover more useful rules, needs to be introduced.
In 
The lost function (11) consists of two parts: the first part is the same as in the standard least squares criterion that emphases the overall agreement between two time series; the second part is the weak derivatives. It is the second part that makes it different to most conventional model detection and selection methods, which only emphasize the agreement in shape of signals. In the new lost function (11), any detailed changes in the distribution can be reflected in the second part. Therefore, the new criterion J H is more effective for system identification. Based on the H m norm, the objective becomes to solve a new least squares problem ⎡
This is referred to as the ULS problem [26] , which results in a solution that is normally different to that for (8) .
Note that (11) and (12) cannot directly be applied to a data-driven system identification problem, and some work needs to be done first. For example, the weak derivatives cannot be obtained from data in a straightforward way, and the contribution of each individual component donated as 
The weak derivatives are defined by
Similarly, the distribution corresponding to
By defining these distributions, the problem now becomes to find the relationship between the distributions T y and
. . .
All data used to solve ( The weak derivatives of functions based on a test function ω(t) defined locally reflect the local information of these functions. When the test function is shifted along the time axis, the corresponding weak derivatives of the signal will give the corresponding local information of the function at new positions. Instead of using all test functions in the space
, test functions ω(t) defined locally and the shifted versions ω(t − τ ) will be used in the ULS problem.
For a given test function ω(t) with a finite support on [0,
where y z (τ ) is the convolution of y(t) with the derivative of the test function. Define g(t)=ω(−t), g (z) (t) can be viewed as a linear filter impulse response and y z (τ ) is the corresponding output of the input y(t). According to the Leibniz integral rule, interchanging the order of the differentiation and the integral is permitted. Specifically, the integral has the following property:
So now the function y z (τ ) has a new physical interpretation. Similarly, the function (ϕ (r) j,k x i ) z (τ ) can also be represented by
Then, the ULS problem (15) 
where y z and (x r p,q,l ) z are signals defined by (16) and (18) . Another significant issue that needs to be considered in the ULS problem is that the magnitude of the difference of the derivatives may be much larger than the differences arising from the observations themselves. As a consequence, the value of the criterion could be dominated by the differences arising from the derivatives. A good criterion must be robust to the noise. Some further modifications to the test function and the associated derivatives should be made. In doing so, the test function and its derivatives are normalized as
where all signals generated by (16) have the same weight in the ULS criterion. The normalized functions will be used to replace the function ω (z) to modulate signals in the ULS problem. Given a test function ω(t), the ULS criterion of problem (8) becomes 
Given sampled data, the discrete-time form of the modulation process can be described as
where n 0 is the support of the test function and s = 1, 2, . . . , N − n 0 . The ULS problem can now be written as
where
C. UOFR-MI Algorithm for TV-NARX Model Identification
The identification of the TV-NARX model mainly consists of two key steps: model structure detection (i.e., model reduction and refinement) and parameter estimation. In this paper, we follow [28] - [30] to use an MI to measure nonlinear correlation between two signals (i.e., the system output and the individual candidate model terms), and the MI-based measure is incorporated to a UOFR procedure to lead to a new method called the UOFR with MI (UOFR-MI), which is described in the following in detail.
Given two random discrete variables x ∈ χ and y ∈ ϒ, with marginal probability mass functions p(x), p(y) and a joint probability mass function p(x, y), the MI I (x, y) is defined as
The MI I (x, y) is the reduction in the uncertainty of y due to some knowledge of x and vice versa [28] , [29] . It can be used to measure the amount of the information one variable shares with another.
Consider the identification problem of the model (25) Following [28] and [29] , and denoting r 0 = y, the selection procedure begins to calculate ρ 1 = {arg max 1≤ j ≤L {I (r 0 , φ j )}, where I (·, ·) is the MI. The first selected regressor can be determined as π 1 = φ ρ 1 . Select it as the first associated orthogonal basis q 1 = φ ρ 1 , and set r 1 = r 0 − (r T 0 q 1 /q T 1 q 1 )q 1 . In general, the λth selected regressor can be chosen as follows. At the (λ − 1)th step, let D λ−1 = {π 1 , π 2 , . . . , π λ−1 } be the set of regressors selected so far, and it can be transformed into orthogonal bases q 1 , q 2 , . . . , q λ−1 via an orthogonal transformation. The next selected regressor can be determined via
where φ j ∈ D− D λ−1 , and r λ−1 is the residual vector obtained from the (λ − 1)th step. The λth selected regressor is chosen as π λ = φ ρ λ . The residual vector r λ is defined as
All significant regressors can be selected step by step, one at a time. Since vectors r λ and q λ are orthogonal, so
By summing (32) and (33), yields
The residual sum of squares r n 2 can be used to form the model selection criteria. Furthermore, the Akaike Information Criterion (AIC) will be adopted to terminate the UOFR-MI procedure when an appropriate number of model terms are included in the model [37] . A popular version of AIC can be written as
If the AIC reaches the minimum at n = h, the term selection procedure can be terminated, and resulting in an h-term model. 
In addition, some measures can be applied to avoid selecting model terms, which are strongly correlated. At the λth step, a subset D λ−1 containing λ−1 orthogonal bases has been selected. If φ j is strongly correlated with some bases in D λ−1 , it can then be shown that (q [28] , [29] . So the proposed algorithm can automatically discard the candidate basis
j < δ, where δ is a predetermined positive number that is closed to 0, for example, δ = 10 −r and r ≥ 10. In this way, any ill-conditioning or severe multicollinearity can be avoided [13] .
The new proposed algorithm for TV-NARX model identification can now be summarized as follows.
1) Set up the TV-NARX model (3) to be identified and expand all TV coefficients of nonlinear terms by using B-spline basis functions, and construct problem (8).
2) Construct a test function ω(t) and calculate its derivatives ω (1) (t), ω (2) (t), . . . , ω (m) (t).
Normalize the derivatives according to (20) (24) and then obtain the new problem (25). 4) Calculate the MI between the output vector and expanded terms, and select the significant term with the largest value of the MI as the first term and then remove the expanded terms, which have been selected from the dictionary. 5) At the λth step, orthogonalize all expanded terms still in the dictionary with the λ − 1 selected terms. Calculate the MI with the residual vector r λ−1 and select the term with the largest value as the λth selected term. 6) Determine the number of significant model terms using, for example, the AIC or other criterions. 7) Estimate coefficients of the selected model terms, and achieve the estimation of TV parameters using (6).
III. SIMULATION EXAMPLES
Identification of nonlinear TV systems essentially involves the determination of the model structure and the estimation of the corresponding TV parameters [38] . A correct model structure is important for not only reproducing the system behaviors but also revealing the underlying mechanisms. In this section, three numerical simulations are used to illustrate the effectiveness of the new UOFR-MI algorithm in both model structure detection and TV parameter tracking. Specifically, the first example is to illustrate the performance of the UOFR-MI algorithm for the detection of the TV model structure. Then, we test the proposed UOFR-MI, using B-splines as the building blocks (basis functions) to approximate TV parameters of two simulated nonstationary systems, and compared with two conventional methods: RLS and OFR methods. The data in the second example are generated from a known simulated linear TV system. It is demonstrated that the new proposed procedure can identify the system structure accurately and track the true piecewise varying parameter variations very well. Furthermore, the third example involves the modeling problem of a second-order discrete-time TV system with the second-order nonlinearity. The objective here is to illustrate the capability of the proposed procedure for fast tracking and adaptively capturing the abrupt changes of piecewise varying parameters.
A. Example 1: Detection of the Time-Varying System Structure
Consider the nonpersistently excited TV system as (37) where e(t) ∼ N(0, σ 2 ) with σ = 0.05, and the input signal is generated by an AR process
where v(t) is a Gaussian distributed noise v(k) ∼ N(0, 1). TV parameters are given as
For system (37), the candidate model inputs are chosen to be the following delayed input and output variables:{y(t − 1),
Totally, 45 candidate model terms are included in the term dictionary (the nonlinear degree of the polynomial model is chosen to be 2). The third-, fourth-, and fifth-order B-spline functions are used to expand TV parameters. The identification results produced by the classic OFR algorithm are presented in Table I where the correct model terms are denoted in bold. Notice that the OFR algorithm selects a redundant term y 2 (t − 1). It is also not straightforward to reasonably explain why the correct terms y 2 (t − 2), u(t − 2) are less significant than the redundant term. This probably could be explained that the traditional OFR algorithm may converge to the suboptimal solution when the system is not persistently excited. The UOFR-MI algorithm is also used to identify the model structure. The output signal and candidate terms are modulated by the first-and second-order derivatives of the cubic B-spline test function. The model identified by the UOFR-MI algorithm is given in Table II . It is obvious that all the system model terms are correctly selected. This indicates that under the ULS criterion, the significance of redundant terms is reduced, and does not appear in the identified model. So the UOFR-MI algorithm correctly detects the correct structure of the TV system.
B. Example 2: Linear Time-Varying Parameter Estimation
Consider the system
where e(t) is a Gaussian distributed noise with a variance 0.1, and TV parameters are given as
where N = 512 is the length of data. The input u(t) is a pseudorandom binary sequence. The third-, fourth-, and fifth-order cardinal B-splines (ϕ r l, j , r = 3, 4, 5) with scale index j = 4 are adopted to approximate piecewise varying coefficients. The output data and all candidate expanded terms are modulated by the first-and second-order derivatives of the cubic B-spline basis functions. The UOFR-MI algorithm is then applied to select significant model terms from candidate terms expanded by the B-spline functions and estimate the corresponding coefficients. The constructed model parameters are shown in Fig. 1(c) . For comparison, the standard RLS algorithm with forgetting factor μ = 0.90 and the conventional OFR algorithm with B-splines are also applied to identify the TV system, and the results of parameter estimates are given in Fig. 1(a) and (b) , respectively. Fig. 1(a) shows that the RLS algorithm obtains smooth estimates but fails to track rapidly varying piecewise parameters. Fig. 1(b) presents the results of parameter estimates using the OFR algorithm with B-splines. The estimates can track abrupt variations in TV parameters well but the estimation of the constant model parameter b 2 (t) is not good. In contrast, the UOFR-MI approach can better track the variation of the parameters and more effectively capture major features of different waveforms: the constant value, smooth changes, and abrupt changes.
In order to verity the effectiveness of the proposed method, three noise data (corrupted by color noises) are generated with different signal-to-noise ratios (SNRs) of 20, 15, and 10 dB, respectively. The value of the mean absolute error (MAE), normalized root mean squared error (RMSE), and the standard deviation (Std) of the TV parameter estimates for these three cases is given in Table III . It is obvious that the calculated MAE, RMSE, and Std of the proposed method are smaller than other two methods; this statistically confirms that the proposed procedure is more adaptive and possesses better ability for tracking the TV parameters even with color noise contamination. Particularly, it is worth noting that the superiority of the proposed method is more significant when the noise level increases. Note that, in this paper, MAE and RMSE are defined as 
whereĉ(t) represents the estimates of coefficients c(t) in the TV-NARX model and N is the length of the observations. The efficiency of the proposed algorithm can be further evaluated by the 10-fold cross validation method. Specifically, the testing and training data subsets are randomly sampled from the B-splines-based expansion model. TV parameters are estimated by the three compared algorithms on the training data, and the prediction results from different methods are tested by the testing data subset. Totally, five rounds 10-fold cross validation is performed and the average of the test results is shown in Table IV . It can be observed that the prediction error from the proposed algorithm is smaller than the other two parameter estimation methods, indicating excellent prediction power of the proposed method.
C. Example 3: Nonlinear Time-Varying Parameter Estimation
To test a more severe situation, the data in the third example are produced from a TV-NARX model as follows: where the piecewise varying parameters are given as
The input u(t) is a Gaussian random sequence with variance 1. e(k) is Gaussian distributed with variance 0.06 2 , that is, e(k) ∼ N(0, 0.06 2 ). The sampling time t is 0.0025 s, which indicates f s = 400 Hz. Fig. 2(a) shows the estimation results of TV coefficient using the RLS algorithm with forgetting factor μ = 0.95. It shows that the results cannot track the abrupt changes in the TV parameters due to the limited convergence speed. Fig. 2(b) shows the estimation results of the OFR method with B-splines. The performance of the proposed algorithm is slightly better than that of the OFR (with B-splines) but much better than that of the RLS in terms of the overall variance of the parameter estimates. Similar to the previous example, the MAE, RMSE, and Std of TV parameter estimates are presented in Table V . Compared with other two methods, it is obvious that the proposed procedure has a better tracking performance even with a high level of noise, namely, a low SNR, which indicates the proposed UOFR-MI with B-splines method can be an effective tool for analyzing noise contaminated signals. proposed algorithm can achieve better predictive performance than other two methods; this demonstrates the advantage of the proposed algorithm in model structure detection and tracking system changes for the TV system.
IV. APPLICATION TO REAL DATA: EEG DATA MODELING AND ANALYSIS
The UOFR-MI has been successfully used for the identification of TV systems in the previous simulations. In this section, the proposed method is applied to a real EEG recording to illustrate its applicability and efficiency for real data modeling problem. The EEG data set used here is available publicly from the University of Bonn [39] . Fig. 3 shows a snapshot of the EEG signal in a time scale of 6 s, with a sampling rate of 173.61 Hz. The initial candidate NARX model structure for the EEG signal is chosen to be
×y(t − j) + e(t). (46)
The initial model involves a total of 66 candidate model terms. The UOFR-MI algorithm is applied to identify a compact TV-NARX model from the initial candidate model. According to the AIC criterion, a model structure with five significant model terms is preferred and the model is as The third-, fourth-, and fifth-order cardinal B-splines with a scale j = 4 are adopted to expand TV parameters, and the Additionally, five rounds of 10-fold cross validation are conducted to evaluate the effectiveness of the proposed UOFR-MI with B-splines method. In this paper, the testing data are randomly sampled from the multiwavelet basis function expansion model. The average prediction error, measured by RMSE and Std, is given in Table VII . Clearly, in comparison with the models given by the RLS method and the OFR with B-splines method, the TV-NARX model established by the UOFR-MI algorithm is more flexible and adaptable for capturing the sharp variations of the TV EEG signal.
V. CONCLUSION
A new UOFR-MI algorithm combined with the basis function expansion framework has been proposed, where timedependent parameters were approximated by a set of multiwavelet basis functions. Three numerical case studies were performed to test the performance of the proposed method. In these case studies, several different types of TV parameters were considered, including both smooth and abrupt changes. Several criteria were used to measure the performance of the estimated parameters, and 10-fold cross validation method was also employed to further verify the efficiency of the constructed models. The proposed algorithm shows a good ability and flexibility in capturing time-varying properties of interest. The results of simulation examples indicate that the proposed method can determine the model structure effectively and give more accurate estimates for either rapid or smooth piecewise varying parameters. Furthermore, the parameter estimation and prediction results on EEG recordings show that the proposed procedure is more powerful in tracking fast changes of TV biomedical signals.
An advantage of the proposed method over traditional methods, for example, Kalman filtering and adaptive recursive estimation approaches, is that it does not need to assume some stochastic model types for TV coefficients themselves, but only need to specify a set of basis functions that can be used to approximate the change of TV coefficients. In comparison with similar existing functional series expansion methods, the proposed method can produce more efficient model structure by making use of extra information characterized by the weak derivatives of relevant signals. The main drawback of the proposed method is its heavy computational load, which may be much higher than the existing functional series expansion methods; this is because the ULS problem (12) is different from the traditional least squares approach and involves the calculation of a number of simultaneous equations. This computational issue, however, becomes less critical when a high performance PC is available.
