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Given a graph G with n vertices and a set S of n points in the plane, a point-set embedding
of G on S is a planar drawing such that each vertex of G is mapped to a distinct point of S .
A geometric point-set embedding is a point-set embedding with no edge bends. This paper
studies the following problem: The input is a set S of n points, a planar graph G with n
vertices, and a geometric point-set embedding of a subgraph G ′ ⊂ G on a subset of S . The
desired output is a point-set embedding of G on S that includes the given partial drawing
of G ′ . We concentrate on trees and show how to compute the output in O (n2 logn) time
in a real-RAM model and with at most n−k edges with at most 1+2k/2 bends, where k
is the number of vertices of the given subdrawing. We also prove that there are instances
of the problem which require at least k − 3 bends on n − k edges.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let G be a planar graph with n vertices and let S be a set of n points in the plane. A point-set embedding of G on S is a
crossing-free drawing of G such that each vertex is represented as a distinct point of S and the edges are polygonal chains.
The problem of computing a point-set embedding of a graph, also known as the point-set embeddability problem, has been
extensively studied both when the mapping of the vertices to the points is chosen by the drawing algorithm and when
it is partially or completely given as part of the input. A limited list of papers about different versions of the point-set
embeddability problem includes, for example, [1–3,6–9,13,16,19].
This paper studies a natural extension of the point-set embeddability problem. It is assumed to have a mapping of some
edges of G to segments between points of S and the goal is to compute a point-set embedding of G that includes the given
segments. More precisely, we focus on trees and study the following question: The input is a set S of n points, a tree T
with n vertices, and a point-set embedding of a subtree T ′ ⊂ T on a subset of S such that all edges of this partial drawing
are straight-line segments. The desired output is a constrained point-set embedding of T on S , i.e. a point-set embedding of
T on S that includes the given partial drawing of T ′ .
From the application point of view, the point-set embeddability problem is relevant in those contexts where the display
of the vertices is constrained to use a set of prescribed locations. Our variant adds the constraint that a portion of the graph
is already drawn; this can be important for example to preserve the user’s mental map when a certain subgraph of an
evolving network does not change over time. Again, representing certain edges as straight-line segments and placing their
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the graph.
We recall that a recent paper on extending a partial straight-line drawing has been presented by Patrignani [17]. Given
a planar graph G and a planar straight-line drawing Γ of a subgraph of G , Patrignani [17] shows that it is NP-hard deciding
whether G admits a planar straight-line drawing including Γ . The main difference between the problem studied in [17]
and the one investigated in this paper is that, when extending the partial straight-line drawing, we have ﬁxed locations for
the vertices and we allow bends along the edges. In the light of the result in [17], one can ask what is the complexity of
deciding whether or not a straight-line constrained point-set embedding exists for a given planar graph G , a set of points
S , and a partial drawing of G on S . The result of Cabello [4] implies that this problem is NP-hard. Indeed, Cabello shows
that it is NP-hard to decide whether a given 2-outerplanar biconnected graph can be embedded straight-line on a given set
of points, and the classical point-set embeddability problem can be regarded as a special case of our constrained version.
The main contribution of this paper is to provide lower and upper bounds to the maximum number of bends per edge
in a constrained point-set embedding of a tree. An outline of the results is as follows.
• We show a lower bound that depends on the number of vertices of the given subdrawing of the tree. Namely we
prove there exist trees with n > 7 vertices and partial drawings with k < n vertices such that any constrained point-set
embedding has at least n − k edges, each having at least k − 3 bends.
• We describe a drawing algorithm that computes a constrained point-set embedding of a tree in O (n2 logn) time in a
real-RAM model and with at most 1 + 2k/2 bends per edge, where n is the number of vertices of the tree and k is
the number of vertices of the given subdrawing. We remark that the difference between such an upper bound and the
lower bound mentioned above is at most 5.
The proof of the upper bound is based on the partial solution of a computational geometry problem that in our opinion
is of independent interest. Kaneko and Kano [10,11] studied the problem of computing a point-set embedding with straight-
line edges of a forest F of rooted trees such that the location of the root of each tree of F is part of the input. Kaneko and
Kano showed that the drawing can always be computed for special types of forests (rooted star forests or forests of trees
where the sizes of any two trees differ by at most one) but the problem is still open in the general case. We prove that the
drawing can always be computed for every forest, assuming that the roots of the trees lie on the convex hull of the set of
points.
One of the basic ingredients of our upper bound technique sheds more light on the problem described above. Namely, let
T0, . . . , Th−1 be a forest of trees with n vertices in total. Let S = {p0, . . . , pn−1} be a set of n points in general position such
that p0, . . . , ph−1 are points of the convex hull of S . We describe an O (n2 logn) time procedure to compute a straight-line
point-set embedding of the forest such that the root of Ti is on pi (i = 0, . . . ,h − 1).
The remainder of this paper is organized as follows. Preliminary deﬁnitions are in Section 2. Lower bounds and an
upper bound to the number of bends of constrained point-set embeddings are described in Sections 3 and 4, respectively.
Conclusions and open problems are in Section 5.
2. Preliminaries
We assume familiarity with basic notions of graph drawing and of computational geometry (see, e.g., [5,12,14,18]). Let
G = (V , E) be a planar graph with n vertices and let S be a set of n points in the plane. A point-set embedding of G on S ,
denoted as Γ (G, S), is a planar drawing of G such that each vertex is mapped to a distinct point of S . Γ (G, S) is called a
geometric point-set embedding if each edge is drawn as a straight-line segment.
Let D(S) be a straight-line drawing whose vertices are points of a subset of S . We say that D(S) is a partial drawing of
G on S if it represents a graph isomorphic to a subgraph of G . A constrained point-set embedding Γ (G, D(S)) is a point-set
embedding of G on S such that D(S) is a subdrawing of Γ (G, D(S)).
For example, Fig. 1 shows a graph G , a partial drawing D(S) of G on a set S of points, and a constrained point-set
embedding Γ (G, D(S)).
In the remainder of the paper, we say that the points of S are in general position if no three points of S lie on the same
line. A corner v of a polygon in the plane is said to be a reﬂex corner if the angle at v inside the polygon is greater than
180 degrees.
In the next sections we investigate the constrained point-set embeddability problem for a tree T on a set S of points.
We present lower and upper bounds to the maximum number of bends per edge in a constrained point-set embedding
Γ (T , D(S)). These bounds only depend on the number of vertices of the partial drawing D(S). For analyzing the time
complexity of our algorithms, we use a real-RAM model, i.e., we assume that our algorithms can handle real numbers of
any precision.
3. Lower bounds
We ﬁrst show that there exist a tree and a set of points such that, even for a partial drawing consisting of a single
edge, a constrained point-set embedding requires at least one edge bend. We recall that every tree with n vertices admits a
666 E. Di Giacomo et al. / Computational Geometry 42 (2009) 664–676Fig. 1. A planar graph G . A set S of points and a partial drawing D(S) of G . A constrained point-set embedding Γ (G, D(S)) with at most one bend per
edge.
Fig. 2. A tree T , a set S of points, and a partial drawing D(S) with a single edge s.
Fig. 3. A tree T for the lower bound of Theorem 1.
straight-line point-set embedding onto any set of n points in general position even if the root of the tree is constrained to
lie on a speciﬁed point [3,9,19].
Consider the tree T and the drawing D(S) in Fig. 2. Observe that it is not possible to remove a single edge of T and
obtain two subtrees each having six vertices. As a consequence, whichever edge of T is mapped to segment s of D(S) there
will be an edge of T connecting a point above s to a point below s. Such an edge must have a bend in order to not cross s.
We prove next that there exist a tree T with n > 7 vertices, a set S of n points, and a partial drawing D(S) of a tree
with 7 k < n vertices, such that every constrained point-set embedding Γ (T , D(S)) has n − k edges each having at least
k − 3 bends. The tree T consists of a path v0, v1, . . . , vk−3 of k − 2 vertices, a vertex u adjacent to v1, a vertex w adjacent
to v2 and n − k vertices adjacent to vk−3 (see Fig. 3 for an illustration with k = 8 and n = 13). Let T ′ be the subgraph of T
containing all vertices of T except the n− k vertices adjacent to vk−3. There is exactly one subgraph in T isomorphic to T ′ ,
and the remaining n − k vertices of T are adjacent to vk−3 which is the only leaf node of T ′ with a degree 2 neighbor.
Notice that k 7 is required for such a leaf to exist.
A partial drawing D(S), isomorphic to T ′ , is deﬁned as follows. Refer also to Fig. 4 for an illustration. We describe ﬁrst
the portion of D(S) isomorphic to the path v0, v1, . . . , vk−3. The segments of this drawing are denoted as s0, s1, . . . , sk−4
and the endpoints of segments si are denoted as pi and pi+1 (0 i  k−4). Segment s0 is a horizontal segment of arbitrary
length l; segment s1 is a segment whose slope is 1 (i.e. forming a π4 angle with the x-axis), whose length is less than
√
2l.
Let a be the projection of p2 on s0 and let q0 be any point in the segment p0a. For i  1, let qi be the mid-point of segment
si . For i  2 segment si is constructed as follows. Let i be the straight line orthogonal to si−2 passing through pi and let
′i be the straight line passing through qi−2 and qi−1. Point pi+1 is the intersection point of i and 
′
i . To complete the
construction of D(S) we add two segments denoted as sw and sv . Segment sw is a horizontal segment of length l to the
right of p2 and with an endpoint in p2; segment sv is a vertical segment below p1, with an end-point in p1 and with a
length equal to the length of s2. Denote by pv the endpoint of sv , by pw the endpoint of sw , and by qw the intersection
point between segment sv and the straight line passing through q0 and q1.
By using D(S) we partition the plane into different regions. Refer to Fig. 5(a) for an illustration. Region R−1 is the
unbounded region that does not contain D(S) and whose boundary consists of the portion of the straight line through p0
and p3 that is to the left of p0, the segment p0q0, the segment q0p3, the segment p3p2, and the portion of the straight
line through q0 and p2 that is below p2. Region R0 is the triangle q0, p1,q1. Region Ri (1  i  k − 6) is the polygon
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Fig. 5. (a) Partition of the plane into different regions. (b) Graph GR .
qi, pi+1,qi+1, pi+3, pi+2. Region Rk−5 is the triangle qk−5, pk−4, pk−3. Region Rw is the triangle p2,q1,qw . Region Rv is the
triangle q1, p1, pv . Region RN is the unbounded region that does not contain D(S) and whose boundary consists of the
portion of the straight line through p0 and p3 that is to the left of p0, the segment p0p1, and the portion of the straight
line through qw and p1 that is above p1. Region RS is the unbounded region that does not contain D(S) and whose
boundary consists of the portion of the straight line through pv and pw that is to the right of pw , the segment pw p2, and
the portion of the straight line through q0 and p2 that is below p2. Finally, region RE is the unbounded region that does
not contain D(S) and whose boundary consists of the portion of the straight line through pv and pw that is to the right
of pw , the segment qw pw , the segment qw pv , the segment pv p1, and the portion of the straight line through qw and p1
that is above p1.
Let GR be the graph deﬁned as follows: for each region Ra deﬁned above, there is a vertex ua in GR ; two vertices ua
and ub are adjacent if there is a point of Ra and a point of Rb that can be connected with a straight-line segment without
crossing any segment of D(S). The following property is an immediate consequence of the deﬁnition of GR .
Property 1. Let p be a point in a region Ra and let q be a point in a region Rb distinct from Ra. Every polyline connecting p to q
without crossing any segment of D(S) has a number of bends that is at least nP − 1, where nP is the number of edges in the shortest
path connecting ua and ub in GR .
The following lemmas will be used to describe the topology of GR .
Lemma 1. Let p be a point of region Ri (1 i  k − 6) and let q be a point visible from p. Then q ∈ Ri−1 ∪ Ri ∪ Ri+1 .
Proof. Let 1 be the triangle qi pi+1pi+2. Since Ri ⊂ 1 then p is in the triangle 1. Let C1 be the cone bounded by the
two half-lines departing from pi+1 and passing through pi and pi+2; let C2 be the cone bounded by the two half-lines
departing from p and passing through pi and pi+2. Due to the presence of segments pi+1pi+2 and pi+1pi , q can be visible
from p only if it is a point of C1 ∪ C2. On the other hand, the presence of segment pi pi−1 implies that q cannot be outside
the cone C3 bounded by the two half-lines departing from pi and passing through pi−1 and pi+1. Thus, q ∈ (C1 ∪ C2) ∩ C3.
Let 2 be the triangle qiqi−1pi . It is easy to see that (C1 ∪ C2) ∩ C3 ⊆ 1 ∪ 2 (we have (C1 ∪ C2) ∩ C3 = 1 ∪ 2 if p
coincides with q2). Since 2 ⊂ Ri−1, it follows that point q cannot be a point of any region R j with j  i − 2. In other
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it follows that q cannot be either a point of any region R j with j  i + 2. 
Lemma 2. Let p be a point of region Rv and let q be a point visible from p. Then q ∈ Rv ∪ Rw .
Proof. Let C1 be the cone bounded by the two half-lines departing from p1 and passing through p2 and pv ; let C2 be the
cone bounded by the two half-lines departing from p and passing through p2 and pv . Due to the presence of segments
p1p2 and p1pv , q can be visible from p only if it is a point of C1 ∪ C2. On the other hand, the presence of segment p2pw
implies that q cannot be outside the cone C3 bounded by the two half-lines departing from p2 and passing through p1 and
pw . Thus, q ∈ (C1 ∪ C2)∩ C3. It is easy to see that (C1 ∪ C2)∩ C3 ⊆ Rv ∪ Rw (we have (C1 ∪ C2)∩ C3 = Rv ∪ Rw if p coincides
with q1). 
Lemma 3. Let p be a point of region R0 (Rw respectively) and let q be a point visible from p. Then q ∈ R1 ∪ R0 ∪ R−1 (q ∈ Rv ∪
Rw ∪ RE ).
Proof. We prove the statement for R0. An analogous proof can be done for Rw . Let C1 be the cone bounded by the two
half-lines departing from p1 and passing through p0 and p2; let C2 be the cone bounded by the two half-lines departing
from p and passing through p0 and p2. Due to the presence of segments p0p1 and p1p2, q can be visible from p only if
it is a point of C1 ∪ C2. It is easy to see that C1 ∪ C2 ⊆⋃k−5i=−1 Ri . As shown in the proof of Lemma 1 no point of R j with
j  2 is visible from p and thus the statement follows. 
Lemma 4. Let p be a point of region R−1 (RE respectively) and let q be a point visible from p. Then q ∈ R0 ∪ R−1 ∪ RN ∪ RS ∪ RE
(q ∈ Rw ∪ RE ∪ RN ∪ RS ∪ R−1).
Proof. The fact that q can be a point of R0 ∪ R−1 (Rw ∪ RE respectively) is a consequence of Lemma 3. The fact that it can
also be a point of RN ∪ RS ∪ RE (RN ∪ RS ∪ R−1 respectively) is immediate. 
Based on Lemmas 1, 2, 3, and 4, and on the fact that there are points of region RN visible from points of region RS ,
GR consists of (see also Fig. 5(b)): (i) the 4-cycle u−1,uS ,uE ,uN with the chords (u−1,uE) and (uN ,uS ); (ii) the path
u−1,u0,u1, . . . ,uk−5; (iii) the path uE ,uw ,uv .
Theorem 1. There exist a tree T with n > 7 vertices, a set S of n points, and a partial drawing D(S) of a tree with 7 k < n vertices,
such that every constrained point-set embedding Γ (T , D(S)) has n − k edges each having at least k − 3 bends.
Proof. Let T be the tree described above, and let D(S) be the partial drawing constructed as described above and assume
that all remaining points of S are in the region Rv . The edges of D(S) form, by construction, a tree isomorphic to T ′ . More
precisely, the only possible mapping of T ′ to D(S) is the one that maps vi to pi (0  i  k − 3), v to pv and w to pw .
The edges that we must add to D(S) to get a drawing Γ (T , D(S)) are those adjacent to vk−3. Each of these edges must
be drawn as a polyline π connecting pk−3 to a point q in region Rv . Point pk−3 is a point of region Rk−6. By Property 1
polyline π has at least nP − 1 bends, where nP is the number of edges in the shortest path connecting uk−6 to uv in
GR . The path from uk−6 to u−1 has k − 5 edges; the path from uE to uv has two edges. Since R−1 and RE are adjacent,
nP = k − 5+ 2+ 1 = k − 2, and therefore π has k − 3 bends. Since there are n − k edges connecting vk−3 to vertices not in
T ′ , then there are n − k polylines connecting pk−3 to a point in region Rv , each having k − 3 bends. 
4. Upper bound
Let T be a tree with n vertices and let S be a set of n points. In this section we show that if D(S) is a partial drawing of
T on S such that D(S) represents a tree with k vertices, then we can always construct a constrained point-set embedding
Γ (T , D(S)) with at most 1 + 2k/2 bends per edge. This means that each edge of T that we add to complete D(S) is
drawable with a number of bends that is linear in the number of vertices of D(S) and that is independent of the size of
T . Notice that the bound 1 + 2k/2 is equal either to k + 1 (if k is even) or to k + 2 (if k is odd). This implies that the
difference between this upper bound and the lower bound given in Theorem 1 is at most 5.
In order to prove our main result, we ﬁrst prove some lemmas that are the technical foundation of our drawing tech-
nique. These lemmas are concerned with the problem of embedding a forest of rooted trees onto a set of points in general
position.
4.1. Point-set embeddability of forests
The next lemma will be widely used as a basic tool of our drawing techniques.
E. Di Giacomo et al. / Computational Geometry 42 (2009) 664–676 669Fig. 6. Illustration for the proof of Lemma 5.
Lemma 5. Let p, p0, p1, . . . , pn−1 be n + 1 points of the plane and let l be an oriented line through p such that:
• p0, p1, . . . , pn−1 lie in one of the two open half-planes determined by l;
• If l is oriented so that the points p0, p1, . . . , pn−1 lie to the left (right) of l, then p0, p1, . . . , pn−1 occur radially in this order while
rotating l counterclockwise (clockwise) around p;
• If p, pi, pi+1, . . . , pi+h are collinear points (1 i  n − 2) (h  1), then pi, pi+1, . . . , pi+h are ordered from the farthest to the
closest to p.
There exists a suﬃciently small number  > 0 such that the point p′ on l that follows p at  distance from p has the following
properties:
• (a) There are no two points among p0, p1, . . . , pn−1 that are collinear with p′;
• (b) p0, p1, . . . , pn−1 still occur radially in this order while rotating l around p′;
• (c) Number  (and point p′) can be computed in O (n) time.
Proof. Refer to Fig. 6 for an illustration. Assume that l is oriented so that all points p0, p1, . . . , pn−1 are to the left of l and
therefore that p0, p1, . . . , pn−1 occur radially in this order while rotating the x-axis counterclockwise around p; a similar
proof can be done for the other possible orientation of l. Without loss of generality, assume that p is at the origin of a
Cartesian-axis plane whose x-axis coincides with l.
For any pair of distinct points pi , p j (0  i, j  n − 1), consider the intersection point (if any) between the positive
x-semi-axis and the line through pi and p j . Among these intersection points, let q be the one with minimum x-coordinate,
i.e., the one having the minimum distance from p. If there is no intersection between any two points pi and p j and the
positive x-semi-axis, then q can be an arbitrary point with positive x-coordinate on l. Any point p′ on l in the interval (p,q)
satisﬁes Properties (a) and (b) of the statement. Namely, by construction every point of l that is collinear with two points
among p0, p1, . . . , pn−1 lies out of the interval (p,q) on l, and therefore Property (a) holds. Also, assume that pi and p j are
two points such that pi is before p j in the radial order around p, and let z be the intersection point between l and the line
through pi and p j . There are three possibilities for z. If z has positive x-coordinate, then the relative radial order of pi and
p j around any point between p and z on l is the same as for p, and therefore also around p′ . If z has negative x-coordinate,
then the relative radial order of pi and p j does not change around any point with positive x-coordinate (because p has
x-coordinate equal to 0 and we rotate counterclockwise), and therefore also around p′ . Finally, if z coincides with p (i.e.,
pi and p j are collinear with p), then their counterclockwise order around p′ is such that we ﬁrst encounter the point that
is farthest from p and then the closest one, which is coherent with the order we have chosen by hypothesis for pi and p j
around p. Hence, Property (b) applies for p′ .
It remains to show that a point p′ between p and q can be computed in O (n) time. For each point pi (0 i  n − 1),
denote by di the distance between p and pi , and denote by αi the counterclockwise angle required to bring the x-axis into
correspondence with the line through p and pi . By hypothesis we have αi ∈ (0,π) and α0  α1  · · · αn−1. Let pi , p j be
any two points such that αi < α j , if they exist, and let xij be the x-coordinate of the intersection point between the x-axis
and the line through pi and p j . Using polar coordinates, we can express xij as follows:
xij = (di cosαi)(d j sinα j) − (d j cosα j)(di sinαi)
d j sinα j − di sinαi .
Point p′ must be placed at an x-coordinate  such that  < |xij|. Observe that given two points pi , p j with αi = α j , i.e.,
two points collinear with p, any value of  guarantees properties (i) and (ii) for pi and p j ; thus we do not need to consider
such pairs of points when choosing  . For the same reason, if all αi are equal, i.e., all points are collinear, any choice of 
guarantees properties (i) and (ii) and we do not need to compute xij to choose  . To ﬁnd a lower bound for |xij|, we can
ﬁnd a lower bound for |(di cosαi)(d j sinα j) − (d j cosα j)(di sinαi)| and an upper bound for |d j sinα j − di sinαi |. We have
that: |d j sinα j − di sinαi | |d j sinα j | + |di sinαi | 2dmax , where dmax is the maximum dk , for 0 k n − 1.
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for 0 k  n − 1. By hypothesis, we have that 0 < α j − αi < π , and therefore |sin(α j − αi)| = sin(α j − αi) and it takes the
minimum value either for the minimum value or for the maximum value of α j − αi . Hence, if δ and  are the minimum
and the maximum of α j − αi , respectively, we have that:
|xij| d
2
minmin{sin δ, sin}
2dmax
,
so for example we can choose
 = d
2
minmin{sin δ, sin}
4dmax
.
From this choice, it is clear that  can be computed in O (n) time. Indeed, dmin and dmax can be determined by visiting
all values dk (0 k n − 1) only once.  = αn−1 − α0, and δ is the minimum of αk − αk−1 (1< k < n − 1). 
The next lemma contributes to partially solve a problem posed by Kaneko and Kano [10,11]. They studied the problem
of computing a point-set embedding with straight-line edges of a forest G of rooted trees such that the location of the root
of each tree is part of the input. Kaneko and Kano showed that the drawing can always be computed for special types of
forests (rooted star forests or forests of trees where the sizes of any two trees differ by at most one). Our lemma proves
that the problem can always be solved if the locations of the roots lie on the convex hull of the set of points, without any
restrictive hypothesis on the structure of G .
Lemma 6. Let G consist of a forest of rooted trees T0, T1, . . . , Th−1 . Let Ti = (Vi, Ei) for all 0  i < h. Let S = {p0, p1, . . . , pn−1}
be a set of points in general position such that p0, p1, . . . , ph−1 are points of the convex hull of S. There exists an O (n2 logn)-time
algorithm that computes a geometric point-set embedding Γ (G, S) such that the root of Ti is on pi (0 i < h).
Proof. Let CH(S) be the convex hull of S . Without loss of generality, assume that p0, p1, . . . , ph−1 occur in this order on
the boundary of CH(S) in clockwise order (if this is not the case, we can simply reorder them).
We ﬁrst show that we can ﬁnd a line a with the following properties: (i) a does not intersect any point pi of S and
there are points from S on both sides of a; (ii) denoted by I ⊂ {0,1, . . . ,h − 1} the set of indices for which all convex hull
points p j , with j ∈ I , lie on one side of a, we have that the total number of points on that side is equal to ∑ j∈I |V j|.
We call such a line a dividing line. An example of a dividing line is shown in Fig. 7. We can use a ham-sandwich type
argument to prove that a dividing line exists. We say that a side of a is too light if we have convex hull points p j with
j ∈ I ⊂ {0,1, . . . ,h − 1} to that side of a and the total number of points to that side of a is smaller than ∑ j∈I |V j|. If one
side of a is too light, the other side is said to be too heavy.
Consider points p0 and p1 on CH(S). Let a0 and a1 be lines through p0 and p1 and such that any other point of a0 and
a1 is outside the polygon deﬁned by CH(S). Refer to Fig. 7 for an illustration. Let p be the intersection point of a0 and a1.
If p is collinear with two points of S , we can slightly perturb p (and therefore a0 and a1) so to remove such a situation.
This can be done by applying the technique of Lemma 5, moving p on a line l parallel to the line through p0 and p1. We
start with line a = a0 and rotate a around p in the counterclockwise direction until a = a1. Since p is not collinear with two
points of S , we have that a will not intersect more than one point of S at the same time. Without loss of generality assume
that when a = a0, all remaining points of S lie to the right of a when moving along a toward p. If we rotate a slightly away
Fig. 7. An example of dividing line a. G consists of three trees T0, T1, and T2, where T0 has 3 vertices and T1, T2 have 4 vertices each. On one side of a
there are the root points p0 and p2 for trees T0 and T2, and a total number of points equal to the number of vertices of T0 and T2; on the other side of a
there are the points for drawing T1.
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side of a is too light. If we place a such that only p1 is on its right, then either T1 consists only of a root and we are done,
or the left side of a is too heavy. If the left side of a is too light when a = a0 and during the rotation of a from a0 to a1 it
passes a point p j with 0 j < h, then the left side of a remains too light. Since during rotation at any time at most one
point moves from the right to the left side of a, and since at the beginning the left side of a is too light and at the end the
left side of a is too heavy, it follows that at some moment a is a dividing line.
Once we have found a dividing line, the polygon whose boundary is CH(S) is divided into two subregions. By recursively
applying the same procedure on each of the two subregions we can ﬁnd dividing lines that split CH(S) into convex sub-
regions P0, P1, . . . , Ph−1 such that each Pi contains |Vi| vertices. Therefore we ﬁnd the required drawing by executing the
following algorithm:
Step A Divide CH(S) into convex subregions P0, P1, . . . , Ph−1 such that each Pi contains |Vi| vertices.
Step B Draw each Ti inside Pi with the technique of Bose et al. [3].
We now analyze the time complexity of this algorithm. The time complexity of ﬁnding a dividing line is O (n logn).
Namely, we radially sort the points of S around p in O (n logn) time; if necessary, we can slightly perturb p in O (n) time
by using Lemma 5. Finally, we execute in O (n) time a scan-line algorithm from a0 to a1 to ﬁnd a dividing line. Since all h
dividing lines can be found in O (h · n logn) time, where h  n, and the algorithm of Bose et al. [3] runs in O (n logn) time,
it follows that the given algorithm runs in O (n2 logn). 
The next lemma shows how to use the previous result to construct a point-set embedding of a forest of trees whose
roots are placed on the boundary of a non-convex polygon. In this case, the number of bends along the edges depend on
the number of reﬂex corners of the polygon.
Lemma 7. Let G consist of a forest of rooted trees T0, T1, . . . , Th−1 . Let Ti = (Vi, Ei) for all 0 i < h. Let S = {p0, p1, . . . , pn−1} be
a set of points in general position such that p0, p1, . . . , ph−1 are points along the boundary of a polygon P and the remaining points
of S are inside P or on the border of P . Also, let k be the number of reﬂex corners of P . There exists an O (n2 logn)-time algorithm that
computes a point-set embedding Γ (G, S) inside P such that the root of Ti is on pi (0 i < h) and each edge of Γ (G, S) has at most
2k/2 bends.
Proof. The proof is by construction. We ﬁrst provide a high-level description of an algorithm that computes Γ (G, S) with
at most 2k/2 bends per edge, and then we provide details for every step of the algorithm in order to perform it in
O (n2 logn) time.
High-level description of the algorithm: For an illustration refer to Fig. 8. In the ﬁgure the forest G to be drawn consists
of two trees, T0 and T1, and the polygon P has three reﬂex corners. The algorithm consists of the following steps:
Step 1 We partition P into k + 1 convex polygons, for example by iteratively drawing a bisector from each reﬂex vertex
until this bisector hits another line segment. We perturb the subdivision in such a way that no point from S lies
on any of the added subdivision edges and so that none of the convex polygons has an angle equal to π . We call
the added subdivision edges dummy edges (the dashed edges in the ﬁgure).
Step 2 Consider the dual graph of this subdivision, ﬁnd a spanning tree T of the dual graph and select a node r of T with
the property that the number of edges in T from r to any leaf node of T is at most k/2. Make r the root of T .
In the following, for any node v of T , Pv will denote the convex polygon corresponding to v (Pr is the convex
polygon corresponding to the root). Each polygon Pv is considered to be a closed region. In the ﬁgure, the nodes
of the dual graph of the subdivision are represented by rounded squares and the edges of the selected spanning
tree are in bold.
Step 3 The objective of this step is to add extra points on the boundary of Pr so that each of these points corresponds
to a distinct point of S that does not lie in Pr . Let S ′ = S . We incrementally add dummy points to S ′ by executing
a post-order traversal of T . For each visited node v of T distinct from r we do the following. Let e be the dummy
edge that separates Pv from the polygon corresponding to the parent node of v in T . Recall that no points from
S lie on e, except possibly at its end-points. Let Sv be the set of points in S ′ ∩ Pv except possibly those at some
end-point of e (we include every other point of S that is on the boundary of P v ). Place |Sv | dummy points on e
in such a way that none of the points on e lies on a line through two points from Sv . Construct a straight-line
perfect planar matching from the |Sv | points in Pv to the |Sv | points on e. Add to S ′ the dummy points placed
on e. In the ﬁgure, the dummy points are represented by empty circles.
Step 4 After the execution of Step 3 all nodes of T have been visited except the root r of T . Notice that there are n points
in S ′ ∩ Pr . In order to guarantee that no three points of S ′ ∩ Pr are collinear, we slightly modify the boundary of
Pr , by replacing each dummy edge of Pr with a “slightly convex” polygonal chain. More precisely, if e is a dummy
edge of Pr such that ne dummy points are placed on e, we replace e with a convex polygonal chain Ce such that
Ce has ne vertices and every point of S that was inside (outside) Pr is still inside (outside) Pr . Then we move each
of the ne dummy points on a distinct vertex of Ce , in such a way that the linear order of these points along Ce
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is the same they had along e. Notice that the polygonal chains replacing the dummy edges of Pr must be chosen
so that Pr remains a convex polygon. To guarantee this property it is suﬃcient to choose such chains so that the
angles at the points shared by two adjacent polygonal chains is less than π inside the polygon.
Step 5 Compute a straight-line drawing of Γ (G, S ′ ∩ Pr) inside Pr by using Lemma 6; the root of each Ti (i ∈ {0, . . . ,
h − 1}) is placed either on pi (if pi belongs to the boundary of Pr ) or on the dummy point of the boundary of
Pr that corresponds to pi . Finally, we replace all edges of the drawing connected to a dummy point by narrow
tunnels and we use these tunnels to planarly draw the edges of the tree; the number of dummy nodes traversed
by an edge of the tree corresponds to the number of bends of that edge in the ﬁnal drawing.
In Step 5, any edge of G is drawn from a point p of S via dummy points until it reaches Pr . Every time an edge passes
through a point on a dummy edge, a bend is added. Since the longest path in the spanning tree T of the subdivision passes
through k/2 dummy edges and an edge of the drawing of G may connect two points that lie in two (possibly coincident)
polygons whose corresponding nodes are at distance k/2 from the root r of T , the number of bends per edge is at most
2k/2.
Time complexity: We now provide details about how to perform the algorithm in O (n2 logn) time.
• Step 1 can be performed in O (n2) time by using standard partitioning techniques of a polygon into strictly convex
regions (see, e.g., [15]).
• At Step 2, r can be found by recursively removing the leaves of T until either one or two nodes remain. Since T has
k + 1 vertices this step can be executed in O (k) time.
• Step 3 can be executed in O (n2 logn) time. Namely, suppose that we have a set Sv of points in a polygon Pv and let
e be the dummy edge that separates Pv from the polygon Pu corresponding to the parent node u of v in T . We have
to ﬁnd a planar perfect matching between the points of Sv and a suitable set Q v of |Sv | points on e. To compute Q v ,
we ﬁrst choose an arbitrary point p on e (for example near to one end-point of e), and we apply Lemma 5 to ﬁnd an
interval (p,q) on e such that, for every point p′ ∈ (p,q) no two points of Sv are collinear with p′ and the radial order of
the points of Sv around p′ is the same. We set Q v = {q′0,q′1, . . . ,q′|Sv |−1}, where q′0,q′1, . . . ,q′|Sv |−1 are |Sv | consecutive
points in (p,q), equally distributed. If q0,q1, . . . ,q|Sv |−1 are the points of Sv in this radial order around any point of
Q v , we deﬁne a planar perfect matching from qi to q′i (0  i < |Sv |). See Fig. 9 for an example. Actually, for reasons
that will be clariﬁed in the next step, we also need to guarantee that no point of Q v is collinear with two points in
S ′ ∩ Pu , except those on e; we denote as S ′u this set of points. To guarantee that, it is suﬃcient to apply Lemma 5 twice,
the ﬁrst time to the points in {p} ∪ Sv , as shown above, to determine an interval (p,q), and the second time to the
points in {p} ∪ S ′u to determine a second interval (p,q′) (we use the same orientation for e to compute q and q′ , so
that either (p,q) ⊆ (p,q′) or (p,q′) ⊆ (p,q)). Then, we choose the points of Q v within the smallest interval between
(p,q) and (p,q′). Therefore, to ﬁnd Q v and the perfect matching we spend O (n logn) time, and we have to repeat this
procedure for all k = O (n) nodes of T distinct from the root.
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Fig. 10. Illustration of the technique used for Step 4 in the proof of Lemma 7.
• Step 4 can be performed in O (n2 logn) time. At the beginning of Step 4 we have a certain number of points of S ′ ∩ Pr
on the boundary of Pr while the other points of S ′ ∩ Pr are properly inside Pr . Recall that the points in S are in general
position and during Step 3 we have guaranteed that no dummy vertex p on the boundary of Pr is collinear with points
of S ′ ∩ Pr , except those placed on the dummy edge on which p lies. This implies that if there are three collinear
points in S ′ ∩ Pr they are necessarily on a same dummy edge, say e, that is a side of Pr . As explained above, we want
to replace e with a convex polygonal chain Ce and move each point of S ′ ∩ e to a corner of Ce without introducing
collinearity and so that the inside/outside relations of the points of S with respect to Pr do not change. Let Pv be the
polygon that shares e with Pr . Let le be a line parallel to e, outside Pr , and so that there is no point of S ′ ∩ Pv in the
open plane strip between e and le . Let a be a circular arc tangent to le and passing through the end-points of e. The
arc a intersects all segments of the matching between the points of P v and the points on e. We move each point of
S ′ ∩ e at the intersection between a and its matching segment, and then construct Ce by connecting these points with
straight segments. See Fig. 10 for an illustration. However, this transformation may cause collinearity between a dummy
point on Ce and a pair of points in S ′ ∩ Pr that is not on Ce . To avoid this possibility we have to be more careful in the
computation of le . Namely, let q′0,q′1, . . . ,q′m be the dummy points on e in this linear order, s′i the matching segment of
q′i in Pv , and l
′
i the line that contains s
′
i , oriented toward the outside of Pr . Each l
′
i leaves some points of S
′ ∩ Pr to its
left and some others to its right. Also, at most one point of S ′ ∩ Pr other then q′i can lie on l′i ; if any, we ignore this
point. For each pair q′i, l
′
i we apply Lemma 5 at most twice, once for the points to the left of l
′
i and once for the points
to the right of l′i , in order to determine the smallest interval (q
′
i,qi) on l
′
i such that every point in this interval is not
collinear with any pair of points of S ′ ∩ Pr . Let d be the minimum distance between a point qi and e. We reduce the
distance between le and e to be less than d. Since we have to apply Lemma 5 (at most twice) for all dummy points on
the boundary of Pr (which are O (n)) and since applying this lemma requires each time to radially sort the O (n) points
of S ′ ∩ Pr around a different point, we have that Step 4 takes O (n2 logn) time.
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points of S ′ ∩ Pr ; this is done by applying the technique of Lemma 6, which takes O (n2 logn). The second operation
consists in replacing some of the edges that are incident to dummy points with narrow tunnels, so to planarly route
inside these tunnels those edges that must be connected to points of S that are outside Pr . The time complexity of this
second operation depends on the time complexity of ﬁnding the thickness of each tunnel; indeed, each tunnel must be
narrow enough to leave outside it any other point of S ′ .
Consider ﬁrst a matching segment si from a point qi to a dummy point q′i ∈ Q v inside a polygon Pv . Let d be the
minimum distance between the line that contains si and the matching segments of the two points immediately before
and after qi in the radial order of q′i (which is the same for all points Q v ). If we replace si with a tunnel whose
thickness is less than d, this tunnel will not contain any point of S ′ other than qi and q′i . Using the radial order of each
Pv , the thickness of the tunnels for all matching segments can be computed in O (n2) time, because the number of
dummy points (and therefore the number of all matching segments) is O (kn) = O (n2).
Also, if we have to replace with a tunnel an edge connecting two consecutive points on a dummy edge e, it is suﬃcient
to use for that tunnel a thickness less than the minimum distance between e and any other point of S . The minimum
distance between a dummy edge e and a point of S can be computed in O (n2) time, because |S| = O (n) and the
number of dummy edges is O (k) = O (n). 
4.2. Point-set embedding of trees with partial drawings
We can now prove the following theorem.
Theorem 2. Let T be a tree with n vertices and let S be a set of n points in general position. Let D(S) be a partial drawing of T
representing a subtree with k vertices. There exists a constrained point-set embedding Γ (T , D(S)) with at most 1+ 2k/2 bends per
edge, which can be computed in O (n2 logn) time.
Proof. Since D(S) is a partial drawing of T on S , it is a straight-line drawing of a subtree T ′ of T . Refer to Fig. 11 for an
illustration of the drawing technique. We ﬁrst construct a polygon P that follows the boundary of T ′ and that leaves T ′
outside. More precisely, draw a convex polygon P that properly contains S and then modify it as follows: Find a location p
on a side of P from which we can draw a straight-line segment to a location q on an edge of D(S). Cut P at p and draw
a line segment from p in the direction of q until it almost reaches q. We then continue to draw line segments that trace
around the edges of D(S). Once we have gone around the tree T ′ and are almost back at q, we draw a line segment back
to the original boundary of P , close to p; in other words we have cut a tracing of T ′ out of P , while keeping inside the
polygon all other points of S . For each vertex v of T ′ , polygon P has deg(v) corners close to v , where deg(v) denotes the
degree of v in T ′ . P has at most one reﬂex corner for each vertex of T ′ , and hence it has at most k reﬂex corners.
We place k dummy points on the boundary of P close to the k vertices of T ′ . Let v be a vertex of T ′ that is the root
of a subtree of T that must be embedded, and denote by Tv the subtree of T rooted at v . We place a dummy point pv at
one of the corners of P corresponding to vertex v . Using Lemma 7, we construct a drawing of each subtree Tv so that its
root is placed on pv instead of v . From Lemma 7 we know that this drawing has at most 2k/2 bends per edge, and can
be computed in O (n2 logn) time. Then, for each v we connect pv to v with a straight narrow tunnel tv and we planarly
route inside tv the edges incident to pv toward v , thus creating one more bend per edge. As thickness of all tunnels tv we
can choose it less than the minimum distance between any two points of S and less than the minimum distance between
a segment of D(S) and a point of S . This distance can be computed in time O (n2). 
The next result is a consequence of the proof of Theorem 2. Indeed, in that proof T ′ is an arbitrarily chosen subtree of
T among those isomorphic to D(S).
Corollary 1. Let T be a tree with n vertices, S a set of n points in general position, and T ′ any subtree of T with k vertices. If Γ (T ′, S) is
a geometric point-set embedding of T ′ on a subset of S, then T has a point-set embedding Γ (T , S) on S such that Γ (T ′, S) ⊂ Γ (T , S)
and every edge that does not belong to T ′ has at most 1+ 2k/2 bends. Also, Γ (T , S) can be computed in O (n2 logn) time.
5. Conclusions and open problems
This paper introduced the problem of computing a point-set embedding of a graph G on a set S of points, with the
constraint that a partial straight-line planar drawing of G on a subset of S is given. We concentrated on trees, and presented
lower and upper bounds to the maximum number of bends per edge. We showed a lower bound equal to k − 3 and an
upper bound equal to 1+ 2k/2, where k is the number of vertices of the partial drawing. The upper bound is proved by
means of an O (n2 logn)-time drawing algorithm. The drawing technique exploits a partial solution of a well-investigated
and still unsolved computational geometry problem.
We mention in the following some open problems related to the results of this paper and that could be the subject
of further investigation: (i) Extend the study to families of graphs other than trees. (ii) Compute constrained point-set
E. Di Giacomo et al. / Computational Geometry 42 (2009) 664–676 675Fig. 11. Illustration of the drawing technique in the proof of Theorem 2: (a) A tree T , a subtree T ′ , and the subtrees obtained by the edges of T that are not
in T ′ . (b) A set of points S and a partial drawing D(S) of T ′; a polygon P (dashed polyline) obtained by cutting out T ′ . (c) For each root of a subtree that
must be added to the drawing, a dummy point close to the root location is ﬁxed (white points); the subtrees are embedded using the points inside P and
with the roots located at the corresponding dummy points. (d) The ﬁnal drawing is obtained by replacing the dummy points with bends and by connecting
them to the ﬁnal location.
embeddings with the minimum number of bends. (iii) What is the complexity of deciding whether or not a straight-line
constrained point-set embedding exists for a given tree T , a set of points S , and a partial drawing of T on S . We recall
that the result by Cabello [4] implies that the problem is NP-hard for biconnected planar graphs. (iv) All our results about
time complexity assume the real-RAM model of computation. It would be nice to evaluate how many bits of precision are
necessary.
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