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2Abstract
Single view imaging data has been used in most previous research in computer vision and
image understanding and lots of techniques have been developed. Recently with the fast
development and dropping cost of multiple cameras, it has become possible to have many
more views to achieve image processing tasks. This thesis will consider how to use the
obtained multiple images in the application of target object recognition.
In this context, we present two algorithms for object recognition based on scale-
invariant feature points. The first is single view object recognition method (SOR), which
operates on single images and uses a chirality constraint to reduce the recognition errors
that arise when only a small number of feature points are matched. The procedure is
extended in the second multi-view object recognition algorithm (MOR) which operates on
a multi-view image sequence and, by tracking feature points using a dynamic programming
method in the plenoptic domain subject to the epipolar constraint, is able to fuse feature
point matches from all the available images, resulting in more robust recognition.
We evaluated these algorithms using a number of data sets of real images capturing
both indoor and outdoor scenes. We demonstrate that MOR is better than SOR particu-
larly for noisy and low resolution images, and it is also able to recognize objects that are
partially occluded by combining it with some segmentation techniques.
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Chapter 1
Introduction
1.1 Motivation
Most previous image processing research has concentrated on the use of single-view imaging
data or, in a minority of cases, two or three views. With recent technical developments,
the cost of multiple cameras has dropped dramatically and it is possible to use many more
views to achieve the same image processing tasks. This however requires the development
of new algorithms. Recent research on multi-dimensional and distributed signal processing,
multi-view geometry and data mining provide powerful means to fulfill these requirements.
One of the applications of image processing is object recognition. Object recognition
in computer vision is the task of finding a given object in an image or several images.
Humans can recognize objects in images with little effort, despite the fact that the object
in the image may be seen from different viewing positions, at different scales or may even be
translated or rotated. Objects can even be recognized when they are partially obstructed
from view. This task is still a challenge for computer vision systems in general. There
have been many techniques developed on this subject, including those based on shape
matching, invariant features and texture discrimination. These techniques have addressed
many of the recognition problems based on isolated images from a single view. However
the main limitation of these single view methods is the resilience to noise, low resolution
and occlusions.
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With the availability of multi-view images, it has become possible to develop more
effective recognition algorithms which take into account the availability of extra informa-
tion from multiple views. This facilitates enhanced performance over conventional single-
view techniques. There are several ways to perform object recognition on multi-view
data. Traditional approaches recognize an object from a single image but use multiple
images to create a library of objects. This library can contain a 3D model of each object
(the training multi-view images are fused to create a 3D model of each target object), or
a simple dictionary entry which merely collect all the features from multi-view images.
Lowe [73] generates a 3D model representation by using local invariant feature cluster-
ing from multiple views and performs 3D object recognition for a single input image.
Shmid [85], Tuytelaars [96] and Murphy [97] use similar strategies to achieve multi-view
object recognition. This method is a model-based approach.
An alternative task is when the test data is composed of multi-view images. This
is known as image-based approach. In this case the presence of multiple views might be
expected to improve the recognition performance since additional information about the
scene, which may not be available in any single view image, will be obtained from multiple
viewpoints. Furthermore, observations of noise and occurrences of occlusions are varying
in multi-view imaging, so that some images might provide the information that others are
missing.
Finally, if the camera setup is constrained, we can look into the multi-view geom-
etry structure among the multi-view input images, and take advantage of the inherent
regularities as a result of the constrained setup of multiple cameras. Therefore new infor-
mation is obtained which will benefit the recognition and more robust performance can
be achieved. This is called structure-based multi-view object recognition approach, and it
is the aim of this research work.
In this work, we concentrate on object recognition of approximately planar objects,
since it is easier to formalize the geometric transformation that a planar object undergoes
when changing viewing position. We do not consider the illumination variations in this
work. We use the monochrome cameras and assume that the object to be recognized is
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static.
1.2 Thesis outline
This thesis is organized as follows:
In Chapter 2, we discuss the image features used for object recognition. We in-
troduce local invariant features and review the corresponding interest point detectors and
local image descriptors. In particular, the scale-invariant feature transform (SIFT) is
described in detail since it is the local feature chosen for this research work.
Chapter 3 studies the geometry of multi-view data and discusses its structures
and properties. We discuss the relationship between two views of a scene imposed by
the epipolar geometry constraint. The RANSAC algorithm is introduced to estimate
the fundamental matrix and 2D homography for epipolar geometry. We then analyze
multi-view data structures using the plenoptic function, which is a seven dimensional
mathematical function describing all the light rays in space. Some simplifications are made
to reduce the dimension of the plenoptic function. In particular, we discuss a paticular
3D plenoptic function or EPI (Epipolar-Plane Image) under the epipolar constraint, its
regular structures and its characteristics when occlusion is present. This will benefit the
object recognition task in this research work.
Chapter 4 presents a single view object recognition (SOR) algorithm which op-
erates on isolated images. It is based on that given by Lowe in [72] but includes some
extra operations that improve its performance. After performing SIFT feature extraction,
matching, Hough histogram clustering and RANSAC estimation, we incorporate chiral-
ity constraints to check the homography validity, then use interpolation and normalized
cross-correlation to measure the recognition results.
Instead of performing object recognition on single view image, we consider the
problem in a multi-view framework, where the inherent regularities of EPI structure is
combined with the SOR approach from Chapter 4. Chapter 5 derives a novel multi-view
object recognition (MOR) algorithm, that is capable of fusing the correct matches from
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all multi-view images onto a single reference image. Specifically, MOR uses an automatic
disparity estimation approach that exploits the EPI structure properties and a two-stage
Hough method.
In Chapter 6, we present the experimental results of SOR and MOR on noisy and
low resolution images. The data sets are described and the performance evaluations are
shown for MOR and SOR. The MOR algorithm is extended to handle partially occluded
objects. We describe the segmentation methods using EPI analysis and synthetic aper-
ture [48] [100], and exploit them into MOR to achieve enhanced performance in occlusions.
Experimental results are shown to compare the performance of SOR and MOR for this
task.
Finally, Chapter 7 concludes the thesis with a summary of the achievements and a
presentation of possible directions for future research.
1.3 Original contribution
As far as the author is aware, the following aspects of the thesis are believed to be original
and key contributions:
• Improvement of existing SOR algorithm in Chapter 4
To check the homography validity, the chirality conditions is designed in Section 4.6
to reduce the recognition errors that arise when only a small number of feature points
are matched. It is added into the SOR algorithm.
• Novel object recognition algorithm in multi-view framework in Chapter 5
MOR manages to propagate useful features extracted from each multi-view images
onto a selected reference image by using the geometrical properties according to EPI
structure. To achieve this, firstly, a disparity-estimation approach is proposed to
find the disparities between the reference image and all other multi-view images.
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We exploit a relaxed Hough histogram method to cluster all the correct matched
features and design a n-best DP approach to track the sought-after disparities, with
the cost function including the matching error of SIFT features and the deviation
of the best fit curve for the EPI structures. Secondly, a two-stage Hough algorithm
is derived to select the correct matches and remove all outliers to achieve better
performance than SOR.
• Extension of MOR to recognition task dealing with occlusions in Chap-
ter 6
We combine the segmentation method based on EPI analysis and synthetic aperture
with MOR, and achieve good recognition results also in the presence of occlusions.
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Chapter 2
Local invariant features for object
recognition
2.1 Introduction
Recently local invariant features have proved to be very successful in many computer vision
applications from 3-D modeling to motion tracking. The general principle underlying local
invariant features is to determine local image descriptors at a large number of distinctive
locations on the image. By local, we mean that the descriptor at any point is a function of
a small image region in the neighborhood of the point. Because it is local, you can avoid
the problems due to occlusions. Thus the appearance of a solid object can be characterized
by a collection of interest points on its surface and a corresponding set of local feature
descriptors. As we shall see, some descriptors can be made robust or invariant to changes
in appearance arising from small viewpoint or illumination changes; they are then said to
be local invariant features.
The extraction of a local invariant feature comprises two steps. First, interest points
such as corners, T-junctions and centroids of blobs are detected at distinctive locations on
the image. This operator is the “interest point detector”. Second, the neighborhood sur-
roundings of every interest point is represented by a feature vector, the “local descriptor”.
We would like the extracted interest points to be repeatable (the same points should be
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extracted from two images of the same scene) and accurate (the detected interest point
should be accurately localized both in image location and in scale). The local descrip-
tor should be distinctive, compact and at the same time, robust to image noise and to
geometric and photometric deformations.
In this chapter, we present an overview of scale space representation in Section 2.2,
since it is at the foundation of local invariant feature techniques. Then we discuss the inter-
est point detectors and local image descriptors in Section 2.3 and Section 2.4 respectively.
Section 2.5 describes the scale-invariant feature transform (SIFT), which has consistently
been shown to perform well and has been chosen in our work. Finally, a summary of the
chapter is presented in Section 2.6.
2.2 Scale space representation
Many local invariant feature techniques are based on a scale space representation. Images
often include objects and surface patterns at a wide variety of scales. In the early eighties,
Witkin [102] proposed representing the image structures at different scales and regarding
scale as a continuous parameter. Koenderink [57], Lindeberg [67] and Florack [34] have
extended it to scale space representation as follows. The scale space representation consid-
ers an image as a family of smoothed images, parameterized by the size of the smoothing
kernel. This parameter is referred to as the scale σ. In fact, the image structures of spatial
size smaller than about σ have largely been smoothed away in the scale space level at scale
σ. The studies of [67] and [93] have shown that the Gaussian kernel is the unique choice
to compute the scale space representation of an image satisfying the requirement that new
structures must not be created from a fine scale to any coarser scale.
For a given image I(x, y), its linear (Gaussian) scale-space representation is a family
of derived images L(x, y, σ) defined by the convolution of I(x, y) with the Gaussian kernel
G(x, y, σ) =
1
2piσ2
e−(x
2+y2)/2σ2 (2.1)
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(a) scale level σ = 0 (b) scale level σ = 3.2
(c) scale level σ = 6.4 (d) scale level σ = 12.8
(e) scale level σ = 25.6 (f) scale level σ = 51.2
Figure 2.1: Scale space representation L(x, y, σ) at different scale σ. (a) is for σ = 0,
corresponding to the original image. (b)-(f) are for the scale space representation
from σ = 3.2 to σ = 51.2. It can be seen that with the scale parameter σ increases,
the details of spatial size smaller than about σ have largely been removed in the scale
space representation level at σ.
2.3 Interest point detector 31
such that
L(x, y, σ) = G(x, y, σ) ∗ I(x, y), (2.2)
where ∗ is the convolution operator in x and y, and σ2 is the variance of the Gaussian filter.
For σ = 0 the resulting filter becomes an impulse function such that L(x, y, 0) = I(x, y),
which means, the scale-space representation at scale level σ = 0 is the image itself. As
σ increases, L is the result of smoothing the image with a larger and larger kernel filter,
thereby removing more and more of the details which it contains. Since the standard
deviation of the smoothing kernel is σ, details whose sizes are significantly smaller than
this value are to a large extent smoothed away from the image at scale parameter σ.
Figure 2.1 illustrates the scale space representation of the image telephone. It
shows L(x, y, σ) as the scale parameter varies from σ = 0 (the image itself) to σ = 51.2.
It can be seen that the numbers and letters on the dial cannot be distinguished in the
representation with scale larger than 6.4 (Figure 2.1(c)), while the dial of the telephone
can only be recognized in the representation with scale smaller than 12.8 (Figure 2.1(d)).
In the coarse representation, like σ = 25.6 (Figure 2.1(e)), only the structure of the
telephone is shown. And a dominant dark image structure appears as a single blob at the
coarsest scale σ = 51.2 (Figure 2.1(f)). This example gives an illustration of scale space
representation by varying the scale parameters.
2.3 Interest point detector
Interest points are the characteristic points in an image, which should ideally be repeatable
and selected reliably and accurately located despite changes in scale, rotation, viewpoint
and illumination. There are numerous approaches for interest point detection and the
points extracted by these algorithms differ in localization, scale and structure (edges,
corners, blobs and T-junctions). Generally speaking, the detection approach has been
developed from simple edge and intensity based methods to scale space methods and
affine invariant methods as follows.
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Edge based methods:
The edge based methods are mostly based on image contour curvatures. In [4]
Asada and Brady detected multi-scale interest points using edges curvature and classified
the points as corners and line ends. Medioni and Yasumoto [76] used B-splines to approx-
imate the edge curves and compute the curvature. However, feature points along edges
are usually poorly localized in the direction of the edge and therefore unstable to small
amounts of noise.
Intensity based methods:
Intensity based feature point detectors are usually based on second order derivatives
of the image intensity. Beaudet [11] used the determinant of the Hessian matrix computed
with Gaussian filters to detect the interest points. By considering the determinant of the
Hessian matrix
Hessian(I(x, y)) =
Ixx Ixy
Ixy Iyy
 , (2.3)
where Ixx = I(x+1, y)−2I(x, y)+I(x−1, y), Iyy = I(x, y+1)−2I(x, y)+I(x, y−1) and
Ixy = I(x+ 1, y+ 1) + I(x− 1, y− 1)− I(x− 1, y+ 1)− I(x+ 1, y− 1), and detecting the
local maxima/minima of this operator, the Hessian detector can be achieved. It usually
has strong responses on blob-like features.
In [43] Harris proposed a novel approach by computing the local moment matrix
from the image gradients, and combining the eigenvalues of the moment matrix to find the
corner points. Consider a point (x, y) and a shift (∆x,∆y), the auto-correlation function
is defined as
E(∆x,∆y) =
∑
i
∑
j
w(xi, yj) (I(xi, yj)− I(xi + ∆x, yj + ∆y))2 (2.4)
where (xi, yj) are points in the Gaussian window w centered on (x, y). The shifted image
patch is approximated by a Taylor expansion truncated to the first order terms
I(xi + ∆x, yj + ∆y) ≈ I(xi, yj) + (Ix(xi, yi), Iy(xi, yi)) (∆x,∆y)T (2.5)
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where Ix(.) and Iy(.) denote the gradient vector for x direction and y direction. Substi-
tuting the approximation Equation (2.5) into Equation (2.4) yields:
E(∆x,∆y) ≈ (∆x,∆y)H(∆x,∆y)T . (2.6)
where H is called Harris matrix and captures the intensity structure of the local neighbor-
hood. It can also be expressed in derivatives of I via Equation (2.6) and (2.4). Therefore
we obtain:
H =
∑
i
∑
j
w(xi, yj)
 I2x(xi, yi) Ix(xi, yi)Iy(xi, yi)
Ix(xi, yi)Iy(xi, yi) I2y (xi, yi)
 . (2.7)
By Equation (2.6), it is seen that a corner (or in general an interest point) is characterized
by a large variation of E in all directions of the vector (∆x,∆y)T . By analyzing the
eigenvalues of H, this characterization can be expressed in the following way: H should
have two “large” eigenvalues for an interest point. Assuming λ1, λ2 are two eigenvalues
of H, the following inferences can be made based on this argument:
1. If both λ1 and λ2 are small, so that there is little change in E in any direction,
the windowed image region is of approximately constant intensity. So there are no points
of interest at this pixel (x, y).
2. If one eigenvalue is high and the other low, the E is ridge shaped, which indicates
an edge.
3. If both eigenvalues are large, so that E(∆x,∆y) has a sharp minimum at (0, 0),
a shift in any direction will result in a significant increase. This indicates a corner.
The algorithm does not have to actually compute the eigenvalue decomposition of
the matrix H and instead it is sufficient to evaluate the determinant and trace of H to
find corners, or rather interest points in general. In fact, if we let
R = λ1λ2 − κ (λ1 + λ2)2 = det(H)− κ trace2(H), (2.8)
where κ is a tunable sensitivity parameter and usually is valued between 0.04 and 0.06,
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the above inferences can be expressed as follows:
1. If |R| is small, then there are no points of interest at this pixel (x, y).
2. If R is negative with large magnitude , then an edge is found.
3. If R is large, then a corner is found.
Multi-scale methods:
The above single scale method is robust against rotation [43], noise and illumination
conditions [88], but fails in the presence of scale changes between images. The idea of
multi-scale method is to present the local image structure in multiple scales. Dufournaud
et al. [26] [27] proposed the scale-adapted Harris operator in which the points are detected
at the local maxima of the Harris function at different scales. This idea was also used
in [77]. In this method, the Harris operator requires two scale parameters: one is a local
scale (σ) for smoothing prior to the computation of image derivatives, and the other is
an integration scale (s) for accumulating the non-linear operations on derivative operators
into an integrated image descriptor. Let L(x, y, σ) denote the scale-space representation
of image I obtained by convolution with Gaussian kernel. Moreover, let w(x, y, s) be
Gaussian window function with integration scale s. Then the multi-scale second-moment
matrix [69] can be defined as
µ(x, y;σ, s) =
∫ ∞
ξ=−∞
∫ ∞
η=−∞
N(x, y, ξ, η;σ)w(ξ, η; s) dξ dη (2.9)
where the matrix
N(x, y, ξ, η;σ) =
 l21 l1l2
l1l2 l
2
2
 (2.10)
with l1 = Lx(x−ξ, y−η, σ) and l2 = Ly(x−ξ, y−η, σ). Then we can compute eigenvalues
of µ in a similar way as the eigenvalues of M in (2.6) and define the multi-scale Harris
corner measure as
R(x, y;σ, s) = det(µ(x, y;σ, s))− κ trace2(µ(x, y;σ, s)). (2.11)
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Hence the interest points are detected according to the multi-scale Harris corner measure
at different scales. The multi-scale detector improves the repeatability of interest points.
Note that this multi-scale method increases the number of extracted feature points because
when a local image structure is present in a certain range of different scales, it is possible
for the same points to be detected at different scales.
Scale invariant methods:
In a refinement of the previous multi-scale method, scale invariant detectors are
designed to search for the maxima/minima in the 3-D representation of an image (that is
x, y and scale). Lindeberg [68] proposed searching for 3-D extrema in the scale normalized
Laplacian-of-Gaussian (LoG) function: Given an input image I(x, y) and its scale space
L(x, y, σ) as in (2.2), then the Laplacian operator
∇2L = Lxx + Lyy (2.12)
can be computed. It usually results in strong positive responses for dark blobs of extent
σ and strong negative responses for bright blobs of similar size. To obtain a multi-scale
blob detector with automatic scale selection, he considered the scale-normalized Laplacian
operator
∇2normL(x, y, σ) = σ(Lxx + Lyy) (2.13)
and detect scale-space local extrema, which are points that are either local maxima or
minima of ∇2normL with respect to both space and scale.
Lowe [71] approximated the Laplacian-of-Gaussian (LoG) function with the
Difference-of-Gaussian (DoG) function to propose an efficient algorithm, which has been
found to be a fast and efficient scale invariant detector and will be discussed in detail in
Section 2.5.
Affine invariant methods:
An affine invariant detector can be seen as an extension of the scale invariant de-
tectors which include covariance to affine transformation in which the scaling changes are
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different in each direction. Recently there have been several attempts to extend local fea-
tures to be invariant to full affine transformations. Lindeberg and Garding [69] developed
a method to exploit the properties of the second moment matrix and iteratively estimate
the affine transformation of local interest region. Baumberg [9] extracted interest points at
several scales using the Harris detector and then adapted the shape of the region to the lo-
cal image structure using the iterative method of Lindeberg. Mikolajczyk and Schmid [78]
proposed a Harris-Laplace detector by affine normalization based on the second moment
matrix, in an iterative scheme where the location and scale of the interest points are re-
fined in every iteration. These approaches allow for invariant matching to features on
a planar surface under some changes in 3-D viewpoints, however none of them are fully
affine invariant. Moreover the above affine features are more sensitive to noise than are
the scale-invariant features. In practice the affine features have lower repeatability than
the scale-invariant features unless the affine distortion is greater than about a 40 degree
tilt of a planar surface [80]. For many applications, wider affine invariance may not be
necessary. Therefore in this work, we have chosen the scale invariant SIFT detector.
2.4 Local image description
Together with the interest point detector techniques, many different approaches for de-
scribing local image regions have been developed. The simplest descriptor is a vector of
image pixels. Cross-correlation can be used to compute a similarity score between two
such descriptors. However since high dimensionality of the descriptor causes high compu-
tational complexity, this simple pixel vector is not practicable.
Many techniques describe the frequency content of an image. For example, the
Fourier transform decomposes the image content into the basis functions. However in this
representation, the spatial relations between points are not explicit and the basis functions
are infinite, so it is difficult to adapt to a local approach. The Gabor transform [39]
overcomes these problems and can therefore be used to capture small changes in frequency
and orientation.
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A point’s neighborhood can be approximated by a set of image derivatives computed
up to a given order. These are so-called differential descriptors. Koenderink and Van
Doorn [58] investigated the properties of local derivatives (also called local jet). Floeack
et al. [35] proposed differential invariants, which combine components of the local jet to
obtain rotation invariance. Freeman and Adelson [37] developed steerable filter. It uses
derivatives computed by convolution with Gaussian derivatives for a image patch and steers
the derivatives in a particular direction, since steering the derivatives in the direction of
the gradient makes them invariant to rotation. Schaffalitzky and Zisserman [87] proposed
complex filters by applying a bank of linear filters and computing rotational invariants
from the filter responses. The filters used are derived from the family: Km,n(x, y) =
(x + iy)m(x − iy)nG(x, y), where G(x, y) is a Gaussian. Under a rotation by an angle θ,
the two complex quantities z = x+iy and z = x−iy transform as z 7→ eiθz and z 7→ e−iθz,
so the effect on Kmn is simply multiplication by ei(m−n)θ. Choosing the proper m and n
gives the rotational invariant filter responses.
Moment invariants were introduced by Van Gool et al. [40] to describe the multi-
spectral nature of the image data. The invariants combine the central moments defined
by Mapq =
∫ ∫
Ω x
pyq[I(x, y)]adxdy of order p+ q and degree a. The moments characterize
shape and intensity distribution in a region Ω. Since the moments of high order and degree
are sensitive to small geometric and photometric distortions, the moments of low order
are used instead and this also reduces the number of dimensions.
The distribution-based descriptors use histograms to represent different character-
istics of appearance or shape. Johnson and Hebert [49] proposed their representation (spin
image), which is a histogram of the point positions in the neighborhood of a 3-D interest
point. The two dimensions of the histogram are distance from the center point and the
intensity value. Then Lazebnik [63] and Zhang et al. [107] extended this technique as spin
descriptor. Lowe’s SIFT [72] combines a scale invariant region detector and a descriptor
based on the gradient distribution in the detected regions. According to the performance
evaluation of the state of art local descriptors by Mikolajczyk [79], the SIFT descriptor
shows the best robustness and the distinctive character, outperforming other methods in
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both the recall rate and the 1-precision rate. Here the recall rate is defined by Ke and
Sukthankar in [55] as the number of correctly matched regions with respect to the number
of corresponding regions between two images of the same scene, and the number of false
matches relative to the total number of matches is represented by 1-precision rate. That
is:
recall =
#correct matches
#correspondences
(2.14)
and
1 -precision =
#false matches
#correct matches + #false matches
. (2.15)
The SIFT descriptor is designed to represent the distribution of smaller-scale features
within the interest point neighborhood by histograming the gradient data. In this way
it can capture a substantial amount of information about the spatial intensity patterns,
while at the same time is robust to small deformations or localization errors. This is
currently one of the most widely used descriptors and will be discussed in more detail in
Section 2.5.
Geometric histogram [5] and shape context [14] are similar to the SIFT descriptor.
They both compute a 3-D histogram of location and orientation for edge points where all
the edge points have equal contribution in the histogram. There are some other refine-
ments of SIFT descriptor, such as PCA-SIFT [55] and a variant of SIFT called GLOH [79].
By applying PCA to standard SIFT, PCA-SIFT yields a 36-D descriptor which is faster
for matching, but proved to be less distinctive than SIFT in a comparative study [79].
Mikolajczyk and Schmid modified the SIFT descriptor to GLOH (Gradient Location and
Orientation Histogram), by changing the areas where the gradient orientation histograms
are computed as well as the quantization parameters of the histograms. Mortensen et
al. [81] derived a new SIFT descriptor that augments original SIFT with a global context
vector by adding curvilinear shape information from a much larger neighborhood, thus
reducing mismatches when multiple local descriptors are similar. An efficient implementa-
tion of SIFT, called SURF (Speeded Up Robust Features) was recently proposed by Bay
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et al. [10], which was obtained by applying integral images to compute image derivatives
and quantizing the gradient orientations in a small number of histogram bins.
Most of the local image descriptor techniques are designed on the gray image data.
However photometric and color information provide valuable information and can be con-
sidered to improve the performance of local image descriptor. Van de Weijer and Gevers
[23] [22] proposed the photometric quasi-invariants, which link derivative-based opera-
tions to the theory of photometric invariance. Photometric quasi-invariants are derived
from the dichromatic reflection model [90], which models the reflection in the body (object
color) and surface reflection (specularities or highlights) component. More recently, Abdel-
Hakim and Farag introduced color invariant to SIFT and proposed CSIFT [2], by using
the Kubelka-Munk theory [59], which models the reflected spectrum of colored bodies.
2.5 Scale-invariant feature transform (SIFT)
As mentioned before, there are many algorithms for the extraction of local invariant fea-
ture. The Scale-Invariant Feature Transform (SIFT) [72] [71] has been adopted in this
project since its detector approximates the LoG by DoG to achieve efficient scale invariant
interest points, and its descriptor has proved to be one of the most reliable.
Scale-space DoG extrema detection:
The algorithm uses the Difference of Gaussian (DoG) as an approximation of the
Laplacian of Gaussian (LoG) to speed up the scale-invariant feature points detector. Con-
sider the scale space representation L(x, y, σ) of an image as given in (2.2), the DoG,
D(x, y, σ), can be computed from the difference of two nearby scales separated by a con-
stant multiplicative factor k:
D(x, y, σ) = (G(x, y, kσ)−G(x, y, σ)) ∗ I(x, y) = L(x, y, kσ)− L(x, y, σ). (2.16)
To see how the DoG function provides a close approximation to the scale-normalized LoG
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defined as σ2∇2G, we start from the Gaussian kernel function
G(x, y, σ) =
1√
2piσ2
e−
x2+y2
2σ2 . (2.17)
The first and second derivatives are
∂G
∂x
=
−x√
2piσ3
e−
x2+y2
2σ2 , (2.18)
∂2G
∂x2
=
x2 − σ2√
2piσ5
e−
x2+y2
2σ2 (2.19)
and
∂G
∂y
=
−y√
2piσ3
e−
x2+y2
2σ2 , (2.20)
∂2G
∂y2
=
y2 − σ2√
2piσ5
e−
x2+y2
2σ2 . (2.21)
Therefore the Laplacian of Gaussian is obtained by
∇2G(x, y, σ) = ∂
2G
∂x2
+
∂2G
∂y2
=
x2 + y2 − 2σ2√
2piσ5
e−
x2+y2
2σ2 . (2.22)
At the same time, since
∂G
∂σ
=
∂
∂σ
(
1√
2piσ
e−
x2+y2
2σ2
)
=
x2 + y2 − 2σ2√
2piσ4
e−
x2+y2
2σ2 , (2.23)
we obtain that
∂G
∂σ
= σ∇2G, (2.24)
which means that ∇2G can be computed from the finite difference approximation to
∂G/ ∂σ:
σ∇2G = ∂G
∂σ
≈ G(x, y, kσ)−G(x, y, σ)
kσ − σ . (2.25)
Therefore
G(x, y, kσ)−G(x, y, σ) ≈ (k − 1)σ2∇2G. (2.26)
This is how SIFT approximation of LoG by DoG works.
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Figure 2.2: Construction of DoG. For each octave of scale space, the initial image is
repeatedly convolved with Gaussian filters to produce the set of scale space images.
Adjacent Gaussian images are subtracted to produce the DoG images. After each
octave, the Gaussian image is down-sampled by a factor of 2, and the process repeated.
Here 6 scales are illustrated for each Gaussian octave, generating 5 scales per DoG
octave. (This figure is adapted from [72].)
In order to construct D(x, y, σ) efficiently, the image is first convolved with Gaus-
sian filters at different scales. The convolved images are grouped by octave (an octave
corresponds to doubling the value of σ0), and the value of k is selected so that we ob-
tain an integer number of convolved images per octave. Then the DoG images are taken
from adjacent Gaussian-blurred images in each octave. Once a complete octave has been
processed, we down-sample the Gaussian image that has twice the initial value of σ0 by
taking every second pixel in each row and column. In this way the scale space is achieved
and the computation is greatly reduced. Figure 2.2 illustrates the construction of DoG.
Figure 2.3 illustrates the DoG operation, which is in fact a Mexican-hat like filter.
Once the DoG images have been obtained, keypoints are identified in 3-D as the
local minima/maxima of the DoG images across the scales. This is done by comparing each
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Figure 2.3: Illustration of the Difference of Gaussian (DoG) operator, which is an
approximation of Laplacian of Gaussian (LoG). It is a Mexican-hat like filter.
pixel in the DoG images to its eight neighbors at the same scale and nine corresponding
neighboring pixels in each of the neighboring scales. If the pixel value is the maximum or
minimum among all compared 26 pixels, it is selected as a candidate keypoint.
Keypoint localization:
Scale-space extrema detection produces too many keypoint candidates, some of
which are unstable. The next step allows points that have low contrast (and are therefore
sensitive to noise) or are poorly localized along an edge to be rejected.
Interpolation of nearby data is used to accurately determine the keypoint’s position.
The interpolation uses the quadratic Taylor expansion of the DoG scale space function,
D(x, y, σ). This Taylor expansion is given by
D(x) = D +
∂DT
∂x
x +
1
2
xT
∂2D
∂x2
x (2.27)
where D and its derivatives are evaluated at the candidate keypoint and x = (x, y, σ) is
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the offset from this point. The estimated offset, xˆ, is determined by taking the derivative
of this function with respect to x and setting it to zero. If the offset xˆ is larger than
0.5 in any dimension, then that is an indication that the extremum lies closer to another
candidate keypoint. Otherwise the offset is added to its candidate keypoint to get the
interpolated estimation for the location of the extremum.
To discard keypoints with low contrast, the value of the second-order Taylor ex-
pansion D(x) is computed at the offset xˆ. If this value is less than 0.03, the candidate
keypoint is discarded. Otherwise it is kept, with final location X + xˆ and scale σ, where
X is the original detected location of the keypoint at scale σ.
In order to increase the stability, we need to eliminate any keypoints that have
poorly determined locations but have high edge responses. For poorly defined peaks in
the DoG function, the principal curvature across the edge would be much larger than the
principal curvature along it. Finding these principal curvatures amounts to solving for the
eigenvalues of the second-order Hessian matrix:
H =
Dxx Dxy
Dxy Dyy,
 (2.28)
since the eigenvalues of H are proportional to the principal curvatures of D. Assume α is
the larger eigenvalue, and β the smaller one, with the ratio r = α/β. Then we can compute
the sum of the eigenvalues from the trace of H and their product from the determinant:
trace(H) = Dxx +Dyy = α+ β, (2.29)
det(H) = DxxDyy −D2xy = αβ. (2.30)
Consider the equation
trace(H)2
det(H)
=
(α+ β)2
αβ
=
(r + 1)2
r
, (2.31)
which depends only on the ratio of the eigenvalues rather than their individual values. The
quantity (r + 1)2/r is at a minimum when the two eigenvalues are equal and it increases
with r. Therefore to check that the ratio of principle curvatures is below some threshold
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R, we only need to check if
trace(H)2
det(H)
<
(R+ 1)2
R
. (2.32)
Note that this step used for suppressing responses at edges is similar to a corresponding
step in the Harris operator for corner detection (refer to Equation (2.8)). The main
difference is that the measure for threshold is computed from the Hessian matrix instead
of a second-moment matrix.
Figure 2.5 shows the effect of the keypoint detection on a synthetic image. Fig-
ure 2.5 (a) gives the original image. Figure 2.5 (b) shows the keypoints at all detected
maxima and minima of the DoG function, while (c) shows the keypoints that remain af-
ter removal of those with a value of |D(xˆ)| less than 0.03 and with the ratio of principle
curvature larger than 10. It can be seen that from (b) to (c), many unstable points along
the edge are removed.
Orientation assignment:
In this step, each keypoint is assigned one or more orientations based on local image
gradient data. First, the Gaussian-smoothed image L(x, y, σ) at the keypoint’s scale σ is
taken so that all computations are performed in a scale-invariant manner. The gradient
magnitude m(x, y) and orientation θ(x, y) are pre-computed using pixel differences:
m (x, y) =
√
(L (x+ 1, y)− L (x− 1, y))2 + (L (x, y + 1)− L (x, y − 1))2, (2.33)
and
θ (x, y) = tan−1
(
L (x, y + 1)− L (x, y − 1)
L (x+ 1, y)− L (x− 1, y)
)
. (2.34)
The calculation of magnitude and direction for the gradient is performed for every pixel in
a neighboring region around the keypoint in the Gaussian-blurred image L. An orientation
histogram with 36 bins is used, with each bin covering 10 degrees. Each sample in the
neighboring window added to a histogram bin is weighted by the product of its gradient
magnitude and a Gaussian-weighted circular window with a σ which is 1.5 times that of the
scale of the keypoint. The orientations corresponding to the highest peak and local peaks
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that are within 80% of the highest peaks in the histogram are assigned to the keypoint. In
the case of multiple orientations being assigned, an additional keypoint is created having
the same location and scale as the original keypoint for each additional orientation. Finally,
a parabola is fitted to the 3 bins value closest to each peak to interpolate the peak position
for better accuracy.
Figure 2.5(d) gives the orientations and scales of the keypoints in the synthetic im-
age. It can be seen that the circular black region has no well defined orientation and there-
fore four orientations which are uniformly distributed on the circumference are achieved by
the histogram. In contrast, the ellipse has a dominant orientation which is perpendicular
to the major axis as shown in Figure 2.5(d).
Keypoint descriptor:
The feature descriptor is computed as a set of orientation histograms on the 4x4
pixel neighborhoods. Just as the step of orientation assignment, the gradient data coming
from the Gaussian smoothed image closest in scale to the keypoint’s scale are used to build
the orientation histogram. In order to achieve orientation invariance, the coordinates of
the descriptor and the gradient orientations are rotated relative to the keypoint orientation
as shown in Figure 2.4. The contribution of each pixel for histogram is by the gradient
magnitude, and by a Gaussian-weighted window with σ equalling to 1.5 times the width
of the descriptor window. Histograms contain 8 bins each, and each descriptor contains
a 4x4 array of 16 histograms around the keypoint. This leads to a SIFT feature vector
with 128 (4x4x8) elements, as shown in Figure 2.4. The feature vector is normalized to
enhance invariance to changes in illumination.
Note that in this thesis, we use (x, y, s, θ, ~d) to describe a SIFT feature, where (x, y)
is the feature point’s location in image coordinates, s is the scale, θ gives the orientation
and ~d is the 128-dimension SIFT descriptor.
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These samples are accumulated 
into 16 histograms, forming a 
keypoint vector of
4x4x8=128 dimension
All the gradient orientations 
are rotated relative to the 
keypoint orientation
All the magnitudes are 
weighted by a Gaussian 
circle window
Figure 2.4: A keypoint descriptor is created by first computing the gradient magnitude
and orientation of the Gaussian-smoothed image at the keypoint’s scale in a region
(16x16 pixels) around the location. The coordinates of the descriptor and the gradient
orientations are rotated relative to the keypoint orientation (indicated by the blue
arrow). The gradient magnitudes are weighted by a Gaussian circle window (indicated
by the red circle). These samples are then accumulated into 16 histograms aligned in
a 4x4 grid, each with 8 bins. This results in a feature vector containing 128 elements
as shown on the right. (This figure is adapted from [72].)
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   (a)      (b) 
 
    (c)      (d) 
Figure 2.5: The SIFT detector for a synthetic image (a). (b) gives the detected points
by DoG. (c) gives the feature location after removing the unstable points. (d) is the
final SIFT feature detector giving location, scale and orientation. Note that the scales
are tripled for clarity. This figure should be viewed in color.
2.6 Summary 48
2.6 Summary
In the first part of this chapter, we introduced the fundamentals of scale space represen-
tation, which leads to an important evolution in local invariant feature techniques. Then
interest points detector and local patch descriptor have been reviewed in detail. Since
SIFT has been proved to be a fast and efficient detector as well as a distinctive descriptor,
we introduced and discussed it in detail.
The key points to retain are highlighted in the following:
• Local invariant features have been widely used in object recognition algorithm.
• Scale invariant feature detector is suitable for the applications where the viewpoints
change is smaller than 40 degree.
• SIFT has been shown to be a popular detector and descriptor, which achieves a good
balance between efficiency and accuracy.
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Chapter 3
Multi-view geometry modeling
3.1 Introduction
The geometry that governs the relationship between multiple view images is known as
epipolar geometry [29] [44]. The basic idea is to relate the positions in each image of
the same point in space. The multi-view geometry modeling benefits from the property
that the epipolar geometry is independent of the scene structure, and only depends on the
cameras’ parameters and relative poses.
Central to the estimation of the geometrical transformation that relates two dif-
ferent images of the same scene, is the computation of the fundamental matrix or the
computation of the 2D homography. The RANdom SAmple Consensus (RANSAC) al-
gorithm of Fischler and Bolles [33] is a very efficient and widely used method for the
estimation of these matrices. It is therefore used in this work.
The data acquired by multiple cameras from multiple viewpoints can be param-
eterized with a single function called the plenoptic function. It was first introduced by
Adelson and Bergen [3] in order to characterize general free-viewpoint vision. Intuitively,
the image acquired by a camera has 3 degree of freedom (DOF) for its position in space
and 2 DOF to address the pixels of the image. Also with two more parameters, namely
time and wavelength, it is possible to characterize any light ray in space at any time.
The general function is quite difficult to analyze due to its high number of dimensions.
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Figure 3.1: Illustration of Epipolar geometry. A point X in 3-D space is imaged into
two image planes with the camera centers in C and C ′ as points x and x′. The line
connecting C and C ′ is the baseline. e and e′ are two epipoles. l and l′ give the epipolar
lines in two images. (This image is taken from [44].)
Therefore certain restrictions can be made in order to reduce its complexity.
In this chapter, we start by discussing the epipoplar geometry in multi-view imaging
in Section 3.2. Then in Section 3.3 the RANSAC method is introduced to estimate the
geometrical transformations of epipolar geometry. In Section 3.4, the plenoptic function is
introduced and we study its various structures and properties. Moreover the particular 3-D
case of the epipolar-plane image (EPI) volume and image cube trajectories (ICT) volume
are discussed in detail. Finally, a summary of the chapter is presented in Section 3.5.
3.2 Epipolar geometry
Let us first introduce the homogenous coordinate’s representation. Suppose we have a
2D point (x, y)T in the Euclidean plane, it can be represented in homogenous coordinates
as (kx, ky, k)T , for any non-zero k. Conversely, the point (x1, x2, x3)T in homogenous
coordinates corresponds to the inhomogeneous point (x1/x3, x2/x3)T .
Assume the basic pinhole camera model. When two cameras view a 3-D scene
from two viewpoints, there are some geometric relations between the 3-D points and their
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Figure 3.2: Illustration of planar homography. A 3-D point X in a surface plane is
imaged into two image as x in image 1 and x′ in image 2. The 2D planar homography
H relates these corresponding points by (3.3).
projections onto the 2D images. This is called the epipolar geometry. Suppose a point
X in 3-D space is imaged into two-view images, at x in the first, and x′ in the second as
shown in Figure 3.1. Let C and C ′ be the camera centres. The baseline is defined as the
line joining the two camera centres. The epipole associated with each image is the point
of the intersection of the baseline with the image plane. In Figure 3.1, e and e′ are two
epipoles. An epipolar plane is a plane containing the baseline and the 3-D point X. An
epipolar line is the intersection of the epipolar plane with the image plane, given by l and
l′ in Figure 3.1.
According to the epipolar geometry, the correlation between the two points x and
x′ can be formalized with a 3x3 matrix of rank 2, denoted as F, satisfying
x′TFx = 0, (3.1)
where x and x′ are in their homogenous coordinate’s representation. The matrix F is called
the fundamental matrix. It is independent of the scene structure and only depends on
the cameras’ internal and external parameters, where the internal parameters include focal
length, principal point and lens distortion. The external parameters denote the coordinates
system transformation from world coordinates to camera coordinates. In practice F can
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be estimated given eight point correspondences [29]. The epipolar geometry shows that
given the projection of a 3-D point into one of the two-view images, the corresponding
point in the other image is constrained to a line. The relation (3.1) between corresponding
points in two-view images which the fundamental matrix represents is referred to as the
epipolar constraint.
If the 3-D scene is a planar surface as shown in Figure 3.2, the corresponding
points between the two-view images are related by a planar homography (also called
a plane projective transformation, collineation, or projectivity), which is a geometrical
transformation with eight degree of freedom [44]. The homography matrix H is a 3x3
matrix of rank 3 [17], and it maps points from one image to another image as

x′1
x′2
x′3
 =

h11 h12 h13
h21 h22 h23
h31 h32 h33


x1
x2
x3
 , (3.2)
or equivalently
x′ = αHx, (3.3)
for all corresponding points x and x′ in the two-view images and using the homogenous
coordinate’s representation, and α is a constant number.
Note that the relation (3.1) holds for all image points, while (3.3) only holds when
the scene is planar. When the scene is far away from the camera, the distance of the scene
from the camera is much greater than the motion of the camera between views. For this
reason, the parallax effect caused by the three-dimensional nature of the scene is negligible
and the scene can be assumed to be planar. Therefore in this case, relation (3.3) can be
assumed valid.
3.3 Estimation of H and F
In this section, we discuss how to compute the fundamental matrix F and 2D homography
H. Assume the input is the putative point correspondences from two-view images, then
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the output is the estimated geometrical relations between this two views, saying H or F,
together with a set of points in correspondence satisfying this correlation.
Estimation of the homography:
First, we introduce the automatic computation of 2D homography between two
images. According to the definition of H in Section 3.2, given the corresponding points
xi 7→ x′i, (i = 1 . . .M) in the two-view images, the equation Hxi = x′i holds. Since 4
correspondences (M = 4) determine a planar homography [44], H can be computed by
the four correspondences: xi 7→ x′i, (i = 1 . . . 4). Because of the homogenous vectors,
the 3-vector x′i and Hxi are not equal, they have the same direction but may differ in
magnitude by a non-zero scale factor. We can use the form of vector cross product as
x′i ×Hxi = 0 to derive a simple linear solution for H. Assume
H =

h11 h12 h13
h21 h22 h23
h31 h32 h33
 (3.4)
and h is a 9-vector made up of the entries of the matrix H:
h = (h11, h12, h13, h21, h22, h23, h31, h32, h33)T
=

h1
h2
h3
 . (3.5)
Then we may write
Hxi =

h1Txi
h2Txi
h3Txi
 . (3.6)
Writing x′i = (a
′
i, b
′
i, c
′
i)
T in homogenous coordinates, the cross product may then be given
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explicitly as
x′i ×Hxi =

b′ih
3Txi − c′ih2Txi
c′ih
1Txi − a′ih3Txi
a′ih
2Txi − b′ih1Txi
 . (3.7)
Since hjTxi = xTi h
j for (j = 1, 2, 3), the previous equation is
x′i ×Hxi =

b′ix
T
i h
3 − c′ixTi h2
c′ix
T
i h
1 − a′ixTi h3
a′ix
T
i h
2 − b′ixTi h1

=

0T −c′ixTi b′ixTi
c′ix
T
i 0
T −a′ixTi
−b′ixTi a′ixTi 0T


h1
h2
h3
 (3.8)
= 0. (3.9)
These equations have the form Aih = 0, where Ai is a 3 × 9 matrix. Although there are
three equations in (3.8), only two of them are linearly independent. Then equation (3.8)
is equivalent to  0T −c′ixTi b′ixTi
c′ix
T
i 0
T −a′ixTi


h1
h2
h3
 = 0, (3.10)
which will be written as Bih = 0, where Bi is a 2 × 9 matrix. Given a set of four such
point correspondences, i.e., i = 1, . . . , 4, we obtain a set of equations Bh = 0, where
B = (B1, B2, B3, B4)T has the dimension of 8× 9 and rank 8. Therefore in Bh = 0 there
are 8 equations and 9 parameters for H. The solution h can only be determined up to a
non-zero scale factor.
If more than four point correspondences are given, as xi 7→ x′i, (i = 1 . . .M), the
set of equations Bh = 0 is over-determined. In this case, instead of demanding an exact
solution, we attempt to find an approximate solution. As shown in [44], the approximate
solution is the unit singular vector corresponding to the smallest singular value of B. This
method is known as the Direct Linear Transformation (DLT) algorithm [1].
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Table 3.1: Overview of the homography estimation
1. Putative correspondence matching: Calculate the local invariant features
on two images and match the putative correspondences.
2. RANSAC robust estimation: Repeat for N times, where N is determined
adaptively by equation (3.11).
(a) Select a random sample of s correspondences and compute the homogra-
phy H by equation (3.10).
(b) Calculate the distance d⊥ for each putative correspondence, where d⊥ is
the symmetric transformer error defined in equation (3.12).
(c) Compute the number of inliers consistent with H for which d⊥ is smaller
than a threshold t.
Choose the H with the largest number of inliers.
3. Optimal estimation: Re-estimate H from all correspondences classified as
inliers by the DLT algorithm using the singular value decomposition (SVD)
method.
Now back to the estimation of H, given the input of putative point correspondences
and it is expected that a proportion of these correspondences is mismatches (outliers), the
RANdom SAmple Consensus (RANSAC) algorithm of Fischler and Bolles [33] is designed
to deal with exactly this situation - estimate the homography (using DLT algorithm)
and also a set of inliers consistent with this estimation (the true correspondences) and
outliers (the mismatches). Therefore RANSAC is an iterative method to estimate the
parameters of a fitting model (the homography) from a set of known data (the putative
correspondences) which contains outliers.
The algorithm is summarized in Table 3.1. We start from the matches of the
putative point correspondences by using local invariant features. Inliers and outliers are
both included in these correspondences. The RANSAC algorithm is then applied to these
correspondences. The random sample size s = 4, since 4 correspondences determine a
homography. The number of repeating times N is determined adaptively by
N =
log(1− p)
log(1− s) , (3.11)
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where we use p = 0.99 as the desired probability of choosing at least one sample free from
outlier for each iteration.  is the probability that any selected data points is inlier, which
is adapted during the iteration. The distance measure used in Step 2(b) is the symmetric
transfer error, that is
d2⊥ =
∑
i
d2(xi,H−1x′i) + d
2(x′i,Hxi), (3.12)
where xi 7→ x′i is a correspondence. This measure has the advantage that it collects the
measurement errors in both images. The threshold t in Step 2(c) is chosen such that under
a probability P (usually equal to 0.95) the point is an inlier. In practice t is usually set
empirically (0.001 ∼ 0.01) to satisfy the probability distribution of the distance of an inlier
from the model.
Note that after RANSAC, a final optimal estimation is applied to re-estimate H
from all correspondences classified as the inliers by RANSAC.
Estimation of the fundamental matrix:
Table 3.2 gives the algorithm to estimate the fundamental matrix. The framework
is similar to the homography estimation in Table 3.1, since they both use RANSAC to
estimate the model (H or F), and collect the inliers which are consistent with this estima-
tion. Here we just describe the differences between them. For estimation of fundamental
matrix, the sample size s = 8, since 8 point correspondences are needed to estimate F
using linear equations, which is known as the normalized 8-point algorithm [45]: From
Section 3.2 we know that the fundamental matrix F is defined by x′TFx = 0 for x 7→ x′ in
two images. If we use homogenous coordinates, writing x = (a, b, 1)T and x′ = (a′, b′, 1),
x′TFx = 0 becomes
a′af11 + a′bf12 + a′f13 + b′af21 + b′bf22 + b′f23 + af31 + bf32 + f33 = 0, (3.13)
that is
(a′a, a′b, a′, b′a, b′b, b′, a, b, 1)f = 0, (3.14)
where f = (f11, f12, f13, f21, f22, f23, f31, f32, f33)T is the 9-vector made up of the entries of
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Table 3.2: Overview of the fundamental matrix estimation
1. Putative correspondence matching: Calculate the local invariant features
on two images and match the putative correspondences.
2. RANSAC robust estimation: Repeat for N times, where N is determined
adaptively by equation (3.11).
(a) Select a random sample of s = 8 correspondences and compute the fun-
damental matrix F using the normalized 8-point algorithm.
(b) Calculate the distance d⊥ for each putative correspondence, where d⊥ is
defined as the first-order geometric error (Sampson distance).
(c) Compute the number of inliers consistent with F as the number of cor-
respondences for which d⊥ is smaller than a threshold t.
Choose the F with the largest number of inliers.
3. Optimal estimation: Re-estimate F from all correspondences classified as
inliers by minimizing the Maximum likelihood cost function (reprojection er-
ror).
F. From a set of M point correspondences, we obtain a set of linear equations of the form
Af =

a′1a1 a′1b1 a′1 b′1a1 b′1b1 b′1 a1 b1 1
...
...
...
...
...
...
...
...
...
a′MaM a
′
MbM a
′
M b
′
MaM b
′
MbM b
′
M aM bM 1
 f = 0. (3.15)
This is a homogenous set of equations and f can only be determined up to scale. For a
solution to exist, matrix A must have rank at most 8, and if the rank is exactly 8, the
solution is the generator of the right null-space of A. If the rank of A may be greater than
8 (in fact be equal to 9), in this situation the approximate solution for f is the singular
vector corresponding to the smallest singular value of A. Note that the key to success with
the 8-point algorithm is proper careful normalization of the input data before constructing
the equations to solve and de-normalization after solving the equations.
The distance measure d⊥ in Step 2(b) measures how closely a matched pair of
points satisfies the epipolar geometry. Here the Sampson approximation [44] is used to
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provide a first-order approximation to the geometric error:
d2⊥ =
∑
i
(x
′T
i Fxi)
2
(Fxi)21 + (Fxi)
2
2 + (FTx
′
i)
2
1 + (FTx
′
i)
2
2
, (3.16)
where for instance (Fxi)2j represents the square of the j-th entry of the vector Fxi.
In Step 3, the ML estimate is the one that minimizes the reprojection error
∑
i
d2(xi, xˆi) + d2(x′i, xˆ
′
i) (3.17)
where xi 7→ x′i are the correspondences, and xˆi and xˆ′i are estimated “true” correspon-
dences that satisfy xˆ
′T
i Fxˆi = 0.
3.4 The structure of multi-view data
Now we return to the main topic of this chapter: the multi-view geometry modeling, which
means more than two cameras are capturing the same scene from different viewpoints.
Of course we can analyze them in pair by using the epipolar geometry. However, in
many situations, especially when the camera locations are partially constrained, it is more
instructive to analyze all the images jointly since in this way some global properties of the
data can be inferred. In this section, we will first introduce the concept of the plenoptic
function which is a general representation of the real scene. Using the simplified plenoptic
function together with the epipolar geometry constraint, the multi-view imaging can be
studied in an efficient way.
3.4.1 Plenoptic function
The plenoptic function was first introduced by Adelson and Bergen [3] with the idea that
the appearance of the real world can be thought of as the dense array of light rays filling
the space, therefore it is used to describe the intensity of each light ray which reaches a
point in the space. As shown in Figure 3.3, the plenoptic function is a function with seven
dimensions: three for the viewing position (Vx, Vy, Vz), two for the viewing direction (θ, φ),
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Figure 3.3: The 7D Plenoptic function P7(θ, φ, Vx, Vy, Vz, λ, t), where (Vx, Vy, Vz) is the
viewing position, (θ, φ) is the view direction, t is time and λ is the wavelength.
one for the time (t) and the last for the wavelength (λ):
P = P7(θ, φ, Vx, Vy, Vz, λ, t). (3.18)
In practice, the plenoptic function is usually represented with the cartesian coordinates
used in numerous computer vision and image processing algorithms. It is therefore written
as
P = P7(x, y, Vx, Vy, Vz, λ, t), (3.19)
where x and y are analogous to the coordinates on the image plane, as illustrated in
Figure 3.4.
It is in general difficult to deal with all the dimensions of this function. Some
assumption can be made to reduce its dimensionality. First, wavelength dimension can
be simplified into three channels, i.e., the RGB description. Second, assuming the scene
is static one can omit the time dimension. Finally, a viewer’s position and motion can
be constrained to a plane, a curve or a point. Therefore by above assumptions, the 7D
function can be simplified to lower dimensional functions that are easier to handle. For
example, in [75] McMillan and Bishop omitted the wavelength and time, to reduce their
plenoptic modeling to five dimensions. The parameterization introduced by Levoy and
Hanrahan [66] limited, in addition, the the camera’s position to a plane resulting in a four
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Figure 3.4: The 7D Plenoptic function P7(x, y, Vx, Vy, Vz, λ, t), where (x, y) is equivalent
to the cartesian coordinates in the image plane.
dimensional function, which is known as the “light field” or the “lumigraph” [41]. We will
describe it in detail next subsection.
3.4.2 Structures of the plenoptic function
In this section, we consider the most specialized and simplest camera model, which is the
basic pinhole camera model with no skew and square pixels. In the pinhole camera model,
a point in 3-D space with coordinates X = (X,Y, Z)T is mapped to the point x = (x, y)T
on the image plane where a line joining the point X to the centre of projection meets the
image plane. Assume f is the focal length measuring the distance between the camera
centre and the image plane, and (Vx, Vy, Vz) is the camera’s position in 3-D space. The
mapping is given by 
X
Y
Z
 7→
 x
y
 =
 fX/Z
fY/Z
 . (3.20)
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This is a mapping from Euclidean 3-D space to Euclidean 2D space. Using homogeneous
coordinates, the above model can be represented as

X
Y
Z
1

7→

fX
fY
Z
 =

f 0 0 0
0 f 0 0
0 0 1 0


X
Y
Z
1

. (3.21)
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Figure 3.5: The 7D Plenoptic function projection of a single synthetic cube. The
camera setup is illustrated in (a). (b) shows the image of the cube, i.e., (x, y) slice.
(c) gives an (x, t) slice by the camera moving along the Vx-axis with a velocity v = +1.
(d)-(f) show the (x, Vx), (x, Vy) and (x, Vz) slices of the static cube, respectively.
We can illustrate the structure of the 7D plenoptic function by considering the
relations of each pair of parameters of (3.18) under simple object movements and cam-
era setups. Assume a camera is capturing an object as illustrated in Figure 3.5(a) and
(Vx, Vy, Vz) is the camera position. The object is moving at a velocity v = +1 in the
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Vx direction. Each of the other five plots in Figure 3.5 shows a 2-D slice through the
plenoptic function, i.e. the intensity and colour as a function of two variables with the
remaining four independent variables set to 0. Figure 3.5(b) shows an (x, y) slice, which
is simply the view at a fixed wavelength, at the instant t = 0, given the camera position
(Vx, Vy, Vz) = (0, 0, 0). It therefore satisfies the pinhole camera model
(x, y) 7→ x = f X
Z
, y = f
X
Z
. (3.22)
Figure 3.5(c) shows an (x, t) slice, which can be thought of as the temporal record of
horizontal lines appearing at height y = 0 when the camera position is at (0, 0, 0). This
slice consists of some spatio-temporally tilt bars, whose slopes are proportion to the object
depths, which will be discussed in detail in the next section. Also it can be shown that
(x, t) 7→ x = f X − vt
Z
. (3.23)
Figure 3.5(d) shows the (x, Vx) slice, representing the series of views obtained as the
camera position shifts from left to right. Indeed, the camera moving from left to right is
equivalent to the object moving from right to left. Therefore Figure 3.5(d) is equivalent
to Figure 3.5(c), which can also be seen from the fact that
(x, Vx) 7→ x = f X − Vx
Z
. (3.24)
Figure 3.5(e) shows the (x, Vy) plane. In this case x has the same representation as in
(x, y) slice, though only points with Y = Vy are visible in the (x, Vy) plane. Here we have
(x, Vy) 7→ x = f X
Z
. (3.25)
Finally, Figure 3.5(f) shows the (x, Vz) plane representing the changing image as the
camera moves backward or forward. The model is characterized as
(x, Vz) 7→ x = f X
Z − Vz . (3.26)
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If we consider a static scene, drop the wavelength and give two degree of freedom
to camera position: Vx and Vy, a 4D parameterization of the plenoptic function named
the “light field” [66] is obtained. This is illustrated in Figure 3.6(a). Figure 3.6(b) shows
the four images taken by the four cameras at the four corners of the camera array of
Figure 3.6(a). In this 4D case the camera is free to move on a plane, therefore, a point in
space is mapped by

X
Y
Z
 7→

x
y
Vx
Vy

=

f(X − Vx)/Z
f(Y − Vy)/Z
Vx
Vy

, (3.27)
which is a 4D line as a function of Vx and Vy.
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Figure 3.6: 4D light field. The cameras are regularly arranged in a plane as shown in
(a). (b) shows four images taken by four cameras at the four corners of the camera
array in (a). Note that the light field is a 4D extension of 3-D EPI volume, which will
be discussed in Section 3.4.3.
Let us now limit the camera position to one degree of freedom, namely the line
Vx as shown in Figure 3.7 (a), or the angle θ from the circular camera motion shown in
Figure 3.8 (a), the 3-D plenoptic functions are obtained. Figure 3.7 (b) shows the 3-D
epipolar-plane image (EPI) volume [15], which is a function of (x, y, Vx). While the 3-D
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Figure 3.7: 3-D plenoptic function (EPI volume). (a) is the setup of the camera array
along X coordinate. (b) shows the resultant EPI volume, which is a 3-D plenoptic
function P3(x, y, Vx). Points in space are projected onto lines where the slope of a line
is inversely proportional to the depth of the corresponding point.
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Figure 3.8: 3-D Plenoptic function (ICT volume). (a) gives the camera setup of a
circular motion camera. (b) shows the produced 3-D ICT volume P3(x, y, θ). It is
shown that points in space are projected onto the particular trajectories in the 3-
D plenoptic function, and similar as in the EPI structure, the occlusion compatible
orders are defined.
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t
Figure 3.9: The EPI tiger data set. A tiger scene is captured by a linear motion
camera, which produces an EPI volume as shown.
plenoptic function named image cube trajectories (ICT) is shown in Figure 3.8 (b) and it
is parameterized by (x, y, θ). Given the specific constraints on camera positions, the above
two 3-D plenoptic functions have interesting properties, which will be discussed in detail
in the next section.
3.4.3 3-D structure of multi-view data
In this subsection we discuss two particular 3-D structure of multi-view data, the epipolar-
plane image (EPI) and the image cube trajectories (ICT). As mentioned in Section 3.4.2,
the former is obtained from a linear camera setup, and the later is given by the circular
camera setup. Using the epipolar geometry, we now look into the inherent properties and
global behaviors of these two 3-D plenoptic functions.
The concept and property of EPI were introduced and studied in detail in [15].
The general idea of EPI is given by the fact that linear camera motion leads to the line
structures in the plenoptic domain and nice properties can be retrieved, such as regular
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Figure 3.10: Two objects with different depths are captured by the same camera
moving along a line with the view perpendicular to this line. Here 3 camera positions
uniformly distributed on the line are shown as Vx1, Vx2 and Vx3.
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Figure 3.11: Writing x as a function of Vx leads to the equation of a line with slope
inversely proportional to the depth. Since ZA < ZB from Figure 3.10, we have that
f/ZA > f/ZB, which is shown as the slope of red line (object A) is larger than that of
green line (object B). It also illustrates that the line with a large slope will occlude a
line with a smaller slope, as the red line occludes the green line in the left end. Note
that the (x, Vx) space is the epipolar plane image (EPI). This figure should be viewed
in color.
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shape of EPI strips (as in Figure 3.5(c) and (d), the tilt bars are EPI strips) and predictable
occlusion orders. The geometrical setup is illustrated in Figure 3.7(a), where the camera
array is placed along a line (e.g. Vx axis which is X axis in the world coordinates in
Figure 3.7 and Figure 3.10) with the view direction perpendicular to the line. Its mapping
representation is a function of Vx according to
X
Y
Z
 7→

x
y
Vx
 =

f(X − Vx)/Z
fY/Z
Vx
 . (3.28)
Assume that two objects with different depths are captured as shown in Figure 3.10, the
following equations can be obtained using the epipolar geometry:
x1A − x2A
Vx1 − Vx2 =
x2A − x3A
Vx2 − Vx3 =
x1A − x3A
Vx1 − Vx3 =
f
ZA
, (3.29)
x1B − x2B
Vx1 − Vx2 =
x2B − x3B
Vx2 − Vx3 =
x1B − x3B
Vx1 − Vx3 =
f
ZB
, (3.30)
where Vx1, Vx2 and Vx3 are the positions of camera1, camera2 and camera3, respectively;
x1A, x2A and x3A are the image positions of object A in camera1, camera2 and camera3
respectively and x1B, x2B and x3B are for object B. Since from Figure 3.10, ZA < ZB, we
have
f
ZA
>
f
ZB
, (3.31)
and consequently if we draw the Vx-x curve of object A and B, it can be shown that
points in space are projected onto lines in the plenoptic function and the slope of the
line is inversely proportional to the depth of the point. This is illustrated in Figure 3.11.
The shape carved in the plenoptic domain by the objects in Figure 3.7(a) is shown in
Figure 3.7(b), which also defines the objects occlusion compatible order. The occurrence
of occlusions is predictable since a line with a large slope will always occlude a line with a
smaller slope when they meet as shown in Figure 3.11, this follows from the fact that the
points closer to the image plane will occlude points further away. The example illustrated
in Figure 3.9 shows this property with natural tiger images.
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The concept of EPI analysis is not necessarily restricted to the case of cameras
placed along a line and has been extended to the circular camera setup by Feldmann
et. al [31]. As mentioned before, this parameterization is known as the Image Cube
Trajectories (ICT). Figure 3.8(a) illustrates the camera setup of this case and the ICT
volume is shown in Figure 3.8(b). As in the linear camera setup parameterization, points in
space are projected onto particular trajectories in the 3-D plenoptic domain, and occlusion
compatible orders can be defined. Note that the circular camera movement is equivalent
to the case of a fixed camera observing an object rotating on itself. Therefore consider a
point in space moving on a circle with radius R around the axis M (having a distance of
Z0 from the focal point of the camera) and height Y as shown in Figure 3.12, the mapping
is then given by 
X
Y
Z
 =

R sin θ
Y
R cos θ − Z0
 7→

x
y
θ
 =

fX/Z
fY/Z
θ
 =

fR sin θ/(R cos θ − Z0)
fY/(R cos θ − Z0)
θ
 . (3.32)
As in the linear case, we assume two object points A and B are captured as shown in the
top left subfigure of Figure 3.13 (b), which is the X-deviation of Figure 3.12. At the same
time if we let YA = YB = 0, from Equation 3.32 we have yA = yB = 0 and the following
equations:  xA = f sin θA/(cos θA − Z0/RA)xB = f sin θB/(cos θB − Z0/RB) (3.33)
where we assume θB = θA + 45◦ and θA = θ + 90◦ as shown in the top left subfigure of
Figure 3.13 (b). When θ changes from 0◦ to 360◦, we draw the θ-x curves of object points
A and B as shown in Figure 3.13 (a). It can be shown that the occlusion compatible orders
are defined and xA changes faster than xB as θ changes, since RA > RB. Therefore in
Figure 3.13 (b), when θ = θ1, we have dxAdθ >
dxB
dθ > 0, which is illustrated in Figure 3.13
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Figure 3.12: A camera captures a point in circular motions. The position and view
direction of the camera with centre O are fixed. A 3-D point (X,Y, Z) in space rotates
about M axis (which is an axis in Y direction with (0, Y, Z0)) with radius R. (x, y) is
the image of this point. θ is the angle illustrated in the figure.
(a). When θ = θ2, the point B occludes A. As θ changes to θ3, it happens that the point
B is on the tangent line of its circular path pointing the camera centre, which can be seen
from Figure 3.13 (a) that the blue curve hits the peak, i.e., dxBdθ = 0. The same situation
happens to point A when θ = θ4. After that, both dxAdθ and
dxB
dθ are negative, and we
have dxAdθ <
dxB
dθ < 0, i.e., xA changes faster than xB which satisfies the assumption of
RA > RB. When θ = θ5, point A occludes B as shown, which also follows the fact that
the points closer to the image plane occlude points further away.
Figure 3.14 shows the natural bear images and its 3-D ICT volume. It can be
seen in Figure 3.14 that the (θ, x) plane of ICT volume consists of curves of trigonometric
functions described in (3.32).
3.5 Summary
The epipolar geometry governs the correlation between two view images, and it can be
extended to multiple views. The plenoptic function provides a convenient framework for
studying the data in a global manner and imposing a coherent analysis. Many applications
of the simplified plenoptic function have been exploited.
In the first part of this chapter, we discussed epipolar geometry and the RANSAC
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Figure 3.13: Two object points A (pink) and B (blue) with the same Y = 0 are
captured by the same camera setup as in Figure 3.12. (a) gives the curves writing
x as a function of θ, leading to two different trigonometric functions since RA > RB.
When θ changes from θ0 to θ5 in (a), (b) gives the X-deviation of the camera setup
capturing the moving points. According to the analysis in the context, occlusions
happen when θ = θ2 (B occludes A) and θ = θ5 (A occludes B). The points are on the
tangent line at θ3 and θ4, i.e., dxdθ = 0. This figure should be viewed in color.
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θ
Figure 3.14: The ICT bear data set. A bear scene is captured by a circular camera
array and the 3-D ICT plenoptic function is presented.
algorithm which is used to estimate the 2D homography and the fundamental matrix. We
then introduced the plenoptic function and looked into its structures and properties. By
applying epipolar geometry into the simplified 3-D plenoptic function, we showed that the
EPI volume has very nice linear structures and occlusion compatible orders, which is used
in our recognition algorithms discussed in the next chapters.
The important aspects of this chapter are highlighted in the following points:
• The epipolar geometry governs the correlation in multi-view images.
• RANSAC is a general and successful robust algorithm to estimate a planar homog-
raphy and the fundamental matrix.
• The plenoptic function is a high dimensional function (7 dimension in general). The
number of dimensions can be reduced under certain assumptions, and the structure
of the plenoptic function depends on the camera setup.
• The 3-D structure of multi-view data, e.g. EPI and ICT, has a high degree of
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regularity and coherence imposed by the epipolar geometry constraints.
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Chapter 4
Single-view object recognition
4.1 Introduction
Object recognition is one of the most important challenges of computer vision and the
problem of recognizing objects from visual input has met so far with many successes.
Procedures for object recognition have been developed over many years and the basic
framework has been established [83]. This includes feature extraction, perceptual organi-
zation, indexing and matching, verification and recognition. Feature extraction is used to
find a compact representation of the image data and provides the feature space in which
recognition is performed. Perceptual organization groups image features. Its purpose is to
produce groups of features that are more informative than individual features, and there-
fore be better to perform matching and selection of models. In some tasks, perceptual
organization is not used since matching of individual features can work well [72]. Given an
image and an object model, both represented in terms of their features, the matching step
aims to find the correspondences between the two, using a specified matching distance
(e.g., Euclidian distance) and matching criterion (e.g., the nearest neighbor criterion).
Exhaustive searching in the feature database for matching is accurate, but in large model
databases and high dimensional feature vectors, this searching is not efficient and is time
consuming. For this reason clustering or indexing of the model feature data is performed
to speed up the searching phase. Clustering methods include hash-table [60], k-d tree [38]
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and Best-Bin-First [12]. The last step is to decide whether the optimal matches found by
the match searching actually recognize the object in the image. According to the value
obtained for a verification measure, the final recognition is made.
In our work, the problem is to determine which, if any, of a given set of objects
appears in a given input image or image sequence. According to the above framework of
object recognition, our task will involve choosing a proper feature representation, efficient
indexing and matching, and designing measures for verification to do final recognition.
The representation of object gives the feature space of the recognition task, i.e.,
how to represent the image data in a suitable way. It is the most important aspect of
object recognition. There are many ways to represent the image data. Generally objects
can be described by different cues. These cues can be classified into two main categories:
shape-based and appearance-based. Shape-based approaches try to represent an object
by its shape/contour information. In contrast, for appearance-based approaches only the
appearance is used, which means image texture and content. Based on the applied fea-
tures, the appearance based methods can be sub-divided into two main classes: local
feature methods and global feature methods. We will introduce the image representa-
tion techniques within the categories of shaped-based, local appearance-based and global
appearance-based approaches.
Shape-based representations are a set of numbers or vectors that are produced to
represent a given shape feature. These methods include contour-based and region-based
methods, space domain and transform domain methods. Some simple geometry features
can be used to describe shapes, such as center of gravity, axis of least inertia, eccentric-
ity, circularity ratio, elliptic variance, convexity, solidity, Euler number, profiles and hole
area ratio. Reader can refer to Yang’s survey [104] for details. All these simple shape
parameters are very basic geometrical features that can only discriminate shapes with
large differences. Therefore they are not suitable to stand alone as shape features and
in fact they are the first element of more sophisticated schemes. The one-dimensional
function which is derived from shape boundary coordinates is also often called shape sig-
nature [54]. The shape signature usually captures the perceptual feature of the shape [103].
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Complex coordinates, centroid distance function, tangent angle, curvature function, area
function and chord length function are the commonly used shape signatures, as reviewed
by Yang [104]. However these shape signatures are sensitive to noise, and slight changes
in the boundary may cause large errors in matching procedure. The polygonal approxi-
mation method includes two categories: merging and splitting [42] [61]. They can be used
as a simple method for contour representation and description. They both lead to sim-
plification of shape complexity with no blurring effects. The spatial interrelation feature
describes the region or the contour of a shape by the relation of their pixels or curves, like
bound box [8]: computing the homeomorphism between 2D lattices and its shapes, convex
hull [92]: representing the shape by a series of convex hulls, chain code [70]: describing
an object by a sequence of unit size line segments with a given orientation, shape ma-
trix [36] [95]: representing a shape region by a fixed sized matrix, chord distribution [91]:
calculating the lengths of all chords (all pair-wise distance between boundary points) in the
shape and building a histogram of their lengths and orientations, and shock graphs [89]:
representing a shape by extracting its skeleton and medial axes. The shape transform do-
main methods include methods which are formed by the transform of the detected object
or the transform of the whole image. The shape feature is represented by all or some of
the coefficients of a transform. Possible transforms include Fourier descriptors [103] [106],
wavelet transform [19] [56] [16], angular radial transform [84], Radon transform or trace
transform [94] [53] and shapelets descriptors [25]. These shape transform projects a shape
contour or region into another domain to obtain some of its intrinsic features. Note that
the transform domain methods take the whole shape as the shape representation.
Shape-based representation approaches describe an object by its shape or contour,
whereas appearance-based approaches model object’s content and texture. A local feature
is a single piece of information for a point or small region. It consists of interest region
detector and local image descriptor, as we have discussed in detail in Chapter 2. The cur-
rently most popular distinguished detectors can be roughly divided into three categories:
corner based detectors, region based detectors and other approaches. Corner based de-
tectors find points of interest and regions which contain lots of image structures, such
as Harris based detectors (Harris [43], Harris-Lap [77], Harris-Affine [78]), or edge based
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regions (EBR) [99]. Region based detectors regard local blobs of uniform brightness as
the most salient aspects of an image and are suited for uniform regions with smooth tran-
sitions. They include Hessian matrix based method (Hessian [11], Hessian-Lap [77] and
Hessian-Affine [78]) and difference of Gaussian (DoG) [72], maximally stable extremal re-
gions (MSER) [74], and intensity based regions (IBR) [98]. Other approaches for example
take into account the entropy of a region, like Entropy Based Salient Region (EBSR) [52].
Local feature descriptors describe the region or its local neighborhood identified by the
detectors by certain invariant properties. As we discussed in Chapter 2, the most popular
descriptor can roughly be divided into the following main categories: distribution-based,
filter-based and moment-based descriptor. Distribution-based methods represent certain
regions by using histogram techniques, like SIFT descriptor [72] and its extensions (PCA-
SIFT [55], GLOH [10], SURF [79]), spin images [49] and shape context [14]. Filter based
descriptors which include differential invariants [35] and steerable filters [37] use the image
derivatives to approximate a region’s neighborhood. The moment based descriptors char-
acterize shape and intensity distribution in a region by calculating the central moments
up to a certain order [40].
Finally we discuss the global appearance-based approaches for representation. In
contrast to local features, global features try to cover the information content of the whole
image or patch, i.e., all pixels are considered. The main methods are based on subspace
methods. The general idea is to project the original input images onto a suitable lower
dimensional subspace, that represents the data in a more suitable way. By selecting
different optimization criteria for the projected data, different methods can be derived.
Principal component analysis (PCA) [50] is used to reduce the dimensionality of data
while keeping as much information as possible. This is assured by a projection that
maximizes the variance but minimizes the mean squared reconstruction error at the same
time [47] [82]. Non-negative matrix factorization (NMF) was first introduced by Lee
and Seung [64] in computer vision for object recognition. Its task is to factorize a non-
negative matrix (i.e., a matrix containing vectorized images) V ∈ Rm×n into two matrices,
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W ∈ Rn×r and H ∈ Rr×m, under the optimization problem:
min ‖V −WH‖2 (4.1)
s.t. W, H > 0 (4.2)
where ‖ · ‖2 denotes the squared Euclidean distance. Therefore NMF does not allow neg-
ative entries and we can obtain the basis vectors mostly representing image structures.
Independent component analysis (ICA) was first introduced in signal processing for blind
source separation, i.e., separation of mixed audio signals [20] [51]. The goal is to ex-
press a set of n random variable x = [x1 . . . xn] as a linear combination of a statistically
independent random variables s = [s1 . . . sn]:
x = As, (4.3)
where A is the matrix containing the coefficients. The task of ICA is to estimate the
original components s, or equivalently, the coefficients A as:
u = Wx = WAs. (4.4)
To apply ICA to object recognition, the images are considered to be a linear mixture of
statistically independent basis images, or ICA can be used to find statistically independent
coefficients representing the input data [7] [24].
Within this work, our single-view object recognition (SOR) procedure operates on
single images and is based on that given by Lowe in [72], but we have modified it to
improve its performance. SIFT features are used as our local invariant features and they
are matched by Lowe’s nearest neighbor and second nearest neighbor (NN/SNN) criterion
which will be described in detail next. Following Lowe, we use a Hough histogram to
remove outliers by voting for a particular geometrical transform. Finally the RANSAC
method can be applied to estimate the related homography or fundamental matrix. In
this chapter, we modify Lowe’s single-view object recognition method by adding some
new processing steps. Our method uses chirality constraints to check the validity of the
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Figure 4.1: The process of SOR. First SIFT features are extracted and matched by
the nearest neighbor and second nearest neighbor criterion. Then Hough histogram
clustering is used to remove the outliers and RANSAC is applied to estimate the re-
lated homography. After checking the homography, we interpolate the mapped region
and the normalized cross-correlation (NCC) is calculated to measure the similarity
between the object in the query image and the object in the database.
estimated homography obtained from RANSAC, therefore reduces the recognition errors
that arise when only a small number of feature points are matched. We interpolate the
region that the homography maps from the dictionary entry image to the test image and
use normalized cross-correlation to assess the recognition results. These additional steps
improve the recognition performance. The whole process is illustrated in Figure 4.1.
The chapter is organized as follows: In Section 4.2 and Section 4.3 we discuss the
feature extraction and matching strategy respectively. Section 4.4 describes the removal
of outliers using Hough histogram clustering as in [71]. Section 4.5 discusses the RANSAC
estimation applied to our SOR. In Section 4.6 we present the homography validity checking
using the chirality conditions. Section 4.7 discusses the interpolation and normalized cross-
correlation techniques. Finally Section 4.8 gives an overview of the SOR algorithm, and
Section 4.9 shows the experimental results and analysis. We conclude in Section 4.10.
4.2 Feature extraction
Due to its robustness and efficiency as described in Chapter 2, we have used SIFT as our
local invariant feature. The feature extraction process has been described in Section 2.5.
Associated with each extracted point is a 128-D feature vector, a scale and an orientation.
Figure 4.2 illustrates the SIFT features extracted and indexed from the dictionary entry
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10 training images
SIFT features
Dictionary Database
Dict entry image-1 Dict entry image-2 Dict entry image-10
Figure 4.2: Building of the dictionary. All the SIFT features are extracted from the
database of target object and stored in the dictionary in special format. Here 3 out
of 10 model images are shown. Note that N is the total number of all features from
10 target object images. (xi, yi) represents the feature points position and si is the
scale. The index Ii indicates which entry this feature belongs to. This figure should
be viewed in color.
images to build a dictionary of target objects. The feature points extracted from each
image are marked with red crosses. The dictionary database consists of a list of feature
points and includes, for each one, its position, scale, orientation, descriptor and object
index as shown.
4.3 Feature matching
Feature vectors extracted from a test image are compared with those from the dictionary
using a Euclidean distance measure. A match is retained if the ratio between the distance
of the best match over the second best match is sufficiently small; this is termed nearest
neighbor and second nearest neighbor (NN/SNN) matching. The idea behind this tech-
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nique is that a correct match has to be significantly better than the second best match
in order to discriminate well between targets. We reject all the matches with a NN/SNN
ratio greater than 0.8 as suggested in [72].
4.4 Hough histogram clustering
Hough histogram clustering is used to filter the previous NN/SNN matches, i.e., remove
incorrect matches and keep correct ones. The location, scale and orientation associated
with each feature point define a 2D similarity transform relating to each matched pair of
features. We use a Hough histogram clustering approach to reject those matches whose
similarity transform estimates are inconsistent.
Consider a NN/SNN match connecting a SIFT feature point (xt, yt, st, θt, ~dt) on
the test image and a SIFT point (xm, ym, sm, θm, ~dm) on a dictionary entry image. A 2D
similarity transform can be derived from this match as xt
yt
 =
 ρ cosφ −ρ sinφ
ρ sinφ −ρ cosφ

 xm
ym
+
 tx
ty
 (4.5)
and  xt + st cos θt
yt + st sin θt
 =
 ρ cosφ −ρ sinφ
ρ sinφ −ρ cosφ

 xm + sm cos θm
ym + sm sin θm
+
 tx
ty
 , (4.6)
where (ρ, φ, tx, ty) defines a similarity transform, which can be estimated using the Least
Squares method [62] from the above equations. Therefore we have

xm −ym 1 0
ym xm 0 1
xm + sm cos θm −ym − sm sin θm 1 0
ym + sm sin θm xm + sm cos θm 0 1


ρ cosφ
ρ sinφ
tx
ty

=

xt
yt
xt + st cos θt
yt + st sin θt

. (4.7)
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Using A and b to denote the left-side matrix and right-side vector respectively, we obtain:
A

ρ cosφ
ρ sinφ
tx
ty

= b (4.8)
and the following is the solution for the estimated similarity transform:

ρ cosφ
ρ sinφ
tx
ty

= A−1b. (4.9)
The estimated similarity transform’s parameters cast votes into a 4D histogram, consisting
of translation (tx, ty), log scale (log ρ) and rotation (φ) of the similarity transform. The
histogram bins are discretised to 30◦ for rotation, a factor of 2 for scale and 1/8 of the
image size for translation. To avoid the problem of boundary effects, each vote is cast into
the 2 closest bins in each dimension. The clustering is achieved by finding the peak of this
4D histogram which will include all matches that agree on the same pose for the object.
The likelihood of this pose interpretation being correct is therefore much higher.
Experiments show that this Hough histogram clustering method performs very well
by rejecting most of the remaining outliers and keeping the inliers. We also find that better
results can be achieved when the first two peaks of the Hough histogram bins are used to
cluster the candidate matches. That is because each vote is casted into the 2 closet bins
in each direction. The first two peaks are supposed to collect the most correct candidate
matches. Finally, we note that the bin size can be adjusted according to requirements.
In our disparity estimation approach of multi-view object recognition algorithm described
in section 5.2.1, the translation and rotation bins size are broadened to achieve a relaxed
matches filtering.
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4.5 RANSAC estimation
Random Sample Consensus (RANSAC) [33] is applied to the matches filtered by NN/SNN
and Hough histogram clustering to estimate a refined homography between a dictionary
entry and the object in the test image. Since in this work, we consider the case that
the distance of the scene from the camera is much greater than the size of the object,
the scene can be assumed to be planar. In this situation the affine transform model
is adequate and the homography can be estimated by RANSAC. From Section 3.3 we
know that RANSAC is an iterative method used to estimate the parameters of a fitting
model (the homography) from a set of known data (the putative correspondences) which
contains outliers (the mismatches). Since the above Hough histogram clustering removes
most of the outliers, RANSAC achieves good results. Details of the RANSAC algorithm
for estimating a homography were given above in Table 3.1.
4.6 Homography validity checking
After the homography transformation is estimated using RANSAC, a validity check is
performed to discard infeasible homographies. In [46], Hartley proposed chirality to de-
scribe precisely the projectivities that preserve the convex hull of an object of interest.
In our case, the target object is a polygonal planar object (for example, a book) and the
transformation should satisfy that it maps the target object into a convex area, which
must not be reflected, i.e., the diagonals of the mapped polygon should intersect within
itself. For simplicity’s sake, we first assume the convex polygon is a rectangle and the four
original 2D corners of the rectangle (in anti-clockwise order) are (0, 0)T , (1, 0)T , (1, 1)T
and (0, 1)T in the dictionary entry image coordinates. Suppose that these map under the
homography to the test image points A, B, C and D, as shown in Figure 4.3. Here we
assume the coordinate of A is (xA, yA), B is (xB, yB) and so on. Then the above criterion
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Figure 4.3: The demonstration of a rectangle with four corners (0, 0)T , (1, 0)T , (1, 1)T
and (0, 1)T being mapped under the homography to the test image points A, B, C and
D. The bottom image illustrates the triangle 4ABC with the angle θ = ∠CAB.
4.6 Homography validity checking 85
is equivalent to the requirement that sin θ > 0 for every triangle, where
θ =

∠CAB in 4ABC
∠DAC in 4ACD
∠DBC in 4BCD
∠BDA in 4ABD.
(4.10)
According to the definition of cross product [101], we have:
−−→
AB ×−→AC = det

i j k
xB − xA yB − yA 0
xC − xA yC − yA 0

= 0 · i + 0 · j + det
xB − xA yB − yA
xC − xA yC − yA
 · k (4.11)
where the unit vectors i, j, and k from the given orthogonal coordinate system satisfy the
following equalities:
i× j = k, (4.12)
j× k = i, (4.13)
k× i = j. (4.14)
At the same time, we know that
−−→
AB ×−→AC = |AB||AC| sin θ · nˆ, (4.15)
where nˆ is a unit vector perpendicular to the plane containing
−−→
AB and
−→
AC. Note that nˆ
and k denote the same axis. Therefore from (4.11) and (4.15) we obtain:
sin θ =
1
|AB||AC| det
xB − xA yB − yA
xC − xA yC − yA
 > 0. (4.16)
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Let the 2D coordinate of A, B, C and D be a, b, c and d respectively, we need to impose
the following three conditions:
1. The triangle 4ABC must not be reflected. This means that we want:
det([b− a c− a]) > 0.
2. The triangle 4ACD must not be reflected. This means that we want:
det([c− a d− a]) > 0.
3. The triangle 4BCD must not be reflected. This means that we want:
det([c− b d− b]) > 0.
4. The triangle 4ABD must not be reflected. This means that we want:
det([b− a d− a]) > 0.
For example, if the transformation is actually the identity, we get:
1. det([b− a c− a]) = det
 1 1
0 1
 = 1 > 0.
2. det([c− a d− a]) = det
 1 0
1 1
 = 1 > 0.
3. det([c− b d− b]) = det
 0 −1
1 1
 = 1 > 0.
4. det([b− a d− a]) = det
 1 0
0 1
 = 1 > 0.
Note that to avoid problems with infinities, these conditions should be checked without
performing any divisions. If the homogeneous coordinates of a are (a1, a2, a3)T (which is
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in fact just the last column of the homography matrix), condition 1 amounts to
det([b− a c− a]) = det
 b1b3 − a1a3 c1c3 − a1a3
b2
b3
− a2a3 c2c3 − a2a3

=
(a3b1 − a1b3)(a3c2 − a2c3)− (a3b2 − a2b3)(a3c1 − a1c3)
a23b3c3
=
p
q
. (4.17)
It follows that det([c − a d − a]) > 0 iff pq > 0, which avoids all divisions and makes
implementation easier. When the planar object is a polygon rather than a rectangle, the
analysis can be extended directly by requiring sin θ > 0 for every triangle consisting of
every three vertices of the polygon. This is satisfied when pq > 0 for all the triangles
inside the polygon.
It is worth pointing out that since our proposed chirality checking method only
introduces one step to calculate the pq for condition Equation (4.17), the extra compu-
tational cost is very small. In fact, as it will be seen in the performance test of Chapter
6, the extra cost of running time is almost neglected compared to the algorithm without
chirality checking.
The use of this chirality condition is illustrated in Figure 4.4 in which the three
images in the top row show the initial feature-point matches between test images and,
inset, a target dictionary entry. The corresponding images in the bottom row show, in
color, the mapping of the rectangular book outline under the estimated homography. We
see that for image (a), the estimated homography is correct while for image (b) the mapped
outline is non-convex and will be rejected by the chirality test. In image (c), the estimated
homography is incorrect but will nevertheless be accepted by the chirality test because
the target’s outline has mapped to a convex quadrilateral.
4.7 Interpolation and normalized cross-correlation
The final step in our SOR recognition algorithm consists in interpolation and normalized
cross-correlation. Given the region that the homography maps from the dictionary entry
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(a) (b) (c)
Figure 4.4: Check for the valid homography transformations. The top images are
the matches and homographies. The bottom images are the zoom-in regions of the
homographies. The colored lines show the boundaries of the region mapped from
dictionary entry image to the test image according to its homography. (a) gives a
good homography, mapping the dictionary image to the object in the test image. (b)
illustrates an ill-posed transformations, mapping the rectangle target book to non-
convex, twisted or reflected shapes, which will be rejected by our chirality conditions.
(c) is kept since it satisfies all the chirality conditions, even though it is not a very
nice homography.
image to the test image, we interpolate the region using the inverse homography matrix H.
Linear interpolation is applied to obtain an interpolated image with the same resolution
as the dictionary entry image. We use normalized cross-correlation (NCC) [28] to measure
the similarity between the interpolated image and the dictionary entry image, which is
given by
r =
∑
i(Ai − A¯)(Bi − B¯)√
[
∑
i(Ai − A¯)2][
∑
i(Bi − B¯)2]
, (4.18)
where A and B represent two images with the same size and A¯ and B¯ are the mean of
images. The subscript i denotes the index of the 2D image matrix converted to vector
form. For all the dictionary entries, the recognition will be made by finding the entry
having a valid homography and the highest NCC with the interpolated image.
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4.8 Overview of the single-view algorithm
We perform single-view object recognition as follows. First, the SIFT features are ex-
tracted from the dictionary of target objects and the test image. Second, all the features
in the test image and the dictionary are matched by the NN/SNN criterion and Hough
histogram clustering is applied to filter these NN/SNN matches. Third, RANSAC es-
timation and validity checking of the geometrical homography are performed. Finally,
the recognition based on the interpolation and normalized cross-correlation is performed.
Table 4.1 gives the summary of the complete procedure for SOR.
Table 4.1: Overview of the single-view object recognition (SOR) algorithm
1. Build a dictionary of SIFT features from the dictionary of target objects.
2. Extract SIFT features from the test image.
3. Match all the features in the test image with those in the dictionary using the
NN/SNN criterion.
4. Use Hough histogram clustering to filter the previous NN/SNN matches.
5. Apply RANSAC to find the refined homography from a dictionary entry to
the object in the test image.
6. Check the validity of the obtained homography.
7. Interpolate the region that the homography maps from the dictionary entry
image to the test image, and calculate the NCC for each entry in the dictionary.
8. Choose, after a threshold checking, the entry in the dictionary with the highest
NCC as the final recognition result.
4.9 Recognition Example
Figure 4.5 demonstrates a recognition task using a test image which contains a copy of
the dictionary entry. The construction of the dictionary, in this case comprising ten book
covers, is described above in Section 4.2. Figure 4.5 (a) and (e) give the preliminary
NN/SNN matches for two of the dictionary entries: the correct match and one of the nine
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incorrect matches. It can be seen that, even for the correct dictionary entry, many of these
preliminary matches are incorrect. The matches filtered by Hough histogram clustering
are shown in Figure 4.5 (b), where most of the outliers are removed as expected. The 2-D
homographies estimated using RANSAC are depicted in (c) with the interpolated region
from step 7 of Table 4.1 shown in (d) which resulted in a NCC of 0.69. At the same time
Figure 4.5 (e),(f) and (g) show the same test image but this time being compared with
an incorrect dictionary entry. Although some matches have been found, the interpolated
image shown in Figure 4.5(h) results in a low NCC of 0.04 as well as an invalid homography
which step 6 will reject. Therefore correct recognition is achieved. However, as we will see
next, these techniques suffer from noisy observations, occlusions or low resolution images.
In these cases the SIFT does not extract a sufficient number of discriminating features, and
NN/SNN matching together with Hough histogram clustering can not provide reasonable
matches. This causes the failure of SOR. Several failure results are illustrated in Figure 4.6
for SOR for (a) a low resolution test image, (b) a noisy test image and (c) a test image
in which the target object is occluded. In each case, the number of reliable matches is
too small to estimate an accurate homography. These failures are addressed in the next
chapter where a new algorithm for object recognition from multi-view images is introduced.
4.10 Summary and key results
In this chapter, we proposed a number of modifications to the single-view object recogni-
tion (SOR) algorithm, such as chirality conditions checking, recognition method based on
interpolation and normalized cross-correlation, combined with the existing efficient tech-
niques such as SIFT, Hough histogram clustering and RANSAC. The improved algorithm
performs quite well in most recognition tasks. However the performance of SOR declines
for noisy observations, occlusions or low resolution images.
The important aspects of the SOR algorithm presented in this chapter are high-
lighted in the following points:
• SOR operates on single test images and combines several efficient existing techniques
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such as SIFT, Hough histogram clustering and RANSAC.
• Chirality constraints are used to reduce the recognition errors that arise when only
a small number of feature points are matched.
• Though SOR performs well in most of the recognition task, it may fail with noise
observations, occlusions and low resolution images.
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NCC = 0.69 NCC = 0.03
(a) (e)
(b) (f)
(c) (g)
(d) (h)
Figure 4.5: Single-view object recognition. Figure (a-d) show the various steps of
the algorithm for the correct dictionary entry and Figure (e-h) for a wrong entry.
Preliminary NN/SNN matches are shown in (a) as we can see many of them are
outliers. (b) gives the matches filtered by Hough histogram clustering and the 2-D
homography obtained by RANSAC is depicted in (c) with the interpolated region
shown in (d), in this case, we have a high NCC of 0.69. However a wrong entry gives
incorrect result as in (g) and (h) with very low NCC.
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NCC = 0.04 NCC = -.0118
(a) (e)
(b) (f)
(c) (g)
(d) (h)
14
20
480
252
600
800
Gaussian noise 
~ N(0, 0.02)
(i)
(j)
(k)
(l)
NCC = 0.01
Low resolution Noisy Occlusion
Figure 4.6: Single-view object recognition algorithm suffers from noise observations,
low resolution images and occlusions. (a)(b)(c)(d) are recognition results of a low
resolution image. Note that the object of interest has a size of 20×14 pixels, while the
whole testing image is 800×600. (e)(f)(g)(h) are for noisy case with the added Gaussian
noise having zero mean and variance equalling to 0.02. (i)(j)(k)(l) are for occlusion
images. All these three cases lead to wrong matches, infeasible homographies, and
very low NCCs, which show that SOR fails under these situations.
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Chapter 5
Multi-view object recognition
5.1 Introduction
As mentioned in the previous chapter, object recognition methods based on a single image
may fail with low resolution images, when the observed images are noisy or in the presence
of occlusions. However, recently multi-view imaging has been introduced to improve object
recognition. Several techniques have been proposed that use multi-view images to produce
3-D image models and perform the recognition using local invariant features. Lowe [73]
presented a method to combine different multi-view images of a 3-D object into a single
model representation using SIFT. In the modeling, he clustered a training image into an
existing view representation or treated it as a new view, based on the geometric accuracy
of the match to previous model views. In the recognition stage, he used a probabilistic
Bayesian model to determine valid instances of recognition. Ferrari [32] used a similar
idea and exploited the relationships among the model views during modeling, i.e., the
model views are connected by a large number of region-tracks. At recognition time, the
test regions are constructed matching a test image to each model view. Rothganger [85]
presented an approach that builds an explicit 3-D patches model from local affine-invariant
image features and used that model to perform view-point invariant object recognition.
Thomas et. al. [96] applied the Implicit Shape Model (ISM) of Leibe and Shiele [65] (a
codebook composed of clusters of local features with similar appearance, and their spatial
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distribution with respect to the object center) for single-view object recognition to multi-
views by combining the ISM model with Ferrari’s region-tracks method [32]. Similarly,
Savarese and Fei-fei [86] presented a ‘parts’-based approach for multi-view recognition
that produces models as a compact summarization of both appearance and geometry
information of object. The ‘parts’ are usually large and discriminative regions of the
objects that are composed of many local invariant features.
We notice that these state-of-art approaches for multi-view object recognition use
only a single input image at test time. They are mainly focusing on building precise and
discriminative 3-D model and features from multi-view data sets [18]. In our work, instead
the problem is that given a set of multi-view input images of the same scene, recognition
task is based on the single-view information of the model stored in the dictionary. Since
more information is available from the input data, it can lead to increased recognition.
As in previous chapters, we will concentrate on planar objects, since planar objects lead
to simple geometric relationship in multi-view imaging. Also, we assume that the camera
array’s setup is known a priori, so that the multi-view geometry relations introduced in
Chapter 3 can be used in our multi-view object recognition schemes.
In this chapter, we consider the recognition task that, given a known camera setup
(e.g., linear camera motion or circular camera motion), a planar object in a cluttered
scene is far away from the cameras. In this case, the baseline is small compared to the
distance between the camera and the scene. The input is a image sequence acquired
from the camera array and the dictionary is a single-view image of the object. We will
present a novel multi-view object recognition algorithm (MOR), where the local interest
feature techniques are exploited in a multi-view framework combined with the inherent
regularities of EPI structure. The main property of the proposed algorithm is that it
manages to propagate the useful features extracted from each multi-view image onto a
selected reference image by using the geometrical properties of the EPI structure.
The chapter is organized as follows: In Section 5.2 we present the approaches of
relaxed Hough histogram clustering and n-best Dynamic Programming tracking in order
to achieve the disparity estimation for multi-view images. Section 5.3 describes our two-
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stage Hough histogram clustering algorithm and Section 5.4 gives an overview of the MOR
scheme. We conclude in Section 5.5.
5.2 Disparity estimation
The disparity estimation is the fundamental step of our MOR algorithm. The purpose of
disparity estimation is to find the disparities between a reference image and all the other
multi-view images. By using this disparity, MOR can propagate all interest features from
all multi-view images to the reference image. Note that the disparities we are interested in
are those of the target object, not those of other objects or background in the test images.
A relaxed Hough histogram clustering method and a Dynamic Programming technique
are exploited to find the disparities as described in the following subsections.
5.2.1 Relaxed Hough histogram clustering
In some unusual cases, such as noise, occlusions and low resolution images, the extracted
features on the target object region are unstable, which will bring on very few correct
matches among the NN/SNN matches for each test image. However, it is possible to
combine all the NN/SNN matches from all the multi-view images to obtain more correct
matches and perform reliable and robust recognition. Recall that each match defines
a similarity transform which can be used for filtering by Hough histogram clustering.
Provided that the baseline is small compared with the distance between camera and the
scene, it can be assumed that the similarity transforms defined by all correct matches will
be similar for all multi-view images [72]. This does make sense since for well-structured
camera setups, there will be no sudden changes in the pose of the target object in all the
multi-view images especially in scale and rotation. A Hough histogram clustering with
relaxed bin size can be applied to filter these combined NN/SNN matches. In practice,
the Hough histogram bin sizes are broadened to 45◦ for rotation and 1/4 of the image
size for translation. Hence it will be possible to cluster all the correctly matched feature
points from all multi-view test images.
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5.2.2 Feature points tracking using Dynamic Programming
In order to track the same feature point on the target object in all multi-view images, we
use a cost function comprising two components: a matching error and a geometrical error.
The Euclidean distance of the feature vectors is used as the matching error. At the same
time, from Subsection 3.4.3 we know that if the camera motion is known, the possible
trajectories within the EPI volume should lie on a 1-dimensional family of curves [31].
Therefore the geometrical error component of the cost function is taken as the least square
error of the best fit curve from this family. The whole cost function can be written as:
C = w1E1 + w2E2, (5.1)
where w1 and w2 are weighting factors that can be adjusted to change the relative contri-
bution of each term. In our case, the choice w1 = 0.8 and w2 = 0.2 gives good results and
is adopted for the rest of the thesis. E1 is the cost function for the matching error, i.e.,
the feature vectors’ Euclidean distance, and E2 is the cost function for the geometrical
error, i.e., the 3-D line least square fitting error defined in (5.3) below.
Cost function for linear camera motion
First, let us consider the case where camera motion is along a straight line. In this case,
the best-fit curve, i.e., the tracking path, should also be a straight line according to the
EPI structure discussed in Chapter 3. The 3-D line least square fitting algorithm [105] is
used to achieve the tracking. Assume that there are altogether T multi-view images. For
the track path l, using the Euclidean Distance criterion, E1 can be defined as the average
of the distances:
E1 =
1
T
T−1∑
t=1
‖~dt,j(t,l) − ~dt+1,j(t+1,l)‖, (5.2)
where j = j(t, l) is the point of track path l in image t and ~dt,j(t,l) is the jth feature vector
of image t. E2 is defined as the least square error of the 3-D fitting line [105]:
E2 =
1
T
T∑
t=1
((xt−xc)2 +(yt−yc)2 +(t−tc)2− (a(xt − xc) + b(yt − yc) + c(t− tc))
2
a2 + b2 + c2
), (5.3)
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where (xt, yt, t) denotes the tracked points in this track path l, (xc, yc, tc) is the centroid
of all these points, and a, b, c are the parameters of the fitting 3-D line, i.e.,
x = xc + ak (5.4)
y = yc + bk (5.5)
t = tc + ck. (5.6)
Cost function for circular camera motion
Now consider a more complicated case, the circular camera motion, which is modeled by
Feldmann et. al [31] as ICT. Assume the camera setup is the same as Figure 3.12. From
Equation (3.32), we have
x = f
X
Z
=
f RZ0 sin(θ + θ0)
1 + RZ0 cos(θ + θ0)
(5.7)
and
y = f
Y
Z
=
f YZ0
1 + RZ0 cos(θ + θ0)
, (5.8)
where θ0 is the initial viewpoint. Then we can expand the equations as:
x =
f(R sin(θ) cos(θ0) +R cos(θ) sin(θ0))
Z0 −R cos(θ) cos(θ0) +R sin(θ) sin(θ0) (5.9)
=
f(α sin(θ) + β cos(θ))
1− α cos(θ) + β sin(θ)
and
y =
fY
Z0 −R cos(θ) cos(θ0) +R sin(θ) sin(θ0) (5.10)
=
fγ
1− α cos(θ) + β sin(θ) ,
where the abbreviations
α =
R
Z0
cos(θ0), (5.11)
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β =
R
Z0
sin(θ0), (5.12)
and
γ =
Y
Z0
(5.13)
are used. Equation (5.9) and (5.10) can be rewritten as x− αx cos(θ) + βx sin(θ) = fα sin(θ) + fβ cos(θ)y − αy cos(θ) + βy sin(θ) = fγ (5.14)
with the matrix form:
 x
y
 =
 f sin(θ) + x cos(θ) f cos(θ)− x sin(θ) 0
y cos(θ) −y sin(θ) f


α
β
γ
 . (5.15)
Assume there are T images, with the feature points location (xi, yi, θi), where i = 1 . . . T
is the image order number. Using these data, we can rewrite the matrix equation as
x1
...
xT
y1
...
yT

︸ ︷︷ ︸
v
=

f sin(θ1) + x1 cos(θ1) f cos(θ1)− x1 sin(θ1) 0
...
...
...
f sin(θT ) + xT cos(θT ) f cos(θT )− xT sin(θT ) 0
y1 cos(θ1) −y1 sin(θ1) f
...
...
...
yT cos(θT ) −yT sin(θT ) f

︸ ︷︷ ︸
M

α
β
γ

︸ ︷︷ ︸
a
. (5.16)
Equation (5.16) can be rewritten using the symbols:
v = Ma (5.17)
with the least squares solution
a = (MTM)−1MTv. (5.18)
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So the curve fitting error is
√∑
(~V −Ma)T (v −Ma), (5.19)
which can be used as the geometrical error of the cost function as
E2 =
1
T
√∑
(v −Ma)T (v −Ma). (5.20)
This is the average least square error of the fitting curve(Equation (5.14)).
Properties of the proposed DP algorithm
Feature points can be efficiently tracked through multi-view images by using n-best Dy-
namic Programming (DP) [13]. Here the reason we use n-best is that by keeping n feasible
tracks in each searching step, the final optimal track can be obtained by minimizing the
proposed cost function, n is chosen empirically. In the DP search algorithm, the Epipolar
constraint is also used to reduce the number of points tested. Only points located in the
vicinity of the Epipolar line are searched and only for these points the cost is calculated.
This reduces the search space dramatically and speed up the DP search.
Given the stack of test multi-view images, two DP algorithms are running simulta-
neously: One from the first image in the stack to the last, the other from the last toward
the first one. In this way, for a feature point in a middle image, two n-best tracks are
obtained: one is up-down track starting from the top image to this point. The other is
down-up track starting from the bottom image to it, as shown in Figure 5.1. Then these
tracks are merged together using the minimum cost value to obtain the best track for this
point. In Figure 5.1, assume that the 2-best up-down tracks are ACE and BDE, and the
2-best down-up tracks are JGE and KHE, where the letters A-K represent the nodes (the
feature points). By calculating the minimum of the geometry cost values of the merged
tracks ACEGJ, ACEHK, BDEGJ and BDEHK, the best track for this feature point E is
obtained as ACEGJ in Figure 5.1.
To deal with the problem of feature points missing or unstable points, our DP algo-
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Figure 5.1: The up-down and down-up n-best DP searching and tracks merging.
Letters A-K represent the feature points in images. The solid tracks ACE and BDE
are n-best up-down DP tracks. The n-best down-up tracks are shown in dashed JGE
and KHE. These tracks are merged to a single best track by choosing the minimum
geometry cost of merged tracks ACEGJ, ACEHK, BDEGJ and BDEHK.
Figure 5.2: Illustration of the searching depth. The DP chooses the n-best nodes
from all the nodes in the last 3 successive frames. Here we choose the search depth
k = 3.
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Figure 5.3: Geometry penalty introduced to the skipping searching. Since the points
are missing for the second track in frame 3 and frame 4, the geometry penalty σ is
used twice to compute the geometry cost as illustrated.
rithm is allowed to skip several frames when building a track. More precise, a maximum
search depth k is chosen, then all the feature points in the last k successive frames are
considered and only the n best points are kept. This is illustrated in Figure 5.2.
Finally, to avoid the excessively short tracks be chosen, a penalty factor is added to
any track only with few points. We know that in the geometry term of the cost function,
the geometry cost is defined as zero for the case that just one point or two points in this
track. However the new problem arises: the fewer points, the lower geometry cost. To
avoid this situation, the geometry penalty was introduced by adding a penalty factor to
the cost of the track which has few points. Two possible choices are shown as in Figure 5.3.
The geometry penalty σ is introduced to calculate the second track’s cost. σ is chosen
empirically.
5.2.3 DP results
Figure 5.4 illustrates an example of n-best Dynamic Programming tracking for linear
camera motion. A synthetic planar object is captured by a linear motion camera as shown
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in Figure 5.4(a). 20 multi-view images are obtained and SIFT features are extracted from
these images in Figure 5.4(b). We show all these SIFT feature points in 3-D volume as
in Figure 5.4(c). To distinguish the feature points for different images, we use different
colour to demonstrate the feature points in different images. Then n-best DP is applied to
this data and one of the obtained tracks is depicted for illustration. (d) shows the related
feature point in all images of this track. It can be seen that using n-best DP, the same
points in different images are tracked automatically. The experiments show that n=2 gives
the best tracking performance. Therefore we will use n=2 in this work.
Figure 5.5 gives a demo for a circular camera setup using Equation (5.20) as the
geometrical error. The matching error is the Euclidean distance of the feature vectors.
Figure 5.5(a) shows the geometry setup of circular camera motion. A synthetic cube object
is captured and Figure 5.5(c) and (d) give all the 30 captured multi-view images. SIFT
features are extracted and shown in 3-D form in Figure 5.5(b). Then n-best DP tracking
is applied to this data and one of the obtained tracks is illustrated in Figure 5.5(b), which
indicates the same points in every multi-view image in Figure 5.5(c). In the circular camera
setup, since there are big view point changes, the SIFT features are not very consistent.
As shown in Figure 5.5(c) and Figure 5.5(d), the feature point can not be detected in
Frame 2, 29 and 30. The DP tracking fixes the problem of feature point missing in Frame
2, as it connects the feature points between Frame 1 and 3, which shows that our search
depth and geometry penalty strategies work well.
5.2.4 Disparity estimation results
By n-best Dynamic Programming technique, object feature points in multi-view images
are automatically tracked. Hence the disparities of the target object can be obtained by
averaging several good tracks, which are expected to have longest lengths and smallest
geometrical deviations.
Figure 5.6, Figure 5.7, Figure 5.8 and Figure 5.9 illustrate the disparity estimation
procedure in the multi-view image volume domain. In Figure 5.6, all the SIFT features and
NN/SNN matching features are shown, 4 out of 10 multi-view test images are illustrated
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Figure 5.4: Tracking the feature points on multi-view images captured by a linear
motion camera. (a) illustrates the camera motion. (b) shows the SIFT feature points
on all multi-view images. (c) gives all these SIFT feature points in 3-D and one
track is shown as well. (d) show this track in all the images. The red arrows give
the position, orientation and scale of the feature points along this track. This figure
should be viewed in color.
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Figure 5.5: Tracking the feature points on multi-view images captured by a circular
motion camera. (a) illustrates the camera motion. (b) is the 3-D feature points and
one track shown. (c) show this track in all the images. The red arrows give the
position, orientation and scale of the feature points in this track. This figure should
be viewed in color.
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(a) (b)
Figure 5.6: Illustration of multi-view images volume and SIFT feature points. (a)
shows all the SIFT feature points in multi-view images. (b) gives the NN/SNN
matching features for the correct dictionary entry as it will also be shown in Figure 5.7.
This figure is best viewed in color.
Figure 5.7: The NN/SNN matches as shown the same features as in Figure 5.6(b).
Red lines are the matches from each test images to the correct dictionary entry image
by NN/SNN measure. It can be seen that many of them are outliers, that is why the
relaxed Hough histogram is applied next.
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(a) (b)
Figure 5.8: The matched features filtered by the relaxed Hough histogram clustering
are depicted in (a). (b) shows the zoom-in images of (a). It is shown that by this
technique, correct matched features on the target object are obtained with outliers
removal. This figure is best viewed in color.
(a) (b)
Figure 5.9: The disparities between the reference image and all other multi-view
images are given in (b) by averaging the 3 best tracks in (a) obtained by DP tracking
applied to Figure 5.8. This figure is best viewed in color.
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within a 3-D plenoptic volume. The original SIFT feature points are shown in Figure 5.6(a)
with approximately 800 SIFT features detected for each image. Figure 5.6(b) gives the
NN/SNN matching features for the correct dictionary entry. It can be seen that the
NN/SNN criteria discards unmatched SIFT points and the number of features drops from
800 to approximately 60 for each test image. Nevertheless, there are still many outliers
among the NN/SNN matching features as can also be seen in Figure 5.7. That is why
the relaxed Hough histogram is needed to cluster all the correct matches from multi-view
images volume.
Figure 5.8(a) and Figure 5.8(b) depict the matched features filtered by the relaxed
Hough histogram clustering. It can be seen that by relaxed Hough histogram clustering,
most of the correct matches on the object of interest are retained. Figure 5.9 illustrates
the DP tracking results. The final disparity estimation result is given in Figure 5.9(b) by
averaging the 3 best tracks found in Figure 5.9(a) by DP. This methodology filters the
combined NN/SNN matches from all multi-view images by the relaxed Hough histogram
clustering to collect all the correct matches, and tracks them to achieve the precise dis-
parities.
5.3 Two-stage Hough histogram clustering
Since reliable SIFT features often appear on some images and disappear on other images
due to noise, occlusions and poor image resolution, the idea of MOR is to propagate
the SIFT features of interest from all multi-view images onto a single reference image.
This is accomplished using the disparity obtained by DP. Firstly, the 1st-stage Hough
histogram clustering is applied to filter the NN/SNN matches in each test image. All the
parameters of the 1st-stage Hough histogram clustering are the same as in SOR. Then
these filtered features from all multi-view images are propagated onto the reference image
using the disparity (i.e., the best track of the target object) estimated by DP. Note that
since our purpose is to propagate all the filtered features from all multi-view images onto
one reference image, it really doesn’t matter which image is chosen as the reference image.
In the experiments, we simply use the first one of the multi-view images as the reference
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image. Some incorrect matches may be propagated as well, therefore a 2nd-stage Hough
histogram clustering is needed to remove these incorrect propagated matches. The 2nd-
stage Hough histogram clustering uses the same bin sizes as in the 1st-stage. Finally, steps
5, 6, 7 and 8 of the SOR algorithm in Table 4.1 are applied on the reference image to
perform the recognition.
5.4 Overview of the multi-view object recognition algorithm
Table 5.1: Overview of the multi-view object (MOR) recognition algorithm
1. Build the dictionary and extract SIFT features from each multi-view test im-
age.
2. Run Disparity-Estimation to find the disparities between the selected reference
image and all other multi-view images
(a) Obtain the NN/SNN matches for each image.
(b) Combine all the NN/SNN matches from all multi-view images and filter
them by relaxed Hough histogram clustering.
(c) Dynamic Programming tracking.
(d) Find the disparities using the best tracks.
3. Perform two-stage Hough histogram clustering
(a) Apply 1st-stage Hough histogram clustering to filter the matches of
NN/SNN for each multi-view test image.
(b) Propagate all the 1st-stage Hough matching features from all multi-view
images onto the reference image using the disparities obtained from Step
2, and filter them by a 2nd-stage Hough histogram clustering.
4. Apply step 5 to 8 of SOR algorithm (Table 4.1) to the reference image.
Table 5.1 provides a summary of the procedures of MOR algorithm. Firstly, as in
SOR, the dictionary is built and the SIFT features are extracted from each multi-view
test images. Secondly, we estimate the disparities between a selected reference image and
all other multi-view images using the relaxed Hough histogram clustering and n-best DP
tracking. Thirdly, we perform the two-stage Hough histogram clustering: the 1st-stage
Hough histogram clustering is used to filter the NN/SNN matches for each multi-view test
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images, then all the remained features after the 1st-stage Hough filtering are propagated
from all multi-view test images onto the reference image using the disparity and a 2nd-
stage Hough histogram clustering is applied to this reference image. Finally RANSAC
estimation, chirality checking, interpolation and recognition based on NCC are performed
to the reference image as in SOR.
5.5 Summary and key results
In this chapter, we proposed a novel object recognition algorithm based on multi-view
images (MOR). That is, more distinctive local interest features can be taken into account
from all multi-view images by using the epipolar geometrical properties of EPI volume.
The main contribution of this algorithm is the collection and filtering of useful information
from different multi-view images in order to perform better recognition. Furthermore, an
automatic disparity estimation approach has been designed using EPI geometry, by which
the precise propagations of features of interest are accomplished.
The important aspects of the MOR method presented in this chapter are highlighted
in the following points:
• MOR is capable of fusing correct feature matches from all multi-view images onto a
single reference image by the two-stage Hough algorithm.
• This is achieved by the disparity estimation comprising a relaxed Hough histogram
clustering and a n-best DP method, which is able to combine geometrical information
such as camera locations with the information related to each feature point in the
images.
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Chapter 6
Evaluation experiments and
extensions of MOR
6.1 Introduction
In the previous chapter, we derived a new MOR algorithm based on multi-view images.
The main idea of MOR is that better recognition performance can be achieved by collecting
and filtering the useful information from several multi-view images. Therefore, particularly
challenging situations such as noisy observations, presence of occlusions and low resolution
images can be handled by MOR. As mentioned in Chapter 4, SOR fails in these difficult
cases, because SIFT does not extract a sufficient number of feature points, and NN/SNN
matching together with Hough histogram clustering does not provide good matches. In
particular, in the occlusion case, valid and stable local invariant features may not be
found since the object of interest may be partially occluded. In this chapter, we show
the numerical results of our MOR algorithm applied to noisy and low resolution images
and compare it against the SOR algorithm. And we will also show that our MOR can
be combined with dis-occlusion techniques to improve the recognition performance for
partially occluded objects. We demonstrate this by experiments.
The chapter is organized as follows: In Section 6.2, we present an overview of the
data sets used in our simulations. Section 6.3 illustrates the MOR results for low resolution
6.2 Experimental setups and Data sets 112
Data sets Image size Distance Focal length Gaussian noise
Name f added
LowBookIndoor (800 by 600) 10m 35mm
NoisyBookIndoor (800 by 600) 10m 50mm ∼ N (0, 0.001)
OccludedBookIndoor (800 by 600) 10m 50mm
LondonBusOutdoor (1000 by 750) 40m 70mm
ImperialLogoOutdoor (1504 by 1000) 20m 70mm
Table 6.1: Overview of data sets I. There are 10 multi-view images for each data
set. The ‘Distance’ in the fourth column means the distance between the scene and
the camera. The NoisyBookIndoor was obtained by adding Gaussian noise with zero
mean and variance equal to 0.001.
images and the case of noisy images. In Section 6.4, we give the performance evaluation of
MOR and SOR, using the low resolution and noisy image data sets. Section 6.5 presents
an extended MOR algorithm that handles the recognition of partially occluded objects.
Finally we conclude in Section 6.6.
6.2 Experimental setups and Data sets
In this section, we describe the data sets which are used to test SOR and MOR algorithms
(data sets I) and to evaluate their performance (data sets II). For all these data sets,
images were captured by translating a camera using a manually controlled rail as depicted
in Figure 3.9. For each experiment, ten multi-view images were captured to cover a total
camera displacement of about 1 meter. The camera used is a Nikon D70. We adjusted its
focal length to obtain low resolution and normal resolution images. In our SOR and MOR
algorithm (Table 5.1, 5.2), only the monochrome images are exploited for SIFT feature
extraction, while we will demonstrate our data sets by color images in this section,
The data sets I are categorized into indoor and outdoor data: for indoor data sets,
the scene is a book in a cluttered background. Ten multi-view test images were capturing
this book scenery about 10 meters far away from the camera. Low resolution and normal
resolution images were captured by setting different focal lengths (35mm for low-resolution
and 50mm for normal resolution), the 1st, 5th and 10th images from the low resolution
case are shown in Figure 6.1 (a)(b)(c) respectively. Gaussian noise with zero mean and
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(a)
(b)
(c)
(d)
(e)
(f)
(g)
(h)
(i)
Figure 6.1: BookIndoor data sets. The 1st, 5th and 10th images of LowBookIndoor
are depicted in (a)(b) and (c) respectively, which are low resolution images data.
Similarly, the 1st, 5th and 10th images of NoisyBookIndoor are depicted in (d)(e)
and (f). And (g)(h)(i) give those of OccludedBookIndoor data. All the parameters
of these data sets are given in Table 6.1. All the books are marked by green squares
in each image. Note that the images are displayed in color here, while only the
monochrome images are used in our SOR and MOR algorithm.
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Figure 6.2: LondonBusOutdoor and ImperialLogoOutdoor data sets. The 1st, 5th and
10th image of ten multi-view images are depicted in (a)(b)(c) for LondonBusOutdoor
and in (d)(e)(f) for ImperialLogoOutdoor. The parameters of these data sets are
given in Table 6.1. Note that the images are displayed in color here, while only the
monochrome images are used in our SOR and MOR algorithm.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 6.3: Data sets II: 9 different books are used as the objects in the sceneries.
(a)-(i) illustrate these 9 books and parts of the sceneries.
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Data sets Number of Number of Distance Focal length Gaussian
name sceneries images f noise
CleanBooksIndoor 9 10 10m 50mm
LowBooksIndoor 9 10 10m 35mm
Noisy1BooksIndoor 9 10 10m 50mm ∼ N (0, 0.001)
Noisy2BooksIndoor 9 10 10m 50mm ∼ N (0, 0.002)
Noisy3BooksIndoor 9 10 10m 50mm ∼ N (0, 0.003)
Table 6.2: Overview of data sets II. There are 9 sceneries (we used 9 different books as
9 sceneries) and each scenery captures ten multi-view test images. We set focal length
35mm to obtain low resolution data and 50mm for normal resolution data (Clean and
Noisy images). The size is 800 by 600 for all images. Different variances are used
for zero mean Gaussian noise added to clean images to obtain different level of noisy
image data sets.
variance equal to 0.001 (relative to a intensity range 0 to 1) was added to the normal
resolution images to obtain noisy images as shown in Figure 6.1 (d)(e)(f). A dry flower
was used as the occlusion in the indoor data sets as in Figure 6.1 (g)(h)(i). For outdoor
data sets, ten multi-view images capturing a London bus which was occluded by a tree, and
a logo board from Imperial College which was occluded by green branches were acquired
and both are depicted in Figure 6.2. The same camera and rail were used as in indoor data
sets, but the distance between the object and the camera is greater. Table 6.1 provides a
summary of data sets with their image sizes, number of images, distance from the camera
and the focal length. All the RGB images were converted to gray value ranging from 0 to
1.
Data sets II were designed to perform the recognition evaluation for our SOR and
MOR. Therefore we use 9 different target books to build the different indoor scenes. For
each book scene, ten multi-view test images were captured with the same camera setup as
in data sets I. Figure 6.3 gives 9 pictures, which are details from the images, illustrating
the 9 different target books. Note that in data sets II only low-resolution and noisy images
are included, since the purpose of data sets II is to perform the recognition evaluation for
SOR and MOR. As with data sets I, we obtained the low-resolution images by setting
camera focal length equal to 35mm. For normal resolution images, the focal length was
50mm. Noisy data is obtained by adding Gaussian noise with zero mean and different
variances to generate different level of noise. Table 6.2 shows an overview of data sets II.
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DictionaryIndoorBooks10 DictionaryIndoorBooks20 DictionaryIndoorBooks50
DictionaryIndoorNonBooks10 DictionaryIndoorNonBooks20 DictionaryIndoorNonBooks50
Figure 6.4: Building of dictionaries for IndoorBooks data sets. Since the books in
the sceneries of testing data sets are all included in the first row, we build six dictio-
naries, which are DictionaryIndoorBooksSize (Size=10, 20 and 50) and DictionaryIn-
doorNonBooksSize (Size=10, 20 and 50). The former includes all the books in test
data sets, and the later excludes all the books in test data sets.
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Figure 6.5: 12 pictures of front view of different vehicles to build the dictionary for
LondonBusOutdoor.
The dictionary for the recognition experiments of IndoorBooks data sets (i.e., the
LowBookIndoor, NoisyBookIndoor and OccludedBookIndoor) is made of 60 book cover
pictures as illustrated in Figure 6.4. Six dictionaries are built from these 60 book cover
pictures as shown in Figure 6.4. The DictionaryIndoorBooks10 uses the top 10 books
and includes all the target books in the scenes of Figure 6.3. Likewise, the DictionaryIn-
doorBooks20 and DictionaryIndoorBooks50 use the top 20 and 50 books respectively and
include all the target books as well. The DictionaryIndoorNonBooks10 uses the bottom
10 books of Figure 6.4 and the books in the sceneries does not include any of the target
books. The DictionaryIndoorNonBooks20 and the DictionaryIndoorNonBooks50 use the
bottom 20 and 50 books in Figure 6.4, and also exclude all the target books. In this way,
we produced 6 dictionaries for IndoorBook data sets, with different dictionary sizes (10,
20 and 50) and with including and excluding the books in the sceneries of data sets II.
We will explain how we use them in Section 6.4. For the LondonBusOutdoor data sets, 12
pictures of front view of different vehicles were used to build the dictionary as shown in
Figure 6.5. Finally, 20 different university logos were captured to build the dictionary for
ImperialLogoOutdoor data set, as illustrated in Figure 6.6.
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Figure 6.6: 20 different university logos to build the dictionary for the ImperialLo-
goOutdoor data set.
6.3 MOR results for low resolution and noisy images
In this section, we demonstrate the experimental results for MOR to low resolution and
noisy image data sets and compare them against the SOR algorithm. In order to demon-
strate the MOR’s advantage, the test data sets are chosen to be extremely hard for SOR
algorithm, which means that SOR will very often fail to work with these data sets.
We use the LowBookIndoor in Table 6.1 as the data sets for low resolution images
test. The DictionaryIndoorBooks20 from Figure 6.4 is chosen as the dictionary. Figure 6.7
illustrates how the SOR method performs poorly with low resolution images, while the
proposed MOR algorithm achieves the correct homography and a high NCC. The top
images are four examples of single-view image recognition, which all lead to incorrect
homographies, bad interpolated images and very low NCCs, giving wrong recognition
results. In contrast, the bottom set of images are MOR results. It can be seen that by
using MOR an increased number of matches are obtained by propagating the NN/SNN
matches from all multi-view images using the estimated disparities. This achieves a more
accurate homography and good interpolated images with a high NCC of 0.46 which gives
a correct recognition result.
Figure 6.8 illustrates the results for data set NoisyBookIndoor in Table 6.1. As
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mentioned in Section 6.2, Gaussian noise with zero mean and variance equal to 0.001 was
added to the normal resolution test images, which caused the failure of SOR as shown in
Figure 6.8, while the experimental results show that MOR can achieve better performance
with correct homography and a good interpolated image.
6.4 Performance evaluation
In the previous section, we demonstrated two examples for MOR algorithm using low
resolution and noisy images. In this section we evaluate the proposed SOR and MOR
algorithms. We first discuss the evaluation criteria and data used in the tests. Then we
present and discuss the experimental results. The evaluation experiments are divided into
four groups: MOR vs SOR, Different size of dictionary, Impact of chirality and Different
number of multi-view images.
6.4.1 Evaluation criterion
We use a criterion based on the concept of Receiver Operating Characteristic (ROC) [30].
It defines the concept of True Positive (TP), False Positive (FP), False Negative (FN) and
True Negative (TN). Given a classifier and an instance, there are four possible outcomes.
If the instance is positive and it is classified as positive, it is counted as a true positive; if
it is classified as negative, it is counted as a false negative. If the instance is negative and
it is classified as negative, it is counted as a true negative; if it is classified as positive, it
is counted as a false positive. Figure 6.9 illustrates this concept.
In our case, TP (true positive) means that the book in test images is included in
the dictionary, and is recognized correctly as one of the dictionary entry book. FN (false
negative) means the book in test images is included in the dictionary, but is recognized
as a wrong dictionary entry book or is rejected by the recognition algorithm. TN (true
negative) means the book in test images is not included in the dictionary, and is rejected
by the recognition algorithm. FP (false positive) means the book in test images is not
included in the dictionary, but is recognized as a wrong dictionary entry book.
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Single-view Object Recognition (SOR)
NCC= 0.20
NCC= 0.06
NCC= 0.00
NCC= 0.02
NCC= 0.46
480
18
28
252800 pixels
Multi-view Object Recognition (MOR)
Image-1
Image-4
Image-7
Image-10
Propogate 
onto the 
reference 
image
Figure 6.7: Object recognition results (comparison of MOR and SOR) for low res-
olution images (test data set LowBookIndoor in Table 6.1). The four upper groups
illustrate SOR’s results for test image-1, 4, 7, 10. The lower group is for MOR. The
first two column images with the zoom-in parts depict the NN/SNN matches. The
size of interested object in the zoom-in area is 28×18 pixels, while the whole test image
is 800× 600 pixels, and 480× 252 is the dictionary entry image’s size. The third column
images show the estimated homography. The last column images are the interpolated
images with the NCC which measures the similarity between the dictionary entry
image and the interpolated image. It can be seen that MOR performs better than
SOR with low resolution image data.
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NCC= 0.11
NCC= 0.02
NCC= 0.03
NCC=-0.02
NCC= 0.30
Image-1
Image-4
Image-7
Image-10
Single-view Object Recognition (SOR)
Multi-view Object Recognition (MOR)
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Figure 6.8: Object recognition results (comparison of MOR and SOR) for noisy images
(test data set LowBookIndoor in Table 6.1). The results are very similar to that of
Figure 6.7. It can be seen that in the noisy image case the MOR achieves better
recognition results than SOR method. Note that in Figure 6.7, the test images are all
low resolution images, while in this test, all the images are normal resolution (actually
the size of test objects in the images is 42× 27) with artificial Gaussian noise added.
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Figure 6.9: The illustration of TP, FP, FN and TN.
Then the TP rate is defined as
TP rate =
#TP
#TP + #FN
(6.1)
which is also called recall and is the number of TP with respect to the sum of the number
of TP and FN. While
TN rate =
#TN
#TN + #FP
(6.2)
is the number of TN with respect to the sum of the number of TN and FP.
Before we start the evaluation, we discuss the interpretation of figures and possible
curve shapes. Our experimental results are presented with TP rate versus NCC threshold,
or TN rate versus NCC threshold. Here NCC threshold is the threshold we set for the NCC
coefficient to make decision for recognition, which means that if the peak NCC coefficient
between the interpolated image and the dictionary entry image obtained form our SOR
or MOR algorithm is larger than the threshold, this dictionary entry is decided as the
recognition result. Otherwise, this dictionary entry is rejected.
We use data sets II to do this performance test. Recall that in Figure 6.3, 9 different
books are used as the objects in all the sceneries. Using data sets II, we can test the TP
rate and TN rate by choosing different dictionaries from Figure 6.4. That is, if we use the
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TP rate TN rate
NCC threshold NCC threshold
0 1 0 1
11
(a) (b)
Figure 6.10: The ideal curve for TP rate (a) and TN rate (b) vs NCC threshold.
dictionaries including all books in test data (i.e., DictionaryIndoorBooks10, DictionaryIn-
doorBooks20 and DictionaryIndoorBooks50 ), the TP rate can be evaluated. Note that in
this case the TP rate is the number of correct recognition over the number of total trials.
If we use the dictionary excluding all the books in test data (i.e., DictionaryIndoorNon-
Books10, DictionaryIndoorNonBooks20 and DictionaryIndoorNonBooks50 ), the TN rate
is obtained. Here the TN rate is the number of TN over the number of total trials.
Therefore a correct TP rate vs NCC threshold curve would give a TP rate equal
to a positive value ≤ 1 when the NCC threshold = 0, and decreases to 0 when the NCC
threshold = 1, as shown in Figure 6.10 (a). However a correct TN rate vs NCC threshold
curve would give a curve similar to Figure 6.10 (b). In performance evaluation, for both
figures, the higher the curve is, the better the performance is, since the better recognition
performance will give both higher TP and TN rate.
6.4.2 MOR vs SOR
In this subsection we use the criteria and curve figures described above to evaluate the
performance. For the evaluation of MOR vs SOR, we use the same test data (data sets
II in Table 6.2), the same dictionary (DictionaryIndoorBooks20 in Figure 6.4) and the
same criterion (TP rate vs NCC threshold). Figure 6.11 shows the results of both MOR
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Figure 6.11: Performance evaluation curves for MOR vs SOR. These curves
give the TP rate vs NCC threshold for comparison of SOR and MOR in five
date sets: (a) CleanBooksIndoor, (b) LowBooksIndoor, (c) Noisy1BooksIndoor, (d)
Noisy2BooksIndoor and (e) Noisy3BooksIndoor. The black curve marked with trian-
gles gives the MOR performance and pink curve marked with circles is for SOR. All
these curves show that MOR improved the performance of SOR. This figure should
be viewed in color.
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SOR MOR
run time
(all average) 190.32 2206.77
Table 6.3: Running times (in seconds) for SOR and MOR. (The dictionary size = 20)
and SOR for the five data sets (CleanBooksIndoor, LowBooksIndoor, Noisy1BooksIndoor,
Noisy2BooksIndoor and Noisy3BooksIndoor), listed in Table 6.2. The results show that,
for all data sets MOR gives better performance than SOR. With the Gaussian noise
level increasing (Figure 6.11 (c)-(e)), both curves of MOR and SOR decrease, but MOR
gives a higher TP rate than SOR in all cases. Therefore we conclude that our MOR
achieves improved performance on SOR. Also from Figure 6.11 we find that the TP rate
starts to degrade when the threshold ≥ 0.4, and the TN rate is less than 1 when the the
threshold ≤ 0.2 which can be seen from Figure 6.13. Therefore in our experiments, we set
the threshold equal to 0.3 to achieve the best performance. Table 6.3 gives the average
recognition time for SOR and MOR. It can be seen that MOR costs more time than SOR
to achieve the improved performances.
6.4.3 Size of the dictionary
In this subsection we evaluate the impact of different dictionary size. Recall that in our
SOR (Table 4.1) and MOR (Table 5.1) algorithm, the dictionary is used to match the
features by NN/SNN method. It is natural to expect that, when the dictionary size
increases, the TP rate will decrease, since there will be more potential incorrect matches.
The TN rate should decrease as well, since the number of FP will increase. Therefore
we expect that both curves will become lower when the dictionary size increases, and the
recognition time will increase since more matching operations are needed in the algorithm.
Figure 6.12 shows the results of TN and TP rates with different dictionary size for SOR
and MOR in different data sets. The results show that the TP/TN rates both decrease
slightly, but not very much, when increasing the dictionary size, with all data sets for both
MOR and SOR. Table 6.4 gives the average recognition time for different dictionary size.
As would be expected, the run time becomes longer as the dictionary size increases.
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Figure 6.12: TP/TN rate curve for different dictionary size. In each subfigure, the
continuous curve is for a dictionary size of 20 while the points marked with circles and
squares are for dictionary sizes of 10 and 50 respectively. Red and pink curves are
TP rate, while blue and black curves are TN rate. (a) and (b) give the performance
of SOR and MOR respectively for data set cleanData. (c) and (d) give those for data
set LowBooksIndoor. (e) and (f) are for noisyData1. All results show that, the TP
rate and TN rate both decrease slightly, but not very much, with the increasing of
the dictionary size for both MOR and SOR. This figure should be viewed in color.
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Dictionary size 10 20 50
run time
(all average) 144.86 190.32 430.76
Table 6.4: Running times (in seconds) for different dictionary size.
All the results in this subsection shows that the increase in the dictionary size has
impact mainly on the recognition times, with very small impact in recognition perfor-
mance.
6.4.4 Impact of chirality checking
In Section 4.3, we introduced a new homography checking procedure based on chirality.
Here we evaluate the impact of chirality on the recognition performance. The purpose
of chirality checking is to check the validity of homography obtained from the RANSAC
matching, which will decrease the number of TP and increase the number of TN. Therefore
the number of TP with chirality checking will be smaller than that without chirality, while
the number of TN with chirality will be larger than that without chirality. We use data
sets II to evaluate the impact of chirality with a constant dictionary size of 20. Figure 6.13
shows the average performance of TP rate and TN rate of MOR vs SOR with and without
chirality. It can be seen from Figure 6.13 (a) that for both SOR and MOR, the curves
without chirality are slightly higher than the curves with chirality, but not very much.
Actually it can be seen from Figure 6.13 (a) that there are only very small changes on TP
rate between curves with and without chirality. While in Figure 6.13 (b), for both MOR
and SOR, the TN rate curves without chirality are significantly lower than those with
chirality, which verifies our analysis. Therefore the results show that the use of chirality
decreases the TP rate slightly, but improves the TN rate significantly for threshold values
below 0.2, which can be seen from Figure 6.13 (b). Table 6.5 gives the average recognition
time for algorithm with and without chirality checking modula. As can be seen that
there is almost no different between them, which shows the low computational cost of the
chirality checking modula. Therefore the effect of incorporating the chirality test is to
make the recognition procedure more robust by greatly increasing the range of thresholds
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Figure 6.13: TP/TN rate curve for impact of chirality. The pink curve marked with
stars is for SOR algorithm with chirality. The red curve marked with circles is for SOR
without chirality. The black curve marked with triangles is for MOR with chirality.
The blue curve marked with squares is for MOR without chirality. All the results
show that the use of chirality decreases the TP rate slightly, but improves the TN
rate significantly. The effect of incorporating the chirality test is therefore to make
the recognition procedure more robust. This figure should be viewed in color.
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without chirality with chirality
run time
(average) 189.44 190.32
Table 6.5: Running times (in seconds) for with and without chirality. (The dictionary
size = 20)
over which good performance is obtained, and at the same time it doesn’t introduce any
computational complexity.
6.4.5 Different number of multi-view images
In this subsection we evaluate the impact of different number of multi-view images for
our MOR. From Table 5.1 we know that our proposed MOR collects as many as possible
features from all multi-view images to give better performance than SOR, which only uses
single view image. Therefore, we expect that increasing the number of multi-view images
will give improved performance for MOR. To test this, we choose data sets II and build
them in three groups: The first consists of all 10 multi-view images. The second uses five
of ten, which means it chooses images number 1, 3, 5, 7 and 9 out of the 10 multi-view
images. The last group uses images number 1, 5 and 9 out of 10 multi-view images. There-
fore these three groups all give the same camera displacement, or the same view changes,
but with different numbers of multi-view images. Figure 6.14 shows the results of MOR
TP rate for these three groups using five data sets (CleanBooksIndoor, LowBooksIndoor,
Noisy1BooksIndoor, Noisy2BooksIndoor and Noisy3BooksIndoor), which are described in
Table 6.2. It can be seen from Figure 6.14 (a) that the TP rate performance decreases
slightly when the number of multi-view images reduces for cleanData. However, for Low-
BooksIndoor (Figure 6.14 (b)) and NoisyBooksIndoor (Figure 6.14 (c)), the TP rate de-
creases significantly as the number of multi-view images reduces. For heavier noise data
(Figure 6.14 (d) and (e)), the performance of MOR using 3 multi-view images dropped
quickly, which is because it can not find the correct disparity by DP tracking with only
3 multi-view images. Therefore Figure 6.14 shows the impact of number of multi-view
images.
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Figure 6.14: Performance evaluation for different number of multi-view images of
MOR. These curves give the TP rate vs NCC threshold for 10, 5 and 3 multi-view
images in five data sets: cleanData (a), LowBooksIndoor (b), noisyData1 (c), noisy-
Data2 (d) and noisyData3 (e). The red curve marked with triangle gives the MOR
performance of 10 multi-view images. The green curve marked with square gives the
MOR performance of 5 multi-view images. And the blue curve marked with circle
gives that of 3 multi-view images. All these results show that when the number of
multi-view images reduces, the MOR performance decreases. This figure should be
viewed in color.
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6.5 Extension of MOR to partially occluded objects
In this section we focus on an object recognition task in the presence of occlusions. We
extend the MOR algorithm to handle recognition of partially occluded objects.
6.5.1 Algorithm overview
Table 6.6: Algorithm 6.4: Overview of the multi-view object recognition algorithm
applied to object recognition task with occlusions
1. Build the dictionary and extract SIFT features from each multi-view test im-
age.
2. For each test image
(a) Select it as the reference image and find the disparities between it and all
other multi-view images by Disparity-Estimation technique in Algorithm
5.1 (Table 5.1).
(b) Perform the two-stage Hough MOR algorithm to obtain the estimated
homography for this selected image.
(c) Register the target object in multi-view images by using the center point
of the mapped area from the estimated homography.
3. Segment the object to remove occluded regions using the layer extraction
technique based on EPI analysis [21] or synthetic aperture method [48] [100],
based on the above registered multi-view images.
4. Replace the occluded object with the segmented object in a reference image,
and carry on the interpolation, NCC calculation and recognition as in Table 4.1
Step 7 and 8.
The task of recognizing partially occluded objects is particularly challenging be-
cause the features detected in the dictionary may be occluded in the test image, which
reduce the number of correct matches and will cause incorrect estimation of the homog-
raphy. Table 6.6 gives an overview of the MOR algorithm applied to the recognition of
mainly occluded objects. Using the MOR algorithm described in Chapter 5, we can re-
liably determine a homography for each available test image that will map a potentially
matching dictionary entry onto the test image. We can then use these homographies to
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register the target object from all the images onto a common frame of reference. In step
3 of Table 6.6, we then apply dis-occlusion techniques, described in more detail below, to
these registered multi-view images. Finally Step 7 and 8 of Table 4.1 are performed to
complete the recognition.
There are several different dis-occlusion techniques. According to our multi-view
image geometrical model, the EPI layer extraction technique [21] is considered due to the
nice structure of EPI volume. At the same time, if the target object in multi-view images is
well registered in Step 2 of Table 6.6, another technique named synthetic aperture [48] [100]
can be used to achieve the dis-occlusion. More details are presented in the following
subsections.
6.5.2 Dis-occlusion using EPI analysis
Consider the 3-D case of plenoptic function, the EPI volume, described in Section 3.4,
which is a special spatio-temporal volume (image sequence) from which separate layers
can be extracted to perform the segmentation as in [21]. This EPI volume is constructed
by taking a series of images from a camera moving on a particular path pointing in a
direction perpendicular to the motion. Here we consider the linear case, since multi-
view image volume under other camera motions can be converted into the linear camera
motion, as described in [15] [6]. Recall that in the case of EPI volume, a point in the scene
corresponds to a line in the plenoptic domain whose position and orientation depend on
the location of the point. Moreover, the points with different depth result in different
slopes of the corresponding lines, and the occurrence of occlusions is readily identified
since a line with a large slope will always occlude a line with a smaller one, which follows
naturally from the fact that the points closer to the image plane will occlude points that
are further away.
This gives the idea of layer extraction method based on EPI volume. Namely,
different layers can be extracted in the multi-view image volume according to different
slopes in each EPI. According to [21], since linear camera motion causes the straight-
line EPI strips, the intensity variance along the EPI lines with occlusions are supposed
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Figure 6.15: EPI layer extraction. EPI volume are formed given ten registered im-
ages (which are cropped for illustration). For each EPI slide, shearing and variance
segmentation are performed to achieve two layers extraction: one is for the occluding
layer (flowers) which is in front of the target object, and the other is for the target
object (the book) together with all the background.
to be greater than those without occlusions. Therefore segmentation is carried on by
setting a threshold to the value of the variance along all the EPI lines. Note that in our
experiments, only two layers are considered, which are the target object layer together
with the background (target layer), and the front layer which occludes the target object
(occluding layer). The reason is that, segmenting and removing the layers in front of the
target object is enough for our recognition task.
As described in Section 6.2, we use data sets OccludedBookIndoor and London-
BusOutdoor of Table 6.1 to analyze the performance of Algorithm 6.4. The Occluded-
BookIndoor data set is characterized by the fact that a dry flower occludes the target
book as illustrated in Figure 6.1 (g)(h)(i). The DictionaryIndoorBooks20 is used as dic-
tionary. Figure 6.16 shows the procedure and results of the test. First Figure 6.16 (a)
and (b) show how the SOR algorithm fails to do the recognition using a single test im-
age. The figure also show that very low NCC coefficients were obtained. Figure 6.16 (c)
shows the correct homography achieved by the MOR method described in Table 6.6 2(b).
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Figure 6.16: Object recognition with occlusions for data set OccludedBookIndoor.
Some poor recognition results are shown in (a) and (b) by using SOR method, both
resulting in incorrect homographies and extremely low NCCs. However by using
proposed MOR approach, (c) illustrates the correct homography obtained by test
image #1. Some interpolated book images shown in (d) are still with low NCCs
due to the occlusion presence. Segmentation based on EPI analysis are shown in (e)
and (f), so that dis-occluded images are accomplished in (g), which results in nice
interpolated image with high NCC of 0.43 and robust recognition.
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Figure 6.17: Segmentation results. Registered images, depth maps and segmented
images of multi-view data are shown, and segmentation result is given in the bottom
image.
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Nevertheless the interpolated images shown in Figure 6.16 (d) lead to a very low NCC
coefficients due to the presence of occlusions. To remove occlusions small images including
target objects are cropped from original multi-view images which are registered according
to the center position calculated from the correct homographies as shown in Figure 6.16
(e). Figure 6.15 demonstrates the EPI layer extraction procedure and Figure 6.17 shows
the segmentation results. The images registered from Step 2 of Table 6.6 are given as
the input EPI volume sequence in Figure 6.15 (a), which are shown in Figure 6.16 (e) as
well. An EPI slide is illustrated in the middle of Figure 6.15, and it can be seen that two
EPI strips with two different slopes represent the target object (book) and the occlusion
(flowers) respectively. After the operation of shearing this EPI (the shearing size can be
detected automatically by experiment), the variance is calculated along each column of
the EPI slide and a threshold of 0.05 (the image intensity range is [0 1]) is set to segment
it into two layers, i.e., target layer (the book plus all the background) and the occluding
layer (the flowers). The depth maps and segmentation results are depicted in Figure 6.17
and Figure 6.16 (f) gives the segmentation result by EPI layer extraction method. The
reason that the bottom of the target object cannot be recovered is that no more informa-
tion about it can be retrieved from all the original multi-view images. In Figure 6.16 (g)
the occluded book in the original test images are replaced by the segmented book. This
generates a dis-occluded interpolated image shown in Figure 6.16 (h). This image has a
high NCC coefficient of 0.43 and leads to the correct recognition.
Figure 6.18 gives another experimental result for data set LondonBusOutdoor,
which captured a London bus occluded by a tree as shown in Figure 6.2 (a)(b)(c). The
dictionary from Figure 6.5 is used for this test. The same dis-occlusion method used for
OccludedBookIndoor is applied to LondonBusOutdoor. Figure 6.18 (a) and (b) give the
poor SOR results for two single test images. Then the correct homography is obtained
by MOR algorithm of Table 6.6 2(b) and is shown in Figure 6.18 (c). By using EPI
dis-occlusion procedure as illustrated in Figure 6.19 and Figure 6.20, the segmentation
image is obtained and is shown in Figure 6.18 (f) and replace the original test image in
Figure 6.18 (g). Finally a dis-occluded interpolated image shown in Figure 6.18 (h) is
obtained. This leads again to a high NCC of 0.33, and to a correct recognition.
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Figure 6.18: Results of object recognition with occlusions for data set LondonBu-
sOutdoor. (a) and (b) give two poor results by SOR algorithm. By using proposed
MOR algorithm of Table 6.6, (c) illustrates the correct homography in one multi-view
image. Some interpolated bus images shown in (d) are still with low NCC coefficients
due to occlusions. Segmentation based on EPI layer extraction are shown in (g),
which results in interpolated images with high NCC of 0.33 in (h).
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Figure 6.19: EPI layer extraction for LondonBusOutdoor. Notes are the same as in
Figure 6.15. The variance threshold is setting as 0.05 (the image intensity range is
[0,1]).
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Figure 6.20: Segmentation results for LondonBusOutdoor. Registered cropped im-
ages, depth maps and segmentation images of multi-view data are shown and segmen-
tation result is given in the bottom.
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6.5.3 Dis-occlusion using synthetic aperture
In previous subsection, the two experiments are exploiting MOR algorithm combined with
the EPI layer extraction procedure to achieve the recognition. Since both occlusions in
LondonBusOutdoor and OccludedBookIndoor are static, the EPI volume structure consists
of straight lines and different depths lead to different slopes of EPI strips. However, if
occlusions are not static, the EPI strips of the occlusions will not be straight lines any
more, which will lead to the failure of previous segmentation method based on EPI layer
extraction. In data set ImperialLogoOutdoor as shown in Figure 6.2 (d)(e)(f), the branches
are occluding the logo board and shaking in the wind. In this case, we use a different
technique named synthetic aperture method [48] [100]. The idea of synthetic aperture is
very simple: If the multi-view images are well registered, a coarse segmentation can be
obtained by averaging all the registered multi-view images. Let us model the occlusion
as additive noise, i.e., N1, N2, . . . , Nm for m images and I1, I2, . . . , Im are the dis-occluded
multi-view images. Since they are well registered, we have I1 = I2 = . . . = Im = I.
Then we can use I + N1, I + N2, . . . , I + Nm to represent the m multi-view images with
occlusions. The synthetic aperture method computes
1
m
m∑
i=1
(I +Ni) = I +
1
m
m∑
i=1
Ni (6.3)
as the segmentation result. Assume N1, N2, . . . , Nm are i.i.d. and ∼ N(a, b), then the
expectation of 1m
∑m
i=1Ni is equal to a. That is
E
[
1
m
m∑
i=1
(I +Ni)
]
= E
[
I +
1
m
m∑
i=1
(Ni)
]
= I + a, (6.4)
which is the segmentation result. As illustrated in Figure 6.21, the synthetic aperture
was applied to Figure 6.21 (a) as shown in (b). Figure 6.21 (c) is the disoccluded image,
which is blurred due to the noise term in Equation (6.4). It can be used to carry on
the segmentation for each multi-view image. Finally we achieved the segmentation result
as shown in Figure 6.23. Similar to Figure 6.16 and Figure 6.18, Figure 6.22 shows the
results and procedure of MOR combined with synthetic aperture method applied to data
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Figure 6.21: Segmentation using synthetic aperture. (a) gives 3 of 10 registered
cropped original images. (b) shows the synthetic aperture procedure by averaging all
images in (a). (c) is the synthetic aperture result.
set ImperialLogoOutdoor. Figure 6.22 (a) and (b) give the poor SOR results for single test
images, and (c) shows the correct homography obtained by MOR algorithm of Table 6.6,
which generates correct interpolated images (d) but with low NCC coefficients due to
the occlusions. Figure 6.22 (e)(f)(g) shows the segmentation procedure and results using
synthetic aperture method. Final interpolated image is given in Figure 6.22 (h) with high
NCC 0.75 and a correct recognition result is achieved.
6.6 Summary and key results
In this chapter, we analyzed the performance of the proposed SOR and MOR algorithms.
Many different data sets have been tested and evaluated. The numerical experiments
reveal that MOR gives better performance than SOR for all these data sets. Moreover, by
experiments we show that there are no big changes in performance for different dictionary
sizes, and our proposed chirality checking really improves the TN rate significantly while
dropping the TP rate slightly. The number of multi-view images does have some influence
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Figure 6.22: Results of object recognition with occlusions for data set ImperialLo-
goOutdoor. Note that in this data set, the occlusions are the branches and they are
shaking with the wind. (a) and (b) give two poor results by SOR algorithm. By
using proposed MOR of Table 6.6, (c) illustrates a correct homography obtained from
MOR. Some interpolated logo images shown in (d) are still with low NCC due to
occlusions. Segmentation results for registered cropped images in (e) are shown in (f)
and (g) by synthetic aperture method. (h) gives the final dis-occlusion interpolated
image with high NCC equal to 0.75 and robust recognition is achieved.
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Figure 6.23: Segmentation results for multi-view images. (a) is the synthetic aperture
result from Figure 6.23. (b) uses (a) to segment the multi-view images. For each
cropped image, the difference between it and image (a) can be defined as the depth
map by setting a threshold. (c) is the final segmentation result.
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on the performance of MOR: fewer multi-view images given, lower TP rate performance.
The MOR algorithm was extended to recognize partially occluded objects. We
combined our MOR with two different segmentation methods to remove occlusions. The
experimental results showed that the proposed MOR achieved good recognition results for
data sets with occluded targets.
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Chapter 7
Conclusion
7.1 Overview of Thesis Achievements
In this thesis, we have looked into developing new object recognition algorithms. In
Chapter 2, we looked into the image features for object recognition. We reviewed local
invariant feature techniques and looked into interest points detection and local image
descriptors. Because of its good performance, the scale-invariant feature transform (SIFT)
was described in detail and used as our local feature. Our two proposed algorithms were
both based on SIFT.
In Chapter 3, we studied the model of multi-view data and discussed its structure
and properties. We looked into the correlation between two view images and reviewed the
epipolar geometry. We then described the RANSAC algorithm which is used to estimate
the fundamental matrix and 2-D homography for epipolar geometry. Using the plenop-
tic function, we analyzed multi-view data structures and looked into two simplified 3-D
plenoptic function: the EPI and the ICT.
In Chapter 4, we presented a single view object recognition (SOR) algorithm which
operates on single images and is based on SIFT. We added the chirality constraints to
check the homography validity and used interpolation and normalized cross-correlation to
measure the recognition results. Given the multi-view image data, instead of performing
object recognition on single view image, in Chapter 5 we looked into the problem of object
7.2 Future research 147
recognition in a multi-view framework, where the inherent regularities of the EPI structure
is taken into account jointly with the SOR approach. We proposed a novel multi-view
object recognition (MOR) algorithm, that is capable of fusing the correct matches from
all multi-view images onto a single reference image. We designed an automatic disparity
estimation approach according to EPI structure properties by a n-best DP method and
exploited a two-stage Hough method.
We illustrated in Chapter 6 the performance of the proposed SOR and MOR algo-
rithms. Many different data sets were tested and evaluated. By experiments, the proposed
MOR algorithm is shown to give better performance than SOR for all the data sets. We
then extent the MOR algorithm to recognition task with occlusions. We derived the algo-
rithm by combining MOR algorithm with two segmentation methods and demonstrated
the better recognition performance than SOR.
7.2 Future research
In this section, we discuss some open questions and possible future research. The work in
this thesis is based on the following assumptions and restrictions:
(1) Assumption of linear motion. Most of the thesis has concentrated on linear
camera motion because this means that trajectories in the EPI domain are straight lines.
However, we demonstrated in Section 5.2 that the approach can, at the cost of additional
computation, be extended to arbitrary camera motion provided that the camera position
and pose is known for each image.
(2) SIFT features. We have in this thesis used SIFT features because they have be
found by others to give reliable performance. However they are not invariant to projective
or even affine transformations and are not suited to image sequences taken over a wide
baseline. For such image sequences, it will be necessary either to use an alternative feature
or else to accommodate gradual changes in the feature vector through the image sequence.
(3) Non-planar objects. The transform homographies that are used in our MOR
algorithm assume that the target object is planar. If this is not the case, the concepts of
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fundamental matrix will be considered to deal with the non-planar target object.
Since today’s visual media systems provide more and more convincing experi-
ences, the work in this thesis can be extended to lots of innovative applications. The
location recognition based on multi-view imaging will explore a new concept of 3D
smart mapping system, which will be similar to a future version of Google Street View
(http://en.wikipedia.org/wiki/Google_Street_View). Our work can directly im-
prove the performance of 3D object recognition tasks under hard situations like bad climate
or cluttering and random occlusions. It will give a reasonable benefit for the research on
video searching (http://www.robots.ox.ac.uk/~vgg/research/vgoogle/index.html),
which will be fulfilling a huge requirement for internet searching techniques. Finally, we
aim to build a platform of 3D object segmentation, classification and interpretation for
academia and industry based on multi-view imaging (like PASCAL on single view imaging:
http://pascallin.ecs.soton.ac.uk/challenges/VOC/databases.html).
7.3 Summary
The motivation for the work in this thesis is the recent availability of inexpensive cameras
and the opportunity to observe scenes from multiple viewpoints. We have shown in this
thesis that it is possible to combine the images from multiple cameras in order to achieve
better object recognition than from a single view, especially for low resolution, noisy and
occluded images.
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