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固定节面量子 M o n te C a ri o 的一个新算法
黄宏新 曹泽星
(湖南师范大学化学系. 长沙 4 10 0 8 1 ) (厦门大学化学系 , 厦门 36 10 0 5 )
摘要 提出了一个固定节面量子 M o nt e C ar lo 的新算法 , 与前人的算法相比 , 其“指
导函数” 的优化不是在扩散前 , 而是在扩散过程中同步进行 ; 这不仅在机 时上是节省
的 , 更重要的是优化与扩散两者按相同的取样方式进行 , 达到互相改善的 目的 ; 这一
优化方案是超线性收敛的 , 它能加快粒子的扩散 ; 在扩散过程 中, “指导函数” 的节面
不断发生改变 , 这 有利于减小 “ 固定节 面误差 ” . 这 一新 算 法 已被 运用 到 CH : 的
x , B l 态和 。 ‘A , 态 , 以及 N H : 的 二 x Z B , 态和 , A ZA I 态总能量的计算 , 由此算出
了 C践 单 一 三 重态的 “劈开 ”能 此 S 一 T 二(4 5 . 5 4 2 士 1 . 8 4 0)目 / mo l和 N氏 的 。一二 “劈
开 ” 能此r , 气1 4 1 . 6 4 4 士 1 . 5 8 9 )kJ / m ol . 计算结果表明这一新算法在精度 、统计误差
和计算量方面 比一般固定节面量子 M o nt e C ar lo 方法都要优越得多 .
关工词 固定节面 , 子 M on te c ar lo 方法 扩散方祖 指导函数 超线性收数
在各种求解 Se h功d in g e r 方程的 M o n t e C a rlo 方案中 , 固定节面量子 M o n te Ca r lo (FN -
QMC) 方法是最常用的一种 , 关于 FN QMC 的评述请参考文献【1 , 2 ] . 但 FN QMC 方法存在如
下缺点 : (1) 在开始 FNQM C 计算前 , 其 “指导函数 ”中的大量参数必须先通过变分 Mon te C ar fo
(v MC) 方法优化[ 3」, 优化这些参数是很费机时的 ;而且效果并不佳 , 因为 FNQ Mc 和 v M c 的
取样方式根本不同 . (2 )前人在优化量子 M o n te Ca rlo (QMC )波函数方面有如下工作 : U m rig a r
在一套固定的构型 中优化波函数[ 4气实践表明 , 这种方案在波函数节面附近 会出现 “权重 失
控 ”而使优化无法进行下去 〔5 ] ; H ua ng [ 3 〕和 Bue ck er t[ 5 〕均采用传统 “速降法 ”实施优化 , 但 传统
速降法优化速度慢 , 还常常因为出现病态而找不到最优点 [6 ] .
最近我们提出了一个优化 QMc 波函数的新方法 [’] , 这是一个步长自动调节 、超线性收敛
的方法 . 不过这个方法仍然是在 V MC 过程中实施的 , 因此对 FN QMC 计算并不很合适 . 本
文将对这一新的优化方法进行改造 , 使之适合于 FN QMC 的取样方式 ; 将导出扩散条件下的
优化原理 , 建立 自优化 一扩散过程 , 将扩散与优化有机结合 , 形成一个新的 FN QMC 算法 . 这个
算法有如下优点 : (1) 它是一个优化 、扩散 “一体化”的过程 , 在这个过程中“指导函数”的优化与
粒子的扩散同步进行 . 这不仅在机时上是节省的 , 更重要的是优化与扩散两者按相同的取样
方式进行 , 达到互相改善的目的 , 因而这是一个 自改善的 Mon t e C ar lo 方案 . (2) 与一般的 FN -
QM C 方法不同 , 在我们的自优化一扩散过程中 , “指导函数 ”的节面不断发生改变 , 这有利于减
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加快 FN QMC 的扩散过程 . (4) 在优化过程 中 , 我们使用分析导数 , 而不是 用差分代替 , 因此
没有经验参数 .
为了检验这一新算法的性能 , 我们用它处理了 c H : 的单一三重态能级 “劈开 ” (the si ng let -
tr ip le t 印litt in g in eH : )和 N H : 的 a 一 二“劈开” (th e 。一 二 印litt in g in N H : ) ;并将处理结果与其他量
子化学方法 (如全 C l) 的处理结果作了对照 . 检验结果表明 , 我们提 出的这 种 自优化 一扩散量
子 M o n te e a r lo (sO D M e )方法是非常成功的 . 实际上 , 对于像 e H : 和 N H : 这样的分子 , 由于
它们的“小体积” , 还 由于他们的化学活性取决于其基态与激发态的“靠近度” , 因此对这些基团
的“劈开”能的研究一直是各种计算方法进行比较的很好算例 .
1 F N QM e 方法 [’, 2 ]
引入 f (R , t ) = 中 (R , t) 伞抓尺 ) , 这里 中 是体系的真实波函数 , 少T 是重要性取样的试探
函数(又称指导函数 ), f 是几率分布函数 ;含虚时间的 t 的 S ch 拍di ng e r 方程的扩散方程形式
为 :
己 _ , _ 、 1 一 , 一 , 一于 f(R . t ) = 宁 勺字(R . r ) 一a tJ 、 ‘ “ ’ “ 产 2
_ 「 1 _ _ _ , _ 、 〕 _ _ 、 。 一 一 · 一 · , - 一勺 }下户六不 甲 伞二 (R ) {f(R 、 t ) + [ E 二 一 E ; (R )If (R . t ), (1 )’
L乎T (R ) ’ 一 ’ ‘ 一 ‘ ’ JJ “ 、 、 ‘ , ’ L ~ , ~ : 、 ! 、 , J J 、 孟 、 , · , ,
这里 E 。 二 H少洲伞 T 称为局部能 ; E T 是一个试探能量 . 扩散子 由时间 t 到 t + r (r 是一个微
时间差 )的扩散由下列 G re n 函数决定 :
G (尺 ~ 尺 ’ , r ) = (2 二 r )一 3 ” / Z e x p 卜 r [ E : (尺 ’ ) 一 E : ]卜
e X P
一 [ R 一 R




于是在 R ‘处的几率分布函数为 :
f (R
’ ,
t + T G (R ~ R
‘ , r )f (R
,
r )己尺 . (3 )
反复对扩散子用 (2 ) 、 (3) 式进行扩散 , 直 至达到稳定态 . 由稳定态的构型即可计算各种力学
量 .
2 扩散条件下的优化原理
在 FNQMC 计算过程中, 粒子的漂移是在试探函数 少丁 的指导下进行的 , 少T 的质量好坏
直接关系到 FN QMC 的精度 、收敛速度和统计误差的大小 . 我们发现对指导 函数 伞T 进行优
化最有效的办法是极小化 △ :
△ 一 壳言。E一 E ·〕: “ (E : 一 E T )2 . (4 )
这里 N 是扩散过程中的构型数 .
记 少: = 少 : (尸 , R ), 尸 是J 个待优化参数的列向量 , 尸 二 (尸 : , 尸2 , ⋯ 马 ) . △对 尸 的一阶 、
二阶偏导数为 :
g 一器一 壳言[2 ‘E一 “· , a E竺竺些1己尸 “ 一 2 (: : 一 : : )豁 (5 )
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客2 [(豁)’ · (: 一 : · )势」‘·1一N一△一刃勺一尸扩一aJ一q
贵客2 [(瓷)’ 一 2 (器)’ ) ” (6 )
( 6) 式中取近似的理由见文献〔7〕, 注意这里 g 和 q 均为列向量 .
我们在以前的文章中t7] 指出了极小化 △(尸)的下降方案为 :
凡一 凡 一 ‘·(合)一 (7 )
这里 k 表示第 k 次重复搜索 , 从 是步长因子 , 它由下式自动确定 :
(尸。 一 尸; 一 : ) T · ( g 。 一 价 一 : )
( g ; 一 乳 一 1 ) 2 ( 8 )
(8 )式中的 (几 一 凡 一 ; ) 丁 表示列向量 (尸。一 尸。一 : )的转置 . 我们已经证明[7J , 这一下降方案是
一个没有经验参数的 , 收敛速度极快的方法 . 它 比前人的优化方法快 3 一 5 倍 , 且精度和稳定
性也要好得多 .
下面我们将这个下降方案与扩散过程结合起来 , 由( 5) 一 ( 8) 式 , 有 :
~ ~ 1厂‘ 、 1 = 尸几 一 ~ 二~”” 乙
(尸。 一 。 一 )二 1〔
( : : 一 : · )势〕掩 一 〔( : 一 : ·)势:一
EJ一中aJ一a〔‘E一 : : )器〕。 - 一—一一一 . 弓 1于一 ~ ~ ~ - 、2[ ( E : 一 E 丁)
{奢 ( 9 )( 9) 式即为扩散条件下优化波函数的基本公式 .
3 自优化 一扩散过程
在开始 FN QM C 计算前 , 必须选择好试探函数 鸟 的形式 、参数 p 和试探能 E T 的初值
这方面的内容请参考文献【4 , 7] . 自优化·扩散过程为 :
(A) 由 少T (凡 = 。 , R )选取 N ( N = 3 00 一 5 0 0 0) 个扩散子的初始构型 , 我们称它为构型
块 0 ;在构型块 。中用 (5 ) 、 (6) 式求出( g / q ) * 二 。的值 ;令 入。 = 0 . 05 一 0 . 1 , 更新参数 P 的值 :
。 二 ! 一 尸。一 ‘。(令)。_ 。· ( 10 )
由此得到新的 少抓凡 二 1 , R ) .
(B ) 从构型块中取出第 m 个构型 , 这个构型里的电子将运动 ; 它们在微时间 r 内按
G re e n 函数 (2) 式中的 G au s 部分独立地扩散 . 如果移动的是第 m 个构型中的第 j 个电子 , 它
将运动到 :
尺;‘m , 二 尺{, , + r , In {乎r ( R ) 卜 x , ( 1 1 )
这里 风 ‘ ( m )是电子 j 的三维坐标矢量 , x 是一个均值为 0 、方差为 r 的三维 G a us 随机变量 .
当电子 j按 ( 1 1) 式移动后 , 接受这个移动的概率为 :
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A ‘“ 一 “ ‘ , · , 一‘·(‘,概豁歌诀号 (1 2 )
当第 从 个构型里的 n 个电子都移动 1 次后 , 计算构型 m 的分枝率M , , 它由(2) 式中的指
数因子决定 :
M
, = e x p }一 : [E : (R
’
) 一 E : ] }
.
(1 3 )
当构型块中的 N 个构型都按(1 1) 一 (13) 式扩散后 , 一个新的构型块(块 1) 已经生成 .
(C ) 注意到 (9) 式等号右边的量均为构型块 0 和构型块 1 所决定 , 因此对块 0 和块 1 使
用 (9) 式即可求出 尸* 二 2的值 , 由此得到一个更新的 少丁(几 二 2 , R ) .
(D ) 对体系反复使用步骤 (B )、 (C ) , 直至达到稳定态 .
在计算过程中注意以下几点 : (1) 试探 能 E T 的值由前 1 个块中 E : 的平均值担任, 所以
E T 的更新与块的更新同步 ; (2) 在循环过程中 , 若出现 几蕊0 , 则令 几二 0 . 05 一 0 1 , 再进入循环
过程 . (3 )我们使用 1此 : {( 10 一 ’为收敛准则 .
4 结果和讨论
我们用这一新的 FN QMC 算法计算了 C玫 的 X , B l 态和 a ‘A , 态的总能量 , 由此算出了
两者的能量差 , 即单一三重态的“劈开 ”能 △E s 一 T , 计算结果列于表 1 . 对于 N H : 的 二一x Z B ; 态
和 。A Z A , 态也作了相应处理 , 求出了 么E , , , 计算结果列于表 2 , 计算中我们取 N 二 4 00 ,
△t 二 0 . 0 0 0 1 (a . u . ) , 试探函数形式见文献【7] .
表 1 不同方法获得的 c氏 的 x , B , 态和 。‘A : 态的相关能及单一兰
重态 “劈开 ”能 么E s 一 : 数据比较 ,)
X 3 B I
E 相关 (a . u .
a IA I
E 相关(a . u . )
么E , 一 洲U ·mo l一 1
S C F
FCI







1 18 3 13
0 1 19 9 2 0
0
.
1 12 8 5 3
0
.
1 11 士 0 . 00 1
0
‘




1 40 8 8 6
0
.
14 7 3 9 2
0
.
12 9 8 0 1
0
.
1 32 士0 . 0 0 3
0
.













5 3 6 9 7 上 7 . 86 2
4 5
.
5 4 2 士 1 . 84 0
a ) 几何构型 : X Z B , : CH = 0 . 10 5 2 n m . (H CH )= 13 2 . 4 . ; a 1 A , : C H 二 o . zl z 6 n m . (Hc H ) = xo 2 . 礴.
表 2 不同方法获得的 N线 的 , 一 x Z B : 态和 。 一 ’A , 态的相关能及 , ,
“劈开 ”能 △E , 二数据比较目
万一X ZB z 卜A ZA I
E 相关 (a u )
0
0 1 6 9 6 2 1
0
.
1 8 4 4 4 7
0 16 3 0 3 7
0
.
16 4 士0 . 00 2
0
.
17 0 1 士 0 . 0 0 0 4




16 5 5 7 0
0
.
1 8 5 7 7 6
0 16 0 0 6 3
0
.
1 59 土 0 . 0 0 4
0
.
16 5 9 士 0 . 0 0 0 6
合E , , / 习 , m o l一 戈
以二F
FC I
B E N / CAS NO
BMP/ 以〕NO
一般 FN QM C
3 〕D MC












7 3 5 土1 0 . 4 9 ,
14 1
.
6 4 4 土 1 . 5 8 9
a ) 几何构型 : 二x ZB , : N H 二 0 . 20 2 4 n m , (HN H ) 二 10 3 . 4 ‘ ; , A ZA : : NH 二 o . 10 0 0 n m . (H N H ) 二 14 礴. 0 ’
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为了便于 比较 , 我们还对这 2 个分子进行了一般 FN QMC 计算 (分子构型和试探函数形
式均与 SO D MC 相同) , 计算结果列于各自的表中 . 表中还列 出了前人用 S CF , Fcl , BE N 和
BMP 方法处理的相应的数据 , 这些数据来源于文献〔8〕.
由表 1 的数据可知 , 我们的算法 (SODM c )对于 X 3 B : 和 。 ’A ; 态而言分别获得了 0 . 121 1
和 0 . 1 4 5 4 (。 . u . )的相关能 ;统计误差很小 , 仅为 0 . 0 0 0 2 和 0 . 000 7 (a . u . ) . 而一般 FN QMC
方法则获得 o . n l 和 0 . 13 2 (。 . u . )的相关能 ;统计误差为 0 . 0 01 和 0 . 0 0 3 (a . u . ) . 对于单一三
重态 “劈开 ”能 △E s 一 : , sc F, Fe l, BE N 和 BM p 的值分别为了 一0 9 . 19 2 , 50 . 05 9 , 3 7 . 1 7 5 和 6 4 .
7 7 9 U / m O I
.
SO D MC 的值为(45 . 5 4 2 士 1 . 84 0) 幼 / 巾司 , 与全 C l的值接近 ; 而一般 FN QMC 的
值为(53 . 697 土7 . 86 2) 幼/ mo l, 统计误差过大 , 不能说明问题 . 对于表 2 中的数据 , 也可作类
似分析 .
总之 , S ODM C 方法与一般的 FN QMC 相比 , 具有精度高 、统计误差小的特点 , 另外 , 计算
t 也比一般 FN QMC 小
. 例如对于 c践 的单一三重态“劈开 ”能 △E s 一 T的计算 , 一台 486 微
机 , S OD M c 方法和一般 FN QM c 方法的 c p U 时间分别为 38 和 59 m in , 而 NH : 的 △凡 一 二的
计算 , 其 CPU 时间分别为 47 和 71 m in; 这说明本算法是非常成功的 .
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