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a b s t r a c t
An infinite class of new binary linear completely transitive (and so, completely regular)
codes is given. The covering radius of these codes is growing with the length of the code. In
particular, for any integer ρ ≥ 2, there exist two codes in the constructed class with d = 3,
covering radiusρ and lengths
(
2 ρ
2
)
and
(
2 ρ+1
2
)
, respectively. The corresponding distance-
transitive graphs, which can be defined as coset graphs of these completely transitive codes
are described.
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1. Introduction
Let F be the finite field of two elements. A binary (n,N, d) code C is a subset of Fn of length n, cardinalityN , andminimum
distance d. When C is a k-dimensional linear subspace of Fn wewill denote it by [n, k, d] and notice that, in this case,N = 2k.
The support of v = (v1, . . . , vn) ∈ Fn is supp(v) = {j | vj 6= 0}. Say that a vector v covers a vector z if the condition zi 6= 0
implies zi = vi.
For a binary (n,N, d) code C , following Delsarte [7], define the outer distance s = s(C) of C as the number of nonzero
components η⊥i , i = 1, . . . , n of the vector (η⊥0 , . . . , η⊥n ) obtained by the MacWilliams transform of the (average) distance
distribution η(C), where η(C) = (η0, . . . , ηn) and
ηj = 1N · |{(u, v) : u, v ∈ C, d(u, v) = j}|.
Hence, if C is a linear [n, k, d] code then s(C) is the number of different nonzero weights of the codewords in the dual
[n, n− k, d⊥] code C⊥.
A linear [n, k, d] code C can be given by its parity check matrix H of size (n− k)× n. Code C is the set of all vectors c of
length n such that Hct = 0, where ct means the transpose vector of c. For any x ∈ Fn we denote by H(x) the syndrome of
vector x, so H(x) = Hxt. Denote by wt(x) the (Hamming) weight of the vector x.
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Given any vector v ∈ Fn, its distance to the code C is d(v, C) = minx∈C {d(v, x)} and the covering radius of the code C is
ρ(C) = maxv∈Fn{d(v, C)}.
Let D = C + x be a coset of C . The weight wt(D) of D is the minimum weight of the codewords in D.
For a binary code C with covering radius ρ define
C(i) = {x ∈ Fn : d(x, C) = i}, i = 1, 2, . . . , ρ. (1)
For any vector x ∈ Fn denote byW (x) the sphere of radius one centered in x, i.e.,W (x) = {y ∈ Fn : d(x, y) = 1}. We say
that two vectors x and y are neighbors if y ∈ W (x).
Definition 1 ([8]). A code C is completely regular, if, for all l ≥ 0, every vector x ∈ C(l) has the same number cl of neighbors
in C(l− 1) and the same number bl of neighbors in C(l+ 1). Also, define al = (q− 1)n− bl− cl and notice that c0 = bρ = 0.
Define by {b0, . . . , bρ−1; c1, . . . , cρ} the intersection array of C .
For a binary code C let Perm(C) be its permutation stabilizer group, hence the group of all the coordinate permutations
θ such that any vector v = (v1, v2, . . . , vn) ∈ C is transformed in θ(v) = (vθ(1), vθ(2), . . . , vθ(n)) ∈ C . For any θ ∈ Perm(C)
and any translate D = C + x of C define the action of θ on D as θ(D) = C + θ(x).
Definition 2 ([11]). Let C be a binary linear code with covering radius ρ. The code C is said to be completely transitivewhen
the set {C + x : x ∈ Fn} of all different cosets of C is partitioned under the action of Perm(C) into exactly ρ + 1 orbits.
Since two cosets in the same orbit should have the same weight distribution, it is clear, that any completely transitive
code is completely regular too.
Classification of completely regular codes is a hard open problem of algebraic coding theory, which is extremely
important for distance-regular graphs and association schemes (see [6–8] and references therein). Many completely regular
codes come from perfect codes [4,10] and it has been conjectured for a long time [8] that if C is a completely regular code
and |C | > 2, then we have e ≤ 3. For completely transitive codes, the problem of existence is solved in [3,5] in the sense that
for e ≥ 4 such nontrivial codes do not exist.
Solé [11] (see also [1]) describes a construction of an infinite family of completely regular codes with growing covering
radius. Taking s copies of perfect 1-error correcting codes of length nwe obtain a completely regular code of length s · n and
with covering radius ρ = s. In the literature, there are no other infinite families of completely transitive codes with growing
covering radius.
Our purpose in this paper is to construct a class of binary linear completely regular and completely transitive codes for
which the covering radius is growing with the length of the code. These codes are defined by their parity check matrices,
which have a very simple structure.
The paper is organized as follows. In Section 2 we give the main construction of the completely transitive codes, which
have special parity checkmatrices. The corresponding distance-regular graphs, which can be defined as coset graphs of these
completely regular codes are shortly described in Section 3.
2. Main construction
For a given natural numbermwherem ≥ 3 define Fm` as the set of all binary vectors of lengthm and weight `.
Definition 3. Denote by H(m,`) the binary matrix of sizem× (m
`
)
, whose columns are exactly all vectors from Fm` (i.e., each
vector from Fm` occurs once as a column of H
(m,`)). Now define the binary linear code C (m,`), whose parity check matrix is
the matrix H(m,`).
Lemma 1. For any natural numbers m and `, 2 ≤ ` ≤ m− 1 the binary linear [n, k, d] code C = C (m,`) has parameters:
for even `: n =
(m
`
)
, k = n−m+ 1, d ≥ 3,
and
for odd `: n =
(m
`
)
, k = n−m, d ≥ 4.
Proof. The proof is immediate. 
Let Perm(C (m,l)) be the permutation stabilizer group of the code C (m,l). Denote by Pi,j the m × m permutation matrix
which transposes coordinates i and j, so Pi,j is the m × m identity matrix with the ith column and jth column transposed.
Note that Pi,jH(m,l) coincides with the matrix H(m,l) after swapping the ith and jth rows.
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Lemma 2. For any two rows ith and jth in H(m,`) there exists a permutation θi,j ∈ Perm(C (m,l)), such that for any x ∈ Fn:
H(m,l)(θi,j(x)) = (Pi,jH(m,l))(x).
Proof. Let ri, rj ∈ Fn be, respectively, the ith row and jth row vectors in the matrix H(m,l). Vectors ri and rj disagree in
2
(
m−1
`−1
)
− 2
(
m−2
`−2
)
= 2m−1
`−1
(
m−2
`−2
)
coordinates and share exactly
(
m−2
`−2
)
nonzero coordinates. The column vectors, where
ri, rj disagree, can be taken in p pairs and, in each pair, the two columns have exactly the same coordinates in all the rows
different from the ith and the jth. Let is1, js1 be the two columns of the first pair, and so on, is2, js2; . . .; isp, jsp, where
p = m−l
`−1
(
m−2
`−2
)
.
Consider the transposition τis1,js1 acting on n coordinates and swapping coordinates is1th and js1th. Analogously, consider
τis2,js2 , . . . , τisp,jsp and let θi,j = τis1,js1 · · · · · τisp,jsp .
It is straightforward to see that permutation θi,j leaves invariant all the rows in H(m,l), except the ith and jth rows such
that θi,j(ri) = rj and θi,j(rj) = ri. Now, for any x ∈ Fn and any row r in the matrix H(m,l) we have the inner product
(r · θi,j(x)) = (θi,j(r) · x) = (r · x), except for the ith and jth rows where (ri · θi,j(x)) = (θi,j(ri) · x) = (rj · x) and
(rj · θi,j(x)) = (θi,j(rj) · x) = (ri · x).
Hence, summing up,
H(m,l)(θi,j(x)) = (Pi,jH(m,l))(x). (2)
Matrix Pi,jH(m,l) is also a parity check matrix of the code C (m,l) and, consequently, after (2) we see that θi,j leaves the code
C (m,l) invariant and so, θi,j ∈ Perm(C (m,l)). 
As a corollary we state the following useful property for these kinds of codes C (m.l). Denote by wtx the weight of the
syndrome vector H(m,l)(x), so wtx = wt(H(m,l)(x)).
Corollary 1. Let m and ` be two natural numbers, 2 ≤ ` ≤ m − 1. Let x and y be vectors such that their syndromes have the
same weight, i.e., wtx = wty. Then these vectors x and y are in the same set C (m,l)(i), where i ∈ {1, 2, . . . , ρ}.
Proof. If wtx = wty then by using Lemma 2 we can find a permutation θ ∈ Perm(C (m,l)) such that H(m,l)(θ(x)) = H(m,l)(y)
and so θ(x) ∈ C (m,l) + y. The minimum weight of a coset is invariant under the action of θ . Hence the cosets C (m,l) + x and
C (m,l) + y have the same minimum weight, say i, and x, y ∈ C (m,l)(i), where C (m,l)(i) is the set defined in (1). 
In the following proposition we will use the values wtx in each C (m,l)(i) to decide whether the given code C (m,l) is
completely regular. We start with a technical lemma.
Lemma 3. Let m and ` be two natural numbers, 2 ≤ ` ≤ m− 2. Then, the following equation over ` and m:(
2
1
)(
m− 2
`− 1
)
=
(
4
2
)(
m− 4
`− 2
)
has no integer solutions with the two following exceptions: ` = 2, m = 5 and ` = 3, m ∈ {5, 6}.
Proof. The equation in the statement is equivalent to
(x+ `− 1)(x+ `− 2) = 3x(`− 1)
wherem = `+ 1+ x for some natural number x. This reduces to the following quadratic equation on x:
x2 − `x+ (`− 1)(`− 2) = 0.
The determinant of the above equation is∆ = `2− 4(`− 1)(`− 2)which is negative for integer values of ` > 3. For ` = 2
this equation has two solutions x = 0, 2, which gives m = 5, since m = 3 is outside the region. For ` = 3 we have two
solutions x = 1, 2, which meansm = 5, 6. 
Proposition 4. Let m and ` be two natural numbers, 2 ≤ ` ≤ m−2. Code C (m,l) is not a completely regular code in the following
cases:
any m and ` ≥ 5,
m ≥ 8 and ` = 4,
m ≥ 6 and ` = 3.
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Proof. If the code C (m,l) is completely regular, then the intersection numbers bi, ci, i = 0, 1, . . . , ρ do not depend on the
choice of the vector x in C (m,l)(i). It occurs that it is enough to consider the case i = 2. This means that for any vector x
in C (m,l)(2) with a syndrome of weight wtx we should obtain the same numbers of vectors belonging to C (m,l)(1) and to
C (m,l)(2). In terms of syndromes the condition x, y ∈ C (m,l)(2)means the following equation over wtx and wty:(
wtx
wtx/2
)(
m−wtx
`−wtx/2
)
=
(
wty
wty/2
)(
m−wty
`−wty/2
)
. (3)
(1) Assume that ` 6= 2 and ` 6= 4.
Vectors in C (m,l)(1) satisfy wtx = `.
Vectors in C (m,l)(2) satisfy wtx = 2, 4, . . . , `− 2, `+ 2, . . . ,min{2`, 2(m− `)}.
In C (m,l)(2) there are at least two different values for wtx = 2, 4, except for the case min{2`, 2(m − `)} = 2 which
does not happen since we assume that 2 ≤ ` ≤ m− 2.
Applying Eq. (3) for wtx = 2 and wty = 4 and taking into account Lemma 3 we obtain that the only possibilities are
` = 3 andm ∈ {5, 6}.
(2) Assume ` = 2.
Vectors in C (m,l)(1) satisfy wtx = 2.
Vectors in C (m,l)(2) satisfy wtx = 4.
There is no contradiction and the code C (m,l) might be completely regular for ` = 2 and anym ≥ 4.
(3) Assume ` = 4.
Vectors in C (m,l)(1) satisfy wtx = 4.
Vectors in C (m,l)(2) satisfy wtx = 2, . . . ,min{8, 2m− 8}.
At this point we have two possibilities:
• Assume 2m− 8 < 8, som = 6, 7.
Vectors in C (m,l)(2) satisfy wtx = 2 for m = 6 and wtx = 2, 6 for m = 7. In both cases there is no contradiction
and code C (m,l) might be completely regular.
• Assume 8 ≤ 2m− 8, som ≥ 8.
Vectors in C (m,l)(2) satisfywtx = 2, 6, 8. Applying Eq. (3) for these values ofwtxwehave 2
(
m−2
3
)
=
(
6
3
) (
m−6
1
)
=(
8
4
)
, which leads to a contradiction.
(4) Assume ` = 3 andm ∈ {5, 6}.
Vectors in C (m,l)(1) satisfy wtx = 3.
Vectors in C (m,l)(2) satisfy wtx = 2, 4, . . . ,min{2`, 2(m − `)}. Hence, wtx = 2, 4 when m = 5, and wtx = 2, 4, 6
whenm = 6.
In the first case, whenm = 5 there is no contradiction and the code C (m,l) might be completely regular.
In the second case, whenm = 6 we can apply Eq. (3) for wtx = 2, 4, 6 obtaining
(
2
1
) (
4
2
)
=
(
4
2
) (
2
1
)
=
(
6
3
)
, which
is clearly impossible. 
Theorem 1. Let m and ` be two natural numbers such that 2 ≤ ` ≤ m− 2. Code C (m,`) is completely transitive (and completely
regular) exactly in the following four cases:
(1) When ` = 2 and m is any integer. In this case, the code C (m,2) is an [n, k, d] code with the following parameters:
n =
(m
2
)
, k = n−m+ 1, d = 3, ρ = bm/2c.
and with intersection numbers, for i = 0, . . . , ρ:
ai = 2 · i · (m− 2i); bi =
(
m− 2i
2
)
; ci =
(
2i
2
)
.
(2) When ` = 3 and m = 5. In this case the code C (5,3) is the [10, 5, 4] code with covering radius ρ = 3 and with intersection
array (10, 9, 4; 1, 6, 10).
(3) When ` = 4 and m = 6. In this case the code C (6,4) is the [15, 10, 3] code with covering radius ρ = 3 and with intersection
array (15, 8, 1; 1, 8, 15).
(4) When ` = 4 and m = 7. In this case the code C (7,4) is the [35, 29, 3] code with covering radius ρ = 2 and with intersection
array (35, 16; 1, 20).
Proof. FromProposition 4 it follows that these codes in the statement are the only oneswhich could be completely transitive
and completely regular.
First we consider the case ` = 2. Given a binary linear [n, k, d] code C with covering radius ρ and parity check matrix
H , the value ρ can be seen as the minimum integer such that any binary vector x ∈ Fn−k can be expressed as a linear
combination over F of not more than ρ different columns of H . Notice that H(m,2) hasm rows but the rank ism− 1. Indeed,
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all the column vectors in H(m) have even weight and we can think that H(m,2) is an extended matrix where the first row is a
parity check.
It is straightforward to see that if the vector x has syndromeH(m)(x) of weight 2w, thenwe needw columns (of weight 2)
in the matrix Hm to express x as a linear combination of these columns. The maximum value for w is bm/2c. We conclude
that ρ(m) = bm/2c.
In the next step, we are going to see that these codes C (m,2) are completely transitive. Let any vector v ∈ C (m,2)(j),
j = 0, 1, . . . , ρ. Assume that x is the syndrome of the coset C (m,2)+ v, i.e., x = H(m,2)(v). Clearly x is of weight 2 · j and, vice
versa, any binary vector y of lengthm and of weight 2 · j is the syndrome of some vector u from C (m,2)(j). By Corollary 1, for
any two vectors x and y of weight 2 · j there is a permutation θx,y ∈ Perm(C (m,2)) such that y = θx,y(x). This means that all
the vectors v from C (m,2)(j) under the action of Perm(C (m,2)) belong to one orbit. Since j is arbitrary from {0, 1, . . . , ρ}, we
conclude that C (m,2) is completely transitive and so, completely regular too.
Nowwe compute the intersection numbers for the code C (m,2). Consider thematrixH(m,2) and note that given a codeword
c ∈ C (m,2) its coordinates can be naturally indexed by the columns of this matrix, which we denote by hj, j = 1, . . . , n.
Assume that x ∈ C (m,2)(i) and let y ∈ W (x). Clearly the supports of the i columns of H(m,2), which correspond to the
positions x where it differs from the codeword c, do not intersect each other. Without loss of generality, we can denote
these i columns by hj, where j = 1, . . . , i. Let S be the set of coordinates S = ⋃ij=1 supp(hi) and let J denote the union of
the supports of all the columns of H(m,2). Recall that these i columns above are such that |S| = 2 i.
Let h be the column of H(m,2) corresponding to the position in which vectors x and y differ.
Assume that the column h runs over all the possible columns of H(m,2). We have to consider only four cases:
(1) Let supp(h) ⊆ S, but h 6= hj for all j ∈ {1, . . . , i}. This case contributes only to ci. Indeed, let (h,hj) and (h,hs) be the
two pairs of columns such that
|supp(h) ∩ supp(hj)| = |supp(h) ∩ supp(hs)| = 1.
It is not possible that h = hj + hs because, in this case, we would have x ∈ C (m,2)(i − 1) which is false. So, the sets
supp(hj) and supp(hs) are disjoint. Take h′ = h+ hj + hs which is a column in H(m,2) whose support belongs to S. Now
instead of three vectors h,hj and hs we have one vector h′ with the same support. This implies that the vector y belongs
to C (m,2)(i−1). Finally, taking into account the number of cases when h coincides with some hj, we obtain ci =
(
2·i
2
)
− i.
(2) Let supp(h) ⊆ S, and h = hj for some j ∈ {1, . . . , i}. This case contributes to ci, namely, since it happens i times we
have ci = i.
(3) Let supp(h) ∩ S = ∅. This case contributes only to bi and so, it is clear that bi =
(
m−2i
2
)
.
(4) Let supp(h) = {j1, j2}, where j1 ∈ S and j2 ∈ (J \ S). This case contributes only to ai and it is easy to count that
ai = 2 · i · (m− 2i).
Summing up, we will obtain the proper expressions in the statement.
Finally, we turn to the three sporadic codes. By directly checking these particular cases we can see that they are
completely transitive codes and so completely regular codes too. The corresponding covering radiuses and intersection
numbers can be easily written down for all these cases. 
Remark that for all the cases, when the code C (m,`) is not completely regular the necessary condition is not satisfied, i.e.,
in all the cases ρ(C (m,`)) 6= s(C (m,`)), where s(C (m,`)) denotes the outer distance of the code. Hence in all the cases, except
those mentioned in Theorem 1, the code C (m,`) is not even uniformly packed in the general sense (see [1,2,6]).
3. Codes C (m,`) and distance-regular graphs
It is known that any linear completely regular code C implies the existence of a coset distance-regular graph Γ [6].
Given a parity check matrix H of the code C and a vector x, its syndrome is H(x). We have H(x) = 0 if and only if x is
in the code. Vectors with the same syndrome are in the same coset. In the coset graph two cosets are adjacent when they
have distance 1 and that means, precisely, that the syndromes differ by a column of H . By the definition of a completely
regular code given in Definition 1, such a graph is distance-regular in the Hamming scheme with the same intersection
array (b0, b1, . . . , bρ−1; c1, c2, . . . , cρ).
From the completely regular codes C (m,`) we obtain the following distance-regular graphs:
• From C (m,2) we obtain the graph on the even weight binary vectors of length m, adjacent when their distance is 2. It is
the halvedm-cube and is a distance-transitive graph, uniquely defined from the intersection array [6, p. 264].
• From C (5,3) we obtain the graph on the binary vectors of length 5, adjacent when their distance is 3. This graph is bipartite
(since 3 is odd), and hence, it is the incidence graph of a 2-(16, 10, 6) design [6, p. 224]. Its bipartite complement is the
incidence graph of a 2-(16, 6, 2) biplane (these parameters does not determine the graph in a unique way, since there
are three designs with the same parameters). In our case, looking at the automorphism group of (C (5,3))⊥ we realize that
it acts as the point stabilizer for the group of automorphisms of the folded 6-cube. Hence, the bipartite complement of
the obtained graph is the folded 6-cube.
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• From C (6,4) we obtain the graph on the even weight binary vectors of length 6, adjacent when their distance is 4. It is a
well-known Taylor graph, see [6, pp. 13, 228, 258].
• From C (7,4)weobtain the graphusing as vertices the evenweight binary vectors of length seven. Twovertices are adjacent
when their distance is 4. We can also present the vertices of this graph as all the binary vectors in Z62, provided with a
nondegenerate quadratic form, defined by the following matrix:
Q =

1 1 1 1 1 1
0 1 1 1 1 1
0 0 1 1 1 1
0 0 0 1 1 1
0 0 0 0 1 1
0 0 0 0 0 1
 .
In this second presentation, two vectorsu and v are adjacentwhenQ (v−u) = 0. Finally, adding a parity check coordinate
we obtain the same vectors of length seven as in the first presentation. The obtained graph is thewell-known affine polar
graph VO+6 (2).
Summing up, these above mentioned graphs belong to one family of distance-regular graphs. These graphs are the coset
graphs of the completely transitive codes C (m,`) and, therefore, they all are distance-transitive (see [9]).
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