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Advances in head mounted displays (HMDs) have increased the interest in cinematic virtual 2 
reality as an artform. However, the freedom of a viewer in 360 video presents challenges in 3 
ensuring that audiences do not inadvertently miss important events and locations. We 4 
examined whether the high level of immersion provided by HMDs encourages participants to 5 
synchronise their attention during viewing. Sixty-four participants watched the 360° 6 
documentary “Clouds Over Sidra” using either an HMD or via a flat screen tablet display. 7 
We used inter-subject correlation (ISC) analysis to measure attentional synchrony over the 8 
course of the video and to examine whether spatial and temporal factors led to different 9 
amounts of correlation both within and between groups. We found significantly greater ISC 10 
for the HMD compared to the tablet group. This effect was greatest for scenes with a 11 
unidirectional focus and at the start of scenes. We discuss our results in terms of the visual 12 
properties and the motor affordances of HMDs vs tablets. Our results show the value of 13 
HMDs in increasing attentional synchrony and may provide producers of 360° content insight 14 
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Public Significance Statement 1 
The rapid uptake of VR by producers of nonfiction reflects a fascination with the potential of 2 
360 media for viewer engagement. While VR allows viewers a novel freedom to find their 3 
own visual pathway through a given scene, at the same time producers have specific 4 
information that they need to convey. The power to elicit synchronization of viewers' 5 
attention is often held up as a key indicator of a content creator’s ability to lead an audience 6 
through a narrative. In this paper we have shown that 360° video can elicit a degree of 7 
synchronisation between viewers and that this effect is increased when the video is viewed 8 















The rapid advances in virtual reality (VR) technology in the last few years has led to 2 
increased interest in VR’s potential as a means of delivering narrative media. Since late 2015, 3 
the on-going release of affordable, high specification head mounted display (HMD) systems 4 
including Oculus’s Rift (2016) and Quest (2019), Samsung’s GearVR (2015) and HTC’s 5 
Vive (2016) has driven a vast increase in VR content. Release of English language nonfiction 6 
VR pieces alone increased from under 40 pieces in 2015 to over 180 in 2017 (Bevan & 7 
Green, 2017), and recent projections suggest that the VR and AR market will be worth $170 8 
billion by 2022 (consultancy.uk, 2018).   9 
Despite this enthusiastic uptake, the unique nature of VR presents significant artistic and 10 
technical challenges for content production and delivery. Within nonfiction production, 360 11 
video is widely used. In this content production model, footage from a series of cameras set 12 
in a circular array are stitched together to form one panoramic scene. This scene is then 13 
projected onto a spherical surface and then usually presented via an HMD where directional 14 
data is used to determine what section of the video (‘viewport’) to display. Producers 15 
transitioning from traditional filmmaking in 2D into the world of virtual narrative have often 16 
been drawn to the use of 360° video due to similar skill requirements to traditional film 17 
making, high visual fidelity, platform adaptability and relatively low cost. A recent analysis 18 
of nonfiction VR (Bevan et al., 2019) suggests that around three quarters of all English 19 
language nonfiction VR content made between 2012 and 2018 were either solely or 20 
predominately composed of 360° video. 21 
However, the omnidirectional nature of 360° video inevitably reduces the amount of control 22 
media producers have over the direction of viewers’ attention, leading for calls for the 23 
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development of “a new screen grammar” (Dooley, 2017) and greater understanding of “the 1 
geometry of story-telling” (Pope et al., 2017). In addition to these issues around content 2 
production, greater knowledge of where viewers are likely to direct their gaze could also help 3 
to optimise the storage, transmission and rendering of 360° videos (Ozcinar & Smolic, 2018). 4 
In this context, an increased understanding of how people visually navigate through 360° 5 
videos has the potential to yield important insights for both content producers and tech 6 
developers working in VR. 7 
One source of insight in designing compelling VR scenes is to examine previous research on 8 
viewing attention in the perception of dynamic scenes. Research in this area has used eye 9 
tracking technology to identify the factors that contribute to gaze fixation, taken as a proxy 10 
for attention. Using this approach, researchers have demonstrated that a variety of factors can 11 
modulate the pattern of viewer gaze. These include low level salience (Carmi & Itti, 2006; 12 
Itti, 2005), the motion of objects or people within the scene (Mital et al., 2011), task 13 
requirements (Hutson et al., 2017) amount of social content (Birmingham et al., 2009; 14 
Coutrot & Guyader, 2014; Rubo & Gamer, 2018), temporal order (Wang et al., 2012) and 15 
emotional valance (Rubo & Gamer, 2018; Subramanian et al., 2014).  16 
Perhaps the most effective measure for assessing the success of content producers in driving 17 
viewing behaviour in 360° video is the extent to which different viewers attend to the same 18 
area of a scene. Such attentional synchrony (AS) plays a key role in successful story telling 19 
by allowing directors and editors to ensure that viewers are attending to the part of the visual 20 
scene that is most critical to the narrative at each particular time (Smith, 2013; Smith et al., 21 
2012). Previous research has shown the role of several factors in modulating AS when 22 
watching traditional 2D films. Mital et al. (2011) showed that motion was a key factor in 23 
determining how much different individuals gazes clustered around similar points, a finding 24 
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supported by the fact that AS is higher when viewing dynamic as opposed to static scenes 1 
(Smith & Mital, 2013). AS has also been shown to be greater for free as opposed to task 2 
driven viewing (Smith & Mital, 2013) and to decrease during repeated viewing of a scene 3 
(Breathnach, 2016) suggesting that AS may be driven by the spontaneous extraction of novel 4 
scene features. Other studies have demonstrated that top down factors like viewer context 5 
(Loschky et al., 2015) can also influence AS, and AS has also been shown to have 6 
developmental and evolutionary components with higher synchrony in adults compared to 7 
children (Franchak et al., 2016; Kirkorian & Anderson, 2018) and in humans compared to 8 
monkeys (Shepherd et al., 2010).   9 
One consistent and particularly relevant finding is that AS is stronger for tightly cut videos 10 
than for naturalistic scenes (Dorr et al., 2010; Hasson, Furman, et al., 2008). Temporal order 11 
also affects AS with greater AS when viewing structured compared to randomly edited 12 
sequences (Kirkorian & Anderson, 2018). These findings demonstrate the importance of 13 
techniques such as continuity editing, and close ups in directing the viewers gaze towards 14 
salient narrative events. The lack of many of these techniques in 360° video presents a 15 
challenge for content producers in ensuring that audience members perceive the story as 16 
intended, rather than fixating on areas of the scene without meaningful content.  17 
A variety of approaches have been used to measure AS including: (a) bivariate contour 18 
ellipse area (Kirkorian & Anderson, 2018), which assesses the size of ellipse needed to 19 
capture all participants’ gaze coordinates; (b) normalized scan path saliency (Dorr et al., 20 
2010), which measures the correspondence between saliency maps and ground truth, 21 
computed as the average normalized saliency at fixated locations; (c) Gaussian mixture 22 
modelling (Mital et al., 2011; Smith & Mital, 2013), which probabilistically represents the 23 
clustering of eye movements across subjects; and (d)  inter-subject correlation (ISC; 24 
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Burleson-Lesser et al., 2017; Franchak et al., 2016; Shepherd et al., 2010), in which each 1 
participant’s motion path is separately correlated with that of every other participant before 2 
being averaged together to create a mean ISC for that participant. In the current study we 3 
chose to use ISC as this approach allows for the calculation of each individual’s average AS 4 
with all other group members. This enables us to examine individual difference in AS while 5 
the other approaches can only characterise AS at the whole group level (Franchak et al., 6 
2016).  7 
ISC has been previously used to examine synchrony in neural responses to naturalistic film 8 
(Adolphs et al., 2016; Hasson et al., 2004; Hasson, Landesman, et al., 2008; Herbec et al., 9 
2015). Hasson and colleagues (2008) employed functional magnetic resonance imaging 10 
(fMRI) and eye tracking and found that viewing tightly edited films such as Sergio Leone’s 11 
“The Good, The Bad, and The Ugly” led to greater ISC for both viewer’s eye movements and 12 
their neural response in brain areas associated with vision and attention than unedited 13 
footage. This suggests that ISC is a strong marker of how much control a director has over 14 
audience attention. Increased ISC in neural responses has been linked to improved memory 15 
encoding of events (Hasson, Furman, et al., 2008) and the amount of ISC in small groups of 16 
viewers has been shown to reliably predict the preferences of thousands (Dmochowski et al., 17 
2014). Further work has expanded the use of ISC outside of fMRI data to show 18 
synchronisation of response in EEG (Poulsen et al., 2017), MEG (Lankinen et al., 2014) and 19 
physiological (Bracken et al., 2014; Golland et al., 2014) measures. ISC of eye movements 20 
has also been found to correlate with gaze salience (Franchak et al., 2016) indicating that it 21 
may act as a reliable indicator of visual salience.  22 
To date only two studies (Bender, 2018; Sitzmann et al., 2018) have examined viewer 23 
synchrony in 360° video. Bender (2018) carried out a qualitative assessment of heat maps 24 
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based on the head direction of participants who watched a narrative 360° video and used a 1 
qualitative approach to classify the maps according to the concentration of attention within 2 
the scene. Bender found that most scenes displayed strong AS which appeared to be driven 3 
by the salient events such as a character speaking. Sitzmann and colleagues (2018) took a 4 
more quantitative approach tracking the head and eye movements of participants wearing an 5 
HMD while viewing 22 static 360° scenes. They calculated the receiver operating 6 
characteristic curve of each participant’s fixations compared to the fixations of all other 7 
participants and found a high level of AS comparable to previous findings from 2D scenes. 8 
However, both studies had limitations in terms of measuring AS to dynamic scenes. Bender’s 9 
(2018) analysis was purely qualitative and did not statistically test the amount of synchrony 10 
across the entire video, while the use of static scenes by Sitzmann and colleagues (2018) 11 
limits how far their results can be extrapolated to the dynamic scenes found in most 360° 12 
videos. 13 
One factor that might alter the amount of AS when watching 360° video is the device on 14 
which the video is displayed. While the development of commercial HMDs has been a key 15 
driver of 360° video content production, one of the appeals of 360° video compared to other 16 
forms of virtual reality is that it can easily be adapted for non-HMD formats including phones 17 
and tablets, thus broadening the audience for 360° video beyond those with access to HMDs 18 
(Zoric et al., 2013).  19 
Three previous studies have contrasted viewing of 360° videos on 2D displays and HMDs. 20 
Sitzmann and colleagues (2018) found no difference in the similarity of fixation locations 21 
when participants watched still 360° scenes using a 2D desktop display when compared to 22 
using HMD. The other two studies did not collect gaze data but did examine viewer 23 
responses to different display conditions. MacQuarrie and Steed (2017) compared viewing a 24 
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full 360° video in an HMD with viewing a non-360° version of the video on either a normal 1 
desktop display or a display-plus-peripheral projections. The authors used a variety of 2 
measures including whether attention could be more easily guided towards important items in 3 
the 2D screen conditions compared to HMD but found no significant difference in their 4 
measure of subsequent recall of cued events suggesting an equal amount of attentional 5 
control between the conditions. Finally Passmore and colleagues (2016) used qualitative 6 
interviews to assess differences between watching 360° video in an HMD or on a 7 
smartphone, or watching a 2D version on a desktop screen. They then coded these interviews 8 
and found that overall attention was high in all three conditions. However, these studies all 9 
had limitations that narrow the conclusions that can be drawn from them. Both MacQuarrie 10 
and Steed and Passmore et al. relied on user reports rather than directly comparing AS, while 11 
Sitzmann and colleagues did not examine dynamic scenes in which HMD users might be 12 
more influenced by motion cues. It is therefore unclear whether AS in 360° video differs 13 
between display devices.  14 
The current study examined whether the type of device used to deliver the video and specific 15 
features within the 360° video affect synchronisation between viewers. Due to the difficulties 16 
in deploying eye-tracking devices within an HMD, and given the finding of Sitzmann and 17 
colleagues (2018) of a strong coupling between gaze and head movements when viewing 18 
360° scenes, we did not directly track gaze but rather used directional data from the 19 
HMD/Tablet with the central point in the scene as a proxy for gaze. We calculated the within 20 
group ISC for participants’ movements in the pitch and yaw axes as they watched a 360° 21 
video using either an HMD or a tablet in motion-tracked ‘magic window’ mode. We also 22 
investigated how both the spatial and temporal aspects of viewed scenes affected ISC and 23 
how this interacted with the type of device used.  24 





Sixty-four participants (mean age ± SD: 25.82 ± 11.31 years; 25 males) gave their written 3 
informed consent to participate and were paid for their participation. Thirty-two participants 4 
were assigned to the HMD and Tablet groups respectively. Due to the lack of previous 5 
research examining ISC between different devices, sample size was calculated using 6 
G*Power (Faul et al., 2007) based on having the power to detect a small (d = 0.25) 7 
interaction between viewing device and the temporal/spatial quality of scenes. All 8 
participants were screened for previous history of epilepsy or brain injury and for family 9 
history of epilepsy prior to taking part in the study. All participants had normal or corrected 10 
to normal vision without the need for glasses. Ethical approval for the study was given by the 11 
University of Bath’s Department of Psychology Research Ethics Committee. 12 
Design 13 
The experiment had a between subjects design with one independent variable which was the 14 
device used to watch the 360° documentary (HMD vs Tablet). During the study we measured 15 
pitch and yaw rotational data, captured from the on-board orientation sensors of the HMD 16 
and Tablet computer and used those values to derive the great circle distance of each 17 
coordinate pair from a reference point of [0°,0°].  18 
Materials  19 
A tablet rather than a mobile phone or cursor controlled desktop setup was used as the control 20 
condition as this allowed for the presentation of 360 video in a flat screen format that most 21 
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closely matched the affordances of the HMD (i.e. requiring whole body movement to rotate 1 
in yaw and with mechanistic restrictions on the amount of possible rotation in pitch rather 2 
than simply depending on cursor movement).  3 
In order to habituate participants to the affordances of the viewing device they were using, all 4 
participants first viewed an introductory 2:20 minute cut from the 360° video ‘Nature 5 
Meditation’ (Eco VR, 2017) which shows scenes of nature. For the main task participants 6 
watched the 8:35 minute 360° documentary ‘Clouds Over Sidra’ (VRSE.works, 2015). 7 
‘Clouds over Sidra’ provides a tour of a refugee camp with Sidra, a young girl from Syria, as 8 
a guide. Sidra shows her family, her makeshift classroom, as well as other parts of the camp, 9 
and talks about her life in the camp and hopes for the future. The documentary offers 360-10 
degree immersion in the settings featured in the documentary and directed sound 11 
corresponding to the view. Participants in the HMD condition viewed a higher resolution 12 
(3840px x 1920px) version of the film, presented in the monoscopic equirectangular 13 
projection format with no stereoscopic separation. Due to the limits of available screen 14 
resolution, participants in the Tablet condition viewed a slightly lower resolution (2732px x 15 
1366px) version of the film. However, as the HMD splits and duplicates visual content to 16 
present a full image to each eye separately the perceived image quality of the film was – in 17 
practice - roughly equivalent across the HMD and tablet conditions.  18 
The hardware setup for the HMD condition consisted of one laptop PC station (Intel Core i7-19 
7700HQ 2.80 GHz CPU, 16 GB of RAM, Nvidia GeForce GTX 1070 Graphics card). The 20 
HMD was an Oculus Rift (consumer model), with a field of view of 110° nominal, a 21 
resolution of 1080×1200 pixels per eye, and a refresh rate of 90Hz. In the tablet condition 22 
participants viewed the documentary on a Samsung Galaxy Tab S 10.5 (Model SM-T80016, 23 
Exynos 5 Octa 5420 1.9 GHz CPU, 3GB of RAM, Mali-T628 MP6 Graphics). This tablet has 24 
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a screen resolution of 2560px x1600px, a field of view of approximately 85° and a refresh 1 
rate of 60Hz. Audio in the Tablet condition was delivered via Sony MDR-ZX330BT 2 
Bluetooth wireless headphones. 3 
In both setups, participants viewed the 360° videos using a custom-built 360° video player 4 
application that was created by the researchers using the Unity software development 5 
package (version 2017.3.1f1). Unity is a cross-platform development environment, allowing 6 
the same codebase to be shared between the HMD and the Tablet. Playback of 360° video 7 
content was facilitated using the in-built video player component provided by Unity, and was 8 
rendered using the Skybox Panoramic Shader method detailed in Margerie (2018).   9 
In addition to our head tracking measures we also measured engagement with the 10 
documentary using a seven item scale that Schutte and Stilinović (2017) adapted from Wiebe, 11 
Lamb, Hardy, & Sharek (2014) which included statements such as “The time just slipped 12 
away” and  “I lost track of the world around me”. Responses were given on a Likert scale 13 
from 1 to 5 and the response across questions were averaged together to create a mean 14 
engagement score.  15 
Procedure  16 
Participants were randomly assigned to either the HMD or Tablet condition and verbally 17 
briefed about the study. Participants in the HMD condition were given additional information 18 
about how to adjust the headset straps and inter-ocular distance for viewing comfort while 19 
those in the Tablet condition were shown how the motion-tracked “magic window” set up of 20 
the tablet worked. All participants viewed the 360° videos while seated on a swivel chair that 21 
allowed easy rotation in the yaw dimension. For participants in the HMD condition the 22 
viewpoint in the yaw dimension could be changed by moving either their head or their whole 23 
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body to either side. The viewpoint in the pitch dimension could be changed by tilting their 1 
head up or down. For participants in the tablet condition the viewpoint in the yaw dimension 2 
could be changed by rotating either the tablet itself, or their whole body while holding the 3 
tablet, from side to side in the horizontal plane. The viewpoint in the pitch dimension could 4 
be changed by rotating the tablet, held in their hands, up or down.  5 
The study was conducted in the CREATE lab at the University of Bath, a large room which 6 
contained a number of desks containing computers, a small sink area in the corner nearest 7 
participants and a set of floor to ceiling windows offering a view of the Bath campus. While 8 
using the device participants were concealed from the experimenter by a screen so that they 9 
did not feel too self-conscious to visually explore the environment. After watching the short 10 
introductory video, direction tracking was turned on and participants watched “Clouds Over 11 
Sidra”. Having watched the piece participants completed a number of questionnaires 12 
including the measure of engagement. Finally, participants were thoroughly debriefed and 13 
given a detailed sheet explaining the purpose of the experiment. 14 
Data Analysis  15 
Pre-processing 16 
For every rendered frame of playback, the current pitch and yaw orientation of the main 17 
scene camera was captured as a Euler angle and logged in a text file. This resulted in a 18 
sampling rate of 90Hz for the HMD, and a slightly reduced rate of 60Hz for the less powerful 19 
Tablet computer. Each frame was further labelled with the current time elapsed (msec) and 20 
the frame number. Orientation values were captured from the viewport camera using the 21 
transform class provided by Unity (Camera.main.transform.eulerAngles.x and 22 
Camera.main.transform.eulerAngles.y).  23 
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For the tablet condition, the 360° video was rendered to a full screen monoscopic viewport, 1 
with the orientation of the virtual camera synchronised to the device's internal gyroscope. 2 
This method of viewing 360° video is commonly referred to as “Magic Window”, and 3 
provides an alternative method of viewing 360° video content (while retaining the freedom to 4 
move the viewport) in the absence of a Virtual Reality HMD.  5 
By default, the inbuilt gyroscope of the tablet is oriented to assume that the tablet is placed 6 
flat on a table. To place the device in “magic window” mode, the baseline pitch of the camera 7 
required adjustment prior to playback to allow the participant to hold the device at eye level. 8 
To achieve this, participants were provided with a button to calibrate the viewport of the 9 
tablet by adjusting the pitch of the camera in 5-degree increments until an artificial horizon 10 
was centred in the middle of the screen. This adjustment was then stored and subsequently 11 
applied as an offset to each playback frame. For the HMD, no calibration was required, and 12 
no additional pre-processing was applied to the orientation data.  13 
In both the HMD and tablet versions, the sampling rate of the viewport comfortably exceeded 14 
the frame rate of the video. Prior to analysis, tracking data was down-sampled to a rate of 15 
10Hz to remove redundant and duplicated data points. Since our main interest was how 16 
participants synchronised their head movements while watching naturalistic scenes, we then 17 
further cut the time series to remove the opening and closing credits, leaving a time series 18 
with a total time of 7:16.2 minutes, starting at 9.1 seconds into the original video and ending 19 
at 7:25.5 minutes into the video. 20 
Descriptive Statistics  21 
Due to the directional nature of our statistics we present our descriptive statistical data in the 22 
format recommended by Cremers and Klugkist (2018) using the R package “circular” 23 
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(Agostinelli & Lund, 2017). We give values in each condition and dimension for four 1 
variables. First, the mean direction (?̅?) which is found by converting each circular datapoint 2 
into a vector composed of the sine and cos of that datapoints value in degrees, adding all the 3 
resulting vectors head to toe, and finding the direction of a new vector connecting the toe of 4 
the first vector to the head of the last vector. Second, the mean resultant length (?̅?) which is 5 
found by taking the length of the new vector described above, meaning that a lower value 6 
represents greater dispersion in datapoints. Third, the circular variance (Vm) which is the 7 
opposite of the mean resultant length and finally the circular standard deviation (v) where 8 
higher values indicate greater dispersion. To test differences between the distribution of mean 9 
pitch and yaw values between our device groups we report the outcomes of Watson-Wheeler 10 
tests.  11 
We used the pitch and yaw data outputted from our player to calculate the great-circle 12 
distance (GCD) between each coordinate pair and the starting point of [0°,0°] using the 13 
Haversine method. This represents the shortest distance between two points on the surface of 14 
a sphere, measured along the surface (as opposed to a straight line through the sphere’s 15 
interior, see Figure 1). To do this we first converted our yaw data into longitude by re-16 
centring it so that values above 180° had 360° subtracted from them (meaning that the range 17 
of value now went from -180° to 180° with 0 retaining its original value. Next the pitch data 18 
was converted into latitude by making pitch values below 90° negative, subtracting 180° 19 
from values between 90° and 270° and subtracting 360° from values above 270° and then 20 
making that value positive. Following this we used the distHaversine function from the R 21 
package “geosphere” (Hijmans et al., 2019) to calculate GCD of each pair of coordinates in 22 
each participants time series relative to [0°,0°] using an arbitrarily set radius value of one. 23 
This approach allowed us to focus on the amount of ISC between participants from a set 24 
reference point rather than the relative change in direction at each point of their time series. 25 
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We report the results of independent sample t-tests and Levene’s test for homogeneity of 1 
variance which examined differences between the mean GCD of our two device groups.  2 
Figure 1. A diagram illustrating great-circle distance (drawn in red) between two points on a 3 
sphere, P and Q. Two antipodal points, u and v, are also shown (reprinted from Wikipedia 4 
(2020)) . 5 
Analysis of Overall ISC 6 
In order to calculate ISC, we first split our participants between the HMD and Tablet group. 7 
Next, we calculated the Pearson product moment correlation coefficient (𝜌) of each 8 
participant’s GCD data with the GCD data of every other participant in their device 9 
condition. To avoid underestimation due to the skewed sampling distribution of the 10 
correlation coefficient (Silver & Dunlap, 1987) we then converted these correlations into 11 
Fisher-transformed, z-normalised coefficients using the following formula: 12 







The z-normalised coefficients of each participant’s data with that of all other participants 2 
were then averaged and the resulting mean z-transformed coefficients were transformed back 3 
into 𝜌 to gain the mean correlation coefficient of each participant’s tracking data with all 4 
other participants in their group, i.e. their ISC. We then compared whether the ISC for each 5 
group differed from 0 using one sampled t-tests and whether ISC differed between the groups 6 
using Welch’s Two Sample t-tests. For descriptive purposes we also carried out an analysis 7 
of ISC for the whole period split across 10 second bins (see Figure 4B).  8 
Analysis of Each Scene’s ISC 9 
In order to examine whether different types of scene showed greater correlation between 10 
participants in either group or between participant groups, we split our GCD data into time 11 
series based on the start and end point of each scene and then calculated each participant’s 12 
ISC relative to their group. We then qualitatively categorised the scenes according to how far 13 
the scene’s features directed the viewer’s attention to a central point. Three categories were 14 
used: 1) Unidirectional: scenes in which there is one central focus that could be viewed 15 
within one 110° window. In all cases this was either an individual person or group of people; 16 
2) Intermediate: scenes in which there was more than one location containing people or 17 
objects of interest, but where at least 110° of the frame contained no objects of interest. 3) 18 
Panoramic: Scenes in which there were people or objects of interest spread across the full 19 
360° panorama, or where there were no clear objects of interest. Figure 2 shows two 20 
examples of each of the scene categories, while Table 1 gives a brief description of each 21 
scene, the category in which it was placed and its start and end times. To test whether the 22 
amount of ISC differed across these different scene types (and if the type of device used 23 
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influenced that difference), we first calculated each participant’s mean fisher-transformed, z-1 
scored ISC for each scene using the method described above. We then averaged the scenes in 2 
each category and transformed the z-scored means back into Pearson’s 𝜌. We then ran an 3 
ANOVA comparing levels of ISC for each scene type.   4 
Analysis of ISC Within Scenes 5 
We were also interested in examining how ISC changed according to time period within each 6 
scene. To investigate this, we first calculated each participant’s mean fisher-transformed, z-7 
scored GCD ISC over 10 seconds after the beginning, around the mid-point and before the 8 
end of each scene. We then averaged together the ISCs across scenes for each time period 9 
and then transformed the z-scored means back into Pearson’s 𝜌. We then ran an ANOVA 10 
comparing levels of ISC for each time period.  11 
Analysis of Relationship between ISC and Engagement  12 
To examine the effect of Device on engagement we ran a Welch’s Two Sample t-test. To 13 
examine the relationship between ISC and engagement we carried out a linear regression with 14 
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Table 1. Scene numbers and description along with categories used in the scene analysis and 1 
start and end times used to define each scene time series.  2 
Scene Description Category Start (m:s) End (m:s) Length (m:s) 
1 View of desert Panoramic 0:09.1 0:33 00:23.9 
2 Sidra in bedroom Unidirectional 0:33.1 0:50.9 00:17.8 
3 Sidra’s family in house Bidirectional 0:51 1:10 00:19.2 
4 Journey to school Panoramic 1:10.3 1:38.8 00:28.5 
5 Classroom Intermediate 1:38.9 2:08.6 00:29.7 
6 Bakery Intermediate 2:08.9 2:44 00:35.2 
7 Children not in school Unidirectional 2:44.1 3:04.8 00:20.7 
8 Computer Room Panoramic 3:04.9 3:48 00:43.1 
9 Gym Panoramic 3:48.1 4:13.5 00:25.4 
10 Wrestling Intermediate 4:13.6 4:44.3 00:30.7 
11 Football Pitch Intermediate 4:44.4 5:33.1 00:48.7 
12 Family dinner Unidirectional 5:33.2 6:16.1 00:42.9 
13 Crowd of children Panoramic 6:16.2 6:41 00:24.8 
14 Sidra’s bedroom Unidirectional 6:41.1 6:55.6 00:14.5 
15 View of Camp Panoramic 6:55.7 7:25.3 07:25.3 
 3 
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Figure 2. Examples of unwrapped 360° video from each of the three categories used in the 1 
scene ISC analysis. 2 
Results 3 
Descriptive Statistics  4 
Table 2 shows the descriptive statistics for each group. Due to the directional nature of our 5 
statistics we present our data in the format recommended by Cremers and Klugkist (2018).  6 
As can be seen the mean directions (?̅?) for both pitch and yaw were further from 0 in the 7 
Tablet group compared to the HMD group, suggesting that the Tablet group deviated further 8 
from the starting position than the HMD group (see Table 1 and Figure 3). In addition, the 9 
Tablet group show a smaller mean resultant length (?̅?) for both yaw and pitch suggesting 10 
greater spread in the mean direction in the Tablet group than in the HMD group. Both groups 11 
also showed a smaller ?̅?⁡on the yaw compared to pitch axis.  12 
To further investigate these differences, we carried out separate Watson-Wheeler tests on the 13 
data from each axis in order to assess whether the distribution of ?̅?⁡between the device groups 14 
indicated that these group could be considered to be drawn from the same population. The 15 
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test for the pitch axis showed a significant difference in ?̅? distribution between the HMD and 1 
Tablet groups W(2) = 35.83, p < .001, η2 = 0.42. The test for the yaw axis also showed a 2 
significant difference in ?̅? distribution between the HMD and Tablet groups W(2) = 6.37, p = 3 
.041, η2 = 0.15. 4 
Figure 3. Plots showing the distribution of participants mean viewing direction (𝜃) across the 5 
whole viewing session for the pitch (top) and yaw (bottom) axes for the HMD (left) and 6 
Tablet (right) groups. 𝜃 values were organised in bins every 5°, longer lines from the centre 7 
represent a larger number of participants in that bin. 8 
To investigate whether the two device groups differed in their average GCD a Welch two 9 
sample t-test comparing the HMD and Tablet groups’ mean distance across the session. This 10 
revealed no significant difference between the HMD (Mean = 1.28, SD = 0.23) and tablet 11 
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(Mean = 1.39, SD = 0.30) groups, t(58.03) = -1.75, p = .086, η2 = 0.08. Levene’s test for 1 
homogeneity of variance indicated that there was no significant difference in variance 2 
between the two groups (F = 0.27, p = .607). 3 
Table 2. Descriptive statistics for viewing angle data with mean direction (?̅?), mean resultant 4 
length (?̅?), circular variance (Vm) and circular standard deviation (v) for each device. 5 
Axis Device ?̅? ?̅? Vm v 
Pitch 
HMD 9.22° .997 .003 1.84° 
Tablet 19.29° .996 .004 1.47° 
Yaw 
HMD 51.57° .919 .081 2.21° 
Tablet 66.48° .828 .172 2.03° 
ISC Analysis 6 
Inter-subject Correlation Across the 360° video  7 
To test whether our groups showed significant ISC, we first compared whether the mean 𝜌 8 
for GCD in each group differed from 0 using one sample t-tests. As Table 3 shows ISC for 9 
both devices was significantly greater than 0. 10 
To discover if ISC significantly differed between devices across the whole study, we ran a 11 
Welch two sample t-test comparing the ISC of the HMD and Tablet groups. This revealed a 12 
significant difference between groups, t(61.13) = 2.89, p = .005, η2 = 0.17, (see Figure 4).  13 
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Figure 4. A) Mean ISC across the whole viewing session across device. Clouds represent 1 
distribution, raindrops represent individual participants. B) Results of an analysis of ISC in 2 
10 second bins across the entire time period. Points represent mean ISC for the preceding 10 3 
seconds. Markers represent scene starts.  4 
 5 
 6 
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Table 3. Mean ISC and standard deviation (SD) along with the t statistic (t) and degrees of 1 
freedom (df) for one sample t-tests comparing against 0 for each group.  2 
Device Mean ISC SD t df 
HMD 0.219 .071 17.34 31 
Tablet 0.163 .081 9.88 31 
Inter-subject Correlation by Scene Type 3 
To investigate how directional cues within scenes affected ISC, we carried out a 2x3 4 
ANOVAs with device (HMD vs Tablet) as the between subject factor and scene category 5 
(Unidirectional vs Intermediate vs Panoramic) as the within subjects factor (see Table 4 and 6 
Figure 5).  7 
Table 4. Means and standard deviations of ISC across scene types, device and measure. Same 8 
letter superscripts represent a significant difference between devices within scene type and 9 
measure in post hoc t-tests of estimated marginal means, † indicates p < .01. 10 
Device Scene Type Mean ISC SD 
HMD 
Unidirectional .225†a .088 
Intermediate .152†b .089 
Panoramic .012 .023 
Tablet 
Unidirectional .151†a .012 
Intermediate .085†b .092 
Panoramic .030 .051 
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Figure 5. Mean ISC across scene type and device. Clouds represent distribution, raindrops 1 
represent individual participants. Uni equals Unidirectional, Int equals intermediate and Pan 2 
equals Panoramic.  3 
We found a significant effect of device, F(1,62) = 9.15, p = .004, ηp2 = 0.13, which was 4 
driven by higher ISC in the HMD group compared to the Tablet group. There was also a 5 
significant effect of scene type, F(1.82,113.04) = 74.09, p < .001, ηp2 = 0.54 which was 6 
driven by significantly higher ISC in Unidirectional scenes compared to Intermediate scenes, 7 
t(189) = -4.49, p < .001, and Panoramic scenes, t(189) = -10.70, p < .001 and significantly 8 
higher ISC in Intermediate scenes compared to Panoramic scenes, t(124) =-6.25, p < .001. 9 
There was also a significant interaction between device and scene type, F(1.62,100.42) = 10 
6.78, p = .002, ηp2 = 0.10. Holm corrected post hoc tests revealed that this interaction was 11 
driven by significantly greater ISC in Unidirectional scenes, for the HMD group compared to 12 
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the Tablet group, t(186) = 3.53, p = .001, and significantly greater ISC in Intermediate scenes 1 
for the HMD group compared to the Tablet group, t(186) = 3.19, p = .002. No significant 2 
difference was found in Panoramic scenes between HMD and Tablet groups, t(186) = -0.83, p 3 
= .405 .  4 
Inter-subject Correlation by Time Period Within Scene  5 
To investigate how the time period within scenes affected ISC, we carried out a 2x3 ANOVA 6 
with device (HMD vs Tablet) as the between subject factor and time period (Beginning vs 7 
Middle vs End) as the within subjects factor (see Table 5 and Figure 6).  8 
Table 5. Means and standard deviations of ISC across time periods, device and measure. 9 
Same letter superscripts represent a significant difference between devices within time period 10 
and measure in post hoc t-tests of estimated marginal means, ‡ indicates p < .001. 11 
Device Time Period Mean ISC SD 
HMD 
Start .206‡a .063 
Middle .050 .040 
End .051 .038 
Tablet 
Start .101‡a .081 
Middle .043 .049 
End .024 .039 
We found a significant effect of device, F(1,62) = 21.40, p < .001, ηp2 = 0.26, which was 12 
driven by higher ISC in the HMD group compared to the Tablet group. There was also a 13 
significant effect of time point, F(1.67,103.78) = 132.68, p < .001, ηp2 = 0.682, which was 14 
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driven by significantly higher ISC at the Start of scenes compared to in the Middle, t(189) = -1 
9.71, p < .001, or at the End, t(189) = -10.60, p < .001, of scenes. There was no significant 2 
difference between ISC in the Middle and End of scenes, t(189) = -0.84, p = .400. There was 3 
also a significant interaction between device and time point, F(1.67,103.78) = 21.36, p < 4 
.001, ηp2 = 0.26. Holm corrected post hoc tests revealed that this interaction was driven by 5 
significantly greater ISC at the Start of scenes for the HMD group compared to the Tablet 6 
group, t(186) = 7.75, p < .001. By contrast, in the Middle of scenes there was no significant 7 
difference in ISC between HMD and Tablet groups, t(186) = -0.53, p = .594. The difference 8 
in ISC between HMD and Tablet groups at the End of scenes approached significance, t(186) 9 
= 1.93, p = .055.  10 
Figure 6. Mean ISC across time point and device. Clouds represent distribution, raindrops 11 
represent individual participants.  12 
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Relationship between ISC and Engagement with the Documentary 1 
To discover if engagement scores significantly differed between devices, we ran a Welch two 2 
sample t-test comparing the HMD and Tablet groups on engagement. This revealed that 3 
participants reported significantly higher engagement in the HMD group (Mean = 28.25, SD 4 
= 4.67) compared with the tablet group (Mean = 23.47, SD = 7.06), t(61.13) = 2.89, p = .005, 5 
η2 = 0.17. 6 
We also investigated the relationship between engagement and ISC by running a regression 7 
analysis with engagement as the outcome variable and z-scored GCD as the predictor. A 8 
significant regression equation was found, F(1, 62) = 5.54, p = .022, with an R2 of 0.08. 9 
Participants’ predicted engagement is equal to 25.86 + 1.85 (ISC). Engagement increased 10 
1.85 for each SD increase in ISC. 11 
Discussion 12 
In this section we first discuss our findings and offer possible interpretations before moving 13 
on to discuss some of the limitations of the current study and possible directions for future 14 
research in this area. 15 
Our analysis of pitch and yaw data revealed significant differences in mean directions (𝜃) for 16 
both the pitch and yaw axis with significantly greater distribution of pitch and yaw 𝜃 in the 17 
Tablet group compared to the HMD group. This finding suggests that participants in the 18 
HMD group were more cohesive in their mean viewing direction while those in the Tablet 19 
group centred their viewing around a wider variety of points. In the yaw condition, the 20 
greater distribution of 𝜃 in the Tablet group may be due to the fact that the tablet was wireless 21 
- allowing full unencumbered rotational movement in 360° - whereas the HMD required a 22 
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cable connection to the testing laptop which may have led users to avoid excessive yaw 1 
rotation due to fear of becoming tangled in or pulling out the cable. When we converted pitch 2 
and yaw into a single measure of great circle distance however there were no significant 3 
differences between the groups in either their mean distance or the variance in mean distance. 4 
This suggests that, while participants’ mean viewing direction varied more in the Tablet than 5 
the HMD group, the average amount of distance that participants’ viewpoints moved from the 6 
reference point was not significantly different between devices. 7 
The overall inter-subject correlation (ISC) analysis revealed that ISC across both groups was 8 
significantly different from 0 indicating that the piece did elicit a level of attentional 9 
synchrony in both groups. Further, participants exhibited higher ISC in the HMD as 10 
compared to the Tablet condition. However, it should be noted that, while ISC in both 11 
conditions were significantly above 0, even the HMD ISC values were considerably lower 12 
than those found between adult humans in previous studies that investigated ISC for standard 13 
video watching (.219 for HMD in the current study compared to .597 in Franchak et al., 14 
2016; and .39 in Shepherd et al., 2010). This reduction in overall ISC may in part be due to 15 
the fact that, while previous studies directly measured gaze from eye tracking, the current 16 
study relied on head movement data alone. It may also, however, reflect the additional 17 
challenges that 360° video creates for coherent storytelling.  18 
In addition to examining attentional synchrony (AS) over the entire time course we also 19 
carried out two additional analyses. The first of these examined whether differences in the 20 
directionality of attentional cues in each scene encouraged greater AS. This analysis found 21 
that - perhaps unsurprisingly - participants showed the highest level of AS for scenes that had 22 
a single direction of focus, with decreased AS in intermediate scenes and the lowest value for 23 
panoramic scenes that lacked a clear direction. We also found an interaction between device 24 
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and scene, in which participants watching using an HMD showed higher AS than those 1 
watching using a Tablet for unidirectional and intermediate scenes but not for panoramic 2 
scenes. These findings suggest that HMD users are more responsive to directional cues within 3 
a scene than Tablet users, which may help to explain the overall increase in AS for those 4 
using HMDs. It is notable that in many of the directional scenes, the item of interest was a 5 
person or group of people which previous studies have shown act as strong attentional 6 
attractors (Birmingham et al., 2008, 2009; Williams et al., 2018).   7 
As well as investigating how the spatial properties of a scene affected AS we also 8 
investigated the influence of temporal properties on AS by comparing the average ISC of 10 9 
second periods at the start, middle and end of scenes. We found significantly greater AS at 10 
the beginning of scenes compared to in the middle or at the end. Again, this effect interacted 11 
with device type with a stronger effect of time point on AS in our HMD group compared to 12 
our Tablet group. The overall pattern of increased AS at the start of scenes is similar to 13 
previous findings from 2D film which suggest that AS declines over the course of a scene 14 
(Dorr et al., 2010). One explanation for this effect is evidence that, when viewing a new static 15 
or dynamic scene, gaze behaviour can be divided into two phases (Eisenberg & Zacks, 2016; 16 
Unema et al., 2005). First there is an ambient period, characterised by a reliance on input 17 
from peripheral vision and the rapid acquisition of low frequency information. This is 18 
followed by a focal period characterised by longer fixation on areas of high frequency 19 
information. It is likely that AS is higher during the more feature driven ambient period due 20 
to less room for individual differences in interests and motivations to interfere with the 21 
capture of visual attention by salient aspects of the scene.    22 
There are several explanations as to why watching 360° videos on a 2D display as opposed to 23 
HMD might act to weaken AS. First, unlike HMDs, which fully immerse the viewer within a 24 
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visual scene, 2D displays do not fully block out the external environment, which in the 1 
current case contained a significant number of different objects and a wide view of part of the 2 
Bath University campus. These additional visual features that were present for participants in 3 
the Tablet condition may have made them more likely to have been influenced by visual 4 
information not within the 360° video (Neumann & Moffitt, 2018) than were participants in 5 
the HMD condition.  6 
Second, the full visual immersion offered by HMDs means that more of the scene is seen in 7 
peripheral vision compared to a flat screen set up. Since peripheral vision is highly sensitive 8 
to motion cues (Strasburger et al., 2011) which have been shown to influence attentional 9 
control (Inoue et al., 2017), it is possible that viewers in a HMD will be more likely to 10 
respond to peripheral cues than will participants in a flat screen condition. The fact that our 11 
effects seemed to be particularly strong at the start of scenes suggests that the greater AS 12 
observed in the HMD group during these times is driven by access to saliency cues in 13 
peripheral vision that act to guide viewer’s attention toward salient features of the scene. On 14 
this account, greater access to these saliency cues in the HMD group would lead participants’ 15 
attention to move in a more synchronous manner during the early exploratory period within 16 
each scene (Serrano et al., 2018). Similarly increased peripheral vision might aid participants 17 
using an HMD in locating the salient areas within directional scenes.  18 
Our final analysis investigated the relationship between AS and participants’ rating of their 19 
engagement with the documentary. A linear regression found that ISC was a positive 20 
predictor of participants’ scores on the engagement questionnaire, suggesting that participants 21 
whose viewpoints overlapped more with those of their fellow participants found the 22 
documentary more engaging. This finding is important as it indicates that our measures of AS 23 
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substantially affect viewers' perceptions of the 360 piece and that increasing the amount of 1 
AS found among viewers could increase viewer enjoyment.  2 
In terms of implications our findings suggest several possible strategies for content producers 3 
seeking to maximise AS between viewers in VR. First, the finding of stronger AS for 4 
unidirectional compared to panoramic scenes suggests the value of avoiding visual “clutter” 5 
in non-relevant areas for scenes in which creators intend there to be only one area of interest. 6 
Second the findings of stronger AS at the beginning compared to the middle and end of 7 
scenes suggest that the content creator could benefit from adding scene transitions just prior 8 
to times when they want viewers’ attention to shift to a new location in the visual scene.  9 
Limitations 10 
Our study had several limitations in its design. First, we measured attentional direction based 11 
on the central point of the participant’s view rather than examining actual fixation data using 12 
eye-tracking. This means that we cannot be sure that our participants were fixating on the 13 
coordinates of the tracking data as opposed to moving their eyes to a different point within 14 
the visual scene. However, it should be noted that Sitzmann and colleagues (2018) 15 
investigated the amount of coupling between head and eye movements and found evidence of 16 
a strong correlation with head movements following eye gaze direction with an average delay 17 
of 58ms. They further demonstrated that head movement data alone predicted saliency as 18 
well gaze based predictors when viewing 360° scenes. These findings suggest that, at least 19 
within an HMD, viewing direction is a suitable proxy for eye-gaze.   20 
A second limitation of our study is that, as mentioned above, there were significant 21 
differences in the affordances of the two devices. The presence of the cable attaching the 22 
HMD to the laptop may have restrained participant movement in the yaw axis. This problem 23 
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could be overcome by use of the new generation of wireless headsets to test AS in future 1 
studies. A related issue is that the “magic window” set up of the tablet is not a particularly 2 
naturalistic way to watch 360° video on a tablet and may have limited viewers’ exploratory 3 
behaviour. On the other hand, had we allowed participants to explore the scene using finger 4 
movements (as most 360° video viewers for flat screens do) then there would have been even 5 
greater differences in visuo-motor affordances between the two devices than in the present 6 
setup. We would also note that the analyses showing modulation of AS by both the temporal 7 
and spatial properties of scenes were strongest in the HMD condition meaning that these 8 
findings have relevance for those working in VR content production independently of the 9 
comparison with other non-HMD formats.  10 
A final limitation of this study is that it is not clear the extent to which the different degrees 11 
of ISC seen in our results translate into actionable intelligence about the coherence of scenes 12 
or the effectiveness of attentional cueing. While this question will require further research 13 
looking specifically at ISC in 360 video to answer, we note that the positive relationship we 14 
found between ISC and engagement suggests that higher AS can positively affect viewers’ 15 
perceptions of 360 video. We also note that although our overall levels of ISC were lower 16 
than those found in previous studies that used ISC to study AS of gaze direction the 17 
differences in ISC found between the HMD and Tablet devices and between scene types and 18 
time periods on the HMD conditions were large suggesting that these factors are likely to 19 
play a meaningful role in modulating AS.  20 
Future Directions 21 
While our study offers an early step towards understanding AS in 360° video, there are 22 
several directions that future research could take. One obvious advance on the current study 23 
would be to directly collect gaze data in addition to head/tablet orientation in order to have a 24 
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more fine-grained measure of AS. Another potential future direction would be to manipulate 1 
the aspects of different scenes or pieces more systematically. For example, would a 2 
deliberately structured 360° video lead to stronger AS that an unstructured one? Do we see 3 
the same pattern of AS when observing landscape scenes as opposed to scenes populated with 4 
people? Another approach would be to use reverse correlation analysis (Hasson et al., 2004) 5 
in order to extract the time points that led to the greatest ISC. If this approach was combined 6 
with more quantitative measures of scene complexity and annotation it might yield additional 7 
insights into the scene features that promote AS in 360° video.    8 
Another question is how much the co-presence of viewers affects AS. Golland and colleagues 9 
(Golland et al., 2015) showed that watching a 2D film with another person increased the 10 
amount of ISC in physiological measures. While HMDs are a particularly solipsistic medium, 11 
the growing interest in VR cinema (Kil, 2018) raises the question of how much co-presence 12 
with others acts to synchronise attention. There are also questions as to how AS is related to 13 
measures of neural and physiological synchrony and to viewer enjoyment of (and immersion 14 
in) the piece, all of which are ripe for further investigation.  15 
Conclusion 16 
The rapid uptake of VR by producers of nonfiction reflects a fascination with the potential of 17 
360 media for viewer engagement. While VR allows viewers a novel freedom to find their 18 
own visual pathway through a given scene, at the same time producers have particular 19 
information that they need to convey. The power to elicit AS is often held up as a key 20 
indicator of a content creator’s ability to lead an audience through a narrative. In this paper 21 
we have shown that 360° video can elicit a degree of AS between viewers and that this effect 22 
is increased when the video is viewed via a HMD. This effect was greater for scenes with a 23 
clear direction of focus than for more panoramic scenes and greater at the onset of scenes 24 
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than at the middle or end. These insights may aid content producers as to how to ensure that 1 
they structure scenes such that viewers are most likely to see crucial features. Finally, we 2 
hope that showing the feasibility of this method of analysis encourages other researchers to 3 
consider applying a similar analysis to their own 360° video tracking data and help to develop 4 
an empirically informed “screen grammar” for virtual reality.   5 
Online Material 6 
The raw datafile and the R scripts used for the analyses reported in this study are available 7 
online at https://osf.io/axgb5/. 8 
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