Abstract-The performance of parareal-in-time algorithms is determined on the number of sequential, coarse step iterations. A common tradeoff in designing an efficient parareal-in-time algorithm is between accuracy of the coarse solver and the number of iterations. Traditional parareal implementation for the power system simulation can also have difficulties handling complex power systems. In this paper, we propose a Krylov subspace enhanced parareal algorithm to reduce the number of coarse iterations. The proposed approach is demonstrated on a single-machine-infinite-bus system and the IEEE 10-machine 39-bus system. Noticeable decrease of number of iterations is observed in both cases.
I. INTRODUCTION
The dynamic security assessment of a power system is based on the numerical solution of a set of differential algebraic equations representing the system. Faster simulations can benefit system operators and system planers. If the simulations could be executed faster than the real time events, system operators would be able to perform proactive controls based on the predicted system behavior. For system planers, faster simulation would enable more thorough and more frequent contingency screening.
There have been multiple approaches for speeding up the power system simulations by parallel computing. Studies in references [1] - [4] use the semi-analytical solution (SAS). The SAS is first developed and evaluated off line. At the on-line stage, the SAS can be broken into computing units and evaluated in parallel. Another venue for exploiting parallelism is spatial decomposition. A waveform relaxation based power system simulation proposed in [5] and [6] simulates different areas of a power system in parallel. However, the non-linear interactions between the power system components limit the extent for spatial parallelism. The computational effort is primarily determined by the desired time horizon, and the efficiency of time integration, which is sequential in the above methods. Parareal-in-time algorithm replaces sequential nature of time propagation by decomposition of time domain and concurrent solution propagation on time subdomains. The plain parareal algorithm was tested in [7] for power system simulation. To improve the performance of parareal, [8] and [9] investigate the benefit of utilizing reduced coarse model and embedding spatial decomposition in temporal decomposition, respectively.
Parareal algorithm performance is determined by the convergence of coarse iterations. As reported in [10] , when the number of global iterations equals the number of coarse intervals, the theoretical speed of parareal equals the sequential approach. This assumes that the coarse solution and communication time is negligible. In practice, a large percentage of the total time can be spent on calculating a coarse solution [9] . Some parareal approaches for Hamiltonian systems use solution space projections for improving convergence [11] . However, since power systems are very dissipative, that type of restriction is not applicable. We need to develop space reduction methods based on the power system characteristics for improving the method's performance.
Building a Krylov subspace using the coarse solution from the past iterations has been reported in [12] - [14] as an effective tool to speed up the convergence of parareal algorithm. The convergence accelerator improves the accuracy of the coarse solution to the level of fine solution by replacing the coarse propagation with the propagation of the basis of Krylov subspace using fine solver, which can be computed in parallel. In this paper, the plain parareal approach is augmented with a Krylov subspace accelerator to simultaneously improve the convergence rate and reduce the coarse time cost for power system simulation. Instead of discarding the coarse solutions from previous iterations, they are used to span a Krylov subspace. Then, the basis of the Krylov subspace is propagated by using the fine solver to create a new space to which the coarse solution of the latest iteration can be projected. The proposed approach improves the accuracy of the coarse propagation to the level of fine propagation and reduces the number of iterations. The coarse solver is only used in the first iteration. The subsequent coarse propagations are replaced by fine propagations of the Krylov subspace's basis. The fine propagations are independent tasks that can be distributed and concurrently computed on parallel processors.
The rest of this paper is organized as follows. Section II explains the basic parareal algorithm and the Krylov subspace enhanced parareal algorithm. Section III analyzes the relation between the evolution of the Krylov subspace and accuracy of the coarse solution using a single-machine-infinite-bus system (SMIB). Section IV compares the proposed algorithm with the basic parareal on the IEEE 10-machine 39-bus system. The conclusions and future work are given in section V.
II. KRYLOV SUBSPACE ENHANCED PARAREAL

A. Basic Parareal Method
The basic parareal algorithm is a variant of the multiple shooting method. It first generates N c seeds using a computationally cheap coarse solver (e.g. larger step size, lower integration order, simpler model.) 1 1 ( , , )
where 1 i+ q is the system state (seeds) obtained from coarse solver at time t i+1 , and Δt is the coarse solver integration stepsize.
Then, those seeds are propagated in parallel using a computationally more expensive fine solver.
where 1 i+ q % is the system state obtained from the fine solver at time t i+1 , and δt is the fine solver's integration step size.
At the beginning of the simulation, an initial solution is propagated using the coarse solver.
where the superscript denotes the iteration, and N c is the number of intervals for the coarse solver.
The initial coarse solution is concurrently propagated by a fine solver in each coarse interval. For the k-th iteration, the coarse solution is corrected as,
Once the difference between the coarse solution from the last iteration and the fine solution from the current iteration is smaller than a predefined threshold, the coarse solution converges.
The theoretical speedup is,
The coarse propagation in (4) is executed sequentially after the correction of the previous coarse solution. In practice, this is a significant part of the total time of the simulation.
B. Projection to the Krylov Subspace
Two subspaces are introduced. One is built from the coarse solutions, and the other is built from the fine solution (the last points of each fine trajectory, to be precise). The latter space is more effective for nonlinear systems.
Denote the space spanned from coarse solutions as,
Denote the space spanned from fine solutions as,
In the Krylov enhanced coarse correction step,
the basis of k S , 1 ,..., r s s will be used to calculate 
Note that
where:
In practice, i α does not need to be calculated explicitly.
The purpose of defining i α is to illustrate (12) .
The additional computation is equivalent to applying fine solver ( ) Instead of the correction step in (4), the new correction step with Krylov subspace based convergence accelerator is,
Since power systems are inhomogeneous, one more step is required to compensate the inhomogeneous input to the system (i.e. control reference input of power control devices) 1 ( , , )
The aforementioned procedure is designed for the linear system. Since for nonlinear system, 
C. Contruction of Krylov Subspace and Its Basis
The Krylov subspace is built by adding new vectors from new iterations of the coarse solution. Therefore, after the k-th iteration, the Krylov subspace is represented by matrix
The basis of K k can be calculated through singular value decomposition (SVD),
If the rank of U is r, then the first r columns of U form the basis of the vector space K k . The computation of SVD can be done by one of many fast large-scale SVD algorithms, such as the bi-diagonalization algorithm proposed in [15] .
D. Computational Structure
The proposed convergence accelerator requires marginal computational resources in the master processor. For example, the homogeneous propagation only needs to be executed once following the initial coarse propagation. The calculation of the basis is performed by fast SVD algorithms, as mentioned above. The proposed approach replaces the time consuming and sequential coarse propagation with a much cheaper coarse projection step, which improves the speed of every iteration significantly. The majority of the additional computation of propagating the basis of the Krylov subspace is performed by additional worker processors. In the case of modern HPC where the number of available worker processors is no longer a limiting factor, an increase in worker processors is an acceptable price to pay for the improvement of the coarse solution accuracy. A diagram of the parareal algorithm with the convergence accelerator (highlighted in red) and without it is presented in Fig. 1 . It can be seen that the proposed convergence accelerator can be implemented with the minimum modification to the basic parareal computational structure. 
III. RELATION BETWEEN THE GROWTH OF THE KRYLOV SUBSPACE AND CONVERGENCE RATE
The Krylov subspace-enhanced parareal is applied to the SMIB in (19), deliberately choosing a large coarse step size of 0.5s to reduce the accuracy of the coarse solver. The converged simulation result of rotor angle δ is shown in Fig. 2 . The plain parareal converges in 7 iterations and the parareal with Krylov subspace projection converges in 4 iterations. Fig. 4 shows that the error decreases much slower for the plain parareal algorithm. As discussed in section II, the reason is that the coarse propagation step of the plain parareal has a lower accuracy than the coarse projection step of the proposed approach.
s i n c o s
In terms of numerical accuracy, undamped system is more challenging to simulate, because the numerical error is maintained and accumulated without being reduced by the system damping. Moreover, the idea of Krylov subspace is proposed under linear system assumption and its performance may downgrade under large disturbance. To evaluate how the proposed convergence accelerator performs under such conditions, the D parameter in (19) is set to zero and a large disturbance to induce marginally stable oscillation is tested. As expected, both the plain parareal and the proposed approach take more iterations to converge. For this extreme case, the plain parareal outperforms the proposed approach. However, the proposed approach still provides accurate system response. The simulation results for rotor angle δ are shown in Fig. 6 and the numbers of iterations required are listed in TABLE I.
In contingency screening applications, one more procedure can be added to help making the decision of whether the plain parareal or the proposed approach should be applied to a specific contingency as shown in Fig. 5 . This step checks the initial coarse propagation given by (3): if its rotor angle is larger than a certain threshold, then the plain parareal should be used; otherwise, the proposed approach should be used. Since there is only a small number of such extreme cases in real life operation studies, the proposed approach can still benefit the simulation of the majority of contingencies. (rad) Fig. 6 . Rotor angle simulation result from the Krylov subspace-enhanced parareal approach for the undamped system under large disturbance.
IV. CASE STUDY
To show the generality of the proposed approach, it is tested on the IEEE 10-machine 39-bus system. All generators are represented by the classical model. A 3-phase bus fault is applied at bus 1 and cleared after 10 cycles. The fine step size is 0.01 s and the coarse step size is 0.1 s. The simulation result for the rotor speed deviations is shown in Fig. 7 . The error comparison of both the plain parareal and the proposed approach is shown in Fig.8 . The proposed approach only takes 4 iterations compared to 8 iterations required for the plain parareal to achieve the same level of accuracy.
V. CONCLUSIONS
This paper investigates the Krylov subspace based convergence accelerator for parareal-in-time power system simulations. The proposed approach is able to reduce the number of iterations for the parareal algorithm significantly when the system is not close to its stability margin and replace the time consuming sequential coarse propagation with coarse projection. A computational structure of the Krylov subspaceenhanced parareal and a contingency screening procedure are proposed. In future work, more realistic models of power system devices will be considered and the time performance improvement will be evaluated in a parallel computing environment.
