Biogeography-based optimization (BBO) is an evolutionary optimization algorithm that uses migration to share information among candidate solutions. One limitation of BBO is that it changes only one independent variable at a time in each candidate solution. In this paper, a linearized version of BBO, 
Introduction
Evolutionary algorithms (EAs) have demonstrated their effectiveness over the last few decades as powerful optimizers for difficult, nonlinear, multimodal optimization problems (Eiben and Smith 2010) . EAs are generally, but not always, based on some natural process. Some popular researchers have hybridized BBO with other EAs, including DE (Boussaid et al. 2011) , PSO (Kundra and Sood 2010) , and oppositional learning (Ergezer et al. 2009 ).
However, in spite of these and other improvements, BBO still changes only one independent variable at a time in its candidate solutions. This is explained in more detail in Section 2, but the important point to note here is that this single-feature-migration property of BBO can result in poor performance on non-separable problems. A non-separable problem is one whose fitness depends on combinations of variables, rather than on individual variables. Many real-world problems are non-separable and so this shortcoming of BBO must be addressed to make it more applicable. In this paper we modify BBO to obtain an algorithm called linearized BBO (LBBO) that is intended to improve BBO's performance, especially on non-separable problems.
Section 2 gives an overview of standard BBO. Section 3 extends the BBO algorithm to LBBO and augments with the algorithm with several additional features, including local search and re-initialization. Section 4 discusses our experimental setup for the evaluation of LBBO and compares it with other state-of-the-art EAs. The results show that LBBO performs particularly well on high-dimensional real-world problems and on certain types of multimodal problems, is insensitive to whether or not the solution lies on the search domain boundary, is insensitive to whether or not the global optimum lies in a wide or narrow basin, and is insensitive to whether or not the global optimum lies within or outside of the initialization domain. Section 5 presents a sensitivity study of the contributions of the various components of LBBO, and especially shows the importance of gradient descent (local search). Section 6 provides some concluding comments and suggestions for further research.
Biogeography-Based Optimization (BBO)
This section gives an overview of the standard BBO algorithm. BBO is a population-based optimization method where each candidate solution is called a habitat. Each habitat has a habitat suitability index (HSI), which corresponds to the fitness of a solution. A good solution is like a habitat with a high HSI (a habitat with large number of species) while a bad solution is like a habitat with a small HSI (a habitat with small number of species). Good solutions tend to share their features with other solutions, while bad solutions are more likely to accept features from other solutions. Each solution y k in BBO has two parameters, the immigration rate λ k and emigration rate µ k , where λ k is inversely proportional to the fitness of y k while µ k is proportional to the fitness of y k . Both λ k and µ k ∈ [0, 1]. Thus, good solutions have low λ and high µ, while bad solutions have high λ and low µ. BBO consists of two main steps: migration and mutation.
Migration (or information sharing)
For each solution, y k , the immigration rate λ k is used to probabilistically decide whether to immigrate to that solution or not. This is described in Algorithm 1. Algorithm 1: BBO migration decision. y k is the k-th candidate solution. r is a random number taken from a uniform distribution on (0,1). λ k ∈ [0, 1] is immigration rate and is described in Equation (3).
If we decide, based on Algorithm 1, to immigrate to y k , then the emigrating solution y j is chosen probabilistically (e.g., using roulette wheel selection) using the emigration rates of the entire population:
Prob(emigration from y j ) = 
where N is the population size. Migration is defined by
where is a solution feature (that is, one component of a solution). There are several migration models for λ and µ (e.g., linear, quadratic, sinusoidal and generalized sinusoidal). According to Ma and Simon (2011a) , the generalized sinusoidal model generally performs better than the other models on 23 benchmark functions. Hence, the generalized sinusoidal model is used in this study:
where fitness f is normalized to [0, 1] , and β = −π / 2, as recommended by Ma and Simon (2011a) . The normalization is done by first using a rank-based fitness assignment. Thus, for a population size of N, the fitness values are normalized to 1/(N+1), 2/(N+1), …, N/(N+1).
Mutation
The mutation operator randomly modifies a solution feature. Mutation adds diversity to the population. In this study, mutation is done for each feature of each solution as described in Algorithm 2.
Algorithm 2: BBO mutation. y k,s is the s-th independent variable in the k-th candidate solution. r ~ U(0,1) − that is, r is a random number taken from a uniform distribution on (0,1). p m ∈ [0, 1] is the user-specified mutation rate, and L s and U s are the minimum and maximum allowed values for feature s, respectively.
One iteration of BBO is described in Algorithm 3 (Ma and Simon 2011a) . Migration and mutation of the population take place before any solution is replaced, which requires the use of temporary population Z in the algorithm. In addition, elitism is typically used where the best two solutions are kept from one generation to the next.
For each solution y k , define λ k and µ k based on fitness f (y k ), where 
Linearized BBO (LBBO) with Local Search and Re-initialization
This section introduces several new components to BBO. One drawback of BBO is that it treats each solution feature independently − that is, it is not rotationally invariant. This means that BBO generally performs poorly when applied to non-separable functions. To address this drawback, BBO migration is linearized in Section 3.1 to make it more rotationally invariant (note that perfect rotational invariance is not possible unless the search space is a hypersphere).
Another weakness of BBO is its local search ability, and so we describe the addition of gradient descent to BBO in Section 3.2. Next, since many real-world optimization solutions lie on constraint boundaries, we add boundary search in Section 3.3. Next, in order to systematically cover the search space, we add a global grid search strategy in Section 3.4. Next, in order to systematically cover the search space in a region near the current best individual, we add a Latin hypercube search strategy in Section 3.5. Finally, we include re-initialization and restart strategies in Sections 3.6 and 3.7.
LBBO Migration
For each solution, z k , the immigration rate λ k is used to probabilistically decide whether to immigrate or not. If we decide to immigrate, κ emigrating solutions are probabilistically chosen using their emigration rates, where κ ∈ [1, N ] is a randomly-selected parameter. The solution z k is linearly combined with the κ emigrating solutions such that z k moves towards each emigrating solution y j in an amount that is proportional to its emigration rate :
Thus, an immigrating solution moves toward emigrating solutions with an amount of change that is proportional to the fitness of the emigrating solutions (as determined by µ). The linearized migration method is described in Algorithm 4.
For each solution z k
Use λ k to probabilistically decide whether to immigrate to z k
If immigrating then
For i = 1 to κ 
Gradient Descent
LBBO is augmented in this paper with several local search operators to improve its performance as it nears the global optimum. LBBO, like many EAs, is primarily intended for global search. It is therefore effective at finding the neighborhood of the global optimum, but has difficulty in homing in on the exact optimum. We implement gradient descent as shown in Algorithm 5.
Perform gradient descent on the N g best individuals End if Algorithm 5: Local search using gradient descent. See Section 3.2 for a discussion.
Algorithm 5 shows that gradient descent is activated under two conditions. 1. FE is the current number of function evaluations that have been performed so far, and FE max is the maximum function evaluation limit. α ∈ [0,1] is a factor that determines when gradient descent is activated. We typically use α = 1/2 so that gradient descent is activated whenever we have used up 50% or more of our allotted function evaluations.
2. fmin(g) is the minimum function value obtained by LBBO during the g-th generation. The quantity f min (g+1) − fmin(g)) / fmin(g) indicates the relative improvement in the best function value found by LBBO from the g-th generation to the (g+1)-st generation. ε 1 is a threshold that determines when gradient descent is activated. This condition assumes that the cost value f (⋅) is positive for all candidate solutions. We typically use ε 1 = 0.1 so that gradient descent is activated whenever the best individual in the population improves by less than 10% from one generation to the next.
Algorithm 4 shows that we implement gradient descent on the N g best individuals. We typically use N g = 2. We use the fmincon function in the MATLAB ® Optimization Toolbox TM to implement gradient with the following tuning parameters:
• Termination tolerance on the function value: TolFun = e / 100, where e is the admissible function error that defines optimization success (see Section 4) • Maximum allowable function evaluations: MaxIter = 1000
• Termination tolerance on the independent variable: TolX = 10 
Boundary Search
Many real-world optimization problems have their solution on the boundary of the search space. This is not surprising because, for example, we normally expect to obtain the best engineering design, allocation of resources, or other optimization goal, by using all of the available energy, or force, or some other resource (Bernstein 2006) . This idea has given rise to the approach of searching the constraint boundary for the solution to constrained optimization problems (Leguizamon 2009).
We implement boundary search in LBBO as follows. If any of the dimensions of the best individual in the population are within a certain threshold of the search space boundary, then we move that dimension to the search space boundary and perform local search (gradient descent) on the other dimensions. This idea is shown in Algorithm 6.
Algorithm 6: Boundary search combined with gradient descent. See Section 3.3 for a discussion.
Algorithm 6 shows that boundary search is implemented under similar conditions as gradient descent in Algorithm 5. That is, boundary search is implemented whenever the best individual in the population improves by a factor of less than ε 2 from one generation to the next. We typically set ε 2 equal to the computer precision so that boundary search is implemented only if the best individual does not improve at all from one generation to the next. We implement boundary search for the best N s individuals, and we typically use N s = 2. If any independent variable of the 2 best individuals is within a factor of α s of the upper boundary of the search domain, we set that independent variable equal to the upper boundary. Similarly, if any independent variable of the 2 best individuals is within a factor of α s of the lower boundary of the search domain, we set that independent variable equal to the lower boundary. Then we perform gradient descent on those individuals. However, we only perform gradient descent on dimensions that are not equal to a search space boundary.
Global Grid Search
The next type of search that we implement is a global grid search. This search systematically covers the search space, and is shown in Algorithm 7. Algorithm 7 shows that global grid search is implemented under similar conditions as gradient descent in Algorithm 5 and boundary search in Algorithm 6. That is, global grid search is implemented whenever the best individual in the population improves by a factor of less than ε 3 from one generation to the next. We typically set ε 3 equal to the computer precision so that global grid search is implemented only if the best individual does not improve at all from one generation to the next. We implement global grid search for the best N o individuals, and we typically use N o = 2.
Algorithm 7 shows that for the best N o individuals, we increment or decrement each independent variable by a specific fraction α o of the search space size. We typically use α o = 0.1.
With this setting, global grid search decreases the value of a given dimension of z k by an increment equal to 10% of the search space size, one increment at a time, until the dimension reaches the lower boundary of the search space. Global grid search then increases the value of a given dimension until it reaches the upper bound of the search space. Global grid search performs this process for each dimension, and replaces the individual with the best value that it finds.
Latin Hypercube Search
Latin hypercube sampling divides a domain into intervals in each dimension, and then places sample points in such a way that each interval in each dimension contains only one sample point (Simon 2013, Example 21.2 ). This idea is illustrated in Figure   Figure We perform Latin hypercube sampling every G L generations around the current best individual in the population if we are getting close to the optimum. We perform this search under the following conditions. Both conditions must be satisfied before we perform he best individual in the population has a cost that is less than βe, where e is the function value required for success (see Section 4), and β is a scale factor. Note that this requires that what function value is required for success. We typically set
The best individual in the population is not improving sufficiently fast. That is,
is the cost function value of the best individual in the population, and relative tolerance. We typically set ε 4 = e, where e is the function value required for success divides a domain into intervals in each dimension, and then places sample points in such a way that each interval in each dimension contains only one sample point dimensional search space. dimensional search space.
sampling can sometimes capture the unpredictable, unknown nature of a Also, Latin hypercube sampling is more efficient than where each sample points; but with Latin hypercube generations around the current best individual in the population if we are getting close to the optimum. We perform this search each . Both conditions must be satisfied before we perform is the function Note that this requires that typically set G L = 10 and β
is the cost function value of the best individual in the population, and ε 4 is a is the function value required for success
We perform a Latin hypercube search within a domain of size α L (U−L) that is centered at the best individual in the population, where U and L are the upper and lower search space bounds, and α L defines the relative size of the hypercube within which we search. We typically set α L = 1/50. We divide each dimension of the search space into n evenly-spaced points within the search range, and then find n search points within the search range. We typically set n = 1000.
We then perform gradient descent on the best n L of those individuals, where we typically set n L = 10. We combine these individuals with the N-member population to obtain a temporary population size of N+n L . We then use the best N of these individuals as the population of the next generation.
Re-initialization
Every N r function evaluations, we perform a partial re-initialization. Given that the population size is N, we generate N new random individuals, along with two individuals at each extreme of the search domain. This gives us a temporary population size of 2N+2. We then select the best N individuals out of these 2N+2 individuals for the next generation. We typically set N r = 1000.
With a population size of 50, this typically works out to once every 20 generations.
Restart
If, after all of the search strategies, the population is still not improving, we start over. That is, we discard the entire population and restart with a randomly-generated population.
The LBBO algorithm, including all of the new components discussed in the preceding sections, is summarized in Algorithm 8. As with standard BBO, elitism is typically used where the best two solutions are kept from one generation to the next. 
Simulation Results
This section presents LBBO simulation results. 
Simulation Setup for the 2005 CEC Benchmarks
We test the performance of the proposed LBBO method on the 23 non-noisy benchmark functions from the 2005 CEC (F1−F25, excluding noisy benchmarks F4 and F17). We do not test on the noisy benchmark functions because we have not included any noise-handling capabilities in LBBO. For details about these functions, the reader is referred to .
We limit each simulation to 10,000D function evaluations (FEs), where D is the problem dimension (either 10 or 30). We use a population size of 50, we run 25 Monte Carlo simulations (i.e. independent runs) for each benchmark, we use a mutation probability p m = 0.01, and the LBBO parameter κ is an integer that is randomly distributed between 1 and D for each migration (see Algorithm 4). We implement elitism by retaining the top two solutions for the next generation. We implement the LBBO code in MATLAB, and we generator random numbers with the default random number generator, which is the Mersenne Twister algorithm (Matsumoto, 1998 We compared LBBO algorithms to the 11 algorithms that were accepted for the 2005 CEC competition, which we refer to as the baseline algorithms.
1. BLX-GL50, which is a two-sex GA with unique crossover operators (Garcia-Martinez 2005) 2. BLX-MA, which is an adaptive memetic algorithm (Molina 2005) 3. CoEvo, which is a co-evolutionary algorithm (Posik 2005) 4. DE, which is differential evolution (Rönkkönen 2005) 5. DMS-L-PSO, which is a multi-swarm particle swarm method 6. EDA, which is an estimation of distribution algorithm (Yuan 2005) 7. G-CMA-ES, which is a covariance matrix adaptation evolution strategy (Auger 2005a) 8. K-PCX, which is an amalgamation of various EA strategies (Sinha 2005) 9. L-CMA-ES, which is another covariance matrix adaptation evolution strategy (Auger 2005b) 10. L-SaDE, which is an adaptive differential evolution algorithm (Qin 2005) 11. SPC-PNX, which is a continuous genetic algorithm (Ballester 2005) We collected benchmark performance data for these EAs from the above references and from (Hansen 2006) . As in the 2005 CEC competition, we rank the algorithms based on the number of problems that they solve at least once out of 25 Monte Carlo simulations. In case of a tie, the algorithm that is successful more often is better. Each cell in Table 1 corresponds to a given algorithm and a given benchmark function, and contains two numbers whose meaning depends on whether or not the algorithm successfully solved the benchmark.
10-Dimensional Results for the 2005 CEC Benchmarks
• If the algorithm was successful in solving the problem at least once out of 25 simulations, then the number of successes is in parentheses. The number outside of the parentheses is the average number of function evaluations required to achieve success divided by the success rate for that benchmark, normalized to the best algorithm. Note that these values are less than 1 for LBBO functions F 2 and F 3 because LBBO performed better than the best 2005 CEC algorithm for those functions.
• If the algorithm was not successful even once in solving the benchmark, then the number in square brackets indicates the performance rank of the algorithm for that particular problem, out of a total of 12 algorithms. The number outside of the parentheses or brackets in each cell shows the normalized function value that was achieved by the algorithm, averaged over 25 Monte Carlo simulations. Table 1 shows that LBBO is able to solve all five of the unimodal benchmarks; however, six other algorithms are also able to solve all of the unimodal benchmarks, and all six of them perform better, on average, than LBBO. On the other hand, LBBO is the best algorithm for the F 2 and F 3 benchmarks. Table 4 shows the results of LBBO and the baseline algorithms on the 30-dimensional unimodal problems. For a more detailed discussion of the meaning of the data in the table, see the beginning of Section 4.2. Some of the data is missing in Table 4 because it was not reported in the references listed in Section 4.1. 
30-Dimensional Results for the 2005 CEC Benchmarks

Discussion of the Results for the 2005 CEC Benchmarks
The results of the previous sections reveal some interesting characteristics of LBBO.
• In general, LBBO performs well on unimodal benchmarks. It ranked only seventh out of 12 algorithms for the 10-dimensional problems, but it ranked third out of 12 for the 30-dimensional problems. In addition, it obtained the best performance on two of the five problems in 10 dimensions, and on four of the five problems in 30 dimensions.
• LBBO performs particularly well for multimodal benchmarks with known solutions. LBBO ranks third out of 12 algorithms for the 10-dimensional problems, and second out of 12 algorithms for the 30-dimensional problems. This implies that LBBO is suitable for multimodal problems that are not too difficult.
• LBBO's performance was mediocre for the unsolved multimodal problems.
LBBO ranks only sixth out of 12 algorithms for the 10-dimensional problems, and eighth out of 10 algorithms for the 30-dimensional problems. This implies that LBBO may not be the best choice for extremely difficult, multimodal problems.
However, we will see in the following section that this does not imply that LBBO is unsuitable for real-world problems. The unsolved multimodal problems may be artificially difficult, and may therefore not be a good indication of real-world performance.
• Next we compare LBBO performance on F 9 with F 10 (a rotated version of F 9 ), and F 15 with F 16 (a rotated version of F 15 ). LBBO ranks first on the non-rotated functions F 9 and F 15 in both 10 dimensions and 30 dimensions. However, LBBO only ranks eighth or ninth on the rotated versions F 10 and F 16 . Superficially, this may lead one to conclude that LBBO does not perform well on rotated functions.
However, a rotated function may be quite different than its original version, and so the comparison of performances may not be meaningful. For example, the solution of the 10-dimensional Rastrigin benchmark F 9 is within the search space, but the solution of the rotated version F 10 is outside the search space. Also, since we obtain F 10 by rotating F 9 with rotation matrix M, that means we can obtain F 9 by rotating F 10 with rotation matrix M −1 . Therefore, in general, it is not meaningful to say that an optimization algorithm performs well, or poorly, on rotated functions. In other words, there are exactly the same number of functions for which rotation deteriorates the performance of an algorithm, as there are functions for which rotation improves the performance.
• LBBO performs just as well on functions whose solution lies on the search domain boundary, as on functions whose solution lies within the boundary. F 20 is a version of F 18 with the global optimum on the domain boundary. In both 10 and 30 dimensions, LBBO performed slightly better on F 20 than it did on F 18 . LBBO's slightly better performance on F 20 may be due to the boundary search logic described in Section 3.3.
• LBBO performs just as well on functions with narrow optimum basins as on functions with wider basins. F 19 is a version of F 18 with a narrow global optimum basin. In both 10 and 30 dimensions, LBBO performed slightly better on F 19 than it did on F 18 . LBBO's slightly better performance on F 19 may be due to the local gradient search logic described in Section 3.2.
• LBBO performs just as well on functions whose optimum is outside the initialization domain, as on functions whose optimum is within the initialization range. F 25 is a version of F 24 with its optimum outside the initialization range. In both 10 and 30 dimensions, LBBO performed about the same on F 25 as it did on F 24 . This may be due to several factors. First, the migration logic of Equation (4) allows an LBBO offspring variable to move outside of the range of its parents. Second, the mutation described in Section 2.2, and the Latin hypercube search and re-initialization described in Sections 3.5 and 3.6 respectively, are allowed to search outside the initialization boundaries for functions whose optimum is known to lie outside those boundaries.
2011 CEC Benchmarks
Next we test the performance of the proposed LBBO method on the 22 real-world benchmark functions from the 2011 CEC. These problems include a parameter estimation problem for frequency-modulated sound saves (T 1 ); a Lennard-Jones potential problem (T 2 ); a bifunctional catalyst blend control problem (T 3 ); a stirred tank reactor control problem (T 4 ); two Tersoff potential minimization problems (T 5 and T 6 ); a radar polyphase code design problem (T 7 ); a transmission network expansion problem (T 8 ); a transmission pricing problem (T 9 ); an antenna array design problem (T 10 ); two dynamic economic dispatch problems (T 11.1 and T 11.2 ); five static economic dispatch problems (T 11.3 −T 11.7 ); three hydrothermal scheduling problems (T 11.8 −T 11.10 ); and two spacecraft trajectory optimization problems (T 12 and T 13 ). The dimensions of these problems range from a minimum of 1 to a maximum of 216. The benchmarks include unconstrained problems, equality-constrained problems, and inequality constrained problems. Constraints are augmented to the cost functions as penalty terms. For details about these functions, the reader is referred to (Das and Suganthan 2010) . As in the 2011 CEC, in this paper we limit each simulation to 150,000 function evaluations. LBBO parameters are the same as those described at the beginning of Section 4.1.
We compared LBBO algorithms to the 14 algorithms that were accepted for the 2011CEC competition.
1. GAMPC, which is a GA with multi-parent crossover (Elsayed, Sarker, and Essam 2011a) 2. SAMODE, which is differential evolution with a mixture of search operators (Elsayed, Sarker, and Essam 2011b) 3. ENSDE, which is ensemble-based differential evolution (Mallipeddi and Suganthan 2011) 4. EADEMA, which is a hybrid of a memetic algorithm and a differential evolution variant (Singh and Ray 2011) 5. AdapDE, which is adaptive differential evolution (Asafuddoula, Ray, and Sarker 2011) 6. EDDE, which is a hybrid of estimation of distribution and differential evolution (Wang, Li, and Zhang 2011) 7. OXDE, which is differential evolution with orthogonal crossover (Li and Yin 2011) 8. DERHC, which is a hybrid of differential evolution and random hill climbing (LaTorre, Muelas, and Pena 2011) 9. RGA, which is a real-coded GA (Saha and Ray 2011) 10. CDASA, which is an ant system (Korosec and Silc 2011) 11. mSBXGA, which is a GA with simulated binary crossover (Bandaru, Tulshyan, and Deb 2011) 12. DEcr, which is differential evolution with adaptive crossover and local search (Reynoso-Meza, Sanchis, Blasco, and Herrero 2011) 13. WIDE, which is a hybrid of invasive weed optimization and differential evolution (Haider et al. 2011) 14. ModDELS, which is differential evolution with local search (Ankush et al., 2011) We collected benchmark performance data for these EAs from (Suganthan 2011a) . As in the 2011 CEC competition, we ran 25 Monte Carlo simulations of LBBO for each benchmark, and then ranked all of the algorithms based on both the best cost achieved out of 25 simulations, and the average cost achieved over 25 simulations. Tables 7 and 8 show the results. Note that the rankings in these tables differ slightly from those reported in (Suganthan 2011b) . This is because we used all reported significant digits in determining the rankings reported in this paper, whereas (Suganthan 2011b) rounded the results to a given number of significant digits for each benchmark. Table 7 shows that in terms of the best cost achieved, LBBO performs third best out of 15 algorithms. Table 8 shows that in terms of the average cost achieved, LBBO performs fourth best. Tables 7 and 8 show that LBBO performs relatively poorly on benchmarks T 1 , T 10 , T 11.9 , and T 11.10 . LBBO's poor performance on T 1 could simply be a matter of reporting precision. The best seven algorithms reported a best cost of exactly 0 for T 1 , while LBBO reported a best cost of 1.83×10 −15 . So although it appears from Tables 7   and 8 that LBBO has poor performance on T 1 , its performance may be identical to the best for all practical purposes. We see a similar phenomenon with T 10 . However, LBBO's poor performance on T 11.9 and T 11.10 is more difficult to explain. LBBO clearly performs poorly on these two benchmarks, with average costs of 2.2×10 6 and 1.8×10 6 respectively, compared to average costs by the best algorithm (DEcr) of 9.3×10 5 and 9.2×10 5 respectively. T 11.9 and T 11.10 are hydrothermal scheduling problems, but so is T 11.8 , for which LBBO attained the best ranking. Tables 7 and 8 shows that LBBO performs exceptionally well on benchmarks T 11.1 , T 11.2 , T 11.5 , T 11.6 , T 11.7 , and T 11.8 , where LBBO's performance ranks at the top in terms of both the best cost attained and the average cost attained. In general, these six benchmarks have the common feature of high dimensionality, with problem dimensions of 120, 216, 15, 40, 140, and 96 respectively. These problems include the ones with the highest, third highest, fourth highest, and fifth highest dimensions. Also, LBBO performs third best (on average) on the problem with the second highest 25 dimension (T 9 ). So in general, LBBO performs very well on high-dimension problems.
Another common feature of the benchmarks for which LBBO performs well is inequality constraints. 
The Relative Importance of LBBO Components
Section 3 shows that LBBO includes seven components that are added to BBO: migration (Section 3.1), gradient descent (Section 3.2), boundary search (Section 3.3), local grid search (Section 3.4), Latin hypercube search (Section 3.5), re-initialization (Section 3.6), and restart (Section 3.7). The issue that we address in this section is the relative importance of each of these components.
First we run LBBO with all seven components except the first one; that is, we replace the unique LBBO migration logic of Section 3.1 with the standard BBO migration logic of Section 2.1. Next, we run LBBO with all seven components except the second one; that is, we skip the gradient descent logic of Section 3.2. In general,
we run LBBO with all seven components except the n-th one for n ∈ [1, 7].
We repeated the 10-dimensional benchmark tests of Section 4.2 under these conditions. Results for the unimodal problems, the solved multimodal problems, and the unsolved multimodal problems are shown in Tables 9−11 Tables 9−11 show that the worst-performing algorithm is LBBO without gradient descent. This means that gradient descent is the most important feature of our LBBO algorithm. We conclude that LBBO is ineffective unless it is augmented with a local search method such as gradient descent.
Tables 9−11 also show that some of the algorithms perform better than LBBO on certain benchmarks. For instance, LBBO without local search performs better than LBBO on F 2 , F 3 , and F 6 ( Table 9 ). Several of the LBBO modifications perform better than LBBO on certain multimodal functions (Tables 10 and 11 ), although LBBO still performs best overall.
In general, we conclude that gradient descent is the most important feature of LBBO. For the most simple functions like the unimodal functions of Table 9 , all of the features are of secondary importance compared to gradient descent. For solved multimodal functions (Table 10) , the restart and local search features are also important features, but still less important than gradient descent. For the most difficult problems (the unsolved multimodal functions of Table 11 ), all of the LBBO features appear to be important except Latin hypercube search and periodic re-initialization.
Conclusions and Future Work
A linearized version of BBO, LBBO, was introduced in this paper. LBBO modifies the BBO migration operator to reduce rotational variance. In addition, we included global and local search operators, along with re-initialization logic, to improve Tables 9−11 showed that local search is the most important new component that we added to BBO to obtain LBBO. We used gradient descent as a default local search operator, but our results indicate that it may be fruitful to experiment with other local search operators to improve LBBO performance.
One area in which LBBO fell short was its performance on extremely difficult (unsolved) multimodal problems, including highly non-separable problems. This reveals an area where LBBO could be improved. Other future work could include testing on additional benchmark functions, testing with higher dimensions, noise handling, comparing LBBO with additional EAs, and hybridizing LBBO with other successful EAs. The MATLAB software that we used to generate the results in this paper is available at http://academic.csuohio.edu/simond/bbo/linearized.
