Abstract-This paper presents an efficient algorithm for find ing the dominant trapping sets of a low-density parity-check (LOPC) code. This algorithm can be used to estimate the error ftoor of LOpe codes or to be part of the apparatus to design LOpe codes with low error ftoors. The algorithm is initiated with a set of short cycles as the input. The cycles are then expanded recursively to dominant trapping sets of increasing size.
I. INTRODUCTION
E STIMATING the performance of low-density parity check (LDPC) codes in the error floor region and the design of LDPe codes with low error floors have attracted a great amount of interest in recent years. The performance of LDPe codes under iterative decoding algorithms in the error floor region is closely related to the structure of the code's Tanner graph. For the binary erasure channel (BEC), the problematic structures are stopping sets [5] . In the case of the binary symmetric channel (BSC) and the additive white Gaussian noise (AWGN) channel, the error-prone patterns are called trapping sets [16] , near codewords [12] or pseudo code words [21] . Among the trapping sets, the so-called elementary trapping sets are shown to be the main culprits [16] , [8] , [2] , [14] , [7] , , [26] . Related to this, it is demonstrated in [3] that for some structured LDPe codes decoded by soft-decision algorithms over the AW GN channel, a subset of trapping sets, called absorbing sets, determine the error floor performance. In fact in an overwhelmingly large number of cases, dominant absorbing sets appear to be elementary trapping sets.
Regardless of differences in the graphical structure of problematic sets that dominate the error floor performance of LDPe codes, finding these sets in general is a hard problem, see, e.g., [15] , [9] , [10] , [22] , [11] . The complexity of the exhaustive brute force search method for finding problematic structures of size t in a code of length n is proportional to (1) , which becomes quickly infeasible as nand t increase (e.g., for t = 10 and n = 1000, ergO) � 2.6 x 10 23 ). Efficient search algorithms have been devised to find small (dominant)
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97B-I-4244-xxxx -x/10/$26.00 ©2010 Crown stopping and trapping sets [17] , [22] , [2] , [18] , [24] , [23] . The reach of these algorithms however is still very limited. For example, the complexity of the algorithm of [22] , [23] is only affordable for codes with lengths up to rv 500. Even for these lengths, the algorithm can only find trapping sets of maximum size 11 with only one or two unsatisfied check nodes. This is while for many codes, some of the dominant trapping sets may have larger size and/or more than two unsatisfied check nodes. It is therefore important to look for more efficient algorithms to find the problematic structures that dominate the error floor performance of LDPe codes.
In this paper, we study the problematic graphical structures that dominate the error floor performance of LDPe codes, collectively referred to as trapping sets, and demonstrate that they all contain at least one short cycle. By examining the relationships between cycles and trapping sets, we devise an efficient algorithm to find dominant trapping sets of an LDPe code. The algorithm is initiated by a set of short cycles as input. Each cycle is then expanded recursively to trapping sets of increasing size in a conservative fashion, i.e., the expanded sets all have the smallest size larger than the size of the current set, and each of them will be used as a new input to the next step of the algorithm. The algorithm is applicable to any Tanner graph (structured or random) and can be tailored to find a variety of graphical structures, such as elementary trapping sets and absorbing sets among others. Results on several LDPe codes verify the high efficiency and accuracy of the proposed algorithm. For example, for the tested codes, the search speed is improved by a factor of 10 to 20 compared to the impulse technique of [2] .
The remainder of this paper is organized as follows. Basic definitions and notations are provided in Section II. In section III, we develop the proposed algorithm. Section IV includes some numerical results.
II. DEFINITIONS AND NOTATIONS
We generally follow the notations and definitions of [11] .
Let G = (L U R , E) be the bipartite graph, or Tanner graph, corresponding to the LDPe code C, where L is the set of variable nodes, R is the set of check nodes and E is the set of edges. A set s C L is a k-out trapping set [22] if O(s) contains exactly k nodes of degree one in Gs.
Definition 6: Let G = (LuR, E) be a left-regular bipartite graph with left degree l. A set s C L is a Zyablov-Pinsker (ZP) trapping set [11] if every node of s is connected to less than l -l(l -1)/2J nodes in O(s).
The ZP trapping sets are the trapping sets of the Zyablov Pinsker bit-flipping algorithm [27] over the BSC [11] . It should also be noted that for odd values of l, the definitions of ZP trapping sets and absorbing sets are identical.
It is important to note that Definitions 2 -6 are all special cases of a trapping set in Definition 1. In the rest of the paper, therefore, we collectively refer to them as trapping sets. Distinctions will be made as necessary.
In a graph G = (V, E) with the set of nodes V and the set of edges E, a lollipop walk of length k is defined as a sequence of nodes VI, V2, ... , Vk+1 in V such that VI, V2, ... , Vk are distinct, vk+1 = Vm for some m E [2, k] , and (Vi, Vi+d E E for all i E {I, ... , k}. 
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A cycle can be considered as a special lollipop walk if the definition is extended to m = 1. The length of the shortest cycle in a graph G is denoted by 9 and is called the girth of G.
III. DEV ELOPMENT OF THE PROPOSED ALGORITHM

A. Graphical Structure of Trapping Sets
Without loss of generality, we assume that the induced subgraph of a trapping set is connected. Disconnected trapping 445 sets can be considered as the union of connected ones. We also consider the trapping sets in which every variable node is connected to more than one satisfied check node in the induced subgraph. For example, the subgraph in Fig. 2 does not satisfy this condition. (Variable nodes and check nodes are represented by circles and squares, respectively.) Removal of node VI and its edges however makes the subgraph satisfy the condition. To the best of our knowledge, almost all the structures reported as dominant trapping sets in the literature satisfy the condition that each of their variable nodes has at least two satisfied check nodes in the induced subgraph. The following lemma proves this for absorbing and ZP trapping sets.
Suppose that s C L is an absorbing set or a ZP trapping set in G = (L UR, E) , and that for all variable nodes V E s, we have d( v) 2: 2. Then each variable node V E s is connected to at least two satisfied check nodes in Gs.
Proof Follows from the definition of absorbing and ZP trapping sets.
• For small trapping sets, which dominate the error floor performance, it is unlikely to see check nodes of degree larger than 2 in their subgraphs, i.e., most of the dominant trapping sets are elementary [2] , [16] . In the following, we develop our search algorithm to find elementary trapping sets. With some modifications, the algorithm can be tailored to find other trapping sets. The details of modifications are not given due to the limitation of space.
In the rest of the paper, we use the notation T to denote the set of all trapping sets s in a graph G whose induced subgraph G s is connected and for which every node V E s is connected to at least two nodes in F(s). Notation Ta is used for the set of all elements in T with size a and Ts denotes the set of all elements in T that contain the set s. Naturally, T,;a denotes the set of all elements in T of size a that contain the set s.
In the following, we also assume that the Tanner graph G has no parallel edges and no node of degree less than 2.
B. Expansion of Elementary Trapping Sets
The main idea of the proposed algorithm is to start from a relatively small set of small elementary trapping sets, which are easy to enumerate, and then recursively expand them to larger elementary trapping sets. To achieve this, we first characterize the expansion of an elementary trapping set to a larger elementary trapping set through the following lemmas. 
being an elementary trapping set.
• Fig 3(a) The proof for the case with one connection is similar and omitted.
• The two cases discussed in this lemma are depicted in Figures 3(b) and (c), respectively. In particular, the expansion of set s in Fig. 3( c) is through a lollipop walk.
Lemma 4: Let s be an elementary trapping set of size ai in T. Suppose that A = {al, ... ,ai,ai+l, ... ,aJ} is the sorted set of sizes of elements in T in increasing order and that ai+1 = ai + 2. If the girth of the graph is larger than 4, then for each elementary trapping set s' E Ts a i+1 , the only possible configuration for Gs' is that of Fig. 3(b) , described in Lemma 3. If the girth is 4, then the only possible configurations are those in Figures 3(b) -(e). Prool The proof is similar to that of Lemma 3 and is omitted.
• C. Proposed Algorithm
The basic idea behind the proposed algorithm is to construct the larger elementary trapping sets based on an initial set of smaller ones. More precisely, given an elementary trapping set s of size ai at the input, the algorithm finds all the elementary trapping sets s' containing s, with the property that their size ai+l is the smallest size greater than ai. The algorithm then continues by using the sets found in the current step as the new inputs to the next step and finds the next set of larger elementary trapping sets. Each step of the algorithm is performed by using Lemmas 2 -4. The pseudo-code for one step of the proposed algorithm is given in Algorithm 1. Select an element of Cin and denote it as ti.
6:
Construct a new graph G' by removing all the nodes in F(ti) and their neighbors from G.
7:
im ax f-(k -Itil) and S f-0.
8:
for each node c in O(ti) do
9:
Examine the neighborhood of c in G' one layer at a time and to the maximum of im ax layers until you find a path with i S im ax variable nodes between c and the other nodes of O(ti), and/or you find a lollipop walk with i � imax variable nodes starting from c.
10:
Denote Se as the set of all such shortest pathsllollipop walks (if any).
11:
if i < imax then 12: imax f-i.
13:
Sf-Se.
14:
S f-S USe.
16:
end if 17: end for 18: for each element s in S do 19: t' f-ti U s.
20:
if (t' � CO'U t ) and (IO(t')1 � T) then
21:
C out f-C out U it'}. obtain all the elementary trapping sets containing s. In fact the sufficient condition for the algorithm to find a trapping set s' of size a j , starting with one of its subsets s of size ai, is that s' has at least one subset in Ya a for all a E A, ai < a < a j ,
where A is defined in Lemma 3.
In the following, we discuss the selection of the initial set of elementary trapping sets.
D. Initial set of Trapping Sets
One of the graphical objects that plays an important role in the structure of trapping sets is cycles. Tian et al. [20] showed that every stopping set includes the variable nodes of at least one cycle. In [2] , [24] , [26] , it was shown that an overwhelming majority of dominant trapping (absorbing) sets are combinations of short cycles. Short cycles are also easy to enumerate [24] . We thus use short cycles as the initial inputs to the proposed algorithm. The following lemmas provide more justifications for this choice. (Proofs are omitted due to the limitation of space.)
The variable nodes in any shortest cycle (of length g) of a Tanner graph form an elementary trapping set.
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Lemma 6: Let T be the set of all trapping sets s of a graph G whose induced subgraph G 8 is connected and for which every node v E s is connected to at least two nodes in F(s). Then for every sET its induced subgraph G 8 contains at least one cycle.
Suppose that s c L is an absorbing set of a Tanner graph G = (L U R, E) (with node degrees at least 2). Then G 8 contains at least one cycle.
Lemma 8: Suppose that s c L is a ZP trapping set of a Tanner graph G = (L U R, E) (with node degrees at least 3). Then G s contains at least one cycle.
Our simulation results indicate that for denser graphs, the set of short cycles of length g, or 9 and 9 + 2, where 9 is the girth, is sufficient to find almost all of the small (with size, say, � 10) dominant trapping sets. In this case, adding short cycles of larger lengths has negligible effect on the performance of the algorithm, while increasing its complexity. For sparser graphs, however, one may need to use short cycles of larger lengths (e.g., g, 9 + 2, and 9 + 4) as the initial set.
E. Complexity of the Algorithm
The complexity of the algorithm is highly dependent on the short cycle distribution of the graph, which itself is mostly a function of the degree distribution of the graph (code). As a result, in general, the complexity increases much faster with the increase in the density of the graph than it does with increasing the block length. Our simulation results show that codes with block lengths up to about 10,000 with a wide variety of degree distributions can be managed using the proposed algorithm on a regular desktop computer.
IV. NUMERIC AL RESULTS
We have applied the proposed algorithm successfully to a large number of LDPC codes. Here, we only present the results for two codes whose trapping set structure has already been reported in the literature and thus provide us with a reference for comparison. The running times are for a desktop computer with 2-GHz CPU and 1 GB of RAM.
Example 1: In this example, we consider the Tanner (155, 64) code [19] . This code was also investigated in [23] .
The exhaustive search algorithm of [23] showed that this code has no trapping set of length less than 8 with 2 unsatisfied check nodes and has no trapping set of length up to 11 with 1 unsatisfied check node. It was also shown in [23] that the code has 465 (8,2) trapping sets.
The girth for the Tanner graph of this code is 9 = 8. The short cycles of length g, and g+2 were used as the initial inputs to the proposed algorithm. The algorithm was limited to only find trapping sets of maximum size 12 and the threshold T was selected such that only the two most dominant trapping sets for each size were considered. (Increasing T did not change the results.) Table I shows the trapping sets found by the proposed algorithm and their multiplicity. All the trapping sets in Table  I were found in less than 1 minute. To further verify that the obtained trapping sets do in fact include the dominant ones, we performed Monte Carlo sim ulations on the code with a 4-bit quantized min-sum decoder over the AW GN channel at signal-to-noise ratio (SNR) of 6.5 dB (which is in the error floor region of this code). Among the 300 error patterns, about 90% were (8,2) trapping sets, about 8% were (10,2) trapping sets, and only 2 did not belong to the sets reported in Table I . [16] . The Tanner graph of this code has girth 9 = 8. The set of short cycles of length g, 9 + 2 and 9 + 4 was used as the input set of the proposed algorithm. The algorithm was limited to use only the two most dominant trapping sets for each size. 
