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The binocular energy model provides a good description of the ﬁrst stages of cortical binocular process-
ing. Three important determinants of the responses of neurons under this model are the disparity of a
stimulus, its spatial variation in disparity and its second-order luminance statistics. The inﬂuence of
the latter two factors on the disparity tuning of the energy model were investigated. While each can have
a signiﬁcant effect on the energy response, neither presents a signiﬁcant challenge when one considers
the range of variation expected in natural images. The response of the energy model to natural binocular
images was also investigated. The strongest responses were found for model neurons tuned to small dis-
parities. This trend was more evident for vertical than for horizontal disparity, and ﬂattened rapidly as
image eccentricity increased. These results are predicted on the basis of simple geometrical consider-
ations, and are reﬂected in both physiological and psychophysical measures of the disparity tuning of
the visual system.
 2008 Elsevier Ltd. All rights reserved.1. Introduction
As a result of the lateral separation of our two eyes, points in
three-dimensional space tend to project to slightly different loca-
tions in the two retinal images. The resulting differences in the
two images, or binocular disparities, are a powerful cue to three-
dimensional shape. In order to exploit this information, the visual
system needs to solve the binocular correspondence problem—that
of deciding which points in the left and right image correspond to
the same physical location.
Although this is a difﬁcult computational problem, convergent
evidence has emerged of how this might be achieved. Computa-
tionally, algorithms in which disparity detection depends on locat-
ing appropriate samples from the two eyes, so as to maximise their
cross-correlation, have proved highly successful (Brown, Burschka,
& Hager, 2003). It has been proposed that the human visual system
might also solve the correspondence problem using an approach
similar to cross-correlation (Banks, Gepshtein, & Landy, 2004).
Also, single cell electro-physiological studies have provided de-
tailed descriptions of the response properties of binocular neurons
in the primary visual cortex (Durand, Zhu, Celebrini, & Trotter,
2002; Prince, Cumming, & Parker, 2002b; Prince, Pointon, Cum-
ming, & Parker, 2002a). These responses are well described by
the binocular energy model (Fleet, Wagner, & Heeger, 1996; Ohza-
wa, DeAngelis, & Freeman, 1990; Qian, 1994). An important char-
acteristic of this model is that it may be considered as anll rights reserved.approach to binocular correspondence that is closely related to
cross-correlation algorithms.
Psychophysical and physiological studies that allow us to char-
acterise the binocular visual system in this way have typically em-
ployed highly artiﬁcial stimuli, such as random dot patterns, bars
and sinusoidal gratings. While these patterns offer great analytic
power as a result of their simplicity, they do not directly assess
how the visual system would respond to natural binocular images.
This is an important question if we are fully to understand binoc-
ular vision.
To address this question, a number of issues need to be consid-
ered. According to the binocular energy model, cell responses are
sensitive to the degree of correlation between samples from the
left and right eyes’ views following monocular ﬁltering. For ran-
dom-dot input stimuli with a constant disparity, the shape of the
disparity tuning function matches the shape of the cross-correla-
tion of the left and right ﬁlters (Prince et al., 2002a). Other stimuli
will produce different disparity tuning functions. That is, the man-
ner in which the ﬁlter’s response is modulated, as the disparity of
the stimulus is varied away from the preferred disparity of the ﬁl-
ter, depends on the stimulus. This is an important consideration
when comparing the responses of disparity-tuned ﬁlters to white
noise and to natural inputs.
The correlation between the ﬁltered left and right images will
also depend on the local variation in disparity. If the right eye’s im-
age is simply a shifted version of the left eye0s, then samples taken
with an appropriate shift will be perfectly correlated. If however
disparity changes from one point in the image to another, there
may be no disparity at which a perfect correlation exists. Banks
et al. (2004) argued that human vision is consistent with a cross-
1428 P.B. Hibbard / Vision Research 48 (2008) 1427–1439correlation model that provides piecewise frontoparallel estimates
of the depth map. That is, there is no attempt to explicitly model
disparity variation at this stage of processing. The extent to which
this is a signiﬁcant problem in solving the binocular correspon-
dence problem depends on the degree of such local variation in
natural images.
A ﬁnal important consideration is the distribution of disparity
tunings of binocular neurons. All other things being equal, the
greatest response from a binocular energy unit is expected when
the disparity tuning of the unit matches the mean disparity of
the image sample. It is reasonable to assume that the tuning prop-
erties of neurons are matched to the disparities present in the nat-
ural environment that they serve to encode, and that a statistical
analysis of binocular disparity in natural images should prove
insightful in understanding the distribution of disparity tunings
in real images.
In this study, the impact of each of these issues on the responses
of a simple binocular energy model are considered. This model is
outlined in Section 2. In Section 3, the inﬂuence of the luminance
statistics of image samples on the disparity tuning of energy units,
and the importance of this for natural images, are considered. In
Section 4, the extent to which variations in disparity would disrupt
the solution of the binocular correspondence problem, for a model
that does not seek explicitly to accommodate such variations, is as-
sessed. Together, these two sections address the question of how
known statistical properties of natural images would be expected
to inﬂuence the response of the energy model. In Section 5, the ex-
pected distributions of binocular disparities in natural scenes are
used to predict the response distributions of energy units to natu-
ral images, and the responses of the model to a number of such
images are presented. Finally, the extent to which these analyses
can be used to understand the disparity tuning of the visual system
is discussed.
2. The binocular energy model
Many cells in cortical area V1 may be described as binocular
in that they have well-deﬁned receptive ﬁelds in the two eyes,
and may therefore be stimulated by presentation of images to
either, or both, eye(s) (see DeAngelis, 2000 and Neri, 2005, for re-
views). These receptive ﬁelds are well described by the binocular
energy model (Fleet et al., 1996; Ohzawa et al., 1990; Qian,
1994), in which each eye’s receptive ﬁeld is modelled as a Gabor
ﬁlter. In the current study, both one-dimensional and two-
dimensional implementations of this model were used. In the
one-dimensional implementation, each eye’s receptive ﬁeld was
modelled as:
GL;Rðx; f ; r; xL;RÞ ¼ exp ðx xL;RÞ
2
2r2
 !
:½cosð2pf ðx xL;RÞÞ
þ i sinð2pf ðx xL;RÞÞ: ð1Þ
Here, xL,R determine the location of the ﬁlter, f its preferred fre-
quency, r1 its bandwidth, and L, R refer to ﬁlters that respond to
the left and right eye’s images, respectively. For the two-dimensional
implementation, each eye’s receptive ﬁeld was modelled as:
GL;Rðx;y; f ;h;r;g;xL;R;yL;RÞ¼ exp
ðx0 xL;RÞ2
2r2
ðy0 yL;RÞ2
2g2
 !
½cosð2pf ðx0 xL;RÞÞþ isinð2pf ðx0 xL;RÞÞ;
ð2Þ
where1 The relationship between r and the half-response bandwidth b is given by
r ¼ 1pf 
ﬃﬃﬃﬃﬃﬃ
ln 2
2
q
 2bþ1
2b1 (Petkov & Kruizinga, 1997).x0
y0
 
¼ cos h sin h sin h cos h
 
 x
y
 
: ð3Þ
Here, xL,R, yL,R determine the location of the ﬁlter, f and h its pre-
ferred frequency and orientation, r and g its bandwidth, and L, R re-
fer to ﬁlters that respond to the left and right eye’s images,
respectively. For the sake of simplicity, the remainder of this section
will focus on the one-dimensional case. The response of the ﬁlter to
the image IL;RðxÞ is given by its convolution with the image:
RL;RðxÞ ¼ GL;RðxÞ  IL;RðxÞ: ð4Þ
This energy response can be understood in terms of the phase signal
and the amplitude signal (Fleet et al., 1996), which are given by:
/L;RðxÞ ¼ arctan
Im½RL;RðxÞ
Re½RL;RðxÞ
 
ð5Þ
and
qL;RðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Re½RL;RðxÞ2 þ Im½RL;RðxÞ2
q
; ð6Þ
respectively. The spatial derivative of the phase signal is referred to
as the instantaneous spatial frequency:
kL;RðxÞ ¼
d/L;RðxÞ
dx
: ð7Þ
The phase signal, amplitude signal and instantaneous frequency
are not the same as the concepts of phase, amplitude and fre-
quency in the Fourier transform, but are descriptions of the re-
sponse of the Gabor ﬁlters to the image at each spatial location.
These concepts are important for understanding the disparity tun-
ing of binocular energy units, which will now be described.
A binocular energy unit can be constructed by combining re-
sponses from ﬁlters sensitive to the left and right eyes’ inputs:
EBðxÞ ¼ jRLðxÞ þ RRðxÞj ð8Þ
Fleet et al. (1996) showed that the binocular energy response can be
described in terms of the monocular amplitude and phase signals as
follows:
E2BðxÞ ¼ q2L ðxÞ þ q2RðxÞ þ 2qLðxÞqRðxÞ cosðD/ðxÞÞ; ð9Þ
where Du(x) is the phase difference between the left and right
signals:
D/ðxÞ ¼ /LðxÞ  /RðxÞ: ð10Þ
The response of a binocular energy unit depends on the dispar-
ity of the input stimulus, and the disparity tuning of the unit (that
is, how its response is modulated by disparity). The latter is inﬂu-
enced by the relationship between the left and right ﬁlters, and it is
possible to build energy units tuned to different disparities by
altering this relationship. One way in which this may be altered,
for example, is to introduce a positional shift, such that the two ﬁl-
ters are identical in structure, but located at different positions for
the two eyes. Such a neuron will tend to give its strongest response
when the values of the monocular phase signals are equal. When
the right eye’s input is simply a translated version of the left eye’s
input, this will occur when the disparity matches the disparity shift
of the ﬁlter, since in this case the two monocular ﬁlters are sam-
pling identical portions of the input. If the disparity of the input
is not matched to the preferred disparity of the ﬁlter, the phase dif-
ference will tend not to be zero, and the energy response will re-
duce. The rate at which the energy response reduces as a
function of disparity will therefore depend on the rate at which
the phase signal varies with spatial location. This is the instanta-
neous frequency introduced in Eq. (7). For white noise stimuli, this
will tend to match the frequency tuning of the underlying ﬁlters
(Fleet et al., 1996). For natural images, which are dominated by en-
ergy at low spatial frequencies, the instantaneous frequency will
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Fig. 1. Examples of the luminance samples use in the experiment (these have been
shifted vertically for clarity). From the top to the bottom, these illustrate a values of
0 (white noise), 0.125, 0.25, 0.5, 1.0, 2.0 and 3.0.
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disparity tuning is expected to be broader for natural images than
for white-noise inputs. This is explored in the following section.
In the simulations reported, model energy neurons with hori-
zontal and vertical tuning and preferred spatial frequencies of
2.4, 4.8, 7.2 and 9.6 cycles/degree were used. The standard devia-
tions of the Gaussian envelope, r and g were set at 0:39f and
0:78
f
arc min, respectively. These values give a spatial frequency band-
width of 1.5 octaves (Tsai & Victor, 2003), which is similar to the
average bandwidth of V1 neurons (DeValois, Albrecht, & Thorell,
1982; Read & Cumming, 2003). Two-dimensional receptive ﬁelds
were elongated in a direction parallel to the orientation tuning of
the cells, again in keeping with physiological results (Jones & Pal-
mer, 1987; Ringach, 2002). In the simulations that use two-dimen-
sional ﬁlters, populations of vertically oriented neurons, with
position shifted horizontal disparity tuning, and horizontally ori-
ented neurons, with position shifted vertical disparity tuning, were
modelled to determine the distribution of responses as a function
of disparity. All simulations were performed using Matlab.
3. The inﬂuence of luminance statistics on the population
response of disparity-tuned binocular energy units
The disparity tuning function of a binocular energy unit de-
pends not only on the nature and relation between the monocular
receptive ﬁelds, but also on the luminance information in the input
image. In contrast to the random dot stimuli often used in empir-
ical studies, signiﬁcant correlations exist between the luminance
values of nearby pixels in natural images. As a result of these cor-
relations, the Fourier amplitude spectrum of natural images is not
ﬂat, but takes the form:
Aðf Þ ¼ 1
f a
ð11Þ
with an exponent a of around 1 (Burton & Moorhead, 1987),
although there is considerable variation in this value across images
(van der Schaaf & van Hateren, 1996). In this section, the inﬂuence
of the Fourier amplitude spectrum of natural images on the ex-
pected disparity tuning of the energy model to such stimuli was
investigated.
One dimensional image samples were generated from Gaussian
white noise, which was ﬁltered in the Fourier frequency domain, so
that the amplitude spectrum took the form described by Eq. (11),
where the value of a was varied between 0 and 3. A value of
a ¼ 0 describes a white noise stimulus; as a increases, the samples
become progressively more dominated by their low spatial fre-
quency components. Examples of the signals used are given in
Fig. 1. The responses of the energy model described in Section 2
were calculated for 10,000 samples of each value of a. The mean
energy responses over these samples, for a values of 0, 1 and 2,
are shown in Fig. 2a. In each case, the responses have been divided
by the peak responses (which occurred at a disparity of 0) to facil-
itate comparison of the shapes of the distributions. As the value of
a is increased, the tuning for disparity becomes broader. This is
quantiﬁed in Fig. 2b, in which the half-width at half-height of
the disparity tuning function is plotted as a function of a. One
important factor responsible for this broadening of disparity tun-
ing is that the instantaneous frequency of the ﬁlter responses de-
creases as the exponent is increased, and the Fourier amplitude
spectrum becomes progressively more dominated by its lower fre-
quency components. The modal instantaneous frequency response
of the left ﬁlter is plotted in Fig. 2c. This was calculated using sim-
ple differencing:
kL;RðxÞ ¼ 14p ½/Lðxþ 1Þ  /Lðx 1Þ ð12Þ(Qiu, Yang, & Koh, 1995). The mode rather than the mean is plotted
since the latter is strongly inﬂuenced by instabilities in the phase
signal in the neighbourhoods of phase singularities (Fleet & Jepson,
1993). The mode of the instantaneous frequency estimates de-
creases as a increases. This describes a decrease in the rate at which
the phase signal varies as a function of spatial location, and there-
fore the rate at which the phase difference between the left and
right signals will vary as a function of disparity.
One result of the broadening of the disparity tuning function is
an increase in the proportion of samples for which the largest en-
ergy response was produced by an energy unit tuned to a disparity
other than the correct disparity. Fig. 2d plots histograms of the pro-
portion of samples for which each disparity-tuned unit gave the
largest response, for a values of 0, 1 and 2. In all cases, there is a
peak at the correct disparity. However, for larger a values this peak
is smaller, and there is an increase in the proportion of samples for
which the largest response is produced by units tuned to dispari-
ties close to, but different from, the correct disparity. Fig. 2e plots
the proportion of samples for which the largest response was pro-
duced by the unit tuned to the correct disparity, as a function of a.
As a increases, this proportion decreases.
The problem of false peaks in the energy response may be
understood by referring to Eq. (9). The energy response is inﬂu-
enced both by the difference in the monocular phase signals, and
by the monocular amplitude signals. For a given sample, the largest
response might therefore be produced at a disparity for which the
phase difference is not zero, but for which the monocular ampli-
tude was large. This problem of false energy peaks can be amelio-
rated by normalising the binocular energy response by estimates of
the monocular amplitude:
q^L;R ¼ jRL;RðxÞj ð13Þ
NðxÞ ¼ E
2
BðxÞ—q^2LðxÞ—q^2RðxÞ
2q^LðxÞq^RðxÞ ¼ cosðD/ðxÞÞ: ð14Þ
This normalisation removes the inﬂuence of variations in the
amplitude signal, and produces the largest responses for those
units tuned to disparities for which the phase difference is mini-
mised. Disparity tuning functions for this normalised energy re-
sponse are plotted in Fig. 2f, for a values of 0, 1 and 2. The shape
of these functions is very similar to that of the unnormalised func-
tions (Fig. 2a), since in both cases they depend on the instanta-
neous frequency of the ﬁlter responses. However, the problem of
false energy peaks is reduced, since maximum responses will
now only occur when the difference in the interocular phase re-
sponses is minimised, which occurs for units tuned to the correct
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Fig. 2. (a) Mean raw energy responses, over an ensemble of 10,000 samples, normalised to equate the peak mean responses. (b) The half-width at half-height of the disparity
tuning of the energy response, as a function of the exponent of the Fourier amplitude spectrum, a. (c) The mode of the instantaneous frequency signal of the left response, as a
function of the exponent. The dashed horizontal line is the frequency tuning of the ﬁlter. (d) The percentage of samples for which each unit gave the maximum energy
response, as a function of disparity tuning. (e) The proportion of samples for which the maximum responses was given by the unit tuned to the correct disparity (0 pixels). (f)
Mean normalised energy responses (normalised according to Eq. (14)). The peak normalised response is always given by the unit tuned to the correct disparity in this
idealised case (not shown).
1430 P.B. Hibbard / Vision Research 48 (2008) 1427–1439disparity. Although for clarity this is not shown in Fig. 2e, the
greatest normalised response was produced for units tuned to
the correct disparity for 100% of signals.
The above analysis suggests that responses of the energy model
will be less narrowly tuned for disparity for natural images sam-
ples, which are dominated by low frequency components, than
they are for the white noise samples used in many empirical stud-
ies. Fig. 3 shows the results of the model applied to samples drawn
from natural images. Image samples were derived from the data-
base described by van Hateren and van der Schaaf (1998). Forty
images were selected at random from this database. For these
images, 1 pixel was equal to approximately 1 arc min of visual an-
gle. 100,000 one-dimensional samples were drawn from these
images. Left and right image samples were identical, and therefore
represent an idealised situation in which the disparity is zero at all
locations within the sampled region. Left and right eye’s samples
from each original image, IðxÞ, are given by:
LðxÞ ¼ ½ IðxÞ Iðxþ 1Þ    Iðxþ l 2Þ Iðxþ l 1Þ ; ð15Þ
RðxÞ ¼ LðxÞ; ð16Þ
where l is the length of the sample (l = 256 in the simulations
described here). Fig. 3a shows the half-width at half-height of
the disparity tuning function as a function of the frequency tuning
of the ﬁlters, for both white-noise and natural images samples.
Disparity tuning is slightly broader for the natural images samples.
Fig. 3b shows the proportion of samples for which the largest
response was produced by the energy unit tuned to the correct
disparity of zero, again as a function of the frequency tuning ofthe ﬁlter. The proportion of samples for which the maximum re-
sponse is generated by a unit tuned to the incorrect disparity is lar-
ger for natural image samples than for white noise samples.
However, given that the average exponent of natural images is
around 1, these results plotted in Fig. 2 predict that this effect
should be relatively insigniﬁcant; this is seen in the comparison
between natural image and white noise samples in Fig. 3.
4. Disparity variability and the binocular energy response
Another factor that will have important consequences for binoc-
ular energy responses is the variability of disparitywithin the recep-
tive ﬁelds of ﬁlters. So far, only the idealised situation in which the
right eye’s image is a translated version of the left eye’s, and the dis-
parity is constant at all positions within the energy unit’s receptive
ﬁeld, has been considered. In general, disparity will vary from one
point on a surface to the next, as for example on a surface that is
slanted in depth relative to the observer. Itwould be possible to con-
struct a correlation algorithm that attempted to model such varia-
tions locally, by measuring the correlation between spatially
warped as well as translated image samples. However, Banks et al.
(2004) have argued that the visual system does not operate in this
way. Both the facts that stereopsis is subject to a disparity gradient
limit (Burt & Julesz, 1980), and that our ability to resolve local vari-
ations in disparity decreases as disparity amplitude increases, dem-
onstrate that stereoscopic performance tends to decrease as the
variation in disparity in a local spatial neighbourhood increases.
Consequently, Banks et al. (2004) argue that disparity is estimated
by the human visual system using an algorithm in which surface
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Fig. 3. Disparity tuning for white noise and natural image samples compared. (a) Disparity tuning width of response the two classes of images. (b) The percentage of samples
for which the maximum energy response was given by the unit tuned to the correct disparity.
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this section, the consequences of local disparity variation for binoc-
ular energy responses, in the form of linear gradients of disparity,
was addressed. Image samples were again derived from the data-
base described by van Hateren and van der Schaaf (1998), as
described in Section 3. However, in this case the right eye’s sample
was a magniﬁed or reduced version of the left eye’s sample, so as to
introduce a disparity gradient. The right eye’s samples from each
original image, IðxÞ, are now given by:RðxÞ ¼ ½ Iðxð1þmÞÞ Iððxþ 1Þð1þmÞÞ    Iððxþ l 2Þð1þmÞÞ Iððxþ l 1Þð1þmÞÞ : ð17ÞGiven the discrete samples used here, linear interpolation be-
tween left image pixel values was used to determine appropriate
values for the right image samples. To conﬁrm that sampling arte-
facts did not affect the results, the analysis was repeated with the
images subsampled by a factor of two. This subsampling did not af-
fect the results. Values of m of between 0 and 0.04 were used.
These samples were then analysed using the same methods as
those described in Section 3.
Fig. 4a shows the mean binocular energy response, normalised
according to Eq. (14), as a function of disparity, for samples with 0%
and 4% disparity gradients. It is clear that the mean normalised
disparity tuning function is unaffected by disparity gradient.0
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Fig. 4. (a) Mean normalised energy response as a function of disparity for samples with
response was produced by the unit tuned to the correct disparity, as a function of disparit
for a simple winner-takes-all disparity estimation based on normalised energy responseHowever, Fig. 4b plots the proportion of samples for which the
maximum response was produced by the unit tuned to the correct
disparity. Correct disparity is here deﬁned as the disparity at the
centre of the receptive ﬁeld of the energy unit, which is also the
average disparity across the receptive ﬁeld. The likelihood that
the unit producing the greatest response is one other than that
tuned to the correct disparity increases as the disparity gradient in-
creases, and the correlation between the left and right image sam-
ples at the mean disparity decreases. Thus, whereas with perfectcorrelation 100% of samples gave the largest normalised energy re-
sponse at the correct disparity, this is true for only 53% of samples
with a disparity gradient of 3.5%. Fig. 4c plots the RMS error that
results from disparity estimation based on a simple winner-
takes-all strategy, in which disparity is estimated to be the same
as the disparity tuning of the unit producing the largest normalised
energy response. For this simple disparity estimation strategy, er-
ror increases as disparity gradient increases.
To determine the extent to which this would cause difﬁculties
for a stereo algorithm based on energy responses under natural
conditions, it is necessary to consider the distributions of disparity
gradients that would be expected in natural images. Yang and.5 2 2.5 3 3.5
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disparity gradients of 0% and 4%. (b) Proportion of samples for which the greatest
y gradient, for raw (solid line) and normalised (dashed line) responses. (c) RMS error
s, as a function of disparity gradient.
1432 P.B. Hibbard / Vision Research 48 (2008) 1427–1439Purves (2003) provide data that may be used to estimate the distri-
bution of disparity gradients. They measured the local slant of sur-
face patches in a database of range images. From this database,
they were able to calculate distributions of the distances to points
in the scene and the local orientation of surface patches, in terms of
the angle of tilt and slant of a surface patch ﬁt through the range
data samples. A good approximation to these distributions is given
by a combination of linear and exponential functions, for distance,
and a Gaussian function, for slant:
f ðDÞ ¼ k1D; D < Dp
f ðDÞ ¼ k2eDj ; DP Dp
ð18Þ
f ðhÞ ¼ 1
2pt2
 e 
ðhhp Þ2
2t2
 
: ð19Þ
Here, Dp is the most likely distance to be observed, j the exponen-
tial decay parameter, and k1 and k2 ensure that the area under the
function sums to 1. For the slant probability distribution, hp and m
give the peak and standard deviation of the Gaussian function,
respectively. These functions, which ﬁt the data in Yang and Purves
(2003) closely, are given in Fig. 5.
Both the distance to and the slant of the surface are necessary to
estimate the disparity gradient that would be created for an obser-
ver viewing that surface. For a surface slant of h at a distance from
the observer of D, and an interocular distance I the disparity gradi-
ent g is given by:
g  I tan h
D
: ð20Þ
The magnitude of the disparity gradient thus increases mono-
tonically with surface slant (for values between 0 and 90) and de-
creases with increasing distance. Assuming an interocular distance0
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Fig. 5. The probability density functions for (a) slant and (b) distance that were used, bas
disparity gradients expected from these distributions of distance and slant. (d) Cumulativ
be small.of 65 mm, the range of disparity gradients plotted in Fig. 4 would
correspond to a range of surface slants up to 15 for surfaces
viewed at a distance of 50 cm, or 47 for surfaces viewed at a dis-
tance of 2 m.
To determine the distribution of disparity gradients that would
be expected in the natural environment, we need to combine this
function with the two-dimensional probability distribution of dis-
tances and slants. While this is not presented by Yang and Purves,
who provide instead the marginal distributions of distance and
slant, it can be constructed under the assumption that the two dis-
tributions are independent.
The distribution of disparity gradients that would be produced
from surface patches drawn from this distribution was simulated
numerically. 66,000 random samples of distance and slant, drawn
from the distributions in Fig. 5a and b, were generated, and for
each the disparity gradient was calculated according to Eq. (20),
again assuming I = 65 mm. This resulted in the distributions of dis-
parity gradients shown in Fig. 5c. Three distributions are given,
using different values for the close peak in the distance distribu-
tion. One distribution is given for this value set at 3.5 m, the dis-
tance at which Yang and Purves found a peak in their empirical
data. However, the dearth of samples with distances closer than
this reﬂects the choice of viewing conditions, which excluded posi-
tioning the camera very near to large objects. It is likely that in
many conditions closer surfaces would be more prominent, so
the simulation was also run with this peak at 0.5 and 1.0 m.
These results show that the majority of local disparity gradients
in images will in fact be expected to be small. For all three distance
distributions simulated, the probability distributions peak at gradi-
ents of around 2%, values for which correct disparity estimates
would be obtained for 70% of samples using a simple, winner-
takes-all algorithm based on the output of a single normalised en-0
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ed on those reported by Yang and Purves (2003). (c) Probability density functions for
e distributions, demonstrating that the majority of disparity gradients expected will
P.B. Hibbard / Vision Research 48 (2008) 1427–1439 1433ergy unit. Fig. 5d plots the cumulative probability distributions,
showing that 90% of samples have disparity gradients of less than
10% for a model with parameters matching Yang and Purves’
empirical results. In other conditions, with smaller cut-off values
for the range of distance, two effects are evident. First, the location
of the peak in the probability distribution is unchanged. Second, as
closer image samples are introduced, a much more prominent tail
of large disparity gradients is introduced.
Burt and Julesz (1980) showed that stereopsis is subject to a
disparity gradient limit, and fails as the gradient approaches 1.0.
The vast majority of disparity gradients expected in the natural
environment, on the basis of the distance and slant distributions
described by Yang and Purves (2003), are well below this limit
and would thus be expected to pose no difﬁculties for human per-
ception. However, successful disparity estimation for many of
these gradients would require more complex processing than the
simple winner-takes-all algorithm outlined above. Even for the
very small range of gradients examined here (up to 3.5%), around
50% of samples produce peak responses at disparities not corre-
sponding to the correct disparity. More complex processing of
the energy responses must therefore be involved in order to sup-
port stereopsis for the much larger range of gradients tolerated
by human vision. This is entirely in keeping with known physiol-
ogy, in that neural responses at the initial stages of binocular pro-
cessing modelled here do not correspond with perceived depth
(Cumming & Parker, 1997).2 http://www.vision.caltech.edu/bouguetj/calib_doc/.5. Responses to natural images
Before analysing the responses of the binocular energy model to
natural images, it is instructive to consider what disparities we
would expect to see in these images. That is, over an ensemble of
such images, what is the expected probability distribution for bin-
ocular disparity, and how is this affected by parameters such as the
location in the images, or the distance at which the observer is ﬁx-
ating? These questions have been addressed theoretically in previ-
ous studies (Hibbard, 2007; Read & Cumming, 2004), and the main
observations of these studies are summarised here.
When we look around our environment, we ﬁxate our eyes onto
objects in the scene such that approximately the same point in the
world projects to the centre of each eye’s image. A consequence of
this simple ﬁxation strategy is that the expected distribution of
binocular disparity over an ensemble of images depends on the
location in the image. Close to the centre of the image, points are
highly likely to belong to the object that is currently ﬁxated. This
means that they will be approximately the same distance away
from the observer as the ﬁxation distance, and hence have dispar-
ities close to zero. The disparity of points away from the centre of
the image will vary as a function of their visual direction as well as
their distance (Erkelens & van Ee, 1998). Additionally, as we move
away from the centre of the images, the probability increases that
points will belong to objects in the scene other than the one that is
ﬁxated, which may well be at distances considerably different from
the ﬁxation distance. When considered over an ensemble of
images, the variability in distance, and therefore horizontal dispar-
ity, will increase as we move away from the centre of the image.
The distribution of disparities is also expected to depend on the
direction of disparity under consideration. As a simple geometrical
consequence of the fact that our eyes are separated horizontally in
our heads, disparities in the horizontal direction are expected to
cover a broader range than disparities in the vertical direction.
The magnitude of these relatively small vertical disparities also de-
pends on the location in the image (Bradshaw, Glennerster, & Rog-
ers, 1996). Finally, the distribution of disparities will vary with the
range of distances in a scene. Binocular disparity scales approxi-mately inversely with the square of distance, meaning that the
same degree of depth separation between points produces a pro-
gressively smaller disparity as the distance to those points in-
creases. Scenes characterised by predominantly distant objects
would therefore be expected to contain many more disparities
close to zero than scenes containing closer objects.
Here, the extent to which these considerations predict the tun-
ing of the visual system to binocular disparity is established, by
ﬁrstly analysing the responses of an implementation of the binoc-
ular energy model to a series of natural, binocular images, and sub-
sequently comparing these responses to physiologically and
psychophysically established properties of the binocular visual
system.
5.1. Image capture and analysis
Images were captured using two Nikon Coolpix 4500 digital
cameras, harnessed in a purpose-built mount that allowed the in-
ter-camera separation, and the orientation of each camera about a
vertical axis, to be manipulated. This is a simpliﬁcation of the sit-
uation for human binocular vision, in which there are potentially
three degrees of freedom for each eye (rotations about horizontal
and vertical axes, and the line of sight). The analyses presented
here focus on situations in which vergence in approximately sym-
metrical and elevation is close to zero. In this case, the expected
cyclovergence, which is not possible in the camera setup used, is
negligible (e.g. Porrill, Ivins, & Frisby, 1999). In all cases, an inter-
camera separation of 65 mm (representative of the typical human
interocular separation) was used. The cameras were oriented so
that the same point in the scene projected to the centre of each
camera’s image, so as to mimic the typical human ﬁxation strategy.
Two classes of scene were investigated. In the ﬁrst, images were
collections of natural objects (fruit, vegetables, stones, shells,
plants) arranged in ‘‘still-life” collections. These were displayed
in a Verivide light cabinet, with D65 illumination, and were viewed
from a distance of less than 1m in all cases. The second collection
was of outdoor scenes, taken in the quad of St Mary’s college in St
Andrews (to include trees, ﬂowers, lawns) or on the beach (to in-
clude the beach, rocks). In all cases, ﬁxation distances were of
the order of several metres. 41 indoor and 13 outdoor scenes were
included in the analysis. Examples of the images used are given in
Fig. 6.
Images were captured at a resolution of 1600  1200 pixels.
They were then calibrated to take account of the characteristics
of the cameras. Firstly, images were calibrated using a camera cal-
ibration toolkit that is available online.2 This allowed us to correct
for lens distortions, calculate the effective focal lengths of the cam-
eras, and to transform the images into a ‘‘pinhole-camera” model.
That is, the spatial location of each pixel in the image is described
in terms of the visual direction through the centre of the lens that
will project onto that pixel. The ﬁnal resolution of the images was
1 pixel per arc minute of visual angle. The images were also cali-
brated to take account of the colour characteristics of the cameras,
by capturing colour patches from a Macbeth Colorchecker DC chart,
and using these to map RGB camera values to CIE LAB values (Hong,
Luo, & Rhodes, 2001). Subsequent analyses were performed on the
luminance information only.
5.2. Results
For every location in a collection of 54 binocular images, the re-
sponses of a population of model binocular energy neurons were
calculated. Fig. 7a shows the mean normalised energy response,
Fig. 6. Examples of the stimuli used. The top row shows an indoor scene, the bottom row an outdoor scene. In each case, the left and centre images are arranged for uncrossed
viewing, and the centre and right images for crossed viewing.
1434 P.B. Hibbard / Vision Research 48 (2008) 1427–1439as a function of the disparity relative to that of the unit producing
the greatest response for each sample. These results are for ﬁlters
tuned to horizontal disparity, with a frequency tuning of 2.4 cy-
cles/degree, and for samples taken from within 0.5 of the centre
of the indoor images. Also plotted is the mean response of the same
ﬁlter to 1000 white noise samples with a disparity of zero. The
shape of the tuning for relative disparity is broadly similar in each
case, although for the natural images sample the extent to which
the response is modulated by disparity is much reduced.
The width of the disparity tuning is plotted in Fig. 7b. Results
are not plotted as the half-width at half-height, since responses
did not drop to half of their maximum. The metric used instead
was the difference in disparity between the units producing the
maximum response, and that producing the response at the centre
of the ﬁrst trough in the response function. This is plotted as a
function of image eccentricity, and the frequency tuning of the ﬁl-
ter. Tuning width decreases with increasing frequency tuning, as
expected, and is not affected by eccentricity. Fig. 7c plots the tun-
ing width, for samples in the centre of the images, as a function of
the frequency tuning. Results are plotted for indoor and outdoor
scenes, in comparison with the width of the spatial receptive ﬁeld
of the even-symmetric ﬁlters, measured using the same metric.
The tuning width for relative disparity is the same for the two clas-
ses of images, and is only slightly broader than the width of the
central excitatory region of the underlying even-symmetric spatial
ﬁlters.
Fig. 7d plots the mean normalised energy response as a function
of the absolute disparity tuning of the energy units. Again, results
are for ﬁlters tuned to horizontal disparity, with a frequency tuningof 2.4 cycles/degree, and are plotted for samples taken from three
different eccentricities, for the indoor images. Results are norma-
lised by the maximum average response in each case, to facilitate
comparison of the shapes of the functions. For samples taken from
the centre of the image, the mean response for units tuned to zero
disparity is greater than the mean response for units tuned to other
disparities. This trend is not evident when one considers samples
taken from locations away from the centre of the image. This result
is consistent with the prediction that, at least in the centre of the
image, disparities in the images are expected to be close to zero.
Results for units tuned to vertical disparities are shown in Fig. 8.
Fig. 8a and b show the relative disparity tuning width, plotted in
the same way as in Fig. 7b and c. The modulation of the mean re-
sponse as a function of disparity relative to that of the unit given
the greatest response is the same for horizontal and for vertical
disparity. The mean response as a function of absolute disparity
tuning is given in Fig. 8c. Again, for central image locations, mean
responses are greater for units tuned to zero disparity. The fall off
in mean response for units tuned to other disparities is greater
than was observed for horizontal disparities—falling to 90% of the
maximum for horizontal disparities but 70% for vertical disparities.
There is also evidence of a peak in the average response around
zero disparity for samples taken from all three image eccentricities.
These differences are consistent with the expectation that vertical
disparities will tend to be smaller than horizontal disparities, at all
locations in the image.
Results were also analysed in terms of the distributions of the
preferred disparities of the units given the largest response for
each sample. The distributions of these peak responses are plotted
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P.B. Hibbard / Vision Research 48 (2008) 1427–1439 1435in Fig. 9. Separate graphs are plotted for three different image
eccentricities, and for indoor and outdoor scenes, so that the effects
of these attributes can be assessed. Fig. 9a and d, which show re-
sults for the central regions of the images, demonstrate a clear
peak around zero. That is, model neurons tuned to disparities close
to zero were more likely to be the most responsive than model
neurons tuned to other disparities. This result is in line with the
predictions outlined above—small disparities are expected in the
centres of images. Fig. 9b, e, and c, f, show histograms for increas-
ingly eccentric image locations. It is clear that the peaks observed
around zero for central image locations ﬂatten rapidly as eccentric-
ity is increased. Again, this is consistent with geometric predic-
tions, since a broader range of distances (and hence disparities)is expected with increasing image eccentricity. Finally, comparing
the two rows of graphs shows a clear effect of the type of image
under consideration; at all eccentricities the peak around zero is
more evident for the outdoor scenes than for the indoor scenes.
Once more, this is as predicted—the outdoor scenes would be ex-
pected to contain objects at further distances, therefore producing
smaller binocular disparities.
These results represent the purely binocular inﬂuence on the
energy response, which was isolated by incorporating a stage of
normalisation, described in Section 3. Fig. 10 highlights the impor-
tance of this normalisation by plotting the unnormalised responses
in the same manner as Fig. 9. It is clear that the maximum re-
sponses are spread evenly across the range of disparities assessed.
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1436 P.B. Hibbard / Vision Research 48 (2008) 1427–1439This is to be expected, since the responses are determined by fac-
tors in addition to the disparities in the images Eq. (9).
Fig. 11 plots results for two different directions of disparity—
horizontal and vertical. Clearly, the results are more peaked for
vertical disparity. Again this matches the predictions, since vertical
disparities are expected to be much smaller than horizontal
disparities.
5.3. Comparison with psychophysical data
The distributions of the disparity tuning producing the largest
responses are in good qualitative agreement with the geometrical
predictions of the distributions of disparity outlined earlier. Thequestion now posed is whether these results can be used to under-
stand the disparity tuning of the visual system. Two aspects of this
tuning are addressed—the relative tuning to horizontal and vertical
disparity, and the effect of image eccentricity. These were picked
since they have clear and well-documented effects on Panum’s fu-
sional limit, a measure of the range of disparities over which bin-
ocular images may fused into a single percept.
5.3.1. Horizontal and vertical disparity
The distribution of responses for units tuned to vertical dispar-
ity is more sharply peaked around zero than the distributions for
units tuned to horizontal disparity. This is in broad agreement with
geometrical predictions (Hibbard, 2007; Read & Cumming, 2004;
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P.B. Hibbard / Vision Research 48 (2008) 1427–1439 1437Schreiber, Crawford, Fetter, & Tweed, 2001). Schreiber et al. (2001)
calculated that an optimal stereoscopic visual system should toler-
ate vertical disparities of up to 0.1 at the fovea, rising to 0.7 at an
eccentricity of 3. Fig. 12a plots the proportion of peak responses
falling within the expected optimal tolerance range. In general, a
majority of the maximum responses are produced by units tuned
to disparities outside this range. Since these tolerance zones reﬂect
the disparities that are predicted to be encountered, it is clear that
these maximum responses do not solely reﬂect the underlying dis-
tributions of disparities.
The distributions of maximum energy responses can also be
compared to Panum’s fusional limit, a psychophysical measure of
the range of disparities over which the left and right images are
fused into a single percept. Qin, Takamatsu, & Nakashima (2006)
estimated a fusional limit for horizontal disparities of 32–40 arc -
min in the fovea. Fig. 12b plots the proportion of points lying with-
in this limit, estimated as the central value of the stated range. The
majority of maximum responses are found for units tuned to dis-
parities outside these fusional limits. The exact link that we would
expect between the fusional limit and the underlying disparity
tuning is not clear, however, since depth perception, and therefore
disparity processing, does occur for unfused stimuli, with dispari-
ties falling outside the fusional range. An analysis of the variation
of the fusional limit between horizontal and vertical disparities,
and with eccentricity, does however allow us to determine
whether this variation corresponds to the changes in the distribu-
tions of disparities as a function of these factors.10
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Fig. 12. (a) Proportion of maximum responses that were from units tuned to vertical
Proportion of maximum responses that were from units tuned to disparities within Panu
of maximum responses that were tuned to horizontal disparities within Panum’s fusionQin et al. (2006) estimated the foveal fusional range for vertical
disparities as between 19.2 and 25.6 arc min. Fig. 12b also plots the
proportion of maximum responses for units tuned to vertical dis-
parity that fall within this range. Again, the majority of maximum
responses occur for units tuned to disparities outside the range.
The proportion of points falling within the range is smaller for ver-
tical disparities than for horizontal disparities. Thus, although the
fusional range and the spread of maximum responses across dis-
parity are both smaller for vertical than for horizontal disparity,
the change in fusional range is not such that it incorporates a con-
stant proportion of maximum responses for the two directions of
disparity.
5.3.2. Image eccentricity
The distribution of maximum responses broadens as eccentric-
ity increases. Again, this is in line with geometrical predictions, and
is echoed by an increase in Panum’s fusional limit with increasing
eccentricity. Again, we can address the question of whether this in-
crease in fusional limit is of an appropriate magnitude to accom-
modate the effects of eccentricity on the distribution of
responses. The proportion of points lying with Panum’s fusional
limit, as a function of eccentricity, is plotted in Fig. 12c. Hampton
and Kertesz’s (1983) estimate that Panum’s fusional limit is
approximately 0.25 in the centre of the image, and increases at
a rate of 0.13 of disparity per degree of image eccentricity, was
used. This gives a different value from that reported by Qin et al.
(2006), reﬂecting differences in psychophysical techniques and cri-
teria. Again, a majority of maximum responses occur for disparitiesl Vertical
 of disparity
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1438 P.B. Hibbard / Vision Research 48 (2008) 1427–1439larger than Panum’s fusional range. The proportion of responses
falling within the range increases with increasing eccentricity.
It is clear then that, although there are qualitative similarities
between the effects of disparity direction, and eccentricity in the
images on Panum’s fusional limit and the results found here, there
are also clear marked differences when quantitative comparisons
are made.
5.4. Comparison with physiological data
A recent comprehensive analysis of the disparity tuning of cor-
tical cells in V1 found that the tunings of cells cluster around zero
(Prince et al., 2002b), as might be expected from the geometrical
analyses of Read and Cumming (2004) and Hibbard (2007). The
range of peak tunings for horizontal disparity is not affected by
eccentricity (Durand et al., 2002; Prince et al., 2002b). However,
the frequency of the disparity tuning function for individual neu-
rons, which is inversely related to the breadth of disparity tuning,
is negatively correlated with eccentricity in both V1 (Prince et al.,
2002b) and MT (DeAngelis & Uka, 2003). These results demon-
strate that disparity tuning is broader at eccentric locations in
the images, and thus that the range of disparities to which individ-
ual neurons respond increases with eccentricity.
Differences in the range of disparity tunings of cells tuned to
horizontal and vertical disparity have been reported in physiolog-
ical studies. Cumming (2002) found that cells are tuned to a wider
range of horizontal disparities than vertical disparities. However,
when we attempt to establish quantitative similarities, marked dif-
ferences are evident between the geometrically predicted differ-
ence in the distributions of disparities, psychophysical estimates
of the fusional limit, and the distributions of peak responses pre-
sented here.
The range of vertical disparities is expected to be an order of
magnitude smaller than the range of horizontal disparities (Read
& Cumming, 2004). This contrasts with a 60% difference in Panum’s
fusional limit (Qin et al., 2006) and a difference of approximately
3–4 times in the range of horizontal and vertical disparities re-
ported in physiologically studies (Cumming, 2002). Some of the
possible reasons for these discrepancies are discussed in the fol-
lowing section.6. Conclusions
A general consensus has emerged in recent years that a simple
energy-based correlation model forms the ﬁrst stage of binocular
processing. The experimental evidence upon which this consensus
is built has typically derived from the use of artiﬁcial stimuli. If we
are to make use of the substantial knowledge gained from such
experiments in order to understand binocular vision in the real
world, it is important to consider the properties of natural images,
and how these are likely to affect the responses of binocular neu-
rons. Two aspects of any natural binocular image, its luminance
statistics and the local variation in disparity that it contains, were
considered. Each of these was shown to have a potentially substan-
tial impact on the likelihood with which an energy-based model
can solve the binocular correspondence problem.
By making some simple assumptions about the structure of the
environment, we are also able to predict the distributions of dis-
parities that we would expect to see in natural scenes. In all cases,
these predictions were reﬂected in the responses of the energy
model. That is, the largest responses tended to occur for small dis-
parities; the response distribution as a function of disparity in-
creased with increasing image eccentricity; and these
distributions were more narrowly tuned for vertical rather than
horizontal disparity, and for outdoor scenes than for indoor scenes.These predictions also have direct physiological and psychophysi-
cal corollaries. Observers fuse a greater range of horizontal than
vertical disparities, and a greater range of disparities in eccentric
rather than central image locations. Single cell recordings also
demonstrate a clustering of preferred disparities around zero and
tuning to a greater range of horizontal than vertical disparities.
Although the distribution of preferred disparities of neurons in
V1 does not increase with eccentricity, the range of disparities that
is encoded by individual neurons does. This would help to ensure
that a relatively constant proportion of images would produce sig-
niﬁcant activation in individual neurons. As the distribution of ex-
pected disparities broadens, the disparity tuning of individual
neurons would also have to broaden if they were to respond to a
similar proportion of input stimuli. This is exactly the effect of
eccentricity on the breadth of disparity tuning found in V1.
While clear qualitative links may be drawn between theoreti-
cally predicted disparity distributions, physiologically and psycho-
physically measured disparity tuning, and the model responses
shown here, it was not possible to establish a close quantitative
agreement. A number of factors are likely to contribute to this out-
come. Firstly, the distributions of maximum responses do not re-
ﬂect the underlying distributions of disparities directly.
Normalised binocular energy responses will be affected by a num-
ber of factors in addition to disparity, including variations in dis-
parity within the receptive ﬁelds of the units, and binocularly
uncorrelated noise. This relates to the important point that the re-
sponses of cells in V1 represent only the ﬁrst stage of disparity pro-
cessing. Other reasons why close quantitative similarities might
not be expected include the need of the visual system to accommo-
date inaccuracies in convergence and hence a wider range of dis-
parities than might otherwise be expected, and the fact that
binocular depth perception is possible beyond the range over
which fusion occurs.
Despite such limitations, one interesting feature of the results is
that the distribution of energy responses varies depending on
whether we consider indoor scenes, containing relatively close ob-
jects, or outdoor scenes. It has been proposed that the range of dis-
parities present in a pair of images could be used by the visual
system as a cue to viewing distance (Glennerster, Rogers, & Brad-
shaw, 1998). This result shows that such a strategy would be fea-
sible, and also that it would be possible to make estimates of
viewing distance directly on the basis of the response of a popula-
tion of energy-type neurons, without the need to scale disparities
or even to solve the correspondence problem fully.Acknowledgments
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