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In the present paper, we study the Riemann problem for degenerate equations inwhich the
pressure is constant over some range of stains. By the Liu-entropy condition, the Riemann
solutions of twelve regions in the v–u plane are completely constructed. Moreover, we
obtain the invariant regions for the Riemann solutions.
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1. Introduction
In this paper, we are concerned with the nonlinear degenerate equations written in the following conservative forms
vt − ux = 0,
ut + p(v)x = 0, (1)
where the unknowns v and u denote the strain and the velocity, respectively, and p(v) is the pressure.When the eigenvalues
coalesce, we say the system degenerates.
The system (1) is equivalent to the nonlinearwave equation vtt = p(v)xx with the propagation speed√−p′(v). The initial
value problem for (1) has been studied under various hypotheses on the pressure, and it has also served as a prototype
for studying the general 2 × 2 hyperbolic conservation laws. In the case of p = Kv−γ (γ > 1) (K is a constant), it is a
model for isentropic gas dynamics in Lagrangian coordinateswhich plays an important role in studying nonlinear hyperbolic
equations; see [1]. The existence of weak solutions for isentropic gas dynamics in Euler coordinates has been established by
Diperna [2], Ding [3,4], and Lions [5,6]. In this paper, the pressure is constant when α ≤ v ≤ β , which makes the system (1)
degenerate. So the method we use here is different from that in isentropic gas dynamics, where the pressure p(v) satisfies
p′ < 0, p′′ > 0, and v for the specific volume [2,7].
In this paper, we consider (1) with the pressure p(v) shown in Fig. 1, where p is constant in the interval [α, β]. The
motivation for this choice of p lies in the theory of phase transitions. More precisely, it is related to the Maxwell line in the
van der Waals gas state equation [8,9]. The system (1) with the van der Waals state equation has been studied in [8,10–12],
where the Riemann problemwas discussed under different admissible criteria. So far, only the Riemann solutions including
phase transition which is the Maxwell line satisfy entropy conditions mentioned in [8,10–12] at the same time, such as the
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Fig. 1. Graph of p(v).
viscosity–capillarity admissibility criterion, the entropy rate admissibility criterion, the Lax entropy admissibility criterion,
and the Liu-entropy condition.
In our paper, based on the Liu-entropy condition [13] instead of the Lax entropy condition, we completely solve the
Riemann problem for (1). Here, the stationary shockwave naturally generates, and is admissible by Liu-entropy condition. It
is different from the stationary phase boundary in [11]. Since the system [11] is amixed type, the stationary phase boundary
was introduced in order to construct the Riemann solutions. Moreover, we obtain its invariant region which is verified by
the Riemann solutions constructed. It is consistentwith the invariant region in [9]which is obtained by the classical theorem
constructed by Chueh, Conley, and Smoller.
This paper is organized as follows. In Section 2, we present some preliminary knowledge and elementary waves for
the system (1). In Section 3, we construct the Riemann solutions. In Section 4, we get the invariant region of the Riemann
problem for (1).
2. Elementary waves
In this section, we briefly introduce some basic facts on the degenerate system (1) with Riemann initial data
(v, u)|t=0 =

(vr , ur), x > 0,
(vl, ul), x < 0.
(2)
The pressure p(v) is expressed in Fig. 1, [9].
We assume that p is continuous, piecewise smooth and satisfies the following conditions:
(1) p′(v) < 0, v ∈ (−∞, α) ∪ (β,+∞); p′(v) = 0, v ∈ [α, β],
(2) p′′(v) > 0, v ∈ (−∞, α); p′′(v) < 0, v ∈ (β,+∞); p′′(v) = 0, v ∈ [α, β].
The system (1) can be rewritten as
Ut + F(U)x = 0,
where U = (v, u) and F(U) = (−u, p(v))T . The system (1) is hyperbolic since the Jacobian matrix
dF =

0 −1
p′(v) 0

,
has two real eigenvalues
λ1 = −
−p′(v), λ2 = −p′(v).
We find that the system (1) is strictly hyperbolic, except for v ∈ [α, β], where the two eigenvalues coalesce. The corre-
sponding right characteristic vectors of λi (i = 1, 2) are
r1 = (1,
−p′(v)), r2 = (1,−−p′(v)).
It is easy to find that ▽λ1 · r1 = p′′(v)
2
√
−p′(v) . When v < α or v > β , the system is strictly hyperbolic and genuinely nonlinear.
Otherwise, the system is linearly degenerate. The Riemann invariants along the characteristic fields are
ω = u−
 v
α
−p′(s)ds, z = u+  v
α
−p′(s)ds.
Next, we seek the smooth solutions. We know that the system (1) possesses the constant state solution U = const., and
the singular solution, i.e., the back (or 1-) rarefaction wave solution and the front (or 2-) rarefaction wave solution for the
eigenvalues λ1 and λ2, respectively.
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The back rarefaction wave is
R1 : u− ul =
 v
vl
−p′(s)ds, vl > v ≥ β or vl < v ≤ α,
where vl > v ≥ β or vl < v ≤ α is determined by λ1(U) > λ1(Ul).
Note that
du
dv
= −p′(v) > 0, vl > v ≥ β or vl < v ≤ α,
and
d2u
dv2
= − p
′′(v)
2
√−p′(v)

> 0, if vl > v ≥ β,
< 0, if vl < v ≤ α. (3)
By a similar analysis, the front rarefaction wave can be expressed as
R2 : u− ul = −
 v
vl
−p′(s)ds, α ≥ vl > v or β ≤ vl < v,
where α ≥ vl > v or β ≤ vl < v is obtained from λ1(U) > λ1(Ul). After the simple calculation, we obtain
du
dv
= −−p′(v) < 0, α ≥ vl > v or β ≤ vl < v,
and
d2u
dv2
= p
′′(v)
2
√−p′(v)

> 0, if α ≥ vl > v,
< 0, if β ≤ vl < v. (4)
The system (1) admits discontinuous solutions, which satisfy the Rankine–Hugoniot relation on x = x(t)
s[v] + [u] = 0,
s[u] − [p] = 0, (5)
where s denotes the shock speed, and [H] = Hr − Hl.
From (5), the back (or 1-) shock wave is expressed as
u− ul =

− p− pl
v − vl (v − vl),
which satisfies the Liu-entropy condition
−

−p(v)− pl
v − vl ≤ −

−p(τ )− pl
τ − vl , i.e.,
p(v)− pl
v − vl ≤
p(τ )− pl
τ − vl ,
for all τ between v and vl.
Similarly, the front (or 2-) shock wave has the form
u− ul = −

− p− pl
v − vl (v − vl),
which satisfies the Liu-entropy condition
−p(v)− pl
v − vl ≤

−p(τ )− pl
τ − vl , i.e.,
p(v)− pl
v − vl ≥
p(τ )− pl
τ − vl ,
for all τ between v and vl.
If the shock speed s = 0, it is called the stationary shock wave, expressed by S0.
The elementary waves of the system (1) involve R1, R2, S1, S2, S0. All the waves Ri(v;U), Si(v,U) (i = 1, 2) and S0 are
starlike with respect to U . In the next section, we will construct the piecewise smooth solutions to the Riemann problem (1)
and (2) by using the above elementary waves.
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Fig. 2. The wave curves connecting to Ul on the right for vl < α.
3. Construction of Riemann solutions
In this section, we construct the solutions to (1) and (2) according to the location relations between Ul and Ur in the v–u
plane case by case. The principle in the construction is to divide the v–u plane into several regions, according to the location
of (vr , ur) if (vl, ul) is known. The Riemann solutions consist of a combination of admissible shock waves, rarefaction waves
and stationary shock waves which are determined by the region in which (vr , ur) lies. According to the location of vl, we
will discuss the Riemann problem in three cases, namely, vl < α, vl > β , and α ≤ vl ≤ β . The case vl < α is similar to
vl > β , and the case α ≤ vl ≤ β is simpler than the other two cases. We will mainly consider the case vl < α.
Case 1. vl < α.
Let S1(Ul) be those points which connect to Ul by a 1-shock wave on the right. The definitions of R1(Ul), R2(Ul), S2(Ul),
and S0(Ul) are similar to S1(Ul). For example, S1(Ul), S2(Ul), and S0(Ul) are expressed as
S1(Ul) =

U = (v, u) : u− ul =

− p− pl
v − vl (v − vl), v < vl or v ≥v

,
S2(Ul) =

U = (v, u) : u− ul = −

− p− pl
v − vl (v − vl), vl < v ≤v

,
S0(Ul) = {U = (v, u) : u = ul, α ≤ v ≤ β} ,
wherev andv satisfy the following equations, respectively
p′(vl) = p(vl)− p(v)
vl −v ,
p′(v) = p(vl)− p(v)
vl −v .
Put these curves R1, R2, S1, S2 and S0 together in the v–u plane; then, we get a graph (Fig. 2).
For a given (vl, ul), we consider the set of all states which can be joined to (vl, ul) on the right, by the first kind of waves
and a stationary shock wave. Namely, it contains a 1-shock wave, or a 1-rarefaction wave, or S0, or a combination of such
kind of waves.We denote this set byW1(vl, ul). For each point (v1, u1) ∈ W1(vl, ul), we determine the set of all states which
can be joined to (v1, u1) on the right, by the second kind of waves and a stationary shockwave. Namely, it contains a 2-shock
wave, or a 2-rarefaction wave, or S0, or a combination of such kind of waves. We denote this set byW2(v1, u1).
W1(vl, ul) is defined as follows
W1(vl, ul) =

S1(vl, ul), if v ≤ vl,
R1(vl, ul), if vl < v ≤ α,
S0(α, uα), if α < v ≤ β and u = uα,
C(α, v˜, R1(vl, ul)), if α < v ≤ β and u ≠ uα or β < v ≤v,
S1(vl, ul), if v >v,
(6)
where uα − ul =
 α
vl
√−p′(s)ds, and C(α, v˜, R1(vl, ul)) consists of the state (v2, u2) such that corresponding to each state
(v1, u1) ∈ R1(vl, ul)with α < v ≤v,
u2 − u1 =

−p2 − p1
v2 − v1 (v2 − v1),
p′(v1) = p(vl)− p(v2)
vl − v2 .
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For any (v1, u1) ∈ W1(vl, ul)with v1 ≤ vl,
W2(v1, u1) =
R2(v1, u1), if v ≤ v1,
S2(v1, u1), if v1 < v ≤ va,
R2(va, ua), if v > va,
(7)
where (v1, u1) ∈ S1(vl, ul), va ∈ S2(v1, u1) and pa−p1va−v1 = p′(va). The point (va, ua) is the end point of S2(v1, u1). We denote
Γa the curve consisting of the point (va, ua) for all va ≥ vˆ.
If (v1, u1) ∈ W1(vl, ul) and vl < v1 < α, then
W2(v1, u1) =
R2(v1, u1), if v ≤ v1,
S2(v1, u1), if v1 < v ≥ vb,
R2(vb, ub), if v > vb,
(8)
where (v1, u1) ∈ R1(vl, ul), vb ∈ S2(v1, u1) and pb−p1vb−v1 = p′(vb). The point (vb, ub) is the end point of S2(v1, u1). Similar to
Γa, we define the curve Γb with β ≤ vb ≤ vˆ.
Now we turn to (v1, u1) onW1(vl, ul) for α ≤ v1 ≤ β
W2(v1, u1) =
S0(v1, u1), if α ≤ v ≤ β,
R2(α, uα), if v < α,
R2(β, uβ), if v > β,
(9)
where uβ − ul =
 β
vl
√−p′(s)ds.
For any (v1, u1) ∈ W1(vl, ul)with β < v1 ≤v,W2(v1, u1) is defined as
W2(v1, u1) =
R2(v1, u1), if v ≥ v1,
S2(v1, u1), if vc ≤ v < v1,
R2(vc, uc), if v < vc,
(10)
where (v1, u1) ∈ C1(α, v˜, R1(vl, ul)), vc ∈ S2(v1, u1) and pc−p1vc−v1 = p′(vc). The point (vc, uc) is the end point of S2(v1, u1).
Similar to Γa, we define the curve Γc with v¯ ≤ vc < α, where v¯ and u¯ respectively satisfy
u¯− u˜ = −

−p(v¯)− p(v˜)
v¯ − v˜ (v¯ − v˜),
p′(v¯) = p(v¯)− p(v˜)
v¯ − v˜ .
If (v1, u1) ∈ W1(vl, ul) and v1 >v, then
W2(v1, u1) =
R2(v1, u1), if v ≥ v1,
S2(v1, u1), if vd ≤ v < v1,
R2(vd, ud), if v < vd,
(11)
where (v1, u1) ∈ S1(vl, ul), vd ∈ S2(v1, u1) and pd−p1vd−v1 = p′(vd). The point (vd, ud) is the end point of S2(v1, u1). Similar to
Γa, we define the curve Γd with vd < v¯.
The family of the curves {W2(v1, u1) : (v1, u1) ∈ W1(vl, ul)} is shown in Fig. 3, which covers the whole v–u plane, so we
obtain the solutions for (1) and (2). From Fig. 3, we see that the whole v–u plane is divided into twelve disjoint regions; then
we can construct the exact solutions when (vr , ur) is located in the different regions.
Next, the Riemann solutions in different regions are constructed, and some solutions are depicted in the x–t plane.
1. Region I and region II. When (vr , ur) is located in regions I and II, the corresponding solution contains a 1-shock wave
joining (vl, ul) and (v1, u1), and a 2-rarefaction wave joining (v1, u1) and (vr , ur) (Fig. 4).
2. Region III and region IV. When (vr , ur) is located in the regions III and IV, the Riemann solution contains a 1-shock wave
joining (vl, ul) and (v1, u1), and a 2-shock wave joining (v1, u1) and (vr , ur).
3. Region V. When (vr , ur) belongs to the region V, the solution includes a 1-shock wave joining (vl, ul) and (v1, u1), a
2-shock wave joining (v1, u1) and (va, ua), and a 2-rarefaction wave joining (va, ua) and (vr , ur)
The Riemann solution in the x–t plane is shown in Fig. 5.
4. Region VI. When (vr , ur) is located in the region IV, the corresponding solution is described as
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Fig. 3. Division of the v–u plane for vl < α.
Fig. 4. Ur ∈ I or Ur ∈ II.
Fig. 5. Ur ∈ V.
or
which is shown in Figs. 6 and 7.
5. Region VII. When (vr , ur) is located in the region VII, the Riemann solution can easily be constructed by a 1-rarefaction
wave and a 2-rarefaction wave.
6. Region VIII. When (vr , ur) belongs to the region VIII, the corresponding solution is
or
shown in Figs. 8 and 9.
7. Region IX. When (vr , ur) is located in the region IX, the Riemann solution has two forms. If v1 ≠ α and vr ≠ β , it
consists of a 1-rarefaction wave joining (vl, ul) and (v1, u1), and a 2-shock wave joining (v1, u1) and (vr , ur). Otherwise,
it consists of a 1-rarefaction wave and a stationary shock wave, i.e.,
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Fig. 6. Ur ∈ VI.
Fig. 7. Ur ∈ VI.
Fig. 8. Ur ∈ VIII.
or
8. Region X. When (vr , ur) belongs to the region X, the Riemann solution is
or
The Riemann solution in the x–t plane is shown in Figs. 10 and 11.
9. Region XI. When (vr , ur) is located in the region XI, the corresponding solution includes a 1-rarefaction wave, a 1-shock
wave with the speed of λ1(v1), and a 2-rarefaction wave, i.e.,
10. Region XII. When (vr , ur) belongs to the region XII, the Riemann solution is expressed as
Z. Wang, T. Zhang / J. Math. Anal. Appl. 394 (2012) 112–120 119
Fig. 9. Ur ∈ VIII.
Fig. 10. Ur ∈ X.
Fig. 11. Ur ∈ X.
Case 2. α ≤ vl ≤ β .
This case is simpler than the situation vl < α. We draw all the wave curves connecting to Ul on the right in the v–u plane
which is divided into six regions (Fig. 12).
Through the same analysis as in the case vl < α, we can also get the Riemann solutions in different regions.
Case 3. vl > β .
This case is similar to vl < α. The wave curves connecting to Ul on the right are drawn in the v–u plane. The v–u plane
is divided into twelve regions (Fig. 13).
For this case, the Riemann solutions can also be constructed using the same method as the case 1.
4. Invariant regions
In this section, we will verify the invariant region for the Riemann solutions constructed in Section 3. Through the
construction of the Riemann solutions above, we can easily verify that the Riemann invariants satisfy the following
inequalities
min(ω, z) ≥ min(ωl, ωr , zl, zr), (12)
max(ω, z) ≤ max(ωl, ωr , zl, zr). (13)
Let c1 = min(ωl, ωr , zl, zr), c2 = max(ωl, ωr , zl, zr), we have the following theorem.
Theorem 4.1. The region
 = {(v, u) : c1 ≤ ω ≤ c2, c1 ≤ z ≤ c2} is the invariant region for the Riemann problem (1) and (2),
i.e., if the Riemann data belong to

, then the Riemann solutions belong to

too.
The invariant region is showed in the v–u plane as given in Fig. 14.
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Fig. 12. Division of the v–u plane for α ≤ vl ≤ β .
Fig. 13. Division of the v–u plane for vl > β .
Fig. 14. The invariant regions.
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