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Abstract
The aim of this paper is to present a self contained introduction to
the Hubbard model and some of its applications. The paper consists
of two parts: the first will introduce the basic notions of the Hubbard
model,starting from the motivation for its development to the formu-
lation of the Hamiltonian and some methods of calculation within the
model. The second part will discuss some applications of the model to
1D and 2D systems,based on the combination of the author’s results
with those from the literature.
1 Introduction
Physics and all other natural sciences have at least one point in common: they
have to find a way to determine the characteristics of the objects they study.
Generally speaking,this is done in various kinds of experiments. Performing
an experiment means putting the systm under study in interaction with some
kind of external probe,and then measuring the response of the system.If the
interaction of the system under study with the external probe is weak, and if
the particles constituting the system mutually interact weakly, the response
of the system will be a linear function of the interaction strength. Such a
situation is called the one electron picture in solid state physics. Many useful
results have been obtained in solid state physics using this picture.
What happens if the particles making up the system are correlated,or
interact strongly with the external probe? Such materials were discovered
in the last century;very well known examples are organic metals and high
temperature superconductors. In materials like these,the one electron picture
can not be applied and a new theoretical approach is needed. A typical
shape of the temperature dependence of the resistivity of normal metals is
presented in Fig.1,taken from [1].A similar curve for the organic conductors is
represented in Fig.2 [2]. Even just a glance at these two figures shows that the
temperature dependence of the resistivity for these two kinds of materials is
drastically different,which proves that a new theoretical model is necessary
for use in studies of the organic conductors. The electrical resistivity of
metals is modelled by the scattering of conduction electrons on phonons.
Already early attempts to explain the resistivity of organic metals by the
same physical process gave large discrepancies between the theoretical and
experimental temperature dependencies of the resistivity of these materials
[3].
Apart the introduction,this paper has two further sections. The second
one is devoted to the basic notions of the Hubbard model,while the third
deals with some selected applications of this model.
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Figure 1: The temperature dependence of the resistivity of normal metals
Figure 2: The temperature dependence of the resistivity of several organic
metals
2 The Hubbard model
2.1 The basic notions
Around the middle of the last century,one of the ”‘hot toppics”’ in solid state
physics was the phenomenon of the metal-insulator (MI) transition. Mott
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developed a theory of the MI transition,and showed what influence particle
correlations can have on the results of the one electron picture [4]. Attempts
to develop a microscopic model of the MI transition were important in the
development of the Hubbard model (HM).
The main ”building block” of the HM is a collection of atomic orbitals,and
the main physical assumption is the idea of tight binding. Translated into
common language,this means that the wave function of an electron is centered
on the lattice site of an ion,and that any electron can ”‘hop”’ one lattice
spacing at a time.
Denoting the orbitals by φµ where µ ∈ [1, m],one can distinguish three
kinds of them:
Non-degenerate µ = 1, 2 Such models are discussed in detail in [5],and
they have only spin degenracy. The s orbital is a typical example.
Degenerate µ = 1, 2, ..m and m = 2 × (2l + 1). The symbol l denotes
the orbital angular momentum quantum number.Orbitals of this kind can be
p,d,f ...
Multiple bands In this case several degenerate bands are combined.
The basic ”‘description”’ of a model in statistical physics is its Hamilto-
nian. The Hamiltonian of the HM is given as the sum of two terms,the ”free”
kinetic term H0 and the ”‘interaction”’ term HI
H = H0 +HI (1)
where
H0 =
∑
i,j
∑
µ,ν
T µ,νi,j c
+
i,µcj,µ (2)
The hopping amplitude is given by
T µ,νi,j =
∫
d3xφ∗µ(x−Ri)× [−
h¯2
2m
∇2 + V (x)] (3)
In Eq.(3)V (x) denotes the crystal ion potential felt by a single electron,while
µ is an atomic orbital in an atom at lattice site i and ν is an orbital in an
atom at site j.The interaction term has a more complicated structure:
HI =
1
2
∑
i,j,k,l
∑
µ,ν,σ,τ
< i, µ, j, ν|
1
r
|k, σ, l, τ > c+iµc
+
jνckσclτ (4)
Expressions of the form < ..||.. > denote matrix elements of the Coulomb
interaction between electrons on different lattice ions.
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It can be expected that the most important role in the interaction term
will be played by the electrons in orbitals on the same ion. In order to
facilitate the applicability of Eq.(4) Hubbard introduced considerable simpli-
fications.
He took into account only the matrix elements in which i = j = k = l
and assumed the existence of only one orbital. After these simpliications,the
interaction term in the Hamiltonian takes the following form:
HI = U
∑
i
ni,↑ni,↓ (5)
with
U =< ii|
1
r
|ii > (6)
The kinetic term can be expressed as:
T µνij = T0δ
µνδij + t
µν
ij (7)
The second term in Eq.(7) is non zero when the ions i and j are nearest
neighbours. Assuming that T0 = 0,which amounts to a change of gauge,and
allowing for n.n hopping only,the Hamiltonian of a one-band Hubbard model
becomes
H = −t
∑
<ij>,σ
(c+iσcj + c
+
jσciσ) + U
∑
i
ni,↑ni,↓ (8)
In one spatial dimension,the Hubbard Hamiltonian takes the following form
H = −t
∑
i,σ
(c+i+1σciσ + c
+
iσci+1σ) + U
∑
i
ni,↑ni,↓ (9)
Symbols of the form c+iσ denote second quantisation operators creating an
electron with spin σ at a lattice site i,while ni,↑ is the number operator for
the number of electrons at an ion on lattice site i having spin up.
The Hubbard model in 2D is mathematically much more complex. The
Hamiltonian in this case has the form [6]:
H = −
∑
ij
∑
σ
tijc
+
iσcjσ +
1
2
∑
ijkl
∑
σσ′
< ij|v|kl > c+iσc
+
jσ′clσ′ckσ (10)
The Hubbard model may seem relatively simple,judging by the form of its
Hamiltonian. However,it is only apparently simple.Although nearly 60
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years have passed since it was proposed, this model has been exactly solved
only for the 1D case [7]. Results concerning low dimensional systems are
very sensitive to details of the problem. For example,it was shown in [8] that
the ground state of 1D systems is unmagnetized,assuming that the hopping
is between nearest neighbours.Relaxing this assumption,and allowing for the
next-nearest neighbour hopping,gives rise to ferromagnetic properties [9].
2.2 Methods of calculation
Immagine that the Hamiltonian H of a many-body system is at some suffi-
ciently remote moment in the past perturbed by a time-dependent external
field h(t) . In real experiments,this external field can be high external pres-
sure,which is at some moment turned on and increases with time.At time
t this Hamiltonian can be expressed as H(t) = H + V (t),where V (t) =
h(t)A,and the symbol A denotes the parameter of the system with which
the perturbing external field h(t) is coupled.A common example of A is the
particle number density.
As a consequence of the existence of the perturbation h(t),the system
under study is not ”isolated” any more. This implies that the average value
of the observable represented by the operator A depends on the details of the
perturbing field;solving such a problem is a complicated task. This problem
can be reduced to the Linear Response Theory if the perturbation h is small
enough.
This idea is the foundation of the statistical mechanical theory of ire-
versible processes,proposed by Kubo [10]. The aim of this theory is to de-
velop a scheme for the calculation of the kinetic coefficients for quantities
such as the electrical and thermal conductivity. Kubo has shown that this
calculation can be performed as a calculation of time correlation functions
in equilibrium. From the viewpoint of pure theory,Kubo’s theory solves the
problem - it gives formal expressions for the required physical quantities.
However,the expressions it gives are far too complex for application to real
materials.
Another method applicable to the calculation of the kietic coefficients is
the so called ”‘memory function”’ method,recently reviewed in [11]. This
method is a logical continuation of the work by Kubo. It was practically
developed in the 1970s,and within this method the electrical cnductivity can
be calculated as follows:
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χAB(z) =<< A;B >>= −i
∫ ∞
0
exp izt < [A(t), B(0)] > dt (11)
where A = B = [j,H ],j denotes the current operator, and
σ(z) = i
ω2P
4piz
[1−
χz
χ0
] (12)
The symbol ωP denotes the plasma frequency,which is given by ω
2
P =
4pie2n/m,and where e, n,m are the electron charge,number density and mass
respectvely.
3 Selected applications
3.1 One-dimensional organic metals
The general chemical formula of these materials is (TMTSF )2X ,where the
formula (TMTSF )2 denotes a complicated chemical compound called di-
tetra-methyl-tia-selena-fulvalene,and X is any anion attached to it.A few
examples of the anions which can be attached are FSO3,ClO4 or NO3. After
the name of the person who synthetized them for the first time,they became
known as the Bechgaard salts. For a review of the field and some history,see
[12].
Full details of the calculation of the electrical conductivity of the Bech-
gaard salts have been reviewed in [13]. The general conclusion drawn there
is that the results of the calculation performed within the memory function
method,using the Hubbard model and the Fermi distribution function are
in good semi-quantitative agreement with experiments. This means that
the general trend of the experimental data and some numerical values are
successfully reproduced.
Applications of the Fermi liquid theory to the Bechgaard salts are justified
by the fact that these materials are not strictly one dimensional,but are in
fact quasi-one-dimensional (Q1D). Recent experimental work has shown that
at least some of these materials are quasi-two- dimensional [14].
The calculation of the electrical conductivity discussed in [14] had the
disadvantage that the lattice constant was assumed to be equal to one. This
detail helped to simplify the calculations, but at the same time excluded the
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possibility of taking into account the influence of variable external pressure
on the conductivity.
The first step in the calculation [13] was to obtain an expression for the
susceptibility χ. This expression has the form of a sum. Performing this
summation and then letting the immaginary part of the complex frequency
tend to zero,it can be shown that the electrical conductivity is finally given
by the following expression
σR(ω0) = (1/2χ0)(ω
2
P/pi)[ω
2
0 − (bt)
2]−1(Ut/N2)2 × S (13)
and the symbol S denotes the following function
S = 42.49916× (1 + exp(β(−µ− 2t)))−2 + 78.2557×
(1 + exp(β(−µ+ 2t cos(1 + pi))))−2 + (bt/(ω0 + bt))×
(4.53316× (1 + exp(β(−µ− 2t)))−2 +
24.6448(1 + exp(β(−µ+ 2t cos(1 + pi)))))−2)
(14)
The symbol µ denotes the chemical potential of the electron gas,
determined in [15] as:
µ =
(βt)6(ns− 1) |t|
1.1029 + .1694(βt)2 + .0654(βt)4
(15)
Obviously limn,s→1µ=0. In Eqs.(13)-(15),ω0 denotes the real part of the
frequency,β is the inverse temperature,s the lattice constant and n the band
filling. The number of lattice sites is denoted by N . The static limit of the
susceptibility is denoted by χ0. Equations (13) and (14) give the possibil-
ity for investigating the dependence of the conductivity on the temperature
T ,band filling n,frequency ω0 and hopping parameter t. However,these equa-
tions do not give the possibility for taking into account the influence of high
external pressure on the conductivity.
As an example of the results obtained on the Bechgaard salts by applica-
tion of Eqs.(13)-(15),the following figure gives the temperature dependence
of normalized conductivity for two values of the band filling.
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Figure 3: Normalzed conductivity of a Bechgaard salt for two values of the
band filling
The nonlinearity of the temperature dependence of the conductivity is clearly
seen,as is the dependence on the band filling. This last conclusion has an
interesting link to experiments. Namely,a band filling equal to 1 is usually
taken to correspond to a pure specimen. Any deviation of n from 1 in fact
means that the influence of doping on the conductivity is taken into account.
3.2 The conductivity of Bechgaard salts under pres-
sure
External pressure changes the value of the lattice constant of a material.
Therefore,in order to take into account the influence of high pressure on the
conductivity of the Bechgaard salts into account,the first step is to make a
change of variables. All terms containing k have to be replaced by terms con-
taining ks. Summing the expression thus obtained within the first Brillouin
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zone,leads to a long impractical result for the real part of the susceptibility.
It can be expressed in the form
χR(ω) =
∑
i
Ai
ω + qit
(16)
where qi are numerical constants and the functions Ai contain all the pa-
rameters of the problem except the frequency.The immaginary part of the
dynamical susceptibility,denoted by χI ,is given by:
χI(ω0) = −2(
ω0
pi
)P
∫ ∞
0
χR(ω)
ω2 − ω20
dω (17)
where P denotes the principal value of the integral.Performing the calculation
it follows that
χI(ω0) =
∑
i
Ai
pi
ω0
(qit)2
1
1− (ω0
qit
)2
× ln(
ω0
qit
)2 (18)
under the assumption that ω20 > 0 and (ω0/qit)
2 < 1. As discussed in [15],the
electrical conductivity is given by:
σR =
ω2PχI
4piω0χ0
(19)
The final result for the real part of the electrical conductivity of these mate-
rials has the following form:
σR =
1
χ0
(
ωP
2pi
)2
∑
i
Ai
(qit)2
×
ln[ω0
qit
]2
1− [ω0
qit
]2
(20)
Assuming that the derivative of the plasma frequency with pressure is small,it
follows that
∂σR
∂s
=
ω2P
4piω0χ0
×
∂χI
∂s
(21)
Inserting Eq.(18) into Eq.(21) one gets the following general expression for
the derivative of the electrical conductivity with respect to the lattice con-
stant:
∂σR
∂s
=
1
χ0
(
ωP
2pi
)2
∑
i
1
(qit)2
ln[ω0
qit
]2
1− [ω0
qit
]2
×
∂Ai
∂s
(22)
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Figure 4: The maximal conductivity as a function of compression for two
values of the band filling
This is the general expression for the dependence of the electrical conductivity
of the Bechgaard salts on the lattice constant.The sign of the derivative on
the left-hand side of Eq.(22) obviously depends on the sign of ∂A/∂s. The
number of terms which can be taken into account in any real applications of
Eqs.(20) and (22) is limited mainly by the avaliable computing power.
For the purpose of illustrating the applicability of Eq.(20),the sum in it
was limited to the first 9 terms. The conductivity was calculated for the
followingvalues of the parameters: N = 150,t = 0.015,U = 4.5t,ω0 = 0.04.
The conductivity was calculated for different values of the lattice constant
s.For every value of the lattice constant,the temperature at which the maxi-
mal value of the conductivity occurs,and the value of the conductivity itself
were noted.The conductivity was normalized to unity at the point s = 1,T =
116K. The resulting plots are shown on figures 4 and 5. On both figures,the
compression is defined by the relation ∆s/s0 = (s0 − s)/s0. The start-
ing,arbitrarily chosen value of the lattice constant is denoted by s0. Both
figures have been prepared for the same values of the band filling: n = 0.8
and n = 1.2.
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Figure 5: The temperature of maximal conductivity as a function of compres-
sion for two values of the band filling
Clearly,for both chosen values of the band filling, the electrical conduc-
ctivity increasess with increasing compression. The increase is steeper for
a band filling smaller than 1. The temperature at which the conductivity
attains its maximum for a given value of the compression diminishes with
increasing compression. The decrease is again steeper for n = 0.8.
The electrical conductivity of the Bechgaard salts has been discussed
here within the one-dimensional Hubbard model. The behaviour of these
materials is a result of the influence of two competing factors which contribute
to the Hamiltonian of the model: intersite hopping of the electrons and
their localisation on the lattice nodes. Both of these factors are pressure
dependent. The hopping integral t is pressure dependent,as its definition
contains the overlap of the electronic wave functions on two adjacent sites,and
the mutual distance of ajacent sites shrinks under increasing pressure. An
electron localised on a lattice site can be though of as a particle bound in
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a finite potential well. It is known from various studies that such systems
tend to get excited and finally ionised when exposed to sufficiently high
external pressure (for example [16],[17] and references therein). This result
is a theoretical ”‘corner stone” of an experimental method for measuring high
static pressure [18].
3.3 Two dimensional systems
The Hubbard model is most often applied to two dimensional systems by
using the so called Determinant Quantum Monte Carlo Method (DQMCM)
developed in the 1980s at the University of California at Santa Barbara.A
breif review of the method is presented in [19] and references given there.The
calculation of the partition function is also discussed therein.Figure 6 shows
one of the interesting results obtained by applying the DQMCM to the 2D
Hubbard model-the conductivity is plotted as a function of temperature T
for various values of the disorder ∆t.
Figure 6 shows the temperature dependence of the conductivity of a dis-
ordered 2D Hubbard model for variou svalues of the parameter ∆t charac-
terizing the disorder. Visibly,the shape of the curve changes for values of
∆t between 2.4 and 3. This change is interpreted as a sign of the metal to
insulator transition driven by disorder.As the conductivity is related to op-
tical properties of a material,a similar kind of behaviour can be expected for
reflectivity.An interes ting conclusion has been reached on the behaviour of
disordered two dimensional systems in a magnetic field. It has been shown
[21] that a Zeeman magnetic field reduces the conductivity of a conduct-
ing disordered 2D system,under the assumption that the disorder strength is
fixed and that the field is varied. AFter some value of the temperature,the
field becomes temperature independent. This conclusion was reache dtheo-
retically an donly a posteriori related to already existing experimental data
[22]. To make the result seven more complex,it turned out in [22] that the
value of the resistivity at the metal-insulator transition was density depen-
dent.This automatically means that it can be ”‘tuned”’ by the application of
high external pressure.
Before the end of this paper,a few words are in order on its subject.
Namely,so far the word ”membrane” has not appeared in i,so at first sight
12
Figure 6: Temperature dependence of the conductivity σDC for various values
of the disorder ∆ at U = 4 for < n >= 0.5.Calculations were performed
on an 8x8 lattice,and data points are averages over 4 realizations of a given
disorder.
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it might it may seem to have ”missed the subject”.The answer is that mem-
branes (biological or artificial) are always two dimensional,so everything
stated in this paper concerning 2D electronic systems should (in principle
at least) be applicable to membranes. Similarily,one dimensional systems
can be viewed as apecial membranes,which have their length much bigger
than their width. Accordingly,the mathematical and physical considerations
presented in this paper are,perhaps with some small modifications,applicable
to problems with membranes.
4 Conclusions
This paper was prepared with two precise aims: to present an as much as
possible self contained introduction to the basic notions cpncrning the Hub-
bard model, and to discuss to a limited extent its selected applications. In
the part concerning the Hubbard model itself,motives for its development are
explained are expressions are given for the Hamiltonian in the 1D and 2D
cases. Concerning the electrical conductivity,explicite expressions are given
for it,within a particular theoretical approach. Accordingly,the interested
reader can start a calculation on his/her own. The question of the thermal
conductivity of the Hubbard model has been deliberately left out,as it will be
the subject of further work. The applications discussed reffer to 1D and 2D
electronic systems;as particular examples,we have considered Q1D organic
metals and 2D electronic systems.
In the 1D case,this paper contains results on the electrical conductivity
of the Bechgaard salts,at first without and then with taking the influence of
high external pressure on their conductivity. BOth 1D and 2D systems can
be considered as special cases of membranes.
In closing,note that although the Hubbard model was proposed in the
middle of the last century, and solved for the 1D case back in 1968.,it still
offers numerous possibilities for active research work. It is hoped that this
paper will contribute to the spread of interest in this model and its applica-
bility.
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5 Note
This is the text of an invited lecture presented by the author at the joint
Bulgarian-British School in solid state physics,held near Varna (Bulgaria),
August 31.,-September 5.,2008.
6 Acknowledgement
The preparation of this work was financed by the Ministry of Science and
Technology of Serbia under its project 141007.
References
[1] R.Tilley: Understanding Solids: The Science of Materials,John Wiley
and Sons Ltd., London,(2004),p.395.
[2] C.Bourbonnais, Synth. Metals,84,19 (1997).
[3] D.Je´rome and F.Creuzet in Novel Superonductivity,ed.by S.A.Wolf and
V.Z.Kresin, p.103,Plenum Press,London,(1987).
[4] ] N.F.Mott, Rev.Mod.Phys.,40,677 (1968).
[5] J.Hubbard,Proc.Roy.Soc.,A276,238 (1963).
[6] E.Ercolessi, G.Morandi and P.Pieri in Lecture Notes in Physics,478,
Springer Verlag,Heidelberg,(1987).
[7] E.H.Lieb and F.Y.Wu,Phys.Rev.Lett., 20,1445 (1968).
[8] E.H.Lieb and D.Mattis, Phys.Rev.,125,164 (1962).
[9] A.M.C.Souza,C.A.Macedo and M.L.Moreira,Physica B354,293 (2004).
[10] R.Kubo,J.Phys.Soc.Japan,12,570 (1957).
[11] U.Balucani,M.H.Lee,V.Tognetti,Phys.Rep.,373,409 (2003).
[12] D.Je´rome,Chem.Rev.,104,p.5565,2004.
15
[13] V.Celebonovic in Trends in Material Science (ed.by B.M.Caruta),
Nova Science Publishers,N.Y.,p.241,(2006),and preprint
cond-mat/0412146.
[14] W.Kang,Y.J.Jo,H.Kang,I.S.Seo,E.S.Choi,O.H.Chung, Synth.Metals,
137,1189 (2003).
[15] V.Celebonovic,Phys.Low-Dim.Struct,3/4,65 (1997).
[16] V.Celebonovic,ibid,7/8,127 (2001).
[17] N.W.Ashcroft,J.Phys.:Condens.Matt.,16,S945 (2004).
[18] D.Ma,X.Zheng,Y.Xu and Z.Zhang,Phys.Lett.,A115,245 (1986).
[19] P.B.Chakraborty, P.J.H.Denteneer,R.Scalettar, Phys.Rev.,B75,125117
(2007).
[20] P.J.H.Denteneer,R.Scalettar,N.Trivedi,Phys.Rev.Lett.,83,4610 (1999).
[21] P.J.H.Denteneer and R.Scalettar, Phys.Rev.Lett.,90,246401 (2003).
[22] J.Yoon,C.C.Li,D.Shahar,D.C.Tsui and M.Shayegan,Phys.Rev.Lett.,
84, 4421 (2000).
16
