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ABSTRACT 
One-dependent random variables appear in several fields of statistical work, e.g. 
in time series analysis and sampling theory. We consider such random variables 
Y r ,..., Yk, keftd, with E(Y,)=p, i~{l,..., k}, and regular tridiagonal covariance 
matrix Z. The real parameter p can be estimated by the method of least squares, 
which leads to the best linear unbiased estimator Port. We give representations of port 
and V(j&) in terms of Chebyshev polynomials, which turn out to be a helpful tool in 
the analysis of structure and properties of Port. Using well-known relations, we give 
some more sum formulas and formulas concerning products of Chebyshev polynomi- 
als, which may also be of interest in other contexts. 
1. INTRODUCTION 
We consider one-dependent random variables 
with expectation 
E(Yi) =P> PER> iE {l,...,k}, 
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and covariance matrix 
a b 0 
b a b 
0 b a b 
. . . 
I \ 
Cov(Y) = =: z 
\’ kxk 
of Y := (Y,, . . . ) YJ with I: regular,and a>O, bElR\{O}, -ag2bga. 
0 
. . . 
. . b 
b a, 
The situation of one-dependent random variables arises e.g. in time series 
analysis and in sampling theory, especially when applying moving average 
methods [l]. An example is measuring instruments (in physics or medicine), 
which show means of a fixed number of successive measurements (e.g. 
amplitudes of impulses), and these means may overlap in pairs. 
The least squares estimator fioPt to estimate the parameter p is then given 
by [2, 31 [l = (1,. . . , l)‘] 
1’Z-lY 
F opt = ~ l’z-‘1 
with variance 
and it is the best linear unbiased estimator based on Y. 
In this paper the elements of Z-l, the vector Z-l1 of row sums of Z-l, 
and the matrix sum 1’2 - ‘1 of Z - ’ are expressed in terms of Chebyshev 
polynomials evaluated at a/2b. 
DEFINITION 1.1. 
(a) The polynomials 
satisfying the recurrence relation 
T,+l(x)=2xT,(x)-Ti_l(x), iEN, 
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starting with T’(x) = 1 and T,(x) = x are called Chebyshev polynomials of 
the first kind. 
(b) The polynomials 
satisfying the recurrence relation 
q+i(x) = 2xq(x) -q-i(x), iGrm, 
starting with U,(r) = 1 and U,(x) = 2x are called Chebyshev polynomials of 
the second kind. 
In Section 2 we first list some well-known properties of Chebyshev 
polynomials (see [4, 5]), and then apply them to get several helpful results 
such as sum and product formulas. 
2. CHEBYSHEV POLYNOMIALS 
LEMMA 2.1 [4, 51. For Chebyshev polynomials TJ x), Ui(x), x E R, with 
indices i, j E N, ( E N respectively) we have: 
(i) (l- x’)q_i(x) = XT(X) - Ti+i(x); 
(ii) 2(x2 - l)q_i(x)vj_i(x> = q+j(x) - T,i_j,(r), 
2(x2 - qq_,(x) = T+r(x) - T_,(x); 
(iii) 2(1- x2)Cj=,UZj(x) = 1- T2i+2(x); 
(iv) 2(1- x~)C$~‘,U~~+~(X) = x - T,,+i(x); 
(v) q(l) = 1, U,(l) = i + 1; 
(vi) q( - x) = ( - l)‘T,(x), q( - x) = ( - l)“u,(x). 
These properties are now used to prove sum and product formulas for 
Chebyshev polynomials. 
LEMMA 2.2. Forx~R andkEN wehuve: 
(9 (I+ r)[Wx) - KXx)l = Tdx)+ Tk+Xx), 
69 Cl- ~wk(~)+ %Xx)1 = Tk(X) - Tk+l(x). 
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Proof. Let jxlfl. 
(i): 
(ii): Analogous. n 
LEMMA 2.3. Furx~lR andr~N~ wehave 
2(1-x”) h (- l)j+lu,(x) 
j=O 
= (1- r)(( - l)‘+‘[U,+,(x)+ u,(x)] - 1). 
Proof. T even: 
2(1 -x2) i ( - l)j+lUj(r) 
j=O 
i 
r/2 (r - w2 
=2(1-x2) - C '2j('>+ C U,j+l(') 
j=O j=O I 
= - [1-T,+2(4l+~-~r+d~) 
=(1-x)[ -l-u,+,(x)-U,(r)]. 
r odd: Analogous. n 
LEMMA 2.4. For x E R, k, i E N with i Q k we have 
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Proof. Let 1x1+ 1. Then 
1 
= 2(x2 - 1) 
LEMMA 2.5. Forr~R, k, iEN withigkwehave 
i 
i-l 
2(1- x”) uk_i(x) c ( - l)j+luj(“) 
j=O 
k-i-l 
+( - l)k+lq_l(X) c (- l)j+kJj(“) 
j=O i 
= (1- x)(( - l)iuk(x) -u&,(x)+( -l)?_,(r)). 
Proof. Directly obtained using Lemmata 2.3 and 2.4. n 
The following results are formulas for some multiplicative decomposition 
of Chebyshev polynomials. 
LEMMA 2.6. ForxER andrEN wehuve 
(4 b(x) = W) - v,-,(~))(ur(~)+ V,-lea 
v,r+lt4 = [v,+,W - v,-l~mw 
= Pw - u,-1t41 Fw+ v,+1Wl - 1 
= - Fxx>+ v,-l(41 Iwd - v,+,b)l +1. 04 
U.KAMPS 
= %+A4 + 2(,:_ 1) [L+dx) - w9 - T,r+2(4+ T,(x)1 
=u,l+,(~)+u,(x)=u,,+,(x)+l, 
Pm + v,-lb)1 PAW - u,+,(x)1 
= v,rb) 
+ kJb>+ vr&>l LW - u,+,(x)1 
= - V,(mr+d~) - Lb)1 + w4 - cd+-4+,b) 
= -&.,+,(x)+1. n 
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LEMMA 2.7. For x E Iw and i, r E N with i < 2r we have 
(-V,-i(x)-U,-i-,(X), icr, 
= [q.(x) -q-,(x)]. $yp 1 
i=r, 
i=r+l, (4 
q_,_:(x) + q_r_z(x>, i>r+l, 
V,-i+l(‘> -“r-i-l(x), i <r, 
V,(x), i=r 
= q(x)- 
9 
2u,(x), i=r+l, (b) 
(k_I(X)-~-r_3(r), i>r+l. 
Proof. Let 1x1 z 1. 
(a): For i < r, 
- G-i+2CX) + TiCx) - T2r-i+l(X) + Ti+l(‘)l 
For i > r + 1 the calculation is analogous. 
(b): For i < r, 
V,(x)(V,-i-l(x) - V,-i+ltx>> = - 2U,(x)T,-i+l(x) 
= - u,,_i+l(x) -q_,(x). 
For i > r + 1 the calculation is analogous. w 
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LEMMA 2.8. Forx~R andkEN wehave 
2k-1 
jFO ( - ‘)‘+‘u,b) = uk-,(x>[uk(~> - uk4(x)] > (4 
2k-2 
c (- l)i+‘q(x) = Uk-,(x>[uk-2(x> - uk4(x)1. 04 
i=O 
Proof. Let 1x1 # 1. 
(a): 
2k-1 
i 
k-l k-l 
igo ( - l)i+‘vi(x) = JIo ‘2i(‘) - C ‘2i+ltx) 
i=O 
= 2(l;x2j [1-T2k(x)-x+T2k+,(x)l 
= - uk2_1(x)+ u,(@,-l(x). 
(b): Analogous. n 
COROLLARY 2.9. 
(a) Forx~R andkEN even, 
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REMARK. Below, the symbols T, and U,, r E N,, denote the evaluation 
of the corresponding Chebyshev polynomials at a/2b; i.e. 
The Cholesky decomposition [6] leads to the following representation of 
&, i,jqi ,..., k]: 
Applying Theorem 3.1, we then give a representation, which will be the 
starting point for further examinations. 
THEOREM 3.1. Let 1x12 1. For i, k EN, i Q k, we have 
$0 (fu( )=uk(:g”: )’ p-1x px r-l x 
Proof. By induction over k, applying the relation 
uk-i(~)“k+~(x)‘~-~(‘) =“k-i+~(x)uk(x)’ n 
THEOREM 3.2. The elements a’j, i, j E { 1,. . . , k }, of Z-’ are given by 
oijz~(_l)“‘uk-~~-l, 
id j. 
Proof. By using Definition 1.1 and Lemma 2.4. n 
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THEOREM 3.3. Thesumsioftheithrowof Z-l, iE{l,...,k}, isgiven 
by 
l si = (u +2b)U, (U,+( -l)i+lUk_i+( -l)k-‘q_I). 
Proof. Applying Theorem 3.2, the assertion follows with Lemma 2.5. n 
If we look at Theorem 3.3, we are now able to simplify the representation 
of fi,,, by applying Lemmata 2.6 and 2.7. For k even the factor uk,Z - Uk,z_ 1 
is contained in si; for k odd it is UCk_l),S. 
The following theorem states that the row sums of Z- ’ are determined 
by the first row of 2-l. 
THEOREM 3.4. The ith row sum si of Z-‘, i E { 1,. . . , k}, is given by 
l+b( .li + ,,l,k-i+l > 
si = 
a+2b * 
Proof. 
nTFm 1
ali + ol,k-i+l = 
ivk-i 1 
p) y- 
k 
+i(-l)k- --; 
k 
Theorem 3.3 implies the assertion. n 
THEOREM 3.5. The sum of elements of Z - ’ is as follows (k > 2): 
(i) k even: 
kUk,‘2+(k+2)Uk,2-, 
a+2b ‘k/2 + ‘k/2- 1 
> 
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(ii) k odd: 
1,z_ll _ ’ k%+W2+2%W2 - (k +2)$3j,, 
a+2b u(k+l,,'2 - qk-3),2 
Proof. Applying Theorem 3.3, Lemma 2.6, and Lemma 2.8, we con- 
clude: 
(i) k even: 
i ‘i= Fls2i + Fls2i-l= (a +ib)uk 
i=l 
(ii) k odd: 
5 si = (k$l’2s2i + (kFl’2s2i_l 
i-l 
1 
= (a +2b)Uk 
The degree of the Chebyshev polynomials appearing in Theorem 3.5 may 
be reduced using Lemma 2.10. 
EXAMPLE. Let 
k = 5, Z= 
a b 0 0 0 
b a b 0 0 
0 b a b 0 
0 0 b a b 
0 0 0 b a 
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Lemma 
2.10 a2-ab-b2 ss = . . . = =p 
5a2-gab-b2 C~=lsj’ 
s2 a2 - 2ab 84 
---= =- 
Cgzl sj 5a2 - 8ab - b2 Cgzl sj ’ 
s3 a2-2ab+b2 PC 
CTclsj 5a2 - 8ab - b2 ’ 
Theorem 
1’2-11 2 1 5u3 + 2u2 - 7q 
a+2b v, - Ul 
Lz?? 2(a/2b + 1) 5U2 - SU, +4Uo 
= 
a+2b v, - U, 
5a2 - 8ab - b2 
= 
u(a2 - 3b2) * 
COROLLARY 3.6. For the sum of elements of 1-l we have a representa- 
tion for k E N a 2: 
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Proof. 
(i) k even: 
U. KAMPS 
2uk,2- 1 ‘k/2 - uk,2%1 
‘k/2 + ‘k/2- 1 ‘k/2 - uk,2p 1 
1 
l+ a/2b 
(ii) k odd: 
Theorem 
l’z_‘l 3.2) 1 k+ 
i 
2tU(k-l)/2 - ‘(k-3),2 > qk-I),2 
a+2b U (k+1)/2 - ‘(k-3),2 ‘(k-l),‘2 
Lemma 
2.6(b) 1 1 u&1+&+1 
= - k+ 
corouary a + 2 b 
2.9(b) 
i 
l+ a/2b I uk ’ 
n 
Summarizing, we find that the use of Chebyshev polynomials leads to 
helpful representations of I;,+ and V(l;+), which allow a deep insight into 
the structure of FoPt in a model of one-dependent random variables. 
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