A large tank capable of long-term maintenance of a sharp temperature-salinity interface has been developed and applied to the measurement of the dynamical response of oceanographic sensors. A two-layer salt-stratified system is heated from below and cooled from above to provide two 
Introduction
The problem of matching the dynamic responses of temperature and conductivity probes for the accurate estimation of salinity dates back to the introduction of continuously recording profilers in the late 1960's. Usually, the temperature probe is the slower responding sensor, resulting in an under-estimate of the salinity when temperature is decreasing with time in the sensing volume, and an over-estimate when temperature is increasing. The resultant "salinity spiking" at high gradient interfaces has long been the focus of many data analysis efforts (e.g. Scarlet, 1975; Horne and Toole, 1980; Gregg et al, 1982; Gregg and Hess 1985; Giles and McDougall 1986; Ochoa 1989) .
However, it is not often appreciated that the lag correction problem is equally important for salinity computation whenever the sensors are moving in a temperature gradient. Even if salinity spikes are filtered from the data, the estimated salinity will be incorrect without a proper match between the response times of the temperature and conductivity probes. With traditional wire-lowered CTD instruments, it is common to tune the lag-correction algorithm after the fact, since the complete data times-series from all sensors is usually available. However, the increasing deployment of autonomous and/or expendable instruments requires characterization of sensor response prior to use, as satellite transmission of the raw time-series data is generally impractical. Moreover, a priori determination of response characteristics is useful for fine and microstructure studies as well as development of new sensors.
We are aware of only one other body of work that systematically studied the response characteristics of conductivity cells. This was performed in a salt-stratified tank, in which a sharp interface was maintained between two mixed layers by the turbulence generated by oscillating grids (Gregg et al, 1981 (Gregg et al, , 1982 (Gregg et al, , 1985 . However, these tests failed to detect the substantial thermal mass problems of one conductivity cell (Lueck and Picklo, 1990; Lueck, 1990) , since there was little or no temperature difference across the salt interface in most of the experiments. Inspired by the sharpness of oceanic salt-finger interfaces that so clearly revealed the thermal mass problem to Lueck (1990) , we have developed a simple technique for maintaining a very sharp temperature and salinity step between two mixed layers in a large tank using the principles of double-diffusive convection (Schmitt, 1994) . In conjunction with a system for transiting CTD sensors through the interface at various speeds, the tank has proven to be very useful for determining sensor dynamic response characteristics. Since double-diffusive interfaces occur widely in the ocean, and provide some of the most challenging situations for salinity spiking, a CTD tuned for lag correction in this tank should perform well at sea. The system described is easy to maintain with modest energy input, so that a sharp interface with a large step in temperature and salinity is available for testing on a nearly continuous basis with minimal operator attention.
In section 2 the relevant principles of double diffusion are reviewed, followed by a description of the double-diffusive interface tank and its performance. Section 3 contains: a discussion of dynamic response tests with an example, the procedure for estimating the response time, its variation with fall-rate, the effects of finite interface thickness on the tests, the application of recursive filters to correct the data, and the effects of the thermal mass of the conductivity cell.
Most sensor response results are presented for a CTD designed for a profiling float but the fall-rate response sensitivity is examined for standard CTD temperature sensors. A brief discussion of future work follows in Section 4. An appendix provides a relationship for adapting a single pole filter sensor response to the coarse temporal sampling often used in autonomous vehicles.
The Double-Diffusive Interface Tank

Double-Diffusive Theory
As Lueck and Picklo (1990) discovered, a thermohaline staircase is an ideal place to test the dynamic response of CTD systems. The characteristic mixed layers with near uniform properties separated by thin interfaces with strong gradients approximates ideal step changes in T and S with depth. Such staircases are maintained by double-diffusive convection (Schmitt, 1994) . In the case studied by Lueck and Picklo, salt fingering was the active agent driving the convection. That is, both temperature and salinity decreased with depth, and the fact that the molecular diffusion of heat is 100 times faster than the diffusion of salt allows adjacent water parcels to come into thermal equilibrium while still having a substantial salinity difference. The resulting vertical convection releases energy in the unstable distribution of salt via centimeter-scale salt fingers in the high gradient interfaces (Stern, 1960) . This unstable buoyancy flux in turn drives a large-scale overturning convection in the adjacent layers, keeping them well-mixed and uniform in properties (Stern and Turner, 1969) . If the appropriate fluxes are maintained at the boundaries, then the layers remain well mixed and the interface remains sharp (Schmitt, 1979) . However, maintenance of a boundary salt flux in the laboratory is problematic. The fluxes due to salt fingers are fairly large, and no one has yet achieved a steady state salt finger experiment even in small laboratory tanks.
Also, a salt fingering interface is generally thicker than a "diffusive-convection" interface, and thus will not provide the thinnest interface possible. Finally, the microstructure of the fingers themselves would add a variable element to the interface T and S profiles.
To avoid many of the foregoing problems, the other form of double diffusion, the so-called "diffusive-convection" system, was chosen for our laboratory tank. This instability arises when cold, fresh water lies above warm, salty (and denser) water. The salt distribution maintains the overall static stability while the faster diffusion of heat across the thin interface drives convection in the adjacent mixed layers. The theoretical potential for this instability was noted in a footnote by Stern (1960) and demonstrated in the laboratory by Turner and Stommel (1964) . Salt is transported across a diffusive interface at a slow rate, allowing long duration runs in reasonably sized tanks.
Also, it is straightforward to set up the two-layer salinity stratification and provide the boundary fluxes of heat, which is the driving agent for the diffusive convection.
Diffusive convection initially arises as an oscillatory "over stability" in contrast to the direct convective mode of salt fingers (Shirtcliffe, 1973) . However, it quickly reaches amplitudes where steady convection is maintained in mixed layers by thermal conduction across a thin interface. The weaker salt diffusion acts as a brake on the system. When a stable salt gradient is heated from below (Turner, 1968) , a series of mixed layers and interfaces forms staircase profiles in temperature and salinity. Heat supplied by intruded warm water at mid-depth is believed to cause the thermohaline steps observed in Arctic (Neal et al, 1969) and Antarctic (Muench et al, 1990) regions. The diffusive-convection system can be analyzed in terms of classic Rayleigh-Bernard convection, with the presence of salt delaying the onset of convection. The ratio of salt flux to heat flux is low (compared to salt fingers), since the transport across the interface is governed by molecular diffusion, so long as the stability is high.
The overall stability of a diffusive-convective system is governed by the density ratio,
are the thermal expansion and haline contraction coefficients, and ∆T, ∆S are the temperature and salinity differences across the interface. Fluxes are largest when
is near one. Also, the ratio of salt buoyancy flux to thermal buoyancy flux approaches one in this limit, whereas at higher R ρ it tends toward the square root of the salt to heat diffusivity ratio , 1968; Linden and Shirtcliffe, 1978) . Thus, to preserve the temperature contrast in the tank as long as possible, it is most convenient to work at a high density ratio; which is achieved with a large salinity change (∆S). Such a system is also easy to set up and maintain because of the large gravitational stability, and provides for sharp step-profiles lasting approximately two weeks of continuous running; longer if the thermal forcing is turned off during periods of non-use.
A double-diffusive system can be established by setting up a two-layer salinity stratification (salty water on the bottom) and subsequently heating the tank from below and cooling from above. The heating and cooling drives convection in the two layers, which keeps both well stirred and uniform in properties, without the need for oscillating grids. When fully developed, a sharp interface is maintained between the two layers, across which thermal conduction takes place, with little salt diffusion. This easily controlled heat flux maintains convection in both layers, and tank size can be as large as necessary to accommodate standard instrumentation. By traversing the CTD sensors through the tank at various speeds, one has an ideal test platform for investigating sensor response functions and tuning lag-correction algorithms. Since both temperature and salinity have a sharp jump across the interface, the influence of the thermal mass of the conductivity cell on measured conductivity can also be examined. The tank can also be used to quantify thermal transient effects on pressure gauges, other sensors, and the supporting electronics (the latter achieved by substituting fixed impedances for the sensors).
Tank Construction
Our present system shown in Figure 1 , is a 4.7 m deep cylinder, 91.4 cm (3 ft) in diameter, with a 2.54 cm (1 in) wall thickness. This is a standard size poly-vinyl-chloride (PVC) waste-water pipe.
The lower end is sealed with an anodized aluminum plate, 2.54 cm (1 in) thick. The working platform at the top of the tank is a 2.5 m x 2.5 m (8ft x 8ft) plywood deck constructed 3.6 m (12 ft) above ground level. A metal stairway and trapdoor provide access. The tank/platform assembly can be moved by forklift when the tank is empty.
The heating is supplied through a flexible mat resistive heating element (Electro-Flex Heat Inc., Fixed temperature and conductivity sensors (FSI digital OEM C-T sensors) are mounted through the tank sidewalls in removable fixtures to monitor temperature and salinity in the two layers.
They are accessed via RS-232 interfaces connected to a laptop computer. Taps adjacent to the C-T sensors allow water samples to be drawn for salinity determination. The lower layer salinity is typically set to be 10-15 using commercially available "Sea Salt" manufactured by Lake Products calibration of the depth scale. The fall-speed of the sensor frame is controlled by the payout of the data cable servicing the instruments on the frame. This is done using a 66 cm diameter bicycle wheel lined with double-sided tape. Its rotation rate is controlled by a variable speed 90V DC geared motor connected to the wheel by two seven-position bicycle sprockets and a drive chain.
Available gearing allows the wheel to turn over nearly a tenfold range of ratios (0.3235 to 3.091)
relative to the motor. Controlled speeds of 1 cm/s to 270 cm/s are possible with small, lightweight, sensors; the inertia and drag of larger instruments limits the speed attained. Most of our usage to date has been in the 10-100 cm/s range. The sensor and frame are counter-weighted to have a freefall terminal velocity that is moderately greater than the desired test speed, so that the friction of the bicycle wheel on the data cable is sufficient to control the drop of the instrument. The other side of the data cable simply drapes down outside the tank. For our tests of float CTD heads, a conical plastic fairing was used to diminish the trailing wake of the flat end plate of the pressure housing.
This served to minimize the volume of fluid carried across the interface during runs, thus preserving the salinity contrast and helping to keep the interface thin. with cutoff at 100 Hz prevents aliasing of the digitized micro-structure data. The CTD data is monitored using a digital RS 232 communications line to the laptop; a number of different sampling rates have characterized the CTD units tested to date, and they are sometimes run in an internally recording mode, with data offloaded after each run, in order to achieve the fastest sampling rate.
Because the passage of a test CTD causes some disruption of the interface and produces microstructure in the mixed layers, successive runs must be spaced in time. To establish when it is appropriate to make the next run, it is desirable to monitor the state of the interface non-invasively.
We found that an inexpensive commercial echo sounder was helpful in this regard. The unit used is a "Fishfinder 240" (Garmin, Inc. Olathe, Kans.); it has a 200 kHz frequency and a narrow beam transducer (12 degree), to minimize echoes from the sides of the tank. The backscattered acoustic returns are caused by the sound-speed variations produced by temperature and salinity gradients in the tank. The position and intensity of the interface, convective plumes moving in the layers due to heating and cooling, and the microstructure generated by passage of the test sensors are all easily discernable. This allows one to gauge the readiness of the tank for additional tests without disturbing the interface with a probe. Further experimentation with more quantitative acoustical tools is underway to help characterize the strength of backscatter return from microstructure as a function of frequency.
Tank Performance
The intensity of the interfacial temperature jump is set by the heat flux within the tank. Sample temperature and conductivity profiles from the microstructure probes are shown in Figure The large temperature gradient obtained across the double-diffusive interface is consistent with molecular conduction being the primary means of heat transport from the lower to the upper layer.
That is, we can estimate the conductive heat flux from the observed gradient, the thermal conductivity of sea water (κ T = 1.424 x 10 -7 m 2 /s) and the tank area (A=0.66m 2 ):
For the estimated interfacial temperature gradient of 700 °C/m, the calculated heat flux is 272
Watts. This indicates that nearly 70% of the 400 Watts of heat supplied to the lower layer was transmitted through the interface in this run, with the remainder presumably lost through the tank sidewalls and the external area of the aluminum bottom plate, since the layer temperatures were approximately constant.
The sharpness of the interface, and the homogeneity of the mixed layers, means that probes dropped through the tank will experience a step change in temperature (and salinity), particularly since the sampling volume of most sensing systems is larger than one centimeter. In some of the following analysis we utilize the observed sharpness of the temperature interface to assume a step temperature response solution rather than using the observed microstructure temperature sensor forcing to find the response. The effect of a finite width step is examined later.
Dynamic response tests
General considerations
The task of computing salinity from measurements of temperature and conductivity is complicated by their differing responses due to: (1) simple time delays or lags due to physical positioning of the probes or electronic digitization sequence, (2) the time it takes the sensors to respond to changes in the environment, and (3) impacts the probes themselves have on the measurement (such as effects due to the thermal mass of conductivity cells). Also, we must expect that all of these issues will be speed dependent. Both conductivity cells and temperature sensors introduce filtering but there is an intrinsic difference in the nature of their responses; the temperature sensor introduces a phase shift while the conductivity sensor does not. The primary conductivity response is simply due to the flushing of the sample volume by movement of the cell through the water. This produces a sensor response that is, to first-order, a boxcar filter having a filter length in time (λ) equal to the effective flushing length of the cell (L) divided by the instruments fall rate (w); λ =L/w. The boxcar filter introduces no phase shift as a function of frequency (ω) to the conductivity data but does reduce the amplitude of the conductivity variations as sinc(ωλ). The effective flushing length is approximately the cell length, although Topham and Perkins (1988) discuss conditions under which the flushing length can be greater, such as when the field of a cell extends beyond the cell itself, as is the case with the inductive cell examined here. By contrast, the temperature sensor involves the diffusion of heat through a fluid boundary layer and the physical structure of the probe. This introduces a delayed response in the measured temperature signal. One scheme for matching the response characteristics of the two probes is to apply a recursive filter to the conductivity data to impose a phase shift similar to that of the temperature probe. On the other hand, when filtering temperature to match the flushing time of conductivity, we recommend filtering the temperature channel with a boxcar filter having no phase shift, rather than a recursive filter as suggested by Giles and McDougall (1986) . Also, their suggestion for matching of the sensor's time constants at a certain drop speed is not effective without corrective filtering to account for the phase shift with frequency in temperature not found in conductivity.
An example
A number of instruments including CTD systems manufactured by Seabird Electronics, (Bellview, . Note the density overshoot for solid (no lag) curve around 1 decibar associated with the step in temperature and salinity corrected by the filter. The EXCELL's raw pressure data is used as the horizontal axis, rather than measured depth, which accounts for the irregular spacing of the points.
The 1978 Practical Salinity Scale (PSS78) (Unesco, 1981) is used to calculate salinity from measurements of conductivity, temperature, and pressure. Accurate salinity calculation requires conductivity, temperature and pressure data with matched response characteristics. The temperature response is controlled by the ability of the temperature probe's housing and surrounding boundary layer to lose or gain heat. One of the simplest models for describing the response of a temperature probe is the single pole filter equation (Fofonoff et al., 1974) : by linear least squares. Fofonoff et al. (1974) found that three observations in time were the optimum number of temperature values for estimating the gradient, but that further smoothing was usually required. A drawback to speeding up temperature is an increased temperature sensor noise level proportional to the magnitude of the response time (τ). In the formulation below, we solve equation (3.2) for the response of temperature probe in order to compare its response characteristics (phase in particular) to a recursive filter lag correction technique that delays the conductivity sensor data to match the response of temperature. Middleton and Foster (1980) first suggested this approach, which is generally preferred over speeding up the temperature for most applications where resolution of finestructure is not required. An appendix shows the derivation of the recursive filter lag weights for the case of slow sampling rates often used with CTDs on autonomous instruments where the instrument sampling period approaches or in some cases exceeds the temperature sensor response time.
Estimation of sensor response time
The simplest model for the temporal response of a temperature sensor is a low pass filter described by the solution to equation 3.2. The step response for a temperature change from T 0 , the initial temperature, and the final temperature (T f ) is given by:
We define the time origin (t=0 ) to be at the top of the interface. By rearranging and taking the natural logarithm, we get:
The temperature time series T(t) from a plunge test can be fit to equation 3.4 using a linear Least Squares Regression (LSR) procedure. The slope of the least squares fit of against time yields the temperature sensor time constant (1/τ) while the intercept or bias is interpretable as an offset from the assumed time origin. Note that the data being fit involves log(T f -T(t)) which becomes indeterminate when the temperature T(t) reaches T f , so care must be exercised to exclude these data from the LSR.
As an example we consider the Falmouth Scientific EXCELL CTD, which is designed for profiling floats. The EXCELL temperature probe consists of a 100-ohm platinum wire element pressure protected by a thin-walled cylindrical titanium housing mounted adjacent to the conductivity cell at its centerline and separated horizontally by approximately 3.0 cm from the conductivity cell axis.
The temperature probe thus does not sense the temperature of the volume of seawater inside the cell; in our analysis we neglect any real differences in the water temperatures inside and immediately adjacent to the cell due to microstructure. The results of four runs with EXCELL CTD s/n 1318 on February 11, 2000 are summarize in Table   I The drop rate for the four runs was 16.5 cm/s and varied by less than 5 percent. The first run is plotted in figure 3 a-d. The dashed curves apply the LSR response time (τ=0.864 s) of Table I to conductivity using the recursive filter given in formula (5.1). This eliminates the apparent density instabilities of the density profile (dashed curve of figure 3 d) noted earlier.
The fitting procedure to the EXCELL temperature sensor data gives response times that are repeatable to within 5% and suggest that the single pole filter model produces a fairly reliable estimate of the lag adequate for correcting slow sampling rate (2 to 3 Hertz) CTD systems, provided the fall rate is not too variable. However, data collected with this technique is also suitable for developing more sophisticated transfer functions, for example (Horn and Toole, 1981) , should they be required in more rapidly sampled data systems.
Table I
Four successive lowering of EXCELL s/n 1318 on Feb. 11, 2000. Response time (τ) and the bias columns are from the LSR using equation 4.3 over 5.75 seconds of data beginning at the maximum sensed temperature gradient. The last 3 columns are data from the microstructure C / T sensors that demonstrate the sharpness of the interface vertically. Passage of the CTD degrades the intensity of the temperature gradient in successive runs but these still provide useful estimates of the thermometer response time. To estimate the model coefficient (τ) the least squares regression procedure uses temperature data beginning at the time of maximum sensed temperature gradient and includes temperature values for several time constants beyond. Our estimating procedure for the response time was found to be sensitive to the data interval used, with the estimate increasing as the data interval increased. The fit coefficient becomes unreliable as the sensor temperature T(t) approaches f T as discussed earlier.
We find that the best estimate corresponds to the τ value having the LSR time bias value nearest to zero (see example that follows). We settled on 16 observations, approximately 5.75 seconds of data or 6-7 lag intervals, for the estimates shown in Table I To further illustrate the idea of minimizing the time bias estimate to obtain the optimum lag estimate, we examined the accuracy of the fitting process when applied to a time series derived from a known exponential form. An artificial temperature time series was generated using equation 3.3 subsampled at 2.8 hertz with a known time constant τ = 0.85 s. LSR fits to eqn. 3.4 were then done over various time intervals from the known start of the temperature step; the estimated slope (1/τ) and bias are plotted in figure 4 a-b. Figure 4 a-b illustrates that the best estimate to the response time (τ) corresponds to the bias estimate closest to zero that, in this case, happens to be for a fit interval of 5.5 seconds.
Response time variations with fall rate
We have explored the effect of drop rate on the temperature sensor response using a pair of The temperature response for a discretely sampled data series, traversing interfaces of increasing thickness (H), are plotted in figure 6a. Fig 6. b displays the rate of change of sensed temperature; the maximum temperature gradient is increasingly displaced from the start of the interface as the interface thickens. The position of the maximum gradient is close to H/2. It was found that LSR fits to these analytic ramp temperature profiles tended to yield estimates of the time constant that were overestimated from the assumed step temperature change, consistent with the trend observed in Table I . Thus, best practice is to use runs where the interface is sharp, or take the overestimate of the time constant expected from a thick interface into account when designing the corrective 
Application of sensor response correction
Having determined the response time of a temperature probe, one must devise a scheme to match the responses of the conductivity and pressure sensor data. One common approach is to digitally filter the conductivity and pressure data to yield a response comparable to that of the temperature channel. This is readily done using a recursive filter to introduce the needed phase shift, such that:
where C(t) the time series of filtered conductivity, C o (t) the time series of observed conductivity, ∆ is the sample interval, and α is a weight related to the temperature sensor time constant.
The formula for α found in Bendat and Piersol (1971) and also used in Millard (1982) is
This formulation is valid when the sample interval is short compared with the sensor response time (i.e., τ << ∆). A better estimate for the weight α for the case of the sampling interval approaching the response time (i.e. for slowly sampled instruments such as the EXCELL CTD) is
The derivation of this expression for α is given in the appendix. This expression is nearly equivalent to eq. 3.8 for ∆ << τ and is superior when ∆ ~ τ , so we recommend it as the more general relation. A useful "figure of merit" for dynamic response studies involves plotting temperature versus conductivity for a given run. The form of the transition from one T, C value representing the cold fresh, upper layer to that of the warm, salty, lower layer reveals much about the character of the T and C sensor dynamic response (Figures 8.b, 9 .a, 9.b). A slow thermometer is apparent as a concave curve, and various lags and filtering can be applied to achieve the ideal straight-line response of the system between the two layer properties. A straight line, such as the dashed C/T curve adjusted by a lag of 0.5 scans in figure 8 .b, reveals properly matched T and C sensors and assures that averaging to coarser resolution will yield an accurate estimate of the average properties. A simple time lag due to physical positioning or sampling sequence appears as a delayed temperature response (concave upward at the start of the run at low T, C). Effects due to the thermal mass of the conductivity cell appear as a delayed conductivity response as high T, C values in the lower layer are approached. Lueck (1990) and Lueck and Picklo (1990) describe the thermal mass effect of conductivity cells.
Thermal Mass Effect
Because of the heat capacity of the cell, the temperature and thus the conductivity of the fluid in the measurement volume is altered by the presence of the cell. In our case the low temperature of the cell on passing through the interface causes a decrease in the measured conductivity, seen as a curvature in the C-T plot near the high C, T values of the lower layer (Figure 9 .b), as the measured conductivity more slowly approaches the layer value. Lueck (1990) finds that the thermal mass problem can be addressed by adding in a correction to the conductivity record that is proportional to the time rate of change of temperature. This can be applied as a discrete filter:
.
Here the thermal mass correction is represented by C T , the filtered conductivity by C f , and the corrected conductivity by C c . The magnitude of the correction (C T ) depends on the rate of change of lagged temperature (T l ) through a coefficient (a) proportional to the temperature dependence of conductivity, the sampling rate, and the thermal anomaly generated by the cell, plus a memory term (b) proportional to the thermal mass of the cell, that determines how long the thermal correction is applied.
For the FSI EXCELL head we find little need for a thermal mass correction at the 10 -15 cm/s speed of a float, but do find lagging and thermal mass corrections useful at higher translation speeds. Figure 9 .a shows diagnostic conductivity-temperature plots for slow speed (~12 cm/s) runs with and without the standard conductivity filter applied. Figure 9 .b shows a higher speed run (~30 cm/s) with default conductivity filter only and with a fractional lag of the conductivity relative to temperature plus the thermal mass correction, with the weights a and b chosen by inspection.
As Lueck (1990) notes, complete characterization of the conductivity and temperature responses of a conductivity cell is theoretically impossible because of the differing salinity and temperature boundary layers. However, for CTDs with finite sampling rate and noise levels, the algorithms given above provide a method for optimizing the performance of the sensor system that should prove satisfactory in most applications. Figure 9 .a The performance of FSI EXCELL 1321 on two separate days, with and without the default conductivity filter applied.
These were run at speeds of ~12 cm/s, where the standard filter is seen to perform well, yielding a reasonably straight C-T line between the values of the two mixed layers. Note the temperature contrast over 10 o C with only slight changes in layer properties over one day. Figure 9 .b A higher speed run (~30 cm/s) shows the need for lagging of the conductivity record relative to temperature, which corrects the C-T curve at the beginning of the interface (low C, T values). The thermal mass correction (with a=0.4, b=0.6) serves to straighten the C-T curve at high C, T values, where the sensor has entered the lower warm, salty layer.
Future Work
As presented above, the double-diffusive interface tank has been found to be particularly useful for a priori characterization of the dynamic response of sensors deployed on autonomous instruments where the necessity for on-board data reduction precludes post-hoc correction of the data. The need for speed dependent lag correction algorithms was clearly demonstrated by our limited runs at different fall rates. The conductivity-temperature plot was found to be an efficient diagnostic for identifying sensor lag, response time, and thermal mass effects. We have used the tank for performance testing of profiling floats and studies of the relative mixing rates of dissolved salts and injected tracers. Characterization of the response of optical, acoustic and microstructure sensors to double-diffusive interfaces is being undertaken. We are also implementing synchronous logging of the (slow) CTD data and the 200 Hz microstructure data. This will permit calculation of more sophisticated transfer functions for both T and C sensors, for improved estimation of the true temperature and salinity. Also, we plan to devise a mechanism to more quickly accelerate heavier test units up to the desired drop speed. Finally, we hope to test a number of popular CTDs for the dependence of sensor response on fall rate and angle of attack, so that more robust, speeddependent lag-correction algorithms can be designed. Unesco, 1981 . Background papers and supporting data on the Practical Salinity Scale 1978.
Technical Papers in. Marine Science, 37, Unesco, Paris.
Appendix: Filter weight estimation for slow sample rates
The recursive filter weights calculated using equation 5.2 from Bendat and Piersol (1971) do not correctly model the behavior of a single pole filter as the sampling period approaches the sensor response time. We derive here an expression for the recursive filter weights that more closely approximates a single pole filter for temperature T(t) under these slow-sample-rate conditions.
To obtain the amplitude and phase response of the temperature probe with frequency (ω) we take the Fourier transform of equation (3.2) where ( ) T ω denotes the Fourier transform of T(t):
Rearranging terms yields the complex transfer function relating T to the true 0 T : 
Assuming for the moment that the conductivity measurement is ideal (i.e., no phase shift or change in amplitude versus frequency, a reasonable approximation for ω∆ << 1), we can derive an expression for the weight α that matches the phase at low frequency for the conductivity recursive filter and the response of the temperature sensor by equating equations 3 and 9:
1 αω ωτ α
Solving for α in terms of the response time, τ, and sampling interval, ∆, we obtain:
This formula for α compares with the expression 
found in Bendat and Piersol (1971) and Millard (1982) , which is valid for a sample interval that is short compared with the sensor lag τ (i.e., ∆<<τ).
Plots of the amplitude squared and phase for the single pole temperature probe model and the recursive conductivity filter using an α weight calculated by equation A12 (exponential weight) and equation A11 are shown in Figure A1 
