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Abstract
A bound is given for the Castelnuovo–Mumford regularity of initial ideals of a homogeneous
ideal in a polynomial ring over an infinite field of any characteristic. The bound depends neither on
term orders nor on the coordinates. If the ideal is perfect, then a much better bound is also provided.
© 2004 Elsevier Ltd. All rights reserved.
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0. Introduction
Let I be a homogeneous ideal of a polynomial ring R = K [x1, . . . , xn] over an infinite
field K of any characteristic. The main purpose of this article is to give upper bounds
for the Castelnuovo–Mumford regularity of initial ideals in(I ) with respect to any term
order and in any coordinates. Such a problem setting was considered in several articles
(see, e.g., Mo¨ller and Mora (1984) and Chardin and Moreno-Socias (2003)). Let∆ denote
the maximal degree of elements in a homogeneous minimal basis of I . It was shown in
Bayer and Mumford (1993, Proposition 3.8) that reg(I ) ≤ (2∆)(n−1)!. Using this and
Mo¨ller and Mora (1984) one can derive an upper bound for reg(in(I )) which is still much
bigger than (2∆)(n−1)!. Furthermore, if I is a complete intersection, it was recently shown
in Chardin and Moreno-Socias (2003, Corollary 3.4) that reg(in(I )) ≤ ∆c2d−1 provided
that the dimension of R/I is d ≥ 1 and c = n − d . In the following theorem we will
show that one can improve the Bayer–Mumford bound and also get a bound for reg(in(I )).
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Moreover, we can strengthen and extend the result of Chardin and Moreno-Socias to the
case of all perfect ideals. Write 0! = 1.
Main theorem. Let dim R/I = d and c = n − d.
(i) Assume that I is generated by forms of degrees at most ∆. Then
reg(in(I )) ≤


c∆− c + 1 if d = 0,
∆c + c∆− c if d = 1,
(2∆)3c(d−1)!−c(d−2)! if d ≥ 2.
(ii) If R/I is a Cohen–Macaulay ring of multiplicity e ≥ 2, then
reg(in(I )) ≤
{
e if d = 0, 1,
e2
d−1
22d−2
if d ≥ 2.
It should be mentioned that reg(I ) ≤ reg(in(I )). While the bound in (i) for reg(I ) is
only a slight improvement of the Bayer–Mumford bound and is a part of the “folklore”,
it is a quite new fact that this bound also holds for all reg(in(I )). It turns out that, in
order to prove the first part of this theorem, we first need to establish the above bound
for reg(I ). Then, by Gotzmann’s regularity theorem (Gotzmann, 1978), the problem of
bounding reg(in(I )) reduces to the estimation of a certain invariant b(I ) (see Lemma 5).
This can be done by looking at the Hilbert polynomial of R/I . The main idea of the proof
of the second part is the same, but the technique used to estimate b(I ) is different. Here
we first bound the Hilbert coefficients of R/I , and then use certain relations between them
and b(I ) to bound the latter one. The only essential property of in(I ) we use is the one that
it has the same Hilbert function as I . So this article is in fact dealing with a more general
class of ideals associated with I .
The article is organized as follows. In Section 1 we give a refinement of the
Bayer–Mumford bound. In the next two sections we consider a more general situation,
namely the class of all homogeneous ideals having the same Hilbert function as I . In
Section 2 we give a proof for the first statement of the theorem. In this part, Green’s
proof of Gotzmann’s theorem (Green, 1989) plays an important role. The proof of
the second statement is given in Section 3. A part of the proof is similar to that in
Chardin and Moreno-Socias (2003), but our arguments are simpler. As a consequence, we
are able to show that the result in this section is nearly sharp (see Proposition 12). The
purpose of the last Section 4 is to give further evidence for the well-known fact that the
complexity of in(I ) depends very much on the choice of term orders and coordinates.
1. A refinement of the Bayer–Mumford bound
Throughout this article, let I be a homogeneous ideal of a polynomial ring R =
K [x1, . . . , xn] over an infinite field K . Letm = (x1, . . . , xn), d = dim R/I and c = n−d .
We will assume that I is generated by forms of degrees
∆ := δ1 ≥ δ2 ≥ · · · ≥ 2.
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Set
σ := σ(I ) = δ1 + · · · + δc − c, and π := δ1 · · · δc.
We first recall some definitions. Let
ai (R/I ) = max{t; H im(R/I )t = 0}, 0 ≤ i ≤ d,
where H im(R/I ) is the local cohomology module with the support in m (with the
convention max ∅ = −∞). The Castelnuovo–Mumford regularity is the number
reg(R/I ) = max{ai(R/I ) + i ; 0 ≤ i ≤ d}.
Note that reg(I ) = reg(R/I ) + 1. Sometimes we also use the notation
reg1(R/I ) = max{ai (R/I ) + i ; 1 ≤ i ≤ d}.
The aim of this section is to give a bound for reg(R/I ) in terms of δ1, . . . , δc. We will
do this by induction on d . The starting point is the following well-known result. It is a
consequence of the fact that I contains a regular sequence consisting of forms of degrees
d1 ≤ δ1, . . . , dc ≤ δc (since K is an infinite field).
Lemma 1. Assume that I is an m-primary ideal. Then
(i) reg(R/I ) ≤ σ .
(ii) dimK (R/I ) ≤ π .
Let d ≥ 1. Recall that a homogeneous element y is called filter regular on R/I if
(I : y)t = It for all t  0. Since k is an infinite field, filter regular elements of degree one
always exist. In this case we have a long exact sequence
0 → (I : y/I )t−1 → H 0m(R/I )t−1 → H 0m(R/I )t → H 0m(R/(I, y))t
→ H 1m(R/I )t−1 → H 1m(R/I )t → · · · . (1)
Using this exact sequence one can derive the following result (see the proof of
Bayer and Mumford (1993, Proposition 3.8)). In order to make the paper more self-
contained we provide a proof here.
Lemma 2. Let r be an integer such that r ≥ ∆−1. Assume that for a filter regular element
y ∈ R1 we have reg(R/(I, y)) ≤ r . Then
(i) reg1(R/I ) ≤ r .
(ii) reg(R/I ) ≤ r + dimK H 0m(R/I )r .
Proof. (i) For all t > r and i ≥ 0, it follows from (1) and the assumption reg(R/(I, y)) <
t that H i+1m (R/I )t−i−1 is a submodule of H i+1m (R/I )t−i , which is zero if t  0. Hence
H i+1m (R/I )t−i−1 = 0, and so reg1(R/I ) ≤ r .
(ii) Let t ≥ r + 1. Then by (1) we have the exact sequence
0 → (I : y/I )t−1 → H 0m(R/I )t−1 → H 0m(R/I )t → 0.
Hence dimK (H 0m(R/I )t−1) ≥ dimK (H 0m(R/I )t ). If the equality holds for some t0 ≥ r+2,
then the above exact sequence yields (I : y)t0−1 = It0−1. Since ∆ ≤ t0 − 1, by
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Bayer and Stillman (1987, Theorem 1.10), I is (t0−1)-regular. This means H 0m(R/I )t = 0
for all t ≥ t0 − 1. Thus, the dimensions dimK (H 0m(R/I )t ) are non-increasing for t ≥ r ,
and monotone decreasing to zero when t ≥ r + 1. Therefore H 0m(R/I )t = 0 for all
t ≥ r + dimK (H 0m(R/I )r + 1, which together with (i) implies (ii). 
Now we have to estimate dimK H 0m(R/I )r . At this point our technique is different from
that of Bayer and Mumford (1993). Our original proof of (i) was more complicated. We
thank one of the referees for providing a shorter and more elegant proof.
Lemma 3. Let d ≥ 1.
(i) For all t ≥ 1 we have
dimK H 0m(R/I )t ≤ (π − 1)
(
t + d − 2
d − 1
)
.
(ii) Denote by e the multiplicity of R/I . If d = 1 and t ≥ reg1(R/I ) we also have
dimK H 0m(R/I )t ≤ π − e.
Proof. (i) Let I˜ denote the saturation of I . Then
dimK H 0m(R/I )t = dimK (R/I )t − dimK (R/ I˜ )t .
Let J ⊆ I be a complete intersection generated by a regular sequence of forms in I of
degrees δ1, . . . , δc. Then the Hilbert–Poincare´ series
H PR/J(z) :=
∑
i≥0
dimK (R/J )i zi
= (1 + z + z2 + · · ·)d
c∏
i=1
(1 + z + · · · + zδi −1)
=
[
c∏
i=1
(1 + z + · · · + zδi−1)
] ∞∑
i=0
(
i + d − 1
d − 1
)
zi .
Computing the coefficient of zt , we see that
dimK (R/I )t ≤ dimK (R/J )t ≤ (π − 1)
(
t + d − 2
d − 1
)
+
(
t + d − 1
d − 1
)
. (2)
On the other hand, without loss of generality we may assume that x1, . . . , xd are
algebraically independent. Then
dimK (R/ I˜ )t ≥ dimK K [x1, . . . , xd ]t ≥
(
t + d − 1
d − 1
)
.
Putting this all together, we then get
dimK H 0m(R/I )t ≤ (π − 1)
(
t + d − 2
d − 1
)
.
(ii) Let d = 1. The Hilbert polynomial of R/I is e. By the Grothendieck–Serre formula
e − dimK (R/I )t = − dimK H 0m(R/I )t + dimK H 1m(R/I )t .
L.T. Hoa, E. Hyry / Journal of Symbolic Computation 38 (2004) 1327–1341 1331
Using Lemma 2(i) and (2) we now obtain for all t ≥ reg1(R/I ) that
dimK H 0m(R/I )t = dimK (R/I )t − e ≤ π − e. 
Finally, we can state and prove the promised refinement of the Bayer–Mumford bound.
It turns out that reg(R/I ) is bounded by a function double exponential “only” in the
dimension (not in the number of variables as in the case of the Bayer–Mumford bound).
Proposition 4.
reg(R/I ) ≤


σ if d = 0,
σ + π − e if d = 1,
π(d−1)!−(d−2)!(π(σ + π − e))(d−1)! if d ≥ 2.
Proof. We do induction on d . The case d = 0 is Lemma 1(i). Let d ≥ 1. We may
assume that xn is a filter regular element on R/I . Denote by I¯ the image of I in the ring
R¯ = R/(xn) ∼= K [x1, . . . , xn−1]. Then σ( I¯ ) ≤ σ(I ) = σ and π( I¯ ) ≤ π(I ) = π . Hence,
by induction we may assume that
reg(R/(I, xn)) = reg(R¯/ I¯ ) ≤ Cd−1, (3)
where
Ci =


σ if i = 0,
σ + π − e if i = 1,
π(i−1)!−(i−2)!(π(σ + π − e))(i−1)! if i ≥ 2.
Note that Ci ≥ ∆ − 1 for all i . One can immediately check that the case d = 1 follows
from Lemmas 2(ii) and 3(ii). Let d ≥ 2. By Lemmas 2(ii), 3(i) and (3) we get
reg(R/I ) ≤ Cd−1 + (π − 1)
(
Cd−1 + d − 2
d − 1
)
≤ π
(
Cd−1 + d − 2
d − 1
)
≤ πCd−1d−1 .
If d = 2, then
reg(R/I ) ≤ πC1 = π(σ + π − e).
If d ≥ 3, then
reg(R/I ) ≤ π[π(d−2)!−(d−3)!(π(σ + π − e))(d−2)!]d−1
≤ π(d−1)!−(d−2)!(π(σ + π − e))(d−1)! = Cd . 
Remark. After submitting this paper for publication we got a preprint Caviglia and Sbarra
(2003), where the authors proved a much better bound for reg(R/I ) than the ones given in
Proposition 4, namely
reg(R/I ) ≤ (2∆c)2d−1 .
2. A bound for reg(in(I))
In order to estimate reg(in(I )) for any term order and any coordinates, we use only
one, perhaps the most important, property of in(I ), namely that R/I and R/in(I ) have
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the same Hilbert function. Hence in this and the following sections we consider the
class of all ideals J having the same Hilbert function as I . Doing this, we may apply
Gotzmann’s regularity theorem in Gotzmann (1978). Let us recall some notation. As usual,
HR/I (t) = dimK (R/I )t denotes the Hilbert function of R/I . The corresponding Hilbert
polynomial can be uniquely written in the form
PR/I (t) =
(
c1 + t
t
)
+
(
c2 + t − 1
t − 1
)
+ · · · +
(
cb + t − b + 1
t − b + 1
)
,
where c1 ≥ c2 ≥ · · · ≥ cb ≥ 0 are integers. If d = 0, we put b = 0. In this case
PR/I (t) = 0 and there is no ci . For d ≥ 1 let
bi = { j ; c j = (d − 1) − i}.
Then bi = 0 for i ≥ d , b0 = e and
b = b0 + · · · + bd−1.
If necessary we will also write b = b(I ), b0 = b0(I ), . . . in order to emphasize the
dependence upon the ideal I . The number
ri(I ) = min{r; HR/I (t) = PR/I (t) for all t ≥ r}
is called the index of regularity. In fact, this invariant only depends on the Hilbert function
HR/I (t). The following result can be derived from Chardin and Moreno-Socias (2003,
Theorem 2.5). We give here an alternative proof which does not require the knowledge
of the so-called lex-segment ideals.
Lemma 5. Let J be a homogeneous ideal having the same Hilbert function as I . Then
reg(J ) ≤ max{ri(I ), b(I )} = max{reg(I ), b(I )}.
Proof. Gotzmann’s regularity theorem (Gotzmann, 1978) states that
1 + reg1(R/J ) ≤ b(J ) = b(I ).
Hence
reg(J ) = max{reg1(R/J ), a0(R/J )} + 1 ≤ max{b(I ), a0(R/J ) + 1}.
Since H im(R/J )t = 0 for all i ≥ 1 and t ≥ reg1(R/J ), the Grothendieck–Serre formula
yields
dimK H 0m(R/J )t = HR/J (t) − PR/J (t) = HR/I (t) − PR/I (t)
for all t ≥ b(I ) − 1. Hence a0(R/J ) < u := max{ri(I ), b(I )}, and
reg(J ) ≤ u.
Note that ri(I ) ≤ reg(I ). Applying the above argument to I we also get reg(I ) ≤ u. From
this it follows that u = max{reg(I ), b(I )}. 
Note that σ + π < c∆+∆c ≤ 2∆c. Hence the first part of the main theorem stated in
the introduction follows from the following result.
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Theorem 6. Let J be a homogeneous ideal having the same Hilbert function as I . Then
reg(J ) ≤


σ + 1 if d = 0,
σ + π if d = 1,
π(d−1)!−(d−2)!(π(σ + π))(d−1)! if d ≥ 2.
Proof. By definition b(I ) = 0 if d = 0 and b(I ) = e if d = 1. Hence the case
d ≤ 1 follows from Lemma 5 and Proposition 4 (if d = 1 we even have reg(J ) ≤
max{σ + π − e + 1, e}). Let d ≥ 2 and set
Di = π(i−1)!−(i−2)!(π(σ + π))(i−1)!, i ≥ 2.
Again by Lemma 5 and Proposition 4 it suffices to show that
b(I ) ≤ Dd .
We use the same notation I¯ and R¯ as in the proof of Proposition 4. By induction we may
assume that
b( I¯ ) ≤ Dd−1, (4)
where D1 := σ + π . For short, let b¯ = b( I¯ ). Since
PR/I (t) − PR/I (t − 1) = PR¯/ I¯ (t), (5)
if we write
PR¯/ I¯ (t) =
(
c¯1 + t
t
)
+
(
c¯2 + t − 1
t − 1
)
+ · · · +
(
c¯b¯ + t − b¯ + 1
t − b¯ + 1
)
,
then
PR/I (t) =
(
c¯1 + 1 + t
t
)
+
(
c¯2 + 1 + t − 1
t − 1
)
+ · · · +
(
c¯b¯ + 1 + t − b¯ + 1
t − b¯ + 1
)
+ u.
It was shown in Green (1989, pp. 81–82) that u ≥ 0. This implies that c1 = c¯1 +
1, . . . , cb¯ = c¯b¯ + 1 and
b = b¯ + u. (6)
Let b˜ ≥ b¯. Since d ≥ 2 and c1 = d − 1, we have
u = PR/I (b˜) −
(
c1 + b˜
b˜
)
− · · · −
(
cb¯ + b˜ − b¯ + 1
b˜ − b¯ + 1
)
≤ PR/I (b˜) −
(
d − 1 + b˜
b˜
)
.
From (6) we then get
b ≤ b˜ + PR/I (b˜) −
(
d − 1 + b˜
b˜
)
. (7)
By (4) we may take b˜ = Dd−1. By Proposition 4, reg( I¯ ) ≤ b˜. Hence, by Lemma 2(i) and
the Grothendieck–Serre formula, we have
PR/I (b˜) = HR/I (b˜) − dimK H 0m(R/I )b˜ ≤ HR/I (b˜).
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Then the inequality (2) yields
PR/I (b˜) ≤ (π − 1)
(
d − 2 + b˜
d − 1
)
+
(
d − 1 + b˜
b˜
)
.
Together with (7) this implies
b ≤ b˜ + (π − 1)
(
d − 2 + b˜
d − 1
)
≤ π
(
d − 2 + b˜
d − 1
)
(since d ≥ 2)
≤ π b˜d−1 = π Dd−1d−1 .
For d = 2 we then get
b ≤ π D1 = π(σ + π) = D2.
If d ≥ 3, then
b ≤ π[π(d−2)!−(d−3)!(π(σ + π))(d−2)!]d−1
≤ π(d−1)!−(d−2)!(π(σ + π))(d−1)! = Dd . 
Remark 7. Let d = 1. Giusti (1991) already showed that in(I ) can be generated by
elements of degrees at most∆n−1. In this case the proof of Theorem 6 shows that
reg(in(I )) ≤ max{σ + π − e + 1, e} ≤ σ + π ≤ (n − 1)∆+∆n−1.
Remark 8. It is natural to ask whether one can still improve the bound given in the
main theorem. If the field K is of characteristic zero, then Giusti (1984) showed that
with respect to the lexicographic order and in generic coordinates the maximal degree
∆(in(I )) of minimal generators of in(I ) is bounded by (2∆)2n−2 . It is not clear whether
this bound holds in positive characteristic. It was recently proved for complete intersections
in Chardin and Moreno-Socias (2003). In the next section we will extend and strengthen
the result of Chardin and Moreno-Socias to the case of R/I being a Cohen–Macaulay ring.
As pointed out by Bayer and Mumford (1993) and others, a bound of the type ∆α2n−2 ,
α > 0 (if it exists), would be near to the best. It was shown in Bayer and Stillman (1988)
and Bayer and Mumford (1993, Example 3.9) that there is an ideal I due to Mayr and
Meyer generated by 10n − 6 forms of degree at most 4 in 10n + 1 variables such that
reg(I ) > 22
n + 1.
It is interesting to note that in this example for any term order and any coordinates we also
have
∆(in(I )) > 22
n
/n.
This is a consequence of the fact that ∆(in(I )) ≥ reg(in(I ))/n ≥ reg(I )/n, which
follows from the Taylor resolution of monomial ideals, or from Hoa and Trung (1998,
Theorem 1.2).
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3. The Cohen–Macaulay case
We continue the discussion of the previous section by providing a better bound in the
case where R/I is a Cohen–Macaulay ring. The second part of the main theorem stated in
the introduction is a special case of the following:
Theorem 9. Let R/I be a Cohen–Macaulay ring of multiplicity e ≥ 2 and dimension d.
Let J be a homogeneous ideal of R having the same Hilbert function as I . Then
reg(J ) ≤


e if d = 0, 1,
e2
d−1
22d−2
if d ≥ 2.
If I is a complete intersection, it was shown in Chardin and Moreno-Socias (2003,
Corollary 3.4) that reg(J ) ≤ e2d−1 (d ≥ 1). Thus even in this case the above theorem
gives a better bound. In order to prove this theorem we need some relations between the
invariants bi defined in Section 2 and the Hilbert coefficients of R/I . Recall that if we
write
PR/I (t) = e0
(
t + d − 1
d − 1
)
− e1
(
t + d − 2
d − 2
)
+ · · · + (−1)d−1ed−1,
where e0 = e, then e0, . . . , ed−1 are called the Hilbert coefficients of R/I .
The following relations were given in Blancafort (1998, Proposition 3.9) (see also
Chardin and Moreno-Socias (2003, Lemma 1.5)):
Lemma 10. Let Bi = b0 + · · · + bi , 0 ≤ i ≤ d − 1. Then
Bi = (−1)i ei +
(
Bi−1 + 1
2
)
−
(
Bi−2 + 1
3
)
+ · · · + (−1)i+1
(
B0 + 1
i + 1
)
.
Since R/I is a Cohen–Macaulay ring, its Hilbert–Poincare´ series can be written in the
form
H PR/I (z) :=
∑
i≥0
HR/I (i)zi = 1 + h1z + · · · + hr z
r
(1 − z)d ,
where h1, . . . , hr are positive integers. The number r is exactly the reduction number of
R/I , and we have r ≤ e − 1 (see, e.g., Vasconcelos (1998, p. 240)). 
Lemma 11. Assume that R/I is a Cohen–Macaulay ring. Then for all i ≤ d − 1 we have(
r + 1
i + 1
)
≤ ei ≤ (e − 1)
(
r
i
)
≤ (e − 1)
(
e − 1
i
)
.
Proof. The last inequality follows from the inequality r ≤ e−1. Let f (z) = 1+h1z+· · ·+
hr zr . Denote by f (i)(z) the i -th derivative of f (z). It is well known that ei = f (i)(1)/ i !
for all i ≥ 0. Since h1, . . . , hr are positive integers, we have
ei = f (i)(1)/ i ! ≥
(
i
i
)
+
(
i + 1
i
)
+ · · · +
(
r
i
)
=
(
r + 1
i + 1
)
.
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On the other hand,
ei = f (i)(1)/ i ! ≤
(
r
i
)
(hi + · · · + hr ) ≤
(
r
i
)
(h1 + · · · + hr ) = (e − 1)
(
r
i
)
. 
In the following the lower bound will not be used. We give it only to show that although
the upper bound (e − 1)(ri) is easy to obtain, it is rather tight.
Proof of Theorem 9. Since R/I is a Cohen–Macaulay ring, reg(I ) = r + 1 ≤ e. In the
notation of Lemma 10, b(I ) = Bd−1. Note that B0 = b0 = e. Hence, by Lemma 5, it
suffices to show that
Bi ≤ e2i /22i−1 = e2i−1(e/2)2i−1 for all 1 ≤ i ≤ d − 1. (8)
We prove this by induction on i . By Northcott’s inequality e1 ≥ e − 1 (see Northcott
(1960)). Hence, by Lemma 10,
B1 = −e1 +
(
e + 1
2
)
≤ −e + 1 + (e2 + e)/2 ≤ e2/2.
Note that all the numbers ei and Bi are non-negative. By Lemmas 10 and 11 and the above
inequality we have
B2 = e2 +
(
B1 + 1
2
)
−
(
B0 + 1
3
)
< (e − 1)
(
e − 1
2
)
+
(
B1 + 1
2
)
≤ (e − 1)
2(e − 2)
2
+ e
4
8
+ e
2
4
≤ e
4
4
.
Let i ≥ 3. Again by Lemma 10,
Bi = (−1)i ei +
(
Bi−1 + 1
2
)
−
(
Bi−2 + 1
3
)
+ · · ·
≤


ei +
(
Bi−1 + 1
2
)
+
(
Bi−3 + 1
4
)
+ · · · if i is even,(
Bi−1 + 1
2
)
+
(
Bi−3 + 1
4
)
+ · · · if i is odd.
(9)
By Lemma 11,
ei ≤ (e − 1)
(
e − 1
i
)
<
ei+1
4
<
1
2
· e
2i−1
22i−2
if i ≥ 4.
By the induction hypothesis,
(
Bi−1 + 1
2
)
≤ 1
2
·
(
e2
i−1
22i−2
+ 1
)
· e
2i−1
22i−2
≤
(
e2
i−1
22i−2
)2
− e
2i−1
22i−2
= e
2i
22i−1
− e
2i−1
22i−2
,
and for l ≥ 3,
(
Bi−l + 1
l + 1
)
≤ B
l+1
i−l
(l + 1)! ≤
1
(l + 1)! ·
(
e2
i−l
22i−l−1
)2l−1
= 1
(l + 1)! ·
e2
i−1
22i−2
.
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Note that if ei appears on the right hand side of (9), then i ≥ 4. Therefore we get
Bi <
e2
i
22i−1
+ e
2i−1
22i−2
(
−1 + 1
2
+ 1
4! +
1
6! + · · ·
)
<
e2
i
22i−1
. 
Recall that the lex-segment ideal lex(HR/I ) associated with the Hilbert function HR/I (t)
is the ideal generated by all the first HI (m) monomials of degree m with respect to the
lexicographic order, when m runs through all positive integers. This ideal has the same
Hilbert function as I . The following result shows that the upper bound in Theorem 9 is
very near to being sharp.
Proposition 12. Assume that R/I is a Cohen–Macaulay ring such that e1 ≤ e2/36 and
e ≥ 352. Then
reg(lex(HR/I )) ≥


e if d = 0, 1,
17
36
e2 if d = 2,
9 · e
2d−1
92d−2
if d ≥ 3.
Proof. Keep the notation of Lemma 10. By Chardin and Moreno-Socias (2003, Theorem
2.5(i))
reg(lex(HR/I )) = max{b(I ), ri(I )}.
Since b(I ) = Bd−1, it suffices to show the following:
Bi ≥


e if i = 0,
17
36
e2 if i = 1,
9 · e
2i
92i−1
if i ≥ 2.
As mentioned before B0 = e. By Lemma 10 we have
B1 = −e1 +
(
B0 + 1
2
)
≥ e(e + 1)
2
− e
2
36
>
17
36
e2.
Using this inequality and Lemma 10 again, we get
B2 ≥
(
B1 + 1
2
)
−
(
e + 1
3
)
>
1
2
(
17
36
e2 + 1
)
· 17
36
e2 − e
3
6
>
e4
9
(since e ≥ 352).
Let i ≥ 3. By Lemmas 10 and 11,
Bi = (−1)i ei +
(
Bi−1 + 1
2
)
−
(
Bi−2 + 1
3
)
+ · · ·
≥
(
Bi−1 + 1
2
)
− (e − 1)
(
e − 1
i
)
−
(
Bi−2 + 1
3
)
−
(
Bi−4 + 1
5
)
− · · · . (10)
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Using the inequality (8) in the proof of Theorem 9, we have(
Bi−2 + 1
3
)
+
(
Bi−4 + 1
5
)
+ · · · ≤ B
3
i−2
3! +
B5i−4
5! + · · ·
≤
(
e2
i−2
22i−3
)3 (
1
3! +
1
5! + · · ·
)
<
e2
i
92i−1
(since e > 92).
Further,
(e − 1)
(
e − 1
i
)
< ei+1 < e2i−1(e/9)2i−1 = e
2i
92i−1
,
and by the induction hypothesis(
Bi−1 + 1
2
)
>
1
2
B2i−1 > 40 ·
e2
i
92i−1
.
Hence (10) gives
Bi >
e2
i
92i−1
(40 − 2) > 9 e
2i
92i−1
. 
Example 13. Let I be an ideal generated by a regular sequence consisting of forms of
degrees δ1 ≥ · · · ≥ δc such that c ≥ 2 and δ2 ≥ 35. Then I satisfies the assumption of the
above proposition.
Indeed, by Chardin and Moreno-Socias (2003, Lemma 3.2),
e1 =
δ1−1∑
i1=1
· · ·
δc−1∑
ic=1
(i1 + · · · + ic).
Using this formula, one can show by an easy induction on c that
e1 = e(δ1 + · · · + δc − c)/2.
Since
δ1 + · · · + δc − c ≤ (δ1 + δ2 − 2)(δ3 · · · δc) ≤ δ1δ218 · (δ3 · · · δc) =
e
18
,
we have e1 ≤ e2/36.
4. Further remarks
In this section we give some further evidence for the well-known fact that the
complexity of in(I ) depends very much on the choice of term orders and coordinates.
1. In order to analyze the complexity of in(I ), one may ask how far from each other could
the regularities reg(in(I )) be, when term orders and coordinates vary? It is known that the
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initial ideal Gin(I ) of I in generic coordinates with respect to the reverse lexicographic
order takes the minimal value: reg(Gin(I )) = reg(I ). On the other hand, in the worst case
reg(in(I )) should be at least ∆α2d , α > 0 (see Remark 8). So one can make the above
question more precise by asking which kind of upper bounds one could have for reg(in(I ))
if ∆ is replaced by reg(I ). The following result applied to the ideals of Mayr and Meyer
shows that in the worst case reg(in(I )) should be at least ∆α2d , α > 0, too. The technique
is not new. It was used, for instance, in the proof of Chardin and Moreno-Socias (2003,
Lemma 3.5).
Lemma 14. Let f1, . . . , fu ∈ R be forms of degrees δ1, . . . , δu. Let I = ( f1, . . . , fu) and
J = ( f1 − yδ11 , . . . , fu − yδuu ) ⊂ S = K [x1, . . . , xn, y1, . . . , yu],
where y1, . . . , yu are new variables. Then:
(i) Let < be any term order such that y j > xi for all i ≤ n and j ≤ u. Then
in<(J ) = (yδ11 , . . . , yδuu ). In particular
reg(in< J ) = reg(J ) = δ1 + · · · + δu − u + 1.
(ii) Let ≺ be any term order such that if m ∈ R and m′ ∈ (y1, . . . , yu)S are monomials
of the same degree then m′ ≺ m. We use the same notation ≺ to denote its restriction
on R. Then (in≺ J ) ∩ R = in≺ I . In particular
reg(in≺ J ) ≥ ∆(in≺ J ) ≥ ∆(in≺ I ).
Proof. (i) is clear by Buchberger’s criterion, because the initial terms of the generators
are yδ11 , . . . , y
δu
u , which are pairwise coprime. To prove (ii), let 0 = f ∈ I . Write
f = g1 f1 + · · · + gu fu , gi ∈ R. Then
F := g1( f1 − yδ11 ) + · · · + gu( fu − yδuu ) = f − (g1yδ11 + · · · + gu yδuu )
is an element of J . Since f = 0, by the definition of ≺ we have in≺(F) = in≺( f ). Thus
in≺ I ⊆ (in≺ J ) ∩ R.
Conversely, take an arbitrary monomial m ∈ (in≺ J ) ∩ R. Then there is a homogeneous
polynomial F = G1( f1 − yδ11 ) + · · · + Gu( fu − yδuu ) such that m = in≺(F). Write
Gi = gi + hi , where gi ∈ R and hi ∈ (y1, . . . , yu)S. Let f = g1 f1 + · · · + gu fu , where
gi ∈ R. If f = 0, this would imply that m = in≺(F) /∈ R, a contradiction. Hence f = 0.
Then, as above, m = in≺(F) = in≺( f ) ∈ in≺(I ). 
If we take I in the above lemma equal to the ideal mentioned in Remark 8, then dim S/J =
n and
reg(in≺ J ) ≥ 2
2n
n
≥ 1
n
(
2reg(J )
3(10n − 6)
)2n
.
2. The complexity of in(I ) is more difficult to understand than that of I . Inspired by the
fact that reg(I m) is a linear function of m when m is big enough, the following question
was posed in Herzog et al. (2002).
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Question. Is reg(in(I m)) bounded by a linear function of m?
In Herzog et al. (2002, Theorem 3.5) a positive answer was given for d ≤ 1. In the
general case the question is still open. However, N.V. Trung informed us that reg(in(I m))
is bounded by a polynomial of m (of very big degree). Our main theorem also gives:
Corollary 15. Let I1, . . . , Iu be arbitrary homogeneous ideals of R. Let ∆ be the largest
number among the degrees of minimal generators of I1, . . . , Iu . Then for all m we have
reg(in(I m1 + · · · + I mu )) ≤ (2∆m)3cd !−c,
where d and c are the dimension and codimension of I1 + · · · + Iu .
3. Another invariant measuring the complexity of I is the so-called arithmetic degree which
is defined as follows:
adeg(I ) =
∑
p∈Ass(R/I )
dimK (H 0mp(R/I )p)e((R/I )p)
(see Bayer and Mumford (1993, Definition 3.4) and Vasconcelos (1998, Chapter 9)). It was
shown in Bayer and Mumford (1993, Proposition 3.6) that
adeg(I ) ≤ (reg I )n . (11)
On the other hand, by Hoa and Trung (1998, Theorem 1.1), reg(in(I )) ≤ adeg(in(I )).
Hence, from Lemma 14, it follows that in the worst case adeg(in(I )) should be at least
(reg I )α2d . Using (11) we then see that in this case adeg(in(I )) is at least (adeg I )β2d , β >
0, i.e. passing to an initial ideal can make the arithmetic degree very big. However, by (11),
in generic coordinates and with respect to the reverse lexicographic order we have
adeg(Gin(I )) ≤ (reg I )n .
Note that adeg(Gin(I )) ≥ adeg(I ), and very often the inequality is strict.
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