To harness the strength of data sets growing by leaps and bounds every day, cultural norms in biomedical research are under pressure to change with the times.
Though his first degree was in mathematics and his faculty appointment in a computer science department, Gene Myers can no longer be considered an interloper in biology. His career has included a role in developing the BLAST tool for sequence alignments and time at Celera Genomics, and he is currently the director of Molecular Cell Biology and Genetics at the Max Planck Institute. Nonetheless, his outsider background led him to a pragmatic approach for handling the very large data sets generated by his lab's sequencing experiments and three-dimensional microscopy. ''Generate it, analyze it, throw it away,'' he says. ''If you don't like it a week later, then do it again.'' He doesn't encourage researchers to throw out all of their data, of coursejust that which is relatively cheap and easy to reproduce. ''If keeping the data is more expensive [than regenerating it], repeat the experiment rather than store the data,'' he explains. While this approach seems eminently practical, Myers has a hard time convincing some of his colleagues that it's the right thing to do. ''I think the hardest issue for biologists is psychological,'' he says. ''I'm a mathematician, so it's not so hard for me . You have to just run the numbers. It's just a financial decision.'' Whether or not they take Myers' advice, though, biologists certainly need to find ways to deal with today's increasing flood of data in genomics and imaging, as well as other areas, including other ''omics'' and medical records. ''There was a time when that data was really hard-fought and you wanted to preserve it,'' Myers says, ''but now that's not true anymore.'' In the face of such a data avalanche, researchers and institutions need to develop new ways to store, transfer, and analyze huge amounts of data. As Myers' example highlights, the challenges are not all technical. In many ways, the culture of the biomedical research community will have to change to accommodate the requirements-and take advantage of the myriad opportunities-of the big data age.
Data Strong
Big data is powerful in part because it allows researchers to find the proverbial needle in the haystack. For instance, to identify genetic variations behind rare diseases, researchers need access to large amounts of genome data. ''You simply get more power to tease out subtleties of human biology by dealing with very large data sets,'' says Eric Green, director of the National Human Genome Research Institute. ''You can find signal through the noise.'' One example of such an effort is the Cancer Genome Atlas, which aims to genetically characterize a broad variety of cancer tumors to support development of new detection and treatment approaches. ''We have delivered more than 10 petabytes of information to cancer genome researchers,'' says University of California, Santa Cruz bioinformatician David Haussler, who is involved in the Cancer Genome Atlas and many other big data projects.
This type of work also extends beyond human health. For example, Haussler is also involved in the Genome 10K Project, which aims to ''assemble a genomic zoo'' by collecting sequence data representing the genomes of 10,000 vertebrate species, which corresponds to approximately one genome per vertebrate genus. As of December 2013, the group has data for 94 species complete or in progress. ''I'm extremely passionate about the fact that we have an opportunity to understand life on this planet, how it evolved, how living systems are built by molecular evolution,'' says Haussler. ''This is a watershed for science.'' For research like this to flourish, though, certain cultural changes will be needed, including broader data sharing, improved computational training for biologists, and providing more support for data scientists in the traditional academic structure.
Share and Share Alike These days, individual researchers can generate their own enormous data sets overnight, but the true power comes when researchers from across the world share their data. In medical genetics, for example, ''no one institution has enough patients to have the statistical power'' to do the kind of analysis that is required to understand rare diseases, Haussler says. To begin to address this particular issue, Haussler has helped spearhead the Global Alliance for Genomics and Health initiative, which currently counts among its members more than 100 healthcare, research, and disease advocacy organizations from across the world. The initiative aims to support an infrastructure for sharing patient genetic data, keeping in mind concerns about patient privacy and security, to help push medical research forward. ''Individual researchers need to be committed to the idea of participating in collaborations to collect enough data together to do a truly deep analysis, to have the numbers to be able to investigate their individual cases in the context of other cases,'' he says.
But convincing researchers to share their data has not been easy. ''Scientists always want to have their cake and eat it too,'' Haussler says. ''They would like to have total control over all the genomes from their patients, yet they realize virtually everything we're talking about becomes rare when you get down to the precise molecular characterization.''
In the United States, at least, Haussler and other data sharing evangelists have the institutional support of the National Institutes of Health's new Big Data to Knowledge initiative (BD2K) and its leader Philip Bourne, who in March became the first Associate Director of Data Science, a position he describes as the ''so-called data czar for the NIH.'' Bourne and BD2K aim to tackle a number of challenges around big data, including development of new analysis tools and improved training in computational methods as well as data sharing. Bourne sees supporting-and perhaps mandating-such sharing to be an important part of his new role. In some fields, this may mean developing new databases or other data storage and sharing platforms, but as Haussler described, the issue is also sociological. Many researchers are very protective of their data because they fear being scooped or they feel they should be the only ones allowed to analyze the data because they did the work to generate it. The result is that ''we're generating lots of data over and over again,'' wasting time and resources, says Green, who helped start the BD2K initiative and served as the acting ADDS until Bourne took over the position. ''Data sharing has social issues we can't just fix with a Band-Aid,'' Bourne says. ''It requires social and cultural changes within our community about how we reward people, even if other people are using their data.''
Data Science
In addition to rewarding researchers for sharing their data, Bourne says that academic institutions need to evolve to better recognize and value the work of data scientists. ''The notion of being a data scientist is crucially important, yet these people are typically not well looked after'' in a university setting, Bourne says. ''They don't last in the system.'' He cites as an example his own University of California, San Diego research group, which earned the nickname of ''the Google bus'' because so many of its alumni ended up working at the nearby Google office. ''Every morning half the people on that bus were people from my lab. They weren't even looking for jobs outside academia, but they were just attracted away. We need to raise awareness of the importance of these people in the system.'' It goes the other way as well, with current researchers requiring training in data science if they hope to be successful in the new research environment. ''We've got to figure out how to train the next generation and our current generation,'' says Green. ''Mid-career scientists are going to be practicing their trade for another 20 to 30 years, yet they're woefully untrained when it comes to data science. The train is just going to pass them by if we're not careful. Then we need to think about the next generation: for the run-of-the-mill biologist, what is the minimum competency they need to function in the new world of data science? We want to raise everyone's floor.'' Enhancing training is one of the BD2K focus areas.
Cold Spring Harbor computational biologist Michael Schatz has found that students are eager for more computational training. He recognized the need and began teaching a graduate-level quantitative biology course that includes some training in Python, a popular programming language. He has found that students are eager to enroll in the course, and more senior students and postdocs have also expressed interest in this type of training. ''We're in this transition phase where those skills are becoming so necessary,'' Schatz says, and increasing the number of opportunities to learn them will be very important.
Infrastructure Issues
Addressing these cultural issues will require coordination across institutions and research fields, nationally and internationally. One of the hurdles is figuring out who exactly is responsible for creating solutions. ''On the one hand, it's everybody's problem, but at the same time it becomes nobody's problem because it slips through the cracks,'' says Green. In many cases, the bottom line is financial. It's not yet clear whether individual researchers, institutions, funding agencies, or other sources should be paying for infrastructure requirements like data storage. Green provides data sharing as an example: in fields where public databases do not yet exist, ''there's just not infrastructure to pay for whatever's required to make that data accessible. '' Up to this point, data storage has most frequently been handled on an individual basis, resulting in redundancy and incompatibility. ''NIH was so vulcanized paying for the same informatics structure to scale up again and again in an incredibly redundant way,'' Haussler says, but he is optimistic that BD2K will provide better solutions than the ''information silos'' that have become common.
On the technical side, Bourne and others are also considering the best way to build systems that can support the huge data sets currently being generated. Bourne says it is likely that public-private partnerships between research institutions and corporations like Amazon, Microsoft, and Google are likely to solve these problems. Scientists have been interested in such partnerships for a long time, but only recently have the data reached the scale where computer scientists are really interested in getting involved. ''During the Human Genome Project, we would invite in computer scientists and entice them to get involved,'' Green recalls, ''but they really weren't very interested.'' Now that researchers are generating data three or four orders of magnitude larger than the human genome though, ''all of a sudden we have the technology to generate the scale of data to get them going.'' Infrastructure development is certainly important, but it's also useful to step back and remember the real reason big data is scientifically important in the first place. ''Applications drive everything,'' says Schatz. ''For the rest of our days storage and transfer will be a problem, but I'm really excited for the days where we'll have those systems in place and can ask some really exciting questions.''
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