Geometric interpretation for exact triangles consisting of projectively
  flat bundles on higher dimensional complex tori by Kobayashi, Kazushi
ar
X
iv
:1
70
5.
04
00
7v
2 
 [m
ath
.D
G]
  1
1 S
ep
 20
17
Geometric Structure of Exact Triangles
Consisting of Projectively Flat Bundles on Higher
Dimensional Complex Tori
Kazushi Kobayashi∗
Abstract
The mirror dual objects corresponding to affine Lagrangian (multi)
sections of a trivial special Lagrangian torus fibration T 2n → Tn are
holomorphic vector bundles on a mirror dual complex torus of dimension
n via the homological mirror symmetry. In this paper, we construct a one-
to-one correspondence between those holomorphic vector bundles and a
certain kind of projectively flat bundles explicitly, by using the result of
the classification of factors of automorphy of projectively flat bundles on
complex tori. Furthermore, we give a geometric interpretation of the exact
triangles consisting of projectively flat bundles on complex tori by focusing
on the dimension of intersections of the corresponding affine Lagrangian
submanifolds.
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1 Introduction
In this paper, we construct a mirror pair of tori as an analogue of the SYZ con-
struction [12], and consider geometric structures of the exact triangles which
appear in the discussions of the homological mirror symmetry [7]. The SYZ
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construction is conjectured by Strominger, Yau and Zaslow in 1996, and it pro-
poses a way of constructing mirror pairs geometrically. Roughly speaking, this
construction is the following. A mirror pair of Calabi-Yau manifolds (M, Mˇ) is
realized as special Lagrangian torus fibrations pi : M → B and pˇi : Mˇ → B on
the same base space B. In particular, for each b ∈ B, the special Lagrangian
torus fibers pi−1(b) and pˇi−1(b) are related by the T-duality. On the other hand,
the homological mirror symmetry is conjectured by Kontsevich in 1994, and it
states the following. For each Calabi-Yau manifold M , there exists a Calabi-
Yau manifold Mˇ such that the derived category of the Fukaya category [2] on
M is equivalent to the derived category of coherent sheaves on Mˇ as triangu-
lated categories. One of the most fundamental examples of mirror pairs is a
pair (T 2n, Tˇ 2n) of tori, where T 2n is a symplectic torus and Tˇ 2n is a complex
torus, so there are many studies of the homological mirror symmetry for tori.
For example, Polishchuk and Zaslow discuss the homological mirror symmetry
in the case of n = 1, i.e., (T 2, Tˇ 2) in [11] (the details of the higher A∞ prod-
uct structures are studied in [10]), and Fukaya studied the homological mirror
symmetry for abelian varieties via the SYZ construction in [3]. In particular, in
[3], he discussed the homological mirror symmetry by focusing on the cases that
the objects of the Fukaya category are restricted to affine Lagrangian submani-
folds endowed with unitary local systems in the symplectic geometry side, and
then, the holomorphic vector bundles corresponding to them are projectively
flat. Thus, projectively flat bundles play a fundamental role in the homologi-
cal mirror symmetry for tori. Let (L,L) be an object of the Fukaya category
Fuk(T 2n), where L ∼= T n is an affine Lagrangian (multi) section of the trivial
special Lagrangian torus fibration T 2n → T n and L → L is a unitary local
system along L. The objects (L,L) correspond to holomorphic vector bundles
on Tˇ 2n via the homological mirror symmetry, so we denote by E(L,L) a holo-
morphic vector bundle corresponding to (L,L). Here, the special Lagrangian
torus fibers with unitary local systems along them correspond to skyscraper
sheaves on Tˇ 2n. Hereafter, we call the affine Lagrangian (multi) section simply
the affine Lagrangian submanifold. By definition, a holomorphic vector bundle
E is projectively flat if and only if the curvature form of E is expressed locally
as α · IE , where α is a complex 2-form and IE is the identity endmorphism of
E. Furthermore, the result of the classification of factors of automorphy of pro-
jectively flat bundles on complex tori is given in [9], [6], [13]. The purposes of
this paper are to characterize holomorphic vector bundles E(L,L) by using the
factors of automorphy of projectively flat bundles on Tˇ 2n, and to give a geomet-
ric interpretation of the exact triangles consisting of projectively flat bundles
E(L,L) by focusing on the dimension of intersections of the corresponding affine
Lagrangian submanifolds L.
Now, we explain the statements discussed in the body of this paper briefly.
For each holomorphic vector bundle E(L,L), we can check easily that the cur-
vature form of E(L,L) is expressed locally as α · IE(L,L), where α is a complex
2-form and IE(L,L) is the identity endmorphism of E(L,L), so E(L,L) is pro-
jectively flat. But, the expression of transition functions of E(L,L) differs from
the expression of factor of automorphy of the projectively flat bundle E(L,L)
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which should be isomorphic to E(L,L), so interpreting holomorphic vector bun-
dles E(L,L) in the language of factors of automorphy is a non-trivial problem.
Thus, we interpret E(L,L) in the language of factor of automorphy by con-
structing an isomorphism E(L,L) ∼→ E(L,L) explicitly. Next, we discuss the
exact triangles consisting of these holomorphic vector bundles and their shifts.
Here, the triangulated category we treat is the one obtained from a DG-category
DGTˇ 2n consisting of holomorphic vector bundles E(L,L) on Tˇ 2n by the Bondal-
Kapranov construction [1], instead of the derived category of coherent sheaves
on Tˇ 2n. In this triangulated category, we consider the following exact triangle.
· · ·E(La,La) −−−−→ C(ψ) −−−−→ E(Lb,Lb) ψ−−−−→ TE(La,La) · · · . (1)
Here, T is the shift functor and C(ψ) denotes the mapping cone of ψ : E(Lb,Lb)→
TE(La,La). By the definition of the DG-category DGTˇ 2n , the degrees of mor-
phisms between holomorphic vector bundles E(L,L) are equal to or larger than
0 in DGTˇ 2n . This fact implies that the exact triangle consisting of projectively
flat bundles and their shifts is always expressed as the exact triangle (1). In
the above setting, we prove codim(La ∩ Lb) ≤ 1 if C(ψ) is projectively flat,
namely, if the exact triangle (1) becomes the exact triangle consisting of three
projectively flat bundles and their shifts.
This paper is organized as follows. In section 2, we explain relations between
the objects (L,L) of the Fukaya category Fuk(T 2n) and holomorphic vector
bundles E(L,L). Furthermore, we construct the DG-categoryDGTˇ 2n consisting
of those holomorphic vector bundles E(L,L). In section 3, for each holomorphic
vector bundle E(L,L), we find the projectively flat bundle E(L,L) which should
be isomorphic to E(L,L), and construct an isomorphism E(L,L) ∼→ E(L,L)
explicitly. This result is given in Theorem 3.6. In section 4, for the exact
triangle (1), we prove codim(La ∩ Lb) ≤ 1 if the exact triangle (1) becomes the
exact triangle consisting of three projectively flat bundles and their shifts. This
result is given in Theorem 4.1.
2 Holomorphic vector bundles and Lagrangian
submanifolds
In this section, we consider a mirror pair (T 2n, Tˇ 2n), where T 2n is a symplectic
torus and Tˇ 2n is a complex torus of T 2n, and discuss relations between affine
Lagrangian submanifolds in T 2n and holomorphic vector bundles on Tˇ 2n. These
are based on the SYZ construction [12] (see also [8]). Furthermore, we define
the DG-category consisting of these holomorphic vector bundles.
First, we explain the complex geometry side. We define a complex torus Tˇ 2n
as follows. Let us denote the coordinates of the covering space R2n of Tˇ 2n by
(x1, · · · , xn, y1, · · · , yn)t, and we define
x := (x1, · · · , xn)t, y := (y1, · · · , yn)t.
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We also regard (x1, · · · , xn, y1, · · · , yn)t as a point of Tˇ 2n by identifying xi ∼
xi + 2pi and yi ∼ yi + 2pi for each i = 1, · · · , n. We fix an ε > 0 small enough
and let
Ol1···lnm1···mn :=
{(
x
y
)
∈ Tˇ 2n | 2
3
pi(lj − 1)− ε < xj < 2
3
pilj + ε,
2
3
pi(mk − 1)− ε < yk < 2
3
pimk + ε, j, k = 1, · · · , n
}
be a subset of Tˇ 2n, where lj ,mk = 1, 2, 3. Then, {Ol1···lnm1···mn}lj ,mk=1,2,3 is an
open cover of Tˇ 2n. Sometimes we denote O
l1···(lj=l)···ln
m1···(mk=m)···mn
instead of Ol1···lnm1···mn
in order to specify the values lj = l, mk = m. We can regard each O
l1···ln
m1···mn as
an open set of R2n, and we define the local coordinates of Ol1···lnm1···mn by
(x1, · · · , xn, y1, · · · , yn)t ∈ R2n.
We locally express the complex coordinates z := (z1, · · · , zn)t of Tˇ 2n by z =
x + Ty, where T is a complex matrix of order n such that ImT is positive
definite. We denote by tij the (i, j) component of T . Then, for the lattice L in
Cn generated by
γ1 := (2pi, 0, · · · , 0)t, · · · , γn := (0, · · · , 0, 2pi)t,
γ′1 := (2pit11, · · · , 2pitn1)t, · · · , γ′n := (2pit1n, · · · , 2pitnn)t,
Tˇ 2n is isomorphic to Cn/L = Cn/2pi(Zn ⊕ TZn). In this paper, we further
assume that T is a non-singular matrix. Actually, in our setting described
below, the mirror partner of Tˇ 2n turns not to exist if detT = 0. However, we
can avoid this problem and discuss the homological mirror symmetry even if
detT = 0 by modifying the definition of the mirror partner of Tˇ 2n and a class of
holomorphic vector bundles which we treat. This fact will be discussed in [5].
Now, we define a class of holomorphic vector bundles E(r,A,µ,U) on Tˇ
2n.
This E(r,A,µ,U) corresponds to E(L,L) in the introduction. We first construct
it as a complex vector bundle, and then discuss when it becomes a holomorphic
vector bundle later in Proposition 2.2. However, since the notations of transition
functions of E(r,A,µ,U) are complicated, before giving the strict definition of
E(r,A,µ,U), we explain the idea of the construction of E(r,A,µ,U). We assume
r ∈ N, A ∈ M(n;Z) and µ := (µ1, · · · , µn)t ∈ Cn. This r ∈ N denotes the
rank of E(r,A,µ,U). Hereafter, sometimes we denote µ = p + T
tq with p :=
(p1, · · · , pn)t ∈ Rn, q := (q1, · · · , qn)t ∈ Rn. In general, the affine Lagrangian
submanifold corresponding to a holomorphic vector bundle E(r,A,µ,U) is the
following (we will explain the details of the symplectic geometry side again
later). {(
xˇ
yˇ
)
∈ (T 2n, ω˜) | yˇ = 1
r
Axˇ+
1
r
p
}
.
Here, xˇ := (x1, · · · , xn)t, yˇ := (y1, · · · , yn)t are the coordinates of the (complex-
ified) symplectic torus (T 2n, ω˜). In this situation, if xj 7→ xj+2pi (j = 1, · · · , n),
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then
yˇ 7→ yˇ + 2pi
r
(a1j , · · · , anj)t.
We decide the transition functions of E(r,A,µ,U) by using this
1
r
(a1j , · · · , anj)t ∈
Qn. This construction is a generalization of the case of (T 2, Tˇ 2) to the higher di-
mensional case in the paper [4] (see section 2). The strict definition of E(r,A,µ,U)
is given as follows. Let
ψl1···lnm1···mn : O
l1···ln
m1···mn → Cr, lj ,mk = 1, 2, 3
be a smooth section of E(r,A,µ,U). The transition functions of E(r,A,µ,U) are
non-trivial on
O
(l1=3)···ln
m1···mn ∩O(l1=1)···lnm1···mn , Ol1(l2=3)···lnm1···mn ∩Ol1(l2=1)···lnm1···mn , · · · , Ol1···(ln=3)m1···mn ∩Ol1···(ln=1)m1···mn ,
Ol1···ln(m1=3)···mn ∩O
l1···ln
(m1=1)···mn
, Ol1···ln
m1(m2=3)···mn
∩Ol1···ln
m1(m2=1)···mn
, · · · ,
Ol1···ln
m1···(mn=3)
∩Ol1···ln
m1···(mn=1)
,
and otherwise are trivial. We define the transition function on O
l1···(lj=3)···ln
m1···mn ∩
O
l1···(lj=1)···ln
m1···mn by
ψ
l1···(lj=3)···ln
m1···mn
∣∣∣
O
l1···(lj=3)···ln
m1···mn
∩O
l1···(lj=1)···ln
m1···mn
= e
i
r
ajyVj ψ
l1···(lj=1)···ln
m1···mn
∣∣∣
O
l1···(lj=3)···ln
m1···mn
∩O
l1···(lj=1)···ln
m1···mn
,
where i =
√−1, aj := (a1j , · · · , anj) and Vj ∈ GL(r;C). Similarly, we define
the transition function on Ol1···ln
m1···(mk=3)···mn
∩Ol1···ln
m1···(mk=1)···mn
by
ψl1···ln
m1···(mk=3)···mn
∣∣∣
O
l1···ln
m1···(mk=3)···mn
∩O
l1···ln
m1···(mk=1)···mn
= Uk ψ
l1···ln
m1···(mk=1)···mn
∣∣∣
O
l1···ln
m1···(mk=3)···mn
∩O
l1···ln
m1···(mk=1)···mn
,
where Uk ∈ GL(r;C). Moreover, when we define
ψ
l1···(lj=3)···ln
m1···(mk=3)···mn
∣∣∣
O
l1···(lj=3)···ln
m1···(mk=3)···mn
∩O
l1···(lj=1)···ln
m1···(mk=1)···mn
= Uk ψ
l1···(lj=3)···ln
m1···(mk=1)···mn
∣∣∣
O
l1···(lj=3)···ln
m1···(mk=3)···mn
∩O
l1···(lj=1)···ln
m1···(mk=1)···mn
=
(
Uk
)(
e
i
r
ajyVj
)
ψ
l1···(lj=1)···ln
m1···(mk=1)···mn
∣∣∣
O
l1···(lj=3)···ln
m1···(mk=3)···mn
∩O
l1···(lj=1)···ln
m1···(mk=1)···mn
,
the cocycle condition is expressed as
VjVk = VkVj , UjUk = UkUj , ω
−akjUkVj = VjUk,
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where ω is the r-th root of 1 and j, k = 1, · · · , n. We define the set U of
non-singular matrices by
U :=
{
Vj , Uk ∈ GL(r;C) | VjVk = VkVj , UjUk = UkUj , ω−akjUkVj = VjUk,
j, k = 1, · · · , n
}
.
Remark 2.1. The set U can be empty. For example, when we consider the case
of Tˇ 4 and assume (r, A) = (2, I2), no four matrices V1, V2, U1, U2 ∈ GL(2;C)
satisfy the relations V1V2 = V2V1, U1U2 = U2U1, −U1V1 = V1U1, U1V2 = V2U1,
U2V1 = V1U2, −U2V2 = V2U2, where Ir denotes the identity matrix of order r.
Thus, the holomorphic vector bundles such that (r, A) = (2, I2) do not exist on
Tˇ 4.
When we give r, A, µ and U , a complex vector bundle E(r,A,µ,U) is defined.
Furthermore, we define a connection ∇(r,A,µ,U) on E(r,A,µ,U) locally as
∇(r,A,µ,U) = d+ ω(r,A,µ,U) := d− i
2pi
(
1
r
xtAt +
1
r
µt
)
dy · Ir ,
where dy := (dy1, · · · , dyn)t and d denotes the exterior derivative. In fact,
∇(r,A,µ,U) is compatible with the transition functions and so defines a global
connection. Then, its curvature form Ω(r,A,µ,U) is
Ω(r,A,µ,U) = − i
2pir
dxtAtdy · Ir ,
where dx := (dx1, · · · , dxn)t. Here, we consider the condition such that E(r,A,µ,U)
is holomorphic. We see that the following proposition holds.
Proposition 2.2. A complex vector bundle E(r,A,µ,U) is holomorphic if and
only if AT is a symmetric matrix.
Proof. In general, a complex vector bundle is holomorphic if and only if the
(0,2)-part of its curvature form is vanishes, so we calculate the (0,2)-part of
Ω(r,A,µ,U). It turns out to be
Ω
(0,2)
(r,A,µ,U) =
i
2pir
dz¯t{T (T − T¯ )−1}tAt(T − T¯ )−1dz¯ · Ir,
where dz¯ := (dz¯1, · · · , dz¯n)t. Thus, Ω(0,2)(r,A,µ,U) = 0 is equivalent to that {T (T −
T¯ )−1}tAt(T − T¯ )−1 is a symmetric matrix, i.e., AT = (AT )t.
Next, we explain the symplectic geometry side. We denote by (x1, · · · , xn, y1,
· · · , yn)t the coordinates of the covering space R2n of T 2n, and define
xˇ := (x1, · · · , xn)t, yˇ := (y1, · · · , yn)t.
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Similarly as in the case Tˇ 2n, we regard (x1, · · · , xn, y1, · · · , yn)t as a point of
T 2n by identifying xi ∼ xi + 2pi and yi ∼ yi + 2pi for each i = 1, · · · , n. We
define a complexified symplectic form ω˜ on T 2n by
ω˜ := −dxˇt(T−1)tdyˇ,
where dxˇ := (dx1, · · · , dxn)t and dyˇ := (dy1, · · · , dyn)t. We decompose ω˜ into
ω˜ = −dxˇtRe(T−1)tdyˇ − idxˇtIm(T−1)tdyˇ,
and define
ω := Im(T−1)t, B := Re(T−1)t.
Sometimes we identify ω and B with the 2-forms dxˇtωdyˇ and dxˇtBdyˇ, re-
spectively. Then, −ω defines a symplectic form on T 2n. The closed 2-form
−B is often called the B-field. We explain the objects of the Fukaya cat-
egory Fuk(T 2n, ω˜) on (T 2n, ω˜) corresponding to holomorphic vector bundles
(E(r,A,µ,U),∇(r,A,µ,U)) on Tˇ 2n, namely, the pairs of Lagrangian submanifolds
and unitary local systems on them. We define a map s(r,A,µ) : R
n → Cn by
s(r,A,µ)(xˇ) :=
1
r
Axˇ+
1
r
µ =
1
r
Axˇ+
1
r
(p+ T tq).
We remove the term 1
r
T tq from the above s(r,A,µ)(xˇ), and consider the graph of
yˇ =
1
r
Axˇ+
1
r
p.
By a direct calculation, we see that the graph of yˇ = 1
r
Axˇ + 1
r
p becomes a La-
grangian submanifold L˜(r,A,p) in R
2n if and only if ωA = (ωA)t holds. Then, for
the covering map pi : R2n → T 2n, L(r,A,p) := pi(L˜(r,A,p)) defines a Lagrangian
submanifold in (T 2n, ω˜). Furthermore, we consider a flat complex vector bun-
dle L(r,A,µ,U) → L(r,A,p) with a unitary holonomy. Note that q ∈ Rn is the
unitary holonomy of L(r,A,µ,U) along L(r,A,p) ∼= T n. These L(r,A,p), L(r,A,µ,U)
correspond to L, L in the introduction, respectively. By the definition of the
Fukaya category, we have
ΩL(r,A,µ,U) = − dxˇtBdyˇ
∣∣
L(r,A,p)
,
where ΩL(r,A,µ,U) is the curvature form of the flat connection of L(r,A,µ,U), i.e.,
ΩL(r,A,µ,U) = 0. Hence, we see
− dxˇtBdyˇ∣∣
L(r,A,p)
= −1
r
dxˇtBAdxˇ = 0,
so one has BA = (BA)t. Note that ωA = (ωA)t and BA = (BA)t hold if and
only if AT = (AT )t holds, i.e., E(r,A,µ,U) becomes a holomorphic vector bundle
on Tˇ 2n (Proposition 2.2). Hereafter, for (L(r,A,p),L(r,A,µ,U)) ∈ Ob(Fuk(T 2n, ω˜)),
we often forget the additional structure L(r,A,µ,U) and treat L(r,A,p) only, because
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we mainly focus on the Lagrangian submanifolds when we discuss symplectic
geometry side in this paper.
We define the DG-category DGTˇ 2n consisting of holomorphic vector bundles
(E(r,A,µ,U),∇(r,A,µ,U)). This definition is an extension of the case of (T 2, Tˇ 2)
to the higher dimensional case in the paper [4] (see section 3). The objects
of DGTˇ 2n are holomorphic vector bundles E(r,A,µ,U) with U(r)-connections
∇(r,A,µ,U). Of course, we assume AT = (AT )t. Sometimes we simply denote by
E(r,A,µ,U) a holomorphic vector bundle with a U(r)-connection (E(r,A,µ,U),∇(r,A,µ,U)).
For any two objects
E(r,A,µ,U) = (E(r,A,µ,U),∇(r,A,µ,U)), E(s,B,ν,V) = (E(s,B,ν,V),∇(s,B,ν,V)),
the space of morphisms is defined by
HomDGTˇ2n (E(r,A,µ,U), E(s,B,ν,V)) := Γ(E(r,A,µ,U), E(s,B,ν,V))⊗C∞(Tˇ 2n)Ω0,∗(Tˇ 2n),
where Ω0,∗(Tˇ 2n) is the space of anti-holomorphic differential forms, and
Γ(E(r,A,µ,U), E(s,B,ν,V))
is the space of homomorphisms from E(r,A,µ,U) to E(s,B,ν,V). The space of
morphisms HomDGTˇ2n (E(r,A,µ,U), E(s,B,ν,V)) is a Z-graded vector space, where
the grading is defined as the degree of the anti-holomorphic differential forms.
The degree r part is denoted HomrDGTˇ2n (E(r,A,µ,U), E(s,B,ν,V)). We decompose∇(r,A,µ,U) into its holomorphic part and anti-holomorphic part ∇(r,A,µ,U) =
∇(1,0)(r,A,µ,U) +∇(0,1)(r,A,µ,U), and define a linear map
HomrDGTˇ2n (E(r,A,µ,U), E(s,B,ν,V))→ Hom
r+1
DGTˇ2n
(E(r,A,µ,U), E(s,B,ν,V))
by
ψ 7→ (2∇(0,1)(s,B,ν,V))(ψ) − (−1)rψ(2∇
(0,1)
(r,A,µ,U)).
We can check that this linear map is a differential. Furthermore, the product
structure is defined by the composition of homomorphisms of vector bundles
together with the wedge product for the anti-holomorphic differential forms.
Then, these differential and product structure satisfy the Leibniz rule. Thus,
DGTˇ 2n forms a DG-category.
3 The construction of an isomorphism E(r,A,µ,U) ∼=
E(r,A,µ,U)
In this section, we first recall the definition of projectively flat bundles and
some properties of them. Next, we construct a one-to-one correspondence be-
tween holomorphic vector bundles (E(r,A,µ,U),∇(r,A,µ,U)) and a certain kind of
projectively flat bundles. In general, the factors of automorphy of projectively
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flat bundles on complex tori are classified concretely, so we interpret holomor-
phic vector bundles (E(r,A,µ,U),∇(r,A,µ,U)) in the language of those factors of
automorphy. This result is given in Theorem 3.6.
We recall the definition of factors of automorphy for holomorphic vector
bundles following [6]. Let M be a complex manifold such that its universal
covering space M˜ is a topologically trivial (contractible) Stein manifold (Cn is
an example of a Stein manifold). Let p : M˜ →M be the covering projection and
Γ the covering transformation group acting on M˜ so that M = M˜/Γ. Let E be
a holomorphic vector bundle of rank r over M . Then its pull-back E˜ = p∗E is
a holomorphic vector bundle of the same rank over M˜ . Since M˜ is topologically
trivial, E˜ is topologically a product bundle. Since M˜ is Stein, by Oka’s principle,
E˜ is holomorphically a product bundle, i.e., E˜ = M˜ × Cr. Having fixed this
isomorphism, we define a holomorphic map j : Γ × M˜ → GL(r;C) by the
following commutative diagram
E˜γ(x) ∼= Cr
%%❑
❑❑
❑❑
❑❑
❑❑
❑
E˜x ∼= Cr
zz✉✉
✉✉
✉✉
✉✉
✉✉
j(γ,x)
oo
Ep(x) ,
where x ∈ M˜ , γ ∈ Γ. Then, for x ∈ M˜ , γ, γ′ ∈ Γ, the following relation holds.
j(γ + γ′, x) = j(γ′, x+ γ) ◦ j(γ, x).
The map j : Γ × M˜ → GL(r;C) is called the factor of automorphy for the
holomorphic vector bundle E.
Now, we recall the definition and some properties of projectively flat bundles.
Definition 3.1 (Projectively flat bundles, [9], [6], [13]). Let E be a holomorphic
vector bundle of rank r over a compact Ka¨hler manifold M and P its associ-
ated principal PGL(r;C)-bundle. Then Pˆ = P/C∗Ir is a principal PGL(r;C)-
bundle. We say that E is projectively flat when Pˆ is provided with a flat struc-
ture.
For a complex vector bundle E of rank r with a connection D over a compact
Ka¨hler manifold M , it is known that the following proposition holds.
Proposition 3.2 ([9], [6], [13]). Let R be a curvature of (E,D). Then, E is
projectively flat if and only if R takes values in scalar multiples of the identity
endmorphism IE of E, i.e., if and only if there exists a complex 2-form α on M
such that R = α · IE .
There are many studies of projectively flat bundles on complex tori, i.e., the
cases M = Cn/Γ, where Γ is a nondegenerate lattice of rank 2n of Cn ([9], [6],
[13] etc.). Let us denote the coordinates of Cn by (z1, · · · , zn)t. If we consider
the case ofM = Cn/Γ, the curvature form Ω of E in Proposition 3.2 is expressed
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locally as
Ω = α · Ir , α = 1
r
n∑
i,j=1
Rijdzi ∧ dz¯j,
whereRij = R¯ji. By using this Hermitian matrix (Rij), we define an Hermitian
bilinear form on Cn by
R(z, w) =
n∑
i,j=1
Rijziw¯j ,
where z = (z1, · · · , zn)t, w = (w1, · · · , wn)t. Then, a connection 1-form ω of E
is expressed locally as
ω = −1
r
R(dz, z) · Ir + dztb · Ir,
where dz := (dz1, · · · , dzn)t and b := (b1, · · · , bn)t ∈ Cn. Moreover, it is known
that a factor of automorphy j : Γ×Cn → GL(r;C) for a projectively flat bundle
E over M = Cn/Γ is expressed as follows (see [6], [13]).
j(γ, z) = U(γ)exp
{
1
r
R(z, γ) + 1
2r
R(γ, γ)
}
,
where (γ, z) ∈ Γ × Cn, ImR(γ, γ′) ∈ piZ (γ, γ′ ∈ Γ) and U : Γ → GL(r;C) is a
semi-representation in the sense that it satisfies
U(γ + γ′) = U(γ)U(γ′)e
i
r
ImR(γ′,γ).
We consider the case of Tˇ 2n ∼= Cn/L = Cn/2pi(Zn ⊕ TZn), and discuss the
relations between holomorphic vector bundles (E(r,A,µ,U),∇(r,A,µ,U)) and pro-
jectively flat bundles. Note that the curvature form Ω(r,A,µ,U) of a holomorphic
vector bundle E(r,A,µ,U) is expressed locally as
Ω(r,A,µ,U) =
i
2pir
dzt{(T − T¯ )−1}tAdz¯ · Ir.
Now, we define
R :=
i
2pi
{(T − T¯ )−1}tA,
namely,
Ω(r,A,µ,U) =
1
r
dztRdz¯ · Ir.
Then, the following lemma holds.
Lemma 3.3. The matrix R is a real symmetric matrix of order n.
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Proof. By a direct calculation,
R =
i
2pi
{(T − T¯ )−1}tA(T − T¯ )(T − T¯ )−1
=
i
2pi
{(T − T¯ )−1}tAT (T − T¯ )−1 − i
2pi
{(T − T¯ )−1}tAT¯ (T − T¯ )−1,
and it is clear that the two matrices
i
2pi
{(T − T¯ )−1}tAT (T − T¯ )−1, i
2pi
{(T − T¯ )−1}tAT¯ (T − T¯ )−1
are symmetric because AT = (AT )t. Hence, R is a symmetric matrix. Fur-
thermore, for a matrix T = X + iY , where X,Y ∈ M(n;R) and Y is positive
definite, one has
R =
1
4pi
(Y −1)tA.
This relation implies R ∈M(n;R).
By using this real symmetric matrix R of order n, we define an Hermitian
bilinear form R : Cn × Cn → C by
R(z, w) :=
n∑
i,j=1
Rijziw¯j ,
where z = (z1, · · · , zn)t, w = (w1, · · · , wn)t. Then, the following propositions
hold.
Proposition 3.4. For γ1, · · · , γn and γ′1, · · · , γ′n, ImR(γj , γk) = 0, ImR(γ′j , γ′k) =
0, where j, k = 1, · · · , n.
Proof. By definition, R(γj , γk) = 4pi2Rjk, where Rjk ∈ R, so ImR(γj , γk) = 0.
On the other hand, we see R(γ′j , γ′k) = 4pi2(T tRT¯ )jk, so for T = X + iY , it
turns out to be
4pi2T tRT¯ = 4pi2(Xt + iY t) · 1
4pi
(Y −1)tA · (X − iY )
= pi{Xt(Y −1)tAX +AY + i(AX −Xt(Y −1)tAY )}.
Thus,
ImR(γ′j , γ′k) = {pi(AX −Xt(Y −1)tAY )}jk
= {pi(AX −AX)}jk
= Ojk.
Here, the second equality follows from AT = (AT )t.
Proposition 3.5. For γ1, · · · , γn and γ′1, · · · , γ′n, ImR(γj , γ′k) = −piakj, ImR(γ′k, γj) =
piakj , where j, k = 1, · · · , n.
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Proof. First, we prove ImRT¯ = − 14piAt. For T = X + iY ,
RT¯ =
1
4pi
(Y −1)tAX − i
4pi
(Y −1)tAY,
so we see
ImRT¯ = − 1
4pi
(Y −1)tAY = − 1
4pi
At.
Here, we used AT = (AT )t. Similarly as above, we can prove
ImR¯T =
1
4pi
At.
On the other hand, the following relations hold.
R(γj , γ′k) = (4pi2RT¯ )jk, R(γ′k, γj) = (4pi2R¯T )jk.
Thus, by using ImRT¯ = − 14piAt and ImR¯T = 14piAt, we obtain
ImR(γj , γ′k) = −piakj , ImR(γ′k, γj) = piakj .
Now, we consider a projectively flat bundle E(r,A,µ,U) of rank r whose factor
of automorphy j : L×Cn → GL(r;C) and connection ∇˜(r,A,µ,U) = d+ ω˜(r,A,µ,U)
are expressed locally as follows.
j(γ, z) = U(γ)exp
{
1
r
R(z, γ) + 1
2r
R(γ, γ)
}
,
ω˜(r,A,µ,U) = −1
r
dztRz¯ · Ir − i
2pir
µt(T − T¯ )−1dz · Ir .
In particular, U(γj), U(γ
′
k) ∈ GL(r;C) (j, k = 1, · · · , n) satisfy the following
relations (see Proposition 3.4, Proposition 3.5).
U(γj)U(γk) = U(γk)U(γj), U(γ
′
j)U(γ
′
k) = U(γ
′
k)U(γ
′
j),
ω−akjU(γ′k)U(γj) = U(γj)U(γ
′
k).
Note that these relations are equivalent to the cocycle condition of E(r,A,µ,U).
Therefore, we can denote
U =
{
U(γj), U(γ
′
k) ∈ GL(r;C) | U(γj)U(γk) = U(γk)U(γj), U(γ′j)U(γ′k) =
U(γ′k)U(γ
′
j), ω
−akjU(γ′k)U(γj) = U(γj)U(γ
′
k), j, k = 1, · · · , n
}
.
This E(r,A,µ,U) correspond to E(L,L) in the introduction. The purpose of this
section is to prove E(r,A,µ,U) ∼= E(r,A,µ,U) (Theorem 3.6). Similarly as in the case
of E(r,A,µ,U), when we give r, A, µ and U , a projectively flat bundle E(r,A,µ,U) is
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defined. It is clear that the curvature form Ω˜(r,A,µ,U) of E(r,A,µ,U) is expressed
locally as
Ω˜(r,A,µ,U) =
1
r
dztRdz¯ · Ir.
Hence, we fix r, A, µ and by comparing the definition of E(r,A,µ,U) with the defi-
nition of E(r,A,µ,U), we see that the cardinality of the set {(E(r,A,µ,U),∇(r,A,µ,U))}
is equal to the cardinality of the set {(E(r,A,µ,U), ∇˜(r,A,µ,U))}. Thus, we expect
that there exists an isomorphism Ψ : E(r,A,µ,U)
∼→ E(r,A,µ,U) which gives a corre-
spondence between {(E(r,A,µ,U),∇(r,A,µ,U))} and {(E(r,A,µ,U), ∇˜(r,A,µ,U))} such
that
U(γj) = cj(r, A, µ, T ) · Vj , U(γ′k) = c′k(r, A, µ, T ) · Uk,
cj(r, A, µ, T ), c
′
k(r, A, µ, T ) ∈ C∗, j, k = 1, · · · , n.
Actually, the following theorem holds, and this is the main theorem in this
section.
Theorem 3.6. One has E(r,A,µ,U) ∼= E(r,A,µ,U), where an isomorphism Ψ :
E(r,A,µ,U)
∼→ E(r,A,µ,U) is expressed locally as
Ψ(z, z¯) = exp
{
i
4pir
ztAz + i
4pir
z¯tAz¯ − i
2pir
ztAz¯ + i
2pir
z¯t{(T − T¯ )−1}tµ
}
· Ir,
A := {(T − T¯ )−1}tT¯ tAt(T − T¯ )−1.
Proof. Note that A is a symmetric matrix because AT = (AT )t. By a direct
calculation, we see
ω(r,A,µ,U) =
i
2pir
ztAdz · Ir − i
2pir
ztAdz¯ · Ir − i
2pir
z¯tA¯dz · Ir + i
2pir
z¯tA¯dz¯ · Ir
− i
2pir
µt(T − T¯ )−1dz · Ir + i
2pir
µt(T − T¯ )−1dz¯ · Ir.
We construct an isomorphism Ψ : E(r,A,µ,U) → E(r,A,µ,U) explicitly such that its
local expression is
Ψ(z, z¯) = ψ(z, z¯) · Ir,
where ψ(z, z¯) is a function defined locally. We consider the following differential
equation.
∇˜(r,A,µ,U)Ψ(z, z¯)−Ψ(z, z¯)∇(r,A,µ,U) = O. (2)
For A and R, we see
i
2pi
A¯ −R
=
i
2pi
{(T − T¯ )−1}tT tAt(T − T¯ )−1 − i
2pi
{(T − T¯ )−1}t(T − T¯ )tAt(T − T¯ )−1
=
i
2pi
{(T − T¯ )−1}tT¯ tAt(T − T¯ )−1
=
i
2pi
A,
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so one has
i
2pi
(A¯ − A) = R. (3)
By using the identity (3), the differential equation (2) turns out to be
(∂ + ∂¯)(ψ(z, z¯)) · Ir
− i
2pir
{ztAdz − ztAdz¯ − z¯tAdz + z¯tA¯dz¯ + µt(T − T¯ )−1dz¯} ∧ ψ(z, z¯) · Ir = O.
Thus, ψ(z, z¯) is expressed locally as
ψ(z, z¯) = c · exp
{
i
4pir
ztAz + i
4pir
z¯tAz¯ − i
2pir
ztAz¯ + i
2pir
z¯t{(T − T¯ )−1}tµ
}
,
where c is an arbitrary constant, so by setting c = 1, we obtain
Ψ(z, z¯) = exp
{
i
4pir
ztAz + i
4pir
z¯tAz¯ − i
2pir
ztAz¯ + i
2pir
z¯t{(T − T¯ )−1}tµ
}
· Ir.
By using this Ψ : E(r,A,µ,U) → E(r,A,µ,U), we transform the transition functions
of E(r,A,µ,U). We see
e
i
r
ajy = e
i
r
aj(T−T¯ )
−1z− i
r
aj(T−T¯ )
−1z¯,
so, we calculate the following formula.(
Ψ(z + γj , z¯ + γj)
)(
e
i
r
aj(T−T¯ )
−1z− i
r
aj(T−T¯ )
−1z¯Vj
)(
Ψ−1(z, z¯)
)
, (4)
where j = 1, · · · , n. We set
(A¯ − A)j := (A¯1j −A1j , · · · , A¯nj −Anj), Rj := (R1j , · · · , Rnj),
and by using the identity (3), the formula (4) turns out to be
exp
{
i
r
(A¯ − A)j z¯ + pii
r
(A¯ − A)jj + i
r
({(T − T¯ )−1}tµ)j
+
i
r
aj(T − T¯ )−1z − i
r
aj(T − T¯ )−1z¯
}
Vj
= exp
{
2pi
r
Rjz +
2pi2
r
Rjj +
i
r
({(T − T¯ )−1}tµ)j
}
Vj .
On the other hand,
j(γj , z) = U(γj)exp
{
1
r
R(z, γj) + 1
2r
R(γj , γj)
}
= U(γj)exp
{
2pi
r
Rjz +
2pi2
r
Rjj
}
,
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so one has
U(γj) = e
i
r
({(T−T¯ )−1}tµ)jVj .
Next, we calculate the following formula.(
Ψ(z + γ′k, z¯ + γ¯
′
k)
)(
Uk
)(
Ψ−1(z, z¯)
)
, (5)
where k = 1, · · · , n. In order to calculate the formula (5), we prove the following
relations.
AT = AT , (6)
A(T − T¯ ) = −2piiRT¯. (7)
We can show the identity (6) as follows. For T = X + iY ,
AT = {(T − T¯ )−1}tT¯ tAt(T − T¯ )−1T
= −1
4
(Y −1)tXtAtY −1X − 1
4
At − i
4
((Y −1)tXtAt −AtY −1X),
and since AT = (AT )t,
ImAT = −1
4
((Y −1)tXtAt −AtY −1X) = O.
This implies AT = AT . Furthermore, by a direct calculation,
A(T − T¯ ) = {(T − T¯ )−1}tT¯ tAt(T − T¯ )−1(T − T¯ )
= {(T − T¯ )−1}tAT¯
= −2piiRT¯,
so we obtain the identity (7). Now, we calculate the formula (5). We set
(A(T − T¯ ))k := ((A(T − T¯ ))1k, · · · , (A(T − T¯ ))nk),
(RT¯ )k := ((RT¯ )1k, · · · , (RT¯ )nk).
By using the identities (6), (7), the formula (5) turns out to be
exp
{
i
r
(A(T − T¯ ))kz + pii
r
((AT )tT )kk + pii
r
((AT )tT¯ )kk − 2pii
r
((AT )tT¯ )kk
+
i
r
(µt(T − T¯ )−1T¯ )k
}
Uk
= exp
{
i
r
(A(T − T¯ ))kz + pii
r
(T tA(T − T¯ ))kk + i
r
(µt(T − T¯ )−1T¯ )k
}
Uk
= exp
{
2pi
r
(RT¯ )kz +
2pi2
r
(T tRT¯ )kk +
i
r
(µt(T − T¯ )−1T¯ )k
}
Uk
= exp
{
2pi
r
(RT¯ )kz +
2pi2
r
(T¯ tRT )kk +
i
r
(µt(T − T¯ )−1T¯ )k
}
Uk.
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On the other hand,
j(γ′k, z) = U(γ
′
k)exp
{
1
r
R(z, γ′k) +
1
2r
R(γ′k, γ′k)
}
= U(γ′k)exp
{
2pi
r
(RT¯ )kz +
2pi2
r
(T¯ tRT )kk
}
,
so one has
U(γ′k) = e
i
r
(µt(T−T¯ )−1T¯ )kUk.
4 Exact triangles consisting of projectively flat
bundles on Tˇ 2n
In this section, we give a geometric interpretation of exact triangles consisting of
projectively flat bundles E(r,A,µ,U) on Tˇ
2n. In general, we can construct a trian-
gulated category from a given DG-category [1], so we can obtain a triangulated
category Tr(DGTˇ 2n) from DGTˇ 2n . Note that exact triangles in Tr(DGTˇ 2n) are
defined as exact triangles associated to mapping cones. Here, we consider the
mapping cones of morphisms between projectively flat bundles.
Theorem 4.1. We take two projectively flat bundles E(r,A,µ,U), E(s,B,ν,V) (µ =
p+T tq, ν = u+T tv) on Tˇ 2n, and consider the following exact triangle associated
to the mapping cone of ψ : E(s,B,ν,V) → TE(r,A,µ,U) in Tr(DGTˇ 2n),
· · ·E(r,A,µ,U) −−−−→ C(ψ) −−−−→ E(s,B,ν,V) ψ−−−−→ TE(r,A,µ,U) · · · , (8)
where T is the shift functor and C(ψ) denotes the mapping cone of ψ. Further-
more, we assume that there exists a projectively flat bundle E(t,C,η,W) such that
C(ψ) ∼= E(t,C,η,W), namely, the exact triangle (8) becomes the exact triangle con-
sisting of three projectively flat bundles and their shifts. Then, codim(L(r,A,p) ∩
L(s,B,u)) ≤ 1 holds.
Proof. For convenience, we set
α :=
1
r
A− 1
s
B, β :=
1
s
u− 1
r
p,
and consider the following two cases.
case1. α = O.
In this case, if β ∈ 2piZn, we see codim(L(r,A,p) ∩ L(s,B,u)) = 0 because
L(r,A,p) = L(s,B,u), and otherwise L(r,A,p) ∩ L(s,B,u) = ∅.
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case2. α 6= O.
We can check L(r,A,p)∩L(s,B,u) 6= ∅ as follows. Note that L(r,A,p)∩L(s,B,u) 6=
∅ holds if Ext1(E(s,B,ν,V), E(r,A,µ,U)) 6= 0 via the homological mirror symmetry
[3], so we prove Ext1(E(s,B,ν,V), E(r,A,µ,U)) 6= 0 when α 6= O. We assume
Ext1(E(s,B,ν,V), E(r,A,µ,U)) = 0. Then C(0) = E(r,A,µ,U) ⊕ E(s,B,ν,V) and its
curvature form is expressed locally as(
Ω(r,A,µ,U) O
O Ω(s,B,ν,V)
)
.
Now we assume that there exists a projectively flat bundle E(t,C,η,W) such that
C(0) ∼= E(t,C,η,W), so Ω(r,A,µ,U) = Ω(s,B,ν,V), i.e., α = O, but this fact contra-
dicts α 6= O. Thus, we see L(r,A,p) ∩ L(s,B,u) 6= ∅.
We can prove codim(L(r,A,p) ∩ L(s,B,u)) = 1 in this case. We define the
2-forms Ω′(r,A,µ,U), Ω
′
(s,B,ν,V) and Ω
′
(t,C,η,W) by
Ω′(r,A,µ,U) :=
1
4pi2r
dxtAtdy,
Ω′(s,B,ν,V) :=
1
4pi2s
dxtBtdy,
Ω′(t,C,η,W) :=
1
4pi2t
dxtCtdy,
namely,
− 1
2pii
Ω(r,A,µ,U) = Ω
′
(r,A,µ,U) · Ir ,
− 1
2pii
Ω(s,B,ν,V) = Ω
′
(s,B,ν,V) · Is,
− 1
2pii
Ω(t,C,η,W) = Ω
′
(t,C,η,W) · It.
Since we assume C(ψ) ∼= E(t,C,η,W), one has chi(C(ψ)) = chi(E(t,C,η,W)), where
i = 1, · · · , n and chi(E) denotes the i-th chern character of a vector bundle E.
In particular,
chi(C(ψ)) = chi(E(r,A,µ,U)) + chi(E(s,B,ν,V)),
so chi(C(ψ)) = chi(E(t,C,η,W)) is equivalent to
chi(E(r,A,µ,U)) + chi(E(s,B,ν,V)) = chi(E(t,C,η,W)). (9)
Now we calculate chi(C(ψ)), chi(E(t,C,η,W)) and consider the equality (9). It is
clear that the equality (9) in the cases i = 0, 1 are equivalent to
r + s = t, (10)
rΩ′(r,A,µ,U) + sΩ
′
(s,B,ν,V) = tΩ
′
(t,C,η,W), (11)
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respectively. We consider the equality (9) in the case i = 2. By a direct
calculation, the equality (9) turns out to be
r
2
(Ω′(r,A,µ,U))
2 +
s
2
(Ω′(s,B,ν,V))
2 =
t
2
(Ω′(t,C,η,W))
2, (12)
and we obtain the following relation by substituting the equality (11) into the
equality (12).
(rt− r2)(Ω′(r,A,µ,U))2 + (st− s2)(Ω′(s,B,ν,V))2 = 2rsΩ′(r,A,µ,U) ∧Ω′(s,B,ν,V). (13)
Furthermore, by substituting the equality (10) into the equality (13), the equal-
ity (13) turns out to be
rs(Ω′(r,A,µ,U))
2 + rs(Ω′(s,B,ν,V))
2 = 2rsΩ′(r,A,µ,U) ∧ Ω′(s,B,ν,V),
and this relation is equivalent to
(Ω′(r,A,µ,U) − Ω′(s,B,ν,V))2 = 0. (14)
In general, for i ≥ 3, we obtain the following equality by expanding the equality
(9).
(
r
i−1∑
k=1
(
i− 1
k
)
ri−1−ksk
)(
Ω′(r,A,µ,U)
)i
+
(
s
i−2∑
k=0
(
i− 1
k
)
ri−1−ksk
)(
Ω′(s,B,ν,V)
)i
−
i−1∑
k=1
(
i
k
)(
rΩ′(r,A,µ,U)
)i−k(
sΩ′(s,B,ν,V)
)k
= 0. (15)
Note that the left hand side of the equality (15) can be factored as
(Ω′(r,A,µ,U) − Ω′(s,B,ν,V))2
×
i−2∑
l=0
{(
l∑
k=1
(i− l − 1)
(
i− 1
k − 1
)
ri−ksk + (l + 1)
i−1∑
k=l+1
(
i− 1
k
)
ri−ksk
)
× (Ω′(r,A,µ,U))i−l−2(Ω′(s,B,ν,V))l
}
.
Hence, when the equality (14) holds, the equality (15) holds automatically.
Moreover, by definition,
Ω′(r,A,µ,U) − Ω′(s,B,ν,V) =
1
4pi2
dxt
(
1
r
At − 1
s
Bt
)
dy =
1
4pi2
dxtαtdy,
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so by a direct calculation, one has
(Ω′(r,A,µ,U) − Ω′(s,B,ν,V))2
=
1
8pi4
∑
1≤i<j≤n,1≤k<l≤n
(αikαjl − αilαjk)dxk ∧ dyi ∧ dxl ∧ dyj .
Thus, the equality (14) is equivalent to
det
(
αik αil
αjk αjl
)
= αikαjl − αilαjk = 0, (16)
where 1 ≤ i < j ≤ n, 1 ≤ k < l ≤ n.
We consider the following system of linear equations.
αxˇ = β. (17)
Now we assume α 6= O, so there exists an αij 6= 0. To an augmented matrix
(α, β), we apply elementary row operations in order to solve the equation (17).
First, we multiply the first row of (α, β) by αij .
(α, β) −→ (α, β)′ :=


α11αij . . . α1jαij . . . α1nαij β1αij
...
. . .
...
. . .
...
...
αi1 . . . αij . . . αin βi
...
. . .
...
. . .
...
...
αn1 . . . αnj . . . αnn βn


.
Next, we add the i-th row of (α, β)′ multiplied by −α1j to the first row of (α, β)′.
(α, β)′ −→
(α, β)′′ :=


α11αij − αi1α1j . . . 0 . . . α1nαij − αinα1j β1αij − βiα1j
...
. . .
...
. . .
...
...
αi1 . . . αij . . . αin βi
...
. . .
...
. . .
...
...
αn1 . . . αnj . . . αnn βn


.
Then, by using the equality (16), we see that all components of the first row of
(α, β)′′ except β1αij − βiα1j are zero, namely,
(α, β)′′ =


0 . . . 0 . . . 0 β1αij − βiα1j
...
. . .
...
. . .
...
...
αi1 . . . αij . . . αin βi
...
. . .
...
. . .
...
...
αn1 . . . αnj . . . αnn βn


.
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By applying elementary row operations to (α, β)′′ similarly as above, (α, β)′′ is
transformed as follows finally.
(α, β)∨ :=


0 . . . 0 . . . 0 β1αij − βiα1j
...
. . .
...
. . .
...
...
αi1 . . . αij . . . αin βi
...
. . .
...
. . .
...
...
0 . . . 0 . . . 0 βnαij − βiαnj


.
Since L(r,A,p) ∩ L(s,B,u) 6= ∅, i.e., rank(α, β)=rankα in the case α 6= O, we can
regard all the components of the (n+1)-th column of (α, β)∨ except βi as zero,
namely, one obtains
αi1x
1 + · · ·+ αijxj + · · ·+ αinxn = βi.
Thus, when we put xi = ki ∈ R (i 6= j), xj is expressed as
xj = −αi1
αij
k1 − · · · − αin
αij
kn +
βi
αij
,
where αij 6= 0, and this fact implies codim(L˜(r,A,p) ∩ L˜(s,B,u)) = 1, i.e., codim
(L(r,A,p) ∩ L(s,B,u)) = 1.
Finally, we give an example in the case of n = 1, i.e., (T 2, ω˜ = − 1
τ
dx1 ∧dy1)
and Tˇ 2 ∼= C/2pi(Z⊕ τZ), where τ ∈ H. We take two maps
s(1,0,µ)(x
1) = µ = p+ qτ, s(1,1,ν)(x
1) = x1 + ν = x1 + u+ vτ,
and consider the mapping cone of ψ : E(1,1,ν,V) → TE(1,0,µ,U), namely, the
following exact triangle.
· · ·E(1,0,µ,U) −−−−→ C(ψ) −−−−→ E(1,1,ν,V) ψ−−−−→ TE(1,0,µ,U) · · · .
Here, note
U = V =
{
V1 = 1, U1 = 1 ∈ GL(1;C) = C∗
}
.
Then, for a map
s(2,1,η)(x
1) =
1
2
x1 +
1
2
η,
C(ψ) ∼= E(2,1,η,W) if and only if η ≡ µ+ ν + pi + piτ (mod 2pi(Z⊕ τZ)), where
W =
{
V1 =
(
0 1
1 0
)
, U1 =
(
1 0
0 −1
)
∈ GL(2;C)
}
,
and in fact, codim(L(1,0,p) ∩ L(1,1,u)) = 1. In particular, the fact that C(ψ) ∼=
E(2,1,η,W) if and only if η ≡ µ+ ν + pi + piτ (mod 2pi(Z⊕ τZ)) is the statement
of Theorem 4.10 in [4].
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