In this paper the automorphism group of two posets, D k,n and B m,n is determined. D k,n is the poset of DNA strands of length at most n, built up with k complement pairs of letters, and partially ordered by the subsequence relation. B m,n is the set of all subsequences of the word u m,n = a 1 ...a n defined over the alphabet {0, 1, ..., (m−1)}, where a i ≡ i (mod m). The automorphism group of B m,n was known already (see Burosch et al. [1]), here a short proof is presented as an illustration of the method used in the first part.
Introduction
Let A = {{α 1 ,ᾱ 1 }; {α 2 ,ᾱ 2 }; ...; {α k ,ᾱ k }} be an alphabet of k pairs of symbols (called complement pairs); defineᾱ i = α i ; and for a word w = x 1 x 2 ...x t over A let w * =x txt−1 ...x 1 . Note that (w * ) * = w. When speaking about DNA strands, we identify each w with the corresponding w * . Sometimes, with a little abuse of notation, we write A = {α 1 ,ᾱ 1 ; α 2 ,ᾱ 2 ; ...; α k ,ᾱ k }. For obvious reasons, when k = 2 then the alphabet is often denoted by {{A,Ā = T }; {G,Ḡ = C}}.
Let D k,n denote the poset of all DNA strands of length at most n (defined over an alphabet of k complement pairs), partially ordered by the subsequence relation, i.e. {u, u * } ≤ {v, v * } if u is a subsequence of v or u * is a subsequence of v. As a small example for a DNA-poset we include here the poset of subwords of the DNA-strand ACGT :
In [2] the automorphism group of the poset containing all words of length at most n, defined over a k-letter alphabet, was determined. Here, in Section 2 we determine the automorphism group of D k,n , which is a bit more complicated.
In the last part of this paper the same method is used to give a short proof for the nice theorem by Burosch et al. [1] . Their result determines the automorphism group of a poset consisting of all subwords of a certain word u m,n ; among the n-long words over an m-letter alphabet u m,n has maximum number of subwords.
Let B be a family of elements of the l-th level in a given poset. Let i B denote for 0 ≤ i ≤ l the family of elements of the i-th level being comparable to at least one element of B, the i-shadow of B. For i = l − 1 we simply say shadow and denote it by B. Similarly, for l ≤ i ≤ n the i-upper-shadow (or i-shade) i B is the family of the elements of the i-th level being comparable to at least one element of B. For i = l + 1 we simply say upper-shadow (or shade) and denote it by B. We will also use the notation P i denoting the elements of the i-th level in some poset P . The length of a word w will be denoted by |w|.
The poset of DNA-words
By a reconstruction problem of a DNA strand w we mean the following: given a set of subwords of w (e.g. all subwords of length ≤ m for some m), can we determine w from them uniquely among the words of length |w|? Lemma 1 We can solve a reconstruction problem of all DNA strands over an alphabet with k complement pairs iff we can do it for the similar problem for k = 2, i.e. iff we can reconstruct all DNA strands over the alphabet {{A, T }, {C, G}}.
Proof: It is clear that if we can reconstruct all strands over an alphabet with k complement pairs, then we can reconstruct them over ACGT. Conversely, suppose that we can reconstruct all strands over ACGT. Then replace the first complement pair with A-T, and all the others with C-G. Now we can reconstruct the strand, and so we find the places of letters from the first complement pair in the original strand (now A-T-s are there); then we can repeat the procedure in order to find the other complement pairs.
Lemma 2 If 3 ≤ i then every i-sequence is uniquely determined by its
Proof: Because of the previous Lemma, it is enough to consider DNAstrands over the conventional {{A, T }, {C, G}} alphabet. It is easy to see that for i = 2 the lemma is false: the words AT and T A have the same one letter subword {A ≡ T } but AT ≡ T A. Now w.l.o.g. we can suppose that we have a subword with first letter A. Now consider subwords of form A k αT l , where k is maximal and then l is maximal with respect to this k.
Such a word can arise after deleting a letter from one of the following words:
Because of the maximality of k and l there are no more cases and the first letter of β is not A, the last is not T , further x = A, y = T . Now we search for subwords of form A m−1 xA k−m αT l . If we have such a subword for some m = m * ∈ {1, ..., k − 1} and for m = m * + 1, then the original word was A m * xA k−m * αT l . If we have m = 1 but not for m = 2 then the original word was xA k αT l . If we have m = k but not for m = k − 1, then A k xαT l . If we are not in the above cases, we search for subwords of form A k αT l−m yT m−1 and follow the above train of thought. At last if we haven't find a subword of the above forms, then we have a subword A k−1 βT l , where we get β from α by inserting a letter. Then the word is A k βT l . The proof is complete.
Our aim is to determine Aut(D k,n ). There are two obvious types of automorphisms: a permutation π ∈ Sym k on the complement pairs induces an automorphism σ π on D k,n . Denote also by Sym k the automorphism group generated by these σ π -s. Furthermore, consider a map which interchanges the elements of the i-th complement pair. This induces an automorphism σ * i on D k,n . Denote by Z 2 the automorphism group generated by σ * i . We will prove that for n ≥ 3 there are no more automorphisms (note that the automorphism that reverses the order of the letters, which is a natural one, is σ * 1 σ * 2 ...σ * k ; e.g. σ * 1 σ * 2 (ab) =āb, which is identified with its reverse complement, i.e. ba).
Proof: The case n = 1 is considered only for the sake of completeness. In this case an automorphism is a simple permutation on the k complement pairs.
It is clear, that the levels of the poset are invariant under an automorphism. Furthermore, an automorphism transfers complement pairs to complement pairs. Take an arbitrary automorphism σ 0 ∈ Aut(D k,n ), and consider its action on D k,n 1 (i.e. on the set of complement pairs). Thus, this is a permutation on A, take its inverse π −1 on A. This permutation induces an automorphism σ π −1 on the poset D k,n . Let σ 1 = σ 0 σ π −1 . Then σ 1 fixes all of the complement pairs. Now one can partition the second level into k + k 2 blocks: we have k blocks of size 3 with elements {a i a i ≡ā iāi , a iāi ,ā i a i }; and k 2 blocks of size 4, with elements {a i a j ≡ā jāi , a iāj ≡ a jāi ,ā i a j ≡ a j a i ,ā iāj ≡ a j a i } for all i = j, each block is fixed by σ 1 (setwise). If n = 2, then within these blocks one can specify the image of all elements freely. This means k copies of Sym 3 and k 2 copies of Sym 4 , and these automorphisms differ and commute. Now let n ≥ 3 and consider the effect of σ 1 on D k,n 2 .
Claim 1 σ 1 fixes all sequences of form a i a i ≡ā iāi .
To the contrary, suppose that σ 1 (a i a i ) = a iāi (or equivalentlyā i a i ). Then
In both cases σ 1 (a i a i a i ) has two elements, but (a i a i a i ) has only one element, hence we cannot define σ 1 (a i a i a i ). Let σ * i be the automorphism which interchanges the elements of the i-th complement pair. Take the product of those σ * i 's for which σ 1 (a iāi ) =ā i a i , then let σ 2 := σ 1 i: σ 1 (a iāi )=ā i a i σ * i for all i. Then σ 2 fixes all elements in the 3-blocks. If k = 1, the proof is complete. Let k ≥ 2.
Claim 2 σ 2 fixes all sequences of form a i a j , i = j.
To the contrary, suppose first that σ 2 (a i a j ) = a j a i . Then σ 2 (ā i a i a j ) =ā i a j a i becauseā i a i is fixed, thereforeā i a j is fixed too. But then we can not define σ 2 (a iāi a j ). Now suppose that σ 2 (a i a j ) = a iāj (ā i a j is similar). Then σ 2 (a i a jāj ) = a i a jāj because a jāj is fixed, then σ 2 (a iāj ) = a i a j . But then we cannot define σ 2 (ā j a i a j ). Now we know that σ 2 is the identity on D (There are much stronger versions of this lemma, see e.g. [3] , but this easy form will be enough for our purposes.) Based on this lemma we give a simple proof for the following theorem by Burosch et al. [1] :
Before the proof let us describe the involutory automorphism of the "typical case" no. . Let σ * be the mapping that reverses all the words, and let ν k,m be the mapping that changes the letters in the words in the following way: for 0 ≤ i ≤ k − 1 the letter i is changed for k − 1 − i, and for k ≤ j ≤ m − 1 the letter j is changed for m + k − 1 − j. Clearly neither σ * nor ν k,m is an automorphism of B m,n , but σ * ν k,m ∈ Aut(B m,n ). Proof: It is clear, that the levels of the poset are invariant under an automorphism. Also homogeneity (i.e. the property that a word has exactly one 1-letter subword) and total inhomogeneity (i.e. the property that a t-letter word has exactly t 1-letter subwords) are kept by every automorphism. (i) Take an arbitrary automorphism σ 0 ∈ Aut(B m,n ), and consider its action on the first level of the poset. Thus, this is a permutation π on {a 1 , ..., a n }, take its inverse π −1 on {a 1 , ..., a n }. This permutation induces an automorphism σ π −1 on the poset. Let σ 1 = σ 0 σ π −1 . Then σ 1 fixes all of the letters. Furthermore, σ 1 fixes all sequences of form ij where i < j because σ 1 (ij) = (ji) as ji is not a subword of u m,n . Then σ 1 is the identity on the two lowest levels of the poset and, by Lemma 3, on the whole poset. It is easy to see that if
Claim 3 Let e be an element of the third level of the poset, 1 e contains the two letters i, j only and suppose that ii is a subword of e. Then we can read from the poset whether j is the middle letter or not.
In that case e = iij, jii, or iji. The shadows of the first two words have two elements, but the shadow of the third word has three elements.
Claim 4 Let j 1 < j 2 ≤ k − 1 and i ≤ k − 1, i = j 1 , j 2 , then we can tell the difference between the j 1 iij 2 -type subwords and the j 1 j 2 ii-type or iij 1 j 2 -type subwords in the poset.
Consider the elements of the upper-shadow of j 1 iij 2 containing the subword j 1 j 1 (by inserting a letter j 1 in the above word: j 1 ij 1 ij 2 or j 1 iij 1 j 2 ). Now consider the element of the 3-shadow of this word which contain the letter j 2 and the subword j 1 j 1 . In this case the inserted letter is the middle one what we can see from the poset because of Claim 3. We get the same by inserting the letter j 2 ; the inserted letter is the middle one. Now insert the letters j 1 or j 2 in j 1 j 2 ii: we get j 1 j 2 ij 1 i or j 1 j 2 ij 2 i. We see by considering the elements of the 3-shadow that in the first case the inserted letter is not the middle one. For iij 1 j 2 we get the same: the inserted letter is never the middle one.
