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ABSTRACT
Given a set of points in a Euclidean space, and a partitioning of this "training set"
into two or more subsets ("classes"), we consider the problem of identifying a "rea-
sonable" assignment of another point in the Euclidean space ("query point") to one of
these classes. The various classifications proposed in this paper are determined by the
distances between the query point and the points in the training set.
We report results of extensive computational experiments comparing the new meth-
ods with two well-known distance-based classification methods (/c-nearest neighbors and
Parzen windows) on data sets commorily used in the literature. The results show that
the performance of both new and old distance-based methods is on par with and of-
ten better than that of the other best classification methods known. Moreover, the
new classification procedures proposed in this paper are: (i) easy to implement, (ii)
extremely fast, and (iii) very robust (i.e. their performance is insignificantly affected
by the choice of parameter values).
RESUME
Etant donnes un ensemble de points d'un espace Euclidien, ainsi qu'une partition de cet
"ensemble d'apprentissage" en deux ou plusieurs sous-ensembles ("classes"), on se pro-
pose d'identifier une affectation "raisonable" d'un point n'appartenant pas a Fensemble
d'apprentissage a l'une de cettes classes. Les differentes classifications considerees dans
cet article sont definies en fonction des distances entre le point de classification inconnue
et les points de J'ensemble d'apprentissage.
On presente les resultats d'une serie d'experiences computationnelles effectuees sur
plusieurs ensembles de donnees frequement utilisees dans la litterature. On compare
nos methodes avec deux methodes a base de distances bien connues - celle des voisins
d'ordre k et celle des fenetres de Parzen. Nos resultats montrent que les performances
de toutes les methodes a base des distances examinees sont comparables et souvant
superieures aux jjerformances des meilleures autres methodes de classification. De plus,
les nouvelles procedures de classification que nous proposons sont: (i) facilement appli-
cables, (ii) extremement rapides et (iii) tres stables (i.e. leur performance ne dependant
pas significativement des changements mineurs dans les valeurs des parametres).
iRecd. Jan. 1998; Revd. Feb. 1999 INFOR vol. 37, no. 3, Aug. 1999
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1. INTRODUCTION
In this paper we suggest and study several new classification methods. The roots of
some of these methods can be traced back to the techniques that were popular during
the early days of pattern recognition. Given a set of points in a Euclidean space, and
a partitioning of this "training set" into two or more subsets ("classes"), we study here
the problem of identifying a "reasonable" assignment of another point in the Euclidean
space ("query point") to one of these classes.
The methods described here attempt to (i) find for a query point a "reference group"
in each class of the training set, (ii) choose among them a "best" reference group, and
then (iii) classify the query point accordingly. The best known technique of this type
is the nearest neighbor method. The work of Fix and Hodges [16] on nonparametric
statistical pattern classification is recognized as having pioneered the nearest neighbor
classification techniques. Cover and Hart [10] investigated the nearest neighbor proce-
dure as a tool for pattern recognition and established its asymptotic performance. Since
its introduction, this procedure has been extensively used, and numerous variants of it
have been suggested. Some of these studies concentrate on algorithmic developments
and implementation aspects [15] of the method while others generalize it to modified
metrics [17].
Learning to classify objects is a fundamental problem in artificial intelligence. In the
literature, variants of the nearest neighbor method and case-based learning algorithms
have been extensively researched [1, 9, 11, 10, 12, 13, 17, 37]. Case-based learning
algorithms input a sequence of training points and output a "concept description",
which can be used to generate predictions of class values for subsequently presented
query points. For numeric attribute values, normalized Euclidean distances have been
commonly used to compare points. For learning in domains in which some or all of
the training examples are symbolic, special variants of nearest neighbors algorithms
have been designed [9]. The way of choosing the reference groups and the method of
evaluating the proximity of the query point to each of them difi'erentiate one technique
from another.
The various classifications proposed in this paper are determined by the distances
between the query point and the points in the training set. In this respect they may be
considered to be of the same flavor as the case-based reasoning techniques of artificial
intelligence and the k-nearest neighbors, although the mechanics differ substantially.
Section 2 starts with a precise formulation of the classification problem and proceeds
to describe the two best known distance based classification techniques: the k-nearest
neighbors and the Parzen windows methods. Section 3 is devoted to a detailed de-
scription of the new distance based classification techniques proposed in this paper: the
adjusted averaging method, the adjusted weighting method, the truncated potentials
method and the convex containment method. In Section 4 we present brief descriptions
of the 9 datasets from the UC Irvine repository of machine learning datasets that were
used in this paper to evaluate computationally the performance of the distance based
classification techniques. Section 5 describes the experimental method we used in our
computations, while Section 6 presents the results we obtained in our experiments, in-
cluding the sensitivity analysis studies showing how the examined methods are afî ected
by the choice of the parameter value. Finally, in Section 7 we present the conclusions
of our study:
• The methods described in this paper are extremely efiicient; they require no ex-
tensive preprocessing since they do not build domain theories explicitly
• These methods are robust and very accurate, as shown by the computational
experiments.
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• There is no major difference indicating very clearly that a particular variant of
these methods performs in a significantly and consistently superior way than the
others.
2. PROBLEM FORMULATION
We consider a multi-class classification problem in which points are described by vectors
of attribute values. We assume that we are given m subsets Si,S2,..., S^. {fn > 2) of
d-dimensional vectors. The cardinality oi Si, I < i < m, is denoted by n .̂ We assume
that 5i, S2, --.ySm are pairwise disjoint and the total number of points in all subsets is
denoted by n. Finally, n* = mini<i<m{ni}. Each vector can be represented as a point
in a (i-dimensional space i?''. If the vectors are binary, thej' correspond to vertices of a
d-dimensional hypercube H'^. The Lp distance metrics are defined by
'̂  l/p
Dp{x,y) - [^ \xi - yil'^j , where x,y e E^.
1 = 1
Here we shall restrict ourselves to the cases p = 1 or 2.
We would like to be able to classify any point in E'^ as belonging to one of the m
classes. Furthermore, this classification should keep together in some way points that
are "intuitively" of the same type.
For d relatively small [d < 20), when the query points are assumed to be vertices of
H'^, the partitioning could be explicit, i.e., each of the 2̂* vertices could be stored along
with an integer specifying the class it belongs to. Deciding whether a query point is
"red" or "blue" can be done in O{d) time.
On the other hand, for larger d, and for non-discrete domains, implicit partitioning
is required, i.e. a more compact description of the partition must be generated. In this
case, when query points arrive, additional computation, rather than a trivial lookup, is
needed to determine the classification.
The amount of this computation depends on the way in which the classification rule is
defined. When the classification rule has an analytic form, the bulk of the computations
was already carried out at the time when the analytic form was developed (preprocessing
stage).
At the other end of the spectrum is the situation when no preprocessing is needed,
and when the classification of a querj' point is determined directly from the original
training set. This paper focuses on this latter kind of methods. Two well-known proce-
dures of this type are briefiy described below, while the new approaches are described in
Section 3. The computational experiments and their results are discussed in Sections 5
and 6.
2.1 k-Nearest Neighbor (k-NN)
One of the simplest ways to classify a query point q is based on the class of its nearest
neighbor in the training set. A straightforward generalization of this approach is to clas-
sify a query point as belonging to the class which is most frequently represented among
its k nearest neighbors. The choice of k is data dependent. Typically, k should depend
on the size of the training set (e.g. k = y/n). The L2 distance is the most commonly
used metric, but Fukunaga and Flick [17] have proposed a global quadratic metric that
can outperform L2. A number of variants of this k-nearest neighbors approach have
been suggested in the literature (for an extensive survey see [11]).
2.2 Parzen Windows (Parzen)
Another standard distance-based classification method, known as the Parzen windows
method (see [25]) is the following. As a query point q arrives, a "window" of some
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prespecified size, centered at q, is introduced. In the simplest variant, this window is a
cf-dimensional ball centered at q and having radius r. The number of points of each class
contained within the window is counted, and the query point is classified as belonging
to the class with the maximum number of occurrences within the window.
3. NEW DISTANCE-BASED CLASSIFIERS
Throughout this section we assume that for a fixed query point q the points in class S'c,
1 < c < m, are indexed Pi,P2,---,Pn^ so that d(q,p\) < d(q,p^) < ... < d(q,p^J. Unless
otherwise stated, we assume d to be the Li distance function.
3.1 Adjusted Averaging Method (AAM)
Let us define
for z = a + 1,Q: + 2, ...,nc, and an appropriately chosen integer a, 0 < a < no. Let
F^(q) = min lf^(i,q)\.
A query point q is considered to belong to Sc if F^(q) < F^ (q) for all c', 1 < c' < m.
It can be shown (see Appendix) that the sequence
is unimodal for any Q > 0. The unimodality of the /^-sequence simplifies considerably
the determination of F^(q) as there is no need to consider the /^-values once they start
increasing.
If a = 0, this classification rule is the 1-nearest neighbor rule, since f§(l,q) =
d(q,pi), while fS(2,q) = (d(q,pi) + d(q,p^^))/2 > d(q,pi). Hence, F-(q) = fS(l,q).
Our motivation for introducing this classification method is closely related to the
Steiner tree problem. Let 5 be a set of points in an arbitrary metric space. The Steiner
tree problem for S is to find the shortest possible network T spanning all the points in
S. The edges of T are not limited to meet at the 5-points only.
Recall that Sc, 1 < c < m denotes the set of points of the class c in the training
set. A reasonable strategy for classifying a query point q is to consider the ratios of the
lengths of the minimal Steiner trees for 5c and for ScU{q}, I < c <m. The query point
q is then classified as belonging to the class with the smallest ratio. This strategy is very
expensive computationally because the Steiner tree problem is known to be NP-hard,
and is known to be computationally intractable even for relatively small sets with, say,
15 points. On the other hand, it was shown by Rayward-Smith [29, 30], Waxman and
Imase [35], and Winter and Smith [38] that the quantity Ff defined above provides a
basis for an accurate polynomial approximation algorithm for a variant of the Steiner
tree problem. Due to this fact and since the quantities F^ can be computed efficiently,
we use them here as the basis of the adjusted averaging method.
3.2 Adjusted Weighting Method (AWM)
This technique is a natural extension of the k-nearesi neighbor classification method.
The distance of a query point to a class is computed as the weighted average of the
distances to the points of that class in the training set. As in the nearest neighbors
method, we assume that the classification decision is determined by close neighbors of
the query point. The distance of each query point to a point in a class is weighted by
a factor which is geometrically decreasing as the class points get farther apart.
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More formally, let
for an appropriately chosen integer 7, 1 < 7 < »̂ *, and for some appropriately chosen
weighting factor w <1. We have found that w = 0.75 is a good choice. A query point
q is considered to belong to 5c if F^{q) < F^'{q) for all c', 1 < c' < m.
3.3 Truncated Potentials Method (TPM)
This technique is based on the idea developed in the method of potential functions in
pattern recognition (see [2] and [3]), combined with the approach used in the nearest
neighbors algorithm. The points of the training set are viewed in this approach as
"centers of attraction", whose attraction is quantified by a certain smooth potential
function. The total attraction of a query point to a class is computed as the sum of
attractions to the points of that class in the training set. The query point is then
classified as belonging to the class to which it has the strongest attraction.
A potential function should be rapidly decreasing with the increase of the distance
between the query point and the points in the training set (centers of attraction). It is
natural to use exponential functions to construct such potentials.
It is assumed, as in the nearest neighbors method, that the classification decision
is determined by close neighbors of the query point. Therefore, the total potential
(attraction) for each class can be assumed to include only a flxed number of terms,
corresponding to the potentials produced by the closest neighbors of the query point in
the class. The potential "truncated" in such a way prevents the classiflcation outcome
from being excessively influenced by unbalance in the number of points in the different
classes in the training set.
Formally, let
for an appropriately chosen integer /?, \ < (i < n*. A query point q is considered to
belong to 5^ if F|(g) > F^{q) for all c', 1 < c' < m.
3.4 Convex Containment Method (CCMf
In most applications it is natural to expect that a point contained between two points
from the same class will also belong to that class. A complicating factor, of course, is
that the same query point may be contained between various pairs of points, and these
pairs may belong to different classes. It should also be taken into account that usually
the influence of a pair of points "closely" containing the query point is stronger than
the influence of a pair of points farther away from the query point.
In order to formalize the discussion above, we need a definition of "betweenness".
A straightforward definition of a point q being "between" the points pi and Pj in a
Euclidean space is given by
d{Pi,Pj) = d{pi, q) + d{q, pj).
To avoid the rigidity of this (rarely applicable) condition, we shall deflne betweenness
here by using the following relaxation of the above:
pj) > d{pi,q) + d{q,pj), (2)
a different use of convexity for classification see [4].
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where t̂ ; > 1 is an appropriately chosen weighting factor. Obviously, the points in a
plane satisfying the inequality (2) fill an ellipse.
Let H°(g) denote the set of pairs of points pl,p'!j from the class Sc that satisfy the
last condition. In order to emphasize the role of containing pairs in the proximity of
the query point, we shall classify a query point q as belonging to Sc if F^{q) < F^' {q)
for all c', 1 < c' < m, where
K{q)^ E 2-^(p^pP. (3)
(p°,ppen=(?)
Clearly, in the formula (3) the choice of the base 2 instead of e (as in (1)) is equivalent
to multiplying all distances by a constant close to 1, and therefore has no significant
effect on the results.
4. DATA SETS
All our real-life data sets are available from the Machine Leaming Repository^ of the
Computer Science Department of the University of California at Irvine [20]. This choice
was mainly based on the fact that this repository is well-known in the machine learning
community and it has been widely used to compare various learning and classification
algorithms. Moreover, these datasets span a wide variety of different application areas
and most of them are sufficiently large to allow meaningful conclusions.
4.1 Breast Cancer Diagnosis (Wisconsin)
This database was submitted to the Irvine Repository by Mangasarian and Bennett.
The database contains 699 cytological tests described by 9 integer attributes with values
between 1 and 10. 16 of these tests are incomplete. The outcome is a binary variable
indicating the benign or malignant nature of the tumor.
4.2 Classifying Irises
This is perhaps the best known database to be found in the pattern recognition liter-
ature. Fisher's paper [14] is a classic in the field and is referenced frequently to this
day. The data set contains 3 classes of 50 instances each. Instances are described by
4 numerical attributes. Each class refers to a type of iris plant. One class is linearly
separable from the other 2; the latter are not linearly separable from each other. This
is an exceedingly simple domain.
Weiss and Kapouleas [36] obtained accuracies of 96.7% and 96.0% on this data with
back propagation and 1-NN respectively.
4.3 Housing Costs in Boston
This database was submitted to the Irvine repository bĵ  Harrison and Rubinfeld [18]. It
contains 506 entries describing properties of houses in the suburbs of Boston using one
binary and 12 continuous attributes. Houses are classified into two groups depending
on whether their price exceeds the threshold value of $ 21,000.
4.4 Diabetes Diagnosis (Pima Indians)
This database originally owned by the National Institute of Diabetes and Digestive and
Kidney Diseases was set up to investigate whether the patients show signs of diabetes ac-
cording to the World Health Organization criteria. The population examined consisted
of female Pima Indians, aged 21 or over, living near Phoenix, Arizona, USA. It contains
768 instances, each described by 8 continuous variables and a binary classification.
^ ftp://ftp.jcs.uci.edu/pub/machine-learning-databases
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4.5 Credit Cards (Australian)
This database concerns credit card applications and was submitted to the Irvine repos-
itory by Quinlan [27, 28]. All attribute names and values have been changed to mean-
ingless symbols to protect confidentiality of the data.
This database is interesting because there is a good mix of attributes - continuous,
nominal with small numbers of values, and nominal with larger numbers of values. There
are also a few missing values (37 cases), which have been removed. Our experiments
involved the remaining 653 instances with 15 attributes each.
Carter and Catlett [8] reported an 85.5% correct prediction rate, when using 71%
of all 690 instances as the training set.
4-6 German Credit (Stattog)
This data set contains data used to evaluate credit applications in Germany. It has
1000 instances. We used a version of this data set that was produced by Strathclyde
University. In this version each case is described by 24 continuous attributes. There are
no missing values.
4.7 Labor Negotiations
This data set includes all collective agreements reached in the business and personal
services sector for locals with at least 500 members (teachers, nurses, university staff,
police, etc) in Canada in 1987 and the first quarter of 1988. It contains 57 instances,
ecLch described by 16 attributes. There are no missing values. The data has a binary
classification depending on whether or not a contract was considered acceptable.
4.8 Soybean
The soybean database is the original data for soybean disease diagnosis [21]. It contains
630 instances of 15 disease classes. Each instance is described using 35 attributes. About
5% of attribute values are missing.
4.9 Voting
This database includes votes for each of the 1984 U.S. House of Representatives Con-
gressmen on 16 key votes [32].
The database contains 435 instances corresponding to 267 Democratic and 168 Re-
publican Congressmen. Each instance involves 16 binary variables and 2 classes (party
affiliation: democrat or republican). About 6% of attribute values are missing. One of
the attributes {physician-fee-freeze) provides a clear-cut classification. In several appli-
cations, this attribute was eliminated in order to make the problem more interesting (or
less trivial) [7, 22].
5. EXPERIMENTAL METHOD
In order to evaluate the distance-based methods described in Sections 2 and 3, we
followed the cross-validation approach. In its simplest form, this approach consists
of partitioning a database of classified points into two subsets; the training subset S
and the control subset Q of query points. Each query point from the control subset Q is
classified by the method under evaluation. This classification is then compared with the
classification indicated in the data base. The ratio of the number of correctly classified
query points to the total number of query points is taken as the estimate of the accuracy
of the method under evaluation.
To reduce the variance of this estimate, the cross-validation procedure is usually
repeated several times, with different subsets of points acting as training and control
subsets. This can be achieved for example by using k-fold cross-validation, which con-
sists of the following steps.









































































































































































































































Table 1: Distance-based classifiers - manual parameter selection
• Randomly partition the data base into k equal-size disjoint subsets Qi, Q2,..., Qk-
• Use Si ~ S\Qi as a. training subset and Qi, i = 1, 2. , , , fc as a control subset.
• Sum up the number of correctly classified points (each point of the entire data
base acts as a query point exactly once). The classification accuracy is obtained
by dividing this sum by the size of the data base.
Furthermore, fc-fold cross-validation can be repeated several times, each time with a
different random partition of the data set. The average accuracy is then reported as the
overall accuracy.
All distance-based methods are parametric in the sense that their performance de-
pends on some integer- or real-valued parameter. In our initial evaluation of each
method, its parameter value was chosen "manually". More specifically, for each pa-
rameter value chosen from an appropriately broad range, five 5-fold cross-validations
(i.e., 25 runs, each with 80% of points acting as the training subset, and the remaining
20% acting as the control subset) were carried out. Based on these results, the "best"
parameter value was fixed and thirty 5-fold cross-validations (150 runs) were carried
out to determine average accuracy.
In later stages of our experiments, we used a more sound "automatic" way of selecting
parameter values. More specifically, five 5-fold cross-validations determining the "best"
parameter value were omitted. Instead, within each of five runs of the thirty 5-fold
cross-validations, the training subset Si was subjected to one 4-fold cross-validation (4
runs) for each parameter value chosen from an appropriately broad range. The best
































































































































































































































































Table 2: Distance-based classifiers - automatic parameter selection
parameter value (the one with the highest average accuracy over 4 runs) was then used
to classify instances in the control subset Qi.
We used the Li-metric to measure distances between query points and points in the
training set. Replacement of the Li-metric by the L2-metric did not seem to improve
the performance on the tested data sets for larger data bases. However, for smaller
data bases (such as Labor Negotiations ) we observed considerably lower accuracy (up
to 10%) for all distance methods when using the L2 metric.
No attempt to preprocess data sets was made. Numerical attributes were simply
normalized between 0 and 1. Normalization based on frequencies did not result in any
significant improvement for the data sets we tested.
Nominal attributes were arbitrarily ordered, replaced by consecutive integers 0, 1,...,
and normalized. Changes in the ordering did not improve the performance ofour method
on the data sets we tested. The replacement of every nominal attribute x taking the
values vi,V2,---,Vm by TO 0-1 at tr ibutes 6f (defined hy bf ~ I ifi x = Vi, i = I,... ,m)
did not lead to significant improvements.
6. RESULTS
Table 1 shows how the methods perform when using the manual way of selecting pa-
rameter values. Each entry is an average over 150 runs (30 runs, each with 5-fold
cross-validation). It should be noted that the values in, Table 1 only provide upper
bounds on the real accuracies of the methods since the parameters were selected in such
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Figure 1: Robustness of AAM, 1 < a < a;
a was as to achieve the best possible results using the knowledge of classifications of
the testing set. In a more realistic situation this knowledge not being available, the
accuracies will be somewhat lower. The values shown in Table 2 are real estimates of
accuracy.
Table 2 shows how the methods perform when using the automatic way of selecting
parameter values. Each entry is an average over 150 runs (30 5-fold cross-validation
runs). As it could be expected, the accuracy drops slightly. It can be seen that for most
data sets the accuracy of the new methods is comparable with the k nearest neighbors
and the Parzen windows approaches. Some better results are reported in [20] without
specification of any details of experimentation methods. If the accuracy results from [20]
are disregarded (as no reference to the origin of those numbers is given there), the new
methods are comparable with the best classification methods reported in the literature.
We also tested how the distance-based classification methods perform for various
parameter values. For each method and for each parameter value five 5-fold cross-
validations (25 runs) on the Australian credit card data base were used to obtain average
accuracies. It can be seen from Figures 1-6 that AWM and TPM are very stable. AAM
seems to remain stable for parameter values between 2 and 50. It should be noted that
the computing time of all the methods increases with the increase of the parameter
values.
7. CONCLUSIONS
This paper introduces a number of simple classification methods based on the use of
distance measures from the query points to the points in the training set. These methods
are easy to implement partly because they require little or no preprocessing. At the
same time, all these techniques are quite robust and very competitive in terms of their
classification accuracy.
The techniques introduced in this paper include the adjusted averaging method
(AAM), the adjusted weighting method (AWM), the truncated potentials method (TPM)
and the convex containment method (CCM). A number of classification techniques of
similar nature are well studied in the literature. Among the best known methods, we
mention the k-nearest neighbors and the Parzen windows. Each method classifies a new
query point using a special numerical measure of proximity of this query point to each
class. The proximity measures in each method, computed using the distances from this
query point to the points in the training set, depend on a single numerical parameter.
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CCM: Credit Card (A)
parameter value
Figure 4: Robustness of CCM, 1 <w < x
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NN: Credit Card (A)
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Figure 5: Robustness of NN, 1 < fc < a;





Figure 6: Robustness of Parzen, I <r < x
The value of this parameter is chosen automatically by each algorithm to achieve the
best classification accuracy.
While all these techniques can be based on any distance measure between points,
the L2 and Li metrics are the most frequently used ones. Our experience seems to
confirm the comparable nature of the L2 and Li metrics in distance-based methods,
with a slightly superior performance when the Li metric is used.
While all the methods measure proximity using distances, the particular definitions
of proximities differ substantially from one method to another. V/hen computing prox-
imity measures for a query point, each method-except for CCM-arranges the points in
the training set in ascending order of distances to the query point, and uses an initial
segment of this ordering in the actual computation of the proximity measure. The num-
ber of points of the training set in this initial segment is the numerical parameter used
in AWM, TPM and k-NN methods. After the value of this parameter is chosen, all these
three methods use a constant number of training set points in the initial segment for
computing proximity measures for each query point. For the AAM and Parzen meth-
ods, the number of points in the initial segment is query point dependent. In CCM, the
proximity measure is computed using the distances between those pairs of points of the
same class in the training set which "contain" the query point. The distances from the
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query point to the points in the training set are not used explicitly in the computation
of this proximity measure.
A surprising conclusion of this study is the fact that in spite of the considerably dif- '
ferent ways in which proximities are defined, the performances of the various procedures
examined in this paper are very similar. It is natural to explain this striking uniformity
by the common element in all these methods: the use of distances in classification.
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is unimodal for any a > 0.
Proof.
We shall show that
/=(a + fc,g) < / ^ ( Q ̂ k + l,q)-^fl{a + k+ 1,<?) < /^(a + fc + 2,g)





This term is non-negative iff
Of a+k+l
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which is equivalent to
a a+fc+1
j) - ^ d{q,pj)>0.
j = a+l
Since d{q,Pa+k+i) < d{q,Pa+k+2), we obtain
a a+k+1
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