1 Abstract-In this paper, we propose to use Gaussian mixture model (GMM) supervectors in a feed-forward deep neural network (DNN) for age identification from voice. The GMM is trained with short-term mel-frequency cepstral coefficients (MFCC). The proposed GMM/DNN method is compared with a feed-forward DNN and a recurrent neural network (RNN) in which the MFCC features are directly used. We also make a comparison with the classical GMM and GMM/support vector machine (SVM) methods. Baseline results are obtained with a set of long-term features which are commonly used for age identification in previous studies. A feed-forward DNN and an SVM are trained using the long term features. All the systems are tested using a speech database which consists of 228 female and 156 male speakers. We define three age classes for each gender; young, adult and senior. In the experiments, the proposed GMM/DNN significantly outperforms all the other DNN types. Its performance is only comparable to the GMM/SVM method. On the other hand, experimental results show that age identification performance is significantly improved when the decisions of the short-term and long-term systems are combined together. We obtain approximately 4% absolute improvement with the combination compared to the best standalone system. Index Terms-feature extraction, Gaussian mixture model, neural networks, speech processing, support vector machines.
I. INTRODUCTION
Human speech not only contains linguistic content of the uttered sentence but also other speaker specific information such as speaker's identity, emotional state, gender and age. We utilize all these information sources to improve our daily communication with others. Until now, significant effort has been made to develop automatic systems to extract and recognize the information in the speech for a more natural human-machine interaction. Age information can be used to enhance the user experience in today's voice enabled automatic systems. It can be used to direct the speakers to a specific branch of an interactive voice response (IVR) scenario which is specifically designed for the speaker's age. It can also be used to advertise a suitable product to the user according to his/her age.
Efforts have been made to automatically detect age category from voice. In general, methods initially proposed for other speech processing applications such as speech and speaker recognition have been adapted to age identification with small modifications. Gaussian mixture models (GMM) have been introduced for speaker verification [1] and become the dominant modeling approach until recently. In GMM-UBM method, first a universal background model (UBM) is trained using a large speech database collected from various different speakers. Then, it is adapted to speaker models using target speaker's speech and an adaptation technique such as maximum-a-posteriori (MAP) [1] . Support vector machines (SVM) have also been successfully used for speaker verification [2] . In [2] , GMM means are concatenated to obtain a GMM supervector. These high dimensional supervectors are used in the SVM modeling. The proposed GMM/SVM method combines the generative power of GMM-UBM with the discriminative power of SVM. More recently, joint factor analysis (JFA) [3] , i-vector [4] [5] and probabilistic linear discriminant analysis (PLDA) [6] [7] methods have been proposed for mismatch channel compensation in speaker verification. They achieved the state-of-the-art speaker verification performance. Nowadays, deep neural networks (DNN) have been the most popular approach in many machine learning problems thanks to the introduction of efficient methods to train networks with huge number of parameters and availability of large amount of data to perform a robust estimation of the model parameters [8] [9] . DNNs and its variants have resulted in accuracy improvement in speech processing applications such as speech recognition [10] , speaker/language recognition [11] , speech synthesis [12] , emotion recognition [13] and spoof detection [14] .
Generally, the first stage of a speech processing application is the feature extraction. Speech features can be mainly divided into two categories; short-term and longterm. Short-term features are extracted from a short segment of speech and preserves local information. Mel-frequency cepstral coefficients (MFCC) [15] , line spectral pair frequencies (LSPF) [16] and linear prediction coefficients (LPC) [17] are among the most popular spectral short-term features. Additionally, pitch as a prosodic feature is extracted from a short frame of speech and usually combined with the spectral features to improve the performance [18, 19] . On the other hand, long-term features are extracted using longer segments such as the whole utterance. Long-term features typically include informative statistics of the short-term features. Both features have been successfully used for age identification from voice in previous studies [20] [21] [22] .
In the Interspeech 2010, the paralinguistic challenge is organized for age/gender identification from voice [23] . In the challenge, a set of long-term features is defined for age identification. The set contains 1582 long-term features extracted from MFCC, LSPF and pitch-based features. In [21] , SVM and NN based systems are trained with the challenge's long-term features. Additionally, the authors train a NN with the PLP and pitch-based short-term features. A GMM-UBM is also trained with modulation spectrogram features [24] . In the experiments, the best performance is obtained with the NN using PLP + pitch features. The accuracy is significantly improved when the systems are fused with linear logistic regression. In [25] , age identification performances of GMM-UBM and GMM/SVM methods are investigated. Both systems use MFCC features.
In the study, several experiments are run to find the optimum model parameters. The best performance is obtained with the GMM/SVM using 12 MFCC features, 128 mixtures and a linear kernel. In [22] , GMM/SVM is compared to GMM-UBM using MFCC features. In the experiments, GMM/SVM outperforms GMM-UBM. In [26] , three baseline subsystems, namely, GMM-UBM, GMM/SVM, and SVM with 450 long-term features are compared with four novel subsystems. The novel subsystems are based on i) SVM modeling of UBM weight probabilities, ii) sparse representation of UBM weight probabilities, iii) SVM modeling of GMM maximum likelihood linear regression (MLLR) matrix, iv) SVM modeling of polynomial expansion coefficients of the syllable level prosodic features. Score level fusion of the seven subsystems is also performed. In the experiments, the fused system outperformed all the other subsystems. In [20] , following four approaches are compared; i) a parallel phone recognizer (PPR) based on MFCC ii) a dynamic Bayesian network system using prosodic features iii) a system based on the linear prediction (LP) envelope of a windowed speech signal and iv) a GMM based on MFCC. In the experiments, the best performance is obtained with PPR. The PPR method performs as well as human listeners except short utterances. In [27] , i-vectors are used for age classification. In the method, average of i-vectors corresponding to each age class is computed during the training stage. The cosine distance between the test and target age class i-vectors is computed in the test. The proposed method achieved a state-of-the-art performance on the Interspeech 2010 paralinguistic challenge age identification database. In [28] , a feed-forward DNN is used as a bottleneck feature extractor for age identification. The bottleneck DNN has 5 hidden layers with 1024 nodes in each layer except the last layer where the number of nodes is reduced to 39. As a result, the bottleneck DNN transforms the input features and extracts the most relevant ones for the classification. Mel-frequency cepstral coefficients (MFCC) are used as inputs to the DNN. The compressed features are fed into an i-vector and a feed-forward DNN based classifiers for age identification. The transformed MFCCs achieved 13% performance improvement over the traditional MFCCs. However, the proposed method requires the use of tied-state tri-phone labels from a speech recognizer.
In this paper, we make an extensive comparison of various classification methods for age classification from voice using both short-term and long-term features. The short-term features consist of MFCC and their first order derivatives. We train GMM, feed-forward DNN and long short-term memory (LSTM) recurrent neural network (RNN) methods using the MFCC features. Additionally, an SVM and a feed-forward DNN are implemented using GMM supervectors obtained from the MFCC. To the best of our knowledge, there is no previous study which uses the GMM supervectors to feed a DNN for age identification from voice. The long-term features consist of the Interspeech 2010 paralinguistic challenge features. We choose this feature set since they are commonly used for age identification in previous studies [20] [21] [22] . We also combine the age classification decisions of two short-term and three long-term systems for further performance improvement. All the methods are tested using a speech database which includes 228 female and 156 male speakers. In the experiments, it is observed that the proposed GMM/DNN method significantly outperforms all the other DNN architectures. Among all the methods, the best performances are obtained with the GMM/SVM and GMM/DNN methods. The performance is further improved with the system combination. We achieve approximately 4% absolute improvement with the combination when compared to the best standalone system. As a result, 63.51% overall recognition accuracy is obtained with the combined system. The accuracy reaches 77.5% for female speakers.
The main contributions of this paper can be summarized as follows; i) we propose to use GMM supervectors to train a DNN for age identification from voice and show that the performance of the proposed method is significantly better than three other DNN architectures ii) we make an extensive comparison of three state-of-the-art classification methods (GMM, SVM and DNN) for age classification problem using well-known short-term and long-term features iii) we show that the age identification performance can be improved when the information sources from the short-term and long-term systems are combined together.
The remaining of the paper is organized as follows. In Section 2, we introduce our database. In Section 3, our methodology is presented. The implementation details of the method are given in Section 4. Experimental results are provided in Section 5. The last section is devoted to conclusions and future works.
II. DATABASE
Our age identification speech database consists of recordings from 384 speakers. 228 of the speakers are female and 156 of them are male. The youngest speaker in the database is 15 years old and the eldest speaker is 84 years old. The recordings are taken in a soundproofed room to minimize the background noise. They are recorded in 16 kHz, 16 bits, pulse code modulation (PCM) format. Each speaker in the database is required to read 1200 pre-defined Turkish utterances. The length of the utterances ranges from a letter to couple of words. In our experiments, we did not use the entire database. Instead, only 200 utterances of total 1200, which are longer than 3 seconds, are taken for each speaker. The maximum duration of the recordings is approximately 10 seconds.
We define three age categories for the experiments;
young, adult and senior. Age of young speakers is between 15 and 25. It is between 26 and 40 for adult and over 40 for senior speakers. Speakers in each age category are grouped according to their genders. The number of speakers in each age-gender category is summarized in Table I . The experimental results in Section 5 are provided for each gender, separately. In overall case, results for female and male speakers are accumulated. III. METHODOLOGY
A. Feature extraction
In general, the first stage of a speech processing application is the feature extraction. Speech features can be broadly classified into two categories; short-term and longterm. In the short-term feature extraction, speech signal is divided into short frames in order to preserve local information. Then, a feature vector is extracted for each frame. On the other hand, long-term features are extracted using longer segments such as whole utterance. Both feature types have been successfully used for age identification from voice in previous studies [20] [21] [22] . In this study, we compare the performances of GMM, SVM and DNN based systems using the short-term and long-term features. The features are extracted using OpenSmile toolkit [29] .
i) Short-term features
We use the well-known MFCC as short-term features. In order to calculate the MFCC, the discrete Fourier transform (DFT) of the speech frame is computed. Magnitude DFT coefficients are multiplied by a triangular filter gain. Each triangular filter covers a specific frequency sub-band. The frequency sub-bands are distributed according to mel-scale. Then, the results for each filter-bank channel are accumulated. Finally, discrete cosine transform (DCT) is applied to the logarithm of the accumulated filter-bank energies. Generally, time derivatives of the static parameters are appended to the feature vector for performance improvement. First (delta) and second (acceleration) order derivatives are commonly used in various speech processing applications. In our experiments, we use 13 MFCC (including logarithm of energy) from 26 mel-frequency filter-bank channels. 13 delta coefficients are appended to the MFCC vector resulting in a 26 dimensional feature vector. The features are extracted using 25 millisecond window length and 10 millisecond skip size.
ii) Long-term features
The long-term set contains features from 34 low-level descriptors (LLD). The LLD include PCM loudness, 15 MFCC, logarithmic power of the first 8 mel-frequency bands, 8 LSPF, smoothed fundamental frequency contour's envelope and the final fundamental frequency candidate's voicing probability. Delta coefficients are also appended to the static LLD. 21 functions are applied to each LLD. As a result, 1428 dimensional (68 LLD x 21 functions) feature vector is obtained. Detailed information about the applied functions can be found in [29] .
Moreover, 4 pitch-based LLD together with their first order delta coefficients are used in the long-term features. The pitch-based LLD includes the smoothed fundamental frequency contour, frame-to-frame shimmer, frame-to-frame jitter and the delta frame-to-frame jitter. 19 
A moving average filter with length 3 is used to smooth the LLD contours. First order delta coefficients are extracted from the smoothed LLD. All the pitch-based LLD are set to zero for unvoiced regions.
B. Classification methods GMM, SVM, DNN and LSTM have been widely used in various classification problems. In this sub-section, we briefly describe these classification methods.
i) Gaussian mixture models (GMM) GMM has been extensively used for many pattern recognition applications. In GMM method, the feature vectors are modeled with a mixture of Gaussian distributions. The probability of observing a feature vector given the GMM is computed as in Equation 1;
where is a Gaussian distribution. In 
, is used to map the training feature vectors into a higher dimensional space. SVM tries to find the separating hyperplane with the maximal margin in that higher dimensional space. Furthermore, is called the kernel function.
Radial basis function (RBF) is one of the well-known kernels described in Equation 6;
where is a kernel parameter to be optimized. 0 γ  iii) Feed-forward deep neural networks (DNN) DNN has become the most popular modeling approach for many machine learning problems especially when efficient methods have been introduced to train networks with many parameters [10] , [32] . Additionally, the drastic increase in processing power of the today's computers accelerated the research in deep learning. DNN achieved very good performance in many fields of machine learning. Therefore, many research institutes turned their focus on this emerging field.
A feed-forward DNN is a multilayer perceptron with two or more hidden layers [9] . The neurons in the consecutive layers are fully connected. The power of DNN comes from its ability to learn the data in a hierarchical order in which higher level features are obtained from the lower level features and the same lower level features contribute to many higher level ones [9] . The sequential information in the speech signal is not utilized in the traditional feed-forward DNN. On the other hand, it is well known that the performance of speech processing applications can be enhanced when the coarticulation information is taken into account [33] . RNN is introduced to overcome that major shortcoming of the feedforward DNN [34] . RNN perform the same task for every element of a sequence, with the output being dependent on the previous computations. A simple RNN architecture is shown in Figure 1 ; RNN trained with the traditional backpropagation through time algorithm have difficulties learning dependencies between the time steps which are far apart from each other due to what is known as the vanishing gradient problem [35] . Long short-term memory (LSTM) recurrent neural network is proposed to address the vanishing gradient problem [36] . LSTM is a special RNN modified to learn the long-term dependencies. In LSTM, the single neural network layer in the traditional RNN in Figure 2 is replaced with four, interacting layers. The repeating unit in an LSTM is shown in Figure 3 in detail; LSTM removes or adds information to the cell state by these gates. The gates are composed of a sigmoid layer and a pointwise multiplication operation. The sigmoid layer outputs a number between one and zero, indicating if the information in the gate will be passed through or not.
IV. EXPERIMENTAL SETUP
In this study, a separate modeling is employed for male and female speakers. All age classification accuracies are provided for each gender, separately. We apply a five-fold cross validation to increase the robustness of the obtained results. In the procedure, five separate test sets for each gender is constructed. In each test set, there are two nonoverlapping test speakers for each age class. The remaining speakers are used in the model training. An individual train and test are performed for each test set. The test trials in each set are accumulated in order to obtain the recognition results in the following section. In summary, 10 test speakers (2 speakers x 5 test sets) are used in the experiments for each age class. The number of test utterances for each age class is approximately 2000 (2 test speakers x 5 test sets x 200 utterances).
In the following subsections, we summarize the implementation details of classification systems based on short-term and long-term features. In the last subsection, details of the combined system are given.
A. Implementation of the methods using short-term features
We implement two GMM, an SVM and three DNN based systems using the short-term MFCC features.
i) GMM-EM
In the GMM-EM method, an age model is trained for each age category using all training speech samples from the target age class. Expectation maximization (EM) algorithm is used in the training. Initial models are obtained with the Linde-Buzo-Gray (LBG) algorithm [37] . The number of mixtures in GMM is set to 256.
ii) GMM-UBM
In the GMM-UBM method, age models are adapted from an UBM. 18 speakers for each gender are set aside for the UBM training. The UBM speakers are equally distributed among the age categories (6 speakers for each age category). Age models are adapted from the UBM using the remaining speakers' speech samples from the target age class. MAP technique is used for the adaptation. The number of mixtures in GMM is set to 256 as in GMM-EM method. Becars toolkit is used in both GMM implementations [38] .
iii) GMM/SVM In the GMM/SVM method, the UBM in the GMM-UBM is adapted for each training utterance using MAP adaptation. Then, the means of the adapted GMMs are concatenated to obtain 6656 dimensional (256 mixtures x 26 features) GMM supervectors. The GMM supervectors are given as training samples to the SVM. RBF kernel is used in SVM. Kernel parameters are set using a five-fold cross validation. LIBSVM is used for SVM implementation [39] .
iv) GMM/DNN
In the GMM/DNN, the same GMM supervectors in the GMM/SVM are fed into a feed-forward DNN. We use a DNN with two hidden layers and sigmoid activation function. The number of neurons in the layers is set to 50 and 100, respectively. These parameters are determined after informal trials.
v) MFCC/DNN
In order to compare with the GMM/DNN method, we trained a feed-forward DNN with raw MFCC features. In the MFCC/DNN method, MFCC features from 11 consecutive frames are concatenated to obtain a 286 dimensional (26 features x 11 frames) feature vector. These feature vectors are directly fed into the DNN. The DNN has two hidden layers with sigmoid activation functions. The number of neurons in the layers is set to 100 after informal trials.
vi) MFCC/LSTM
The same feature vectors in the MFCC/DNN are also fed into a LSTM. The LSTM has two recurrent layers with 100 dimensional outputs. These parameters are selected to keep the LSTM architecture similar to the other DNN architectures. The first recurrent layer has many-to-many and the second layer has many-to-one recurrent model. We applied a dropout of 30% between the recurrent layers in order to avoid the overfitting. The recurrent layers are followed by a fully connected (FC) layer which outputs three classification probabilities corresponding to each age category. We use sigmoid activation in the FC layer.
In MFCC/DNN and MFCC/LSTM implementations, the duration of the speech files are restricted to 3.5 seconds. This is achieved by zero padding the speech feature if the duration is less than 3.5 seconds. If the duration is more than 3.5 second, the speech is cropped. Keras toolkit [40] with Theano [41] is used in all DNN implementations.
B. Implementation of the methods using long-term features
We implement an SVM and a DNN based systems using the long-term features.
i) LONG/SVM
In the LONG/SVM method, 1582 dimensional long-term feature vectors are given as inputs to an SVM classifier. The same kernel function in the GMM/SVM is used in the implementation for a fair comparison. The kernel parameters are optimized with five-fold cross validation.
ii) LONG/DNN
The same long-term features are also fed into a feedforward DNN. We use the same DNN architecture as in GMM/DNN method for a fair comparison.
C. The combined system
In the combined system, we use the three short-term (GMM-EM, GMM/SVM and GMM/DNN) and the two long-term (LONG/SVM and LONG/DNN) systems. We combine the systems since long-term and short-term features may provide complementary information to each other and thus improve the recognition accuracy. In the combination, we basically apply a weighted summation for the decisions of the five subsystems. The weights are determined with respect to the recognition accuracy of each subsystem. Final age decision is given according to the highest scoring age class.
V. RESULTS AND DISCUSSION

A. Recognition results with short-term features
Percent recognition rates for the short-term MFCC features are provided in Table II for GMM-EM, GMM-UBM, GMM/SVM and GMM/DNN methods. In Table III and IV, confusion matrices in the GMM/SVM method are given for female and male speakers, respectively. In Table  III and IV, the rows and columns represent the reference and recognized age classes, respectively. From Table II , it is observed that the recognition performance in male speakers is much lower when compared to female speakers. This is mainly due to the low recognition performance in senior class as observed in Table IV . The recognition performance in senior age class is approximately 20% for male speakers, while it is approximately 52% for female speakers. We think that the main reason for the low performance is the relatively small number of male speakers in senior age category. As given in Table I , there are only 16 male speakers in senior age class. 2 of the speakers are used for testing and 6 of them set aside for UBM training in the GMM/SVM method. Therefore, only 8 speakers are left for the model training. In the future, we plan to extend the database to improve the recognition accuracy. In Table II , it is observed that GMM/SVM and GMM/DNN methods significantly outperform both GMM methods especially for female speakers. This might be due to the fact that both methods combine the powers of the GMM and DNN/SVM. 
B. Recognition results with long-term features
Percent recognition rates for the long-term features are provided in Table V for LONG/SVM and LONG/DNN methods. In Table VI and VII, confusion matrices in the LONG/SVM method are given for female and male speakers, respectively. As seen from Table V, recognition rates in male speakers are lower compared to the rates in female speaker. In Table VII , it is observed that this is mainly due to low recognition rate in senior male class similar to the short-term feature results. From Table V , we can say that LONG/SVM and LONG/DNN methods perform close to each other. However when we compare Table II and V, we observe that the performance with shortterm features is much higher when compared to long-term features especially for female speakers. From the recognition rates we can conclude that the best standalone performances are obtained with the GMM/SVM and GMM/DNN methods using the short-term MFCC features. 
C. Comparison of DNN types
In this subsection, we compare the GMM/DNN method with two other DNN architectures, namely MFCC/DNN and MFCC/LSTM. We perform the comparison for only female speakers due to the results in the previous two subsections. The results are provided in Table VIII . As observed in the table, the proposed GMM/DNN significantly outperforms both other DNN architectures in which raw MFCC features are directly used. Additionally, MFCC/LSTM performs slightly worse than MFCC/DNN despite it benefits from long-term dependencies in the speech signal. In the future, we will further analyze the results in the LSTM experiment and try to improve the recognition accuracy with different LSTM network architectures. 
D. The combined system
Percent recognition rates for the combined system are given in Table IX . As observed in the table, the combined system performs as well as the best standalone systems for both genders. We obtain the best overall recognition accuracy with the combined system. The overall accuracy is 63.51% which is approximately 4% absolute higher than the best standalone system. The overall accuracies with the best standalone GMM/DNN and GMM/SVM systems are 
VI. CONCLUSION
In this paper, we propose to use GMM supervectors in a feed-forward DNN to classify the age of a speaker from his/her voice. We make an extensive comparison of the method with GMM, SVM, DNN based methods using longterm and short-term features. Short-term features consist of MFCC and their first order derivatives. Long-term features contain statistics of MFCC, LSPF and pitch-based features and commonly used in previous age identification studies. We also combine the short and long term systems for performance improvement. In the experiments, we observed that the best performance is obtained with the GMM/SVM and GMM/DNN methods using the short-term MFCC features. GMM/DNN outperformed all other tested DNN architectures. System combination also improved the performance significantly. Approximately 4% absolute improvement over the best standalone system is obtained with the combination. The recognition accuracy of the combined system reaches 77.5% for female speakers. In the future, we plan to extend our database especially with male speakers. We will also implement an i-vector based age identification system. Moreover, we will investigate features which might be more suitable for age identification task.
