At a bu ered switch in an ATM (asynchronous transfer mode) network it is important to know what combinations of di erent types of tra c can be carried simultaneously without risking more than a very small probability of over owing the bu er. We show that a simple and serviceable measure of e ective bandwidths may be computed for stationary tra c sources. For large bu ers the e ective bandwidth of a source is a function only of its mean rate, index of dispersion and the size of the bu er. Keywords: communications, effective bandwidths, large deviations, stationary processes
ideas from circuit-switched networks, (such as the well-developed theory of trunk reservation and dynamic routing), can be applied to ATM networks. This paper builds on the work of Courcoubetis and Walrand 6] , De Veciana, Olivier and Walrand 7 ], Gibbens and Hunt 10] and Kelly 11] . Kelly obtained e ective bandwidths for a problem of controlling the average work seen by a customer arriving to a D=GI=1 queue. Courcoubetis and Walrand obtained e ective bandwidths for a model in which the number of cells that a source delivers to the bu er at discrete time points is a Gaussian stationary process. Asymptotics are obtained in 7] and 10] for the frequency of bu er over ow when the source rate is modulated by a continuous time Markov process. Recently, Kesidis, Walrand and Chang 12] and De Veciana and Walrand 8] have also obtained e ective bandwidths for a large class of stationary sources under conditions similar to ours.
In sections 2 and 3 we extend the work of 6] to non-Gaussian stationary sources and compute an e ective bandwidth approximation. We argue that the e ective bandwidth of a source can be approximated in a manner that makes sense for large bu ers and which is a function of just two parameters: the source mean rate and index of dispersion. Thus the index of dispersion is identi ed as an appropriate measure of burstiness. Our e ective bandwidths agree with those of Kelly 11] and they agree with the formula obtained in 7] and 10] for a two-level Markov modulated uid when the size of the bu er is large.
White noise stationary sources
Consider a switch that carries tra c comprised of N i independent sources of class i, i = 1; : : :; M. Suppose time is discrete and that at each discrete epoch a source in class i delivers to the bu er a number of cells that is independently and identically distributed as X i , a random variable with mean i and variance 2 i . As in 6], we note that the way a bu er can ll during a busy period is for the sources to produce cells at a mean rate that exceeds P i N i i for such time until the bu er lls. De ne the logarithmic moment generating function, ' i ( ) = log E exp( X i )]: Let P(B; ; n) denote the probability that during n = dB= e epochs cells should arrive at an average rate of (c + )n cells per epoch, and so a bu er of size B that starts empty should be lled during the nth epoch. If the total input to the bu er in epoch i is Y i , then P(B; ; n) = P(Y 1 + + Y n (c + )n) and this can be estimated from Cramer's theorem (see 2]) as P(B; ; n) = exp ? B I(c + ) + o(B) ; where o(B) ! 0 as B ! 1, and I( ) is the`rate function' de ned as
The probability that the bu er lls during a busy period, say P(B), can be taken as a surrogate for the cell loss rate. For since we are supposing that the bu er is large enough that it does not ll during most busy periods, the mean length of a busy period is nearly independent of B. But if the bu er does ll during a busy period, the amount of cell loss that then ensues is also nearly independent of B. So by a renewal reward calculation in which the start of busy periods are the renewal times, the cell loss rate is just some constant times P(B). Now P(B) is the sum of a number of terms, each of which is the probability of one way it can occur, such as P(B; ; n). If the number of these terms were nite, then we could say that P(B) has the same asymptotic behaviour as the maximum term. This is simply the argument of Laplace, that lim B!1 (1=B) log P n i=1 exp(?B i )] = min i i . However, the number of terms is not nite, and it is only a heuristic that P(B) can be approximated by the maximum term. Although it is di cult to make this heuristic rigorous, it is a standard idea in the theory of large deviations that when an unlikely event occurs then it occurs in the most likely of the unlikely ways. The argument will be made with more care in section 3.
Using this heuristic, lim B!1 (1=B) log P(B) ? if and only if I(c + )= for all . This occurs if and only if for each there exists a such that
The above condition is certainly satis ed if it is satis ed for = , that is,
This is the e ective bandwidth result given by Kelly 11] , based on a bound on the tail of the workload found by a customer arriving to a D=GI=1 queue. Since when B is large we will be inclined to take small, so that P(B) exp(? B), it makes sense to expand ' i ( )= in powers of and ignore terms that are o( ). This suggests use of e ective bandwidths i = i + 2 i =2. With the motivation of this section, we now turn to the general case.
Stationary sources
Consider the more realistic case, that from moment to moment there is correlation in the rate at which cells are produced by a source.
Index of dispersion and e ective bandwidth
Suppose that in epoch n a source delivers to the bu er a number of cells that is distributed as X n , where fX 1 ; X 2 ; : : : g is a stationary process of correlated random variables, with The quantity has an interpretation in terms of the autocovariance structure of the process that holds even when the processes are not Gaussian. This interpretation holds under the following assumption.
Assumption A. Suppose the stationary process fX n g has kth order autocovariance (k), and spectral density function f(!) = For the assumption to hold we must have (k) ! 0 as k ! 1 and so the process must be purely nondeterministic, without periodicity or long-term dependencies. It is a technical assumption that is plausible under the assumption that the numbers of cells produced during epochs that are widely separated in time are nearly independent. It is easy to show that it is satis ed by Gaussian stationary sources. It is possible to show that it holds for other processes, such as the Markov modulated uids that we discuss in section 4.
The importance of can be compared with the nding of Whitt that the coe cient of di usion of the arrival process is important in evaluating the heavy tra c mean queue length for the G=D=1 queue. Note that can be estimated from the data by spectral estimation techniques. (See, for example Chat eld 3] .) It is attractive that e ective bandwidths might be estimated from observed data, since it is unlikely that any theoretical model is rich enough to adequately model all tra c classes. Estimation of is an alternative to the on-line estimation procedure proposed in earlier work 5].
Pre-smoothing and time-slicing a source
We shall show in theorem 2 that P i N i i < c can be associated with the guarantee of a certain quality of service constraint when i = i + i =2. This formula for e ective bandwidths has several attractive properties.
If the source is pre-smoothed, in a bu er that e ects some linear ltering, say X n = a 0 X n + a 1 X n?1 + + a p X n?p , taking a 0 + + a p = 1, so that E X n ] = E X n ] = . Then to obtain f(0) we multiply f(0) by the transfer function, to obtain f(0) = jT(0)j 2 f(0). Since jT(0)j = j P i a i j = 1, we have = .
This suggests that Courcoubetis and Walrand's result for a stationary Gaussian source might be viewed as arising from linear lterings of a Gaussian process of uncorrelated random variables. Pre-smoothing, by averaging the in ows of several epochs, tends to decrease the variance, but it simultaneously increases higher order autocovariances, and the combined e ect is that the e ective bandwidth is unchanged. This is consistent with what one would expect, because the e ects of pre-smoothing are masked within a very large bu er, and it is large bu ers with which our e ective bandwidths are concerned. It is still an open issue as to how large should be the bu ers of ATM switches. Small bu ers have the advantage of allowing less delay. However, as bu ers are relatively inexpensive, manufacturers may choose to compete by o ering switches with large bu ers.
De Veciana and Walrand 8] comment that if jT(0)j = G < 1, which happens if the source is thinned, then the bandwidth changes to G + G 2 =2. Thus bandwidths can be reduced by thinning, but not by smoothing.
A second observation that supports the use of these e ective bandwidths is the fact that we obtain exactly the same condition on (N 1 ; : : :; N M ) regardless of how we de ne a time epoch. For example, if the de nition of an epoch is changed from 1 to 2 ms, so that the numbers of cells produced by a source in the epoch labelled n is X 2n?1 + X 2n , n = 1; 2; : : : , then the e ect is the same as if the process had been smoothed with a 0 = 0:5, a 1 = 0:5 and then multiplied by two. Since smoothing leaves unchanged and the multiplication by two doubles it, things are just as they should be, since in the new model, c and will also double.
Although we have seen that pre-smoothing is not helpful in reducing the e ective bandwidth of a source, this is because we do an asymptotic analysis for a large bu er, while xing the amount of pre-smoothing that is carried out upstream. There may still be some interesting questions regarding pre-smoothing that grows at the same time that B increases. A bu er is required to carry out pre-smoothing, and smoothing over a greater number of epochs requires a larger bu er. So there may be a trade o between bu ering used for upstream pre-smoothing (e.g., leaky bucket ow control) and downstream bu ering.
General stationary sources
The previous sections have suggested that (1) states an appropriate measures of e ective bandwidths for stationary sources and that the result of 6] for Gaussian sources can be applied to general, non-Gaussian, stationary sources. This is made precise in theorem 2. To do this we make use of the G artner-Ellis theorem, which holds under the following assumptions. Theorem 1 (G artner-Ellis) Let P n be the probability distribution of Z n . Then under the assumptions above, P n satis es a large deviation principle with good rate function I(x) = sup > x ? '( )].
Assumptions of the G artner-Ellis theorem
This means that for any subset of the probability space, A, Notice that we require separate statements for open and closed sets, here taken as A and A, the interior and closure of A, respectively. That I( ), is`a good rate function' means that fx : I(x) g is a compact set for all < 1. For the proof see Dembo and Zeitouni 9] .
In this section we adopt a di erent quality of service criterion than in section 2. We pose a constraint in terms of the proportion of time, (B), that a bu er of size B is full. This is the proportion of time that there is cell loss and it is clearly linked to sensible measures of quality of service. In section 3.1 of 8], De Veciana and Walrand establish a theorem which is similar to (2) of theorem 2. However, they they take as a constraint the proportion of time that a queue with an in nite bu er contains a workload greater than B. The proof in 8] improves upon the heuristic arguments of section 2, which we had used in a draft of this paper. Theorem 2 now follows a reasoning that is similar, though not identical, to that in 8].
Theorem 2 Suppose X i is the aggregate input in epoch i to a bu er of size B, where fX 1 ; X 2 ; : : :g is a stationary process. Suppose the sequence fZ n g, Z n = (X 1 + + X n )=n, satis es the assumptions of the G artner-Ellis theorem, with asymptotic logarithmic moment generating function '( ). Suppose the bu er is served at the rate of c cells per epoch, with E X 1 ] < c. Let In the reverse direction, the probability that the bu er is full somewhere within any i B= ] consecutive epochs is at least P(S i B= ] ? i B= ]c > B). Hence the proportion of epochs in which the bu er is full is at least P(S 
Suppose and are the optimizing values on the left-hand side of (4). The condition for stationarity with respect to is = ?1 = 0, and hence = and this implies the left-hand side of (4) equals '( )= .
If (4) holds with equality then P(B) = exp(? B + o(B)), and so when B is large it makes sense to consider small, in order to achieve a probability of over ow that is about exp(? B). By the assumptions of the G artner-Ellis theorem, '( ) is di erentiable at 0 so using assumption A and expanding '( ), '( )= < c becomes 
The above also corresponds to the bandwidth given by Gibbens 
A M=M=1-modulated uid
De Veciana et. al. also consider the case of a uid whose rate is a times the size of an M=M=1 queue. In fact, this result follows from that which they obtained for the two-state Markov modulated uid. Simply let the number of such sources, N, tend to in nity and tend to zero such that N is constant. The limit is the M=M=1 modulated process. The e ective bandwidth is = a + a 2 2 + o( ):
4.3 A n?state Markov modulated uid
Consider a uid whose rates are controlled by a n-state Markov process, fX(t); t 0g, with rate matrix Q and stationary probability vector , satisfying > Q = 0. The rate of the uid when the process is in state i is a i . where P ij (t) = P(X(t) = jjX(0) = i), and the columns of C and rows of C ?1 are the right and left hand eigenvectors of Q respectively, (t) = diag(1; exp( 2 t); : : :; exp( n t)) and (t) = diag(0; exp( 2 t); : : :; exp( n t)). Then, taking A = diag(1; 0; : : :; 0), and any s 6 = 0, The theorem follows from taking s = 1. We have found it is it sometimes convenient to use other values of s.
Conclusions
We have shown that e ective bandwidths may be associated with stationary sources. These bandwidths have the advantage that they are simple functions of the average rate of a source and its index of dispersion. The index of dispersion may be estimated from data, and evaluated for simple Markov modulated uid models using theorem 3. In 4], we have presented, with Fouskas, experimental evidence that in the cases of Markov-modulated and autoregressive source models the use of these bandwidths can achieve a desired quality of service and a good utilization of the switch. There are many other issues relating to the use of e ective bandwidths that require investigation. Bean 1] has studied a number of these, including online estimation of e ective bandwidths, trunk reservation and prioritising calls with di erent quality of service requirements.
