ABSTRACT How to select an appropriate and effective health-care waste treatment technology (HCW-TT) is an especially important task in the management of health-care waste (HCW), which can be regarded as a typical multi-attribute group decision making (MAGDM) problem. In the selection of HCW-TT, the expression of evaluation information given by decision makers (DMs) under uncertain decision-making environment and the reflection of interrelationships among multi-attributes are two critical issues. In response, a new MAGDM technique is presented for the selection of HCW-TT based on the intuitionistic uncertain linguistic Hamy mean with linguistic scale functions (LSFs). First, considering the lack of closeness and flexibility of existing operations, some new operations of intuitionistic uncertain linguistic variables (IULVs) are redefined by combining with LSFs. New expected value and accuracy function are also presented to compare IULVs. Then, based on the new operations of IULVs, the intuitionistic uncertain linguistic Hamy mean and its weighted version (IULWHAM) are proposed to aggregate IULVs. The proposed operators can simultaneously model the interrelationship among multi-inputs and handle the semantic translation requirements of different DMs. Meanwhile, several attractive properties and special cases of these two operators are studied and analyzed. Subsequently, a MAGDM method (IUL-MAGDM) is presented based on the proposed IULWHAM. Finally, a numerical example is given to demonstrate the proposed IUL-MAGDM method, and results indicate that the proposed IUL-MAGDM can effectively and flexibly handle the selection of HCW management by comparing with other IUL-MAGDM methods.
They are high-risk wastes. In particular, due to the growing population, the increase in the size of medical facilities and the use of a large number of disposable medical products, HCW has increased dramatically in recent decades. Inappropriate health-care waste management (HCWM) may lead to serious environmental pollution and health injuries [17] . Therefore, how to choose proper and effective HCW treatment technology (named HCW-TT) is an important decisionmaking issue in the management of HCW.
The selection of the most suitable HCW-TT is a typical complex MAGDM problem, where several treatment technologies with respect to multiple evaluation attributes are required to be evaluated. So far, many scholars have investigated and presented many valuable MAGDM methods to select the appropriate HCW-TT and support the management of HCW in different practical applications. For example, by combing the life cycle management (LCM) method, Bonferroni [3] utilized the classical AHP method to model the selection framework of HCW-TT. Karagiannidis et al. [9] utilized the AHP to evaluate the thermal treatment processes for infectious hospital wastes. However, for many practical situations, including the selection of medical waste disposal technology, it may be very difficult to use only exact numerical values to express the true preferences of DMs. Thus, since Zadeh [28] originally presented the notion of fuzzy set (FS) as an important information representation model to describe imprecise and uncertain information. Many scholars have further studied and obtained many expansions of FSs, including intuitionistic fuzzy sets [1] , pythagorean fuzzy set [7] , [27] , type-2 fuzzy sets [29] , hesitant fuzzy sets [22] , etc. However, in many actual MAGDM problems, some aspects of the evaluation object cannot be directly expressed by quantitative forms, DMs may be more accustomed to expressing their opinions with linguistic information for qualitative attributes. Thus, since linguistic variables (LVs) are firstly presented by Zadeh [29] to express qualitative information, different types of linguistic information representation models have been proposed from different information modeling perspectives, including uncertain linguistic variable (ULV) [25] , 2-tuple information representation model [8] , hesitant fuzzy linguistic term set (HFLTS) [20] , intuitionistic uncertain linguistic variable (IULV) [13] , etc. Evaluation experts are more inclined to use these linguistic representation models to express their cognitive preferences. Up to now, many scholars have used the above-mentioned different linguistic representation models to express the ratings of HCW-TT alternatives, and proposed a variety of different linguistic MADM methods to support the selection of HCW-TT. For example, Liu et al. [11] used the interval 2-tuple linguistic variables to express experts' opinions and proposed a method called IUL-MULTIMOORA to select the appropriate HCW-TT. Liu et al. [10] integrated linguistic variables, OWA operator and VIKOR method to propose a new decision method to select the optimal HCW-TT. Xiao [24] proposed a novel MADM method based on D-numbers and multi-granularity linguistic variables to solve the problems of HCM-TT selection. From the existing literature, a key issue in the selection of HCM-TT is the representation of uncertain assessment information, especially when using different linguistic information models in the selection process of HCW-TT with respect to multiple attributes.
Among the above-mentioned linguistic information representation models, intuitionistic uncertain linguistic variables (IULV) originally proposed by Liu et al. [14] are a useful and intuitive linguistic model which can not only express the linguistic assessment given by the DM with ULVs, but also reflect the confidence and hesitation of the DM. Compared with LVs, ULVs, and intuitionistic linguistic variables, IULVs can more accurately and fully express the true opinions of DMs. So far, many scholars have focused on and studied the information aggregation of IULVs and MADM methods based on IULVs, and have achieved fruitful research results. For MAGDM problems in which evaluation values are expressed as IULVs, scholars have presented many different types of decision-making methods from the perspective of information aggregation. Liu and Jin [13] originally extended three traditional geometric averaging operators to intuitionistic uncertain linguistic environment and presented the IULWGA, the IULOWG, and the IULHG operators. Two new MADGM methods are also developed based on these new operators. In addition, three different types of arithmetic averaging operators are also presented by Liu and Zhang [15] , including the IULWAA, the IULOWA, and the IULHA operator. Then, an approach for handling MAGDM problems is also presented based on these new operators. Obviously, these new operators mentioned above are extension forms of some traditional information aggregation operators under intuitionistic uncertain linguistic contexts. Meanwhile, these new operators are based on a predefined assumption that all attributes are completely independent. However, many actual situation are not always like this. Interactions between attributes are very common decision situations. Naturally, these MAGDM methods based on these operators cannot solve such situations. To reflect the interrelationships between input arguments, some researchers have extended the classical Heronian mean (HEM) and Bonferroni mean (BM) to intuitionistic uncertain linguistic environment. For example, Liu et al. [14] extended the arithmetric Heronian mean and geometric Heronian mean to IULenvironment, respectively. In addition, the IUL-Bonferroni OWA operator and its weighted form were presented by Liu et al. [12] to reflect the interrelationships of inputs and the weighted ordering position of arguments. Although these new intuitionistic uncertain linguistic information aggregation operators can model interactions among attributes, they still have the following shortcomings:
(1) The existing operational rules of IULVs are not closed. These operations defined in Liu et al. [12] , and Liu and Jin [13] are directly calculated using the subscript of linguistic terms (LTs) for algebraic operations. Although such operation rules are simple and easy to calculate, they have the following shortcomings: the computation results VOLUME 7, 2019 are easy to exceed the upper bound of the predefined linguistic term set (LTS), thus, these operations are not closed. For example, suppose S is a predefined LTS with seven linguistic labels,ã 1 = [ς 2 , ς 3 ] , (0.5, 0.2) andã 2 = [ς 5 , ς 6 ] , (0.8, 0.1) are two IULVs, according to the operations defined in Liu and Jin [13] , we can obtainã 1 ⊕ã 2 = [s 7 , s 9 ] , (0.90, 0.02) . Obviously, the linguistic interval of the result exceeds the upper limit of S. This seems irrational and counterintuitive.
(2) The existing operational rules of IULVs cannot handle the semantic translation requirements of different DMs. These rules assumed that the absolute semantic gap (ASG) between any two adjacent LTs is always equivalent. However, as the subscript of the LT expands from the middle to both ends, DMs may feel that the ASG will increase or decrease, not always be equal. For example, DM may believe that the ASG between ''very poor'' and ''poor'' is greater or smaller than ''slight poor'' and ''fair''. Thus, the existing operational rules cannot flexibly adapt to the semantic changes of DMs in different semantic conditions.
(3) The existing intuitionistic uncertain linguistic information operators, including the IULAHM, IULGHM, and IULBOWA operators mentioned above, can only model the interrelationships between only two arguments (n = 2). However, in some practical decision scenarios, there may be relationships between multi-input arguments (n ≥ 3). Existing intuitionistic uncertain linguistic information operators cannot solve such decision-making situations. That is, they lack flexibility in reflecting the interrelationships between input arguments.
The above analysis leads to the motivation of this paper:
(1) To solve the shortcomings of the exisiting operational laws for IULVs, by combining the concept of linguistic scale function (LSF), some new operations and comparison method of IULVs are proposed, which hold good closure and can flexibly adapt to the semantic changes of DMs in different semantic conditions.
(2) Hamy mean (HAM) [6] , as a well-known aggregation operator, can model the interaction among multi-input arguments and is widely used in information aggregation process. In this paper, based on the proposed operations for IULVs, we extend the HAM to intuitionistic uncertain linguistic contexts and present an intuitionistic uncertain linguistic Hamy mean (IULHAM) and its weighted form (IULWHAM). Furthermore, by utilizing the IULWHAM, a new IUL-MAGDM method is given to solve the selection of HCM-TT.
To do this, this paper is structured as follows. Some related notions are reviewed in Section 2. Then, new operations of IULVs based on LSFs, and expected value and accuracy function of IULVs are proposed in Section 3. In Section 4, we propose two new intuitionistic uncertain linguistic information aggregation operators, i.e., the IULHAM and the IULWHAM operators based on the classical Hamy mean. In Section 5, using the IULWHAM operator, a novel method is given to deal with the MAGDM problems with IULVs. In Section 6, we illustrate the application of the proposed method in the selection of HCM-TT and explain its feasibility and validity by comparing with other IUL-MAGDM methods. Some conclusions are given in Section 7.
II. PRELIMINARIES
In this part, we briefly review some relative concepts of intuitionistic fuzzy set, intuitionistic uncertain linguistic variable and Hamy mean operator.
A. INTUITIONISTIC FUZZY SET
Definition 1 [1] : Let Y be the universe of discourse. The IFS A in Y is expressed as:
where
represent the membership degree (MD) and the non-membership (NMD), respectively, and 0
In addition, the notion of intuitionistic fuzzy number (IFN) is presented and expressed as µ y , v y by Yager [27] , where
, y = u y , v y be two IFNs. The operations for x and y are shown as follows:
B. INTUITIONISTIC UNCERTAIN LINGUISTIC VARIABLE
Let S = {ς 0 , ς 1 , . . . , ς 2t } be a discrete linguistic term set (LTS) that contains an odd number of linguistic labels. For example, if t = 3, then S can be expressed as: S = {ς 0 = very poor, ς 1 = poor, ς 2 = slight poor, ς 3 = fair, ς 4 = slight good ς 5 = good, ς 6 = very good}. For any LTS, it should meet the following conditions [25] : (1) If x ≥ y, then ς x ≥ ς y ; (2) There is a negation operator neg (ς x ) = ς y , when y = 2t − x; (3) If s x ≥ s y , then max ς x , ς y = ς x and min s x , s y = s y . Considering the possible loss of information in the calculation process, Xu [25] further propose a continuous LTS S = ς x x ∈ R + , which still satisfies the above conditions. In general, s x ∈ S is used to evaluate alternatives and ς x ∈S only appears in the calculation process. If there is no special explanation, the LTS mentioned below S refers to a set with seven linguistic terms.
Definition 3 [25] : Supposedς = ς x , ς y , ς x , ς y ∈S and 0 < x ≤ y, ς x and ς y are the lower and upper limits ofς , respectively. Thenς is called an uncertain linguistic variable (ULV).
Definition 4 [13] : element y to the ULV ς η(y) , ς ψ(y) , respectively, satisfy-
Definition 5 [13] :
2) be two IULVs, γ ≥ 0. The operations are listed as follows: Obviously, there are two shortcomings in the above operation results. On the one hand, some of the linguistic intervals of these results in Example 1 have exceeded the upper limit of the predefined LTS S, which will lead to decision information distortion. On the other hand, the operations based on the subscript of LTS cannot flexibly adapt to the semantic changes of DMs in different semantic scenarios. Therefore, new operational rules of IULVs should be redefined to solve the abovementioned problems.
C. HAMY MEAN (HAM) OPERATOR
Definition 6 [6] , [19] : Let g i (i = 0, 1, . . . , p) is a set of non-negative exact values. The HAM operator is the function
where 
From Definition 6, we can see that the most attractive feature of the HAM is that it can model the interrelationships between multiple inputs, not just between two arguments. In addition, it has the following desirable properties:
(
In addition, it is well known that Bonferroni mean (BM), Heronian mean (HM) and Maclaurin symmetric mean (MSM) are three representative information aggregation operators, all of which can reflect the relationship between attributes. BM and HM can only model the interrelationships between only two arguments. However, HAM and MSM can describe the interrelationships between any numbers of input arguments, which can more accurately aggregate the evaluation information of DMs. However, in terms of mathematical representation, HAM is an extended form of MSM, which exists in a simpler form of expression. Thus, compared with BM, HM and MSM, HAM has more powerful aggregation capabilities and a wider range of applications.
III. NEW OPERATIONS FOR IULVS A. LINGUISTIC SCALE FUNCTIONS
Traditional operations of IULVs are directly based on the subscript of LTs. These operations provide a simple linguistic information processing method and are widely used in the calculation process, however, they cannot effectively deal with the semantic changes of DMs under different semantic scenarios. For example, the DM may believe that the ASD between ''slight poor'' and ''fair'' is greater or less than that between ''slight poor'' and ''poor'', rather than equal. Thus, to solve such problems flexibly, we redefine the operations of IULVs by combing the concept of LSF proposed by Wang et al. [23] .
Definition 7 [23] : Let S = {ς 0 , ς 1 , . . . , ς 2t } be a predefined LTS, ς σ ∈ S be a LT. For any real number γ σ ∈ [0, +∞) (σ = 0, 1, . . . , 2t), a linguistic scale function (LSF) ζ is the mapping from ς σ to γ σ (σ = 0, 1, . . . , 2t) such that:
In Wang et al. [23] , three different types of LSFs are presented to express the semantics flexibly, which are shown as follows:
(1) The simplest LSF (LSF1) adopts the simple average function method by using the linguistic subscripts, as follows:
Obviously, the ASD between adjacent LTs obtained by the above formula is always equal. (2) The second type of LSF (LSF2) is a composite assessment scale expression, as follows:
From the above formula, it can be seen that as the subscripts of LTs expand from ς t to both ends of LTS, the ASD of adjacent LTs increases. For example, the ASD between ''fair'' and ''slight poor'' is smaller than ''slight poor'' and ''poor''. In addition, a subjective method can be utilized to obtain the value of parameter ρ. If t = 3, ρ = 1.37 can be obtained.
(3) The third type of LSF (LSF3) is defined based on the prospect theory, as follows:
Here α, β ∈ [0, 1]. The most attractive feature of this function is that as the subscripts of LTs expand from s t to both ends of LTS, the ASD of adjacent LTs decreases. For example, the semantic gap between ''slight poor'' and ''poor'' is greater than ''poor'' and ''very poor''. Especially, if α = β = 1, then (11) reduces to (9), i.e. ζ (ς σ ) = γ σ = σ 2t . Meanwhile, the function f can be further expanded to a continuous function such that ζ * :ς → + + = {d |d ≥ 0, d ∈ R}), which satisfies ζ * (ς i ) = γ i . The inverse function of ζ * is depicted as ζ * −1 [23] .
Example 2: Suppose S be a LTS with seven linguistic labels, i.e., t = 3. Based on the above introduction, we can get the detailed equations of three different types of LSFs abovementioned and their inverse functions, as follows:
, then
B. NEW OPERATIONS FOR IULVs
Definition 8:
2) be two IULVs and λ ≥ 0, and then based on LSFs, new operations for IULVs are given as follows:
(4)φ Assume that the DM feels that the ASD between ''slight poor'' and ''poor'' is less than ''poor'' and ''slight poor''. Thus, the LSF3 (suppose α = β = 0.5) is applied in the above operations. We can obtain the following results:
( Obviously, from Examples 3 and 4, we can see that all the above calculations do not exceed the upper limit of the predefined LTS S, and different operation results are produced under different semantics requirements. Thus, the proposed operational rules of IULVs can overcome the drawbacks of traditional operational rules of IULVs mentioned in the introduction section.
Theorem 1: For any two IULVsφ 1 andφ 2 , the operational rules hold the following properties:
C. COMPARISON OF TWO IULVs
Definition 9:
Definition 10:
Definition 11: Letφ 1 andφ 2 are any IULVs, then, 
Thus,φ 1 <φ 2 .
(3) If the LSF3(α = β = 0.5) is applied to the calculation, then
Thus,φ 1 >φ 2 .
Obviously, different ranking results are obtained under three different semantic situations. Thus, the proposed comparison method has better flexibility than existing comparison methods. DMs can flexibly select the corresponding LSF based on their true preferences.
IV. INTUITIONISTIC UNCERTAIN LINGUISTIC HAMY MEAN OPERATORS
. . , p) be a collection of IULVs, the IULHAM operator is shown as follows:
. . , p) be a collection of IULVs. The result of (24) is still an IULV, and
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Proof: According to (12)- (15), it is easy to obtain
According to the concepts of IULVs, we can easily obtain
we can also get
Finally, we can get
From the above proof, we can see that the result is still an IULV, Therefore, (25) is established.
Next
. . , p) be a collection of IULVs, some properties of the IULHAM are investigated as follows.
Proof: Sinceφ i =φ(i = 1, 2, . . . , p), based on Theorem 2, we have
Thus, the IULHAM holds the idempotency. (24), we have which completes the proof of Property 2.
Property 2 (Commutativity):
Proof:
Similarly, we can get
For the MD of the ULV, we can obtain
Similarly, for the NMD of the ULV, we can conclude
Based on the above proof, we have
Then,
There may be two different situations in EX (φ) ≤ EX θ , respectively, as follows:
4 .
If and only if
, the equal-
Based on the above two situations,
. . ,θ p can be obtained. Thus, the proof is completed.
Property 4 (Boundedness): If
Proof: According to the monotonicity and idempotency of the operator, the boundedness can be easily proven.
Lemma 1 [6] : Let ϕ i be a collection of non-negative real numbers. Then,
with equality if and only if
The equality holds if and only if
. . , p) be a collection of IULVs. The IULHAM operator has a monotonic decreasing on the parameter k.
Proof: Based on Theorem 2, we can get
Firstly, we will prove the monotonicity of the function W (k).
. According to the Lemmas 1 and 2, we can deduce:
Then, we will prove that the function X (k) decreases monotonically by contradiction. Supposed the function X (k) is monotonically increasing about the parameter k. Then the formula X (1) < X (2) < . . . < X (p − 1) < X (p) is right. Since
Combining with the above formulas, we can obtain
Thus,
However, the elementary average inequality is
Obviously, it is a contradiction to the results we have shown. Thus, X (k) has a monotonic decreasing on the parameter m. Since ζ * −1 (x) is monotonically increasing, we can easily obtain that the function W [X (k)] has a monotonic decreasing on the parameter m. Similarly, we can confirm that G(k) is monotonically decreasing.
Then, we will prove the monotonicity of the function F (k) on the parameter k. According to the Lemmas 1 and 2, we can deduce
By contradiction, we prove that the function F (k) decreases monotonically. Firstly, we assume that the function
By combining with the above formulas, we can obtain
Obviously, this is inconsistent with the basic average inequality. Thus, the function F (k) is monotonically decreasing. Similarly, it is easy to prove that H (k) is monotonically increasing.
Combined with the expectation function, we can get
, and
Through the above proof process, we have F (k), W (k) and G(k) is monotonically decreasing, and H (k) is monotonically increasing. Therefore, ∀k, EX (k + 1) − EX (k). < 0. Meanwhile, the IULHAM operator is monotonically decreasing with respect to the parameter m, which completes the proof.
Next, we will study and discuss several special cases of the IULHAM.
Case 1: If k = 1, the proposed IULHAM is simplified to the intuitionistic uncertain linguistic averaging (IULA) based on LSFs, as follows:
Obviously, if k = 1, the IULHAM does not reflect the interaction between arguments.
Case 2: If k = n, the proposed IULHAM is simplified to the intuitionistic uncertain linguistic geometric average (IULGA) based on LSFs, it follows that
B. THE WEIGHTED FORM OF THE IULHAM
Definition 13: 
Theorem 4:
Based on new operations of IULVs, the result obtained by using (28) is still an IULV, which can be expressed as follows:
(1) when 1 ≤ k < p, (29) , as shown at the top of the next page.
Proof: (i) When 1 ≤ k < p, according to (12) - (15), we can easily have
, as shown at the top of this page. That is, IULWHAM (k) φ 1 , . . . ,φ p , as shown at the top of this page. Thus, when 1 ≤ k < p, the formula (29) is right. Next, we will prove that the result of Eq. (29) is also an IULV. 
From the above proof, we can observe that when 1 ≤ m < n, the result of (29) is still an IULV.
(ii) When k = p, based on (12)- (15), we can havẽ
According to Definition 4, the following inequalities can be easily obtained:
Through the above analysis process, we can infer that Theorem 4 holds. 1, 2, . . . , p) be a set of IULVs, several desirable properties of the IULWHAM are investigated and discussed.
Property 1 (Idempotency):
. . ,φ p , as shown at the next page.
(ii) For k = q, we can have
which proves the idempotency of the IULWHAM.
Property 2 (Monotonicity):
, as shown at the top of the page 17.
Similarly, we have the expression as shown at the top of the page 17.
Furthermore, we can obtain
and
As can be seen from the proof process above,
≤ ζ * ς η(γ ) , and ζ * ς ψ(ϕ) ≤ ζ * ς ψ(γ ) . Thus, according to Definition 11, we can get
In addition, there may be two different situations when EX (φ) ≤ EX (γ ), as follows:
Since µ (ϕ) ≤ µ (γ ) and v (ϕ) ≥ v (γ ), it holds if and only if µ (ϕ) = µ (γ ) , v (ϕ) = v (γ ), and ζ * (ςη(ϕ))+ζ
Based on the proof of the abovementioned two different situations,
Furthermore, we can deduce the following inequalities:
Similar to the proof of (i), we can derive
Combined with the proof (i) and (ii), the whole proof is completed.
Property 3 (Boundedness):
Proof: According to the monotonicity and Idempotency of the IULWHAM, the boundedness can be easily proven.
Next, several special cases of the IULWHAM will be investigated and discussed.
Case 1:
. . ,φ q , as shown at the top of the next page.
. . ,φ q , as shown at the top of the page 20. Thus, we can obtain that when
Case 2: When k = 1, we have IULWHAM (1) (φ 1 ,φ 2 , . . ., ϕ q ), as shown at the top of the page 21.
Case 3: When k = q, we have
V. A NOVEL METHOD TO MAGDM WITH THE IULWHAM OPERATOR
Consider a common MAGDM problem with IULVs. Suppose Z = {Z 1 , Z 2 , . . . , Z m } be a set of alternatives and P = {P 1 , P 2 , . . . , P n } be a set of attributes. ω = (ω 1 , ω 2 , . . . , ω n ) T is the weighting vector of the attribute set P, satisfying 0 ≤ ω j ≤ 1 and
. . , D l } be a group of DMs, whose weight vector is
, and the evaluation values of each alternative given by DMs are denoted as
Next, the proposed IULWHAM is applied to solve such MAGDM problems. The steps are as follows:
Step 1:
The transformation method is listed as follows:
(i) If the attribute P j belongs to the benefit type, then
(ii) If the attribute P j belongs to the cost type, then
Step 2: (33), as shown at the top of the page 22.
Step 3: Use the IULWHAM (k) to aggregateφ ij in the ith line ofÃ and derive the comprehensive evaluation valueφ i of each alternative.
(1) For 1 ≤ k < l, (35), as shown at the top of the page 22.
(2) For k = n,
Step 4: Utilize (22)- (23) to calculate the expected values EX (φ i ) and the accuracy degrees HV (φ i ) ofφ i , respectively.
Step 5: According to the values of EX (φ i ) and HV (φ i ), rank Z i and select the optimal solution(s).
VI. ILLUSTRATIVE EXAMPLE A. IMPLEMENTATION
In the following, a case conducted in Shanghai, China, is adopted from [16] to show the application of the proposed IUL-MAGDM method for the selection process of HCW-TT. As we all know, Shanghai is one of the most important cities in China, which has a population of nearly 25 million permanent residents. Recently, the total amount of medical waste that needs to be disposed of by the incineration plant in Shanghai is increasing every year. The existing processing capacities of the incineration plants in Shanghai are not enough to completely dispose of the waste generated in Shanghai every year. Therefore, new HCW treatment
technologies must be selected to support HCW in Shanghai. According to the previous investigation and screening, combined with the actual situation of HCWM in Shanghai, the following four HCW disposal methods were selected as alternatives: T 1 : High temperature incineration technology; T 2 : Pressure steam sterilization; T 3 : Sanitary landfill; T 4 : Microwave sterilization. These four waste disposal methods have their own advantages and disadvantages. The process parameters of these four disposal methods are different, and each has its own characteristics. To select the appropriate HCW disposal methods, three experts form an evaluation committee, including a university professor in the department of industrial engineering (D 1 ), an expert in waste management at a large hospital (D 2 ), and a professional and technical engineer in HCW treatment (D 3 ). The weighting vector of experts is determined as ξ = (0.40, 0.32, 0.28) T by considering their knowledge level and domain experience. Based on existing research results and expert discussion results, the following four factors are identified as the evaluation attributes: C 1 : Economic cost, that is, net cost per ton; C 2 : Environmental impact, including noise, waste residuals, and toxic gas emissions, etc.; C 3 : Social influence, that is, public acceptance; C 4 : Technical performance, including technical reliability, process effectiveness, etc.
The weighting vector of the attributes is identified as ω = (0.32, 0.26, 0.18, 0.24) T . In order to more accurately describe the assessment preferences of experts, experts decided to take the form of 2, 3 ; i, j = 1, 2, 3, 4) to express their true preferences of the four alternative treatment technologies against the abovementioned evaluation attributes. Besides, the LTS with seven linguistic labels is used to the evaluation process. Three intuitionistic uncertain linguistic decision matricesẼ t = [φ t ij ] 4×4 (t = 1, 2, 3) are listed in Tables 1-3. Based on the decision information given above, we use the abovementioned IUL-MAGDM method to select the most appropriate treatment method for HCW. Suppose k = 2, and for the convenience of calculations, the LSF1 is selected and applied into the operations.
Step 1: Normalize the decision matrices. Considering p 3 and p 4 are cost attributes, decision matrix need to be standardized. According to the method defined in the paper, we can obtain the standardized decision matricesÃ t =
(t = 1, 2, 3), as presented in Tables 4-6 .
Step 2: Utilize the IULWHAM (2) to integrate all individual preferencesÃ t = φ t ij 4×4
into a com-
(See Table 7 ).
Step 3: Use the IULWHAM to synthesizeφ ij in each line ofÃ and obtain the overall aggregation valueφ i VOLUME 7, 2019
of T i (i = 1, 2, 3, 4). Step 4: Calculate EX (φ i ) ofφ i .
Step 5: According to Definition 12, rank T i and select the optimal one(s).
Thus, the best alternative is T 2 , that is, the best disposal technique is the pressure steam sterilization.
Next, the influence of parameter value k on the ranking results is also investigated and discussed. Table 8 shows the detailed results.
From Table 8 , it is obvious that the rankings of these alternatives obtained by the above IUL-MAGDM are somewhat
(33)
different when the parameter k is taken as 1, 2, and 3 respectively. However, the best alternative is always T 2 . For k = 2 or k = 3, although the values of EX (φ i ) are different, we can get the same rankings for these four alternatives. However, for k = 1, T 1 is considered as the suboptimal solution, whereas the third best alternative is identified for k = 2 or k = 3.
Moreover, in Theorem 3, we know that the IULHAM (k) is monotonically decreasing with respect to k. Thus, in Table 8 , as the value of k increases, the expected value EX (φ i ) of the same alternative decreases. In practice, we can assign k different values based on the number of attributes in which the relationship exists. 
B. SENSITIVITY ANALYSIS
In this subsection, the influence of parameter value k on the ranking results is also investigated and discussed. Table 9 shows the detailed ranking results. From Table 8 , it is obvious that the rankings of these alternatives obtained by the above IUL-MAGDM are slightly different when the parameter k is taken as 1, 2, and 3, respectively. However, the best alternative is always T 2 . For k = 2 or k = 3, although the values of EX (φ i ) are different, we can get the same rankings for these four alternatives. However, for k = 1, the alternative T 1 is identified as the second best alternative, whereas the third best alternative is identified for k = 2 or k = 3. This shows that different relationship structures will have a certain impact on the ranking results. Moreover, in Theorem 3, we know that the IULHAM (k) is monotonically decreasing with respect to k. Thus, in Table 8 , as the value of k increases, the expected value EX (φ i ) of the same alternative decreases. In practice, we can assign k different values according to the actual relationship pattern among the attributes.
In the calculation process, for simplicity, the LSF1 is selected as the specified LSF to participate in the calculation process. To further investigate the influence of LSFs on the ranking result, three different types of LSF are employed to participate in the calculation process, respectively. Noted that we assign the parameter ρ of the LSF2 to 1.37 and α = β = 0.5 in the LSF3. The results are presented in Table 9 .
From Table 9 , it is clear that although the expected values of T i (i = 1, 2, 3, 4) obtained by the proposed method are completely different when using these different types of LSFs, the best solution is always T 2 . Especially, the results are exactly same when the LSF1 and LSF2 are employed in the proposed method. However, the result obtained based on Eq. LSF3 is slightly different from that obtained based on the previous two types of LSFs. For the first and second types of LSFs, the microwave sterilization (T4) and high-temperature incineration technology (T1) are identified as the second and third best alternatives, i.e., T 4 T 1 , whereas the ranking obtained based on the third type of LSF is T 1 T 4 . Obviously, we can conclude that the application of LSFs does have a certain impact on the final ranking result. Our method can flexibly satisfy different DMs' semantic preferences. Actually, DMs can choose the appropriate LSFs according to the personal preference and the actual semantic environment.
C. COMPARATIVE ANALYSIS AND DISCUSSIONS
To show the validity of our method, we use two other existing MAGDM techniques to solve the above-mentioned selection of HCW-TT. These two methods are based on intuitionistic uncertain linguistic hybrid geometric (IULHG) presented by Liu and Jin [13] and intuitionistic uncertain linguistic weighted arithmetic Heronian mean (IULWAHM) given by Liu et al. [14] , respectively. The analysis results are presented in Table 10 .
From Table 10 , it is clear that although expected values obtained by three different methods are different, the results obtained by three methods are exactly the same, that is, pressure steam sterilization (T 2 ) is the best waste disposal method, microwave sterilization (T 4 ) is in the second position, and sanitary landfill(T 3 ) is the worst alternative. Thus, the validity of the proposed method can be verified. Just as Dursun et al. (2011) mentioned, fewer contaminants are produced and the residues are less hazardous by using nonincineration treatment technologies, such as pressure steam sterilization (T 2 ) and microwave sterilization (T 4 ). Compared with the disposal method T 4 , T 2 has better waste treatment effects since it has less impact on public health and the ecological environment. In addition, high-temperature incineration technology (T 1 ) may generate a variety of toxic gases and substances, which will pollute the atmosphere and cause great harm to public health. Comparing with T 1 , T 2 , and T 4 , although the treatment process of sanitary landfill (T 3 ) is relatively simple, T 3 may emit various toxic gases and cause pollution to land and groundwater. Thus, from the above analysis, we can see that the ranking results of T 2 identified as the best treatment alternative is effective and feasible. Thus, from the perspective of the four indicators of economy, technology, environment and society, it is reasonable and feasible to choose T 2 as the optimal treatment method. In addition, compared with other two MAGDM methods, the proposed IUL-MAGDM method for selecting the optimal waste treatment technology has the following two advantages:
(1) The proposed IUL-MAGDM method can model the relationships between multi-input arguments, whileas Liu and Jin' method [13] assumed that all attributes are completely independent, In the above illustrative example, it is obvious that there exist relationships between the attributes, therefore, our proposed method is more suitable for solving the above example than Liu and Jin's method [13] .
(2) The operations of IULVs used in Liu and Jin [13] are directly based on the subscripts of LTS and give a simple transformation from LTS to real numbers. In Example 1, we have seen that its calculation results are not closed and exceed the upper limit of the predefined LST. However, these new operations proposed in this paper are based on LSFS, which can not only ensure the results are closed, but also satisfy the semantic conversion requirements of different decision makers. Thus, our IUL-MAGDM method is more flexible than Liu and Jin' method [13] .
Note that if our method does not consider the interrelationships of the inputs, that is, suppose k = 1, T 2 T 1 T 4 T 3 is derived by our method. This result is the same as that obtained by Liu et al. [14] which does not consider the interactions between the attributes, which proves the rationality of the proposed method. (3) DMs may hold different semantic preferences for LTs. By comparing with the concept of LSF, our method can match different DMs' semantic translation requirements. Thus, DMs can choose the appropriate LSFs according to the personal preference and the actual semantic environment for selecting the most suitable alternative. However, the methods introduced in Liu and Jin [13] and Liu et al. [14] are always based on an assumption that the ASD between any two adjacent LTs is always equivalent. Obviously, this is not always consistent with the facts. Thus, compared with the methods proposed in Liu and Jin [13] and Liu et al. [14] , our method has stronger adaptability and better flexibility to solve MAGDM problems.
From the above analysis and description, we can see that our method for the selection of HCW-TT can overcome the drawbacks of two methods in Liu and Jin [13] and Liu et al. [14] and deal with the MAGDM problems more reasonably.
VII. CONCLUSION
With the development of society and the increasing number of people, the amount of medical waste generated each year is also increasing. How to choose the appropriate and effective waste disposal method has always been an important issue in the HCWM, especially in many developing countries. In this paper, we have presented a novel MAGDM method to solve the selection of HCW-TT under the intuitionistic uncertain linguistic context. Firstly, by combining the concept of LSF, we have redefined the basic operations of IULVs. The most desirable advantage of these new operations is that they have good closure and can solve the cross-border phenomenon of existing operations. Then, we presented the IULHAM and the IULWHAM. These two novel operators can not only model the interrelationship between multi-input arguments, but also match different semantic scenarios and satisfy different DMs' semantic translation requirements. Then, based on the IULWHAM, a novel MAGDM method is developed to deal with MAGDM problems under intuitionistic uncertain linguistic contexts. Finally, an illustrative example conducted in Shanghai, China is provided to show the advantages of the proposed IUL-MAGDM for the selection of HCW-TT. At the same time, by comparing with the existing two methods, we have verified the effectiveness of the new method, as well as greater adaptability and flexibility. In further research, the proposed method will be further applied to other practical application fields, such as medical personnel evaluation, public environmental assessment, medical supplier selection, medical material selection, etc. In addition, we will further improve the proposed decision model. For example, the weighting vector of attributes and experts are determined in advance. However, in many practical situations, it is difficult to give in advance. Therefore, in the future research, consider combining multiple optimization methods [5] , we are ready to further optimize the proposed method to improve its accuracy and adaptability. 
