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Abstract
We study the existence of certain “patterns” in random subsets of vector spaces
over finite fields. The patterns we consider are three-term arithmetic progressions,
right triangles, parallelograms and affine planes. We give a threshold function for
the property that a random subset of vectors contains a pattern from a given
family, and show that the number of patterns contained in the random subset is
asymptotically Poisson at the threshold scale.
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1 Introduction
Let Fq denote the finite field with q elements, where q is a prime power, and let F
n
q be the
n-dimensional vector space over this field. Our goal is to establish threshold functions
for the existence of certain structures, which we call “patterns” in random subsets of Fnq .
Threshold functions are well-studied in many contexts, for example random graphs [9],
random subsets of integers [10] and random fractal sets [11].
We start by describing the random model. Given 0 < δ < 1, let E = Eω be a random
subset of Fnq chosen as follows : let x ∈ E with probability δ and x /∈ E with probability
1− δ, independently for all x ∈ Fnq . Denote the resulting probability space by Ω(F
n
q , δ).
The model Ω(Fnq , δ) is closely related to the Gilbert random graph model, see for ex-
ample [9], and can be considered as a discrete version of fractal percolation (Mandelbrot
∗Supported by the Vilho, Yrjo¨, and Kalle Va¨isa¨la¨ Foundation.
†Supported by Australian Research Council Discovery Project 140101519.
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percolation), see [8, Chapter 15]. For some applications of the random model Ω(Fnq , δ)
to some deterministic problems, we refer to [1, Theorem 5.2] and [4] for finding subsets
of Fnq with small Fourier coefficients, and [5, Theorems 1.5-1.6] for finding sets without
exceptional projections.
We study the number of subsets of E of certain types, which we define below. Our
results will be asymptotic as at least one of q, n tends to infinity. The parameter which
tends to infinity is specified below, for each pattern.
Definition 1.1.
• A non-trivial three-term arithmetic progression consists of three distinct vectors
x, x+ v, x+ 2v in Fnq . Asymptotics are as q + n tends to infinity.
• A non-trivial parallelogram consists of four distinct vectors x1, x2, x3, x4 of F
n
q such
that
xσ(1) − xσ(2) = xσ(4) − xσ(3) and xσ(1) − xσ(4) = xσ(2) − xσ(3)
for some permutation σ. Asymptotics are as q + n tends to infinity.
• A non-trivial right triangle consists of three distinct vectors x1, x2, x3 of F
n
q such
that
(xσ(2) − xσ(1)) · (xσ(3) − xσ(1)) = 0
for some permutation σ. Asymptotics are as q tends to infinity, with n ≥ 2. (Here
n may be bounded or growing.)
• An m-dimensional plane is a translation of an m-dimensional subspace, for any
m ∈ {1, 2, . . . , n−1}, where n ≥ 2. Eachm-dimensional plane contains qm vectors.
Asymptotics are as n tends to infinity, with q and m fixed.
Since our methods may also work for other patterns, we introduce a general frame-
work for our calculations. Let A = Aa be a family of subsets of F
n
q such that each
element of A has a vectors. (Note that all patterns introduced above satisfy this con-
dition.) Let X = XA be the random variable which counts the elements of A in the
random set E. That is,
X = XA =
∑
T∈A
1E(T ) (1)
where 1E(T ) equals 1 if T ⊆ E and equals 0 otherwise.
We write |S| to denote the cardinality of a set S. By linearity of expectation we
have E(X) = |A| δa.
We write “a.a.s.” to mean asymptotically almost surely, which means that the prop-
erty holds with probability which tends to 1. Standard asymptotic notation is given at
the start of Section 2.
Let P be a combinatorial property and E ∈ Ω(Fnq , δ). In this context, we say that
t(n, q) is a (coarse) threshold function for the property P if the following holds:
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(i) if δ = o(t(n, q)) then P(E satisfies property P )→ 0, and
(ii) if δ = ω(t(n, q)) then P(E satisfies property P )→ 1.
Theorem 1.2. Let A be the one of the patterns defined in Definition 1.1. The functions
t(n, q) =


q−2n/3 3-APs,
q−n+1/3 right triangles,
q−3n/4 parallelograms,
q−(m+1)n/q
m
m-dimensional planes.
(2)
are threshold functions for the property “E contains an element of A”. All asymptotics
are taken with the respect to the limits described in Definition 1.1.
Let Po(µ) denote the Poisson distribution with mean µ, and write X
d
−→ Po(µ) if X
tends in distribution to Po(µ). In the special case that λA has a limit λ, we have the
following.
Theorem 1.3. Let A be the one of the patterns defined in Definition 1.1. Suppose that
λA → λ where λ ∈ (0,∞). Then X
d
−→ Po(λ). All asymptotics are taken with respect to
the limits described in Definition 1.1.
We now outline our proof technique. We will show that when δ = o(t(n, q)) then
E(XA) tends to zero. The negative side of Theorem 1.2 follows directly from Markov’s
inequality (first moment method), since
P(XA ≥ 1) ≤ E(XA).
The proof of Theorem 1.2 is completed using the second moment method. To establish
Theorem 1.3, we study the higher order moments of the random variable XA and apply
the method of moments.
The paper is organised as follows. In Section 2 we introduce some notation, then
introduce conditions which are sufficient to imply Theorems 1.2 and 1.3. In Section 3
we prove that these conditions are satisfied by each of the patterns described in Defini-
tion 1.1, completing the proof of Theorems 1.2 and 1.3. We treat 3-APs, right triangles,
and parallelograms together, using a general framework which may be applicable to
further problems of this kind. The case of m-dimensional planes requires special care
and is treated separately in Section 3.1. Section 4 contains some final remarks.
2 Preliminaries
The following standard asymptotic notation will be used, assuming that asymptotics are
taken with respect to a parameter N . We write f = O(g) if there is a positive constant C
such that |f(N)| ≤ C|g(N)| for all N sufficiently large, and write f = Ω(g) if g = O(f).
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If f = O(g) and f = Ω(g) then f = Θ(g). We write f = o(g) if f(N)/g(N) → 0, and
write f = ω(g) if g = o(f). Finally, f ∼ g means that f = g(1 + o(1)).
We also use f = OL(g) to mean that |f(N)| ≤ C|g(N)| for all N sufficiently large,
where L is a list of parameters and C is a positive constant which depends on L.
The parameter λ always denotes a fixed positive real number.
Recall that A = Aa is a family of subsets of F
n
q such that every element of A contains
a points. In the calculations for the second moment, we consider intersections of pairs
of elements of A. For k = 0, 1, . . . , a, define
Ik = IA,k = {(T, T
′) : T, T ′ ∈ A, |T ∩ T ′| = k}. (3)
Let Y = YA be the random variable which counts pairs (T, T
′) of distinct elements of A
with non-empty intersection such that both T , T ′ are contained in the random set E.
That is,
Y = YA =
∑
T,T ′∈A
1≤|T∩T ′|≤a−1
1E(T ∪ T
′) =
a−1∑
k=1
∑
(T,T ′)∈Ik
1E(T ∪ T
′). (4)
Recall the definition of X from (1).
Lemma 2.1 (Second moment). Suppose that E(X) = |A|δa →∞, and that
(C1) |I0| ∼ |A|
2;
(C2) E(Y ) = o(E(X)2).
Then a.a.s. E contains some element of A.
Proof. Observe that |Ia| = |A|, and hence that |Ia|δ
a = E(X) = o(E(X)2). Therefore,
using (C1) and (C2) we have
E(X2) = E
( ∑
(T,T ′)∈A×A
1E(T )1E(T
′)
)
= |I0| δ
2a + |Ia| δ
a + E(Y )
∼ E(X)2.
Hence, by the Paley-Zygmund inequality,
P(X > 0) ≥
E(X)2
E(X2)
→ 1,
completing the proof.
Now suppose that E(X) → λ where λ ∈ (0,∞). We consider the factorial moment
E((X)r) of the random variable X for positive integers r. Here
(X)r := X(X − 1) . . . (X − r + 1).
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We will show that E((X)r) → λ
r for all r ∈ N. From this, the method of moments
implies that X converges in distribution to a Poisson distribution with parameter λ, as
explained below.
Lemma 2.2. Let µ be a positive real constant. If E((X)r) → µ
r for all r ∈ N then X
converges in distribution to a Poisson distribution with mean µ.
Proof. Let Z ∼ Po(µ). It is well known that the Poisson distribution Z is uniquely
determined by its moments. Now E((X)r)→ µ
r = E((Z)r) for any r ∈ N. This implies
that E(Xr)→ E(Zr) for any r ∈ N. The proof is completed by applying the method of
moments (see for example [2, Section 30] or [9, Chapter 20]).
Recall the definition of Ik from (3) and define
I≥1 =
a⋃
k=1
Ik.
The following lemma can be used to check that the conditions of Lemma 2.2 hold.
Lemma 2.3 (Higher moments). Assume that |A| → ∞ and let X = XA be as defined
in (1). Suppose that E(X)→ λ where λ is a positive real number, and that the following
conditions hold:
(C1) |I0| ∼ |A|
2;
(C2) E(Y ) = o(E(X)2);
(C3) For any fixed integer r ≥ 2 the high moment E(Xr) = Or(1).
Then E((X)r)→ λ
r for all r ∈ N.
Proof. For any integer r ≥ 2, define
(A)r := {(T1, . . . , Tr) ∈ A
r : T1, . . . , Tr are pairwise distinct}.
Let
Γ0 = {(T1, . . . , Tr) ∈ (A)r : T1, . . . , Tr are pairwise disjoint},
and write Γ≥1 = (A)r\Γ0. Observe that
|Γ≥1| =
(
r
2
)
|I≥1||A|
r−2.
Condition (C1) implies that |I≥1| = o(|A|
2), and hence
|Γ≥1| = o(|A|
r).
It follows that
|Γ0| ∼ |(A)r|. (5)
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Write the random variable (X)r as
(X)r =
∑
t∈(A)r
1E(t) =
∑
t∈Γ0
1E(t) +
∑
t∈Γ≥1
1E(t).
Applying the estimate (5) and the assumption that |A| → ∞, we obtain
E
(∑
t∈Γ0
1E(t)
)
= |Γ0| δ
ar ∼ |(A)r| δ
ar ∼ λr. (6)
It remains to prove that E
(∑
t∈Γ≥1
1E(t)
)
= o(1). Recalling the definition of the
random variable Y from (4), if Y = 0 with probability one then
∑
t∈Γ≥1
1E(t) = 0 with
probability one. Then we finish the proof for this trivial case. Now suppose that Y > 0
with positive probability, and define
N = NY,r := E(Y )
− 1
2r .
This is well-defined for any particular values of q, n. Thus we obtain∑
t∈Γ≥1
1E(t) = 1(X<N)
∑
t∈Γ≥1
1E(t) + 1(X≥N)
∑
t∈Γ≥1
1E(t)
≤
(
r
2
)
Y N r−2 + 1(X≥N)X
r. (7)
By definition of N and by assumption (C2), E(Y ) = o(E(X)2)→ 0,
E(Y N r−2) = E(Y )1−
r−2
2r = E(Y )
r+2
2r → 0. (8)
Applying the Cauchy-Schwarz inequality to 1(X≥N)X
r, we obtain
E
(
1(X≥N)X
r
)
≤ P(X ≥ N)1/2 E(X2r)1/2
≤ C
1/2
2r
(
E(X)E(Y )
1
2r
)1/2
→ 0. (9)
The second inequality holds using Markov’s inequality, the definition of N and the
assumption (C3). Combining the estimates (7), (8), and (9), we obtain
E
( ∑
t∈Γ≥1
1E(t)
)
= O
(
E(Y N r) + E(1(X≥N)X
r)
)
→ 0.
Together with the estimate (6), we obtain that E((X)r)→ λ
r, as required.
3 Proof of our main results
Recall that every element of A contains a vectors.
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Lemma 3.1. Suppose there exist b, c > 0, b ≤ a such that |A| = Θ(qbn−c). Assume that
for any set S of k distinct points in Fnq , the number of elements of A which contain S is{
O(q(b−k)n−c) if 1 ≤ k ≤ b− 1,
O(1) otherwise.
(10)
Here all asymptotics are as q + n→∞, if b < a, and are as q →∞ if b = a. Then the
event “contains an element of A” has a coarse threshold function
t(n, q) = q(c−bn)/a.
Furthermore, if E(X)→ λ for some constant λ > 0 then X
d
−→ Po(λ).
Proof. By definition of t(n, q), if δ = o(t(n, q)) then
E(X) = |A| δa = |A| o(qc−bn) = o(1).
This establishes the negative side of the threshold result.
Next we estimate the cardinality of Ik given in (3). For any (T, T
′) ∈ Ik with
k = 1, . . . , b− 1, the sets T and T ′ intersect k points of Fnq . It follows that
|Ik| = O(q
kn)O(q2(b−k)n−2c) = |A|2O(q−kn).
For the case b < k ≤ a, since k points determine O(1) elements of A and a is fixed
constant, we obtain |A|
(
a
k
)
O(1)2 ≥ |Ik|. Therefore we obtain the following upper bounds:
|Ik| =
{
|A|2O(q−kn) if 1 ≤ k ≤ b− 1,
|A|2O(q−bn+c) otherwise.
(11)
It follows that |I0| = |A|
2O(q−n+c) ∼ |A|2, and hence we obtain the condition (C1).
For the random variable X given in (1) and random variable Y given in (4), we
intend to show that if E(X) = |A| δa →∞ or E(X) = |A| δa → λ for some fixed λ > 0
then E(Y ) = o(E(X)2). Observe that
E(Y ) =
a−1∑
k=1
|Ik| δ
2a−k
= |A|2δ2a
(
b−1∑
k=1
q−nkδ−k +
a−1∑
k=b
q−bn+cδ−k
)
.
Note that E(X) = Θ(qbn−c)δa. Under the given asymptotic conditions, we obtain
qnδ = Θ(qn(1−
b
a
)+ c
aE(X)
1
a )→∞,
and
qbn−cδk = Θ(E(X))δk−a →∞
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provided E(X)→∞ or E(X)→ λ for some fixed positive λ. Hence E(Y ) = o(E(X)2),
so (C2) holds.
If δ = ω(t(n, q)) then E(X) → ∞, and the above arguments show that (C1) and
(C2) hold. By Lemma 2.1, we conclude that a.a.s. E contains some element of A. This
completes the proof that t(n, q) is a coarse threshold function for A.
Now assume that E(X) → λ for some fixed positive λ. We will establish (C3) by
proving that E(Xr) = Or(1), by induction on r. The case r = 1 holds by assumption.
Now we suppose that E(Xr) ≤ Cr holds for some r ≥ 1. Observe that
E(Xr+1) = E

 ∑
(Ti1 ,...,Tir+1)∈A
r+1
1E(Ti1) . . .1E(Tir+1)


=
∑
(Ti1 ,...,Tir+1)∈A
r+1
P
(
∪r+1ℓ=1Tiℓ ⊂ E
)
=
∑
(Ti1 ,...,Tir+1)∈A
r+1
P
(
Tir+1 ⊂ E
∣∣ ∪rℓ=1 Tiℓ ⊂ E)P (∪rℓ=1Tiℓ ⊂ E) .
Hence it is sufficient to prove that there exists positive constant Cr such that for any
T1, . . . , Tr ∈ A, ∑
T∈A
P(T ⊂ E
∣∣ ∪rℓ=1 Tℓ ⊂ E) ≤ Cr.
Let B =
⋃r
i=1 Ti. For 0 ≤ k ≤ a, define
Jk = {T ∈ A : |T ∩B| = k}.
It follows from (11) that
|Jk| =
{
Or(q
(b−k)n−c) if 0 ≤ k ≤ b− 1,
Or(1) otherwise.
Since E(X) = Θ(qbn−cδa)→ λ, we obtain qnδ →∞. Therefore
∑
T∈A
P(T ⊂ E
∣∣ ∪rℓ=1 Tℓ ⊂ E) = a∑
k=0
|Jk| δ
a−k
=
b−1∑
k=0
λO(q−kn δ−k) +
a∑
k=b
O(1) δa−k
= Oλ,r(1).
This shows that (C3) holds, and hence by Lemma 2.3 we conclude that X
d
−→ Po(λ),
completing the proof.
We can now prove our results for three of the patterns.
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Corollary 3.2. Theorem 1.2 and Theorem 1.3 hold for 3-APs, parallelograms, and right
triangles.
Proof. It suffices to prove that the conditions of Lemma 3.1 hold with the parameters
given in Table 1, noting that the asymptotic assumptions of Lemma 3.1 match those
specified in Definition 1.1.
Aa a b c
3-APs 3 2 0
Parallelograms 4 3 0
Right triangles 3 3 1
Table 1: Parameter values for 3-APs, parallelograms and right triangles
We give the proof for right triangles only: the proof for the other two patterns
follows similarly. Let A be the set of all right triangles in Fnq . Clearly a = 3 as each
right triangle contains 3 points. Each right triangle can be chosen as follows: we first
choose two distinct vectors x, y ∈ Fnq , in Θ(q
2n) different ways, then we choose a vector
z ∈ Fnq such that
(z − x) · (y − x) = 0 or (z − y) · (x− y) = 0. (12)
Since {ξ ∈ Fnq : ξ · (x − y) = 0} is a (n − 1)-dimensional subspace, there are Θ(q
n−1)
choices of z such that (12) holds. Thus |A| = O(q3n−1). For a lower bound, observe that
each right triangle in Fnq was chosen at most O(1) times using this process. Furthermore,
the above process may also produce triples (x, y, z) with z = x or z = y, and these are
not right triangles. Therefore
Θ(q3n−1) ≤ O(1) |A| +O(q2n).
Since n ≥ 2 it follows that |A| = Θ(q3n−1), so we take b = 3 and c = 1 as in Table 1.
Furthermore the above arguments also implies that the condition (10) holds for right
triangles.
3.1 Affine planes
Let G(n,m) be the collection of all m-dimensional linear subspaces of Fnq , and A =
A(n,m) be the family of all m-dimensional planes. It is not hard to obtain (see [3,
Theorem 6.3] or the proof of Lemma 3.3(i), below),
|G(n,m)| =
(qn − 1)(qn − q) . . . (qn − qm−1)
(qm − 1)(qm − q) . . . (qm − qm−1)
,
and hence
|G(n,m)| = Θq,m(q
mn). (13)
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Since every element of A(n,m) is obtained by translating some m-dimensional plane,
and qn−m elements of A(n,m) are obtained by translating a given m-dimensional plane,
we obtain
|A(n,m)| = |G(n,m)| qn−m = Θq,m(q
(m+1)n). (14)
By definition of t(n, q) = q−
(m+1)n
qm , if δ = o(t(n, q)) then
E(X) = |A(n,m)|δq
m
= o(1).
This establishes the negative side of the threshold result.
Note that for any T, T ′ ∈ A(n,m), the intersection T ∩ T ′ is ether empty or a
k-dimensional plane for some k = 0, . . . , m. Recall the definition of Iqk from (3).
Lemma 3.3. Using above notations, we obtain the following estimates.
(i) Let V ∈ A(n, k). Then for m ≥ k,
|{W ∈ A(n,m) : V ⊂W}| = |G(n− k,m− k)| = Θ(q(m−k)n).
(ii) For k = 0, . . . , m we have
|Iqk | ≤ |A(n, k)||G(n− k,m− k)|
2 = |A(n,m)|2O(q−(k+1)n).
It follows that
|I≥1| = |A(n,m)|
2O(q−n),
and hence
|I0| = |A(n,m)|
2 (1 +O(q−n)).
(iii) Recall that E(X) = |A(n,m)|δq
m
=: λA. If λA →∞ or λA → λ for some positive
λ, then for any k = 0, . . . , m− 1,
q−n(k+1)δ−q
k
= o(1). (15)
Proof. For (i), we assume that m > k and V ∈ G(n, k). Observe that to obtain a m-
dimensional subspace which contains V , it is sufficient to choose a set S = {u1, . . . , um−k}
of Fnq such that S ∪ V spans an m-dimensional subspace. There are q
n − qk choices for
u1 (all except the vectors from the subspace V ). To choose u2, we have q
n−qk+1 choices
to ensure that u2 is independent of {u1} ∪ V , and so on. In the end there are
(qn − qk)(qn − qk+1) . . . (qn − qm−1)
ways to choose S. Note that for any m-dimensional subspace which contains V , there
are
(qm − qk)(qm − qk+1) . . . (qm − qm−1)
choices of S which generate (or span) the same subspace. It follows that the number of
m-dimensional subspaces which contain V is
(qn − qk)(qn − qk+1) . . . (qn − qm−1)
(qm − qk)(qm − qk+1) . . . (qm − qm−1)
= |G(n− k,m− k)|,
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and applying (13) completing the proof of (i).
To prove (ii), note that T intersects T ′ at some k-dimensional plane for any (T, T ′) ∈
Iqk . For every k-plane there are |G(n− k,m− k)| m-planes which contain it, and hence
by (i) above we have
|Iqk | ≤ |A(n, k)||G(n− k,m− k)|
2 = |A(n,m)|2O(q−n(k+1)).
To establish (iii), since λA = |A(n,m)|δ
qm , by (14) we have
δq
m
= λA q
−n(m+1)Θ(1).
Then
qn(k+1) δq
k
= qn(k+1) λq
k−m
A q
−n(m+1) qk−m Θ(1)
= λq
k−m
A q
n(k+1−(m+1)qk−m)Θ(1).
Observe that for any x ≥ 0 and q ≥ 3,
x+ 1
qx
>
x+ 2
qx+1
.
It follows that k + 1 > (m+ 1)qk−m for any k = 0, 1, . . . , m− 1. Define
α = α(q,m) = min{k + 1− (m+ 1)qk−m : k ∈ N, k = 0, . . . , m− 1}.
Thus α > 0. It follows that for any k = 0, . . . , m− 1,
qn(k+1) δq
k
= λq
k−m
A q
nαΩq,m(1),
completing the proof.
We immediately have the following consequence.
Lemma 3.4. Suppose that E(X) → ∞ or E(X) → λ for some fixed λ > 0. Then
E(Y ) = o(E(X)2), so (C2) holds.
Proof. Observe that, using Lemma 3.3(ii),
E(Y ) =
m−1∑
k=1
| Iqk| δ
2qm−qk = E(X)2
m−1∑
k=1
O(q−n(k+1) δ−q
k
).
Lemma 3.3(iii) implies that
m−1∑
k=1
O(q−n(k+1) δ−q
k
) = o(1),
as required.
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Recall that t(n, q) = q−
(m+1)n
qm . If δ = ω(t(n, q)) then E(X) = |A(n,m)|δq
m
→ ∞.
Lemma 3.3(ii) and Lemma 3.4 implies that Lemma 2.1 holds for m-dimensional planes,
completing the proof of Theorem 1.2 for m-dimensional planes.
For later use, we state the following easy fact as a lemma. It follows directly from
Lemma 3.3(i).
Lemma 3.5. Given F = {x1, . . . , xt} ⊆ F
n
q , let d(F ) be the smallest integer k such that
F ⊆ V for some V ∈ A(n, k). Then for m ≥ d(F ),
|{T ∈ A(n,m) : F ⊆ T}| = |G(n− d(F ), m− d(F ))| = Θq,m(q
n(m−d(F ))).
Now we show that if E(X) → λ for some fixed positive λ then for any r ∈ N,
E(Xr) = Or(1). Applying the same argument as in the proof of Lemma 3.1, it is
sufficient to prove the following result.
Lemma 3.6. Assume that E(X) → λ for some fixed positive λ. Let T1, . . . , Tr ∈
A(n,m). Then ∑
T∈A(n,m)
P(T ⊆ E | ∪ri=1Ti ⊆ E) = Oq,m,λ,r(1).
Proof. Let B = ∪ri=1Ti. For k = 0, 1, . . . , q
m, define
Jk = {T ∈ A(n,m) : |T ∩ B| = k}.
We will split the sum up to follows:∑
T∈A(n,m)
P(T ⊆ E
∣∣ ∪ri=1 Ti ⊆ E)
=
qm∑
k=0
|Jk|δ
a−k
= |J0|δ
a + |J1|δ
a−1 +
m−1∑
j=1
∑
qj−1<k≤qj
|Jk|δ
a−qj +
∑
qm−1<k≤qm
|Jk|δ
a−k. (16)
Let a := qm and λ = E(X). First, |J0| ≤ |A(n,m)| so
|J0|δ
a ≤ |A(n,m)|δa = λ = O(1). (17)
Next, by (14),
|J1| ≤ |B||G(n,m)| = O(q
−n)|A(m,n)|.
Applying Lemma 3.3(iii) we have
|J1|δ
a−1 = O(q−nδ−1λ) = o(1). (18)
Now let k ∈ {2, 3, . . . , qm}. Then there exists j ∈ {1, . . . , m} such that qj−1 < k ≤ qj.
Let F ⊆ B with |F | = k. The smallest plane which contains F has dimension at least j.
Hence Lemma 3.5 implies that
|{T ∈ A(n,m) : F ⊆ T}| = O(qn(m−j)).
12
Since |B| ≤ rqm = O(1), there are
(
|B|
k
)
= O(1) different choices for a subset F consisting
of k points of B. Therefore, by (14),
|Jk| = O(q
n(m−j)) = O(q−n(j+1)) |A(n,m)|
and since q,m are fixed, we obtain∑
qj−1<k≤qj
|Jk| = O(q
−n(j+1)) |A(n,m)|. (19)
If j ≤ m− 1 then applying Lemma 3.3(iii) gives
m−1∑
j=1
∑
qj−1<k≤qj
|Jk|δ
a−qj =
m−1∑
j=1
O(q−n(j+1)δ−q
j
)|A(n,m)|δa
= o(1). (20)
Finally, when j = m we have, by (14) and (19),∑
qm−1<k≤qm
|Jk|δ
a−k ≤
∑
qm−1<k≤qm
|Jk| = O(1). (21)
The result follows by substituting (17), (18), (20) and (21) into (16).
Applying Lemma 3.6 and arguing in the proof of Lemma 3.1, we obtain that Lemma 2.3
(C3) holds for m-dimensional planes. Together with Lemma 3.3(ii) and Lemma 3.4,
we obtain Lemma 2.3 (C1) and (C2), completing the proof of Theorem 1.3 for m-
dimensional planes.
4 Further results
We now give some applications to extremal problems, and discuss an Erdo˝s–Re´nyi vari-
ant of the random model.
4.1 Applications to extremal problems
Recall the definition of E = Eω from Section 1. Borrowing notation from extremal
graph theory, let ex(Fnq ,A) denote the maximal cardinality of subsets of F
n
q which are
A -free. That is,
ex(Fnq ,A) = max{|B| : B ⊆ F
n
q , B does not contain any element of A }.
For the random variable X , Markov’s inequality implies that
P(X ≥ 1) ≤ E(X) = |A|δa. (22)
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Chebyshev’s inequality implies that for our random subset E,
P
(
||E| − qnδ| ≥ 1
2
qnδ
)
≤
4qnδ(1− δ)
(qnδ)2
=
4(1− δ)
qnδ
. (23)
That is, |E| is concentrated around qnδ when qnδ is large.
Applying the estimates (22) and (23) leads to the following lower bound on ex(Fnq ,Aa).
Lemma 4.1. Suppose that |A|δa = 1
2
and qnδ ≥ 100. Then there exists a subset S ⊆ Fnq
which is A-free and satisfies |S| = Θ(qnδ). This implies that
ex(Fnq ,A) = Ω(q
nδ) = Ω(qn|A|−
1
a ).
This leads to the following lower bounds for the extremal problem for the patterns
defined in Definition 1.1.
Corollary 4.2. As usual, let q ≥ 2 be a prime power and let n be a positive integer.
Let A1 and A2 be the collection of all the 3-APs and parallelograms in F
n
q , respectively.
Similarly, let A3 denote the collection of all right triangles in in F
n
q , where n ≥ 2, and
let A4 denote the collection of all m-dimensional planes in F
n
q , where m, q are fixed and
q ≥ 3. Then
ex(Fnq ,A1) = Ω(q
n
3 ), ex(Fnq ,A2) = Ω(q
n
4 ),
ex(Fnq ,A3) = Ω(q
1
3 ), ex(Fnq ,A4) = Ω
(
qn(1−
m+1
qm
)
)
.
Note that the extremal problem for 3-APs in Fn3 is called the cap set problem, and a
much stronger lower bound is known. For the cap set problem, the best known bounds
are
2.2n ≤ ex(Fn3 , 3-AP) ≤ 2.756
n.
See [7] for the lower bound and [6] for the upper bound (and further background). To
our knowledge the other lower bounds appear to be new.
4.2 Erdo˝s-Re´nyi model for finite vector spaces
In this subsection, we consider another random model in Fnq which is an analogue of
Erdo˝s-Re´nyi random graphs. Let M = Mn,q ≤ q
n be a positive integer. Choose E = Eω
uniformly at random from the set of all subsets of Fnq of cardinality M . Denote this
probability space by Ω(Fnq ,M).
Note that for a subset F ⊆ Fnq with |F | ≤M , we have
P(F ⊆ E) =
M(M − 1) . . . (M − |F |+ 1)
qn(qn − 1) . . . (qn − |F |+ 1)
. (24)
It follows that if |F | = O(1) and Mn,q →∞ then the identity (24) becomes
P(F ⊆ E) ∼
(
Mn,q
qn
)|F |
.
For the model Ω(Fnq ,M), we can obtain similar results to Theorems 1.2 and 1.3 by taking
Mn,q
qn
instead of δ in our former proofs. We omit these arguments.
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