We propose a limited memory steepest descent method for solving unconstrained optimization problems. As a steepest descent method, the step computation in each iteration only requires the evaluation of a gradient of the objective function and the calculation of a scalar stepsize. When employed to solve certain convex problems, our method reduces to a variant of the limited memory steepest descent method proposed by Fletcher (Math Prog 135(1-2):413-436, 2012), which means that, when the history length parameter is set to one, it reduces to a steepest descent method inspired by that proposed by Barzilai and Borwein (IMA J Num Anal 8: [141][142][143][144][145][146][147][148] 1988). However, our method is novel in that we propose new algorithmic features for cases when nonpositive curvature is encountered. That is, our method is particularly suited for solving nonconvex problems. With a nonmonotone line search, we ensure global convergence for a variant of our method. We also illustrate with numerical experiments that our approach often yields superior performance when employed to solve nonconvex problems.
Introduction
Algorithms for finding minimizers of continuously differentiable functions have been the subject of research for centuries. In particular, steepest descent methods-the most basic gradient-based methods-have been the focus of a great deal of work due to their simplicity and effectiveness in many applications. Over the past few decades, great improvements in the practical performance of steepest descent methods have been made simply by the design of clever techniques for choosing the stepsize in each iteration.
In this paper, we propose a limited memory steepest descent (LMSD) method for solving unconstrained optimization problems whose objective functions are continuously differentiable. Our method is based on the LMSD method recently proposed by Fletcher (see [11] ). In a given iteration, this method, by exploiting previously computed gradient information stored as a set of m vectors, computes a sequence of m stepsizes to be employed in a "sweep" over the next m iterations. The calculations involved in determining these stepsizes are motivated by the case of minimizing a strictly convex quadratic function, say T Ax with A 0, where with m previously computed gradients one can define a Krylov sequence that provides m estimates of eigenvalues of A. (These estimates, or Ritz values, are contained in the spectrum of A, so Fletcher's method belongs to the class often referred to as spectral gradient descent methods.) In particular, considering the choice of m = 1 leads to stepsizes as chosen in the algorithms proposed by Barzilai and Borwein (see [1] ), which many consider to be the work responsible for inspiring renewed interest in steepest descent over recent decades.
Many have observed the impressive practical performance of Barzilai-Borwein (BB) methods when solving unconstrained optimization problems. Moreover, in his work, Fletcher illustrates that his approach represents a competitive alternative to the well known limited memory variant of the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm (see [3, 10, 12, 24] ), otherwise known as the L-BFGS method (see [19] ). However, in our opinion, these approaches and their proposed enhancements (see §2) suffer from the fact that when the objective function is nonconvex, the sophisticated mechanisms designed to compute stepsizes are abandoned, and instead the stepsizes are chosen arbitrarily (e.g., as prescribed constants). Such choices can lead to poor performance when solving nonconvex problems.
The main contribution of the algorithm proposed in this paper is that it provides a novel strategy for computing stepsizes when solving nonconvex optimization problems. In particular, when nonpositive curvature (as defined later) is encountered, our method adopts a local cubic model of the objective function in order to determine a stepsize (for m = 1) or sequence of stepsizes (for m > 1). (As mentioned in §2, cubic models have previously been employed in the computation of stepsizes for steepest descent methods. However, in the work that we cite, emphasis was placed on computing stepsizes in convex settings. By contrast, when only positive curvature is encountered, we use a standard quadratic model, as such a choice typically yielded good performance in our experiments. We only employ a cubic model in iterations when nonpositive curvature is present.) As in the case of the original BB methods and the LMSD method of Fletcher, our basic algorithm does not enforce sufficient decrease in the objective in every iteration. However, as is commonly done for variants of BB methods, we remark that, with a nonmonotone line search, a variant of our algorithm attains global convergence guarantees under weak assumptions. Our method also readily adopts the convergence rates attainable by a BB method if/when it reaches a neighborhood of the solution in which the objective is strictly convex (see §2).
This paper is organized as follows. In §2, we provide a brief summary of the original BB methods and a few of their proposed variants. We also briefly review Fletcher's LMSD algorithm, which can be viewed as another BB method variant/extension. In §3, we present the details of our proposed algorithm. We first motivate the ideas underlying our approach by considering the case when, at a given iteration, information from the previous iteration is exploited, and then discuss a generalization of the method for cases when information from any number of previous iterations is maintained and utilized. We discuss the details of an implementation of our method in §4, then present the results of numerical experiments in §5, which illustrate that our strategies typically yield better performance than some related approaches when solving nonconvex problems. Finally, in §6, we present concluding remarks.
The problem that we consider herein is the unconstrained optimization problem
where R n is the set of n-dimensional real vectors (with R := R 1 ) and f : R n → R is continuously differentiable. The algorithms that we discuss are iterative in that, over k ∈ N := {0, 1, 2, . . . }, they produce a sequence {x k } ⊂ R n of iterates, where for each element of the sequence the subscript corresponds to the iteration number in the algorithm. Given an iterate x k for some k ∈ N, we define f k := f (x k ) as the corresponding function value and g k := ∇f (x k ) as the corresponding gradient value. Throughout the paper, we also apply the subscript k to other quantities that appear in an algorithm during iteration k.
Literature Review
The simplest gradient-based method for solving problem (1.1) is a steepest descent method, which is the term we use to describe any iterative method of the form
Here, x 0 ∈ R n is a given initial point and, for all k ∈ N, the scalar α k > 0 is the kth stepsize. In the classical steepest descent method of Cauchy, each stepsize is obtained by an exact line search (see [4] ), i.e., assuming f is bounded below along the ray from x k along −g k , one sets
However, in modern variants of steepest descent, alternative stepsizes that are cheaper to compute are employed to reduce per-iteration (and typically overall) computational costs.
Barzilai-Borwein Methods
The "two-point stepsize" method proposed by Barzilai and Borwein has two variants, which differ only in the formulas used to compute the stepsizes. We derive these formulas simultaneously now for reference throughout the paper. During iteration k ∈ N + := {1, 2, . . . }, defining the displacement vectors
the classical secant equation is given by H k s k = y k where H k represents an approximation of the Hessian of f at x k . In quasi-Newton methods of the Broyden class (such as the BFGS method), a Hessian approximation H k 0 is chosen such that the secant equation is satisfied and the kth search direction is set as −H −1 k g k (see [20] ). However, the key idea in BB methods is to maintain a steepest descent framework by approximating the Hessian by a scalar multiple of the identity matrix in such a way that the secant equation is only satisfied in a least-squares sense. In particular, consider
Assuming that s T k y k > 0 (which is guaranteed, e.g., when s k = 0 and f is strictly convex), the solutions of these one-dimensional problems are, respectively,
That is, q k I andq k I represent simple approximations of the Hessian of f along the line segment [x k−1 , x k ], meaning that if one minimizes the quadratic model of f at x k along −g k given by
respectively for q k = q k and q k =q k , then one obtains two potential values for the stepsize α k , namelȳ
(Further discussion on the difference between these stepsizes and their corresponding Hessian approximations is given in §3.) Overall, the main idea in such an approach is to employ a two-point approximation to the secant equation in order to construct a simple approximation of the Hessian of f at x k , which in turn leads to a quadratic model of f at x k that can be minimized to determine the stepsize α k . BB methods and enhancements to them have been a subject of research for over two decades. In their original work (see [1] ), Barzilai and Borwein proved that either of their two stepsize choices leads to global convergence and an R-superlinear local convergence rate when (2.1) is applied to minimize a two-dimensional strictly convex quadratic. Raydon (see [22] ) extended these results to prove that such methods are globally convergent when applied to minimize any finite-dimensional strictly convex quadratic. Dai and Liao (see [6] ) also extended these results to show that, on such problems, BB methods attain an R-linear rate of convergence.
An interesting feature of BB methods, even when applied to minimize strictly convex quadratics, is that they are not guaranteed to yield monotonic decreases in the objective function or a stationarity measure for problem (1.1). That is, when they converge to a minimizer of f , neither the sequence of function values {f k } nor the sequence of gradient norms { g k } is guaranteed to decrease monotonically. Hence, a variety of extensions of the original BB methods have been designed that ensure convergence when minimizing general continuously differentiable objective functions by incorporating a nonmonotone line search such as the one proposed by Grippo, Lampariello, and Lucidi (see [16] ), or, more recently, the one proposed by Zhang and Hager (see [27] ). Extensions of BB methods also typically try to produce better stepsizes by employing higher-order models of f and/or alternating exact line searches (i.e., Cauchy stepsizes) into the iterative sequence (2.1). A few examples are the following. Raydon (see [23] ) proposed a globally convergent BB method using the line search of Grippo et al.. Dai, Yuan, and Yuan (see [5] ) followed this work by proposing interpolation techniques to derive a few alternative stepsizes; they use interpolation to recover the original BB stepsizes and employ a cubic model to derive alternatives. Their methods are also globalized by the line search of Grippo et al.. More recently, Yuan (see [26] ) proposed the incorporation of Cauchy stepsizes into the iterative process to improve the efficiency of the algorithm, a technique later extended by De Asmundis, Serafino, and Toraldo (see [7] ), motivated by work in [8] with their collaborator Riccio) in a monotone gradient scheme. There has also been recent work by Xiao, Wang, and Wang (see [25] ) that proposes alternative stepsizes using an alternative secant equation, as well as work by Biglari and Solimanpur (see [2] ) that proposes alternative stepsizes derived by fourth-order interpolation models. These later articles employ the nonmonotone line search of Zhang and Hager.
Despite all of the unique features of the BB method variants that have been proposed in the literature, to the best of our knowledge there are no variants that focus on the inefficiencies that may arise when f is nonconvex. (One exception is the recent work by Kafaki and Fatemi (see [17] ) that modifies a BB stepsize using a similar strategy as the modified BFGS method proposed by Li and Fukushima (see [18] ). However, this strategy is quite different than the strategy proposed in this paper.) In such cases, the inner product s T k y k may be nonpositive, which must be handled as a special case in all of the algorithms previously described. For example, in [2] , [5] , [23] , and [25] , when a nonpositive stepsize is computed, the algorithms revert to setting the stepsize to a user-defined constant. (In [1] , [7] , [22] , and [26] , only convex quadratics are considered, so no strategies are proposed for handling nonpositive curvature.) Such a choice fails to capture any information from the objective function, which may be detrimental to performance.
As a brief illustration of the stepsizes computed in a BB method in which s T k y k < 0 implies that one sets α k to a prescribed positive constant (as in [2] , [5] , [23] , and [25] ), consider an arbitrary k ∈ N + and suppose that g k−1 = (−1, 0) and α k−1 = 1 so that s k = −α k−1 g k−1 = (1, 0). The contour plots in Figure 2 .1 illustrate the stepsizes that would be computed as a function of the gradient g k ∈ [−3, 1] × [−2, 2]. The plots differ since, on the left (respectively, right), we plot the stepsizes that would be computed when s
These plots lead to a few important observations. First, one can observe that when s T k y k > 0 and the vectors s k and y k are parallel (corresponding to the horizontal axes in the plots), the stepsizes in the two plots are the same since q k =q k in such cases. However, it is interesting to note the stepsizes that result when s T k y k > 0 while s k and y k are nearly orthogonal: Setting α k ← 1/q k leads to extremely large stepsizes, whereas setting α k ← 1/q k leads to extremely small stepsizes. Clearly, the two BB alternatives differ significantly for such g k . That being said, if one were to employ a globalization mechanism such as a Wolfe line search (see [20] ), then a typical strategy would ensure that s T k y k is large in proportion to s k 2 2 . In such an approach, the only values computed in the algorithm would be those illustrated in the regions between the two lines emanating from (−1, 0) drawn in the plots. In these regions, the two BB stepsize alternatives do not reach such extremes, though they still differ substantially for certain values of g k . Hence, a Wolfe line search can diminish the effect of the differences between these stepsizes, though it should be noted that such a line search can be expensive as it may require many additional function and gradient evaluations. One final (striking) observation about the contours in Figure 2 .1 is that both strategies fail to exploit any useful information when s T k y k < 0. We comment on this further in §3.
Fletcher's limited memory steepest descent (LMSD) method
Fletcher's LMSD method represents an alterative to the original BB methods that is entirely different than those described in the previous subsection. Rather than attempt to compute a better stepsize based on 
In both cases, s T k y k < 0 implies α k is set to a constant; hence, no contour lines appear in the left half of each plot.
information that can be extracted only from the previous iteration, his approach involves the storage and exploitation of information from m previous iterations, with which a sequence of m stepsizes-to be employed in the subsequent m iterations-are computed. To be more precise, consider iteration k ≥ m for some userspecified integer parameter m ≥ 1 and suppose that a matrix of gradients (computed at previous iterates), namely
is available. The key idea underlying Fletcher's proposed method is that, in the case of minimizing the quadratic function 1 2 x T Ax for some A 0, a reasonable set of stepsizes can be obtained by computing the reciprocals of the eigenvalues of the symmetric tridiagonal matrix
where Q k is the orthogonal matrix obtained in the (thin) QR-factorization of the matrix G k (see [13, Theorem 5.2.2] ). In fact, if one has m = n, then choosing stepsizes in this manner leads to finite termination of the algorithm in n steps. Furthermore, the matrix T k can be obtained without access to the matrix A, such as through the partially extended Cholesky factorization
where R k is the upper triangular matrix obtained in the (thin) QR-factorization of G k (meaning that it is the upper triangular Cholesky factor of G
) and
Exploiting this latter representation, Fletcher extends his approach to the minimization of general objective functions. In particular, by storing G k and computing T k in a manner similar to (2.6), he outlines a "Ritz Sweep" algorithm that, in his experiments, performs as well as an L-BFGS method. In this extension to a more general setting (i.e., nonquadratic functions), Fletcher incorporates line searches and other features to overcome certain issues that may arise and to promote convergence. Some of his procedures are discussed in §3.2, but the reader should refer to his article for a more complete discussion.
It should be noted that in the case of minimizing a strictly convex quadratic and with m = 1, the formula (2.6) yields T k = q k (recall (2.3)), which reveals that choosing stepsizes as the reciprocals of the eigenvalues of T k corresponds to the first BB alternative. Fletcher also remarks that a similar strategy can be designed corresponding to the second BB stepsize. In particular, defining
he defines the corresponding pentadiagonal matrix
He explains that, in the case of minimizing a strictly convex quadratic function, appropriate stepsizes are given by the eigenvalues of P −1 k T k ; in particular, with m = 1, the formulas (2.6) and (2.8) yield P (2.4) ). While he refers to the eigenvalues of T k as Ritz values, he refers to the reciprocals of the eigenvalues of P −1 k T k as harmonic Ritz values (see [21] ). Despite the sophisticated mechanisms employed in his stepsize computation procedure, Fletcher admits that his approach leaves unanswered the question of how to handle nonconvexity. (In the case of the twopoint stepsize methods described above, we say that nonpositive curvature is encountered whenever one computes s T k y k ≤ 0, which can only hold strictly when the objective function is nonconvex. By contrast, in the case of an LMSD method, we say that nonpositive curvature is encountered whenever the matrix whose eigenvalues are used to compute the stepsizes has a nonpositive eigenvalue.) In his implementation, Fletcher employs a strategy that carries out a (forward) line search whenever a nonpositive stepsize is computed, and then terminates the sweep to effectively throw out the previously computed information. By contrast, in our approach, we avoid discarding previously computed information, yet are still able to obtain reasonable stepsizes.
Algorithm Descriptions
In this section, we present our steepest descent algorithm. We motivate our method by describing, in detail, the development of a variant of our approach in which information from only one previous iteration is stored throughout the algorithm. We then present a generalized version of our approach that can exploit information maintained from any number of previous iterations.
An algorithm that stores information from one previous iteration
Suppose that an initial solution estimate x 0 (with g 0 = 0) and an initial stepsize α 0 > 0 are given. Then, after k iterations, we obtain a solution estimate x k for k ∈ N + . At this point, the calculations in the kth iteration of our algorithm are based on the cubic model m k :
where q k and c k are scalars to be determined. In particular, as will be seen in this section, we choose c k ≥ 0 in such a way that m k has a unique minimizer from the origin along its steepest descent direction −g k . As such, we choose the stepsize α k as an optimal solution of the one-dimensional problem
A solution of this problem is easily obtained in the cases that will be of interest in our algorithm. In particular, if q k > 0 and c k = 0, then, similar to a basic BB method (recall (2.4)), we have α k ← 1/q k > 0; otherwise, if q k ≤ 0 and c k > 0, then it is easily verified that (3.2) is solved by setting
We now present our strategies for setting q k ∈ R and c k ≥ 0 for a given k ∈ N. (For simplicity in the majority of our algorithm development, let us suppose that s k = 0, y k = 0, and s T k y k = 0; our techniques for handling cases when one or more of these conditions does not hold will be considered later.) First, consider q k . Defining θ k as the angle between s k and y k , two options for q k come from (2.3):
Through these representations, it is clear that |q k | ≤ |q k |, and hence the quantities in (2.4) satisfy |ᾱ k | ≥ |α k |. Indeed, even though both q k I andq k I are valid approximations of the Hessian of f along [x k−1 , x k ], it can be seen that q k only estimates the curvature of f by observing the change in its gradient along the line segment [x k−1 , x k ], whereasq k actually accounts for changes in the gradient along an orthogonal vector as well. To see this, let
i.e., we define u k to be the vector projection of y k onto span(s k ), which implies that we have s
where the last equation follows since s
Through these representations, it is clear that q k is unaffected by v k (i.e., the component of y k orthogonal to s k ), whereasq k takes the magnitude of this vector into account. Comparing these representations to those in (3.4) and recalling that u k is parallel to s k , one observes that if v k = 0, then q k =q k , whereas if v k = 0, then |q k | < |q k |. Overall, these observations provide a clearer understanding of the differing contour lines illustrated in Figure 2 .1.
1
In our approach, we could follow the common strategy of setting q k ← q k or q k ←q k , or even choose randomly between these two options based on some probability distribution. For various reasons, we choose to always set q k ←q k . This reasoning can be explained by considering the two cases depending on the sign of the inner product s T k y k . If s T k y k > 0, then we set q k ←q k primarily due to the fact that, when s T k y k ≈ 0, this leads to smaller (i.e., more conservative) stepsizes. Indeed, this will be consistent with our preference for choosing a small stepsize in the extreme case when s T k y k = 0 (as explained in our later discussion of handling special cases). On the other hand, when s T k y k < 0 and s T k y k ≈ 0, then setting q k ←q k corresponds to an extremely large negative quadratic coefficient, which has the potential to cause (3.13) to yield large stepsizes. This would be inconsistent with our choice of having smaller stepsizes when s T k y k > 0 and s T k y k ≈ 0! Hence, when s T k y k < 0, we set q k ←q k , but will rely on a nonzero cubic term to lead the algorithm to computing a reasonable stepsize, as explained next.
With q k fixed atq k , consider c k . If s T k y k > 0, then, as mentioned, a reasonable choice is c k ← 0, since then m k is strictly convex from the origin along −g k . On the other hand, if s T k y k < 0, then we desire an intuitive, meaningful strategy for choosing c k > 0 so that problem (3.2) has a unique minimizer. We examine two possible strategies, both of which lead to a similar conclusion:
• Consider choosing c k to minimize the least squares error between the gradient of the model m k at −s k (corresponding to the previous point x k−1 ) and the previous gradient g k−1 , i.e.,
Differentiating m k , we have for all s ∈ R n that
It can then easily be verified that one minimizes (3.6) by choosing
• Consider choosing c k so that the curvature of m k at −s k along s k is equal to q k , i.e., so that
This is a reasonable goal since, in a BB method, it is established that q k I is a sensible approximation of the Hessian of f along [x k−1 , x k ], and in particular at x k−1 (i.e., the point corresponding to m k evaluated at −s k ) along s k . Differentiating ∇m k (recall (3.7)), we have for all s ∈ R n that
Hence, we obtain (3.9) by setting
The similarity between (3.8) and (3.10) is immediately apparent, as they only differ by a constant factor. Overall, we propose that the cubic term coefficient should be set, for some constant c > 0, as
Using the notation of (3.4), if s T k y k < 0 and cos(θ k ) = 1, then this formula yields c k > 0. Similarly, using the notation of (3.5), if s
Overall, one can see that we have taken the curvature that has been captured orthogonal to s k and have used it to determine an appropriate magnitude of a cubic term so that (3.2) has a unique minimizer. A relatively large discrepancy between q k and q k =q k indicates a relatively large displacement in the gradient orthogonal to s k , which in turn suggests a relatively large cubic term coefficient should be used to safeguard the next stepsize.
We are almost prepared to present a complete description of our first algorithm, but first we must remark on the special cases that we have ignored until this point. That is, we must specify how the algorithm is to proceed when s k = 0, y k = 0, s T k y k = 0, or s T k y k < 0 while s k and y k are parallel. In fact, as long as the algorithm terminates in any iteration k ∈ N for which g k = 0, and otherwise computes a stepsize α k > 0, the algorithm cannot produce s k = 0. Hence, we need only consider the computation of stepsizes when s k = 0, so the only special cases that remain to be considered are as follows.
• If y k = 0, then the step from x k−1 to x k has yielded a zero displacement in the gradient of f .
Consequently, between the points x k−1 and x k , we have no useful information to approximate the Hessian of f ; in fact, based on the relationship between gradients at these points, f "appears affine" at x k along −g k = −g k−1 . In such cases, we set α k to a maximum allowable stepsize, call it Ω > 0, in an attempt to aggressively minimize f along the steepest descent direction −g k .
• If y k = 0, but s T k y k = 0, then the displacement from x k−1 to x k has yielded a nonzero displacement in the gradient of f , but this displacement is orthogonal to s k = x k − x k−1 . Hence, as there has been no displacement of the gradient in a direction parallel to the displacement in the iterate, a two-point stepsize approximation of the Hessian of f at x k is inadequate. Thus, since the next iteration will involve exploring f along −g k = −g k−1 , in this "new" direction we conservatively set α k to a minimum allowable stepsize, call it ω > 0 (with ω ≤ Ω).
• If y k = 0, s T k y k < 0, and s k and y k are parallel, then the displacement from x k−1 to x k has only yielded a nonzero displacement in the gradient of f in the direction of s k . Consequently, similar to cases when y k = 0, we have no useful information to approximate the Hessian of f in any direction other than s k ; in fact, based on the relationship between the gradients at these points, f "appears affine" at x k along any direction other than s k . In such cases, since −g k is parallel to s k , we set α k to the large stepsize Ω > 0 to try to aggressively minimize f along −g k .
We are now prepared to provide a complete description of our first approach, given as Algorithm 1. Along with the safeguards employed in the special cases discussed above, we employ the universal safeguard of projecting any computed stepsize onto the interval [ω, Ω]. For simplicity in our description, we omit mention of the computation of function and gradient values, as well as of the displacement vectors in (2.2); these are implied whenever a new iterate is computed. Furthermore, we suppress any mention of a termination condition, but remark that any practical implementation of our algorithm would terminate as soon as a gradient is computed that has norm (approximately) zero. Hence, in the algorithm, we assume for all practical purposes that g k = 0 for all k ∈ N. 
13:
replace α k by its projection onto the interval [ω, Ω]
14:
set x k+1 ← x k − α k g k and k ← k + 1
15: end loop
We close this section by providing an illustration of the types of stepsizes computed in Algorithm 1, which may be compared to those illustrated in Figure 2 
An algorithm that stores information from m ≥ 1 previous iteration(s)
We have presented our algorithm for m = 1 as one that, at x k , computes a stepsize based on minimizing a cubic model of the objective from x k along the steepest descent direction −g k . On the other hand, in §2, we described Fletcher's LMSD method for m ≥ 1 as one that, at x k , computes m stepsizes to be employed in the next m iterations by computing (reciprocals of) the eigenvalues of an m × m matrix. On the surface, these approaches are quite different. Therefore, in order to extend our approach to cases when m ≥ 1 and have it reduce to (a variant of) Fletcher's LMSD method, we must explain how Fletcher's stepsize computation procedure can be understood in terms of minimizing a local model of f at x k . This can be done with the use of a quadratic model, but for our purposes of generalizing the approach, we employ a cubic model (and refer to his approach as one in which the cubic term is zero).
For a given j ∈ {0, . . . , m − 1}, consider the cubic model m k+j : R n → R of f at x k+j defined by It is easily seen that when q k+j > 0 and c k+j = 0, the solution of problem (3.13) is given by α k+j = q −1 k+j , while if q k+j ≤ 0 and c k+j > 0, then the solution is given by a formula similar to (3.3) .
Supposing that iteration k represents the beginning of a "sweep," Fletcher's approach can be understood in terms of minimizing the local model of f at x k+j given by (3.12) simultaneously for all j ∈ {0, . . . , m − 1}, despite the fact that, for j > 0, the point x k+j and gradient g k+j are unknown at the beginning of iteration k. In particular, his approach involves the construction of an m × m matrix, call it M k , based on information obtained from the m iterations prior to, and including, iteration k. He computes the eigenvalues of M k , say composing {q k , . . . , q k+m−1 }, the reciprocals of which, say composing {α k , . . . , α k+m−1 }, are to be used as the stepsizes in the next m iterations. In fact, Fletcher orders these stepsizes from largest to smallest before employing them in the algorithm.
Our approach proceeds in a similar manner, but with some notable differences. Specifically, at the beginning of a "sweep" occurring from iteration k, we compute scalars that may be used for q k+j for all j ∈ {0, . . . , m − 1}. However, we do not simply use the reciprocals of these values as the stepsizes in the subsequent m iterations, especially since some or all of these values may be negative. Instead, we iterate in the usual manner through iterations k + j for all j ∈ {0, . . . , m − 1}, where for each such j we compute c k+j ≥ 0 such that m k+j is bounded below over −g k+j and (3.13) yields a unique minimizer.
For computing the quadratic term coefficients, we follow the approach of Fletcher and assume that, at the beginning of iteration k, we have available an invertible symmetric tridiagonal matrixT k ∈ R m×m and an invertible symmetric pentadiagonal matrixP k ∈ R m×m . (It is possible that our formulas for these matrices, provided later, yield matrices that are not invertible, but we handle these as special cases later on.) We then define the following sets, each ordered from smallest to largest: {q k , . . . , q k+m−1 } as the eigenvalues ofT k and {q k , . . . ,q k+m−1 } as the eigenvalues of (P −1
At iteration k + j for j ∈ {0, . . . , m − 1}, we follow the strategy of the m = 1 case and set q k+j ←q k+j . If q k+j > 0, then we set c k+j ← 0, but otherwise we again follow the strategy of the m = 1 case and set
Observe that when m = 1, the approach described in the previous paragraph reduces to that in §3.1, and in that case we have q k+j − q k+j > 0 for j = 0 whenever s T k+j y k+j < 0 and y k+j is not parallel to s k+j . However, for m > 1, we must ensure that (3.15) yields c k+j ≥ 0. In fact, this is guaranteed by our approach for constructingT k andP k , but, before describing this construction, we remark the following.
−1 =q k and (3.15) reduces to (3.11).
• If m ≥ 1 and
we have thatT k is symmetric tridiagonal andP k is symmetric pentadiagonal. Furthermore, in this case, we have T k 0 and (P −1
0, meaning that our approach for computing stepsizes reduces to Fletcher's method when harmonic Ritz values are employed. On the other hand, whenT k andP k are set in the same manner but A 0, the eigenvalues ofT k and (P −1 kT k ) −1 will be interlaced. In such a case, (3.15) involves q k+j − q k+j ≥ 0 for any j ∈ {0, . . . , m − 1} with q k+j < 0.
A critical feature of our algorithm is how we chooseT k andP k when f is not quadratic. In Fletcher's work, he remarks that, in the nonquadratic case, the matrix T k in (2.6) will be upper Hessenberg, but not necessarily tridiagonal. He handles this by constructingT k , which is set to T k except that its strict upper triangle is replaced by the transpose of its strict lower triangle, thus creating a tridiagonal matrix. We employ the same strategy in our algorithm. Then, observing from (2.8) that
.e., we use the same expression as in (3.16), but with T k replaced byT k . The strategy described in the previous paragraph is well-defined if T k in (2.6) is well-defined, and (3.15) ensures c k+j ≥ 0 for all k ∈ N + and j ∈ {0, . . . , m − 1} if the eigenvalues ofT k and (P −1 kT k ) −1 are interlaced. For these cases, we provide the following theorems with proofs in Appendix A.
Theorem 3.1. The matrix T k in (2.6) is well-defined if and only if the columns of G k are linearly independent. Furthermore, with α k > 0 for all k ∈ N, the matrix T k is invertible if and only if the columns of G k are linearly independent and the elements of the vector R −1 k Q T k g k do not sum to one. Theorem 3.2. Suppose that T k in (2.6) is well-defined. Then, letT k be set equal to T k , except that its strict upper triangle is replaced by the transpose of its strict lower triangle, and letP k ←T T kT k + ζ k ζ T k where ζ k is defined in (3.16) . Then,T k is symmetric tridiagonal andP k is symmetric pentadiagonal. Theorem 3.3. Suppose that T k in (2.6) is well-defined and that the matricesT k andP k , constructed as described in Theorem 3.2, are invertible. Then, the eigenvalues in (3.14) satisfy |q k+j | ≤ |q k+j | for all j ∈ {0, . . . , m − 1}.
In particular, if for some j ∈ {0, . . . , m − 1} one hasq k+j < 0, then (3.15) yields c k+j ≥ 0.
Overall, like Fletcher's method, our strategy reduces to using Ritz and harmonic Ritz values in the quadratic case, and otherwise manipulates the matrices in (2.6) and (2.8) to obtain matrices with similar structure as would be obtained automatically in the quadratic case.
We are almost prepared to discuss our main algorithm, but first we must discuss the special cases that must be considered for our algorithm to be well-defined.
• Suppose that the columns of G k are linearly dependent, or the columns of G k are linearly independent while the elements of R −1 k Q T k g k sum to one. In such cases, T k is not well defined, so our desired procedure for constructingT k andP k also is not well-defined. To handle this, we iteratively consider fewer previous gradients (where, at each stage, the eldest member is ignored in favor of newer gradients) until the set of considered previous gradients consists of linearly independent vectors for which R • Suppose that T k is well defined, but for some q k+j ≤ 0 we obtain c k+j = 0. This is similar to the last of the special cases considered when m = 1, and so, as in that case, we aggressively minimize f by computing a stepsize as Ω > 0.
Our main approach is presented as Algorithm 2 below. As for Algorithm 1, we suppress mention of the computation of function values, gradient values, and displacement vectors, and suppress mention of termination checks throughout the algorithm. Correspondingly, we assume for all practical purposes that g k = 0 for all k ∈ N. Also for simplicity in its description, we state Algorithm 2 in such a way that it iterates in order through the sets of eigenvalues in (3.14). Note, however, that during a given iteration k, one may also consider computing all stepsizes that would be obtained by any of the available pair of eigenvalues, and then choosing the pair that leads to the largest corresponding stepsize. This would be consistent with Fletcher's approach in that, at each point in a "sweep," the eigenvalue yielding the largest stepsize is chosen. For this reason, this is the strategy that we have adopted in our numerical experiments. (Note that by ordering the eigenvalues from smallest to largest, employing them in order corresponds to choosing stepsizes in decreasing order of magnitude if all of the eigenvalues are positive.) set G k as in (2.5) and J k as in (2.7).
10:
compute the (thin) QR-factorization G k = Q k R k .
11:
if G k is composed of only one column then break 12: if R k is invertible and the elements of R set α k as in Algorithm 1 and
else 19: set T k as in (2.6) and setT k andP k as described in Theorem 3.2 20: set {q k , . . . , q k+m−1 } and {q k , . . . ,q k+m−1 } as in (3.14)
21:
for j = 0, . . . ,m − 1 do
22:
Set q k+j ←q k+j . else if c k+j > 0 then set α k+j ← (−q k+j + q 2 k+j + 2c k+j g k+j 2 )(c k+j g k+j 2 )
26:
else if q k+j = 0 then set α k+j ← ω
27:
else set α k+j ← Ω
28:
set x k+j+1 ← x k+j − α k+j g k+j
29:
end for
30:
end if
31:
set k ← k +m 32: end loop
Implementation
Algorithm 2 (which includes Algorithm 1 as a special case) was implemented in Matlab along with two other algorithms that were implemented for comparison purposes. In this section, we describe details of the implementations of these algorithms along with input parameter settings that were used in our numerical experiments (see §5).
We used built-in Matlab functions to compute matrix factorizations and eigenvalues in all of the implemented algorithms. In order to avoid the influence of numerical error and the computation of excessively small or large stepsizes, we removed previously computed gradients (in a similar manner as in the inner loop of Algorithm 2) if more than one was currently being held and any of the corresponding computed eigenvalues were smaller than 10 −8 or larger than 10 8 in absolute value. Similarly, prior to computing corresponding stepsizes, we projected any computed quadratic term coefficient so that it would have an absolute value at least 10 −8 and at most 10 8 , and we projected any computed cubic term coefficient so that it would have an absolute value at least 10 −8 and at most 10 8 . (For the quadratic term coefficients, this projection was performed to maintain the sign of the originally computed coefficient.) As described in §3, the eigenvalues, once computed, were ordered from smallest to largest, though the implementation of Algorithm 2 potentially used these eigenvalues out-of-order in order to ensure that, in any given iteration, the eigenvalue pair leading to the largest stepsize was used.
The three implemented algorithms only differed in the manner in which stepsizes were computed. Obviously, our implementation of Algorithm 2-hereafter referred to as cubic-employed the strategy described in §3. The other two algorithms, on the other hand, were two variants of an algorithm derived from the ideas in [11] . In particular, the algorithm we refer to as quad-ritz computes stepsizes as reciprocals of the Ritz values {q k , . . . , q k+m−1 }, whereas the algorithm we refer to as quad-hritz computes stepsizes as reciprocals of the harmonic Ritz values {q k , . . . ,q k+m−1 } (recall (3.14) ). In both quad-ritz and quad-hritz, the standard approach of handling nonpositive curvature was employed; i.e., if a computed eigenvalue was negative, then the stepsize was simply set to 1.
For simplicity and consistency, all algorithms employed a nonmonotone line search in every step, using the stepsize computed in the main algorithm as the initial stepsize for the line search. For this purpose, we implemented the Armijo (i.e., backtracking) line search of [27] . This strategy requires a sufficient decrease parameter, for which we used 10 −8 , a backtracking parameter, for which we used 0.5, and another algorithmic parameter (see η k as defined in [27] ), for which we used 0.5. As for the other input parameters, we set ω = 10 −8 , Ω = 10 8 , and c ← 1. For the history length parameter m, we experimented with values in the set {1, 3, 5}. (As discussed further in §5, results for larger values of m did not lead to improved performance. This is consistent with Fletcher's experience with his LMSD method, and in previous studies of L-BFGS.) All algorithms terminated whenever either the ∞ -norm of a computed gradient was less than or equal to 10 −4 -indicating a successful run-or the maximum iteration count of 10 4 was reached-indicating a failure.
Numerical Experiments
We tested the algorithms cubic, quad-ritz, and quad-hritz by employing them to solve unconstrained problems from the CUTEst collection; see [15] (and [14] for information about a previous version of the test set). From the original set of all unconstrained problems, we kept those (a) that had at least 20 variables, so as to have m n; (b) for which at least one run of an algorithm required at least 200 iterations, so as to focus on the more difficult problems in the set; (c) for which at least one run of an algorithm involved the computation of a nonpositive quadratic term coefficient, so as to focus on the issue of handling nonpositive curvature; and (d) for which at least one run of an algorithm led to a successful termination. The resulting set of 25 problems is as follows: BROYDN7D, CHAINWOO, CHNROSNB, CHNRSNBM, COSINE, DIXON3DQ, EIGENBLS, FLETCHCR, FMINSRF2, FMINSURF, FREUROTH, GENHUMPS, GENROSE, JIMACK, MODBEALE, MSQRTALS, MSQRTBLS, NCB20, NCB20B, NONCVXU2, NON-CVXUN, SPMSRTLS, SSBRYBND, TQUARTIC, TRIDIA.
Over all runs of all algorithms on all of our test problems, we compiled the number of function and gradient evaluations required prior to termination. (Note that the number of iterations can be considered equal to the number of gradient evaluations.) To compare the results of the experiments, we use performance profiles (see [9] ), which can be interpreted in the following manner. Given a profile, say for function evaluations, the graph for an algorithm passes through the point (a, 0.b) if, on b% of the test problems, the number of function evaluations required by the algorithm was less than 2 a times the number of function evaluations required by the algorithm that required the fewest function evaluations. In this manner, an algorithm performs best if its graph appears "up and to the left" of the graphs for the other algorithms. In particular, if the plotted value for a given algorithm is highest on the left-hand side of the plot, then it may be considered the most efficient, while if the plotted value for an algorithm is highest on the right-hand side of the plot, then it may be considered the most reliable.
As a first comparison, we consider the performance of the algorithms for m = 1, for which we have the performance profiles in Figure 5 results here are similar to those for m = 1, though the performance of cubic in terms of function evaluations with m = 5 is similar to that for quad-hritz, suggesting that the effect of employing a cubic model becomes less pronounced as m increases, which is not surprising. As a final comparison, we consider the performance of cubic for m ∈ {1, 3, 5}. The results are provided in the performance profiles in Figure 5 .4. One can see in these profiles a trade-off between smaller and larger values of m. In particular, while the performance in terms of function evaluations does not improve (and perhaps slightly degrades) as m is increased, the numbers of gradient evaluations does improve, and, in fact, does so significantly for many of the problems in our test set.
Conclusion
We have designed, analyzed, and experimented with a limited memory steepest descent (LMSD) method for solving unconstrained nonconvex optimization problems. The unique feature of our algorithm is a novel approach for handling nonpositive curvature; in particular, we propose that when nonpositive curvature is encountered, stepsizes can be computed by constructing local cubic models of the objective function, for which reasonable values of the quadratic and cubic term coefficients can be derived using previously computed gradient information. Our numerical experiments suggest that our approach yields superior performance in practice, especially when compared to algorithms that do not attempt to incorporate problem information when computing stepsizes when nonpositive curvature is encountered. is invertible. Since G k has linearly independent columns, we have by properties of determinants that
from which it follows that (A.1) is invertible if and only if
which is true if and only if the elements of R k denote the jth column of R k for all j ∈ {1, . . . , m}, we have
Now, for i ∈ {1, . . . , p}, let e j denote the jth unit vector in R p and note that, for all j ∈ {1, . . . , i}, we have We may conclude from this fact that, for all i ∈ {1, . . . , p}, the matrix Ω − a i I has at least i positive eigenvalues. Similarly, for a given i ∈ {1, . . . , q} and with e j denoting the jth unit vector in R q , we have for all j ∈ {1, . . . , i} that 
