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Abstract
It is known that reflective phenomena of singularities at the boundary for solutions of free boundary value problems of elastic
equations are quiet different form these for solutions of usual wave equations. Here we shall show that similarly quiet different
and interesting reflective and refractive phenomena of singularities are caused from boundary points of two solids for solutions of
elastic equations. First we shall study the propagation of regularities for solutions and next we shall study reflective and refractive
phenomena for tangential rays with singularities.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
Il est connu que les phénomènes de singularité à la frontière dans les problèmes aux limites à frontière libre de l’élasticité sont
très différents de ceux rencontrés dans les solutions des équations des ondes habituelles. Dans cet article on montre de même que
des phénomènes très différents, mais intéressants, de réflection et de réfraction se produisent aux points de la frontière entre deux
solides élastiques. On étudie tout d’abord la propagations de la régularité des solutions, puis on s’intéresse aux phénomènes de
réflection et de réfraction de rayons tangentiels singuliers.
© 2009 Elsevier Masson SAS. All rights reserved.
Keywords: Elastic waves; Propagations of singularities; Reflection; Refraction
1. Introduction
The main aim of this paper is to study reflective and refractive phenomena of elastic waves to the boundary in tow
solids as propagation of singularities. It is known that there are two kinds of elastic waves, that is, P wave and S wave.
So the reflective phenomena on propagation of singularities for solutions of the boundary value problem to elastic
equation is quiet different from these of usual wave equations, that is, the rules of geometrical optics. These problems
are showed in [12] and [15]. For the problem of two solids in [11] we consider the reflective and refractive problem for
transversely hitting rays corresponding to elastic waves to the boundary of two solids, and show that for a single P or
S incident ray with singularities both reflective P and S rays and both refractive P and S rays have singularities. Here
we study the problem for tangential elastic rays to the boundary in two solids and show the existence of the following
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singularities and two refractive rays with singularities caused from every point on the ray. This phenomenon dose not
happen in the transversely hitting case. We also analysis the existence of rays corresponding to SV waves and SH
waves in seismology and show that reflective and refractive phenomenon for these incident rays are quiet different.
The argument of this paper is based on these in [5,6] and [10]. In [5] and [6] they show a basic theorem on
propagation of singularities for solutions of the boundary value problem to a second order single equation. The same
type theorems are proved in [10] and [13] for solutions of elastic equations with the free boundary condition, which are
stated as theorems on propagation of regularities, because there are two kind elastic waves. However for the problem
in two solids the main arguments are to prove the following phenomenon: If we assume that the solutions of the
problems have singularities along only one incident P or S ray and are smooth on the other incident rays, then the
solution have really have singularities along all reflective and refractive P and S rays. In order to prove this fact for a
tangential incident ray we need to show theorems on propagation of regularities in two solids.
Let us concretely explain our considered problem. The problem is a local one. Thus we simply assume that there
exists a surface Γ containing the origin of R3 and that the one side of Γ is denoted by Ω1 and the other side is denoted
by Ω2. We suppose that Ωi (i = 1,2) are isotropic elastic bodies with the density ρi > 0 and the Lamé constants λi
and μi , where μi > 0. In applications to the seismology or industrial problems the Lamé constants λi (i = 1,2)
of the considered solids satisfy the conditions λi > 0(i = 1,2). So in this paper we suppose these conditions. The
displacements ui(t, x) = t(ui1, ui2, ui3) of Ωi satisfy the following boundary value problem:
ρi
∂2ui
∂t2
−
3∑
k=1
∂
∂xk
(
σ
(i)
jk (ui)
)= 0 in I ×Ωi (i = 1,2), (1)
u1 − u2 = 0 on I × Γ, (2)
3∑
k=1
nk(x)
(
σ
(1)
kj (u1)− σ (2)kj (u2)
)= 0 (j = 1,2,3) on I × Γ. (3)
Here I = (−a, a) ⊂ R, the stress tensor σ (i)kj (ui) of ui is:
σ
(i)
kj (ui) = λi(divui)δkj +μi
(
∂uik
∂xj
+ ∂uij
∂xk
)
,
and n(x) = t (n1(x), n2(x), n3(x)) is the unit normal vector of Γ at x ∈ Γ . On the solution u1(t, x) and u2(t, x) of (1)
we assume that ui(t, x) (i = 1,2) are extensible distributions, that is, there exist distributions Ui(t, x) (i = 1,2) on an
open set containing I × (Ω1 ∪ Γ ∪Ω2) such that ui = Ui (i = 1,2) on I ×Ωi . Then from Theorems 4.3.1 and 2.5.6
of [2] we can take the traces of ui and these derivatives on I × Γ and we can assume the boundary conditions (2)
and (3). The existence of the extensible solutions of (1) which satisfy (2) and (3) is shown in Proposition 1.3 in [11].
In order to explain our problem we need coordinate transforms in R3. For any orthogonal matrix A in R3 u˜i (t, x) =
(Aui)(t,A
−1x) (i = 1,2) also satisfy the problem (1), (2) and (3) as Ω˜i = {y ∈ R3; y = Ax, x ∈ Ωi} and Γ˜ =
{y ∈ R3; y = Ax, x ∈ Γ }, if ui(t, x) (i = 1,2) satisfy (1), (2) and (3). Thus we may assume that Γ is defined by
the equation x3 − g(x′′) = 0 with x′′ = (x1, x2) and that (gradg)(0) = 0 and n(0) = (0,0,1). The first coordinate
transform is as follows:
y0 = t, yj = xj (j = 1,2), y3 = x3 − g(x′).
Then the problem (1), (2) and (3) reduces to the following:
Li(y,Dy)ui = 0 in (−1)i+1y3 > 0 (i = 1,2), (4)
u1 − u2 = 0 on y3 = 0, (5)
B1(y,Dy)u1 −B2(y,Dy)u2 = 0 on y3 = 0. (6)
Here the principal symbol Li2(y, η) of Li(y,Dy) is:
ρiη
2
0E3 − (λi + 2μi)(η¯ +Gη3)t (η¯ +Gη3)−μi |η¯ +Gη3|2E3, (7)
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transposed vector of the column vector (η¯ +Gη3). The principal symbol of Bi(y,Dy) is,
λiG
t (η¯ +Gη3)+μi(η¯ +Gη3)tG+μiG · (η¯ +Gη3)E3, (8)
where a · b is the inner product in R3 of the vectors a and b.
Let us take the determinant of (7). From Lemma 1.1 in [10] it follows that
DetLi2(y, η) =
(
ρiη
2
0 −μi |η¯ +Gη3|2
)2(
ρiη
2
0 − (λi + 2μi)|η¯ +Gη3|2
)
.
We use the following symbols:
si(y, η
′) = ((μi |η′′|2 − ρiη20)|G|2 −μi(η′′ · (gradg(y′′)))2)(μi |G|4)−1 (i = 1,2), (9)
pi(y, η
′) = (((λi + 2μi)|η′′|2 − ρiη20)|G|2
− (λi + 2μi)
(
η′′ · (gradg(y′′)))2)((λi + 2μi)|G|4)−1 (i = 1,2). (10)
Then for a(y, η′′) = η′′ · (gradg)(y′′)/|G|2 we have:
ρiη
2
0 −μi |η¯ +Gη3|2 = −μi |G|2
{(
η3 − a(y, η′)
)2 + si(y, η′)}. (11)
Similarly equality holds for λi + 2μi and pi instead of μi and si in (11). Next we shall consider the coordinate
transform stated in Remark 1.2 of [10]. Then in (11) we may assume that a(y, η′) = 0 and that
si(0, η′) = |η′′|2 − ρiμ−1i η20, pi(0, η′) = |η′′|2 − ρi(λi + 2μi)−1η20. (12)
From the above we see that if η0 = 0, then pi(0, η′) > si(0, η′) and if η0 = 0, then pi(0, η′) = si(0, η′) > 0 for η′ = 0.
We shall consider a point (0, η¯′) ∈ T ∗{y3 = 0} \ 0. For i = 1,2 near (0, η¯′) we define:
a±i (y, η
′) = ±(−1)i+1(−si)1/2, if si(0, η¯′) > 0,
= ±(−1)i+1
(−si)1/2, if si(0, η¯′) < 0, (13)
where 
 is the sign of η¯0 and the branch of (−si)1/2 is taken like that (−1)1/2 is the imaginary unit. Similarly making
use of pi instead of si in (13), we define b±i (y, η′). The meaning of 
 in (13) is as follows: For
p0 = (y¯′, η¯′) ∈ T ∗{y3 = 0} \ 0 if si(y¯′), η¯′) < 0,
then let us consider the half bicharacteristic strip γ±si (p0) ⊂ {y ∈ R4; (−1)i+1y3 > 0} defined by η3 + a±i (y, η′)
starting at (y¯′,0, η¯′,−a±i (y¯′,0, η¯′)). Then γ+si (p0) (γ−si (p0)) is outgoing (incoming) to the boundary y3 = 0 according
to the increase of t , where t is the time variable in (1). Similarly fact holds for γ+pi (p0) and γ−pi (p0) for p0 = (0, η¯′) if
pi(0, η¯′) < 0.
In Section 2 we shall show microlocal regularities along the bicharacteristic strips. For example we assume that
p1(0, η¯′) and p2(0, η¯′) are negative. Then we have eight rays γ±si (p0) and γ
±
pi
(p0) (i = 1,2) whose end points or
starting points have the same projective point p0 = (0, η¯′) to T ∗{y3 = 0} \ 0. We shall show the following theorem on
the propagation of regularities to a solution of (4), (5) and (6): If(
γ−s1 (p0)∪ γ−p1(p0)
)∩ WF(u1) = (γ−s2 (p0)∪ γ−p2(p0))∩ WF(u2) = ∅,
then (0, η¯′) /∈ WFb(u1) ∪ WFb(u2) and (γ+s1 (p0) ∪ γ+p1(p0)) ∩ WF(u1) = (γ+s2 (p0) ∪ γ+p2(p0)) ∩ WF(u2) = ∅, where
WF(ui) is the usual wave front set of ui in (−1)i+1y3 > 0 and WFb(ui) is the generalized wave front set of ui ,
which will be defined in Section 2. In Sections 3 and 4 we shall show microlocal regularities along the bicharacteristic
strip whose end points are glancing points, that is, p1(0, η¯′) = 0 or s1(0, η¯′) = 0. In these case we need the notion of
generalized bicharacteristics defined from η23 + p1(y, η′) and η23 + s1(y, η′), which will be defined in Section 3. In
Section 3 making use of these generalized bicharacteristics, for a glancing point of s1 we shall show similar theorems
on the propagation of regularities to solutions of (4), (5) and (6) to these stated in Section 2. In Section 4 we shall
discuss the same problem for a glancing point of p1.
In Sections 5 and 6 applying the theorems on propagation of regularities in Sections 2, 3 and 4, we shall study the
reflective and refractive phenomena of the propagation of singularities to solutions of (4), (5) and (6). If we
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±
pi
(p0) (i = 1,2) with
p0 = (0, η¯′) transversally hit the boundary, and that γ−s1 (p0) ∩ WF(u1) = (γ−s2 (p0) ∪ γ−p2(p0)) ∩ WF(u2) = ∅ and
γ−p1(p0) ⊂ WF(u1), then reflective and refractive phenomena for the incident P1 wave in Ω1 are shown in Section 4
of [11] as the statement (ii) of Theorem 4.1 of [11]. Thus in Section 5 we shall consider reflective and refractive
phenomena for the case that the bicharacteristic strip defined by η23 + p1(y, η′) tangentially hits the boundary, that
is, p1(0, η¯′) = 0. Making use of generalized bicharacteristics, we shall show interesting reflective and refractive phe-
nomena for the tangential generalized bicharacteristics of p1 contained in WFb(u1). In Section 6 we shall discuss the
same problems for tangential generalized bicharacteristics for s1 contained in WFb(u1). In these case reflective and
refractive phenomena of the propagation of singularities are different from these for the P1 wave case in Section 5.
The phenomena for corresponding to the existence SH and SV waves in seismology are stated in Proposition 6.2 and
Theorem 6.4.
2. Propagation of regularities along transversely hitting bicharacteristic strips to the boundary
In this section we shall show theorems on the propagation of regularities to solutions of (4), (5) and (6) along
transversely hitting bicharacteristic strips to the boundary y3 = 0. First we reduce the problem (4), (5) and (6) to a
boundary value problem of a first order system. Put
Ui = t
(
t
(
Λ(ϕui)
)
, t
(
Dy3(ϕui)
))
, (14)
where Λ = Λ(Dy′) is the pseudodifferential operator with the symbol Λ1(η′) = (|η′|2 + 1)1/2, and ϕ(y) is a C∞0 (V0)
function, where V0 is a small neighborhood of 0 ∈ R4, such that ϕ(y) = 1 near 0. Then U1 and U2 satisfy the following
boundary value problem: For i = 1,2,
Dy3Ui −Mi(y,Dy′)Ui = fi in V0 ∩
{
(−1)i+1y3 > 0
}
,
B˜i(y,Dy′)U1 − B˜2(y,Dy′)U2 = g0 on V0 ∩ {y3 = 0},
(15)
where fi = t (0,t (A−1i [Li,ϕ]ui)) and g0 = [B1, ϕ]u1 − [B2, ϕ]u2. Here Mi(y,Dy′) is the pseudodifferential operator
with the principal symbol:
Mi(y,η
′) =
(
0 Λ1E3
A−1i M
(i)
21 Λ
−1
1 A
−1
i M
(i)
22
)
,
where E3 is the unit 3 × 3 matrix, and Ai(y),M(i)21 (y, η′) and M(i)22 (y, η′) are defined by the principal symbol of the
operators appearing the relation Li(y,Dy) = −Ai(y)D2y3 + M(i)22 (y,Dy′)Dy3 + M(i)22 (y,Dy′). Thus form (7) we see
that Ai(y) = (λi + 2μi)GtG+μi |G|2E3, and
M
(i)
21 (y, η
′) = (ρiη20 −μi |η′′|2)E3 − (λi +μi)η¯t η¯,
M
(i)
22 (y, η
′) = −(λi +μi)
(
t η¯G+Gt η¯)− 2μiη¯ ·GE3, (16)
where · means the inner product in R3. The boundary operator B˜i(y,Dy′) has the following form:
B˜i(y,Dy′) =
(
E3 0
Bi1 Bi2
)
(y,Dy′), (17)
where form (8) the principal symbols of Bi1(y,Dy′) and Bi2(y,Dy′) are as follows:
Bi1(y, η′) = λ1Gt η¯ +μ1η¯tG+μ1G · η¯E3,
Bi2(y, η′) = Ai(y).
(18)
In order to state theorems on the propagation of regularities we need the notion of the generalized wave front set
of solutions ui of (4).
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(T ∗{(−1)i+1y3 > 0} \ 0) ∪ (T ∗{y3 = 0} \ 0) is defined as follows: If p ∈ T ∗{(−1)i+1y3 > 0} \ 0, then p /∈ WFb(ui)
if and only if p /∈ WF(ui|(−1)i+1y3>0). If p ∈ T ∗{y3 = 0} \ 0, then p /∈ WFb(ui) if and only if there exists a properly
supported pseudodifferential operator A(y,Dy′) of order 0, which is elliptic at p such that
A(y,Dy′)ui ∈ C∞
(
R3 × I),
where I = [0, 
0) if i = 1 and I = (−
0,0] if i = 2 for some 
0.
By Proposition 1.2 of [5] this definition is independent of coordinate systems.
Let (0, η¯′) be a point in T ∗{y3 = 0} \ 0. In this section we assume that
η¯′ = 0 and (s1s2p1p2)(0, η¯′) = 0. (19)
If η¯′ = 0, then both si(0, η¯′) and pi(0, η¯′) are positive (i = 1,2). Thus there are no bicharacteristic strips passing
through the considered point. To prove our theorems we need further reduction of the problem (4), (5) and (6). If
(η¯1, η¯2) = 0, then put
s±ij (y, η′) = t
(
tw±ij , a
±
i w
±
ij |η′|−1
)
(j = 1,2),
s±i3(y, η′) = t
(
tw±i3, b
±
i w
±
i3|η′|−1
)
,
(20)
where w±i1 = t (a±i t (η′′ −a±i ∇g),−|η′′ −a±i ∇g|2)|η′|−2, w±i2 = t (η2 −a±i (∂g/∂y2),−η1 +a±i (∂g/∂y1),0)|η′|−1 and
wi3 = (η¯ + b±i G)|η′|−1. Define the matrix S(y, η′) = (s+1 , s+2 , s−1 , s−2 , s5, s6), then from Lemma 1.1 of [10] we have
that Si(0, η¯′) is non-singular, and
Mi(y,η
′)Si(y, η′) = Si(y, η′)
⎛
⎜⎜⎝
a+i E2 0 0 0
0 b+i 0 0
0 0 a−i E2 0
0 0 0 b−i
⎞
⎟⎟⎠ . (21)
If (η¯1, η¯2) = 0, the construction of the non-singular matrix Si(y, η′) near p0 = (0, η¯′), which satisfies the condition
(21) is denoted in the latter half part of p. 128 of [10]. From (21) we can use the argument in Section 2 of [7]. Let
φ(y,Dy′) be a pseudodifferential operator of order 0 such that the symbol of φ(y,η′) of φ(y,Dy′) has the support
in the small conic neighborhood Γ0 of p0 and φ(y,η′) = 1 near p0. Then there exist a pseudodifferential operator
Si(y,Dy′) withe the principal symbol Si(y, η′) and a pseudodifferential operator Ki(y,Dy′) of order −1 such that
such that
Vi = S−1i (1 +Ki)φUi (22)
satisfies the following boundary value problem:
Dy3Vi −
⎛
⎜⎜⎝
A+i 0 0 0
0 b+i 0 0
0 0 A−i 0
0 0 0 b−i
⎞
⎟⎟⎠Vi = Fi in (−1)i+1y3 > 0 (i = 1,2), (23)
C1V1 −C2V2 = g on y3 = 0, (24)
where
Ci(y,Dy′) = B˜i(y,Dy′)(1 +Ki)−1Si,
Fi = (1 +Ki)S−1i
{
φt
(
0,−t(A−1i ([Li,ϕ]ui)))+ ((Dy3φ)− [M,φ])Ui}+AiφUi
with the symbol Ai(y, η′) of Ai(y,Dy′) in S−∞(Γ0), and
g = φ([B1, ϕ]u1 − [B2, ϕ]u2)+ [B˜1, φ]U1 − [B˜2, φ]U2 + B˜1A21φU1 − B˜2A22φU2
with A2i = Si(1 + Ki)−1(1 + Ki)S−1i − I , which satisfy the condition (0, η¯′) /∈ WFb(F1) ∪ WFb(F2) ∪ WF(g). Fur-
thermore the principal symbols of A±i (y,Dy′) and b
±
i (y,Dy′) are a
±
i (y, η
′)E2 and b±i (y, η′) in (13), respectively.
First we have the following:
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γ−s1 (p0)∪ γ−p1(p0)
)∩ WF(u1) = (γ−s2 (p0)∪ γ−p2(p0))∩ WF(u2) = ∅,
where γ±si (p0) and γ
±
pi
(p0) are half bicharacteristic strips stated in Section 1. Then we have that (0, η¯′) /∈ WFb(u1)∪
WFb(u2) and (γ+s1 (p0)∪ γ+p1(p0))∩ WF(u1) = (γ+s2 (p0)∪ γ+p2(p0))∩ WF(u2) = ∅.
Proof. Since pi(0, η¯′) < 0 (i = 1,2), from (9) and (10) we see that si(0, η¯′) < 0 (i = 1,2) and (23) is a system
of hyperbolic equations. First we assume that η¯′′ = 0. In this case the principal symbol (s+i1, s+i2, s+i3, s−i1, s−i2, s−i3) of
Si(y,D
′
y) is denoted in (20). Let D(Dy′) be the elliptic pseudodifferential operator with the symbol (dij (η′))i,j=1,2,3
such that in a conic neighborhood of η¯′ d11 = d22 = η1Λ−11 , d12 = −d21 = η2Λ−11 , d33 = 1 and the other components
are 0, where Λ1 = |η′|. Put
D0(Dy′) =
(
D 0
0 D
)
. (25)
Then at y = 0 the principal symbol ( C˜+i1 C˜−i1
C˜+i2 C˜
−
i2
)
of (D0Ci)(y,Dy′) is given by the following:
C˜±i1 =
⎛
⎝a
±
i |η′′|2Λ−31 0 |η′′|2Λ−21
0 |η′′|2Λ−21 0
−|η′′|2Λ−21 0 biΛ−11
⎞
⎠ , (26)
C˜±i2 =
⎛
⎝ (ρiη
2
0 − 2μi |η′′|2)|η′|2Λ−41 0 2μib±i |η′′|2Λ−31
0 μia±i |η′′|2Λ−31 0
−2μia±i |η′′|2Λ−31 0 (ρiη20 − 2μi |η′′|2)Λ−21
⎞
⎠ . (27)
We put
X(y,η′) =
(
C˜+11 −C˜+21
C˜+12 −C˜+22
)
, (28)
which is a 6 × 6 matrix. Since from the assumptions of the theorem
(0, η¯′) /∈ WF(V −11|y3=0)∪ WF(v−13|y3=0)∪ WF(V −21|y3=0)∪ WF(v−23|y3=0)
(see the argument in Section 4 of [14]), it follows that if X is non-singular at (0, η¯′), then from (24) (0, η¯′) /∈
WF(V +11|y3=0) ∪ WF(v+13|y3=0) ∪ WF(V +21|y3=0) ∪ WF(v+23|y3=0), where Vi = t(tV +i1 , v+i3, tV −i1 , v−i3) (i = 1,2). Making
use of these conditions and the fundamental solutions for hyperbolic equations (23), we can prove the statement
of Theorem 2.2. Let us show that (DetX)(0, η¯′) is not zero. From the form C˜±ij in (26) and (27) we see that
(DetX)(0, η′) = (μ1a+1 −μ2a+2 )|η′′|4Λ−51 (DetX1)(0, η′), where X1 is the 4 × 4 matrix which is generated by elimi-
nating the second and forth columns and lines from X. For example add 2μ1 × (the first line of X1) and (−2μ1)× (the
second line of X1) to the fourth one and the third one, respectively. Next add the first column and the second column
to the third one and the fourth one, respectively. Then we get that the (1,4), (2,3), (3,2) and (4,1) components of
the obtained matrix are 0. In this situation we use the cofactor expansion to the first line of the obtained matrix. Then
we see that
(DetX)(0, η′) = X0(η′)
(
μ1a
+
1 −μ2a+2
){
4(μ1 −μ2)2|η′′|2a+1 b+1 a+2 b+2 +
(
ρ2η
2
0 − 2(μ2 −μ1)|η′′|2
)2
a+1 b
+
1
+ (ρ1η20 − 2(μ1 −μ2)|η′′|2)2a+2 b+2 − (ρ1η20)(ρ2η20)(a+1 b+2 + a+2 b+1 )
+ ((ρ1 − ρ2)η20 − 2(μ1 −μ2)|η′′|2)2}, (29)
where X0(η′) = |η′′|8Λ−151 = 0. From (13) we have the following: a+1 b+1 > 0, a+2 b+2 > 0, a+1 b+2 < 0, a+2 b+1 < 0
and a+1 a
+
2 < 0. From (29) it follows that (DetX)(0, η′) = 0, if η¯′′ = 0. In the case η¯′′ = 0 the principal
symbol (s+i1, s
+
i2, s
+
i3, s
−
i1, s
−
i2, s
−
i3) of Si(y,D
′
y) has the following properties (see p. 129 of [10]); s±ij (0, η¯′) =
t (t ej , (−1)i+1μ−1/2t ej ) (j = 1,2) and s±(0, η¯′) = t (t e3, (−1)i+1(λi + 2μi)−1/2t e3), where ej is the unit vectori i3
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(D−10 X)(y,η′) if DetD0 = 0, where X(y,η′) is in (29). From (13) and (18) we see that
X0(0, η¯′) =
(
E3 −E3
C1 −C2
)
with Ci = (−1)i+1
(

(ρiμi)
1/2E2 0
0 
(ρi(λI + 2μi)1/2
)
,
where 
 is the sign of η¯0. It is easy to show that KerX0(0, η¯′) = {0}. The proof of Theorem 2.2 is complete. 
Next we shall consider the case that Eq. (23) is hyperbolic and elliptic mixed type. The we have the following
theorem on the propagation of regularities for an extendable solution of (4), (5) and (6).
Theorem 2.3. We have the following two statements:
(i) We consider the case that s1(0, η¯′) < 0 < p1(0, η¯′) and p2(0, η¯′) < 0. For p0 = (0, η¯′) we assume that γ−s1 (p0) ∩
WF(u1) = (γ−s2 (p0) ∪ γ−p2(p0) ∩ WF(u2) = ∅, then (0, η¯′) /∈ WFb(u1) ∪ WF(u2) and γ+s1 (p0) ∩ WF(u1) =
(γ+s2 (p0)∪ γ+p2(p0))∩ WF(u2) = ∅.
(ii) We consider the case that si(0, η¯′) < 0 <pi(0, η¯′) (i = 1,2). For p0 = (0, η¯′) we assume that γ−s1 (p0)∩WF(ui) =∅ (i = 1,2), then (0, η¯′) /∈ WFb(u1)∪ WF(u2) and γ+si (p0)∩ WF(ui) = ∅ (i = 1,2).
Proof. If pi(0, η¯′) > 0, then there is no bicharacteristic strip defined from η3 + b±i (y, η′) starting from the considered
point. Making use of the fundamental solution for backward parabolic equation (see Section 1.1 in Chapter III of [9]),
from (23) we see that (0, η¯′) /∈ WF(v−i3|y3=0). Thus we may also show that (DetX)(0, η¯′) = 0, where X is defined
in (28). In the case that s1(0, η¯′) < 0 < p1(0, η¯′), and p2(0, η¯′) < 0 from (29) the real part of (DetX)(0, η¯′) is not
zero. In the case that si(0, η¯′) < 0 <pi(0, η¯′) (i = 1,2) we have that (Im(a+1 b+1 ))(0, η¯′) > 0, (Im(a+2 b+2 ))(0, η¯′) > 0,
(Im(a+1 b
+
2 ))(0, η¯
′) < 0 and (Im(a+2 b
+
1 ))(0, η¯
′) < 0. Thus from (29) the imaginary part of X is not zero. The proof of
Theorem 2.3 is complete. 
In Sections 5 and 6 we have to consider the case that (0, η¯′) is in a small conic neighborhood of a glancing point
(0, η˜′), which means that s1(0, η˜′) = 0 or p1(0, η˜′) = 0. In Theorems 2.2 and 2.3 we consider the propagation of
regularities along incoming rays, however in this case we have to study one along incoming and outgoing rays.
Theorem 2.4. We have the following three statements:
(i) In the case of Theorem 2.2 we suppose that p0 = (0, η¯′) is in a small conic neighborhood of (0, η˜′) such that
p1(0, η˜′) = 0. Then under the conditions (γ−s1 (p0) ∪ γ+p1(p0)) ∩ WF(u1) = (γ−s2 (p0) ∪ γ−p2(p0)) ∩ WF(u2) = ∅,
we have that (0, η¯′) /∈ WFb(u1) ∪ WFb(u2) and (γ+s1 (p0)(p0) ∪ γ−p1(p0)) ∩ WF(u1) = (γ+s2 (p0) ∪ γ+p2(p0)) ∩
WF(u2) = ∅.
(ii) In the case of Theorem 2.3(i) we suppose that p0 = (0, η¯′) is in a small conic neighborhood of (0, η˜′) such that
s1(0, η˜′) = 0. Then under the conditions (γ+s1 (p0))∩ WF(u1) = (γ−s2 (p0)∪ γ−p2(p0))∩ WF(u2) = ∅, we have that
(0, η¯′) /∈ WFb(u1)∪ WFb(u2) and γ−s1 (p0)∩ WF(u1) = (γ+s2 (p0)∪ γ+p2(p0))∩ WF(u2) = ∅.(iii) In the case of Theorem 2.3(ii) we suppose that p0 = (0, η¯′) is in a small conic neighborhood of (0, η˜′) such
that s1(0, η˜′) = 0. Then under the conditions (γ+s1 (p0)) ∩ WF(u1) = (γ−s2 (p0)) ∩ WF(u2) = ∅, we have that
(0, η¯′) /∈ WFb(u1)∪ WFb(u2) and γ−s1 (p0)∩ WF(u1) = (γ+s2 (p0))∩ WF(u2) = ∅.
Proof. Since (0, η¯′) belongs to a small conic neighborhood of the glancing point (0, η˜′), we see that η¯′′ = 0. Let us
consider the statement (i). In this case we may show that the determinant of X¯(0, η¯′) is not zero, where X¯ is defined
as follows: Only the third line of X¯ is different from one of X, the other lines are same. At y = 0 the third line of X¯
is equal to t (|η′′|2Λ−11 ,0, b−1 Λ−11 ,2μ1b−1 |η′′|2Λ−31 ,0, (ρ1η20 − 2μ1|η′′|2)Λ−31 ). Then the determinant of X¯ is equal to
modified (29) by changing b+1 to b−1 . In this case we have a+2 b+2 > 0, a+1 b−2 < 0, a+1 a+2 > 0, and |a+1 b+1 | and |a+2 b+1 |
are very small. Thus we see that (Det X¯)(0, η¯′) = 0. Similarly we can prove the corresponding matrices to the case of
statements (ii) and (iii) are not zero at (0, η¯′). The poof is complete. 
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In this section we assume the following two conditions:
s1(0, η¯′) = 0, (30)
s2(0, η¯′) < 0 and p2(0, η¯′) = 0. (31)
We say that (0, η¯′) ∈ T ∗{y3 = 0} \ 0 is a glancing point of s1, i.e., s1(0, η¯′) = 0. We shall define a generalized
bicharacteristic near a glancing point.
Definition 3.1. (A) For p(y,η) = η23 + r(y, η′) following to [6] we shall define various subsets of null points of
p(y,η) and generalized bicharacteristics for p(y,η), where r(y, η′) is a real and positively homogeneous function of
degree 2 and satisfies the condition (∇y′,η′r)(y′,0, η′) = 0.
(a) A subset Σb,r of (T ∗{y3 > 0} \ 0) ∪ (T ∗{y3 = 0} \ 0) is the set Σ0b,r ∪ Σ1b,r ∪ Σ(2)b,r , which are defined by the
following:
Σ0b,r =
{
(y, η) ∈ T ∗({y3 > 0}) \ 0: p(y,η) = 0},
Σ1b,r =
{
(y′, η′) ∈ T ∗{y3 = 0} \ 0: r(y′,0, η′) < 0
}
,
Σ
(2)
b,r =
{
(y′, η′) ∈ T ∗{y3 = 0} \ 0: r(y′,0, η′) = 0
}
.
Subsets of Σ(2)b,r are defined by:
Σ
k,±
b,r =
{
(y′, η′) ∈ Σ(2)b,r ;
(
H
j
py3
)
(y′,0, η′) = 0 for j < k, ∓(Hkpy3)(y′,0, η′) > 0},
Σ∞b,r =
{
(y′, η′) ∈ Σ(2)b,r ;
(
H
j
py3
)
(y′,0, η′) = 0 for all j}.
(b) Let Γ0 be a small conic neighborhood of (0, η¯′) ∈ Σ(2)b,r and Σ0 be (Γ0 ×[0, 
0)×R)∩Σb,r , where 
0 is small.
A generalized bicharacteristic is a curve γr : I → Σ0, where I ⊂ R is an interval, such that
(i) If γr(t0) ∈ Σ0b,r , t0 ∈ I , then γr(t) is differentiable at t0 and γ ′r (t0) = Hp(γr(t0)),
(ii) If γr(t0) ∈ Σ1b,r ∪Σ2,−b,r , t0 ∈ I , then γr(t) ∈ Σ0b,r for 0 = |t − t0| small,
(iii) If γr(t0) ∈ Σ(2)b,r \ Σ(2),−b,r , t0 ∈ I , then for γr(t) = (y(t), η(t)), (y(t), η′(t)) is differentiable at t = t0 with the
derivatives (dyn/dt)(t0) = 0, d(y′(t), η′(t))/dt|t=t0 = Hr0(y′(t0), η′(t0)), where r0(y′,0, η′) = r(y′,0, η′)|η′|−1.
(c) We shall define an open half generalized bicharacteristic γ±r (p0) with the end point p0 ∈ Σb,r \ Σ∞b,r . If
p0 = (y′, η′) ∈ Σ1b,r , then γ±r (p0) is the null bicharacteristic of p with the starting at (y′,0, η′,±
(−r(y′,0, η′))1/2)
defined in Section 1, where 
 is the sign of η0. If p0 = (y′, η′) ∈ Σ(2)b,r \ Σ∞b,r , then γ±ρ (p0) is the part of the
generalized bicharacteristic γr with γr(t0) = p0 corresponding to ±(t − t0) > 0. In [6] it is proved that the gener-
alized bicharacteristic passing through p0 ∈ Σ(2)b,r \ Σ∞b,r is unique. However in [8] an example is shown that there
exist two generalized bicharacteristics passing through a point belonging to Σ∞b,r . Thus for p0 ∈ Σ∞b,r we define
γ±r (p0) =
⋃{γr(t); ±(t − t0) > 0, γr(t0) = p0}, where the union is taken over all generalized bicharacteristics γr(t)
such that γr(t0) = p0.
(B) The subsets Σb,p1 ,Σ1b,p1Σ
(2)
b,p1
,Σ
k,±
b,p1
, and Σ∞b,p1 and rays γp1 and γ
±
p1(p0) are defined by the processes in (a),
(b) and (c) of (A) as p(y,η) = η23 + p1(y, η′). Similarly the subsets Σb,s1,Σ1b,s1Σ
(2)
b,s1
,Σ
k,±
b,s1
, and Σ∞b,s1 and rays γs1
and γ±s1 (p0) are defined as p(y,η) = η23 + s1(y, η′).
From (12) and s1(0, η¯′) = 0 we see that η¯′′ = 0 and η¯0 = 0. In order to reduce the problem (15) to a separated system
near (0, η¯′) we use the same matrix Si(y, η′) for i = 2. However for i = 1 from the arguments of Proposition 1.11 and
Lemma 1.12 of [10] we use the matrix S1(y, η′) = (s11, . . . , s16), where s15 = s+13(y, η′), s16 = s−13(y, η′) in (20), and
s1j (j = 1,2,3,4) are as follows:
196 K. Yamamoto / J. Math. Pures Appl. 92 (2009) 188–208s11(y, η
′) = t(−|η′′|2t e3,−s1(y, η′)( t η′′, η′′ · ∇g)|η′|−1)|η′|−2,
s12(y, η
′) = t(η2,−η1, (η2,−η1) · ∇g,0,0,0)|η′|−1,
s13(y, η
′) = t( t η′′, η′′ · ∇g,0,0,−|η′′|2|η′|−1)−1,
s14(y, η
′) = t(0,0,0, η2,−η1, (η2,−η1) · ∇g)|η′|−1. (32)
The matrix S1(y, η′) satisfies that DetS1(0, η′) = −ρ1(λ1+2μ1)−1|η¯′|−9|η¯′′|6η¯20(b+1 −b−2 )(0, η¯′) = 0 and near (0, η¯′),
M1(y, η
′)S1(y, η′) = S1(y, η′)
⎛
⎝ M˜1 0 00 b+1 0
0 0 b−1
⎞
⎠ , (33)
where M˜1(y, η′) has the form of a 4 × 4 matrix and is equal to(
0 |η′|E2
−s1|η′|−1E2 0
)
. (34)
From the argument in Section 2 of [7] there exist a pseudodifferential operator S1(y,Dy′) of order 0 with the principal
symbol S1(y, η′) and a pseudodifferential operator K1(y,Dy′) of order −1 such that V1 = S−11 (1 + K)φU1 satisfies
the equation:
Dy3V1 −
⎛
⎝ M˜1 0 00 b+1 0
0 0 b−1
⎞
⎠ (y,Dy′)V1 = F1 in y3 > 0, (35)
where M˜1(y,Dy′) has the form of a 4 × 4 matrix and has the principal symbol M˜1(y, η′) and b±1 (y,Dy′) is the same
one in (23). The boundary operator C2 in (24) has the same form. We denote the principal symbol of (DC1)(y,Dy′)
by (c1, . . . , c6), where D(Dy′) is the operator in (25). From (18) and (20) at y = 0 cj (0, η′) (j = 1, . . . ,6) have the
following forms (see also the proof of Lemma 2.1 of [11]): For Λ1 = |η′|,
c1 = t
(
0,0,−|η′′|2Λ−21 ,
(
ρ1η
2
0 − 2μ1|η′′|2
)|η′′|2Λ−41 ,0,0),
c2 = t
(
0, |η′′|2Λ−21 ,0,0,0,0
)
,
c3 = t
(|η′′|2Λ−21 ,0,0,0,0,−2μ1|η′′|2Λ−21 ),
c4 = t
(
0,0,0,0,μ1|η′′|2Λ−21 ,0
)
,
c5 = t
(|η′′|2Λ−21 ,0, b+1 Λ−11 ,2μ1b+1 |η′′|2Λ−31 ,0, (ρ1η20 − 2μ1|η′′|2)Λ−21 ),
c6 = t
(|η′′|2Λ−21 ,0, b−1 Λ−11 ,2μ1b−1 |η′′|2Λ−31 ,0, (ρ1η20 − 2μ1|η′′|2)Λ−21 ). (36)
Denote by Y(0, η′) the 6 × 6 matrix (Y1, . . . , Y6), where Y1 = c1, Y2 = c2, Y3 = c5 and (Y4, Y5, Y6) is the principal
symbol of
( −C+21
−C+22
)
at y = 0 in (26) and (27). Let us compute the determinant of Y(0, η′):
Lemma 3.2. Under the condition (31) the determinant of Y(0, η¯′) is not zero.
Proof. From the definition of Y the determinant of Y(0, η¯′) is equal to μ2a−2 |η¯′′|4Λ−51 DetY1(0, η¯′), where Y1(0, η¯′)
is the 4 × 4 matrix which is generated by elimination the second and fourth columns and lines from Y(0, η¯′). By the
similar computation to one for DetX1 in Section 2 we have:
(DetY1)(0, η¯′) = Λ−101 |η′′|4
{|η′′|2((ρ1 − ρ2)η20 − 2(μ1 −μ2)|η|2)2
+ a+2 b+2
(
ρ1η
2
0 − 2(μ1 −μ2)|η′′|2
)2 − a+2 b+1 ρ1ρ2η40}. (37)
From the assumption s1(0, η¯′) = 0 we see that b+1 (0, η¯′) is pure imaginary and not zero. Thus if p2(0, η¯′) < 0, then
Im(DetY1)(0, η¯′) is not zero, and if s2(0, η¯′) < 0 < p2(0, η¯′), then Im(DetY1)(0, η¯′) is also not zero, because from
(13) (Imb+)(0, η¯′)(Imb+)(0, η¯′) < 0. The proof is complete. 1 2
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(c1, c2, c5, c7, c8, c9) whose principal symbol is equal to Y(0, η′) at y = 0. From Lemma 3.2 the boundary condi-
tion becomes to:
(Y−1D0C)(y,Dy′)t
(
tV1,
tV2
)= G. (38)
If we assume that for p0 = (0, η¯′) WFb(u1) ∪ γ−s1 (p0) = WF(u2) ∪ γ−s2 (p0) = ∅ and WF(u2) ∪ γ−p2(p0) = ∅ when
p2(0, η¯′) < 0, then (38) becomes to the following these:(
v11
v12
)
+D1(y,Dy′)
(
v13
v14
)
= g1 on y3 = 0, (39)
v15 + α(y,Dy′)
(
v13
v14
)
= g2 on y3 = 0, (40)
(
v21
v22
v23
)
+ β(y,Dy′)
(
v13
v14
)
= g3 on y3 = 0, (41)
where Vi = t (vi1, . . . , vi6) (i = 1,2), (0, η¯′) /∈ WF(g1)∪ WF(g2)∪ WF(g3),D1(y,Dy′) is the form of a 2 × 2 matrix,
α(y,Dy′) is the form of a 1 × 2 matrix and β(y,Dy′) is the form of a 3 × 2 matrix. The operator of D1(y,Dy′) in
(39) has the following property:
Lemma 3.3. The operator D1(y,Dy′) in (39) is elliptic at (0, η¯′).
Proof. Since (i,2) and (i,5) components (i = 1,3,4,6) of Y(0, η¯′) are zero and (j,1), (j,3), (j,4) and (j,6) com-
ponents (j = 2,5) of Y(0, η¯′) are also zero, the principal symbol of Y−1 has the same properties at y = 0. Similarly
the second and fifth components of the third column of D0C is zero at y = 0. Thus we see that the (2,1) component
of the principal symbol of D1(y,Dy′) in (39) is zero at y = 0. We may show that both (1,1) and (2,2) compo-
nents of the principal symbol of D1(y,Dy′) are not zero at y = 0. First we shall check the (1,1) component of D1.
From the Cramer’s formula we may check the determinant of the principal symbol of (c3, c2, c5, c7, c8, c9), where
D0(C1,−C2) = (c1, . . . , c12). From the same way of deriving (29) at y = 0 the determinant is equal to:
−μ2a+2 |η′′|4Λ−121 ×
[
b+1
{(
ρ2η
2
0 − 2(μ2 −μ1)|η′′|2
)2 + 4(μ2 −μ1)2a+2 b+2 |η′′|2}− b+2 |η′′|2ρ1ρ2η40],
where Λ1 = |η′|. Under the condition (31) we can easily derive that this function is not zero. Next we shall check the
(2,2) component of D1. From the Cramer’s formula we may check the determinant of (c1, c4, c5, c7, c8, c9) at y = 0.
By the same way we see that the determinant is equal to:
μ1|η′′|8Λ−141 ×
[|η′′|2((ρ1 − ρ2)η20 − 2(μ1 −μ2)|η′′|2)2 + a+2 b+2 (ρ1η20 − 2(μ1 −μ2)|η′′|2)2 − a−2 b−1 ρ1ρ2η40].
This function is essentially appeared in (37). Thus the (2,2) component of the principal symbol is not zero at y = 0.
The proof is complete. 
Let us start the proof of theorems on the propagation of regularities to a solution of (4), (5) and (6) at a glancing
point of s1. First we assume that (0, η¯′) is a diffractive point of η3 + s1(y, η′), i.e., s1(0, η¯′) = 0 and (∂s1/∂y3)(0, η¯′) <
0. The equivalent condition of a diffractive point is one that the bicharacteristic strip tangentially touches the boundary
at (0,0, η¯′,0) with an exact order 2. Under this condition we have the following:
Proposition 3.4. We assume that p0 = (0, η¯′) is a diffractive point of η23 + s1(y, η′) and {ui(y); i = 1,2} is an
extensible solution of (4), (5) and (6). Furthermore we suppose that WF(u1)∪ γ 
s1(p0) = WF(u2)∪ γ−s2 (p0) = ∅ and
WF(u2) ∪ γ−p2(p0) = ∅ if p2(0, η¯′) < 0, where γ 
s1(p0) is the half generalized bicharacteristic with the end point p0
defined in Definition 3.1 and 
 is + or −. Then (0, η¯′) /∈ WF(v13|y3=0)∪ WF(v14|y3=0), where (v13, v14) is in (39).
Proof. Since the principal symbol of tL1(y,Dy), which is the transposed operator of L1(y,Dy), has the same one
of L1(y,Dy), from the argument in Section 2 of [13] we can construct an operator G(1)v with the form (18) in [13]
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ϕ = 1 near 0 put:
E(v) = t(−t(Λ−1(Dy3A1 + tM(1)22 )ϕG(1)v), t(A1ϕG(1)v)),
where tL1(y,Dy) = −D2y3A1 −Dy3( tM(1)22 )+ tM(1)21 and Λ−1 = (1 + |Dy′ |2)−1/2. It satisfies,
−(Dy3 + tM1(y,Dy′))E(v) = t(−Λ−1t(ϕf − [ tL1, ϕ]G(1)(v)),0),
where M1(y,Dy′) is in (15). The relation between M1(y,Dy′) in (15) and M0(y,Dy′), where Eq. (35) in y3 > 0 is
denoted by Dy3 − M0(y,Dy′), is as follows: (0, η¯′) dose not belong to the essential support of the symbol of the
operator (Dy3 − M1)S1 − S1(Dy3 −M0). Thus if we put F1(v) = t S1φE(v), where φ(y,Dy′) is a pseudodifferential
operator of order 0 such that the support of the symbol of φ is contained in a small conic neighborhood of (0, η¯′)
and the symbol is 1 near (0, η¯′), then (0, η¯′) dose not belong to WFb((Dy3 + tM0)F1(v)). Now we shall check the
boundary condition. Let F˜1(v) be the 4 × 1 matrix whose ith component is equal to one of F1(v) for i = 1,2,3,4.
For any distribution g = t(g1, g2) on y3 = 0 with WF(g) ⊂ Γ1, where Γ1 is a conic neighborhood of (0,−η¯′) we shall
look for v such that
(0,−η¯′) /∈ WF((−tD1,E2)F˜1(v)|y3=0 − g), (42)
where tD1 is the transposed operator of D1 in (39). From the form of F1(v) in (18) of [13] F˜1(v)|y3=0 is the Fourier
integral operator with the non-degenerate phase function φ0(y′, η′) of (40) in [13]. From the eighth line in p. 368 of
[13] the principal symbol F˜1(v)|y3=0, which has a form of a 4-dimensional vector, is as follows:(
0
X0
)
g0 + 0(α)− ic0(y′, η′)K(η′),
where t (0, tX0) ∈ S01,0 and t c0(y, η′) ∈ S−1/31,0 are forms of 2 × 4 matrices, X0 is the non-singular 2 × 2 ma-
trix, g0(y′, η′) is non-zero and has a form of a 2-dimensional vector, 0(α) is the symbol belonging to S01,0
whose absolute value is dominated by C|α|, where α = η0/|η′| moves in a small neighborhood of 0, and
K(η′) = A′(α/|η′|2/3)/A(α/|η′|2/3) with the Airy function A(s) belongs to S−1/31,0 and a small symbol. Thus
(−tD1,E2)F˜ (v)|y3=0 is an elliptic Fourier integral operator of order 0 with the non-degenerate phase function.
We can easily fine v which satisfies (42). Let us denote F˜1(v) by F+(g) for a distribution g with WF(g) ⊂ Γ1,
where v is decided from (42). From the argument in Section 3 of [8] F+(g) has the following properties: F+(g) ∈
C∞([0, a); D′(U0 ∪ {y3 = 0}) and WF(F+(g)) in T ∗{y3 > 0} \ 0 is contained in the set {(y, η) ∈ T ∗{y3 > 0};
there exists an outgoing null bicharacteristic strip passing through (y, η) of η23 + s1(y, η′) with an initial point
(y˜′,0, η˜′,±(−s1)1/2(y˜′,0, η˜′)) such that (y˜′, η˜′) ∈ WF(g)}. The operator F−(g) corresponding to an incoming null
bicharacteristic strip is similarly defined by the choice of an another Airy function (see Section 3 of [4]).
In the assumption γ 
s1(p0) ∩ WF(u1) = ∅, we suppose 
 = +. In (35) put V = t (v11, v12, v13, v14) and F =
t (f1, f2, f3, f4) where F1 in (35) is equal to t (f1, . . . , f6). We denote by V c and Fc the 0 extensions of V and F to
{y3 < 0}, respectively. Take a scalar function ρ(y) ∈ C∞0 (U0), where ρ = 1 near 0 and U0 is a small neighborhood of
0 ∈ R4, then for g ∈ C∞0 (U0 ∪ {y3 = 0}),〈
(Dy3 − M˜1)V c, ρF+(g)
〉= 〈Fc,ρF+(g)〉− i〈V (y′,0), (ρF+(g))(y′,0)〉∂ , (43)
where 〈,〉 and 〈,〉∂ are the scalar product in R4 and R4 ∩ {y3 = 0}, respectively. In the left-hand side of (43) taking the
transposed equation of Dy3 − M˜1, we see that〈
V (y′,0),
(
ρF+(g)
)
(y′,0)
〉
∂
= −i〈V c,ρ(Dy3 + t M˜1)F+(g)〉− i〈V c, [Dy3 + t M˜1, ρ]F+(g)〉− i〈ρφFc,F+(g)〉
− i〈Fc, t (1 − φ)ρF+(g)〉, (44)
where φ = φ(y′,Dy′) is a pseudodifferential operator of order 0 such that the support of the symbol φ(y′, η′) is in
a small conic neighborhood of (0, η¯′) and φ(y′, η′) = 1 near (0, η¯′). In the right-hand side of (44) we may assume
that g ∈ E ′(U0 ∩ {y3 = 0}) with the condition that WF(g) is contained in a small conic neighborhood Γ2 of (0,−η¯′),
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C∞(U0 ∪ {0 y3 < a}) for small positive a. Moreover by the assumption WFb(V )∪ γ+s1 (p0) = ∅, we can define the
product 〈V c, [Dy3 + t M˜1, ρ]F+(g)〉 if Γ2 is sufficiently small. Next we shall consider the left-hand side of (44). From
(39) that is equal to: 〈
V2, ρ
(−tD1,E2)F+(g)〉∂ + 〈g1, ρ(F+(g))1〉∂ − 〈V2, [ tD1, ρ](f+(g))1〉∂ , (45)
where (F+(g))1 = t(a1, a2) if F+(g) = t(a1, . . . , a4). From (42), (44) and (45) we can define the product 〈V2, g〉∂
for g ∈D′(U0 ∪ {y3 = 0}) with WF(g) ⊂ Γ2. From the Banach’s closed graph theorem, this fact and (39) imply the
desired property in Proposition 3.4. The proof is complete. 
From Proposition 3.4 we have the following theorem on the propagation of regularities near a diffractive point:
Theorem 3.5. Let p0 = (0, η¯′) be a point in T ∗ {y3 = 0} \ 0 which satisfies that (30), (31) and (∂s1/∂y3)(0, η¯′) < 0.
Let {ui(y); i = 1,2} be an extensible solution of (4), (5) and (6). We assume that γ−s2 (p0) ∩ WF(u2) = ∅, γ−p2(p0) ∩
WF(u2) = ∅ if p2(0, η¯′) < 0, and γ 
s1(p0) ∩ WF(u1) = ∅, where γ 
s1(p0) is the half generalized bicharacteristic with
the end point p0 defined in Definition 3.1 and 
 is + or −. Then (0, η¯′) /∈ WFb(u1)∪WFb(u2), γ+s2 (p0)∩WF(u2) = ∅,
γ+p2(p0)∩ WF(u2) = ∅ if p2(0, η¯′) < 0, and γ−
s1 (p0)∩ WF(u1) = ∅.
Proof. From Proposition 3.4, (40) and (41) we see that (0, η¯′) /∈ WF(v15|y3=0) ∪ (
⋃3
i=1 WF(v2i|y3=0)). Since from
(23) for i = 2 v+2 = t (v21, v22) satisfies the hyperbolic equation (Dy3 − A+2 )v2 = F+2 , where F+2 is defined from the
first two components of F2 in (23) for i = 2. Also v23 satisfies the forward parabolic equation (Dy3 − b+2 )v23 = f+2
in y3 < 0, if p2(0, η¯′) > 0, where f+2 is the third component of F2 in (23) for i = 2. Thus the statements on u2 of the
theorem hold. From Proposition 3.4 and (40) we see that
(0, η¯′) /∈ WF(u1|y3=0)∪ WF
(
(Dy3u1)|y3=0
)
. (46)
Since u1 satisfies the equation L(y,Dy)u1 = 0 in y3 > 0, from (46), the condition γ 
s1(p0) ∩ WF(u1) = ∅ and the
argument appeared in the proof of Proposition 5.3 in Section 5 (see also the proof of Theorem 1.17 in [10]) we can
prove that (0, η¯′) /∈ WFb(u1) and γ−
s1 (p0)∩ WF(u1) = ∅. The proof is complete. 
Next we shall consider a non-diffractive glancing point (0, η¯′) of s1(y, η′). Let us study the following boundary
value problem, (
Dy3 − M˜1(y,Dy′)
)
v = f in y3 > 0, (47)
v1 +D1(y,Dy′)v2 = g1 on y3 = 0, (48)
where M˜1(y,Dy′),D1(y,Dy′) and g1 are in (35) and (39), respectively, and v = t( t v1, tv2) and f are the vector whose
components are equal to first four components of V1 and F1 in (35), respectively. We have the following:
Proposition 3.6. Let v ∈ C∞([0,∞);D′(R3)) be a solution of the problem (47) and (48). Then there exist positive
constants 
0, δ such that for some 0 < 
 < 
0
WFb(v)∩
{
(y, η); 0 y3  
2,
∣∣(y′, η′)− (0, η¯′)∣∣ 
2}= ∅,
then exp(tHs¯1)(0, η¯′) dose not belong to WFb(v) for |t | δ
, where exp(tHs¯1)(0, η¯′) is the bicharacteristic strip of
s¯1(y′, η′) = s1(y′,0, η′)|η′|−1 starting at (0, η¯′).
Proof. From the proof of Theorem 1.21 in [10] and the statement of Theorem 1.22 of [10] we may prove the condition
(1.51)± in [10]. Put v1 = D˜1(y,Dy′)v˜+g1 and v2 = D˜2(y,Dy′)v˜, where v˜ = v2, D˜1 = −D1 and D˜2 = E2. In (1.51)±
we put G±1 = E2, then (1.51)± in [10] becomes to the condition that
±{(−D∗ +D)+ F± − (D∗F±D)(s¯1(0, η′)|η′|−2)}1
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constant, then we have the desired condition. The proof is complete. 
The theorem on the propagation of regularities near glancing point is as follows:
Theorem 3.7. Let p0 = (0, η¯′) ∈ T ∗{y3 = 0} \ 0 be a glancing point of s1, which satisfies the condition (30) and (31).
Let {ui(y); i = 1,2} be an extensible solution of (4), (5) and (6). We suppose that γ−s2 (p0)∩ WF(u2) = ∅, γ−p2(p0)∩
WF(u2) = ∅ if p2(0, η¯′) < 0, and that γ 
s1(p0)∩ WFb(u1) = ∅, where 
 is + or − and γ 
s1(p0) is the half generalized
bicharacteristic starting at (0, η¯′) defined in Definition 3.1.
Then (0, η¯′) /∈ WFb(u1)∪WFb(u2), γ+s2 (p0)∩WF(u2) = ∅, γ+p2(p0)∩WF(u2) = ∅ if p2(0, η¯′) < 0, and γ−
s1 (p0)∩
WF(u1) = ∅.
Proof. From Theorems 2.4, 3.5 and Proposition 3.6 we can use the argument of proving Theorem 3.2 in [6], which
is denoted in the middle part in p. 153 of [6]. If (0, η¯′) ∈ WFb(v), where v is the solution of (47) and (48), then from
the argument we can construct the half generalized bicharacteristic γ 
s1 contained in WFb(v). This is a contradiction
to our assumptions. We can use the same argument for glancing points on γ 
s1 . The proof is complete. 
4. Propagation of regularities at glancing points of p1
In this section we assume the following conditions:
p1(0, η¯′) = 0, p2(0, η¯′) = 0 and s2(0, η¯′) < 0. (49)
Under these conditions we have s1(0, η¯′) < 0. In order to reduce the problem (15) to a microlocally separated system
near (0, η¯′) we use the matrix S1(y, η′) = (s11, . . . , s16) such that s11 = s+11, s12 = s+12, s13 = s−11, s14 = s−12, where s±ij
are in (20) and
s15(y, η
′) = t(η1, η2,0,p1|η′|−1∂g/∂y1,p1|η′|−1∂g/∂y2,−p1|η′|−1)|η′|−1,
s16(y, η
′) = t(−∂g/∂y1,−∂g/∂y2,1, η1|η′|−1, η2|η′|−1,0). (50)
Then from the argument in Section 1.7 of [10] as a = 0 we see that
M1(y, η
′)S1(y, η′) = S(y, η′)
⎛
⎝a
+
1 E 0 0
0 a+1 E2 0
0 0 M˜2
⎞
⎠ (y, η′), (51)
where M˜2(y, η′) has the form of a 2 × 2 matrix and is equal to:(
0 |η′|
−p1|η′|−1 0
)
. (52)
The reduced equation of V1 in (22) is:
Dy3V1 −
(
H+ 0 0
0 H− 0
0 0 M˜2
)
(y,Dy′)V1 = F1, (53)
where H± and M˜2 have the forms of 2 × 2 matrices, the principal symbol of H± is a±1 (y, η′)E2 defined in (13) as
s1(0, η¯′) < 0, and the principal symbol of M˜2(y,Dy′) is in (52). We denote the principal symbol of (D0C1)(y,Dy′)
by (c1, . . . , c6), where D0(Dy′) is the operator in (25). From (18) and (50) the symbols cj (y, η′) (j = 1, . . . ,6) have
the following forms at y = 0:
c1 = t
(
a+1 |η′′|2Λ−31 ,0,−|η′′|2Λ−21 ,
(
ρ1η
2
0 − 2μ1|η′′|2
)|η′′|2Λ−41 ,0,−2μ1a+1 |η′′|2Λ−31 ),
c2 = t
(
0, |η′′|2Λ−21 ,0,0,μ1a+1 |η′′|2Λ−31 ,0
)
,
c3 = t
(
a−|η′′|2Λ−3,0,−|η′′|2Λ−2, (ρ1η20 − 2μ1|η′′|2)|η′′|2Λ−4,0,−2μ1a−|η′′|2Λ−3),1 1 1 1 1 1
K. Yamamoto / J. Math. Pures Appl. 92 (2009) 188–208 201c4 = t
(
0, |η′′|2Λ−21 ,0,0,μ1a−1 |η′′|2Λ−31 ,0
)
,
c5 = t
(|η′′|2Λ−21 ,0,0,0,0, (ρ1η20 − 2μ1|η′′|2)Λ−21 ),
c6 = t
(
0,0,1,2μ1|η′′|2Λ−21 ,0,0
)
, (54)
where Λ1 = |η′|. Denote by Z(0, η′) the 6×6 matrix (Z1, . . . ,Z6), where Z1 = c1,Z2 = c2,Z3 = c5 and (Z4,Z5,Z6)
is the principal symbol of
( −C+21
−C+22
)
at y = 0 in (26) and (27). First let us compute the determinant of Z(0, η¯′).
Lemma 4.1. Under the condition (49) the determinant of Z(0, η¯′) is not zero.
Proof. By the same way to one of calculation the determinant of Y(0, η¯′) in the proof of Lemma 3.2 we have:
(DetZ)(0, η¯′) = −|η′′|6Λ−10{((ρ1 − ρ2)η20 − 2(μ1 −μ2)|η′′|2)2 + a+2 b+2 (ρ1η20 − 2(μ1 −μ2)|η′′|2)2
− a+1 b+2 ρ1η20
(
ρ2η
2
0 − 2(μ2 −μ1)|η′′|2
)}
. (55)
If p2(0, η¯′) < 0, then from (11) and (13) (a+2 b+2 )(0, η¯′) > 0, (a+1 b+2 )(0, η¯′) < 0 and
ρ2η¯
2
0 − 2(μ2 −μ1)|η¯′′|2 = ρ2η¯0 − (λ2 + 2μ2)|η¯′′|2 + (λ2 + 2μ1)|η¯′′|2 > (λ2 + 2μ1)|η¯′′|2 > 0.
It follows that (55) is not zero. If p2(0, η¯′) > 0, then Im(a+2 b+2 ) Im(a+1 b+2 ) < 0. From (55) we see that (DetZ)(0, η¯′) =
0. The proof is complete. 
Put the boundary operator (D0C)(y,Dy′) = (DC1,−DC2) = (c1, . . . , c2) and define Z(y,Dy′) =
(c1, c2, c5, c7, c8, c9) whose principal symbol is Z(0, η′) at y = 0. Then the boundary condition becomes to
(Z−1D0C)t (tV1, tV2) = G. If we assume that for p0 = (0, η¯′) γ−s1 (p0) ∩ WF(u1) = γ−s2 (p0) ∩ WF(u2) = ∅ and
γ−p2(p0)∩ WF(u2) = ∅ if p2(0, η¯′) < 0. The boundary condition becomes to the following these:(
v11
v12
)
+ α1(y,Dy′)v16 = h1 on y3 = 0, (56)
v15 + d1(y,Dy′)v16 = h2 on y3 = 0, (57)(
v21
v22
v23
)
+ β1(y,Dy′)v16 = h3 on y3 = 0, (58)
where (0, η¯′) /∈ WF(h1) ∪ WF(h2) ∪ WF(h3), d1(y,Dy′) is the scalar pseudodifferential operator, α1(y,Dy′) is the
form of a 2 × 2 matrix and β1(y,Dy′) is the form of a 3 × 3 matrix. The operator d1(y,Dy′) in (57) has the following
property:
Lemma 4.2. The operator d1(y,Dy′) in (57) is elliptic at (0, η¯′).
Proof. From the Cramer’s formula we may check the determinant of the principal symbol of (c1, c2, c6, c7, c8, c9)
From the same way of deriving (29) at y = 0 the determinant is equal to:
|η′′|8Λ−121
(
μ1a
+
1 −μ2a+2
)[
a+1
{(
ρ2η
2
0 − 2(μ2 −μ1)|η′′|2
)2 + 4(μ2 −μ1)2a+2 b+2 |η′′|2}− a+2 ρ1ρ2η40], (59)
where the sign of a+1 a
+
2 is −. Since the sing of a+2 b+2 is + when p2(0, η¯′) < 0, (59) is not zero. If p2(0, η¯′) > 0, the
real part of (59) is not zero. The proof is complete. 
From this lemma the reduced problems are essentially same to these in Section 3. So we have the following theorem
on the propagation of regularities near a glancing point of p1.
Theorem 4.3. Let p0 = (0, η¯′) ∈ T ∗{y3 = 0} \ 0 be a glancing point of p1, which satisfies the condition (49). Let
{ui(y); i = 1,2} be an extensible solution of (4), (5) and (6). We suppose that
γ−s (p0)∩ WF(u1) = γ−s (p0)∩ WF(u2) = ∅, γ−p (p0)∩ WF(u2) = ∅ if p2(0, η¯′) < 0,1 2 2
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p1(p0) ∩ WFb(u1) = ∅, where 
 is + or − and γ 
p1(p0) is the half generalized bicharacteristic starting
at (0, η¯′) defined in Definition 3.1. Then (0, η¯′) /∈ WFb(u1) ∪ WFb(u2), γ−s1 (p0) ∩ WF(u1) = γ+s2 (p0) ∩ WF(u2) = ∅,
γ+p2(p0)∩ WF(u2) = ∅ if p2(0, η¯′) < 0, and γ−
p1 (p0)∩ WF(u1) = ∅.
5. Reflective and refractive phenomena of singularities for tangential incident P1 rays with singularities
In this section under the condition (49) we shall consider the following problem: For p0 = (0, η¯′) we suppose that
γ−s1 (p0)∩ WF(u1) = γ−s2 (p0)∩ WF(u2) = ∅, γ−p2(p0)∩ WF(u2) = ∅ if p2(0, η¯′) < 0, and γ 
p1(p0) ⊂ WFb(u1), where

 = + or −. In this situation we shall check that γ+s1 (p0) and γ−
p1 (p0) are contained in WFb(u1) and γ+s2 (p0) and
γ+p2(p0) are also contained in WFb(u2). Unfortunately we cannot treat this problem for general glancing points of p1.
We use the following restriction for the glancing point (0, η¯′).
Definition 5.1. Let p0 = (0, η¯′) ∈ T ∗{y3 = 0} \ 0 such that p1(0, η¯′)  0 and γ˜p1(t;p0) be the null bicharacteristic
strip in T ∗(R4) \ 0 of η23 + p1(y, η′) passing through p˜0 = (0,0, η¯′, (−p1(0, η¯′))1/2) or (0,0, η¯′,−(−p1(0, η¯′))1/2)
at t = 0. Let Γ0 be a conic neighborhood of p0 in T ∗{y3 = 0} \ 0 which satisfies the condition that the generalized
bicharacteristic passing through p1 is unique for any p1 ∈ Σ∞b,p1 ∩ Γ0. We say that p˜0 ∈ Σ˜b,p1 ∩ Γ0, if there exists a
small positive constant a such that {γ˜ (t; p˜0); −a < t < 0} or {γ˜ (t; p˜0); 0 < t < a} is contained in T ∗{y3 < 0} \ 0.
Similarly we define Σ˜b,s1 ∩ Γ0.
From Definition 3.1 (Σ1b,p1 ∪Σ2k+1b,p1 ∪Σ2k,+b,p1 )∩Γ0 (k > 0) is contained in Σ˜b,p1 ∩Γ0 and Σ2k,−b,p1 ∩ Σ˜b,p1 ∩Γ0 = ∅.
Under the condition (49) we suppose that γ−s1 (p0)∩ WF(u1) = γ−s2 (p0)∩ WF(u2) = ∅ and γ−p2(p0)∩ WF(u2) = ∅
if p2(0, η¯′) < 0. So we can consider the boundary value problem (53), (56) and (58). Let us check the principal
symbol of α1(y,Dy′) and β1(y,Dy′). We put X = (ρ1,μ1, λ1, ρ2,μ2, λ2) ∈ R6,+ = {x ∈ R6; xi > 0, i = 1, . . . ,6}
and define S1 = {X ∈ R6,+; ρ2(λ1 + 2μ1) > ρ1(λ2 + μ2)} and S2 = {X ∈ R6,+; ρ2(λ1 + 2μ1) < ρ1(λ2 + μ2)}. We
use the following polynomials:
g1(X) = 4ρ21(μ2 −μ1)2(λ1 + 2μ2)2
{
(λ1 + 2μ1)ρ2 − (λ2 + 2μ2)ρ1
}
× {(λ1 + 2μ1)ρ2 −μ2ρ2}− ρ21μ2(λ2 + 2μ2){(λ1 + 2μ1)ρ2 − 2(μ2 −μ1)ρ1}2
× {(λ1 + 2μ1)ρ2 − (λ1 + 2μ2)ρ1}2, (60)
g2(X) = 4ρ31(μ2 −μ1)2(λ1 + 2μ1)2(λ1 +μ2)
{
(λ1 + 2μ1)ρ2
− (λ2 + 2μ2)ρ1
}−μ1(λ2 + 2μ2){(λ1 + 2μ1)ρ2 − 2(μ2 −μ1)ρ1}2
× {(λ1 + 2μ1)ρ2 − (λ1 + 2μ2)ρ1}2, (61)
g3(X) = μ2(λ1 +μ1)
{
(λ1 + 2μ1)ρ2 − 2(μ2 −μ1)ρ1
}2
−μ1(λ1 + 2μ2)2
{
(λ1 + 2μ1)ρ2 −μ2ρ1
}
, (62)
g4(X) = (μ1 −μ2)2 − (ρ1 − ρ2)2.
Making use of these polynomials, we have the following:
Lemma 5.2. Let (0, η¯′) ∈ T ∗{y3 = 0} \ 0 satisfy the condition p1(0, η¯′) = 0. We have the following three statements:
(i) If X ∈ (S1 ∩{X;g1(X) = 0})∪ (S2 ∩{X;g3(X) = 0}), then the principal symbol α11(y, η′) of the first component
of α1(y,Dy′) in (56) is not zero at (0, η¯′).
(ii) If X ∈ (S1 ∩{X;g2(X) = 0})∪ (S2 ∩{X;g4(X) = 0}), then the principal symbol β11(y, η′) of the first component
of β1(y,Dy′) in (58) is not zero at (0, η¯′).
(iii) If X ∈ S1 ∪ (S2 ∩ {X;g4(X) = 0}), then the principal symbol β13(y, η′), which is the third component of
β1(y,Dy′) in (58), is not zero at (0, η¯′).
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α11(0, η′) = A1(η′)
[
2(μ2 −μ1)a−2 b−2
(
ρ1η
2
0 − 2(μ1 −μ2)|η′′|2
)
+ (ρ2η20 − 2(μ2 −μ1)|η′′|2)((ρ2 − ρ1)η20 − 2(μ2 −μ1)|η′′|2)], (63)
β11(0, η′) = A2(η′)
[
2(μ2 −μ1)a−1 b−2
(
ρ1η
2
0 − 2(μ1 −μ2)|η′′|2
)
+ (ρ2η20 − 2(μ2 −μ1)|η′′|2)((ρ2 − ρ1)η20 − 2(μ2 −μ1)|η′′|2)], (64)
β13(0, η′) = A3(η′)
[
a−1
(
ρ2η
2
0 − 2(μ2 −μ1)|η′′|2
)− a−2 (ρ1η20 − 2(μ1 −μ2)|η′′|2)], (65)
where Ai(η¯′) = 0 (i = 1,2,3). First in (65) the sign of a−1 a−2 is −. If X ∈ S1, from the condition p1(0, η¯′) = 0 we
see that η¯20 = ρ−11 (λ1 + 2μ1)|η¯′′|2 and ρ2η¯20 − (λ2 + 2μ2)|η¯′′|2 > 0. Thus (ρ2ρ−11 (λ1 + 2μ1) − 2(μ2 − μ1))|η′′|2 >
(λ2 +2μ1)|η¯′′|2 > 0 and ρ1((λ1 +2μ1)/ρ1 −2(μ2 −μ1)) = λ1 +2μ2 > 0. These inequalities imply the statement (iii)
for X ∈ S1. If X ∈ S2, in (63) from (13) we have (a−2 b−2 )2(0, η′) = (ρ2η20 − μ2|η|2)(ρ2η20 − (λ2 + 2μ2)|η|2). Insert
ρ−11 (λ1 +2μ1)|η′′|2 into η20 and subtract the square of the second term in the parenthesis of the right-hand side of (63)
from the square of the first term in the parentheses. Then from (13) we have the polynomial g3. For X ∈ S1 by the
same way we have the polynomials g1(X) and g2(X), respectively. In (ii) and (iii) if X ∈ S2 ∩ {X;g4(X) = 0}, then
either the real parts or imaginary parts of (63) and (64) are non-zero at (0, η¯′). The proof is complete. 
We shall prove the following:
Proposition 5.3. Let p˜ be a point in a small conic neighborhood of p0 = (0, η¯′) in T ∗{y3 = 0} \ 0, and be a point
in Σ˜b,p1 ∩ Γ0. We suppose that γ−s1 (p0) ∩ WF(u1) = γ−s2 (p0) ∩ WF(u2) = ∅, γ−p2(p0) ∩ WF(u2) = ∅ if p2(0, η¯′) < 0,
and that γ 
p1(p˜) ⊂ WFb(u1), where 
 is + or −. Then in the boundary value problem (53), (56), (57) and (58)
p˜ ∈ WF(v16|y3=0).
Proof. We shall show that if p˜ /∈ WF(v16|y3=0), then p˜ /∈ WFb(u1). This is a contradiction to our assumption γ 
p1(p˜) ⊂
WFb(u1). If p˜ /∈ WF(v16|y3=0), then from (56), (57) and (58) we see that
p˜ /∈ WF(u1|y3=0)∪ WF
(
(Dy3u1)|y3=0
)
. (66)
Let us come back to Eq. (4) of u1, that is, L1(y,Dy)u1 = 0 in y3 > 0. Here we denote L1(y,Dy) by
A1(y)Dy3 + B1(y,Dy′)Dy3 + C1(y,Dy′). Let u˜1 be the zero extension of u1 to {y3 < 0}. Then u˜1 satisfies the
following equation:
L1u˜1 = −(A1u)(y′,0)⊗ δ(1)3 − i(A1Dy3u1 +B1u1)(y′,0)⊗ δ3, (67)
where δ3 is the Dirac function with the variable y3 and δ(1)3 = dδy3/dy3. By easy computations and (66) we see that
for any C > 0 the intersection of the wave front set of the right-hand side of (67) and the set {(y, η) ∈ T ∗R4 \ 0;
(y′, η′) ∈ Γ0, C|η3| < |η′|, |y3| < 
0} is an empty set, where Γ0 is a small conic neighborhood of p˜ and 
0
is a small positive number. Since L1 is elliptic near (0, (0,0,0,1)) ∈ T ∗(R4), there exists a properly supported
classical pseudodifferential operator Q(y,Dy) of order −2 such that QL1 = I + R, where R is of order 0 and
WF(R)∩ {(y, η) ∈ T ∗R4 \ 0; |η′| <C0|η3|} = ∅. From (67) it follows that
u˜1 = −Ru˜1 −Q
(
(Au1)(y
′,0)⊗ δ(1)3 + (A1Dy3u1 +B1u1)(y′,0)⊗ δ3
)
.
Let φ(y′,Dy′) be a pseudodifferential operator of order 0 such that p˜ is an elliptic point of φ(y′,Dy′) and WF(φ) ⊂
Γ0. Then since the form of Q satisfies the assumption stated in Lemma 8.33 of [1], from the proof of Theorem 21.4
of [3] we see that the φQ((A1u1)(y′,0)⊗ δ(1)3 + i(A1Dy3u1 +B1u1)(y′,0)⊗ δ3) is smooth, if 0 y3  
1 for small

1 > 0. On the other hand by Proposition 2.3 of [14] we can regard φR as a pseudodifferential operator in R4. Thus if
we can show that
WF(u˜1)∩
{
(y, η) ∈ T ∗R4 \ 0; (y′, η′) ∈ Γ1, (C0/2)|η3| < |η′|, |y3| < 
1
}= ∅, (68)
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1 is a small positive number and C0 is the constant appeared in the
condition on WF(R), we see that φRu˜1 is smooth for {|y3| < δ0}, which means that φu1 is smooth for 0 y3 < δ0. We
shall derive (68) from our assumption p˜ ∈ Σ˜b,p1 . Put p˜ = (y0, η˜′) and consider the point p˜1 = (y0, η¯′, η¯3) ∈ T ∗(R4),
where (C0/2)|η¯3| < |η¯′|, (η¯′, η¯3) ∈ S3 and η¯′ = αη˜′ for some α > 0. We remark this point dose not belong to the wave
front set of the distribution in the right-hand side of (67). Thus if p˜1 is an elliptic point of L1(y,Dy), it follows that p˜1
dose not belong to WF(u˜1). If p˜1 is a null point of η23 − s1(y, η′), then from the condition p˜ ∈ Σ1b,s1 , u˜1 = 0 in {y3 < 0}
and the theorem on the propagation of singularities for L1 in the interior of the domain, we see the p˜1 /∈ WF(u˜1). If
p˜1 is a null point of η23 − p1(y, η′), then from the assumption that p˜ ∈ Σ˜b,p1 we have the same fact p˜1 /∈ WF(u˜1).
Since S3 is a compact set and WF(u˜1)c is an open set, we can take the desired Γ1 and δ1. The proof is complete. 
Let us state our theorem on reflective and refractive phenomena of the propagation of singularities for an incident
P1 ray with singularities.
Theorem 5.4. Let p0 = (0, η¯′) ∈ T ∗{y3 = 0} \ 0 be a point belonging to Σ˜b,p1 ∩ Γ0 and satisfying (49). The Lamé
constants λi,μi (i = 1,2) in (1) satisfy the condition
X = (ρ1,μ1, λ1, ρ2,μ2, λ2) ∈
(
S1 ∩
{
X: gi(X) = 0, i = 1,2
})∪ (S2 ∩ {X: gi(X) = 0, i = 3,4}),
where Si and gi(X) are defined in (60), (61) and (62). Let {ui; i = 1,2} be an extensible solution of the boundary
value problem (4), (5) and (6) and satisfy the conditions that γ−s1 (p0) ∩ WF(u1) = γ−s2 (p0) ∩ WF(u2) = ∅, γ−p2(p0) ∩
WF(u2) = ∅ if p2(0, η¯′) < 0, and that γ 
p1 is contained in WFb(u1) near p0. Then there exist a positive constant 
0,
a conic neighborhood Γ0 of p0 and a conic neighborhood Γ˜0 of (0,0, η¯′,0) ∈ T ∗(R4) \ 0 such that they satisfy the
following conditions:
(i) The connected part of γ−
p1 (p0) with p0 in Γ0 ∪ Γ˜0 is contained in WFb(u1).
(ii) For any p˜ ∈ γp1(p0)∩ Σ˜b,p1 ∩ Γ0 γ+s1 (p˜) ⊂ WF(u1) and γ+s2 (p˜)∪ γ+p2(p˜) ⊂ WF(u2).
Proof. Let Γ0 be a small conic neighborhood of p0 such that if p˜ ∈ Σ1b,s1 ∩ Γ0, then γ−s1 (p˜) ∩ WF(u1) = ∅ and
if p˜ ∈ Σ1b,r2 ∩ Γ0, then γ−r2 (p˜) ∩ WF(u2) = ∅, where r2 = s2 or p2. Let us prove the statement (i). We denote by
γ˜ = {γ−
p1 (t;p0); a < t < b} the connected part of γ−
p1 (p0) with p0 in Γ0 ∪ Γ˜0. Since WFb(u1) is a closed set, we
may prove that γ˜ ∩WFb(u1) is a dense subset of γ˜ . Suppose that there exists an open subinterval (a1, b1) ⊂ (a, b) such
that {γ−
p1 (t;p0); a1 < t < b1} ∩ WFb(u1) = ∅. Then Theorem 3.1 in [14] for s = ∞ and Theorem 2.4 in Section 2
we may assume that p˜0 = γ−
p1 (a1,p0) ∈ WFb(u1)∩Σ(2)b,p1 . Now we can use Theorem 4.4 in Section 4 near p˜0, which
implies that p˜0 /∈ WFb(u1). This is a contradiction. Next we shall show the statement (ii). Let us consider the boundary
operator (56), (57) and (58). From Proposition 5.3 we have p˜ ∈ WF(v16|y3=0). Moreover from the elliptic property
near p0 stated in Lemma 5.2 we see that
p˜ ∈ WF(v11|y3=0)∩ WF(v21|y3=0)∩ WF(v23|y3=0).
Since t (v11, v12), t(v21, v22) and v23 satisfy the hyperbolic equations, we have the statement (ii). The proof is com-
plete. 
Let us explain the contents of Theorem 5.4 for the following example: Let us consider the original problem (1),
(2) and (3). Here we assume that in a neighborhood of 0 ∈ R3 the domain Ω1 and Ω2 are locally given by {x ∈ R3;
x3 + x31 > 0} and {x ∈ R3; x3 + x31 < 0}, respectively. Let (t (s), x1(s)) be the solution of the equation,
dx1
ds
(s) = −2(1 + 9x1(s)4)−3/2, x1(0) = 0, (69)
dt
(s) = 2
(
λ1 + 2μ1)−1/2(1 + 9x1(s)4)−1, t (0) =
(
λ1 + 2μ1)1/2
x¯1, (70)
ds ρ1 ρ1
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x¯1,0,0,0) and δ0 is sufficiently small, and put
γ˜−p1(X¯) =
{(
t, x¯1 − (λ1 + 2μ1)/ρ1
)−1/2
t,0,0); 0 < t  ((λ1 + 2μ1)/ρ1)1/2x¯1}.
We shall consider the outgoing characteristic curve +(α;P(s¯)) or the incoming one −(α;P(s¯)) of τ 2 − α|ξ |2 in
{x3 + x31 > 0} starting from P(s¯) ∈ γ˜+p1(X¯), which are defined by the following way: For small δ1 > 0 and P(s¯) =
(t (s¯), x1(s¯),0,−x1(s¯)3) ∈ γ˜+p1(X¯) we put
±
(
α;P(s¯))= {(t, α((λ1 + 2μ1)/ρ1)−1/2(3x21(s¯)η±3 (s¯;α)− ∣∣G(s¯)∣∣)(t − t (s¯))
+ x1(s¯),0, α
(
(λ1 + 2μ1)/ρ1
)−1/2
η±3 (s¯;α)
(
t − t (s¯)− x1(s¯)3
)); 0 < ±(t − t (s¯))< δ1},
where |G(s¯)| = (1+9x1(s¯)2)1/2 and η±3 (s¯;α) = 3x1(s¯)2 ± ((λ1 +2μ1)/(ρ1α)−1)1/2/|G(s¯)|. From Theorem 5.4 we
have the following:
Corollary 5.5. We assume that the domains Ω1 and Ω2 are locally defined by the above way near 0 and that
X = (ρ1, λ1,μ1, ρ2, λ2,μ2) satisfies the condition stated in Theorem 5.4. If an extensible solution {ui(t, x); i = 1,2}
of (1), (2) and (3) satisfies the following conditions:
(a) (0, x¯1,0,0, ((λ1 + 2μ1)/ρ1)1/2,1,0,0) ∈ WF(u1);
(b) u1(t, x) is C∞ near (0, (μ1x¯1)/ρ1,0, (μ1(λ1 + 2μ1))1/2x¯1/ρ1);
(c) u2(t, x) is C∞ near the both points (0, (λ2 + 2μ2)x¯1/ρ2,0, (((λ2 + 2μ2)/ρ2)(((λ1 + 2μ1)/ρ1 − (λ2 +
2μ2))/ρ2))1/2x¯1) and (0, (μ2x¯1)/ρ2,0, ((μ2/ρ2)((λ1 + 2μ1)/ρ1 −μ2)/ρ2))1/2x¯1.
Then we have the following statements:
(i) u1(t, x) is not C∞ at the every point belonging to γ˜−p1 ∪ {X¯} ∪ γ˜+p1 .
(ii) For any P(s¯) ∈ γ˜+p1(X¯) u1(t, x) is not C∞ at any point on +(μ1/ρ1;P(s¯)).
(iii) For any P(s¯) ∈ γ˜+p1(X¯) u2(t, x) is not C∞ at any point on −(μ2/ρ2;P(s¯))∪ −((λ2 + 2μ2)/ρ2;P(s¯)).
Proof. By the coordinate transform κ : y0 = t, yi = xi (i = 1,2), y3 = x3 + x31 the function γp1(y′,0, η′) in (8)
is (η22 − ρ1(λ + 2μ)−1η20)/|G|2 + η21/|G|4, where |G|2 = 1 + 9x41 . Let γ = {(y′(s), η′(s))} be the null bicharac-
teristic strips of rp1(y′,0, η′) starting at ((ρ−1(λ + 2μ))1/2x¯1,0,0,−(ρ−1(λ + 2μ))1/2,−1,0) when s = 0. Since
η0(s) = −(ρ−1(λ + 2μ))1/2, η2(s) = 0, y2(s) = 0 and rp1(y′(s),0, η′(s)) = 0, we see that η1(s)2 − |G(s)|2 = 0,
that is, η1(s) = −|G(s)| from η1(0) = −1, where |G(s)| = (1 + 9y1(s)4)1/2. Thus y1(s) and y0(s) satisfy the same
equations (69) and (70) as x1(s) = y1(s) and t (s) = y0(s). The transformed curve of the bicharacteristic curve of
rp1(y
′,0, η′) by κ−1 is γ˜+p1(X¯). It is not difficult to show that 
+(μi/ρi : P(s¯)) (i = 1,2) is the outgoing characteristic
curve of ρiτ 2 − μi |ξ |2 starting at P(s¯). Since all points on γ˜+p1(X¯) belong to Σ˜b,p1 , we have the desired statements
from Theorem 5.4. The proof is complete. 
6. Reflective and refractive phenomena of singularities for tangential incident S1 rays with singularities
The reflective and refractive phenomena for tangential incident S1 rays are different from these for tangential
incident P1 rays, because there are two kinds of S waves which are called SH waves and SV waves in seismology.
We assume that the point p0 = (0, η¯′) satisfies the conditions (30) and (31), and that WF(u2) ∩ γ−s2 (p0) = ∅ and
WF(u2)∩ γ−p2(p0) = ∅ if p2(0, η¯′) < 0. Under these assumptions we can consider the problem (35) and (23) for i = 2
with the boundary conditions (39), (40) and (41). We put S¯1 = {X ∈ R6,+; ρ2μ2 − ρ1(λ2 + 2μ2) > 0} and S¯2 = {X ∈
R6,+; ρ2μ2 − ρ1(λ2 + 2μ2) < 0}, where X = (ρ1,μ1, λ1, ρ2,μ2, λ2), and define the following polynomials:
h1(X) = ρ1
(
ρ2μ1 − ρ1(λ2 + 2μ2)
)
(μ1 + 2μ2)2 + (λ1 +μ1)
(
ρ2μ1 − 2ρ1(μ2 −μ1)
)2
,
h2(X) = ρ1(2μ2 −μ1)− ρ2μ1,
h3(X) = (ρ1 − ρ2)2 + (μ1 −μ2)2.
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Lemma 6.1. Let us β1(y,Dy′) be the pseudodifferential operator with the form 2 × 2 matrix whose all (i, j) compo-
nents are equal to these of β(y,Dy′) in (41). If X belongs to S¯1 ∪ (S¯2 ∩ {X;hi(X) = 0, i = 1,2}), then β1(y,Dy′) is
elliptic at (0, η¯′).
Proof. First we shall show that the principal symbol of (1,1) component of β1(y,Dy′) is not zero at (0, η¯′). From the
proof of Lemma 3.2 and the Cramer’s formula we shall compute the determinant of X1 = (c11, c12, c15, c13, c˜2, c˜3),
where c1j (j = 1,2,3,5) are in (36) and c˜j is the j th column of
( C˜+21
C˜+22
)
defined by (26) and (27). By the same
calculation appeared in the proof of Theorem 2.2 we see that
DetX1 = X¯1(η′)
{
b+1
(
ρ2η
2
0 − 2(μ2 −μ1)|η′′|2
)− b+2 (ρ1η20 − 2(μ1 −μ2)|η′′|2)}, (71)
where X¯1(η′) = 0. Here we remark ib+1 (0, η¯′) is real and non-zero, b+2 (0, η¯′) is real and non-zero when X ∈ S¯1, and
ib+2 (0, η¯′) is real and non-zero when X ∈ S¯2. Since ρ1η¯20 = μ1|η¯′′|2, DetX1(0, η¯′) = 0 when X ∈ S¯1. If X ∈ S¯2, by
substituting μ1|η′′|2/ρ1 for η20 in (b+1 )2(ρ2η20 − 2(μ2 − μ1)|η′′|2)2 − (b+2 )2(ρ1η20 − 2(μ1 − μ2)|η′′|2)2, we have the
polynomial h1(X). Thus if X ∈ S¯2 ∩ {X;h1(X) = 0}, the principal symbol of the (1,1) component of β1(y,Dy′) is
not zero at (0, η¯′). Next we shall compute the principal symbol of the (2,2) component of β1(y,Dy′). In this case we
check the determinant of X2 = (c11, c12, c15, c˜1, c14, c˜3). By the same way we see that
DetX2 = X¯2(η′)
{|η′′|2((ρ1 − ρ2)η20 − 2(μ1 −μ2)|η′′|2)2
+ a+2 b+2
(
ρ1η
2
0 − 2(μ1 −μ2)|η′′|2
)2 − a+2 b+1 ρ1η20(ρ2η20 − 2(μ2 −μ1)|η′′|2)}, (72)
where X¯2(η¯′) = 0. Hear if X ∈ S¯1, then since (a+2 b+2 )(0, η¯′) is positive, the real part of the parenthesis of the right-hand
side of (71) is not zero. If X ∈ S¯2, the real part of the parenthesis of the right-hand side of (71) is |η′′|2((ρ1 − ρ2)η20 −
2(μ1 − μ2)|η′′|2)2, which is not zero at η¯′ if h2(X) = 0. The essential part of the (1,2) component of β1(y,Dy′) is
the determinant of (c11, c12, c15, c14, c˜2, c˜3), which is zero. The proof is complete. 
Next we shall show an equivalent condition that the outgoing P2 ray with singularities occurs from the considered
point.
Proposition 6.2. We assume that X belongs to S¯1 ∩ {X;h3(X) = 0}, and that for p0 = (0, η¯′) WF(u2) ∩ γ−s2 (p0) = ∅
and WF(u2)∩ γ−p2(p0) = ∅ if p2(0, η¯′) < 0. Then there exist a conic neighborhood Γ1 of (0, η¯′) ∈ T ∗{y3 = 0} \ 0 and
a pseudodifferential operator a(y,Dy′) of order 0, which satisfy the following:
(i) If we put V˜1 = T (y,Dy′)V1, where
T (y,Dy′) =
(
T0 0 0
0 T0 0
0 0 E2
)
(y,Dy′), (73)
with the forms T0 =
( 1 −a(y,Dy′ )
0 1
)
and E2 =
( 1 0
0 1
)
, then V˜1 satisfies the same type equation to (35).
(ii) The equivalent condition γ+p2(p˜) ⊂ WFb(u2) for p˜ = (y˜′, η˜′) ∈ Γ1 is the condition p˜ ∈ WF(v˜13|y3=0), where v˜13
is the third component of V˜1.
Proof. From the form of T (y,Dy′) in (73) the statement (i) is easy. We denote by β2(y,Dy′) the third line of
β(y,Dy′) in (41) and put β2(y,Dy′) = (β21, β22). First we shall show that the principal symbol of β21(y,Dy′)
is not zero at (0, η¯′). By the same way appeared in the proof of Lemma 6.1 we may check the determinant of
X3 = (c11, c12, c15, c˜1, c˜2, c13). By the same calculation it follows that
DetX3 = X¯3(η′)
{(
(ρ1 − ρ2)η20 − 2(μ1 −μ2)|η′′|2
)− 2b+a+(μ1 −μ2)|η′′|2}, (74)1 2
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if h3(X) = 0. In the boundary condition in (39) for V˜1 the changed operator of D1 is elliptic, if D1 is elliptic and
the same fact holds for β1(y,Dy′). The form of β2(y,Dy′) becomes to (β21, β21a + β22)(y,Dy′). Thus if we put
a(y,Dy′) = −β21(y,Dy′)−1β22(y,Dy′), we have the boundary condition,
v23 + β21(y,Dy′)v˜13 = g˜3 on y3 = 0, (75)
where (0, η¯′) /∈ WF(g˜3|y3=0). Since from the condition X ∈ S¯1 v23 satisfies the hyperbolic equation (Dy3 −
b+2 (y,Dy′))v23 = f˜ , where (0, η¯′) /∈ WFb(f˜ ), the equivalent condition that for p˜ ∈ Γ1 near p˜ γ+p2(p˜) ⊂ WFb(u2)
is that p˜ ∈ WF(v23|y3=0). From (75) we have the statement (ii). The proof is complete. 
Let us start to show the reflective and refractive phenomena for the incident tangential S1 rays with singularities.
Let Γ0 be a neighborhood of (0, η¯′) such that the generalized bicharacteristic passing through p1 is unique for any
p1 ∈ Σ∞b,p1 ∩Γ0. First we assume that (30) holds and p2(0, η¯′) > 0. In this case the reflective and refractive phenomena
are simple and its proof is same to one of Theorem 5.4.
Theorem 6.3. Let p0 = (0, η¯′) ∈ T ∗{y3 = 0} \ 0 be a glancing point of s1, which belongs to Σ˜b,s1 ∩ Γ0 and satisfies
the conditions (22) and p2(0, η¯) > 0. We assume that X = (ρ1,μ1λ1, ρ2,μ2λ2) ∈ S¯2 ∩{x;hi(X) = 0, i = 1,2}, where
hi(X) is in the front of Lemma 6.1. Let {ui(y); i = 1,2} be an extensible solution of (4), (5) and (6) and satisfy that
γ−s2 (p0)∩WF(u2) = ∅ and γ 
s1(p0) ⊂ WF(u1). Then there exist a conic neighborhood Γ0 p0 and a conic neighborhood
Γ˜0 of (0,0, η¯′,0) such that they satisfy the following two statements:
(i) The connected part of γ−
s1 with p0 in Γ0 ∪ Γ˜0 is contained in WFb(u1).
(ii) For any p¯ ∈ (γs1(p0) ∩ Γ0 ∩ Σ˜b,s1)γ+s2 (p¯) ⊂ WF(u2), where γs1(p0) is the full generalized bicharacteristic for
η23 + s1(y, η′) passing through p0.
Next we shall assume that p2(0, η¯′) < 0. In this case the reflective and refractive phenomena for the incident
tangential S1 rays are quiet different from these of Theorem 5.4.
Theorem 6.4. Let p0 = (0, η¯′) ∈ T ∗{y3 = 0}\0 be a glancing point of s1, which belongs to Σ˜b,s1 ∩Γ0 and satisfies the
conditions (30) and p2(0, η¯) < 0. We assume that X = (ρ1,μ1λ1, ρ2,μ2, λ2) ∈ S¯1 ∩ {x;h3(X) = 0}. Let {ui(y); i =
1,2} be an extensible solution of (4), (5) and (6) and satisfy that γ−s2 (p0) ∩ WF(u2) = γ−p2(p0) ∩ WF(u2) = ∅ and
γ 
s1(p0) ⊂ WF(u1), where 
 is + or −. Then there exist a conic neighborhood Γ0 of p0 a conic neighborhood Γ˜0 of
(0,0, η¯′,0) such that they satisfy the following statements:
(i) The connected part of γ−
s1 (p0) with p0 in Γ0 ∪ Γ˜0 is contained in WFb(u1).
(ii) For any p˜ ∈ (γs1(p0) ∩ Γ0 ∩ Σ˜b,s1) γ+s2 (p˜) ⊂ WF(u2), where γs1(p0) is the full generalized bicharacteristic for
η23 + s1(y, η′) passing through p0.
(iii) For each point p˜ ∈ (γs1(p0) ∩ Γ0 ∩ Σ˜b,s1) we have one of the following two conditions: (a) γ+p2(p˜) ⊂ WF(u2),
(b) γ+p2(p˜) ∩ WF(u2) = ∅. In particular if γ+p2(p0) ∩ WF(u2) = ∅, then for all p˜ we have (b). The choice of (a)
or (b) is decided from the statement (ii) in Proposition 6.2.
Proof. The proofs of the statement (i) and (ii) are same to these of Theorem 5.4. Let us consider the statement (iii).
If the considered point p˜ is in Σ˜b,s1 \ Σ1b,s1 , then from the same argument of the proof of Proposition 5.3 we have
that p˜ ∈ WF(v13|y3=0) ∪ WF(v14|y3=0). In the case that the considered point p˜ is in Σ1b,s1 if we suppose that p˜ /∈
WF(v13|y3=0) ∪ WF(v1|y3=0), then from (39) and (40) p˜ /∈ WFb(V1|y3=0). Since the component of V1 satisfy the
first order hyperbolic equations or the first order parabolic equations in y3 > 0, we see that p˜ /∈ WFb(u1). This is a
contradiction to the statement (i) of this theorem. So we see that for any p˜ ∈ WF(v˜13|y3=0) ∪ WF(v˜14|y3=0), where
V˜1 = (v˜11, . . . , v˜14). From Proposition 6.2 we have the statement (iii). The proof is complete. 
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