Abstract-Despite the great prosperity and fast development of image segmentation technology, threshold selection method is still the best choice in many practical applications. The state-of-theart threshold selection methods perform poorly in segmenting many images with different modalities, such as the magnetic resonance images, cell images, and laser line images. Thus, it is desirable to come up with a more robust method that could segment images with different modalities with the optimum accuracy. To this end, the method should be flexible and its parameters should be adjustable for different types of images. In this paper, we propose to compute the threshold based on the slope difference distribution, which is computed from the image histogram with adjustable parameters. First, the pixels are clustered based on the peaks of the slope difference distribution into different pixel classes. Second, the threshold is selected based on the valleys of the slope difference distribution to separate the pixel classes. The robustness of this threshold selection method relies on the adjustable parameters that could be calibrated to achieve the optimum segmentation accuracy for each specific type of images. The proposed threshold selection method is tested on both the synthesized images and the real images. Experimental results show that the proposed method outperforms the state-ofthe-art methods as a whole.
I. INTRODUCTION

I
MAGE segmentation has been studied and researched extensively for many decades because of its wide application and great importance in different computer/machine vision applications. After a long time, the segmentation problem remains challenging while researchers have turned their attentions to high level algorithms. As the basic technique of image segmentation, threshold selection remains its influence in image processing applications although the research enthusiasm in threshold selection has fallen off greatly. In the past decades, many threshold selection methods [1] - [21] have been proposed and they are based on different computation criteria. We divide state of the art threshold selection methods into the following categories. (1) Entropy method [2] , [3] ; (2) Iterative method [4] ; (3), Histogram modes based method [5] ; (4) Modeling based method [6] - [13] ; (5) Histogram shape based method [14] ; (6) Fuzzy sets based method [15] - [17] .
Manuscript received March 21, 2017 ; accepted June 20, 2017 Entropy based method computes the optimum threshold by maximizing the entropy information of the segmented histogram distribution. Different functions [1] were proposed by different researchers to compute the entropy and their performances vary according to the modalities of images. For the fuzzy images, different membership functions were proposed and combined with the entropy functions to compute the optimum thresholds [1] . Their performances are different depending on the modalities of the images to be segmented [1] . The iterative method finds the threshold by convergence and its performance also varies according to the modalities of the segmented images [4] . The histogram modes based method is nonparametric and could detect the small histogram modes accurately to avoid over and under segmentation [5] . Modeling based method maximizes the discriminant criterion derived from the proposed model. For example, one popular model was proposed by Otsu in 1979 and it is still among the most used threshold selection methods that are frequently referenced. Similar to entropy-based method, the modeling method also finds the threshold from a global optimization. Most of the models assume the two classes of gray-level distributions Gaussian distributed. For the shape based method, [14] use convex hull method to find the concavity points as the candidates of the thresholds. However, the threshold is easy to be trapped to local valleys instead of the global ones. In some situations, the valley does not exist at all in the histogram distribution. For the fuzzy sets based methods [15] , [16] , different membership functions were proposed to partition the pixel classes. There is one and only one common background among these threshold selection methods and it is that all of them are based on the image histogram. Besides these methods, there are other popular segmentation methods that utilize the image histogram, e.g. the clustering methods that are very popular in the practical image segmentation applications. For instance, the fuzzy C-means clustering [17] , expectation maximization (EM) clustering [18] , K-means clustering [19] are frequently adopted in segmenting application specific images. Unfortunately, in the conducted experiments, these state-of-the-art methods make mistakes frequently in providing desirable segmentation solutions.
The shortcomings of the above image histogram based methods are as follows. (1) Except the histogram shape and the histogram mode methods, all the other referenced methods calculate a global optimization according to some criterion derived from functions with considerable complexity. The derived criterions are based on the assumption that a specific number of classes of gray-level distributions exist and they are distinct. Unfortunately, this assumption is usually not true. For the real image, its histogram distribution usually consists of multiple gray-level distributions and these distributions overlap and intermingle near the thresholding point instead of being distinct from each other. Although fuzzy set theory is used to deal with this problem in many applications, its calculated threshold or cluster center is frequently deviated from the desirable accuracy. (2) The segmentation accuracies of most state of the art methods are affected by the distance between the clustering centers of different pixel classes. Most state of the art threshold selection methods tend to find the threshold that separate the pixel classes with the largest distance regardless of the requirements of applications while state of the art clustering methods tend to merge two pixel classes when their distance is comparatively small. The histogram modes based method has been proposed to solve this problem by detecting very small histogram modes [5] . (3) All the above state of the art methods could be easily affected by the noise in the image. Besides, there are also popular image segmentation methods that are not based on the image histogram, e.g. the watershed method [20] , the active contour (AC) method [21] , [22] , the global minimization (GM) method [23] , the graph-cuts based method [24] and the level set (LS) method [25] . These methods are also easily affected by the noise.
In this paper, we propose a flexible threshold selection method based on the slope difference distribution of the image histogram. It uses the slope difference (SD) distribution to clustering and partitioning different pixel classes. The peaks of the slope difference distribution correspond to the mean values of different pixel classes and the valleys of the slope difference distribution correspond to the thresholding points between different pixel classes. One property of the slope difference distribution for two Gaussian distributed pixel classes is that the valley position changes monotonically with the modeling parameter while the peak position remains relatively stable. Based on this property, the optimal parameter for a specific type of images could be determined by a simple and automatic calibration process, which solves the first shortcoming inherent in histogram based state of the art methods mentioned above. Different pixel classes are clustered based on the peaks of the slope difference distribution, which is not affected by the distances between different pixel classes. Hence, the second shortcoming could be avoided. To deal with the third shortcoming, we design a discrete Fourier transformation (DFT) based low pass filter to remove the noise from the histogram distribution. For the quantitative evaluation and comparison with state of the art methods, the proposed threshold selection method is tested on different types of synthesized images with different magnitudes of noise. In addition, we also tested the proposed method with the practical images with different modalities acquired from specific applications under study, e.g. the left ventricle MR images, microscopic cell images and welding laser line images. Experimental results showed that the proposed threshold selection method outperforms state of the art methods significantly in segmenting quite a few images with different modalities. This paper is organized as follows. Firstly, the proposed threshold selection method is described and illustrated in section II. In Section III, the advantages of the proposed threshold selection method over state of the art segmentation 
II. THE PROPOSED METHOD
The proposed method consists of three parts: (1) computation of the slope difference distribution based on the normalized image histogram; (2) selection of the thresholds based on the peaks and valleys of the computed slope difference distribution; (3) calibration of the parameters, N and W to yield the optimum segmentation accuracy for each specific type of images. All three parts will be described in detail in this section. The flowchart of the proposed method is shown in Fig. 1 , where the contents in the ellipses are variables that are dependent on the inputted image. The contents in the rectangles are invariable operations/algorithms. The solid arrows denote the input and the hollow arrows denote the output. The left and middle columns illustrate the process of threshold selection while the right column illustrates the process of parameter calibration for each specific type of images.
A. Computation of Slope Difference Distribution
The image histogram is defined as the pixel distribution in the image. We define the slope difference distribution of the image as the global variation rate of the pixel distribution by utilizing N adjacent points, which is different from the second derivative that utilizes 2 adjacent points. The slope difference distribution is computed as follows.
Firstly, the grayscales of the image are re-arranged in the interval [0, 255] by the following equation.
where H × J is the resolution of the image. h is the index of the pixel along the vertical direction of the image and j is the index of the pixel along the horizontal direction of the image. Then, its normalized histogram distribution, P(x) is computed by the following equations:
where F i denotes the frequency of the pixel i and F j denotes the maximum frequency that occurs at j in the interval [0, 255] . Secondly, we filter the normalized histogram distribution, P(x) in the frequency domain by transforming it into the frequency domain with the discrete Fourier transform (DFT):
Then the low frequency parts from 0 to W are kept and the rest of high frequency parts are eliminated by the following equation.
The default value of W is 10 and it could be calibrated for each specific type of images to get its optimal value. The reason we choose the discrete Fourier transform based filter is based on the test of many popular filters including the time domain and frequency domain filters. Considering both the efficiency and accuracy, we find that the discrete Fourier transformation based filter outperforms other filters significantly in this conducted research work.
After the histogram distribution is filtered in the frequency domain, it is transformed back into spatial domain by the following equation.
P (x) is the smoothed histogram distribution. Before computing the slope difference, we compute two slopes for each point on P (x), one on the left side of the point and the other on the right side of the point. We compute them by fitting a line model with N adjacent points at each side. The straight line is modeled as:
where
T is the coefficient of the modeled line and it is computed as:
. .
. . .
where B is the design matrix of the least square fitting method and Y is the input data vector.
are the N adjacent points at the left side of the point
] are the N adjacent points at the right side of the point (x i , y i ).
Two slopes, a le f t and a right at point (x i , y i ) could be obtained from Eq. 7. The slope difference of point (x i , y i ) is computed as:
The discrete function, s (i ) could be represented in the continuous version as s (x) and it is defined as the slope difference distribution. Setting the derivative of s (x) to zero, we could get the valleys V i ; i = 1, 2, . . . , N valley with greatest local variations and the peaks P i ; i = 1, 2, . . . , N peak with greatest local variations of the slope difference distribution. The fundamental property (Property 1) of the slope difference distribution is that the peaks of the slope difference distribution correspond to the clustering centers of different pixel classes (the objects or the background) while the valleys correspond to the thresholds that separate different pixel classes. With the assumption that each pixel classes follow the Gaussian distribution (which is true in most cases), another important property (Property 2) of the slope difference distribution is that the valley positions change monotonically with the number of the fitted points N in the line model while the peak positions keep almost unchanged when the parameter, N is changed gradually.
B. Threshold Selection
Depending on the segmentation requirement, the proposed threshold selection process is flexible with some changeable manual input parameters. The first manual input parameter is the number, N of fitting points of the line model and its default value is 15. The second manual input parameter is the number of pixel classes, N classes the image contains and its default value is 2. The third manual input parameter is the case, C in which the user wants the image to be segmented. Based on Property 1, the number of the pixel classes are determined by the number of the peaks, N peak of the slope difference distribution and the value of N peak should be equal to or greater than 2. However, not all peaks are useful in segmenting the image into meaningful regions. The peaks are sorted in the decrease direction and the pixel values that correspond to the sorted peaks are defined as the mean values of the pixel class 1, 2, 3, 4 and so on. Case C = 1 is defined as the segmentation between pixel class 1 and pixel class 2. Case C = 2 is defined as the segmentation between pixel class 2 and pixel class3. Case C = 3 is defined as the segmentation between pixel class 3 and pixel class 4. The other cases, C = 5, 6, 7 and so on are defined in the same way. The default value of the case is C = 1. For each case, we find the valley with the maximum absolute value between the two peaks that correspond to the two pixel classes to be segmented and the pixel value that corresponds to this valley is the selected threshold. As can be seen, the number of the valleys, N valley in the slope difference distribution should be equal to or greater than 1.
To demonstrate the process of selecting the threshold by the proposed method, we synthesized an image with two objects on the background in Fig. 2 (a) . The gray-scale mean values of the objects are 100 and 150 respectively and the grayscale mean value of the background is 50. We also add the Gaussian noise with magnitude of 30. In Fig. 2 (d) , the original histogram of the synthesized image is plotted in mauve and the smoothed histogram is plotted in cyan. The slope difference distribution is plotted in blue for the peak part and in red for the valley part. The derivative of the slope difference is plotted in green and its intersections with the horizontal axis are denoted in blue crosses for the peaks and in red circles for the valleys respectively. The valley positions (red circles) on the left side of the leftmost peak position (blue cross) and on the right side of the rightmost peak position will not be considered as the candidate thresholds. Hence, there are only two candidate thresholds in Fig. 2 (d) and they are between the first peak position and the last peak position. For Case 1, it is to segment the two pixel classes corresponding to the largest peak and the second largest peak and there are two candidate thresholding positions that correspond to the two valleys between these two peaks ( Fig. 2 (d) ). The optimum threshold is selected as the first candidate thresholding position because it corresponds to the valley with the greatest absolute value. With this optimum threshold, the two objects are segmented from the background as shown in Fig. 2 (b) .
For Case 2, it is to segment the two pixel classes corresponding to the second largest peak and the third largest peak. There is only one candidate thresholding position that corresponds to the only valley between these two peaks ( Fig. 2 (d) ) and it is selected as the optimum threshold to segment the object. The segmentation result is shown in Fig. 2 (c) . In Fig. 2 (d) , the peaks of the slope difference distribution correspond to the clustering centers of the three pixel classes (50, 100 and 150) exactly because the shape of the histogram is retained well after smoothing by the proposed DFT filter. We also show the slope difference distributions computed by filtering the histograms with other filters in Fig. 2 (e) , (f) and (g) for comparison purposes. In Fig. 2 (d) , the peaks of the slope difference distribution lie exactly at 50, 100 and 150 no matter what the parameter N is chosen in the range of [5] , [50] . In Fig. 2 (e) , the discrete Fourier transform (DFT) filter is changed to infinite impulse response (IIR) filter and the peaks of the slope difference distribution are changed to 60, 105 and 158 when the parameter N is chosen as 15. In addition, the positions of these peaks do not remain unchanged when varying the value of the parameter N in the range of [5] , [50] and the number of the valleys between these peaks is changed from 2 to 3. The additional introduced valley might affect the accuracy of selecting the optimum threshold. In Fig. 2 (f) , the finite impulse response (FIR) method is used to filter the histogram and the peaks of the computed slope difference distribution are changed to 51, 102 and 150. The number of the valleys between these peaks is changed from 2 to 4, which might also affect threshold selection process. In Fig. 2 (g) , the time domain moving average filter is used to smooth the histogram and the peaks of the computed slope difference distribution lie at 52, 99 and 151. In addition, the number of the peaks is changed from 3 to 4 and the number of the valley is changed from 2 to 3, which will increase the complexity of the threshold selection process and might also decrease its accuracy. In summary, the proposed DFT filter is significantly more effective than other types of filters in this research work and it is thus very important for the proposed threshold selection method.
With the help of the above demonstration, we could give the explanations for the two properties of slope difference distribution. The explanation of the first property of the slope difference distribution is as follows. The peak of the slope difference distribution corresponds to the peak of the smoothed histogram while the peak of the smoothed histogram corresponds to the pixel mean value of the object when its intensity distribution is Gaussian distributed. In most cases, the intensify distribution of the object in the image is assumed to be Gaussian distributed in which situation the first property works well in clustering. Even in situations that the intensity distribution is not Gaussian distributed, the peak of the slope difference distribution will lie around the position of the pixel mean value of the object or background because the peak part of the smooth histogram is isolated. On the other hand, the valleys of the slope difference distribution lie at the valley parts of the smoothed histogram where the intensity distributions of different objects intermingle. Hence, they could separate the objects from each other. The explanation of the second property is that the peak parts of the histogram are isolated from each other and there are no mutual interferences between them. Hence, the peak positions keep almost unchanged for the Gaussian distributed pixel classes when the parameter, N is changed gradually. On the contrary, the adjacent valley parts of the histogram intermingle together and the value of the parameter N determines what proportions of the two valley parts are used to compute the threshold. As a result, the valley positions change monotonically with the number of the fitted points N in the line model.
To demonstrate the property of the proposed method that the valley positions change monotonically with the number of the fitted points N, we synthesized two images, computed the thresholds with different parameter, N in Fig. 3 . We also show the computed thresholds by state of the art methods for references. For the first synthesized image as shown in Fig. 3 (a) , the pixel mean values are 50 for the background and 100 for the objects respectively with variance of Gaussian noise equals 30. For the second synthesized image as shown in Fig. 3 (b) , the pixel mean values are 100 for the background and 200 for the objects respectively with variance of Gaussian noise equals 30. The thresholds computed by the proposed method and state of the art thresholding methods for the first synthesized image are shown in Fig. 3 (c) . As can be seen, the range of the thresholds computed by the proposed method with different parameter N covers the range of the thresholds computed by state of the art methods except that of the fuzzy entropy method which failed in calculating a valid threshold in this specific example. The thresholds computed by the proposed method and state of the art thresholding methods for the second synthesized image are shown in Fig. 3 (d) . This time, the range of the thresholds computed by the proposed method with different parameter N covers the range of all the thresholds computed by state of the art methods.
Please note that most state of the art methods find the global optimization with the fixed parameters. Hence, the above demonstration is not to compare the accuracy of the proposed method with those of state of the art methods. As a matter of fact, we want to demonstrate the second property of the slope difference distribution and use the results by state of the methods as references. The demonstration indicates that the range of the thresholds computed by the proposed method with different parameter N covers the range of the thresholds computed by state of the art methods. Thus, the proposed threshold selection method could be calibrated to be the most accurate method for segmenting a specific type of images. The threshold selection process is summarized in Algorithm 1.
C. Calibration of the Parameter
We use the popular F-measure to calibrate the parameter N and the filtering bandwidth W for each type of images to achieve the optimum final segmentation. For a specific type of images, the calibration is summarized as follows.
Firstly, we select one or several typical images from this specific type of images and we know the benchmark segmentation results for these images in advance (e.g. by manual delineation).
Then, we vary the value of parameter N from 5 to 70 and the value of the filtering bandwidth W from 2 to 20 respectively. Then we compute the F-measure, F 1 of the automatic segmentation result by the proposed threshold selection method and the benchmark segmentation result by the following equations.
where p denotes the precision measure and r denotes the recall measure. S t denotes the segmentation result by the proposed (10)).
Threshold selection:
3) Sort the peaks of the slope difference distribution in the magnitude decrease direction. 4) Choose the first N classes peaks as valid peaks and delete other smaller peaks. 5) Select two peaks according to the inputted case and find the valley with maximum absolute value between them.
6) The threshold is selected at the position corresponding to the found valley, V i . Result: the threshold T . slope difference (SD) threshold selection method and S bench denotes the benchmark segmentation result.
At last, we choose the parameter N and the optimal filtering bandwidth W that yield the largest F-measure to compute the threshold for this specific type of images. The calibration process is summarized in Algorithm 2.
III. EXPERIMENTAL RESULTS
A. Experimental Method
To verify the superiority of the proposed method, we compare it with as many image segmentation methods as possible based on the availabilities of their source codes. The compared state of the art methods include: watershed method [20] ; the method of active contour without edge (ACWE) [21] ; the method of active contour based on region (ACBR) [22] ; the method of global minimization (GM) [23] ; normalized cuts (NC) [24] ; distance regularized level set (DRLS) [25] ; threshold selection by cross entropy (TSCE) [2] ; threshold selection by fuzzy entropy (TSFE) [3] ; iterative threshold selection (ITS) [4] ; threshold selection by max entropy (TSME) [1] ; Otsu threshold selection (OTS) [6] ; the expectation maximization (EM) method [18] ; the K-means (KM) method [19] ; the local fuzzy threshold selection (LFTS) [16] ; the fuzzy c-means (FCM) method [17] .
Experiment 1: We use the real images from several machine vision applications that are under study [26] - [28] to evaluate the performance of the proposed method and state of the art methods. Ten typical MR images of the left ventricle from the open dataset [29] and ten typical cell images from the BBBC003 dataset [30] are used to compare both the qualitative and the quantitative results. The parameters of the proposed 2) Compute the slope difference distribution (Eq. (4)-Eq. (10)). 3) Sort the peaks of the slope difference distribution in the magnitude decrease direction. 4) Choose the first N classes peaks as valid peaks and delete other smaller peaks. 5) Select two peaks according to the inputted case and find the valley with maximum absolute value between them. 6) The threshold is selected at the position corresponding to the found valley, V i . 7) Obtain the segmentation result, S t with the selected threshold.
Calibration:
8) Compute the F-measure between S t and S bench . end; end; Results: Select the n = N that yields the largest F-measure as the fitting number; Select the w = W that yields the largest F-measure as the optimal filtering bandwidth. method are kept the same as {N = 15; N classes = 3 c; C = 2; W = 5} for these 20 images. For the MR images, the boundary of the left ventricle needs to be identified. After segmentation, the edge of segmented left ventricle is extracted and then refined by spline function. One typical laser line image from [28] is used for the qualitative comparison because no benchmark result is available for the laser line image. The best segmentation is defined as the one that could be classified into different laser lines more robustly by the subsequent processing [28] . All the fifteen state of the art methods are compared with the proposed method in Experiment 1.
Experiment 2: For more quantitative results, we synthesized an image dataset with two hundred images and segmented the objects in four situations to compare the proposed method with the state of the art methods. There are two objects, one dark and one bright in the first one hundred synthesized images. The dark object has the mean value of μ 1 = 100, Results by different methods for a typical MRI image (a) The proposed method; (b) watershed [20] ; (c) ACWE [21] ; (d) ACBR [22] ; (e) GM [23] ; (f) NC [24] ; (g) DRLS [25] ; (h) TSCE [2] ; (i) TSFE [3] ; (j) ITS [4] ; (k) TSME [1] ; (l) OTS [6] ; (m) EM [18] ; (n) KM [19] ; (o) LFTS [16] ; (p) FCM [17] .
the bright object has the mean value of μ 2 = 150 and the background has the mean value of μ 0 = 50. We increase the noise variance gradually from V = 1 to 100 to generate these one hundred images. The second one hundred synthesized images contain also two objects with the mean value of the dark object changing to μ 1 = 80 and all the other parameter remain the same. Ten state of the art methods are compared with the proposed method in Experiment 2 because the other five methods perform poorly and very time-consuming in the programming loop. The compared state of the art methods are ACWE [21] , TSCE [2] , TSFE [3] , ITS [4] , TSME [1] , OTS [6] , EM [18] , KM [19] , LFTS [16] and FCM [17] .
Experiment 3: To test the accuracy of segmenting images with multiple classes by the proposed method, we have synthesized one hundred images with four objects and one background. The mean values for the four objects are μ 1 = 100, μ 2 = 150, μ 3 = 200 and μ 4 = 250 respectively and the mean value of the background is μ 0 = 50. The variance of the noise also varies gradually from V = 1 to 100. Only those state of the art methods that could segment multiple classes are compared with the proposed method. The compared state of the art methods are OTS [6] , EM [18] , KM [19] and FCM [17] .
B. Experimental Results
1) Results of Experiment 1:
We segment two typical magnetic resonance (MR) left ventricle images to demonstrate the superiority of the proposed method over state of the art methods in segmentation accuracy. One typical left ventricle during the systole state is segmented and the results are shown in Fig. 4 . One typical left ventricle image during the diastole is segmented and the results are shown in Fig. 5 . As can be seen, the segmentation result of the proposed method matches [20] ; (c) ACWE [21] ; (d) ACBR [22] ; (e) GM [23] ; (f) NC [24] ; (g) DRLS [25] ; (h) TSCE [2] ; (i) TSFE [3] ; (j) ITS [4] ; (k) TSME [1] ; (l) OTS [6] ; (m) EM [18] ; (n) KM [19] ; (o) LFTS [16] ; (p) FCM [17] . the manual segmentation better than all the other state of the art segmentation methods. The quantitative results for ten MR images are shown in Table I and the proposed method achieves the best F-measure value. Please note that the same postprocessing is performed for all the methods to extract the boundary for the MR images.
We show the segmentation results of two typical cell images by the proposed method and state of the art methods in Fig. 6 and Fig. 7 for qualitative comparison. As can be seen, the segmentation result by the proposed method matches better with the benchmark result than all state of the art methods. The quantitative comparisons using 10 cell images are shown in Table II . The proposed method achieves the best F-measure. Fig. 8 shows the segmentation results of a typical laser line image with four laser lines in total by different methods. [20] ; (c) ACWE [21] ; (d) ACBR [22] ; (e) GM [23] ; (f) NC [24] ; (g) DRLS [25] ; (h) TSCE [2] ; (i) TSFE [3] ; (j) ITS [4] ; (k) TSME [1] ; (l) OTS [6] ; (m) EM [18] ; (n) KM [19] ; (o) LFTS [16] ; (p) FCM [17] . [20] ; (c) ACWE [21] ; (d) ACBR [22] ; (e) GM [23] ; (f) NC [24] ; (g) DRLS [25] ; (h) TSCE [2] ; (i) TSFE [3] ; (j) ITS [4] ; (k) TSME [1] ; (l) OTS [6] ; (m) EM [18] ; (n) KM [19] ; (o) LFTS [16] ; (p) FCM [17] .
The segmentation result by the proposed method achieves the best segmentation for the subsequent unsupervised clustering of laser lines [28] .
2) Results of Experiment 2: Fig. 9 (a) shows a synthesized image with the parameter {μ 0 = 50, μ 1 = 100, μ 2 = 150; V = 19} for demonstration purpose. Fig. 9 (b) shows a Results by different methods for a typical laser line image (a) The proposed; (b) watershed [20] ; (c) ACWE [21] ; (d) ACBR [22] ; (e) GM [23] ; (f) NC [24] ; (g) DRLS [25] ; (h) TSCE [2] ; (i) TSFE [3] ; (j) ITS [4] ; (k) TSME [1] ; (l) OTS [6] ; (m) EM [18] ; (n) KM [19] ; (o) LFTS [16] ; (p) FCM [17] .
synthesized image with the parameter {μ 0 = 50, μ 1 = 80, μ 2 = 150, V = 19} for demonstration purpose. In situation1, two objects in the one hundred synthesized images with parameters {μ 0 = 50, μ 1 = 100, μ 2 = 150, V = 1, 2, . . . , 100} are segmented and the true boundary is shown in Fig. 9 (c) . In situation2, the bright object only in the one hundred synthesized images with parameters {μ 0 = 50, μ 1 = 100, μ 2 = 150, V = 1, 2, . . . , 100} is segmented and the true boundary is shown in Fig. 9 (d) . In situation3, two objects in the one hundred synthesized images with parameters {μ 0 = 50, μ 1 = 80, μ 2 = 150, V = 1, 2, . . . , 100} are segmented and the true boundary is shown in Fig. 9 (c) . In situation2, the bright object only in the one hundred synthesized images with parameters {μ 0 = 50, μ 1 = 80, μ 2 = 150, V = 1, 2, . . . , 100} is segmented and the true boundary is shown in Fig. 9 (d) The optimal parameters, N and W are calibrated with ten selected images independently in each situation. Fig. 10 (a) and (b) show the change of the computed F-measures with the variations of the fitting number and the filtering bandwidth respectively. As can be seen, the change of the value N affects the accuracy greatly while the change of the value W does not affect the accuracy significantly in this designed experiment.
The computed F-measure accuracies for the synthesized one hundred images by different methods in these four situations are plotted in Fig. 11 (a), (b) , (c) and (d) respectively. The average accuracy measures by different methods for the four situations are shown in Table III, Table IV, Table V and Table VI respectively. The proposed method outperforms state of the art methods because (1), the proposed method could be adjusted to select the right number of the classes and cases based on the practical requirements; (2) the accuracy of the proposed method could be improved by calibrating the fitting number, N and the filtering bandwidth, W for each specific type of images.
From the statistical results shown in Fig. 11 and Tables III-VI, it is seen that none of these segmentation methods could achieve hundred percent accuracy for any of the tested images, which is caused by the firstshortcoming that their ideal assumptions are not true while the histogram distribution consists of multiple gray-level distributions and these distributions overlap near the thresholding point instead of being distinct from each other. The proposed method achieved the best accuracy because it could compensate the inaccuracy caused by the firstshortcoming through parameter calibration. From the results shown in Fig. 11 (d) and Table V , it is seen that the proposed method is significantly more accurate than state of the art methods because of the second shortcoming that state of the art methods tended to separate the two pixel classes with the largest distance. From all the statistical results, the performances of all these segmentation methods become worse gradually with the increase of the noise, which is the third shortcoming that was defined in the introduction. Although the proposed DFT filter is very effective in reducing the noise, it could not avoid the noise induced errors completely. Fig. 12 (a) shows a synthesized image with the parameter {μ 1 = 100, μ 2 = 150, μ 3 = 200, μ 4 = 250, V = 50}. Fig. 12 shows the benchmark boundaries in four situations and they are denoted in blue, red, magenta and green respectively. The computed F-measure accuracies for the synthesized images by different methods in four situations are plotted in Fig. 13 (a), (b) , (c) and (d) respectively. The average accuracy measures by different methods for in these four situations are shown in Table VII, Table VIII,  Table IX and Table X respectively. As can be seen, the proposed method outperforms state of the art methods.
3) Results of Experiment 3:
C. Discussion
For the methods proposed in [26] - [28] , only the valleys of the slope difference distribution are used to find the threshold while the threshold selection method proposed in this paper utilizes both the peaks and the valleys of the slope difference distribution to compute the optimum threshold. In addition, the method proposed in this paper incorporates the calibration process to find the optimum parameter N and W to achieve the optimum segmentation accuracy. In [26] - [28] , the proposed method is mainly focused on two-classes segmentation. In this paper, the proposed threshold selection method is generalized to segment multiple classes. In addition, the superiority of the proposed method over state of the art method is validated with quantitative results extensively in this paper.
The computation complexity of the proposed method is O(4G N). Hence, the total length of the histogram, G should not be too long. On the other hand, if the length of the histogram is shortened too much for computation efficiency, details of the image might be damaged. The default value of G is 255.
In many applications, over and under-segmentation could not be avoided. The proposed method aims to find the optimal segmentation to meet the practical requirements by specific applications under study [26] - [28] . In addition, the proposed method is only suitable for one dimensional histogram segmentation. For higher dimensional histograms, they should be transformed into one dimension at first. For instance, one channel of the color images should be selected or the color images need to be transformed to gray images at first before the proposed method could be used for segmentation.
IV. CONCLUSION
In this paper, a flexible threshold selection method is proposed to segment different types of images, which is frequently required in practical applications. The proposed threshold selection method is based on the slope difference distribution that is defined in this paper. The slope difference distribution is computed from the smoothed histogram by the designed DFT filter. Hence, it is more resistant to noise than state of the art image segmentation methods. The proposed method could be calibrated to achieve the optimum accuracy. Hence, it could meet the segmentation requirements of specific applications better than state of the art methods. There are also situations that fail all the evaluated state of the art methods while the proposed method could segment the object successfully. A large quantity of datasets including both the synthesized and the practical images are used to validate the proposed threshold selection method. Experimental results showed that the proposed threshold selection method is significantly more accurate than state of the art methods for the overall performances.
