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We study the band topology and the associated linking structure of topological semimetals with nodal lines
carrying Z2 monopole charges, which can be realized in three-dimensional systems invariant under the combi-
nation of inversion P and time reversal T when spin-orbit coupling is negligible. In contrast to the well-known
PT -symmetric nodal lines protected only by pi Berry phase in which a single nodal line can exist, the nodal lines
with Z2 monopole charges should always exist in pairs. We show that a pair of nodal lines with Z2 monopole
charges is created by a double band inversion (DBI) process, and that the resulting nodal lines are always linked
by another nodal line formed between the two topmost occupied bands. It is shown that both the linking struc-
ture and the Z2 monopole charge are the manifestation of the nontrivial band topology characterized by the
second Stiefel-Whitney class, which can be read off from the Wilson loop spectrum. We show that the second
Stiefel-Whitney class can serve as a well-defined topological invariant of a PT -invariant two-dimensional (2D)
insulator in the absence of Berry phase. Based on this, we propose that pair creation and annihilation of nodal
lines with Z2 monopole charges can mediate a topological phase transition between a normal insulator and a
three-dimensional weak Stiefel-Whitney insulator (3D weak SWI). Moreover, using first-principles calculations,
we predict ABC-stacked graphdiyne as a nodal line semimetal (NLSM) with Z2 monopole charges having the
linking structure. Finally, we develop a formula for computing the second Stiefel-Whitney class based on parity
eigenvalues at inversion invariant momenta, which is used to prove the quantized bulk magnetoelectric response
of NLSMs with Z2 monopole charges under a T -breaking perturbation.
PACS numbers:
Introduction.— Topological semimetals [1–38] are novel
states of matter whose band structure features gap-closing
points or lines. Such gapless nodal points or lines are pro-
tected by either crystalline symmetry [4–17] or topological
invariants [18–38]. The nodal point (Weyl point) in a Weyl
semimetal [31–38] is a representative example of the latter
case. Due to the quantized monopole charge, Weyl points al-
ways exist in pairs [31–34]. Moreover, pair creation and an-
nihilation of Weyl points can mediate topological phase tran-
sitions between a normal insulator (NI) and a topological in-
sulator in three dimensions (3D) [31–33, 37–40]. Since the
origin of the monopole charge is the Berry curvature of com-
plex electronic states, breaking either time reversal T [31–
33] or inversion P [35–38] is a precondition to host a Weyl
point [34].
However, recent theoretical studies have found that, in
the presence of P and T symmetries, a nontrivial monopole
charge can exist, carried by a nodal line (NL), when spin-
orbit coupling is negligibly weak [18–23]. Here the monopole
charge is a Z2 number originating from the topology of real
electronic states [18–20, 23], which is clearly distinct from
the integer monopole charge of Weyl points originating from
complex electronic states. In fact, recently, spinless fermions
in PT -symmetric systems have received great attention due
to the discovery of semimetals with NLs protected by pi
Berry phase [23–26], appearing in various forms including
rings [41–49], crossings [50–53], chains [54–56], links [57–
∗Electronic address: bjyang@snu.ac.kr
64], knots [63–65], nexus [66–68], and nets [69–71]. How-
ever, all the NL belonging to this class do not carry a Z2
monopole charge. Because of this, such a NL can exist alone
in the Brillouin zone (BZ), which can disappear after shrink-
ing to a point [23]. No candidate material has been predicted
to host Z2-nontrivial NLs (Z2NLs) yet. Although there are
preceding theoretical studies on Z2NLs [21–23], the generic
feature of the associated band structure topology, which is
useful to facilitate material discovery, has not been thoroughly
studied.
In this work, we study topological characteristics unique
to a nodal line semimetal (NLSM) with Z2 monopole
charges and propose the first candidate material, ABC-stacked
graphdiyne. In particular, we describe the mechanism for cre-
ating Z2NLs and the linking structure between them, which
originates from the underlying global topological characteris-
tics of real electronic states represented by the second Stiefel-
Whitney (SW) class. The linking structure exists between
a Z2NL near the Fermi energy EF and another NL below
EF , similar to the linking structure predicted in 5D Weyl
semimetal recently [72]. This demonstrates that, in contrast
to the common belief, the topological property of NLSM is
determined not only by the local band structure near crossing
points at EF but also by the global topological structure of all
occupied bands below EF .
Band crossing in PT -invariant spinless fermion systems.—
Z2-trivial NLs can be described as follows [23, 26]. Since
(PT )2 = +1 in the absence of spin-orbit coupling, PT op-
erator can be represented by PT = K where K denotes
the complex conjugation. In this basis, the PT invariance of
the Hamiltonian, PTH(k)(PT )−1 = H(k), requires H(k)
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FIG. 1: (a) Band structure near a nodal line (NL) with zero Z2
monopole charge. (b) Band structure near a NL carrying a unit Z2
monopole charge (Z2NL) linked with another nodal line (NL∗) be-
low the Fermi level (EF ). (c) Atomic structure of ABC-stacked
graphdiyne. (d) Band structure of ABC-stacked graphdiyne where
thick orange lines indicate degenerate NLs above and below EF . (e)
The shape of two Z2NLs (red loops) at EF (E = 0) linked with
a NL∗ below EF (yellow line) in ABC-stacked graphdiyne. Here,
for clarity, only the NL∗ linked with Z2NLs is shown whereas other
unlinked NL∗s are not plotted.
to be real. Then the effective two-band Hamiltonian near
a band crossing point can be written as H(k) = f0(k) +
f1(k)σx+f3(k)σz,where σx,y,z are the Pauli matrices for the
two crossing bands and f0,1,3(k) are real functions of momen-
tum k=(kx, ky, kz). Because closing the band gap requires
only two conditions f1,3(k) = 0 to be satisfied whereas there
are three independent variables kx,y,z , the generic shape of
band crossing points is a line.
On the other hand, to describe Z2NLs, one needs to con-
sider a four-band Hamiltonian as first proposed in [23]. When
the reality condition is imposed, H(k) can include three 4×4
anticommuting matrices, which indicates that a 3D massless
Dirac fermion can exist. The Dirac point is stable against the
gap opening because the mass terms, which are imaginary, are
forbidden. However, there are other allowed real matrix terms
that can deform the Dirac point into a NL. For instance, let us
consider the following Hamiltonian introduced in [23],
H(k) = kxσx + kyτyσy + kzσz +mτzσz, (1)
where τx,y,z and σx,y,z are Pauli matrices. The energy eigen-
values are E = ±
√
k2x + (ρ± |m|)2 where ρ =
√
k2y + k
2
z .
One can see that the conduction and valence bands touch
along the closed loop (a Z2NL) satisfying kx = 0 and ρ =
|m|. Moreover, two occupied bands cross along another line
along ρ = 0 (NL∗), which is linked with the Z2NL. Because
of this linking, the Z2NL is stable and distinct from trivial
NLs. As m → 0, the linking requires that the Z2NL shrinks
to a Dirac point. As m becomes finite after sign reversal, the
size of the Z2NL increases again. It can never disappear by
itself. Because a single Z2NL is stable, only a pair of Z2NLs
can be created by band inversions.
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FIG. 2: (a) Evolution of band structure during a double band in-
version (DBI). Red (Orange) points and lines indicate the crossing
between the conduction and valence bands (two occupied bands). ±
indicate the inversion eigenvalues at the Γ point. (b) A variant of DBI
process realized in graphdiyne. Due to the three-fold rotation sym-
metry, both the valence and conduction bands are degenerate along
the kz axis, thus NL∗ exists before Z2NLs are created.
Z2NLs in ABC-stacked graphdiyne.— Our first-principles
calculations predict that ABC-stacked graphdiyne realizes
Z2NLs with the linking structure. ABC-stacked graphdiyne
is an ABC stack of 2D graphdiyne layers composed of a sp2-
sp carbon network of benzene rings connected by ethynyl
chains. [See Fig. 1(c).] Recently, Nomura et. al. [73] theo-
retically proposed ABC-stacked graphdiyne as a NLSM. Here
we show that the NLs in this material are Z2NLs. Consistent
with [73], we find NLs occurring off the high-symmetry Z
point of the BZ. While the electronic band structure displays
band gap along the high-symmetry lines as shown in Fig. 1(d),
the valence and conduction bands cross off the high-symmetry
k points along a pair of closed NLs colored in red in Fig. 1(e).
Additionally, we find that two topmost occupied bands form
another NL [the orange line in Fig. 1(e)], which pierces the
red NLs, manifesting the proposed linking structure. Interest-
ingly, the effective four-band Hamiltonian describing ABC-
stacked graphdiyne near EF is identical to Eq.(1) [73], indi-
cating the generality of our theory.
Double band inversion (DBI).— Let us illustrate a generic
mechanism for a pair creation of Z2NLs in inversion symmet-
ric systems, which is comprised of consecutive band inver-
sions, dubbed a double band inversion (DBI). For concrete-
ness, we describe a DBI by using the Hamiltonian in Eq. (1)
after the replacement kz → |k|2 − M . The evolution of
the band structure during the DBI is illustrated in Fig. 2(a)
as a function of the parameter M . As we increase M from
M < −|m|, the first band inversion occurs at M = −|m| be-
tween the top valence and bottom conduction bands, creating
a trivial NL. Then, the inversion at M = 0 between two occu-
pied (unoccupied) bands generates another NL below (above)
EF , which we call NL∗. The last band inversion at M = |m|
between two inverted bands near EF splits the trivial NL into
two Z2NLs linked by the NL∗ below EF [Fig. 2(a)]. During
3the DBI, each occupied (unoccupied) band crosses both of two
unoccupied (occupied) bands, which explains why the mini-
mal number of bands required to create a Z2NL is four. In
ABC-stacked graphdiyne, both valence and conduction bands
are doubly degenerate along the high-symmetry kz axis due
to three-fold rotation symmetry, thus NL∗ exists from the be-
ginning. In such a system, a single band crossing immediately
inverts two occupied and two unoccupied bands having oppo-
site parities, generating a Z2NL pair as shown in Fig. 2(b). In
noncentrosymmetric systems, Z2NL pair creation occurs in a
similar manner, that is, by splitting a trivial NL into a Z2NL
pair which are linked with another NL below EF as described
in [75].
Z2 monopole charge, linking number, and the second
Stiefel-Whitney class.— Here we give a formal proof for the
equivalence between the Z2 monopole charge and the link-
ing number, based on the correspondence between the Z2
monopole charge and the second Stiefel-Whitney (SW) class
implied by K-theory [74].
The Z2 invariant was originally defined in [23] as follows.
First, we take real occupied states by imposing PT |unk〉 =
|unk〉. Then we consider a sphere surrounding a NL, which
is divided into two patches (the northern and southern hemi-
spheres) overlapping along the equator as shown in Fig. 3(a).
One can find smooth real states |uNnk〉 (|uSnk〉) on the northen
(southern) hemisphere. On the overlapping circle, |uN,Snk 〉
are connected by a smooth transition function tNS(k) ∈
SO(Nocc) in a way that |uSnk〉 = tNSmn(k)|uSmk〉, where Nocc
denotes the number of occupied bands. Let us note that, since
the real occupied states are orientable on a sphere, transition
functions can be restricted to SO(Nocc) [75]. The homotopy
group pi1(SO(Nocc > 2)) = Z2 indicates that there is a Z2-
type obstruction for defining real smooth state on the sphere,
which is nothing but theZ2 monopole charge of NLs. Because
pi1(SO(2)) = Z, the winding number of tNS(k) is an inte-
ger invariant when Nocc = 2. In this case, the Z2 monopole
charge is defined by the parity of the winding number.
Now we make a connection between the Z2 monopole
charge and the second SW class w2. w2 characterizes the ob-
struction to lifting transition functions of real occupied states
to their double covering group [96–98]. When w2 = 0
(w2 = 1), the lifting is allowed (forbidden). For simplic-
ity, let us first consider the case with Nocc = 2 so that the
transition function tNS(k) = exp(iθ(k)σy), where σx,y,z
are the Pauli matrices for two occupied bands. When the
Z2 monopole charge on the sphere is 0 (1), the angle θ(k)
evolves from 0 to 4npi ((4n + 2)pi) with an interger n, be-
cause tNS is periodic along the equator and has an even (odd)
winding number. Now let us ask whether it is possible to
take a lift tNS → t˜NS from SO(2) to its double covering
group U(1) while the periodicity of t˜NS is kept. To answer
this, one defines a two-to-one mapping pi : U(1) → SO(2)
by using t˜NS(θ) = exp(i θ2 ) and t
NS(θ) = exp(iθσy). Let
us note that when tNS(θ) has an even (odd) winding num-
ber with θ ∈ [0, 4npi] (θ ∈ [0, (4n + 2)pi]), t˜NS(θ) is peri-
odic (non-periodic), thus the lifting from tNS to t˜NS is well-
defined (ill-defined). The same argument applies to the case
with Nocc > 2 [97]. The Z2 monopole charge is thus identi-
fied with w2.
To derive the equivalence between w2 and the linking num-
ber, let us continuously deform the sphere wrapping a NL γ,
by gluing the north and south poles at the center, into a thin
torus completely enclosing γ. As long as the band gap remains
finite during the deformation, w2 is invariant since the gluing
of the north and south poles does not creat a monopole, which
is further confirmed numerically as shown in Fig. 3(c,d). We
assume that the torus is thin enough so that all occupied bands
on it are non-degenerate. In this limit, according to the Whit-
ney sum formula [99, 100],w2 safisfies the following relations
modulo two [75]
w2 =
∑
n<m
[w1,φ(Bn)w1,θ(Bm)− w1,φ(Bm)w1,θ(Bn)] (2)
where w1,φ/θ(Bn) is the first SW class of the nth occupied
band Bn along the toroidal/poloidal cycle on the torus wrap-
ping γ. As shown in [75], the first SW class w1,φ/θ(Bn) cor-
responds to the Berry phase Φn,φ/θ of the nth band along φ/θ
calculated in a smooth complex gauge, and it characterizes the
orientability of the occupied states. Through a direct calcula-
tion of the Berry phase in a Coulomb gauge, we find that [75]
w2 =
∑
γ˜j
Lk(γ, γ˜j), (3)
where Lk(γ, γ˜j) = 14pi
∮
γ
dk × ∮
γ˜j
dp · k−p|k−p|3 is the linking
number [101] between γ and another NL γ˜j formed by the
occupied band degeneracy. Let us notice that NLs formed
between unoccupied bands do not contribute to the linking
number because the monopole charge is defined by occupied
bands. For the model in Eq. (1) with Nocc = 2, Φ1,φ = pi,
Φ1,θ = pi, Φ2,φ = pi, and Φ2,θ = 0, so Lk = 1 as expected.
Wilson loop method for computing w2.— w2 can be
computed efficiently by using the Wilson loop tech-
nique [22, 23, 102–104]. The relation between the
Wilson loop spectrum and the Z2 monopole charge can
be proved by using the definition of w2 [96, 98] as
explicitly shown in [75]. In general, on a 2D closed
manifold with coordinates (φ, θ), the Wilson loop op-
erator along φ at a fixed θ is defined by [102–104]
W(φ0+2pi,θ)←(φ0,θ) = limN→∞ FN−1FN−2...F1F0
where Fj is the overlap matrix at φj = φ0 + 2pij/N
with matrix elements [Fj ]mn = 〈um(φj+1, θ)|un(φj , θ)〉,
and φN = φ0. On the wrapping sphere covered by
three patches shown in Fig. 3(b), the Wilson loop op-
erator W0(θ) ≡ W(2pi,θ)←(0,θ) becomes W0(θ) =
tABW(2pi,θ)←(pi,θ)tBCW(pi,θ)←(pi/2,θ)tCAW(pi/2,θ)←(0,θ),
where tABmn = 〈uAm(0, θ)|uBn (2pi, θ)〉, tBCmn =
〈uBm(pi, θ)|uCn (pi, θ)〉, and tCAmn = 〈uCm(pi/2, θ)|uAn (pi/2, θ)〉.
Let us take a parallel-transport gauge defined by
|uαp;n(φ, θ)〉 = [Wα(φ,θ)←(φα0 ,θ)]mn|u
α
m(φ, θ)〉, where
φα0 = 0, pi, pi/2 for α = A,B,C, respectively, and W
α is
defined with smooth states within the patch α. Then the
Wilson loop operator becomes
W0(θ) = Wp,0(θ) = t
AB
p (θ)t
BC
p (θ)t
CA
p (θ), (4)
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FIG. 3: (a, b) The wrapping sphere covered by two or three patches.
(c, d) Wilson loop spectrum for ABC-stacked graphdiyne computed
on a sphere or a torus wrapping a Z2NL. (e) A torus covered by four
patches. (f) The Wilson loop spectrum on a torus with (w1,y, w2) =
(0, 0) when Nocc = 2. Similar spectra with (w1,y, w2) = (0, 1),
(1, 0), (1, 1) are shown in (g), (h), and (i), respectively.
where Wp and tp are the Wilson loop operator and the transi-
tion function in the parallel-transport gauge. Let ue note that,
in this gauge, W0(θ) is simply given by the product of transi-
tion functions along the φ cycle. Since W0(0, pi) = 1 due to
the consistency condition at triple overlaps [75], the image of
the map W0(θ) for θ ∈ [0, pi] forms a closed loop. Then w2
is given by the parity of the winding number of W0(θ) [75],
which can be obtained gauge-invariantly from its eigenvalue
Θ(θ) [22, 102]. We apply the Wilson loop technique to ABC-
stacked graphdiyne, and find that the Z2NLs carry nontrivial
monopole charges. Figure 3(c) shows the first-principles cal-
culations of the Wilson loop spectrum computed on a sphere
wrapping a Z2NL. The single crossing on the Θ = pi line in-
dicates the odd winding number, leading to w2 = 1. Fig. 3(d)
shows that the Wilson loop spectrum computed on a torus
is also nontrivial. These first-principles results confirm the
NLSM phase that we proposed here hosted in ABC-stacked
graphdiyne.
2D SW insulator (SWI).— Using w2 computed on a 2D BZ
torus, we can define a new PT -invariant 2D topological insu-
lator characterized by w2 when w1 = 0 (i.e., w1,φ = w1,θ =
0). To prove this, we consider a 2D BZ torus with coordinates
(φ, θ) = (kx, ky) [Fig. 3(e)]. Then w2 is again given by the
spectral degeneracy of the Wilson loop W0(θ) on the torus, as
shown in [75].
Let us first consider Nocc = 2 case. We calculate W0 along
an orientable cycle, because otherwise the Wilson loop spec-
trum has no stable crossing points such that it does not show
the topological property. One can always choose such an ori-
entable cycle [75]. Then, there are four Z2 homotopy classes
of Wilson loop spectra shown in Fig. 3(f-i). They are classi-
fied by the parity of the number of linear crossing points on
Θ = 0 and Θ = pi. A spectrum corresponds to w2 = 0
(w2 = 1) when it has an even (odd) linear crossing points on
Θ = pi. Fig. 3(f,g) and 3(h,i) are distinguished by the total
number of linear crossing points, which is even (odd) since
w1,θ = 0 (w1,θ = 1) [75].
Notice that the topology of the spectrum in Fig. 3(h) and
(i) differs only by an overall shift of the eigenvalues by pi,
whereas those in Fig. 3(f,g) are invariant under the shift. This
indicates that w2 is independent (dependent) of the unit cell
choice when w1,θ = 0 (w1,θ = 1), because the Wilson
loop eigenvalues correspond to the Wannier centers for in-
sulators [102]. Indeed, the same unit cell dependence exists
for any even Nocc whereas w2 is independent of the unit cell
choice for any odd Nocc [75]. Therefore, w2 is a well-defined
topological invariant when w1 = 0. We may call the insulator
characterized by w2 = 1 as a 2D SW insulator (SWI). This is
a new kind of fragile topological phase [105–107] since it can
be trivialized when bands with (w1, w2) = (1, 0) are added.
Topological phase transition.— As a sphere wrapping a
Z2NL can be continuously deformed to two parallel 2D BZs,
one with w2 = 1 and the other with w2 = 0, a Z2NL can be
considered as a critical state separating a 2D NI and a 2D SWI.
Accordingly, the pair creation and annihilation of Z2NLs can
mediate a topological phase transition between a 3D NI and
a 3D weak SWI, a vertical stacking of 2D SWIs. The pres-
ence of two NL∗s formed between occupied bands clearly
distinguishes a 3D weak SWI from a NI. Interestingly, first-
principles calculations show that ABC-stacked graphdiyne
turns into a 3D weak SWI after pair annihilation of Z2NLs
under about 3 % of a uniaxial tensile strain applied along the
z direction. [See [75].]
Discussion.— Let us discuss about measurable properties of
NLSM with Z2NLs. Unfortunately, its surface states are gen-
erally not robust due to P breaking on the surface [23]. Nev-
ertheless, our study suggests that observing the linking struc-
ture using angle-resolved photoemission spectroscopy [108]
can provide strong evidence for Z2NLs. Moreover, the bulk
magnetoelectric response under magnetic field can provide
another evidence. When P and T are individually symme-
tries of the system, the number of pairs of Z2NLs (Nmp) can
be determined from the inversion eigenvalues of the occu-
pied bands at inversion-invariant momenta (IIM). Since a DBI
changes two inversion eigenvalues at an IIM, Nmp is given by
the sum of the number of negative eigenvalue pairs over all
IIM [21, 75]. Let us note that, in P -invariant insulators with
broken T , two times magnetoelectric polarizability 2P3 is de-
termined by inversion eigenvalues in the same way as Nmp
is [86]. This implies that a NLSM with an odd number of
Z2NL pairs turns into an axion insulator, which can host chi-
ral hinge modes along the domain wall [109–111], when the
band gap is opened due to a T -breaking perturbation such as
magnetic field [75]. We believe that the theoretical predic-
tion given in the present work can be experimentally tested in
ABC-stacked graphdiyne in near future.
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SI 1. OUTLINE
In this Supplemental Material, we provide detailed deriva-
tions of the results shown in the main text. In Sec. SI 2 and
SI 3, we connect the known definition of the 1D and 2D topo-
logical invariants (i.e., the Berry phase and the Z2 monopole
charge) to the first and second Stiefel-Whitney classes. For
a rigorous treatment of the second Stiefel-Whitney class, we
introduce the concept of the Cˇech cohomology in Sec. SI 3,
which can be used to check the Whitney sum formula. This
formula is crucial for proving the equivalence between the
linking number of nodal lines and the second Stiefel-Whitney
class and for deriving the Wilson loop method in Sec. SI 4.
In Sec. SI 4, we provide a simple formula for calculating the
second Stiefel-Whitney class from inversion eigenvalues. The
derivation of this formula is based on the flux integral for-
mula proposed in Ref. 20, which we review in Sec. SI 3 E. In
Sec. SI 4, we demonstrate various types of pair creations of
Z2 monopoles and the corresponding creation of the linking
structure. We also explain the double band inversion process
in more detail. Finally, in Sec. SI 7, we provide the detailed
information of the first principles calculations of the ABC-
stacked graphdiyne that was not presented in the main text. In
particular, we show the Wilson loop spectrum which verifies
that a tensile strain can induce the topological phase transition
in ABC-stacked graphdiyne from a Z2-nontrivial nodal line
semimetal to a 3D weak Stiefel-Whitney insulator.
SI 2. THE FIRST STIEFEL-WHITNEY CLASS
The topological phases of PT -symmetric one-dimensional
(1D) systems are classified by the Berry phase: there are two
distinct classes with 0 and pi Berry phase modulo 2pi. In 3D
systems, the Berry phase serves as a topological invariant pro-
tecting nodal lines. As a nodal line generates pi Berry phase
over any closed loop encircling a line segment, it is topologi-
cally protected when the system is PT -symmetric. Here, we
show how the Berry phase is related to the global structure
of quantum states. While quantum states |unk〉 can always be
smoothly defined over a 1D submanifold in the Brillouin zone,
they may not be smoothly defined after we require the reality
condition PT |unk〉 = |unk〉 because of the topological ob-
struction characterized by the topological invariant so-called
the first Stiefel-Whitney class. In this section, we show that
the Berry phase in (complex) smooth gauges is identical to the
first Stiefel-Whitney class in real gauges. This result will be
useful in the next section for deriving the linking number from
the 2D topological invariant.
A. Quantization of Berry phase due to PT symmetry
Let us first review the quantization of Berry phase in the
presence of PT symmetry. The Berry connection Amn(k) =
6〈umk|i∇k|unk〉 satisfies the following PT symmetry con-
straint
A(k) = −(G†(k)A(k)G(k) +G†(k)i∇kG(k))∗, (S1)
which follows from PT |unk〉 = Gmn(k)|umk〉.
Suppose a set Bi of bands is isolated from the other bands
by the band gap. By taking a trace over Bi, we have an abelian
Berry connection
TrA(k) = − i
2
∇k log detG(k), (S2)
where the trace and determinant are defined over Bi. By in-
tegrating the abelian Berry connection, we have a quantized
phase∮
C
TrA(k) = − i
2
∮
C
∇k log detG(k) = ppi, (S3)
where p =
∮
C
∇kφ is the winding number of detG = eiφ.
Because of this quantization of the Berry phase, the pi Berry
phase of a nodal line cannot be adiabatically changed to zero.
B. Berry phase and the first Stiefel-Whitney class
Now we review the definition of the orientation of vector
spaces and quantum states, and then we show that the Berry
phase in a smooth complex gauge characterizes the orientabil-
ity of quantum states in a real gauge. This property allows the
Berry phase computed with smooth complex states to be inter-
preted as the first Stiefel-Whitney class of real quantum states.
The orientation of a real vector space refers to the choice of
ordered basis. Any two ordered bases are related to each other
by a unique nonsingular linear transformation. When the de-
terminant of the transformation matrix is positive (negative),
we say the bases have the same (different) orientation. After
choosing an ordered reference basis {v1, v2, ...}, the orien-
tation of another basis {u1, u2, ...} is specified to be positive
(negative) when the basis have the same (different) orientation
with respect to the reference basis.
Real quantum states in the Brillouin zone are real unit ba-
sis vectors defined at each momentum (In other words, quan-
tum states have the structure of a real vector bundle over the
Brillouin zone.). The basis can be defined smoothly in a lo-
cal patch, but may not be smooth over a closed submanifold
M of our interest. We say quantum states are orientable
over M when local bases can be glued only with transition
functions with positive determinant, i.e., all transition func-
tions are orientation-preserving. When quantum states are ori-
entable, they are classified into two classes with the positive
and negative orientation in the same way as the real vector
spaces are.
Because the orientability of real quantum states is deter-
mined by their the global structure, it is encoded in the form
of a topological invariant. Over a closed 1D manifold, the Z2
topological invariant which measures the orientability of real
quantum states is the first Stiefel-Whitney class w1 [99]. Real
quantum states are orientable (non-orientable) when w1 = 0
(w1 = 1).
Although the term the first Stiefel-Whitney class may be un-
familiar to readers, it is in fact equivalent to the well-known
quantized Berry phase defined in a smooth complex basis. It
can be observed by investigating how the pi Berry phase com-
puted with smooth complex states affects the real states given
by a gauge transformation. In order to make states real, the
pi Berry phase should be eliminated by a local phase rotation
of the states because the diagonal components of the Berry
connection are zero when the states are real.
0 =
∫ 2pi
0
dk TrA˜ =
∫ 2pi
0
dk(TrA+ i∇k log det g), (S4)
where A˜mn = 〈u˜mk|i∇k|u˜nk〉 and Amn = 〈umk|i∇k|unk〉
are the Berry connection given by real states |u˜nk〉 and by
smooth complex states |unk〉, respectively, and g is the gauge
transformation matrix defined by |u˜nk〉 = gmn(k)|umk〉. In-
tegrating the log det g term, we have
det g(2pi)
det g(0)
= exp
[
−i
∫ 2pi
0
dk TrA
]
. (S5)
Thus, when the total Berry phase is nontrivial, the real states
|u˜nk〉 require an orientation-reversal to transit from k = 2pi
to k = 0, because it follows from |un(2pi)〉 = |un(0)〉 that
|u˜n(2pi)〉 = [g−1(0)g(2pi)]mn|u˜m(0)〉. We conclude that the
first Stiefel-Whitney class w1 for a closed curve C in the Bril-
louin zone is
w1|C = 1
pi
∮
C
dk · TrA(k), (S6)
where A is the Berry connection calculated in a complex
smooth gauge.
As an example, let us consider the Su-Schuriffer-Heeger
(SSH) model [76] in a real basis
HSSH = sin kσx + (t+ cos k)σz. (S7)
This Hamiltonian is symmetric under PT = K. It is well-
known that this system describes an insulator which is topo-
logically trivial when |t| > 1 and nontrivial when |t| < 1. Let
us see how the topology manifests on the occupied state. The
occupied state is
|uv〉 = e
iφv(k)
N(k)
(
sin k
t+ cos k −
√
(t+ cos k)2 + sin2 k
)
,
(S8)
where φv(k) is an arbitrary overall phase factor and N(k) is a
positive normalization factor.
First, we impose the reality condition on the occupied state
over the whole Brillouin zone, i.e., eiφv(k) = ±1 at each k.
As shown in Fig. S1(a), when |t| < 1, the real occupied state
can be made smooth over −pi < k < pi, but the boundaries
k = ±pi should be glued with an orientation-reversing tran-
sition function. The occupied state is thus non-orientable. In
contrast, it is orientable when |t| > 1 as shown in Fig. S1(b).
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FIG. S1: Amplitude of the occupied state in the SSH model. Red and
orange lines show the first and second component of the occupied
state in Eq. (S8). (a,b): Reality condition, φv(k) = 0 or pi modulo
2pi, is imposed on the occupied state. The occupied state is anti-
periodic for (a) t = 0.7 and periodic for (b) t = 1.3. (c): φv(k) =
k/2 and t = 0.7. When a complex phase is allowed, the occupied
state can be made smooth even for |t| < 1.
Next, we relax the reality condition on the occupied state.
By taking φv(k) = k/2, we can make the occupied state
globally smooth even when |t| < 1 [See Fig. S1(c)]. The
cost of taking smoothness is to have a nontrivial Berry phase.
In this gauge, we have A = 〈uv|i∇k|uv〉 = 1/2 and thus∫ pi
−pi dkA = pi.
In fact, the first Stiefel-Whitney class determines the ori-
entability of real states even in higher dimensions [99]. From
the analysis in 1D, we find
det g(q)
det g(p)
= exp
[
−i
∫ q
p
dk · TrA(k)
]
. (S9)
det g is globally smooth when the Berry phase is trivial over
every closed cycle. Otherwise, det g becomes discontinuous
at some points so that real states are non-orientable as in the
1D case. Thus, real states are orientable over an arbitrary di-
mensional closed manifold M if and only if the total Berry
phase, which is calculated in a smooth complex gauge, is triv-
ial for any 1D closed loop inM.
SI 3. THE SECOND STIEFEL-WHITNEY CLASS
PT -symmetric two-dimensional systems are topologically
classified (according to the K-theory) by a Z2 invariant called
the second Stiefel-Whitney class [74]. In three-dimensional
systems, the second Stiefel-Whitney class defines the Z2
monopole charge of a gap-closing object when the invariant
is defined over the 2D manifold enclosing the object. His-
torically, it was first discovered by Horˇava [77] using K-
theory that gap-closing points in three-dimensional systems
described by real quantum states are classified by a Z2 invari-
ant. Subsequently, Dirac points in spinless PT -symmetric
systems were found to be the gap-closing points carrying
the nontrivial Z2 monopole charges by Morimoto and Fu-
rusaki [18] (and also by Zhao et al. [19, 20]). More recently,
however, Fang et al. [23] showed that the Dirac point is not
stable against small perturbations: it deforms into a nodal
line which still carries the Z2 monopole charge. In this sec-
tion, we show that the known expression for the Z2 monopole
charge corresponds to the definition of the second Stiefel-
Whitney class as the obstruction to the spin structure. We
also present a formal definition of the second Stiefel-Whitney
class in terms of the Cˇech cohomology. This definition will
be useful when we identify the Z2 monopole charge with the
topology of the Wilson loop spectrum in the next section. It
is also useful for demonstrating a nontrivial property of the
second Stiefel-Whitney class, so-called the Whitney sum for-
mula. Then, by using the Whitney sum formula, we show
that the Z2 monopole charge of a nodal line is identical to its
linking number modulo two. Finally, we comment on the flux
integral form of the second Stiefel-Whitney class.
A. Obstruction to Spin and Pin structures
Here, we begin by recalling how spinors and pinors are de-
fined in arbitrary dimensions. The spin and pin structures
for real quantum states are defined in an analogous way as
physical spinors are defined, although they are independent
of the physical spin. Then, we show that the nontrivial Z2
monopole charge of a nodal line induces an obstruction to
the existence of the spin structure over a sphere enclosing the
nodal line. This identifies the Z2 monopole charge with the
second Stiefel-Whitney class w2, because w2 is the topologi-
cal invariant characterizing the obstruction to the existence of
a spin structure of real orientable quantum states [96].
1. Spin and Pin groups
Spinors in three spatial dimensions are the objects trans-
forming under the double covering group of the orthogonal
group SO(3). Let us recall that spinors are the objects that
transforms only half under spatial rotations in the following
sense. For an object with azimuthal angular momentum Jz ,
the Θ rotation around the z-axis is represented by
RJ,z(Θ) = exp(−iJzΘ). (S10)
A spinor has a half-integer Jz , while a vector or a tensor
has an integer Jz . Accordingly, while the vectors and ten-
sors are invariant under any 2pi rotation, spinors get a phase
(−1) when the system is rotated by 2pi and come back to
their original state after another 2pi rotation. Therefore, the
group of rotations for spinors are twice larger than that for
vectors. The former and the latter are SU(2) and SO(3), and
the two-to-one mapping pi : SU(2) → SO(3) is given by
pi : exp(−iΘiSi) → exp(−iΘiLi), where Si=1,2,3 = σi/2,
and (Li=1,2,3)jk = −iijk. The double covering group of
SO(3), which is SU(2), is called the spin group Spin(3), be-
8cause it is responsible for the transformation of spinors under
rotations in real space.
Similary, spinors in arbitrary spatial dimensions d are de-
fined as the objects transforming under Spin(d), the double
covering group of SO(d). In general, the two-to-one mapping
pi : Spin(d)→ SO(d) is given by
pi : exp(−iΘµνSµν)→ exp(−iΘµνLµν), (S11)
where µ, ν = 1, ..., d, Θµν is the angle of rotation in the
xµ − xν plane, Sµν = − i4 (ΓµΓν − ΓνΓµ), (Lµν)αβ =
−i(δµαδνβ−δµβδνα), and Γµ is the 2[d/2]×2[d/2] Gamma ma-
trix satisfying the Clifford algebra {Γµ,Γν} = 2δµν , where
the bracket is the greatest integer function.
We can also construct a spinor which transforms under the
double covering group of O(d) not only that of SO(d). A
spinor having this property is called a pinor, and the double
covering group of O(d) is called Pin(d) [113]. Because O(d)
can be obtained by adding a mirror operation, e.g., the x1-
mirror operation Mx1 : x1 → −x1 to SO(d), it is enough
for constructing Pin(d) to consider the lift of Mx1 to its dou-
ble covering group. There are two choices of the two-to-one
mapping [78]
pi+ : M˜x1(= ±Γ1)→Mx1 ,
pi− : M˜x1(= ±iΓ1)→Mx1 , (S12)
where (M˜x1)
2 = I and −I , respectively, for pi+ and pi− (we
use I to denote the identity element in the double covering
group, while we use 1 for the original group.). The double
covering group of O(d) is called Pin+(d) in the former and
Pin−(d) in the latter.
2. Spin and Pin structures
Now we explain what are the spin and pin structures of real
quantum states in the Brillouin zone (i.e., spin and pin struc-
tures on real vector bundles). Let us recall that the transition
function is defined by
|uBnk〉 = tABmn(k)|uAmk〉 (S13)
on an overlapA∩B of two open coversA andB. tAB belongs
to O(Nocc) for real occupied states |umk〉, where Nocc is the
number of occupied bands. In analogy to defining a pinor, we
may define pinor states |Ψαk〉. They are smooth over each
cover of |umk〉, and their transition function t˜AB is given by
lifting tAB to its double covering group Pin±(Nocc).
|ΨBβk〉 = t˜ABαβ (k)|ΨAαk〉 (S14)
over A ∩ B, where pi(t˜AB) = tAB for the two-to-one pro-
jection pi : Pin±(Nocc) → O(Nocc). We have two choices
for t˜AB(k) over each overlap A ∩ B because we are free to
choose the sign of it. A choice of the signs over all overlaps
is called a pin structure [78]. The pin structure determines
the topology of pinor states. When the states |umk〉 are ori-
entable, transition functions can be confined to SO(Nocc) over
all overlaps. Then, we may define a spin structure rather than
a pin structure. However, real occupied states may not admit
a pin or spin structure due to an obstruction coming from the
global structure. This obstruction for a pin+ or spin structure
(a pin− structure) is characterized by the topological invari-
ant called the second Stiefel-Whitney class w2 (the dual sec-
ond Stiefel-Whitney class w2). A pin+ or spin structure (a
pin− structure) exists if and only if w2 = 0 (w2 = 0) [96].
Although there are two obstruction invariants w2 and w2 in
principle, when we consider 2D closed submanifolds of the
3D Brillouin zone, we have a unique obstruction invariant be-
cause the second Stiefel-Whitney class w2 is identical to its
dual w2 on those manifolds [114].
3. Z2 monopole charge
As the first Stiefel-Whitney class is associated with the one-
dimensional topological invariant of a nodal line, the second
Stiefel-Whitney class is also associated with the topological
invariant of a nodal line. It is the two-dimensional topological
invariant called the Z2 monopole charge. We now show the
Z2 monopole charge of a nodal line corresponds to the second
Stiefel-Whitney class, because the nontrivial Z2 monopole
charge forbids the existence of the spin structure on a sphere
enclosing the nodal line.
The Z2 monopole charge of a nodal line is defined over a
sphere enclosing the nodal line. It is defined by the winding
number of the transition function at the overlapping region of
two patches of the sphere [23]. Let tAB be the transition func-
tion between two patches A and B defined over the overlap-
ping region: |uBn (k)〉 = tABmn(k)|uAm(k)〉 for k ∈ A ∩ B. We
restrict the transition function to SO(Nocc), which is possible
because every loop on a sphere is contractible to a point such
that the first Stiefel-Whitney class is trivial. Then we see that
the winding number of tAB along a loop in A ∩B gives a Z2
number because pi1(SO(Nocc)) = Z2 for Nocc > 2. This Z2
number is the Z2 monopole charge. When the number of oc-
cupied bands is two, the winding number is integer-valued be-
cause pi1(SO(2)) = Z. In this case, the Z2 monopole charge
is defined by the parity of the winding number.
We can show that this Z2 invariant characterizes the ob-
struction to constructing a spin structure over the wrapping
sphere. For simplicity, we take a gauge where the transition
function tAB(k) is an identity at some k = k0 ∈ A∩B. Then,
it evolves from the identity to a 4piN rotation (2pi(2N+1) ro-
tation) for an integer N along a loop containing k0 in A ∩ B
when the Z2 monopole charge is trivial (nontrivial), because
the generator of the homotopy group pi1(SO(Nocc)) is the path
from the identity to a 2pi rotation [81, 97]. While the 2pi rota-
tion and the identity are identical as SO(Nocc) elements, they
are not identical as Spin(Nocc) elements. Therefore, the tran-
sition function is well-defined over the overlap A ∩ B only
as a SO(Nocc) element when the Z2 monopole charge is non-
trivial. On the other hand, no obstruction arises when the Z2
monopole charge is trivial because a 4pi rotation is identical to
the identity element even as a Spin(Nocc) element. Thus, the
Z2 monopole charge is identical to the second Stiefel-Whitney
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FIG. S2: Geometric structure of patches. Patches, overlaps, and
triple overlaps on a manifold can be interpreted as vertices, edges,
and faces, respectively.
class over the enclosing sphere.
B. Cˇech cohomology
Here we review how to formally define the second Stiefel-
Whitney class as a Cˇech cohomology class [96, 98]. In other
words, we define it as a two-dimensional integral over the ge-
ometric structure (semi-simplicial complex) constructed from
the patches and their overlaps on the original manifold [See
Fig. S2]. We consider a covering whose geometric structure
is topologically equivalent to the original manifold. The value
of the function to be integrated will be assigned according to
whether the consistency conditions of transition functions are
satisfied after they are lifted to the double covering group. Af-
ter we define the second Stiefel-Whitney class with the lifted
transition functions, we will connect it to the original transi-
tion functions in two examples: on a sphere and on a torus.
This approach will be useful when we interpret the Wilson
loop method in the next section.
In general, transition functions should satisfy the following
consistency conditions.
tABk t
BA
k = 1 (S15)
for k ∈ A ∩B and
tABk t
BC
k t
CA
k = 1 (S16)
for k ∈ A ∩B ∩C, where A, B, and C are arbitrary patches.
The transition functions defined by |uBnk〉 = tABmn(k)|uAmk〉
satisfy these consistency conditions automatically.
After well-defined transition functions are lifted at each
overlap to the double covering group, the consistency con-
ditions are not automatically satisfied in general. Let us write
I and −I to denote the 0 and 2pi rotation in the double cov-
ering group. In general, after the lift tAB → t˜AB , the lifted
transition functions satisfy
t˜ABk t˜
BA
k = ±I (S17)
for k ∈ A ∩B and
fABCk ≡ t˜ABk t˜BCk t˜CAk = ±I, (S18)
for k ∈ A ∩ B ∩ C. The sign can be either + or − be-
cause both I and −I are projected to 1 by the two-to-one map
from Spin(Nocc) to SO(Nocc) or from Pin+(Nocc) to O(Nocc).
fABCk is gauge-invariant as one can see from the transforma-
tion of the lifted transition functions t˜ABk → (g˜Ak )−1t˜ABk g˜Bk
under |uAnk〉 → gAmnk|uAmk〉, where g˜ is a lift of g. Also, fABCk
has a unique value on each triple overlap, because it is fully
symmetric with respect to the permutation ofA,B, andC and
is independent on k within a triple overlap. We will thus omit
the subscript k and not care about the order of the superscripts
A, B, and C for fABCk from now on.
Let us now see when we can find a lift satisfying the consis-
tency conditions. No obstruction arises for the first condition:
we can always find a lift t˜′AB satisfying t˜′AB t˜′BA = I from
an arbitrary lift t˜AB at every overlap A ∩ B. We can see this
as follows. A lift t˜′AB is related to the lift t˜AB by
t˜′ABk = (−I)c
AB
t˜ABk , (S19)
where cAB is an integer defined modulo two (the subscript k
is omitted for c because c is uniform over each overlap.). Let
us take a lift t˜′AB such that (−I)cAB+cBA = t˜ABk t˜BAk at each
overlap A ∩ B. Then, we have t˜′AB t˜′BA = I . There is no
obstruction here coming from topology because the constraint
on cAB and cBA is local in the sense that the constraint is
defined on a single overlap A ∩B.
If we require the first consistency condition, however, we
may not be able to find a lift satifying the second consistency
condition due to the global constraint. fABC transforms under
the change of the lift by Eq. (S19) as
f ′ABC = (−I)cAB+cBC+cCAfABC . (S20)
By this transformation, we can get f ′ABC = I on a triple
overlap A ∩ B ∩ C. However, f ′ABC = I is not a local con-
dition because cAB , cBC , and cCA are defined on different
overlaps, which implies that there can be a topological ob-
structure to taking f ′ABC = I over every triple overlap. In
fact, the product
(−I)w2 =
∏
A∩B∩C
fABC . (S21)
over all triple overlaps in a closed manifold is invariant under
the change of the lift.
We can observe this invariance from the geometric struc-
ture of patches shown in Fig. S2, where patches, overlaps, and
triple overlaps are considered as vertices, edges, and faces, re-
spectively. In this intepretation, if we let fABC = (−I)gABC ,
w2 is a two-dimensional integral defined by
w2 =
∑
A∩B∩C
gABC ≡
∮
M
g, (S22)
where
∫
A∩B∩C g ≡ gABC , and M is the surface formed by
the union of all faces. Because g transforms under the change
of the lift by Eq. (S19) as g′ = g + dc, where (dc)ABC ≡
cAB + cBC + cCA, w2 changes by
∮
M
dc =
∮
∂M
c, where
∂M is the boundary of M , and the line integral is defined
by
∫
A→B c = c
AB over each overlap A ∩ B. The Stokes’
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FIG. S3: Three patches covering a sphere. (a) Orthographic view. φ
and θ are the azimuthal and polar angle. B and A (C) overlap on
φ = 0 (φ = pi), and A and C overlap on φ = pi/2. The North pole
θ = 0 and and the south pole θ = pi are triple overlaps. (b) Top view.
Overlapping regions are exaggerated to enhance visuality.
theorem is valied here because the line integral
∫
c is well-
defined modulo two:
∫
A→B c = −
∫
B→A c modulo two, and
this follows from the consistency condition t˜AB t˜BA = 1. Be-
cause we consider closed manifolds, i.e., ∂M = 0, we find∮
∂M
c = 0. Thus, w2 is invariant under any change of the lift
modulo two.
One can see that transition functions cannot be lifted to their
double covering group when w2 = 1 modulo two, because
then there is at least one triple overlap A ∩ B ∩ C where
fABC = −I . Therefore, the obstruction to the existence
of a spin or pin structure is characterized by the Z2 invari-
ant w2. The obstruction invariant w2 is the second Stiefel-
Whitney class for spin and pin+ structures, whereas it is the
dual second Stiefel-Whitney class for pin− structures [96]. In
our case, however, we can restrict our attension only to the
second Stiefel-Whitney class, becausew2 = w2 for 2D closed
submanifolds in the 3D Brillouin zone as we mentioned in the
previous subsection. We will investigate more on Eq. (S21)
using a sphere and a torus as examples below.
1. Sphere
First we consider three patches A, B, and C covering a
sphere shown in Fig. S3. In the spherical coordinates (φ, θ),
there are three overlaps A ∩B, A ∩ C, and B ∩ C on φ = 0,
φ = pi/2, and φ = pi, respectively. We restrict all transition
functions on the overlaps to SO(Nocc), which is possible be-
cause every loop on a sphere is contractible to a point such
that the first Stiefel-Whitney class is trivial. Then
(−I)w2 = fABC(0)fABC(pi), (S23)
where 0 and pi denotes the polar angle θ.
The second Stiefel-Whitney class w2 can be related to the
winding number as follows. Let us first define
W˜ (θ) = t˜AB(θ)t˜BC(θ)t˜CA(θ), (S24)
where we omit φ in the argument of transition functions
because they are uniquely specified by the overlapping re-
gion. W˜ (θ) is smooth for 0 < θ < pi because t˜ is smooth
within an overlap. W˜ (0) = fABC(0) = ±I , and W˜ (pi) =
fABC(pi) = ±I . w2 = 1 modulo two when the image of
the map W˜ : [0, pi] → Spin(Nocc) is an arc connecting I
and −I , while w2 = 0 when the image is a closed loop con-
taining I or −I . Next, we project W˜ by the two-to-one map
Spin(Nocc)→ SO(Nocc). We have
W (θ) = tAB(θ)tBC(θ)tCA(θ), (S25)
which is smooth for 0 < θ < pi, and W (0) = W (pi) = 1.
By this projection, an arc connecting I and −I projects to
a loop winding the non-contractible cycle an odd number of
times, whereas a closed loop projects to a contractible loop
or a non-contractible loop winding the non-contractible cy-
cles an even number of times [97]. As a result, the sec-
ond Stiefel-Whitney class is given by the winding number
of W (θ) modulo two. This definition of the second Stiefel-
Whitney class corresponds to the Z2 monopole charge en-
closed by the sphere which is defined in Ref. 22 using the
Wilson loop spectrum. We will discuss more about it in the
next section.
We can also connect the formalism given here to the defini-
tion of the Z2 monopole charge in Ref. 23, which was dis-
cussed in the previous subsection. Let us choose a gauge
where tAC = 1, and take a lift such that t˜AC = 1 and
fABC(pi) = 1. We have
(−I)w2 = fABC(0)
= t˜AB(0)t˜BC(0)t˜CA(0)
= t˜AB(0)(t˜CB(0))−1. (S26)
Let us define
W˜ (ϕ) =
{
t˜AB(ϕ) for 0 ≤ ϕ ≤ pi,
t˜CB(2pi − ϕ) for pi ≤ ϕ ≤ 2pi, (S27)
where 0 ≤ ϕ < 2pi parametrizes the overlap between the two
hemispheres. W˜ (ϕ) is smooth for 0 < ϕ < 2pi, and it satisfies
the boundary condition W˜ (2pi) = (−1)w2W˜ (0). The image
of W˜ : [0, 2pi] → Spin(Nocc) is a closed loop when w2 =
0 and is an arc connecting W˜ (0) and −W˜ (0) when w2 =
1. The former is project by Spin(Nocc) → SO(Nocc) to a
contractible loop or a loop winding the non-contractible cycle
an even number of times. Let us see what is the projection of
the latter, which is an arc connecting W˜ (0) and −W˜ (0). The
arc can be continuously deformed to an arc connecting I and
−I by the homotopy W˜t(ϕ) = W˜ (ϕ)g˜(t), where 0 ≤ t ≤ 1,
g˜(0) = 1 and g˜(1) = W˜−1(0). Because W˜t is projected
to a homotopy bewteen closed loops, the projection of an arc
connecting W˜ (0) and −W˜ (0) is homotopically equivalent to
the projection of an arc connecting I and −I . Accordingly,
w2 = 1 if and only if the projection of W˜ , which is
W (ϕ) =
{
tAB(ϕ) for 0 ≤ ϕ ≤ pi,
tCB(2pi − ϕ) for pi ≤ ϕ ≤ 2pi, (S28)
winds the non-contractible cycle in SO(Nocc) an odd num-
ber of times. The second Stiefel-Whitney class is thus given
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FIG. S4: Four patches covering a torus. φ and θ are 2pi-periodic. (a)
is given by taking a vanishing overlap limit of (b).
by the parity of the winding number of W (ϕ). This wind-
ing number corresponds to the definition of the Z2 monopole
charge in Ref. 23, as one can see by noticing that W (ϕ) is
the transition function between two hemispheres defined by
0 ≤ φ ≤ pi and pi ≤ φ ≤ 2pi, respectively.
2. Torus
A torus has two cycles over which occupied states may
be non-orientable. If we consider the possibility of the
non-orientability, we need at least four patches to cover a
torus. Here we cover a torus with four patches A, B, C,
and D as shown in Fig. S4(a), which is a vanishing over-
lap limit of Fig. S4(b). For simplicity, we choose a gauge
such that the tBC(φ, pi) = tAD(φ, pi) = 1 and that tBC(φ, 0)
and tAD(φ, 0) are the identity matrix (constant orientation-
reversing matrices) when the occupied states are orientable
(non-orientable) along θ. Moreover, we impose on the lift
that the four triple overlaps near θ = pi are trivial and that
t˜BC(φ, pi) = t˜AD(φ, pi) = 1. We will consider M˜2 = I for
definiteness (i.e., we consider the pin+ structure.). The second
Stiefel-Whitney class w2 is then given by
(−I)w2 =
∏
I∩J∩K
f IJK
= fCDA(0, 0)fCAB(0, 0)fCBA(pi, 0)fCAD(pi, 0)
= (t˜CD t˜DAt˜AC)(0,0)(t˜
CAt˜AB t˜BC)(0,0)
× (t˜CB t˜BAt˜AC)(pi,0)(t˜CAt˜AD t˜DC)(pi,0)
= (t˜CD t˜DAt˜AB t˜BC)(0,0)(t˜
CB t˜BAt˜AD t˜DC)(pi,0)
= (t˜CD t˜DAt˜AB)(0,0)(t˜
BAt˜AD t˜DC)(pi,0), (S29)
where we used in the last line that t˜BC(φ, 0) is independent
on φ, because tBC(φ, 0) is so.
Let us investigate how we can get w2 using the original
transition functions belonging to O(Nocc). We define
W˜ (θ) =
{
t˜AB(0, θ)t˜BA(pi, θ) for 0 ≤ θ ≤ pi,
t˜DC(0, θ)t˜CD(pi, θ) for pi ≤ θ ≤ 2pi. (S30)
W˜ (θ) is smooth for 0 < θ < 2pi due to the condition on the
lift we have taken, and it satisfies the boundary condition
W˜ (2pi) = (−1)w2(t˜AD(0, 0))−1W˜ (0)t˜AD(0, 0), (S31)
where we used that t˜AD(φ, 0) is independent of φ such that
t˜AD(0, 0) = t˜AD(pi, 0). After we project W˜ by the two-to-
one map Pin+(Nocc)→ O(Nocc), we have
W (θ) =
{
tAB(0, θ)tBA(pi, θ) for 0 ≤ θ ≤ pi,
tDC(0, θ)tCD(pi, θ) for pi ≤ θ ≤ 2pi, (S32)
and it follows that detW = 1 (detW = −1) when the occu-
pied states are orientable (non-orientable) along φ. W satisfies
the boundary condition
W (2pi) = (tAD(0, 0))−1W (0)tAD(0, 0). (S33)
By construction, tAD(0, 0) is the identity (an orientation-
reversing matrix) when the occupied bands are orientable
(non-orientable) along θ. As the boundary condition depend
on the orientability of the occupied states along θ, we will
consider two cases separately.
(1) When the occupied states are orientable along θ such
that tAD = 1 and t˜AD = ±I , the boundary condition be-
comes the same as on a sphere [See Eq. (S27) and expla-
nations below it]. Then, the second Stiefel-Whitney classis
given by the parity of the winding number of the projection
of W˜ , although W˜ belongs to the pin+ group rather than the
spin group in general. Pin+(Nocc) is the disjoint union of
Spin(Nocc) and M˜Spin(Nocc) as a manifold, where M˜ is a
lift of a mirror operation M in O(Nocc). Therefore, the image
of W˜ is contained either in Spin(Nocc) or in M˜Spin(Nocc),
which corresponds to the case where the occupied bands are
orientable or non-orientable along φ, respectively. In the for-
mer, the second Steifel-Whitney class is given by the parity of
the winding number of the projection of W˜ as we have already
shown on a sphere. Moreover, the same is true for the latter. It
is because (−1)w2 = [W˜ (2pi)]−1W˜ (0) = [W˜o(2pi)]−1W˜o(0)
for W˜ = M˜W˜o, where W˜o ∈ Spin(Nodd), such that w2
is given by the parity of the winding number of Wo, which
is the same as that of W . We thus conclude that w2 = 0
(w2 = 1) when the image of W winds the non-contractible
loop an even (odd) number of times whether the occupied
states are orientable along φ or not (i.e., whether detW = 1
or detW = −1).
(2) When the occupied states are non-orientable along θ
such that det tAD = −1, the boundary condition is totally
different from that on a sphere. The image of W˜ is an arc
in Pin+(Nocc) whose end point depends on w2. The arc
for w2 = 1 can be considered as a combination of an arc
with w2 = 0 and an arc connecting (t˜AD)−1W˜ t˜AD(0) to
−(t˜AD)−1W˜ t˜AD(0). Therefore, the images ofW for w2 = 0
and w2 = 1 are arcs which both satisfies the nontrivial bound-
ary condition Eq. (S33) but differs by a loop winding the non-
contractible cycle an odd number of times. As we have found
w2 = 0 and w2 = 1 are distinguished by the homotopy class
of the image of W , let us now find how to specify the arc with
w2 = 1.
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We first consider the case where the image of W˜ belongs
to Spin(Nocc). In this case, between the two homotopically
inequivalent arcs, the one with w2 = 0 is the arc which can be
deformed to a point (i.e., the identity element) or to a loop
which starts from the identity element and winds the non-
contractible cycle an even number of times. We can observe
this by noticing that W˜ evolves from I to I or from −I to
−I after such a deformation. The other arc corresponds to
w2 = 1. This arc is also contractible to a tAD-invariant point,
i.e., W (0) = (tAD)−1W (0)tAD, modulo an even number of
winding the non-contractible cycle. However, the invariant
point here is not the identity element but a pi rotation whose
rotation angle changes sign under the conjugation by tAD. We
see that w2 = 1 in this case because the pi and −pi rotation
with a fixed plane of rotation are the different by −I as ele-
ments of the spin group.
Similary, when the image of W˜ belongs to M˜Spin(Nocc),
we find that w2 = 0 corresponds to an arc which is con-
tractible to tAD without breaking the boundary condition
Eq. (S33) while w2 = 1 corresponds to an arc which is con-
tractible not to the identity but to the combination of tAD
and a pi rotation modulo an even number of winding the non-
contractible cycle. In particular, when the number of occupied
bands is odd, we can use −1 to substitute tAD in the above
statement for contractibility because then−1 is an orientation-
reversing element which commutes with tAD.
Let us investigate a particular example of the case where
the occupied bands are non-orientable along both φ and θ.
It will demonstrate that the second Stiefel-Whitney class has
an interesting property so-called the Whitney sum formula,
which we will explain more in the next subsection. Let us
suppose we have diagonal transition functions
tAB(0, θ) = tDC(0, θ) =
(−1 0
0 1
)
,
tAD(φ, 0) = tBC(φ, 0) =
(
1 0
0 −1
)
, (S34)
which are mirror operations in O(2), and other transition func-
tions are trivial. Because the two occupied states are not
mixed by transition functions in this gauge, topological invari-
ants can be separately defined for each occupied band. Both
of the occupied bands have w2 = 0, as it should for a sin-
gle isolated band. On the other hand, because tAD and W (θ)
differs by a pi rotation in SO(2), i.e.,
(tAD(0, 0))−1W (θ) =
(−1 0
0 −1
)
, (S35)
we should have w2 = 1 according to the analysis in the previ-
ous subsection. We can show this directly.
(−I)w2 = (t˜CD t˜DAt˜AB)(0,0)(t˜BAt˜AD t˜DC)(pi,0)
= (t˜DAt˜AB)(0,0)(t˜
BAt˜AD t˜DC)(pi,0)t˜
CD(0, 0)
= (t˜DA)(0,0)W˜ (0)(t˜
AD)(pi,0)W˜ (2pi)
=
(
t˜DA(0, 0)W˜ (0)
)2
= −I. (S36)
where we used that (t˜AD)2 = (W˜ )2 = I and that t˜DAW˜ is
a pi rotation. We see that the second Stiefel-Whitney class is
in contrast to all the other known 2D topological invariants,
whose value for the total occupied bands is given by summing
the invariant defined for each block.
C. Whitney sum formula
Whitney sum formula provides the rule for determining the
total second Stiefel-Whitney class of blocks of bands from the
Stiefel-Whitney classes of each block. Let us suppose that the
set of the occupied bands B is a direct sum of its n subsets.
B =
⊕
i
Bi = B1 ⊕ B2...⊕ Bn. (S37)
The direct sum means that the transition function can be de-
composed into blocks, i.e., we can find a basis where
tAB(B) =

tAB(B1) 0 . . . 0
0 tAB(B2) 0
...
. . . 0
0 0 0 tAB(Bn)
 (S38)
over all overlaps A ∩ B. For example, transition functions
decomposes into blocks in the energy eigenstate basis when
there are energy gaps between occupied bands, because en-
ergy eigenstates with different energies are not mixed by tran-
sition functions. Then, the second Stiefel-Whitney class of
the whole occupied states B is given by the Stiefel-Whitney
classes of its subsets Bis according to the Whitney sum for-
mula [96, 99]
w2 (⊕iBi) =
∑
i
w2(Bi) +
∑
i<j
w1(Bi) ^ w1(Bj), (S39)
where ^ is the cup product [115] , which can be understood
as the exterior product as follows: on a 2D submanifoldM in
the Brillouin zone,
w1(Bi) ^ w1(Bj)|M = 1
pi2
∮
M
dS ·Ai ×Aj , (S40)
where Ai =
∑
n∈Bi 〈unk|i∇k|unk〉 is the Berry connection
for the i-th block which is calculated in a smooth complex
gauge [116]. On a torus, this term is given by the Berry phase
as ∮
T 2
dS ·Ai ×Aj = Φi,φΦj,θ − Φi,θΦj,φ (S41)
where Φi,ψ =
∮
Ai,ψdψ is the Berry phase of the i-th
block along ψ = θ or φ. It can be shown by noting that∮
dS·Ai×Aj is invariant under gauge transformations which
does not mix blocks and taking a gauge where the Berry con-
nection is constant over the torus. Because the Berry phase Φ
in a smooth complex gauge is the first Stiefel-Whitney class
w1 in a real gauge, Eq. (S41) shows that the cup product of w1
on torus is given byw1 calculated along the cycles [117] . This
kind of decomposition is in general known as the Ku¨nneth for-
mula [100] which applies when the base manifold is a direct
product of two submanifolds (notice that T 2 = S1 × S1).
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FIG. S5: Wrapping torus T 2 of nodal line γ1 in the Brillouin zone.
T 2 is thin enough so that it does not intersect any other band de-
generacies. Red lines (γ1 and γ6) are lines of touching between the
conduction and valence band. Orange (γ3 and γ4) and green (γ2 and
γ5) lines are lines of touching between the first and the second top-
most occupied band and between the second and the third topmost
occupied band, respectively. Only the linking between γ1 and γ3 is
protected as it generates the nontrivial second Stiefel-Whitney class
on T 2, whereas the linking between γ1 and γ5 is not protected [See
Eq. (S50)].
D. Linking number
Now we consider the second Stiefel-Whitney class over a
torus enclosing a nodal line. Because the torus can be de-
formed to a sphere enclosing the line without closing the band
gap, the second Stiefel-Whitney class over the torus is equal
to that over the sphere which is the Z2 monopole charge. Here
we show that the second Stiefel-Whitney class is identical to
the linking number between the enclosed nodal line and the
line of occupied band degeneracy. It proves the equivalence
of the linking number and the Z2 monopole charge of a nodal
line.
Consider a very thin torus T 2 wrapping a nodal line γ1. As
long as the line does not intersect any other nodal lines, we can
take the torus thin enough so that all the occupied bands are
non-degenerate everywhere on the torus as in Fig. S5. On this
torus, we can use the Whitney sum formula to explicitly write
down an analytic form of the second Stiefel-Whitney class as
a two-dimensional integral
w2 =
∑
n<m
1
pi2
∮
T 2
dS ·An ×Am, (S42)
where An = 〈unk|i∇k|unk〉 is the Berry connection for the
nth topmost occupied band, and n and m run over the oc-
cupied bands. The Berry connection here is calculated in a
complex smooth basis as in the discussion of the first Stiefel-
Whitney class. By noting that the quantization of the Berry
phase,
∮
C
An = pi or 0, resembles the Ampere’s law in elec-
tromagnetics, we can solve the equation to get an analogy to
the Bio-Savart law.
We start from the differential form of the quantization of
the Berry phase. It has the form of the differential form of the
Ampere’s law.
∇k ×An(k) =
∑
i
Iin
∮
γi
dkiδ
3(k− ki), (S43)
where γi’s are lines of band touching points, and Iin = pi if the
line γi generates the Berry phase on nth band, and Iin = 0 if
the line does not. One can check that
∮
∂MAn =
∑
γi⊥M I
i
n
as required, where γi ⊥ M means γi intersects the 2D mani-
foldM. We will solve this equation for the Berry connection.
Applying curl to the equation and using an elementary vec-
tor identity ∇k × (∇k × An) = ∇k(∇k · An) − ∇2An,
we have ∇k(∇k · An) − ∇2An = ∇k × Fn, where Fn =∑
i I
i
n
∮
γi
dkiδ
3(k−ki). Now we choose the Coulomb gauge
∇k ·An = 0 (S44)
to have a vector Poisson equation
−∇2kAn = ∇k × Fn. (S45)
We solve this equation in the extended k-space (i.e., −∞ <
kx, ky, kz <∞) using a Green’s function G(k,k′) by
An(k) =
∫
d3k′G(k,k′)∇k′ × Fn(k′)
= −
∫
d3k′∇k′G(k,k′)× Fn(k′), (S46)
where we integrated by parts. A surface term does not arise
because it vanishes as |k′| → ∞. Using the Green’s function
in free space G(k,k′) = 1/4pi|k − k′|, the Berry connection
is given by
An(k) =
1
4pi
∑
i
∮
γi
Iindki × (k− ki)
|k− ki|3 . (S47)
Using this solution for the Berry connection, we have
1
pi2
∮
T 2
dS ·An ×Am
=
1
pi2
∮
S1×D2
dk∇k ·An ×Am
=
1
pi2
∮
S1×D2
dk (∇k ×An) ·Am − (∇k ×Am) ·An
=
1
pi2
∮
S1×D2
dk
∑
i
Iin
∮
γi
dkiδ
3(k− ki) ·Am − (n↔ m)
=
∑
γi∈S1×D2
Iin
pi2
∮
γi
dki ·Am − (n↔ m)
=
∑
γi∈S1×D2
∑
γj
[
Ii[nI
j
m]
pi2
1
4pi
∮
γi
∮
γj
dki · dkj × (ki − kj)
|ki − kj |3
]
=
∑
γi∈S1×D2
∑
γj
[
IinI
j
m − IimIjn
pi2
Lk(γi, γj)
]
=
∑
γj
(
δ1n
Ijm
pi
− δ1m I
j
n
pi
)
Lk(γ1, γj), (S48)
where T 2 is a torus wrapping lines, S1×D2 is the solid torus
whose boundary is T 2, Ii[nI
j
m] = I
i
nI
j
m − IimIjn, and
Lk(γi, γj) =
1
4pi
∮
γi
∮
γj
dki × dkj · (ki − kj)
|ki − kj |3 (S49)
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is the Gauss’ linking integral of the closed lines γi and γj . In
the last line we used that γ1 is the only line inside the torus
and that γ1 produces pi Berry phase only for the valence band.
Eq. (S42) then becomes
w2(T
2) =
∑
n<m
∑
γj
(
δ1n
Ijm
pi
− δ1m I
j
n
pi
)
Lk(γ1, γj)
=
∑
γj
∑
m>1
Ijm
pi
Lk(γ1, γj)
=
∑
γ˜j
Lk(γ1, γ˜j), (S50)
where γ˜j’s are line of band touching between the first and sec-
ond topmost occupied bands. In the last line, the contribution
coming from the band touching below the the second topmost
occupied band was canceled because a line of band touching
generates pi Berry phase to both bands touching at the line. If
γj is formed by the crossing of a-th and (a + 1)-th occupied
bands, Ija = I
j
a+1 = pi and I
j
m 6=a,a+1 = 0.
Let us finish this subsection with two remarks. First, the
expression Eq. (S42) still gives the linking number in smooth
complex gauges which are not the Coulomb gauge. This is be-
cause the expression is invariant under diagonal gauge trans-
formations An → A′n = An + ∇kφn. Second, we could
also derive the linking number starting from the expression
Φn,φΦm,θ − Φm,φΦn,θ rather than from
∮
T 2
An × Am be-
cause they are identical. In fact, the fifth line in Eq. (S48)
corresponds to the Kunneth formula Eq. (S41) after some ad-
ditional algebra as follows.
1
pi2
∮
T 2
dS ·An ×Am
=
∑
γi∈S1×D2
Iin
pi2
∮
γi
dki ·Am − (n↔ m)
=
∑
γi∈S1×D2
Iin
pi2
∮
S1φ
dk ·Am − (n↔ m)
=
1
pi2
∮
S1θ
dk ·An
∮
S1φ
dk ·Am − (n↔ m)
=
1
pi2
(Φn,θΦm,φ − Φm,θΦn,φ) , (S51)
where S1φ/θ in the fourth line is a poloidal/toroidal cycle on
the torus, and Φn,φ/θ is the Berry phase of nth occupied band
along the toroidal/poloidal cycle.
E. Flux integral
The universal integral form of the second Stiefel-Whitney
class has not been known yet [74]. Integral forms are given
only in some special cases, where Eq. (S42) is an example.
There is another important integral form of the second Stiefel-
Whitney class, which was used by Zhao and Lu in Ref. 20
(they called it real Chern number). This integral form gives
an intuitive understanding of the Z2 monopole charge as a
“monopole charge” in terms of the Gauss’ law. It is also use-
ful in the analytic calculation of the invariant. We use the inte-
gral form in section SI 5 when we derive the relation between
the inversion eigenvalues and the Stiefel-Whitney class. Here,
we review the flux integral form for two occupied bands and
discuss its extension to the case with more than three occu-
pied bands. Finally, we show by using the flux integral form
that the Z2 monopole charge of a Dirac point is given by the
skyrmion number of its Hamiltonian.
1. Euler class for two occupied bands
For two orientable occupied bands, the second Stiefel-
Whitney class is identical to the Euler class e2 modulo
two [20, 98, 99]. The Euler class is defined by
e2 =
1
2pi
∮
M
dS · FR12(k), (S52)
where M is a two-dimensional manifold, FRmn(k) = ∇k ×
ARmn(k) and A
R
mn(k) = 〈um(k)|∇k|un(k)〉 are 2 × 2 an-
tisymmetric real Berry curvature and connection defined by
real occupied states |un(k)〉. This integral form is valid in any
real smooth gauge where transition functions are restricted to
SO(2). It is invariant under any SO(2) gauge transforma-
tion. One can check that this definition coincides with the
one above as the obstruction to the spin structure. As an ex-
ample, on a sphere covered by two patches N and S which
respectively cover the northern and southern hemisphere,
e2 =
1
2pi
∮
S2
dS · FR12
=
1
2pi
∫
N
dS · FR12 +
1
2pi
∫
S
dS · FR12
=
1
2pi
∮
S1
dk · (ARN,12 −ARS,12)
=
1
2pi
∮
S1
dk · ∇kφNS , (S53)
where S1 is the equator, and exp(−iσyφNS) is the transition
function between N and S. The parity of the winding num-
ber of the transition function gives the obstruction to the spin
structure as we showed above.
2. Flux integral for more occupied bands
For more than three occupied bands, however, there is no
flux integral form which is invariant under all orientation-
preserving gauge transformations. Although Zhao and Lu
suggested a flux integral in Ref. 20 for arbitrary number of
occupied bands, the expression is not gauge invariant, and it
is not clear in which gauge the expression is valid. We now
show precisely in which gauge we have an flux integral form
for Nocc > 2 orientable states.
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As we know the flux integral form of two orientable occu-
pied bands, we have a flux integral form when the occupied
states decompose into 2× 2 blocks, according to the Whitney
sum formula. Suppose that we can find a basis where the tran-
sition function is block-diagonal and each 2 × 2 block Bi is
orientable (w1(Bi) = 0) over a 2D manifold M. Then, the
Whitney sum formula reduces to w2(⊕i=1Bi) =
∑
i w2(Bi)
in that basis, and thus we have
w2 =
∑
i
1
2pi
∮
M
dS · ∇k ×AR2i−1,2i (mod 2), (S54)
where M is a 2D manifold where occupied states are ori-
entable, and i runs over the 2 × 2 blocks, If the number of
occupied bands is odd, we have an additional 1× 1 block, but
it does not contribute to the second Stiefel-Whitney class.
We can indeed find a gauge where the transition function
is diagonalized into orientable 2 × 2 blocks. Let A and B be
two patches covering a sphere. By an orthogonal gauge trans-
formation |uA/Bn (k)〉 = OA/Bmn (k)|uA/Bm (k)〉, the transition
function transforms as
tAB(k)→ (OA(k))−1 tAB(k)OB(k). (S55)
At each k ∈ A ∩ B, the transition function tAB can be diag-
onalized by this gauge transformation as we can see by tak-
ing OA = OB and noting that a special orthogonal matrix∈
SO(Nocc) can be diagonalized into the canonical form, i.e.,
into blocks of SO(2) and SO(1) matrices [82]. Moreover, we
can block-diagonalize tAB not only locally but also globally
using a well-defined gauge transformation, such that the oc-
cupied states remain smooth within A and B after the trans-
formation. It is because tAB can be block-diagonalized using
a homotopically trivial matrix. Let us suppose that tAB(k)
is block-diagonalized by a homotopically nontrivial matrix
S(k). Then, we can find a homotopically trivial matrix by
multiplying a topologically nontrivial block-diagonal matrix
R(k). The resulting matrix O(k) = S(k)R(k) still diagonal-
izes the transition function. We can thus take OA = OB = O
to diagonalize tAB .
In conclusion, we can write down a flux integral for the
second Stiefel-Whitney class in a gauge where the transition
functions are diagonalized into orientable 2 × 2 blocks (and
one 1× 1 block if the number of occupied bands is odd).
3. Example: Dirac point
Let us now explicitely show that the Z2 monopole charge
is given by the skyirmion number for the Dirac-type Hamil-
tonian, which was conjectured in Ref. 21. First, consider a
Dirac Hamiltonian
H = |k|(sin θ cosφΓ1 + sin θ sinφΓ2 + cosφΓ3) (S56)
where Γ1 = σx, Γ2 = σysy , Γ3 = σz . Its eigenstates are
u1 =
(
0, sin
θ
2
,− cos θ
2
sinφ,− cos θ
2
cosφ
)T
,
u2 =
(
sin
θ
2
, 0,− cos θ
2
cosφ, cos
θ
2
sinφ
)T
,
u3 =
(
0, cos
θ
2
, sin
θ
2
sinφ, sin
θ
2
cosφ
)T
,
u4 =
(
cos
θ
2
, 0, sin
θ
2
cosφ,− sin θ
2
sinφ
)T
, (S57)
whose eigenvalues are E1,2 = −|k| and E3,4 = |k|. Then,
the Euler class e2 is given by
e2 =
1
2pi
∮
S2
dS · FR12(k)
=
1
2pi
∮
S2
dS · ∇k × 〈u1(k)|∇k|u2(k)〉
=
1
2pi
∮
S2
dS ·
∑
n=3,4
〈u1|∇kH|un〉 × 〈un|∇kH|u2〉
(En − E1)(En − E2)
=
1
2pi
∮
S2
dS · 2kˆ
4|k|2
=
1
4pi
∮
S2
dΩ. (S58)
In general, for
H = f1(k)Γ1 + f2(k)Γ2 + f3(k)Γ3, (S59)
we have
e2 =
1
2pi
∮
S2
dSkˆ · ∇kfi ×∇kfj
×
∑
n=3,4
〈u1|∇fiH|un〉 〈un|∇fjH|u2〉
(En − E1)(En − E2)
=
1
4pi
∮
S2
dSkˆ · ∇kfi ×∇kfjijk fk
2|f |3
=
1
8pi
∮
S2
dS · ijkfˆi · ∇kfˆj ×∇kfˆk. (S60)
The parity of this invariant is the second Stiefel-Whitney class,
which is the Z2 monopole charge of the Dirac point.
SI 4. WILSON LOOP METHOD
Wilson loop methods have been introduced in Ref. 20, 22,
23 to calculate the Z2 monopole charge of Dirac points or
nodal lines in the Brillouin zone. In particular, Bzdusˇek and
Sigrist developed a gauge-invariant method in Ref. 22. How-
ever, they could not explicitly connect the Wilson loop method
to the bulk topological invariant, which is the second Stiefel-
Whitney class. Here, we explain in detail how to get the sec-
ond Stiefel-Whitney class using the Wilson loop method both
on a sphere and on a torus. This method can be used to gauge-
invariantly calculate the Z2 monopole charge or the Z2 invari-
ant of two-dimensional insulators.
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A. Wilson loop and transition functions
The Wilson loop operator is defined by [102–104]
W(φ0+2pi,θ)←(φ0,θ) = lim
N→∞
FN−1FN−2...F1F0, (S61)
where (φ, θ) parametrizes a sphere or a torus in the Brillouin
zone or the (2D) Brillouin zone itself, and Fj is the overlap
matrix at φj = φ0 + 2pij/N whose matrix elements are given
by [Fj ]mn = 〈umφj+1 |unφj 〉, and φN+1 = φ0. We will show
that the homotopy class of the Wilson loop operator gives the
second Stiefel-Whitney class in a special gauge, the so-called
the parallel-transport gauge [83].
First, we consider a sphere in the Brillouin zone, which is
covered by three patches A, B, and C whose overlap A ∩
C, C ∩ B, and B ∩ A is φ = pi/2, φ = pi, and φ = 2pi
for all 0 ≤ θ ≤ pi [See Fig. S6(a)]. Here φ and θ are the
azimuthal and the polar angle of the sphere. Real occupied
states |unk〉 are smooth within each patch. The Wilson loop
operator W0(θ) ≡W(2pi,θ)←(0,θ) is then
W0(θ) = 〈uA(0, θ)|uB(2pi, θ)〉W(2pi,θ)←(pi,θ)
〈uB(pi, θ)|uC(pi, θ)〉W(pi,θ)←(pi/2,θ)
〈uC(pi/2, θ)|uA(pi/2, θ)〉W(pi/2,θ)←(0,θ)
=tAB(θ)Pe−i
∫ 2pi
pi
dφ′ABφ (θ,φ
′)
tBC(θ)Pe−i
∫ pi
pi/2
dφ′ACφ (θ,φ
′)
tCA(θ)Pe−i
∫ pi/2
0 dφ
′AAφ (θ,φ
′), (S62)
where we used that W(θ,φ2)←(θ,φ1) = Pe−i
∫ φ2
φ1
dφ′Aφ(θ,φ′)
when the states |un(φ,θ)〉 are smooth for φ1 < φ < φ2,
and Anm,φ = 〈um(θ,φ)|i∂φ|un(θ,φ)〉 is the φ component of
the Berry connection. If we take the parallel-transport gauge
which is defined by
|uAp,n(φ,θ)〉 =
[
Pe−i
∫ φ
0
dφ′AAφ (θ,φ
′)
]
mn
|uAm(φ,θ)〉,
|uBp,n(φ,θ)〉 =
[
Pe−i
∫ φ
pi
dφ′ABφ (θ,φ
′)
]
mn
|uBm(φ,θ)〉,
|uCp,n(φ,θ)〉 =
[
Pe−i
∫ φ
pi/2
dφ′ACφ (θ,φ
′)
]
mn
|uCm(φ,θ)〉, (S63)
the Wilson loop operator is then
W0(θ) = Wp,0(θ) = t
AB
p (θ)t
BC
p (θ)t
CA
p (θ), (S64)
where Wp and tp are the Wilson loop operator and the tran-
sition function in the parallel-transport gauge. Notice that it
takes the form of Eq. (S25). Therefore, the winding number
of W0(θ) gives the second Stiefel-Whitney class.
Similarly, the Wilson loop operator on a torus can be re-
lated to the transition function. Let us consider a torus cov-
ered with the patches shown in Fig. S6(b). We take a gauge
where transition functions are trivial over θ = pi line. Also,
we impose on θ = 0 that tAD and tBC are the identity (con-
stant orientation-reversing matrices) when the occupied states
(b) θ

π
π0-π
-π
B A
C D
B
Cθ

A
(a)
FIG. S6: Patches covering a sphere and a torus. Wilson loop opera-
tors are calculated along the red arrows. (a) Sphere covered with two
patches which overlap on φ = 0 and φ = pi. (b) Torus covered with
four patches. φ and θ are 2pi-periodic. Transition functions are taken
to be nontrivial only over θ = 0 and φ = 0 lines.
are orientable (non-orientable) along θ. Then, we move to the
parallel-transport gauge which is defined by
|uA/Dp,n(φ,θ)〉 =
[
Pe−i
∫ φ
0
dφ′AA/Dφ (θ,φ
′)
]
mn
|uA/Dm(φ,θ)〉,
|uB/Cp,n(φ,θ)〉 =
[
Pe−i
∫ φ
pi
dφ′AB/Cφ (θ,φ
′)
]
mn
|uB/Cm(φ,θ)〉, (S65)
where 0 ≤ φ ≤ pi in the first line, pi ≤ φ ≤ 2pi in the sec-
ond line. In this gauge, the Wilson loop operator is related to
transition functions as
W0(θ) =
{
tABp (0, θ)t
BA
p (pi, θ) for 0 ≤ θ ≤ pi,
tDCp (0, θ)t
CD
p (pi, θ) for pi ≤ θ ≤ 2pi.
(S66)
W0(2pi) is smoothly defined in the range 0 ≤ θ < 2pi, but its
periodic condition is nontrivial:
W0(2pi) = t
DC
p (0, 0)t
CD
p (pi, 0)
= tDAp (0, 0)t
AB
p (0, 0)t
BC
p (0, 0)
× tCBp (pi, 0)tBAp (pi, 0)tADp (pi, 0)
= tDAp (0, 0)W0(0)t
BC
p (0, 0)
= (tADp (0, 0))
−1W0(0)tADp (0, 0), (S67)
where we used that tADp (φ, 0) = t
AD(0, 0) and tBCp (φ, 0) =
tBC(pi, 0) are independent of φ, which can be shown by
tADp (φ, 0) = (W
A
(φ,0)←(0,0))
†tAD(φ, 0)WD(φ,0)←(0,0)
= (WA(φ,0)←(0,0))
†tAD(φ, 0)
× (tAD(φ, 0))†WA(φ,0)←(0,0)tAD(0, 0)
= tAD(0, 0) (S68)
and similary for tBC . The homotopy class of the Wilson loop
operator W0(θ) determines the second Stiefel-Whitney class
according to the discussion on Eq. (S32) in the previous sec-
tion. We can read off the homotopy class of the Wilson loop
operator gauge-invariantly from its spectrum as we will show
below.
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B. Z and Z2 topology of the Wilson loop
We have used a particular gauge to relate the Wilson loop
operator to the second Stiefel-Whitney class. Nevertheless,
the relation is still meaningful in other gauges because the
spectrum of the Wilson loop operator is gauge-invariant [102].
One can immediately observe from Eq. (S61) that the Wilson
loop operator transforms as
Wφ0(θ)→ U−1(φ0, θ)Wφ0(θ)U(φ0, θ) (S69)
under any transformation |un(φ,θ)〉 → Umn(θ, φ))|un(φ,θ)〉
which may be discontinuous or complex-valued, where we
used a short-hand notation Wφ0(θ) for W(φ0+2pi,θ)←(φ0,θ).
Moreover, the change of the initial azimuthal angle is also a
similarity transformation because
Wφ˜0(θ) = W(φ˜0+2pi,θ)←(φ0+2pi,θ)Wφ0(θ)W(φ0,θ)←(φ˜0,θ)
= W(φ˜0,θ)←(φ0,θ)Wφ0(θ)W(φ0,θ)←(φ˜0,θ)
= W−1
(φ0,θ)←(θ,φ˜0)Wφ0(θ)W(φ0,θ)←(φ˜0,θ) (S70)
in a smooth complex gauge where the transition function is
trivial everywhere on the sphere (we can take this gauge be-
cause the Chern number is zero due to the PT symmetry).
Thus, we can work in any gauge with any φ0 as far as spec-
trum is concerned because a similarity transformation does
not change the spectrum. We will show below how we can
extract the winding number of the Wilson loop operator from
its eigenvalues. In other words, we show how to get the sec-
ond Stiefel-Whitney class from the eigenvalues of the Wilson
loop operator.
In our analysis, it will be convenient to use the exponen-
tiated form of the Wilson loop. In the real parallel-transport
gauges we constructed above, the Wilson loop belongs to the
orthogonal group. We can further restrict it to the special or-
thogonal group if we calculate the Wilson loop along the ori-
entable cycle. Then
W (θ) = eiV (θ), (S71)
where we omitted φ0 = 0 in the notation, and V is an
anti-symmetric imaginary matrix so-called the PT -symmetric
Wilson Hamiltonian [84]. We will consider the base manifold
first as a sphere and then as a torus. In both cases, the second
Stiefel-Whitney class is given by the parity of the number of
the linear crossing of the eigenvalues Θ of V which occurs on
Θ = pi.
1. Sphere
(1) Integer classification for two occupied bands.— When
the number of occupied bands is two, the Wilson loop operator
is parametrized by only one parameter (rotation angle of the
SO(2) element), i.e.,
V =
(
0 −ia
ia 0
)
, (S72)
such that the Wilson loop operator one-to-one corresponds to
amodulo 2pi. Accordingly, the winding number of the Wilson
loop operator can be read off from the winding of its eigen-
values
exp(iΘ±) = exp(±ia). (S73)
By taking one of the phase eigenvalues (either with +a or−a)
and counting its winding number by smoothly following it as
θ is varied, we have the winding number of the Wilson loop
operator.
Figure S7(a-d) shows four Wilson loop spectra of two oc-
cupied bands. As (a) and (b) both have zero winding number,
(a) can be smoothly deformed to (b), and vice versa. It is be-
cause the crossing point on Θ = 0 can be annihilated at the
boundary θ = 0 or θ = pi. One can suppose that the crossing
point moves out of the boundary. However, (b) cannot be adi-
abatically deformed to (c) and (d) because they have different
winding numbers.
Let us notice that the parity of the winding number, which
is the second Stiefel-Whitney class, is given by the parity of
the number of crossing points on Θ = pi. Thus, we can
get the second Stiefel-Whitney class by counting the crossing
points on the line. It is also true when the number of occupied
bands is larger than two because the crossing points are stable
against adding trivial bands as we show below.
(2) Z2 classification for more than three occupied bands.—
When the number of occupied bands exceed two, the gener-
ator of the nontrivial homotopy pi1(SO(Nocc)) = Z2 is given
by the generator of pi1(SO(2)) = Z defined in a two-band
subspace [81]. In other words, a Wilson loop operator is ho-
motopically nontrivial when it can be continuously deformed
to
W [θ] =

0 e−2iθ . . . 0 0
e2iθ 0 0 0
...
. . .
0 0 1 0
0 0 0 1
 , (S74)
where 0 ≤ θ < pi. One can interpret this as follows: by adding
topologically trivial occupied bands to an insulator with two
occupied bands, we get an insulator with more occupied bands
characterized by the same Stiefel-Whitney classes. Based on
this homotopy equivalence, we see that the homotopy class of
the Wilson loop operator is given by the winding number of its
eigenvalues as in the case of two occupied bands. We explain
below why the winding number is meaningful only modulo
two for more than three occupied bands. We will study the
stability of the crossing points because the nontrivial connec-
tivity of the Wilson loop eigenvalues arises from the crossing
between the eigenvalues.
The spectrum of the Wilson loop of the type Eq. (S74) has a
linear crossing on the line Θ = pi [See Fig. S7(e)]. This cross-
ing point is locally stable against continuous deformations as
we show now.
Let us consider the most general form of the 2× 2 effective
Wilson Hamiltonian near a crossing point at (θ0,Θ0)
VΘ0 = v1δθσx + v2δθσy + v3δθσz, (S75)
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FIG. S7: Wilson loop spectrum on a sphere. The Wilson loop opera-
tor is calculated along the azimuthal direction with a fixed polar angle
θ. (a-d) two occupied bands. The winding number is (a,b) zero, (c)
one, and (d) two. (b) can be adiabatically deformed to (a) as we push
the crossing point on Θ = 0 out of the boundary at θ = 0 or θ = pi.
(e-h) Three and four occupied bands. (e) shows the spectrum of the
generator of the non-trivial homotopy in Eq. (S74). It is given by
adding flat spectra on Θ = 0 in addition to (c). Any nontrivial Wilson
loop spectrum is given by smoothly deforming (e). Adding a small
perturbation to (e) does not deform the spectrum for three occupied
bands, while it deforms the spectrum to (f) for four occupied bands.
(g) and (h) shows theZ2 nature of the Wilson loop spectrum for three
and four occupied bands, respectively. Blue lines in (g) and (h) are
given by adding one and two flat bands to (d), respectively, whereas
red lines are the spectrum after adding a PT -preserving deformation
which eliminates non-protected crossing points. The crossing points
on Θ = pi can always be pair-annihilated after this elimination.
where δθ = θ− θ0. The effective Wilson Hamiltonian should
satisfy
V ∗Θ0 = −V−Θ0 (S76)
if we take real basis states, because of the PT symmetry
constraint V ∗ = −V . Let us explain more about this. To
avoid the complication coming from choosing a basis, we
introduce the basis-independent notation using brakets Vˆ =∑
α,β |wα〉Vαβ〈wβ | and PˆΘ0 =
∑
Θα=Θ0
|wα(θ0)〉〈wα(θ0)|,
where Vˆ |wα〉 = Θα|wα〉, and then VˆΘ0 = PˆΘ0 Vˆ PˆΘ0 . In
this notation, the basis independent form of V ∗ = −V is
Vˆ ∗ = −Vˆ . Because of this, Vˆ |w∗α〉 = −Θα|w∗α〉. Then, it
follows that Vˆ ∗Θ0 = −Vˆ−Θ0 . Accordingly, we have the ma-
trix equation Eq. (S76) in the real basis. At a generic level
Θ0 6= npi, where n is any integer, VΘ0 is not constrained by
Eq. (S76). The constraint Eq. (S76) just tells us that, when
there is a crossing point at Θ0, there is also a crossing point at
−Θ0 . Then VΘ0 has two eigenvalues δΘ = ±
√∑
i(viδθ)
2.
A small perturbation such as mσy opens a gap. On the other
hand, when Θ0 = npi for an integer n, such that Θ0 = −Θ0
mod 2pi,
Vnpi = vδθσy. (S77)
Vnpi has two eigenvalues δΘ = ±vδθ. The crossing points are
stable against adding a perturbation because a small perturba-
tion mσy just moves the point along the line Θ = npi.
While a single linear crossing point is locally stable on the
line Θ = npi for any integer n, two linear crossing points may
be gapped by a pair-annihilation when they are on the same
level. The difference between two occupied bands and more
occupied bands comes from whether the pair-annihilation is
always possible. In the case of two occupied bands, two lin-
ear crossing points on the line Θ = pi at θ = θ1 and θ = θ2
cannot be pair-annihilated if there is a linear crossing point
on the line Θ = 0 at θ = θ0 such that θ1 < θ0 < θ2 [See
Fig. S7(d)]. Because both of the phase eigenvalues are on
Θ = 0 at θ = θ0, no eigenvalues exist on Θ = pi at θ0. Ac-
cordingly, the crossing points at θ1 and θ2 on Θ = pi cannot
be pair-annihilated because they can never reach a polar angle
θ0 which is between θ1 and θ2. On the other hand, a pair-
annihilation is always possible on Θ = pi for more than three
occupied bands. When the number of the occupied bands is
odd, the crossing on Θ = 0 involves at least three bands be-
cause there is a flat spectrum at Θ = 0. The 3× 3 effective V
on the Θ = 0 line has the form
V0 = δθ
 0 −iv1 −iv2iv1 0 −iv3
iv2 iv3 0
 , (S78)
whose three eigenvalues are
Θ = ±
√
(v1δθ)2 + (v2δθ)2 + (v3δθ)2, 0. (S79)
A gap m opens at the crossing point by a small perturbation
v1δθ → v1δθ+m. No crossing points are locally protected on
Θ = 0 [See Fig. S7(g)]. Then there is no obstruction to a pair-
annihilation on Θ = pi. When the number of the occupied
bands is even, a linear crossing point can exist on Θ = 0 at θ0
between θ1 and θ2. Nevertheless, if more than four occupied
bands exist, the crossing points at θ1 can always be directly
connected to those at θ2. Figure S7(h) shows that the crossing
points on Θ = 0 can be isolated from the crossing points on
Θ = pi by a continuous deformation, because the crossing
points away from Θ = npi are not protected against small
perturbations. A pair-annihilation on Θ = pi is not obstructed
by the crossing point on Θ = 0.
As a consequence, only the parity of the winding number is
topologically meaningful when the number of occupied bands
exceeds two. This parity is the second Stiefel-Whitney class
and it is given by counting the crossing points on Θ = pi
modulo two.
2. Torus
A torus is described by two periodic cycles (φ, θ) along
which occupied states may be non-orientable, whereas occu-
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FIG. S8: Diagonal cycle of a torus. When the occupied states are
non-orientable along both φ and θ, the diagonal cycle shown as a
red arrow in (a) is orientable. We calculate the Wilson loop operator
along the arrow. It corresponds to choosing new coordinates (ϕ, θ)
in (b) and calculating the Wilson loop along ϕ.
pied states are always orientable over a sphere. We should
be cautious due to the potential non-orientability. If the Wil-
son loop operator is calculated along a non-orientable cycle,
its spectrum cannot show the topological feature of the oper-
ator itself when Nocc is even. It is because the spectrum has
two flat spectrum on both Θ = 0 and Θ = pi as one can see
as follows. Because PT symmetry requires for a Wilson loop
operatorW thatW ∗ = G†WGwhereG is the sewing matrix,
the set {Θj} of eigenvalues is equal to the set {−Θj} of neg-
ative eigenvalues [104]. Eigenvalues form a pair (Θj ,−Θj)
or take invariant values Θj = 0 and pi modulo 2pi. Also,
exp(i
∑
j Θj) = detW = e
iΦ = eiw1 = −1, where Φ and
w1 is the Berry phase in a complex smooth gauge and the
first Stiefel-Whitney class in a real gauge along the non-trivial
cycle. It shows that there is one (mod 2) invariant eigenval-
ues Θj = pi. As Nocc is even, there should be one (mod 2)
more invariant eigenvalues, which is Θj = 0. Thus, we have
flat spectrum on both Θ = 0 and Θ = pi if we calculate the
Wilson loop operator along a non-orientable cycle. Any de-
generacy on Θ = 0 and pi then can be lifted after hybridized
with the flat spectrum.
For this reason, we will consider Wilson loop operators cal-
culated along the orientable cycle. It is possible even if both
of the cycles φ and θ are non-orientable, because then we can
calculate the Wilson loop operator along the orientable diag-
onal direction as shown in Fig. S8(a). In other words, we
calculate the Wilson loop along the orientable cycle of a dif-
ferent but equivalent torus parametrized by (ϕ, θ) as shown
in Fig. S8(b), where (ϕ, θ) in new coordinates correspond to
(ϕ/2, θ + ϕ/2) in the original coordinates.
Now we analyze the topology of the Wilson loop spec-
trum on a torus. As we discussed in Sec. SI 3 B 2, the sec-
ond Stiefel-Whitney class on a torus is determined according
to whether the Wilson loop operator can be continuously de-
formed into the identity operator (modulo winding the non-
contractible cycle even number of times). Accordingly, the
parity of the number of crossing points on Θ = pi gives the
second Stiefel-Whitney class as it does on a sphere. For exam-
ple,w2 = 0 in Fig. S9(a,b,f), andw2 = 1 in Fig. S9(c,d,e,g,h).
What makes the spectrum on a torus distinguished from that
on a sphere is the boundary condition of the Wilson loop op-
erator: W = 1 at θ = 0 and pi on a sphere, and the periodic
boundary condition Eq. (S67) on a torus. Because the bound-
π-π
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FIG. S9: Wilson loop spectrum on a torus. The Wilson loop opera-
tor is calculated along the orientable cycle at a fixed θ. (a-d) Spec-
trum for two occupied bands. (w1,θ, w2)= (a) (0, 0), (b) (1, 0), (c)
(0, 1), (d) (1, 1). (e-h) Nontrivial spectrum for three and four oc-
cupied bands. (e) Three occupied bands with w2 = 1. When the
number of occupied bands is odd, we can only get w2 if we calculate
the Wilson loop operator along a orientable cycle. (f-h) Four occu-
pied bands. (w1,θ, w2)= (f) (1, 0), (g) (0, 1), (h) (1, 1). Here, w1,θ
is the first Stiefel-Whitney class along θ.
ary condition on a torus does not require that all eigenvalues
are degenerate at a point on Θ = 0, an odd number of the
crossing points on Θ = pi does not necessarily mean that the
eigenvalues winds as shown in Fig. S9(d,e,g,h). Moreover,
whenNocc is even, crossing points are protected on Θ = 0 not
only locally but also globally. As crossing points are protected
on both Θ = 0 and pi, there are three nontrivial topological
phases which is characterized by an odd number of crossing
points on Θ = 0 only, on Θ = pi only, and on both. This
does not apply for an odd Nocc because the crossing points on
Θ = 0 can be lifted due to the flat spectrum.
Let us investigate on the four topological phases for an even
Nocc. We first consider two occupied bands. Because a cross-
ing point on Θ = 0 is topologically stable, the spectrum in
Fig. S9(a) and (b) [(c) and (d)] is distinct although w2 = 0
[w2 = 1] for both. It is the first Stiefel-Whitney class along
θ (w1,θ = 1) which distinguish the two spectrum. Recall that
the periodic condition for the Wilson loop operator is nontriv-
ial when w1,θ = 1, and it is given by
W (2pi) = M−1W (0)M, (S80)
where detM = −1, in the parallel-transport gauge defined
above. For two occupied bands, it becomes
exp(iΘ(2pi)σy) = M
−1 exp(iΘ(0)σy)M
= exp(−iΘ(0)σy), (S81)
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FIG. S10: Wannier center flows in a PT -symmetric system. Wan-
nier centers relative to the unit cell position are determined, modulo
lattice translations, by Wilson loop eigenvalues. The second Stiefel-
Whitney class is therefore nontrivial (trivial) when the left (right) unit
cell is chosen.
which shows that eigenvalues are interchanged as θ goes
from 0 to 2pi such that an odd number of crossing points
occur. As one can adiabatically diagonalize a Wilson loop
operator into 2 × 2 blocks, this applies to any even Nocc.
Three nontrivial topological phases of four occupied bands
are shown in Fig. S9(f,g,h) which corresponds to (w1,θ, w2) =
(1, 0), (0, 1), and (1, 1), respectively.
The spectrum in Fig. S9 shows that the second Stiefel-
Whitney class of a 2D Brillouin zone depends on the choice
of the unit cell in real space. Notice that the spectrum in
Fig. S9(b) and (d) differ by a constant shift by pi while they
have different second Stiefel-Whitney class. The same is true
for Fig. S9(f) and (h). Let us use (kx, ky) to parametrize the
Brillouin zone. Because the eigenstates of the Wilson loop
operator calculated along kx are Wannier states localized in
the x-direction [103], such that the eigenvalues are Wannier
centers, Fig. S9(b) and (d) (also (f) and (h)) shows that a uni-
form shift of the Wannier centers changes the second Stiefel-
Whitney class. In other words, the second Stiefel-Whitney
class can change if we shift the unit cell a half lattice con-
stant. Figure S10 shows two choices of unit cells which give
different second Stiefel-Whitney class.
On the other hand, the second Stiefel-Whitney class is in-
dependent on the choice of the unit cell when Nocc is odd, al-
though the translation of the unit cell can remove the crossing
of Wannier centers across its boundary. According to Sec. SI
3 B 2, if the Wilson loop operator is calculated along the non-
orientable cycle, we have w2 = 0 (w2 = 1) when the Wilson
loop operator can (cannot) be continuously deformed to −1
for an odd Nocc. Thus, w2 is determined by the parity of the
number of crossing points on Θ = 0 if the occupied bands
are non-orientable along kx for an odd Nocc. Consequently,
w2 = 0 and w2 = 1 transforms to w2 = 0 and w2 = 1 by the
change of the unit cell, respectively.
This peculiar property of the second Stiefel-Whitney class
shows its quadrupole-moment-like character in the following
sense. Consider the electron charge Q, dipole moment Px,
and quadrupole moment Qxy of a unit cell v in the classical
limit.
Q =
∫
v
d2rρ(r),
Px =
∫
v
d2rρ(r)x,
Qxy =
∫
v
d2rρ(r)xy. (S82)
When we translate electrons by (Dx, Dy), the quadrupole mo-
ment transforms as
Q′xy =
∫
v
d2rρ(r)(x+Dx)(y +Dy)
= Qxy +DxPy + PxDy +QDxDy. (S83)
Quantum mechanically, the charge and dipole moment are de-
fined by
Q =
∑
n∈occ
1,
Px =
∑
n∈occ
px,n, (S84)
where px,n =
∮
BZ
d2k
(2pi)2 TrA =
1
2w1,kx(Bn) is the dipole
moment for the nth band. If we define a pseudo quadrupole
moment by
Qxy ≡
∑
n∈occ
px,npy,n, (S85)
it conforms to the transformation rule in Eq. (S83). Then
PxPy −Qxy transforms as
P ′xP
′
y −Q′xy = PxPy −Qxy + ∆, (S86)
where
∆ = (Q− 1)(DxPy + PxDy +QDxDy). (S87)
Consider the case whereDx andDy are half-integers. We im-
mediately see that ∆ = 0 when Nocc = Q is odd. Moreover,
∆ = 1/4 modulo 1/2 whenNocc is even andDxPy = 1/4 for
Px = 0. This is exactly the way the second Stiefel-Whitney
class transforms under half-lattice translations. Indeed, we
can show
w2 = 4 (PxPy −Qxy) (S88)
for non-degenerate bands. It follows from the Whitney sum
formula and the Ku¨nneth formula:
w2(B) =
∑
i<j
w1(Bi) ^ w1(Bj)
=
∑
i<j
w1,kx(Bi)w1,ky (Bj)− w1,kx(Bj)w1,ky (Bi)
=
∑
i<j
w1,kx(Bi)w1,ky (Bj) + w1,kx(Bj)w1,ky (Bi)
=
∑
i 6=j
w1,kx(Bi)w1,ky (Bj)
=
∑
i,j
w1,kx(Bi)w1,ky (Bj)−
∑
i
w1,kx(Bi)w1,ky (Bi)
= 4PxPy − 4Qxy. (S89)
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Let us notice that the pseudo quadrupole moment is dif-
ferent from the physical quadrupole moment in general. The
gauge-invariant form of Qxy is given by PxPy − w2/4. Be-
cause 4PxPy and w2 are Z2 topological invariants defined
modulo two, 4PxPy − w2 is also a Z2 topological invari-
ant [118], which reduces to 4Qxy for non-degenerate oc-
cupied bands. Nevertheless, it is not a physical quantized
quadrupole moment when there is no addition symmetry, be-
cause PT symmetry alone does not quantize the quadrupole
moment [84]. The physical quantized quadrupole moment
arises when the Wilson loop spectrum is gapped [84] while
in our case the spectrum has gap-closing points when Px =
Py = 0 and 4Qxy = 1 (i.e., w2 = 1 mod 2).
C. Numerical calculations
Using simple models, we demonstrate the nontrivial pat-
terns of the Wilson loop spectrum which we have studied
above. We will consider two 4 × 4 model Hamiltonians and
their extension to 6× 6 models. They are all real because we
take PT = K.
One is a model of a nodal line with an integer monopole
charge e2 = n (See Eq. (S52) for the definition of this integer
monopole charge.).
H(k) = Re(kn+)Γ1 + Im(k
n
+)Γ2 + kzΓ3 +mΓ15, (S90)
where k+ = kx + iky , Γ(1,2,3) = (σx, τyσy, σz), Γ(4,5) =
(τxσy, τzσy), and Γij = [Γi,Γj ]/2i. Its energy spectrum is
given byE = ±
√
f21 + (fρ ± |m|)2, where fρ =
√
f22 + f
2
3 ,
where (f1, f2, f3) = (Re(kn+), Im(k
n
+), kz). Af half-filling
(EF = 0), this model describes a nodal line with monopole
charge n, as we can see by taking the zero-size limit m →
0 to have a nodal point with the same monopole charge.
In this zero-size limit, the monopole charge is given by
e2 = (1/8pi)
∮
S2
dk ·∑i,j,k ijkfˆi∇kfˆj × ∇kfˆk for H =∑
i=1,2,3 fiΓi as shown in Sec. SI 3 E 3 [See Ref. 21 also].
Therefore, e2 = n, and w2 = n modulo two in this model.
The other is a lattice model which can describe pair-
creations of Z2 monopoles.
H(k) =
3∑
i=1
fi(k)Γi +mΓ15, (S91)
where f1 = 2 sin kx, f2 = 2 sin ky , f3 = M + 2(cos kx −
1) + 2(cos ky − 1) + cos kz − 1. This system is an insulator
at M < −m, and a single trivial nodal line is created from
k = 0 when M exceeds the critical value M = −m. As we
increase M further, the system evolves in two ways according
to the value of m. (1) If |m| < 1, the single trivial line is
separated into a pair of Z2 monopole lines at M = m. The
plane kz = 0 then has a unit Z2 flux (i.e., w2 = 1) because it
is between the two Z2 monopoles. (2) If |m| > 1, the single
trivial line is not separated but increases its size, and it crosses
the Brillouin zone boundary (kx, ky, kz) = (0, 0, pi) at M =
2−m. The evolution fromM < −m toM > 2−m induces a
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FIG. S11: Numerical calculations of the Wilson loop spectrum
on spheres. The Wilson loop operator is calculated along φ at
each θ over the unit sphere |k| = 1, where (kx, ky, kz) =
|k|(sin θ cosφ, sin θ sinφ, cos θ), using the model in Eq. (S90) with
m = 0.5 for (a,d) and its 6 × 6 extension through Eq. (S92) for
(b,c,e,f). The Fermi level is given by EF = 0, which is half-filling
for the four-band model. One and two more bands are occupied in
the six-band model by choosing (b,e) µ5 = −µ6 = 0.5 and (c,f)
µ5 = µ6 = −0.5, respectively. p6 = 0.5 sin kx, p7 = sin kx, and
pi 6=6,7 = 0 for (b,e,c,f). (a,b,c) n = 1. The winding number of the
Wilson loop eigenvalues is identical to n independent of the number
of occupied bands. (d,e,f) n = 2. The double winding number in (d)
deforms to the zero winding number in (e) and (f) after one and two
more occupied bands are added. The winding number of the Wilson
loop operator is stable only modulo two for more than three occupied
bands.
Berry phase transition on the plane ky = 0 such that the plane
has a nontrivial Berry phase along kx for 2 −m < M < m
(gap closes again at M = m).
We can extend these two models into 6 × 6 models by
adding two trivial bands and hybridizing them with other
bands as follows
H6×6 =

H4×4
p1 p2
p3 p4
p5 p6
p7 p8
p1 p3 p5 p7 µ5 p9
p2 p4 p6 p8 p9 µ6
 , (S92)
where pi=1,...,9 and µi=5,6 are real. For EF = 0, we have
three (four) occupied bands by considering µ5 = −µ6 = 0.5
(µ5 = µ6 = −0.5).
Figure S11 shows the Wilson loop spectrum on the sphere
which encloses the gap-closing object described by Eq. (S90)
and its extension through Eq. (S92). For two occupied bands,
the (integer) monopole charge is identical to the winding num-
ber of the Wilson loop eigenvalues as shown in Fig. S11(a)
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FIG. S12: Numerical calculations of the Wilson loop spectrum on
tori. (a,b,c) Spectrum of the orientable occupied bands. The Wilson
loop operator is calculated along kx for each ky on the plane kz = 0
using the model Eq. (S91) with m = 0.5 and M = 1 in (a) and its
6 × 6 extension by Eq. (S92) in (b) and (c). As we take EF = 0,
three and four bands are occupied for (b) µ5 = −µ6 = 0.5 and (c)
µ5 = µ6 = −0.5, respectively. p6 = 0.5 and p7 = 1 for both (b)
and (c). (d) w2 = 0 and w1,kx = 1. The Wilson loop operator is
calculated along kz-direction at each kx on the plane ky = 0 using
Eq. (S91) with m = 1.2 and M = 1. (e) w2 = 1 and w1,θ = 1.
The Wilson loop operator is calculated along the toroidal cycle φ at
each polar angle θ on a torus enclosing a Z2 monopole line. We used
Eq. (S90) with n = 1 andm = 0.1 plus an additional term 1
2
Γ35, and
the enclosing torus is parametrized by ρ = 0.6 and  = 0.2, where
(kx, ky, kz) = ((ρ+ cos θ) cosφ, (ρ+ cos θ) sinφ,  sin θ). Here
w2,i is the first Stiefel-Whitney class calculated along the i-cycle.
and (d). On the other hand, for three or four occupied
bands, the monopole charge is identical to the winding num-
ber only modulo two. After we add occupied bands, the dou-
ble winding in Fig. S11(d) can deform to the trivial winding
in Fig. S11(e,f), whereas the single winding in Fig. S11(a) re-
mains nontrivial as in Fig. S11(b,c).
Now we move to the spectrum on torus shown in Fig. S12.
Figure S12(a,b,c) shows the Wilson loop spectrum for ori-
entable occupied bands on torus. For two orientable occupied
bands, the spectrum on torus has the same form as the spec-
trum on sphere. Figure S12(a) shows the Wilson loop spec-
trum on the two-dimensional Brillouin zone kz = 0 described
by Eq. (S91) with m = 0.5 and M = 1. As the first Stiefel-
Whitney class is trivial over the Brillouin zone, w2 = 1 is
characterized by the single winding of the Wilson loop eigen-
values. However, if we add one and two occupied bands, the
spectrum for w2 = 1 is not characterized by the winding of
the eigenvalues as shown in Fig. S12(b) and (c). What charac-
terizes w2 = 1 phase on torus is the odd number of crossing
on Θ = pi. In Fig. S12(c), the eigenvalues cross on Θ = 0 also
because the sum of the number of crossing points on Θ = 0
and Θ = 1 is even when the first Stiefel-Whitney class is triv-
ial along ky .
When the first Stiefel-Whitney class is nontrivial along the
cycle along which Wilson loop operator evolves, the total
number of the crossing points is odd as shown in Fig. S12(d)
and (e). The spectrum in Fig. S12(d) is calculated with
Eq. (S91) with m = 1.2 and M = 1, which described an
insulator with w1 = 1 only along kx, and w2 = 0. There
is one crossing point on Θ = 0 at kx = pi. Figure S12(e)
shows the spectrum over a torus enclosing the nodal line de-
scribed by Eq. (S90) with m = 0.1 and an additional term
1
2Γ35. The torus is defined by ρ = 0.6 and  = 0.2, where
(kx, ky, kz) = ((ρ+  cos θ) cosφ, (ρ+  cos θ) sinφ,  sin θ)
[See Fig. S12(f)]. While the spectrum has a crossing point on
Θ = 0, it is gapped on Θ = 0. It is because not only w2 = 1
but also w1 = 1 along θ on the torus.
SI 5. INVERSION SYMMETRY
We have developed our theory by requiring only the combi-
nation of inversion and time reversal symmetries. Many PT -
symmetric systems, however, have both inversion and time
reversal symmetries. Inversion symmetry helps us to iden-
tify the topological phase of matter because the phase is par-
tially determined by the inversion eigenvalues at the inversion-
invariant momenta (which is commonly called time-reversal-
invariant momenta or TRIM in short) [21, 26, 39, 85–87].
Here we derive the formula for calculating the second Stiefel-
Whitney class using inversion eigenvalues, which is
(−1)w2 =
4∏
i=1
(−1)[N−occ(Γi)/2], (S93)
where Γi=1,2,3,4 are four TRIM on the inversion-invariant
plane where w2 is evaluated, N−occ(Γi) is the number of occu-
pied bands with negative inversion eigenvalues at Γi, and the
bracket means the greatest integer function, i.e., [n + x] = n
for n ∈ Z and 0 ≤ x < 1. After we derive Eq. (S93), we
discuss about using the formula to count the Z2 monopole
charges in the Brillouin zone. Finally, we show that the quan-
tized magnetoelectric polarization can be induced by applying
a magnetic field on a nodal line semimetal with odd pairs of
Z2 monopoles.
A. The first Stiefel-Whitney class from parity
Before we move on, let us briefly review the relation be-
tween the Berry phase and inversion eigenvalues following
Ref. 26, 86, because it is needed in the derivation of our for-
mula. Here the Berry phase is calculated in a smooth complex
gauge. As shown in Sec. SI 2 B, this Berry phase corresponds
to the first Stiefel-Whitney class w1 of real gauges.
Inversion symmetry imposes a constraint on the Berry con-
nection by
TrA(k) + TrA(−k) = −i∇k log detB(k), (S94)
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where Bmn(k) = 〈um−k|P |unk〉 is the sewing matrix for
inversion symmetry. Accordingly, the Berry phase along an
inversion-invariant line is given by [26, 86]∫ pi
−pi
dkTrA(k) =
∫ pi
0
dk (TrA(k) + TrA(−k))
=
∫ pi
0
dk − i∇k log detB(k)
= −i log detB(pi)
detB(0)
. (S95)
That is,
exp
[
i
∫ pi
−pi
dkTrA(k)
]
=
detB(pi)
detB(0)
= detB(pi) detB(0)
=
2∏
i=1
Nocc∏
n=1
ξn(Γi)
=
2∏
i=1
ξ(Γi), (S96)
where we used detB(0) = ±1, Γ1 = 0 and Γ2 = pi,
ξn = ±1 is the inversion eigenvalue of the nth occupied band,
and ξ(Γi) is the product of all inversion eigenvalues of occu-
pied states over the TRIM Γi for simplicity of notation. The
product of ξ at two TRIM gives the Berry phase along the
inversion-invariant line passing through the two TRIM.
By applying the above relation, we can investigate the
inversion-required band degeneracies [26]. Let us recall that,
in PT -symmetric systems, the nontrivial Berry phase along
a contractible loop indicates that band degeneracies are en-
closed by the loop. The band degeneracies appear as nodal
lines in the 3D Brillouin zone. If we consider the Berry phase
Φ around the half of an inversion-invariant plane, which we
parametrize by 0 ≤ kx ≤ pi for simplicity, it is given by
(−1)Φ/pi = exp
[
i
∮
∂(hIP)
dk · TrA(k)
]
= exp
[
i
∮
dkyTrAy(pi, ky)− i
∮
dkyTrAy(0, ky)
]
=
2∏
i=1
ξ(Γi)
[
4∏
i=3
ξ(Γi)
]−1
=
4∏
i=1
ξ(Γi), (S97)
where ∂(hIP) is the boundary of the half invariant plane, and
Γi’s are contained in the invariant plane. Therefore, when the
product of all inversion eigenvalues over four TRIM is −1
(+1), an odd (even) number of nodal lines penatrating through
the half of the inversion-invariant plane containing the four
momenta. Here only the parity of the number of nodal lines
can be counted because an even number of nodal lines can be
removed from an invariant plane without changing the inver-
sion eigenvalues.
B. The second Stiefel-Whitney class from parity
We are now ready to derive an analogous formula for the
second Stiefel-Whitney class. While we have taken a com-
plex smooth gauge to associate the first Stiefel-Whitney class
with inversion eigenvalues, we now take a real gauge to asso-
ciate the second Stiefel-Whitney class charge with inversion
eigenvalues.
1. Two occupied bands
First we consider two orientable occupied bands over an in-
variant plane. Because the first Stiefel-Whitney class is trivial
for orientable occupied bands, there are two cases according
to Eq. (S96): the product of two inversion eigenvalues at each
TRIM is all negative or all positive.
In the former, the second Stiefel-Whitney class is trivial be-
cause the occupied bands can be deformed to topologically
trivial bands without closing the band gap between the con-
duction and valence band as follows. We invert the occupied
bands such that the topmost occupied band has the positive in-
version eigenvalue and the other has the negative eigenvalue at
each TRIM. Then, by applying Eq. (S97) to the lowest occu-
pied band rather than the whole occupied bands, we find that
inversion eigenvalues do not require a degeneracy between the
occupied bands because the product of inversion eigenvalues
is positive for the lowest occupied bands. In other words,
all degeneracies between the occupied bands can be removed
without changing the inversion eigenvalues. After removing
all the accidental degeneracies, we have two non-degenerate
orientable occupied bands. The Whitney sum formula shows
that the second Stiefel-Whitney class is trivial for the resulting
bands. As the band gap is not closed during the deformation
we have described, the second Stiefel-Whitney class of the
original phase is also trivial.
In the latter case where the inversion eigenvalues are the
same at each TRIM, it may be impossible to isolate the two
occupied bands from each other without closing the band gap
between the conduction and valence band. For example, when
the eigenvalues are −1 at one or three TRIM and +1 at the
other TRIM, the degeneracy of the occupied bands is required
by Eq. (S97) applied to the lowest occupied band. The second
Stiefel-Whitney class is nontrivial in this case. We will show
this by associating the flux integral form of the second Stiefel-
Whitney class with inversion eigenvalues. As we did when
reviewing the result for the Berry phase, we begin by defining
an 1D integral with inversion eigenvalues and then extend the
result to 2D integrals.
Inversion symmetry gives the following constraints on the
real Berry connection and curvature by
AR(k) = −BT (k)AR(−k)B(k)−BT (k)∇kB(k),
FR(k) = BT (k)FR(−k)B(k), (S98)
where ARmn = 〈umk|∇k|unk〉, and |unk〉 is real.
We consider an inversion-invariant line and take a smooth
real gauge over the line where the sewing matrix is also
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smooth over the line. It is always possible because we con-
sider orientable occupied bands. Then, because the sewing
matrix is smooth and detB = 1 at TRIM over the line, the
sewing matrix belongs to SO(2), i.e.,
B(k) = exp
(
0 φ(k)
−φ(k) 0
)
(S99)
It follows that the constraint equation for the real Berry con-
nection becomes
AR(k) +AR(−k) = −(BT (k)∇kB(k))
=
(
0 −∇kφ(k)
∇kφ(k) 0
)
, (S100)
from which we find∫ pi
−pi
dkAR12(k) =
∫ pi
0
dk
(
AR12(k) +A
R
12(−k)
)
= −
∫ pi
0
dk∇kφ(k), (S101)
and so
exp
[
i
∫ pi
−pi
dkAR12(k)
]
= exp
[
−i
∫ pi
0
dk∇kφ(k)
]
= exp [−i (φ(pi)− φ(0))]
=
2∏
i=1
ξ1(Γi), (S102)
where ξ1(Γi) is the eigenvalue of the sewing matrix, i.e.,
B(Γi) = ξ1(Γi)I2×2.
Next, we consider an inversion-invariant plane. As the oc-
cupied states may not be smooth over the whole plane, the
sewing matrix also may not be smooth. The sewing matrix
defined on C and D patches are related to the one defined on
A and B patches as
BCD(k) = (tAC(−k))−1BAB(k)tBD(k), (S103)
where A and C covers −k, and B and D covers k, and tAB
and tCD are the transition functions defined by |uCn−k〉 =
tACmn(−k)|uAn−k〉 and |uDnk〉 = tBDmn (k)|uBnk〉. We require all
the transition functions be orientation-preserving. Then, the
above relation shows that the sewing matrix belongs to SO(2)
everywhere on the plane because it belongs to SO(2) within
the patches covering a TRIM. The symmetry constraint on FR
becomes
FR(k) = FR(−k). (S104)
The second Stiefel-Whitney class over the invariant plane is
then given by
exp [ipiw2] = exp
[
i
2
∫ pi
−pi
dkx
∫ pi
−pi
dkyF
R
12(kx, ky)
]
= exp
[
i
∫ pi
0
dkx
∫ pi
−pi
dkyF
R
12(kx, ky)
]
= exp
[
i
∮
dkyA
R
12(pi, ky)− i
∮
dkyA
R
12(0, ky)
]
=
2∏
i=1
ξ1(Γi)
[
4∏
i=3
ξ1(Γi)
]−1
=
4∏
i=1
ξ1(Γi), (S105)
where we applied the Stokes’ theorem on a patch fully cover-
ing the half Brillouin zone to get the second line.
Next, we consider two non-orientable occupied bands. Be-
cause the invariant plane should be gapped in order that the
second Stiefel-Whitney class is defined, ξ(Γi) can be negative
at an even number of TRIM. When ξ is negative at none or
all the four TRIM, the occupied bands are orientable, which
we have discussed. The remaining is the case where ξ(Γi) is
negative at two TRIM, which we take as Γ1 and Γ2. There
are three configuration of inversion eigenvalues up to the per-
mutation Γ1 ↔ Γ2 and Γ3 ↔ Γ4 and up to a band inversion
between the occupied bands. They are
Γ1Γ2Γ3Γ4 Γ1Γ2Γ3Γ4 Γ1Γ2Γ3Γ4
−−+ + + +−− +−+−
+ + + + −−−− −+ +− (S106)
After removing all the accidental degeneracies, the low-
est occupied band can be isolated by a band gap from the
other band in all three configurations. In the first and sec-
ond case, the second Stiefel-Whitney class for the occu-
pied bands is trivial according to the Whitney sum for-
mula. Here, the Whitney sum formula is w2(B1 ⊕ B2) =
w1φ(B1)w1θ(B2)− w1θ(B1)w1φ(B2) modulo two, where B1
and B2 is the bottom and top occupied bands. Because
w1(B1) = 0 for trivial B1, we find w2 = 0. On the
other hand, the second Stiefel-Whitney class is nontrivial
in the last case according to the Whitney sum formula, be-
cause (w1φ(B1), w1θ(B1), w1φ(B2), w1θ(B2)) = (pi, pi, 0, pi)
or (0, pi, pi, 0) or their permutation by φ↔ θ.
Let us notice that the second Stiefel-Whitney class is non-
trivial only when there is an odd number of TRIM at which
inversion eigenvalues for the two occupied bands are both−1.
Thus, we can summarize the result for two occupied bands as
(−1)w2 =
4∏
i=1
(−1)[N−occ(Γi)/2], (S107)
where the bracket is the greatest integer function.
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2. General occupied bands
We now extend the above derivation to the case withNocc >
2. We do this by decomposing occupied states into two-level
blocks and applying the Whitney sum formula.
Let us consider 2N + 1 or 2N + 2 occupied bands with
a non-negative integer N on an inversion-invariant plane. At
each TRIM, we decompose the occupied bands into N pairs
which have inversion eigenvalues −− or ++ and the remain-
ing band or bands through the band inversion only between
the occupied bands. Also, we re-order the energy level of the
occupied bands such that the remaining block is at the highest
level. We have, for example, the following pattern. We have
N blocks with degenerate inversion eigenvalues e.g.,
Γ1Γ2Γ3Γ4
2N + 0 :−+−+
2N − 1 :−+−+
...
2 : + +−−
1 : + +−− (S108)
for the 1, 2, ..., 2N th lowest energy level, and we have a re-
maining block at the highest energy level, which consists of
one and two bands for Nocc = 2N + 1 and 2N + 2, respec-
tively, e.g.,
Γ1Γ2Γ3Γ4 Γ1Γ2Γ3Γ4
2N + 1 :−+ +− 2N + 2 : −+ +−
2N + 1 : +−+− (S109)
where Γ1, ...,Γ4 are TRIM on the inversion-invariant plane.
After this decomposition, the product of all inversion eigen-
values is positive within each of N + 1 blocks. This is ob-
vious for the lowest N blocks, and for the N + 1 block it
follows from that the band gap between the conduction and
valence band is open. Hence, each block can be isolated from
the other bands by removing all the accidental degeneracies
without changing the inversion eigenvalues. After lifting all
the accidental degeneracies, the second Stiefel-Whitney class
of the whole occupied bands is given by summing up the
second Stiefel-Whitney class of N + 1 blocks according to
the Whitney sum formula [See Eq. (S39)]. From the rela-
tion between the inversion eigenvalues and the second Stiefel-
Whitney class for each block, we find that
(−1)w2 =
4∏
i=1
(−1)[N−occ(Γi)/2]. (S110)
3. Z2 monopole charge
Suppose that the band gap is open on two invariant planes
which do not intersect each other [119]. In such a case, we
can detect the Z2 monopole charges in the Brillouin zone
using the relation between the inversion eigenvalues and the
second Stiefel-Whitney class. It is because the difference of
the second Stiefel-Whitney classes measure the Z2 monopole
charges in the half-Brillouin zone. Let two planes kz = 0 and
kz = pi be gapped for convenience. We have
exp [ipiNmp] = exp [ipi (w2(pi)− w2(0))]
=
4∏
i=1
(−1)[N−occ(Γi)/2]
(
8∏
i=5
(−1)[n−occ(Γi)/2]
)−1
=
8∏
i=1
(−1)[N−occ(Γi)/2], (S111)
where Nmp is the number of Z2 monopoles in the half Bril-
louin zone. Eq. (S111) can be intuitively understood as count-
ing the number of double band inversions modulo two. Sup-
pose we start with a trivial insulator whose inversion eigenval-
ues are all positive. In order to have [N−occ(Γi)/2] pairs of neg-
ative inversion eigenvalues at Γi, we need [N−occ(Γi)/2] times
of double band inversions at Γi modulo two. As a double
band inversion creates a pair of Z2 monopoles in the Brillouin
zone, it creates one Z2 monopole in the half Brillouin zone in
the presence of inversion symmetry. The parity of the num-
ber of Z2 monopoles in the half Brillouin zone is then given
by summing [N−occ(Γi)/2] over all TRIM. This is exactly what
Eq. (S111) shows.
C. Magnetoelectric polarization induced by a magnetic field
Interestingly, our formula for the number of Z2 monopoles
is identical to the formula for the magnetoelectric polarizabil-
ity of inversion symmetric systems [39, 86]. Let us shortly
review the parity formula for the magnetoelectric polarizabil-
ity following Ref. 86. The magnetoelectric polarizability P3
is defined by the integration of the Chern-Simons 3-form [89].
P3 =
1
8pi2
∫
BZ
d3kijkTr
[
Ai∂jAk − 2i
3
AiAjAk
]
,
(S112)
where Ai,nm(k) = 〈unk|i∂ki |umk〉. In the presence of inver-
sion symmetry, it has the following form [86]
P3 =
1
48pi2
∫
BZ
d3kijkTr
[
B†∂iBB†∂jBB†∂kB
]
=
1
2
deg(B), (S113)
where deg(B) is the “winding number” of the map B(k) :
T 3 → U(Nocc). It is a Z2 topological invariant because it is
gauge-invariant only modulo one. After a decomposition into
1 × 1 and 2 × 2 blocks as in Eq. (S109), deg(B) is given
by the sum of the winding number over all blocks. Because
T 3 → U(1) ≈ S1 is homotopically trivial, only 2 × 2 blocks
contribute to det(B). Within each 2×2 block, the parity of the
winding number is given by the parity of the number of points
satisfying B(k) = −1 [88]. Moreover, B(k) = −1 occurs
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FIG. S13: Topological phase transition from a nodal line semimetal
(NLSM) to an axion insulator in an inversion symmetric system.
(a,b) Nodal structures calculated using Eq. (S115) with m = 0.9,
and b = 0 in (a) and b = 0.1 in (b). Two nodal loops (red) in (a)
are fully gapped by breaking time reversal symmetry in (b), while
the degeneracy of the occupied bands (orange) remain. (c) Inversion
eigenvalues of occupied bands at eight TRIM for both (a) and (b).
(d) Numerical calculation of magnetoelectric polarizability. P3 is
calcaulted using Eq. (S117) for the model Eq. (S115) with b = 0.1,
m = 0. P3 approaches to ±1/2 as the constant inversion breaking
term f4 vanishes.
even times for k 6=TRIM becauseB(k) = −BT (−k). There-
fore, the number of TRIM points Γi satisfying B(Γi) = −1
determines deg(B) on an isolated 2×2 block with degenerate
inversion eigenvalues as in Eq. (S109). As this counting cor-
responds to calculating [N−occ(Γi)/2], we see that P3 is given
by the formula
exp [i2piP3] =
8∏
i=1
(−1)[N−occ(Γi)/2], (S114)
which is identical to the formula for counting Z2 monopoles
in the Brillouin zone.
There are two implications of this identification. First, P -
and T -symmetric spinless systems do not have an axion insu-
lator phase. While P3 is well-defined only when the system
is gapped, the system becomes gapless when P3 = 1 accord-
ing to Eq. (S114) and Eq. (S111). Therefore, no insulating
phase with P3 = 1 exists in the presence of both inversion
and time reversal symmetries. Instead, there are odd pairs
of Z2 monopoles in the Brillouin zone. Second, we can get
an axion insulator by breaking time reversal symmetry of the
nodal line semimetal. If we apply a magnetic field on the P -
and T -symmetric nodal line semimetal hosting odd pairs of
Z2 monopoles, time reversal symmetry is broken while inver-
sion symmetry is kept. Then, after PT symmetry is broken,
the nodal lines are fully gapped in general [90]. The resulting
insulating phase has a nontrivial magnetoelectric polarizabil-
ity according to the parity formula.
For definiteness, let us demonstrate the transition from a
nodal line semimetal to an axion insualtor. We consider the
model in the main text with M = −1, r = 1/2, and an addi-
tional time reversal breaking term f5Γ5.
H(k) =
3∑
i=1
fi(k)Γi +mΓ15 + f5(k)Γ5, (S115)
where Γ(1,2,3) = (σx, τyσy, σz), Γ(4,5) = (τxσy, τzσy),
Γij = [Γi,Γj ]/2i, f1 = 2 sin kx, f2 = 2 sin ky , f3 =
−4 + 2 cos kx + 2 cos ky + cos kz , and f5 = b sin kz . In
this model, band gap can close only when b = 0 because the
energy eigenvalues are given by
E = ±
√
f21 +
(
(
√
f22 + f
2
3 (±)m
)2
+ f25 . (S116)
When b = 0, the Hamiltonian is invariant under inversion
P = Γ3, and time reversal T = Γ3K. It describes a nodal line
semimetal with two nodal lines with Z2 monopole charges as
shown in Fig. S13(a). The presence of Z2 monopoles can be
captured from inversion eigenvalues shown in Fig. S13(c) ac-
cording to our formula Eq. (S111). When b 6= 0, time reversal
symmetry is broken while inversion symmetry is preserved.
Figure S13(b) shows that the nodal lines are fully gapped by
this term. Because inversion eigenvalues are not changed by
the time reversal breaking, the resulting insulator has a non-
trivial magnetoelectric polarizability according to Eq. (S114).
We can explicitly calculate the magnetoelectric polarizabil-
ity gauge-invariantly after we adiabatically deform m to zero.
As the band gap is open in this process as long as b 6= 0, the
magnetoelectric polarizability is not changed. Then we in-
clude a small constant inversion-breaking perturbation f4Γ4
to have a definite sign of P3. With this construction, the mag-
netoelectric polarizability can be calculated using the formula
in Ref. 91:
P3 =
1
8pi2
∫
BZ
d3k
2|f |+ f3
(|f |+ f3)2|f |3/2 
ijklfi∂kxfj∂kyfk∂kzfl,
(S117)
where |f |2 = f21 + f22 + f23 + f24 + f25 . The magnetoelectric
polarizability converges to ±1/2 as f4 approaches to zero as
shown in Fig. S13(d).
Let us shortly comment on the experimental observation
of magnetoelectric effect. Based on our analysis above, one
may expect a bulk polarization induced the magnetoelectric
effect when magnetic field is applied. Nonetheless, charges
cannot be polarized as long as the inversion symmetry is pre-
served by the termination. Instead, it has been recently found
that this system belongs to a class of second-order topolog-
ical insulators, which has chiral hinge states living on an
inversion-invariant 1D subsystem of the inversion-symmetric
surface [109–111] [120]. The chiral hinge states can be ob-
served by angle-resolved photoemission spectroscopy to ver-
ify the second-order topological nature of this system. If we
add some degrees of freedom having nontrivial Chern num-
bers on the surface, such that inversion symmetry is broken,
a half-integer magnetoelectric polarization can be observed
when magnetic field is applied.
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FIG. S14: Pair creation of nodal lines carrying nontrivial Z2
monopole charges. Red (Orange) points and lines indicate the cross-
ing between the conduction and valence bands (two occupied bands).
The nodal structures are numerically calculated using Eq. (S118).
(a,b) Inversion-asymmetric pair creation. (A,m15,m35) =
(1, 0.5, 0.5), (2, 0.5, 0.5). (c) inversion symmetric version of (a).
(A,m15,m35) = (1, 0.5, 0). In all cases, Z2 monopoles are pair-
created as M is increased.
SI 6. PAIR CREATION OF Z2 MONOPOLES
Here we show some inversion-asymmetric pair creations of
nodal lines carrying nontrivial Z2 monopole charges, which
is generic in systems with only PT symmetry. We will also
illustrate how linking structures are created by a DBI in more
detail than we did in the main text.
Let us use the following effective Hamiltonian to demon-
strate typical pair creations of Z2 monopoles.
H(k) = kxΓ1 + kyΓ2 + (M − k2x −Ak2y − k2z)Γ3
+m15Γ15 +m35Γ35, (S118)
where Γ(1,2,3) = (σx, τyσy, σz), Γ(4,5) = (τxσy, τzσy),
Γij = [Γi,Γj ]/2i, and τx,y,z and σx,y,z are Pauli matrices.
Figure S14 shows typical pair creations of Z2
monopoles Here the transition is driven by varying M .
(A,m15,m35) = (1, 0.5, 0.5), (2, 0.5, 0.5) ,(1, 0.5, 0) in
Fig. S14(a), Fig. S14(b), Fig. S14(c), respectively. Nodal
lines with Z2 monopole charges are created in pair when a
trivial nodal line [See Fig. S14(a)] or multiple trivial lines
[See Fig. S14(b)] surround the line of occupied band degen-
eracy such that a linking structure is created. The process
shown in Fig. S14(c) corresponds to an inversion-symmetric
version of that shown in Fig. S14(a). In case (c), one may find
that the effective Hamiltonian is symmetric under inversion
P = σz which acts as k→ −k.
The process described in Fig. S14(c) is a part of the pro-
cess we described in the main text, which we called double
band inversion [See Fig. S15(a)]. Eq. (S111) implies that a
change of two inversion eigenvalues at a TRIM, i.e., a double
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FIG. S15: Pair creation of Z2NLs via a double band inversion. M
and m (≡ m15) are parameters defined in Eq. (S118). A = 1 and
m35 = 0. (a) Evolution of band structure during double band inver-
sion. Red (Orange) points and lines indicate the crossing between
the conduction and valence bands (two occupied bands). (b) Saddle-
shaped band structure when 0 < M < |m|. (c-g) Change in nodal
line structure when two saddle-shaped bands cross.
band inversion, generates a pair of Z2 monopoles in the Bril-
louin zone. Though, it may be confusing why double band
inversion necessarily creates a linking structure. Specifically,
the second band gap closing at TRIM splits a trivial loop into
two rather than creating a new trivial nodal loop, as one can
naively expect.
The splitting of a trivial nodal line can be understood by
noting that the second band gap closing (i.e., band gap clo-
sure at M = |m| in Fig. S15(a)) occurs between two saddle
surfaces rather than two convex surfaces. Let us clarify how
a linking structure is created in double band inversion by de-
scribing the band structure carefully. For concreteness, we
use the Hamiltonian in Eq. (S118) with A = 1, m15 = m,
and m35 = 0, which is the one that we used to describe
the double band inversion in main text. The evolution of the
band structure during the double band inversion is illustrated
in Fig. S15 (a) as a function of the parameter M . As we in-
crease M from M < −|m|, the first band inversion occurs
at M = −|m| between the top valence and bottom conduc-
tion bands, creating a trivial nodal line. Then, the inversion at
M = 0 between two occupied (unoccupied) bands generates
another nodal line below (above) EF . After this band inver-
sion, the band structure near k = 0 develops saddle-shape
around EF [Fig. S15(b)]. The last band inversion atM = |m|
between the two saddle-shaped bands induces a Lifshitz tran-
sition [Fig. S15(c-g)], during which the trivial nodal line splits
into two nodal lines carrying nontrivial Z2 monopole charges,
which are linked by another nodal line existing between the
occupied bands.
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FIG. S16: (a) Atomic structure of ABC-stacked graphdiyne. Both
the top (left panel) and orthographic (right panel) views are illus-
trated. The primitive vectors are indicated by the solid (black) ar-
rows. The solid box represents a primitive unit cell. (b) Electronic
energy band structure of ABC-stacked graphdiyne, plotted along the
high-symmetry lines of the BZ presented in (c). (d) Illustration of
nodal lines in momentum space. Red circles illustrate the Z2NLs
formed between theN th and (N+1)th bands. Orange line illustrates
the second nodal line that is formed between the N th and (N − 1)th
bands. The secondary (orange) nodal line threads the Z2NLs, ex-
hibiting the proposed linking structure. The blue arrows indicate the
reciprocal lattice vectors.
In the main text, we predicted based on first-principles
calculations that ABC-stacked graphdiyne realizes the Z2NL
with the proposed linking structure. ABC graphdiyne is a
ABC stack of 2D graphdiyne layers. Graphdiyne is a planar
sp2-sp carbon network of benzene rings connected by ethynyl
chains [See Fig. S16(a)]. Here we present our results in more
detail.
A. ABC-Stacked Graphdiyne
We first show that 3D graphdiyne hosts nodal lines in mo-
mentum space. In good agreement with Nomura et. al.’s
results, we were able to find the nodal lines occurring off
the high-symmetry Z point of the BZ. While the electronic
band structure of ABC-stacked graphdiyne plotted along the
high-symmetry k points of the Brillouin zone (BZ) displays
well-defined band gap throughout the high-symmetry lines
as shown in Fig. S16(b), the valence (N th) and conduction
((N + 1)th) bands linearly touch each other along a pair of
closed nodal lines colored by red in Figs. S16(d) and (e).
(Here, N is the filling - the number of electrons per unit cell.)
In addition to these nodal lines, we also find that the occupied
(N − 1)th and (N − 2)th bands form additional nodal line
[colored by orange in Figs. S16(d) and (e)], which pierces the
first nodal lines, realizing the proposed linking structure.
The linking geometry of the nodal lines is an indicative of
the non-trivial Z2 monopole charge carried by the first nodal
line. We confirm this by conducting (1) parity analysis and
(2) Wilson loop calculations. First, as the parity eigenval-
ues of the occupied Bloch states at the eight time-reversal
invariant points (Γ, 3L, 3F,Z) allow for the identification of
a Z2NL in momentum space via Eq. (S111), we calculate
the parity eigenvalues and find that (−1)N−occ(Γ)/2 = −1,
(−1)N−occ(F )/2 = 1, (−1)N−occ(L)/2 = 1, and (−1)N−occ(Z)/2 =
1. This results in Nmp = 1, indicating that an odd num-
ber of Z2NLs should occur in half the BZ with the other
partner occurring in the other half of the BZ. The nontriv-
ial Z2 monopole charge is further confirmed by our Wil-
son loop spectrum calculated both on the a sphere and on a
torus enclosing the nodal line. The results are presented in
Fig. S17(b). While the Wilson loop eigenvalues are pinned to
0 at the north and south poles of the sphere at θ = 0 and pi,
one of the Wilson loop eigenvalues evolves to pi as θ evolves,
while its time-reversal partner evolves to −pi as the polar an-
gle θ varies from 0 to pi. This results in a single linear cross-
ing occurring at pi, which pictorially demonstrate the nontriv-
ial Z2 monopole charge ω2 = 1. The Wilson loop spectrum
evaluated on the torus, which is calculated along the toroidal
direction φ for a fixed poloidal angle θ, also demonstrates the
nontrivial Z2 charge, exhibiting a linear band crossing at the
Wilson loop eigenvalue ±pi.
Having demonstrated the Z2 NLSM in 3D graphdiyne, we
now show that strain induces topological phase transition from
the Z2 NLSM to a 3D weak SWI. The pair of the Z2NLs ap-
pearing near the Z point fuse together and annihilate at the ∼
3 % of tensile strain, when we apply strain along the out-of-
plane (z) direction to ABC-stacked graphdiyne with the rest
of the lattice parameters fixed at the values obtained without
strain. This process changes the parity eigenvalues of the oc-
cupied Bloch states at Z, resulting in (−1)N−occ(Z)/2 = −1
while keeping the other parity eigenvalues. This leads to
Nmp = 0, thus being consistent with the absence of the Z2NL
after the annihilation. We apply 5 % of strain along the z-
direction and calculate the Wilson loop eigenvalue spectra on
k3 = 0 (Γ − F − L − F ) and k3 = pi (F − L − L − Z)
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FIG. S17: Wilson loop spectra evaluated on (a) a sphere, (b) a torus.
The insets of (a) and (b) illustrate the sphere the torus on which the
Wilson loop eigenvalues are calculated. Both spectra feature an odd
(=1) number of linear crossing at Θ = pi, which pictorially demon-
strate the presence of non-trivial Z2 monopole charge carried by the
enclosed Z2NL. Wilson loop operators are calculated along the k1
direction on (c,e) the k3 = 0 and (d,f) the k3 = pi planes. Here
k = k1b1 + k2b2 + k3b3. (c,d) Without external strain. The in-
sets of (c) and (d) magnify the regions enclosed by the black dashed
boxes. The Wilson loops on the k3 = 0 plane shows the linear cross-
ing, leading to ω2 = 1. The inset of (d) shows a gap between the
Wilson loop and the Θ = pi line, indicating trivial Z2 monopole
charge with ω2 = 0. (e,f) Under the 6 % of tensile strain applied
along the perpendicular direction to the layers (z-direction). Both
exhibit ω2 = 1. The insets show a magnified view of the Wilson
spectra near the Θ = pi line, which shows a linear crossing of the
Wilson loop on the Θ = pi line.
planes. The results are presented in Fig. S17(e) and (f), which
show that each plane hosts ω2 = 1, which confirms the 3D
WSI hosted in 3D graphdiyne under the strain.
B. Computational Methods
Our first-principles calculations are performed based
on density functional theory (DFT). The Perdew–Burke–
Ernzerhof type generalized gradient approximation [93] is
used as implemented in QUANTUM ESPRESSO pack-
age [94]. Norm–conserving, optimized, designed nonlocal
pseudopotentials for C, Ti, and B atoms are generated using
OPIUM [95]. A plane–wave basis is used to represent the
wave functions with the energy cutoff of 680 eV. The atomic
structure is fully relaxed including cell-variation to a force tol-
erance of 0.005 eV/A˚. k-points are sampled in the 8×8×8 grid
in the Monkhorst-Pack scheme [92]. For ABC graphdiyne,
the lattice parameters are calculated as L = 9.45 A˚, d = 3.17
A˚, b1 = 1.43 A˚, b2 = 1.39 A˚, b3 = 1.23 A˚, b4 = 1.34
A˚. In order to test the effect of strain, we manually applied
compressive strain along the out-of-plane direction from the
fully relaxed atomic structure, with the other lattice parame-
ters fixed at those of the fully relaxed structure.
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