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Abstract 
 
PM2.5 is the set of airborne particulate matter (also known as aerosols) with diameter 2.5 
µm or smaller. Ambient concentrations of these aerosols have been shown to be highly 
correlated with premature mortality throughout the world. Previous studies on ground-level, in-
situ PM 2.5 concentrations have explored the diurnal and seasonal variation, but have been 
limited to small geographic areas. This research aims to identify the locations, times of day, and 
months of the year at which people are most likely to be exposed to high PM2.5 concentrations 
using data from ground monitors across the contiguous United States.  
K-means clustering was utilized to group the diurnal and seasonal cycles by their shape in 
order to explore multi-scale temporal variations across the United States. Two distinct groups of 
diurnal cycles appeared in summer (June, July, August) and winter (December, January, 
February), with maxima occurring in the morning (0700 local time in the summer and 0800 in 
the winter) and the evening (roughly 20:00). Further, we found that the seasonal cycles are also 
separated into two clusters: one that has a summertime maximum, and the other with distinct 
winter and summer maxima. 
County-level spatial heterogeneity of PM2.5 was examined to quantify why monitors in 
similar areas may appear in different clusters. The correlation (Pearson’s r) between monitors 
varies highly by county, which may be influenced by the placement of monitors with respect to 
emission sources of PM2.5. The correlation decreased with increasing distance between them, but 
overall it  depended more strongly on the specific county in which the monitors are located. 
We quantified the covariation of PM2.5 with other pollutants to determine if we can 
separate their effects on human health for epidemiological studies. We found that PM2.5 is often 
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positively correlated (r approximately equal to .5) with CO and NO2, with varying correlation 
when using different temporally averaged measurements.  
Lastly, we analyzed the diurnal cycles of clouds at several key locations identified as 
targets for the planning of the orbit of the Multi-angle Imager for Aerosols (MAIA) mission, 
which can only measure aerosol ground concentrations on clear days. The diurnal cycles in all 
locations were clearest in the morning, with higher cloudiness in the afternoon due to convection 
initiated by the warming ground. We found that the best time to sample PM2.5 concentrations 
remotely is around 08:00 local time, when there is the greatest chance of clear skies. However, 
this may lead to a high bias in MAIA’s retrievals of PM2.5 concentrations if the intent is to 
retrieve a daily average concentration of PM2.5, as typically done in epidemiology studies.  
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Chapter 1: Introduction 
 
 This section summarizes the general characteristics of particulate matter, then transitions 
to some of its impacts on health and the environment. It then describes the current information 
about spatial and temporal variation of PM2.5 and identifies the objectives of this thesis. Lastly, it 
will outline the structure of the thesis.  
1.1 General information about particulate matter 
Aerosols are suspensions of solid or liquid particles in a gaseous medium that come from 
both natural and anthropogenic sources (Allen, 1996). Natural sources of aerosols include sea 
salt, mineral dust, and volcanic aerosols, and anthropogenic sources of aerosols are combustion 
process, agricultural sources, and road dust (Streets et al. 2003). Depending on the source, the 
composition of the particles may vary. The examples above all belong to the category of primary 
particles, but particles can also form in the atmosphere from gaseous precursors, which is called 
secondary production of aerosols. These reactions often require conditions with large amounts of 
ultraviolet radiation (clear and sunny days), which provides energy for gases to (such as biogenic 
isoprene and SO2) to react and form fine particles (O’Dowd et al. 2002). Specifically, sunlight is 
required to produce OH, which then oxidizes to form precursors to form gases that are less 
volatile and may condense. Primary and secondary emissions are the two methods that aerosols 
may enter the atmosphere. 
 Aerosols are often placed into groups based on their size or other characteristics such as 
chemical composition (Gasparini et al. 2004). Globally, the most common chemical constituents 
of particulate matter are organic matter, mineral dust, nitrate, sulfate, ammonium, and sea salt 
(Philip et al. 2014). The exact composition of a particle in the air determines its hygroscopic 
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ability to act as a cloud condensation nucleus (CCN), its optical properties, and its toxicity 
(Kumar et al. 2007). 
 
Figure 1: Particle sizes and nomenclature (Baldauf et al. 2016). 
 
Regulatory agencies usually refer to particulate matter of size 2.5 micrometers and 
smaller as PM2.5. Figure 1 shows the different sizes of particles by diameter and the possible 
nomenclature under which they fall. This thesis will focus on fine particulate matter, which 
includes nucleation mode, Aitken mode, accumulation mode, and ultrafine particles. 
1.2 Impacts of PM2.5 
There are two overarching reasons for interest in aerosol research (Pöschl 2005). The first 
is mentioned in the preceding section, that aerosols can impact human health by entry into the 
respiratory system. There is strong evidence that fine particulate matter and respiratory morbidity 
are highly correlated (Xing et al. 2016). One of the seminal studies that indicated a link between 
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fine particulate matter and human mortality rates is the 6 City Study, which tracked air pollution 
and mortality rates in 6 cities, finding a one-to-one correlation between increases in fine 
particulate matter and premature mortality (Dockery et al. 1993). In a 2015 study performed in 
Greece by Sarigiannis et al., the researchers showed that in a single year, morbidity increased by 
40% in the cold season compared to the warm season due to increased particulate matter 
concentrations from heating. The monetary cost of this was estimated at 200 million Euros 
(Sarigiannis et al. 2015). Furthermore, in 2010, over 3 millions premature deaths we attributed to 
ambient PM2.5 concentrations (GBD, 2010). 
The second reason that aerosol research exists and is growing is due to the impacts that 
aerosols have on the radiative budget of the earth and its hydrological cycle. In the Fifth 
Assessment Report (AR5), the Intergovernmental Panel on Climate Change (IPCC) stated that 
“clouds and aerosols continue to contribute the largest uncertainty estimates and interpretations 
of the Earth’s changing energy budget” (Randall et al. 2013). Aerosols have complex 
interactions in the atmosphere that are broken up into two categories when discussing their 
effects on climate.  
The first type of interactions is called direct effects. The direct effects of aerosols 
surround how they interact with incoming solar radiation and outgoing terrestrial radiation. The 
second is called the indirect effects, which encompass the interplay between clouds and aerosols 
(Haywood and Boucher 2000). Figure 2 shows the large uncertainties from the radiative forcing 
associated with aerosols in comparison to other climate factors.  
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Figure 2: Image taken from IPCC AR5 that shows the relative forcings and uncertainties 
associated with those forcings. The error bars indicate the uncertainty from the modeled forcing, 
which shows that anthropogenic aerosols contribute the most uncertainty of all forcings (Randall 
et al. 2013). 
 
1.3 In situ and remote measurements of PM2.5 
 
 Aerosols may be measured both in situ and by remote sensing techniques. Several 
instruments and techniques exist for measuring aerosol populations in situ. In order to fully 
characterize aerosol population, we must measure the sizes of the aerosols, their mass, shapes, 
and their composition. For the purpose of this thesis, we will introduce some of the instruments 
that measure particle mass concentrations, as that is the quantity used as an air quality index for 
the United States (Alfarra 2004). Many instruments use filtration techniques, which simply 
involve the suction of air through a filter and weighing the mass before and after in order to 
determine the mass of the particles collected on the filter. However, gravimetric filter methods 
require off-line analysis, and are often used for analysis other than simply determining mass 
concentration—such as determining particle composition (Petzold et al. 2011).  
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Methods for continuous sampling and analysis, however, include: Beta Attenuation 
Monitors (BAM), Continuous Aerosol Mass Monitors (CAMM), and Tapered Element 
Oscillation Microbalances (TEOM) (Chung et al. 2001). These instruments often have an inlet 
that determines the size of particles that may enter the instrument, thus allowing us to measure 
specific sizes of particles, such as PM2.5. More information on the specific types of instruments 
used in our study is presented in chapter 2. 
We also have the ability to measure aerosol concentrations remotely. Using satellites to 
measure aerosols is a complex process that requires a detailed understanding of the atmosphere 
and the surface of the Earth (Lin et al. 2015). Instruments, such as the Moderate Resolution 
Imaging Spectroradiometer (MODIS) and the Multi-angle Imaging Spectroradiometer (MISR) 
that are mounted on satellites, estimate aerosol optical depth (AOD) by measuring the amount of 
sunlight scattered to the instruments’ sensors. Ground-level PM2.5 concentrations may then be 
extrapolated from AOD through the use of models that rely on the correlation between ground 
measurements of PM2.5 and AOD (van Donkelaar et al. 2006).  
1.4 PM2.5 spatial and temporal variation 
Several well-known factors determine how PM2.5 concentrations develop throughout the 
day and vary seasonally. Emission source location has intuitive impacts on the concentration of 
PM2.5, but there are also some meteorological and geographic features that have strong effects. 
One of the strongest meteorological contributions is transport by surface winds (Guo et al. 2017). 
When strong winds are present in the boundary layer, it prevents the buildup of pollutants by 
dispersing them through a larger volume of air. However, several other meteorological variables 
have influences on PM2.5. 
 6 
Temperature may play a role by influencing the stability and formation of PM2.5 
components. Higher temperatures can be associated with higher PM2.5 concentrations because it 
allows for more sulfate components, which are formed by the oxidation of SO2 with higher solar 
radiation (Tai et al. 2010). On the other hand, lower temperatures favor the formation of nitrate, 
which is another major component of PM2.5 (Harrison et al. 1997). Ammonium nitrate particles 
evaporate more quickly as temperature increases, favoring nitrate-based particles in the winter 
(Galindo et al. 2008). 
Similar mixed results have been found when trying to correlate boundary layer height and 
PM2.5 concentrations (Zang et al. 2017). Lower boundary layer heights allow for less pollutant 
dispersal, but higher boundary layers under high sunlight are associated with elevated secondary 
production of PM2.5 (Quan et al. 2013). Furthermore, some authors have found strong correlation 
between high relative humidity and mass concentration of PM2.5 (Lou et al. 2017), due to water-
soluble PM2.5 components increasing with high relative humidity (Cheng et al. 2015). 
Topography adds another factor into the concentration of particulate matter, as it strongly 
influences meteorological features and dispersal of pollutants (Kaufman et al. 2002). 
 With knowledge of these various influences on particulate matter concentration, it is easy 
to see that concentrations of aerosols vary in both space and time. Temporal variations of 
aerosols take several forms ranging from intra-day variation to decadal variation. The intra-day 
variation of aerosols may be characterized by the diurnal cycle, displaying concentration 
measurements at each hour. Another common investigation of temporal variation involves 
quantifying the difference between concentrations of PM2.5 during weekdays and weekends in 
order to study the effect of traffic through the reduction of rush-hour traffic on weekends 
compared to weekdays (Schleussner et al. 2016). Furthermore, researchers often investigate the 
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seasonality of aerosols by comparing the warm and the cold season (Chen et al. 2016). 
Researchers can even utilize inter-annual variation of aerosols to investigate the effects of 
features like the East Asian winter monsoon (Xie et al. 2017). 
 Temporal variation goes hand-in-hand with spatial variation. Small geographic areas may 
still see large gradients in PM2.5 concentrations, meaning that some specific places will have 
increased exposure to higher concentrations of PM2.5 (Pinto et al. 2004). This is a strong 
motivating factor for quantifying the spatial and temporal scales at which PM2.5 varies, and at 
what time of the day or season of the year concentrations are the highest. 
Another motivation for the current analysis deals with the current lack of investigation 
into daily variation on a large spatial scale. Many studies (Liu et al. 2015; Zhao et al. 2009; 
Koutrakis et al. 2005) exist that build a comprehensive spatiotemporal understanding of 
particulate matter variation, but the analyses are limited to specific cities or counties—the entire 
United States has not been subject to an analysis of diurnal variation of PM2.5 concentrations. A 
study performed in Beijing, China by Liu et al. (2015) lays out several tools to develop a 
thorough understanding of particulate matter variation, though their study focused on the 
relationship between PM2.5 and apparent particle density, which is a measure of all particulates 
(not just PM2.5) in the air (Liu et al. 2015). Other studies such as the Koutrakis et al. (2005) study 
in Santiago, Chile have done similar analyses, yet have not expanded to larger geographic 
regions. Both analyses found distinct diurnal variations that differ by season and weekend versus 
weekday, and find that traffic and climatological conditions are dominant factors in determining 
PM2.5 concentrations.  
Particulate matter patterns across large regions like the United States have been studied 
on coarser time scales. Yu et al. (2000) performed a study that employed measurements taken by 
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the IMPROVE network to examine the seasonal and regional variations of primary and 
secondary organic carbons. The study analyzed the United States in terms of regions, breaking it 
apart into the Northeast, Southeast, Midwest, Central, West, and West Pacific regions (Yu et al. 
2007). The authors found that the Southeast region had the highest organic carbon (OC) 
concentrations in all seasons except summer. Further they found that the seasonal variation 
depended on the specific region of interest.  
Another study by Bell et al. (2007) analyzed the spatial and temporal variation of PM2.5 
speciation over the contiguous United States. The authors developed a database of 53 PM2.5 
components from the U.S. EPA’s Office of Air Quality Planning data spanning February 2000 
through December 2005. Bell et al. (2007) also breaks their analysis into seasonal averages that 
they study based on region. 
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Figure 3: Bell et al. (2007) Percent composition of PM2.5 by component for yearly, winter, and 
summer averages, by region. 
 Figure 3, from Bell et al. (2007), summarizes the regional and seasonal variation of 
PM2.5 speciation. We can see from Figure 3 that the speciation is variable throughout each 
season and each region. For example, we see the expected trend of high nitrate percentages in the 
colder season. The authors also show the average PM2.5 concentration variation for all stations 
used broken into 4 regions, finding that concentrations are highest during the summer in the 
Southeast, and winter in the West. 
 A study by Pinto et al. (2012) further investigates the spatial variability of PM2.5 by 
comparing daily concentrations between stations within the same metropolitan statistical areas 
(MSA’s). This study calculates the coefficient of divergence (to yield a measure of the spatial 
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variability) and correlation between each monitor in the designated MSA. The authors found that 
although concentrations between these sites might be highly correlated, they still could exhibit 
extreme differences in absolute concentration of PM2.5. Pinto et al. (2012) point to differences in 
topography within MSA’s as a potential explanation for this behavior. The authors also attribute 
spatial variation over the United States to difference in sources. Additionally, they explain the 
uniformity of PM2.5 concentrations in certain MSA’s by the fact that there may be large 
amounts of secondary formation of PM2.5, and that it is relatively long-lived in the atmosphere.  
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1.5 Objectives of this thesis 
 1.5.1 Objective 1: Quantifying temporal variability 
The questions that were not answered in the previous section deal with diurnal and 
seasonal variation of PM2.5 concentrations over the contiguous United States. Namely, we do not 
know how PM2.5 concentrations vary throughout the year and through the day at monitors over 
this large area. Our objective for this chapter is to investigate the diurnal and seasonal cycles of 
PM2.5 concentration at monitors throughout the United States. The studies presented in the 
previous section have investigated PM2.5 variation in the United States, but not on a finer 
temporal scale. We propose that it is necessary to study intra-day and seasonal variation to gain 
more in-depth understanding of this problem. Quantifying the diurnal cycle of PM2.5 and 
comparing it across these time scales for several years will help us describe this variation. Thus 
far, no analysis has been done to investigate this on the scale of the entire contiguous United 
States. 
Analyzing spatial and temporal variation of PM2.5 yields a high dimensional problem 
(comparing 24-hour diurnal cycles of several hundred monitoring stations). K-means clustering 
provides a method for separating the diurnal cycles into groups that have similar shapes (Mooney 
et al. 2017). We can perform this same method and separate the diurnal cycles by weekend 
versus weekday, month to month, or by season. This allows us to estimate how particulate matter 
varies during the day in any given geographic region at a specific time of the year. We expect to 
find different diurnal and seasonal cycles in different areas of the United States because of the 
differences in meteorological variables and emissions sources. 
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1.5.2 Objective 2: Determining county-level variation in PM2.5 
We expand on the research put forth in Pinto et al. (2012) by studying the correlation of 
monitors in the same county, but with finer temporal data. Using hourly data that has been 
quality controlled by the U.S. EPA, we can compare the time series of multiple monitors and 
calculate their coefficients of divergence and correlation to understand the variation of PM2.5 
concentrations within small geographic regions. Our goal in this analysis is to determine how 
much variation of PM2.5 concentrations occurs in small areas, as well as how well we observe 
that using average concentrations on different time scales. 
1.5.3 Objective 4: Covariance of criteria pollutants 
The results of a covariance study have the potential to help health researchers decouple 
influences on respiratory health from multiple pollution sources. Identifying areas and times 
where maxima in concentration of species occur at different times could allow for more accurate 
attribution of PM2.5’s health impacts (Fann et al. 2011). Our objective is to determine which 
pollutants are and are not correlated, and how this changes with concentrations that are averaged 
on varying time scales. 
1.5.4 Objective 5: Clouds and remote sensing 
Satellites can only estimate concentrations near the ground when there is no cloud cover, 
which could lead to biased estimates if concentrations differ under clear and cloudy conditions 
(Seguin and Iter 1983). Additionally, the orbit of the satellite may restrict the time of day at 
which we can retrieve measurements (Ge et al. 2000). Given that there is some diurnal cycle of 
the desired species, this may introduce further bias into the derived satellite products. We 
investigate the diurnal cycles of clouds at several sites of interest in order to quantify the time of 
day at which sampling via satellite would be the most valuable.  
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1.6 Structure of this thesis 
 
 The following chapters will discuss the data used in this study (Chapter 2), and the 
requirements put forth regarding that data. The next chapter, Chapter 3, details the methodology 
used in the spatial and temporal analysis of PM2.5 variation, and its covariation with other 
pollutants. The methods chapter is broken into subsections for the specific procedures being 
discussed. We subsequently present the results of my analysis in Chapter 4, broken into 
subsections based on the subgroups discussed in the introduction. We then summarize and draw 
conclusions based on the results in Chapter 5. After the references section, we include an 
appendix that contains information about each monitor used in our analysis. 
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Chapter 2: Data 
The data used for this analysis was collected by various monitors operated by the United 
States Environmental Protection Agency’s (U.S. EPA) Air Quality System (US EPA), shown in 
(Seguin and Iter 1983). The EPA has stored data from its monitors for more than thirty years, but 
has far more operational stations in the 21st century than in early years of operation. 
Additionally, monitors are not in operation every consecutive year. For this reason, we chose a 
time period of four years (2012-2105) that maintains a large number of operational monitors that 
collect hourly data. 
Several different instruments are used to measure the concentration of PM2.5 at the monitor 
sites. A complete list of the types of instruments used to measure PM2.5 concentrations is shown 
in Table 1. The following subsections describe the basic underlying methods for the different 
instruments 
Table 1: List of the unique instrument types found at the monitor sites. 
Instrument Name 
Andersen BAM w/PM2.5 SCC 
Andersen BAM w/PM2.5 VSCC 
Correlated Ecotech M9003/ Aurora (Nephelometer) 
Correlated Radiance Research M903 (Nephelometer) 
Met-One BAM W/PM2.5 VSCC 
Met-One BAM-1020 W/PM2.5 SCC 
Met-One E- BAM W/PM2.5 SCC 
Met-one BAM-1020 W/PM2.5 SCC 
PM2.5 SCC (Gravimetric) 
PM2.5 SCC w/Correction Factor (Gravimetric) 
PM2.5 SCC w/No Correction Factor (Gravimetric) 
PM2.5 VSCC (Gravimetric) 
PM2.5 VSCC w/Correction Factor (Gravimetric) 
PM2.5 VSCC w/No Correction Factor (Gravimetric) 
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2.1 Beta Attenuation Monitors (BAM): 
The Beta Attenuation Monitor (BAM) samples ambient air conditions by pumping in air at 
16.7 liters per minute (lpm). The air enters the monitor first through a PM10 inlet, then through a 
very sharp cut cyclometer (VSCC) to remove particles larger than 2.5 micrometers. This stream 
of particles then passes through glass fiber filter tape. A scintillation detector sits below the tape 
and counts the beta particles emitted by a carbon-14 element from above the tape. The BAM 
counts the number of beta rays attenuated by a fresh spot of filter tape, and then repeats the 
sampling on the same spot after having the air stream pass through. The difference in the amount 
of attenuation is proportion to the mass of particles that flowed through the filter tape. The mass 
concentration may then may then be calculated by dividing the mass by the total volume of air 
that flowed through the tape (Taylor et al. 2017). Bams have a measurement range of −5 to 65 
530 µg m−3, a data resolution of 1.0 µg m−3, and accuracy of ±10% (Schweizer et al. 2016). 
2.2 Nephelometer: 
Nephelometry calculates the concentration of airborne particles by measuring the amount of 
light scattered when passing through the sample-stream of air. The nephelometer draws in the air 
similarly to the BAM by passing it through a size-separating inlet. The nephelometer illuminates 
the stream of air using an LED array. The particulate components in the stream cause the light to 
scatter, and the scattered light is then passed into a narrow cone in which a photomultiplier tube 
is situated. The narrowness of the tube makes it unlikely that the photomultiplier tubes will 
detect light that has been scattered more than once. This allows for the use of the single-
scattering approximation. The amount of scattered light detected is proportional to the amount of 
particles in the sample stream, allowing for the concentration of airborne particulates to be 
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quantified (Harper et al. 2009). Nephelometers have a range of 0 – 20,000 µg/m3, and a 
resolution of 1 µg/m3 (Wang et al. 2018). 
2.3 Gravimetry 
Gravimetric analysis consists of passing air through a filter that has been weighed, and 
weighing it again after the air passes through. Subtracting the initial mass from the processed 
mass and dividing by the flow rate multiplied by the total time of operation yields the mass 
concentration of particles in the ambient air. When this air passes through a PM2.5 inlet before 
going through the monitor, this allows us to measure the ambient PM2.5 mass concentration in the 
area (McInnes et al. 1996). The precision and accuracy of gravimetric analysis depends on the 
filters mass balances used. 
2.4 SCC and VSCC: 
SCC and VSCC stand for “sharp cut cyclometer” and “very sharp cut cyclometer” 
respectively. These instruments are used to separate out particles from the PM2.5 size group that 
is desired for measurement. The particles then subsequently enter a monitor of the type 
mentioned above. 
Figure 4 shows the locations of the monitors colored by the instrument type. There is a 
fascinating separation by region of the instrument types. The northwest is comprised entirely of 
nephelometers, while the eastern United States uses mainly gravimetric filter analysis. The beta 
analysis is used in several areas throughout the United States. 
2.5 Monitors 
A complete discussion of reporting information on PM2.5 concentrations is maintained by 
the U.S. EPA and can be found at the following url: https://www.epa.gov/aqs/aqs-memos-
technical-note-reporting-pm25-continuous-monitoring-and-speciation-data-air-quality. The EPA 
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operates 522 continuous PM2.5 monitors as of April 2005. These 522 monitors fall under 5 
parameter code categories that are reported along with the concentration of PM2.5 that provide 
information on the method of collection. The “Parameter Code” indicates the type of data being 
reported (whether it is statistically adjusted, raw, or has another form of quality assurance). For 
this study we use the most widely reported parameter code, 88502, which is seasonally or yearly 
within 10 percent bias and has a correlation of at least 0.9 (squared correlation of at least 0.81) 
with the Federal Reference Method (FRM) that is used in the EPA’s decision making. This code 
informs us that the data reasonably matches the FRM, with or without correction, and can be 
used in air quality index reports.  
  
 
Figure 4: Locations of the monitors, colored by the analysis type. Green indicates nephelometry, 
yellow indicates gravimetry, and red indicates beta attenuation.  
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Chapter 3: Methods 
3.1 Temporal Analysis 
3.1.1 Constructing the average diurnal cycle  
The fundamental quantity for our analysis is PM2.5 concentration, Cs,h,d,y,, which has units of 
micrograms per cubic meter. Index s represents the monitoring station number which is assigned 
in Appendix A; index h represents the hour of the day at which the measurement is made (in 
local military time, starting at 00:00); index d represents the Julian day at which the 
measurement is made, and the y represents the year of the measurement. For use in the clustering 
analysis portion of my research, we require that monitors have measurements for 180 days in 
each season, or roughly 50% of days over the 4-year period. This ensures that each data point in 
an average diurnal cycle was calculated from 180 values, but allows for the incorporation of over 
300 monitors in the study. The missing data are filled in as not-a-number (nan) values, which are 
subsequently averaged over.  
Our analysis employs averaging across different periods of time. The diurnal cycles are 
created by taking the median over each hour throughout a specified time period, as shown in 
Figure 5. This process yields a median diurnal cycle for a specific time period for each monitor, 
which is mathematically shown as, 𝐶"#,% = 𝑀𝑒𝑑𝑖𝑎𝑛{𝐶#,%,.,/} .         ( 1 ) 
We create median diurnal cycles for both the summer (June, July, August) and winter 
(December, January, February). Henceforth, we will refer to the diurnal cycle of station s as 𝑪2, 
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where 𝑪2 = [𝐶"s,0, 𝐶"s,2, …, 𝐶"s,23]. We then determine the mean of the diurnal cycles for station s as 
follows.  
𝐶#̅ = 	 567 ∑ 𝐶#,%69%:; 	      ( 2 ) 
 Further, the amplitude of the average diurnal cycle is determined by taking the maximum 
value of the 24-element array and subtracting the minimum from (also known as the range of the 
array) which is shown as: 
 𝑅𝑎𝑛𝑔𝑒(𝐶#) = 𝑚𝑎𝑥(𝐶#) − 𝑚𝑖𝑛	(𝐶#)    ( 3 ) 
We then define a shape factor, h, which is simply defined as the ratio of the amplitude to 
the mean, shown in equation 4.  𝜂 = 	DEF(GH)IDJK	(GH)	LMN ∑ GH,OMPOQR        ( 4 ) 
We use the shape factor to quantify which diurnal cycles are the flattest, and thus have 
very little variation.  
 
Figure 5: Visualizing array of hourly values and constructing the average diurnal cycle. The 
array depicts an example of all the diurnal cycles for a particular season, measured by a certain 
monitor.  
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3.1.2 The average seasonal cycle  
We also construct seasonal cycles, analogously to the diurnal cycles. The seasonal cycles are 
arrays with 12 elements, where each element is the median concentration of PM2.5 over an entire 
month. Thus, the first element for any arbitrary monitor would be a median concentration taken 
over h = 0 – 23, d = 1 – 31, and y = 2012 – 2015, following the same Cs,h,d,y convention.  
3.1.3 Description of the K-means algorithm 
In clustering the cycles, I use the k-means function from SciKitLearn’s clustering 
package (Pedregosa et al. 2011). The k-means function uses Lloyd’s algorithm to solve the 
clustering problem (Kanungo et al. 2002). The goal is to minimize the distortion (sum of squared 
errors) between points and the clusters they are assigned to. The distortion function that needs 
minimizing is shown in equation (5), where J is the cost, x is the set of points to cluster, indexed 
by i, c is the set of clusters, a is the index of the center of the closest cluster, and N is the number 
of points. 𝐽(𝑥, 𝑐) = 	∑ U𝑥(𝑖) − 𝑐V𝑎(𝑖)WU6J	∈Y       ( 5 ) 
 
 Lloyd’s algorithm accomplishes this with the following steps (Hamerly and Drake 2015) 
1. Initialize the centers 
2. Until the algorithm converges 
a. Assign each point to its currently closest cluster center 
b. Move each center to the mean of its currently-assigned centers 
3.1.4 Determining the value of K  
 The k-means function requires the user to specify the number of cluster for the algorithm 
to make. The k in k-means represent the number of clusters (or centroids) that the function uses. 
As the value of k increases, the reduced sum of squares (RSS) error asymptotically approaches 
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zero until k = N (the number of points to be clustered). However, we want to balance the number 
of clusters with the RSS error. There is no established quantitative method for accomplishing 
this, but there exist several methods balancing the RSS and number of clusters. The R library, 
nbclust, will calculated the ideal number of clusters using 30 unique methods, and return the k 
chosen by each method (Charrad et al. 2015). 
 Since several ideal values are output from this method, we looked at the cycles created 
for each scenario and determined that two clusters is the best choice, based on the uniqueness of 
the shapes of the cycles. When choosing more than two clusters, the algorithm often creates a 
cluster that is not discernably different from another, or it creates a cluster with very few 
monitors in it. The choice of two clusters allows us to see different shapes in the diurnal cycles, 
while still keeping a large number of monitors in each cluster. 
3.1.5 Normalization 
 The input into the k-means algorithm is sometimes an array of length N of normalized 
diurnal cycles. We normalized the diurnal cycles in order to remove the amplitude so that k-
means will cluster by only the shapes of the cycles. We use a standard time series normalization 
technique to limit the data between the values of 0 and 1. This technique is shown in equation 5. 
 𝐶Z#,% = 	 GH,OIDJK	(𝑪𝒔)DEF(𝑪𝒔)IDJK	(𝑪H)      ( 6 ) 
 The value 𝐶Z#,%	represent the value of the normalized cycle for a particular station s, at a 
particular hour h. The normalized diurnal cycle is compose of 24 values, and will be referred to 
as 𝑪\ = [𝐶Zs,0, 𝐶Zs,2, …, 𝐶Zs,23]. It is important that the normalization technique be applied to diurnal 
cycles that have undergone the median process in Equation 1.  
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 We normalize diurnal and seasonal cycles in order to isolate their variability, rather than 
their magnitude. This allows us to cluster the cycles better according to their shape, rather than 
their absolute concentrations.  
3.1.6 Outlier Removal 
 Due to the fact that the ideal value of k is a balance between the number of clusters and 
the within-cluster error, there will be by diurnal cycles grouped into the clusters that don’t quite 
fit with the others. We can isolate the main shapes in each cluster by removing diurnal cycles 
that are determined to be outliers.  
 We use SciKit Learn’s IFOREST algorithm to remove the outlier cycles in advance of 
clustering (Pedregosa et al. 2011). This algorithm isolates the cycles by using recursive 
partitioning, which can be visually represented by random trees. The algorithm identifies a 
feature of the cycles and begins splitting the data into “trees” based on the feature. The quicker a 
cycle is split from its tree, the more likely it is to be an outlier (Pedregosa et al., 2011). This 
process is shown in Figure 6. This figure shows how the algorithm, after reading its training 
dataset, creates groups of data and then isolates individual data points (diurnal or seasonal cycles 
in this analysis). The more quickly a data point is isolated indicates that it is less similar to the 
other points in the groups that were initially created, and thus more likely to be an outlier.  
 
Figure 6: Graphic depiction of IFOREST. 
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3.2 Spatial Analysis 
 In order to capture information about smaller-scale spatial heterogeneity of PM2.5 
concentrations, we calculate the coefficient of divergence (COD) and correlation coefficient 
(Pearson’s r) between monitors in several counties throughout the United States. Calculation of 
the correlation coefficient yields information about the how similarly the concentrations of PM2.5 
are changing at two respective monitors. More specifically, it indicates how close the two 
locations come to having a linear relationship. The coefficient of divergence, on the other hand, 
captures information about the actual magnitude of the concentrations at the monitors as they 
vary. 
 In order to calculate the correlations and coefficients of divergence for stations, we must 
be able to compare values taken on the same day at the same times. For this reason, I fill in 
missing data for each monitor with ‘Nan’ values, resulting in each station having 8760 values 
(for non-leap years). The correlation is calculated using Pearson’s correlation coefficient, shown 
in equation 7. 
𝑟#5,#6	 = 	 ∑ (FHL,OIFHL^^ ^^ ^)(FHM,OIFHM^^ ^^ ^)_`QLa∑ VFHL,OIFHL^^ ^^ ^WM_`QL ∑ VFHL,OIFHL^^ ^^ ^WM_`QL      ( 7 )  
Where h represents a measurement at a specific hour, s1 represents the first monitor, s2 
represents the second monitor, and p represents the total number of measurements. The 
correlation coefficient varies between 1 and -1, with a value of 1 indicating a perfectly linear 
relationship and -1 indicating perfectly inverse. Similarly, the equation for COD is shown in 
equation (8), with the same description of variables as Pearson’s r applying. However, the COD 
is bounded between 0 and 1, with a value of 0 indicating identical concentrations between the 
monitors.  
𝐶𝑂𝐷#5,#6 = 	a5d ∑ (FHL,OI	FHM,OFHL,Oe	FHL,O)6df:5 	     ( 8 ) 
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 We calculated the correlation coefficient and COD for the 12 counties with the most data 
available between 2012 and 2015. These counties allow us to include at least five monitors for 
which the correlation coefficient and COD can be calculated. We conduct this analysis using 
average concentrations at different time scales: hourly, daily, weekly, and monthly. Repeating 
this analysis shows how information about spatial heterogeneity make change depending on the 
detail of temporal variation.  
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Chapter 4: Results and Discussion 
 This chapter presents the results of my spatiotemporal analysis of PM2.5 over the 
contiguous United States. We first look at the diurnal cycles of areas separated by their land use. 
We then discuss the clustering of the diurnal cycles at each monitor, which we break into several 
different cases that are separated by the quantity that is used in the clustering algorithm. This 
analysis will quantify the times of the day that we see elevated concentrations of PM2.5 during 
the summer (JJA) and winter (DJF). We repeat this procedure using the seasonal cycles in order 
to determine the months of the year where concentrations are highest. Following, we quantify the 
spatial and temporal heterogeneity between monitors at 12 counties that have at least five 
monitors to give insight into smaller-scale variation of PM2.5. We also, identify the monitors in 
2015 that measure multiple pollutants to quantify the covariation of PM2.5 with other pollutants. 
Lastly, we explore the diurnal cycles of clouds in several areas of interest for remote sensing. 
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4.1 Diurnal cycles separated by land use 
 Knowing that emissions contribute greatly to concentrations of PM2.5, we first look at the 
diurnal cycles of PM2.5 at each monitor, separated into categories based on land type and land 
use. The categories in the following figures were created by the EPA. Any monitor that was not 
categorized has been labeled with ‘nan’. We do this analysis for average diurnal cycles (Equation 
1) in both the summer (June, July, August) and winter (December, January, February).  
 Figure 7 and Figure 8 show the summer and winter averaged diurnal cycles 
(respectively), grouped according to the type of area in which the monitor is located. In both 
cases, all of the groups appear to have very similar diurnal cycles within each season. However, 
the diurnal cycles have distinct differences across seasons.  
 The summer diurnal cycles (Figure 7) show a distinct peak in the morning, around 07:00 
local time, then a slight decrease through the afternoon until another peak around 20:00 which 
then decays. The winter diurnal cycles, on the other hand, have their morning peak at 08:00, 
followed by a rapid decay and rapid increase throughout the afternoon hours.  
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Figure 7: Average summer diurnal cycles in rural (top left), suburban (top right), urban (bottom 
left), and uncategorized, titled as “nan” (bottom right) locations. 
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Figure 8: Average winter diurnal cycles in rural (top left), suburban (top right), urban (bottom 
left), and uncategorized, titled as “nan” (bottom right) locations. 
  
 We can further divide the monitors by the type land use that occurs at location. However, 
this separation yields no discernable difference with the results above. The plots showing land-
use separation are shown below. 
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Figure 9: Average summer diurnal cycles separated by land use for each monitor. 
Uncategorized land use is labeled ‘nan’.  
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Figure 10: Average winter diurnal cycles separated by land use for each monitor. Uncategorized 
land use is labeled ‘nan’. 
 We attempted this form of clustering in order to try to identify differences in the diurnal 
cycles that might occur with prior categorization. Since we did not find significant variation 
between the diurnal cycles in these categories, our next step was to categorize them with 
machine learning. The next section displays the results of using k-means clustering to group the 
diurnal cycles of PM2.5 of the monitors located throughout the United States.  
 31 
4.2 Clustering of non-normalized diurnal cycles 
 The dataset contains 344 monitors throughout the period spanning 2012-2015 that have at 
least 180 days in winter and summer. Figure 11 shows the output of the clusters made by the k-
means algorithm when the input data are the raw seasonally averaged diurnal cycles. The plots 
all show the concentration of PM2.5 in micrograms per cubic meter plotted against hour of day 
(local time). The black line in each plot indicates the mean diurnal cycle of each cluster. We can 
see that from using this input data, the diurnal cycles seem to be grouped by absolute 
concentration (between 3 µg/m3 and 20 µg/m3). The clusters produced have similar spectral 
signatures across clusters for both seasons. That is, the minima and maxima occur at very similar 
times, and the amplitude compared to the mean is similar. 
However, it is still interesting to note the distinct features that occur seasonally. In winter, 
we see that there is a morning maximum that occurs at 08:00 (local time), followed by a 
minimum at 12:00, and an evening peak around 20:00 that persists until the early morning. In 
contrast, summer shows a morning maximum at 07:00, followed by a less dramatic afternoon 
minimum and an evening maximum at 20:00 that quickly reduces again. The timing of local 
maxima agrees with other studies that have studied the diurnal cycle of PM2.5, such as Koutrakis 
et al. 2015, who identify that “a large fraction of particles is associated with traffic emissions” in 
Chile (Koutrakis et al., 2015). Also, we do not see a maximum concentration during the day, 
which is interesting considering secondary formation contributes to the mass of PM2.5 under 
sunny conditions.  
Though we find a similar dependence and correlation between traffic patterns, Koutrakis 
et al. (2015) found that concentrations of PM2.5 were approximately two times higher in the cold 
season than the warm season. However, their study was limited to a small number of monitors 
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specifically, located in Santiago, Chile, whereas our study includes data from monitors 
throughout the United States. It is interesting to note, though, that the amplitude of variation of 
the diurnal cycles is generally higher in winter than in summer.  
 
 
Figure 11: Raw seasonally averaged diurnal cycles (Cs = [Cs,1, Cs,2, …, Cs,24]). of each monitor, 
separated by cluster and season. Top left: cluster 0 for winter, top right: cluster 0 for summer, 
bottom left: cluster 1 for winter, bottom right: cluster 1 for summer. The black line shows the 
median concentration at each hour, creating a median diurnal cycle for each cluster. 
  Figure 12 shows the locations of each monitor that the diurnal cycles in Figure 11 belong 
to, separated by cluster and season. There is not a clear spatial pattern that results from the 
clustering output. However, there are some rough features that show up. Many of the monitors 
on the Florida’s west coast, spanning through central Texas aggregate in the same cluster for 
both seasons. Additionally, many stations closer to California’s coast remain in the same cluster. 
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 To cluster by the shape of the cycle rather than by absolute concentration, we can use the 
normalized average seasonal diurnal cycles as input into the k-means function—as described in 
the methods section in equation 6. By doing this, we remove influence of the absolute 
concentration, reducing the ability of the function to create two clusters separated by magnitude. 
Figure 14 shows the two clusters created from inputting the normalized cycles. 
 
 
Figure 12: Location of each monitor, separated by cluster and season. Top left: cluster 0 for 
winter, top right: cluster 0 for summer, bottom left: cluster 1 for winter, bottom right: cluster 1 
for summer. 
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Figure 13: Raw seasonally averaged diurnal cycles of each monitor, separated by cluster and 
season. Top left: cluster 0 for winter, top right: cluster 0 for summer, bottom left: cluster 1 for 
winter, bottom right: cluster 1 for summer, created from inputting the normalized diurnal cycles. 
The black shows the median diurnal cycle for each cluster. 
 Figure 13 is identical to Figure 11 except that the clusters were produced by inputting the 
normalized diurnal cycles into the clustering algorithm. We can immediately see that the clusters 
are no longer dependent on the magnitude of the concentrations. There are now some distinct 
differences between the shapes of each cluster in each season. Cluster 0 in winter has an 08:00 
peak that dips to a 12:00 minimum that rises to a 21:00 maximum with elevated levels 
throughout the night. Cluster 1 also exhibits and 08:00 maximum and 12:00 minimum, but the 
concentrations subsequently rise to a 20:00 max that is greater than its morning counterpart and 
continuously decreases throughout the night. We hypothesize that the maxima occur due to a 
combination of traffic emissions, amount of solar radiation, and atmospheric stability. The 
morning maximum coincides with the time of the sunrise, and the evening maximum may be the 
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result of lessened boundary layer mixing and lingering emissions from rush hour and secondary 
production.  
 
Figure 14: Location of each monitor, separated by cluster and season. Top left: cluster 0 for 
winter, top right: cluster 0 for summer, bottom left: cluster 1 for winter, bottom right: cluster 1 
for summer. 
 Figure 14 shows the corresponding locations of the diurnal cycles featured in Figure 13. 
There is some shift of the locations between clusters from those displayed in Figure 12, as we 
would expect from clustering by the normalized cycles rather than the raw cycles. The new 
locations now appear to separate many of the most north-westerly monitors and south-easterly 
coastal monitors into one cluster for both seasons. However, we still do not identify a clear 
spatial pattern. 
 An important factor to take into consideration when using the normalization technique we 
have applied, is that every diurnal cycle has a maximum of 1 and minimum of 0, regardless of 
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how much the amplitude differs throughout the cycle. This means that some of the flattest cycles 
are being forced to take a shape that is an exaggeration of what actually occurs with the raw 
values. Because of this, we may find it informative to look at the clustering of the normalized 
diurnal cycles after removing the flattest cycles.  
 
Figure 15: Raw seasonally averaged diurnal cycles of each monitor, separated by cluster and 
season. Top left: cluster 0 for winter, top right: cluster 0 for summer, bottom left: cluster 1 for 
winter, bottom right: cluster 1 for summer. Created from inputting the normalized diurnal cycles 
after removing the flattest 25th percentile. The black lines display the median diurnal cycle of 
each cluster. 
 Figure 15 shows the diurnal cycles in their respective clusters when we use k-means on 
the normalized cycles after removing the lowest 25th percentile of cycles based on their shape 
factor (amplitude/mean). We see very similar clusters as before, though the cluster numbers in 
summer have switched (which occurs due to the random naming of the clusters). We see some 
more definition of the shapes, especially for winter cluster 1 and summer cluster 0. The evening 
peak in winter cluster 1 is enhanced, and the morning peak in summer cluster 0 is enhanced.  
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Figure 16: Location of each monitor, separated by cluster and season. Top left: cluster 0 for 
winter, top right: cluster 0 for summer, bottom left: cluster 1 for winter, bottom right: cluster 1 
for summer. 
 Figure 16 shows the locations of the monitors to which the diurnal cycles in figure 16 
correspond. There seems to be a strong congregation of the monitors in Washington in winter’s 
cluster 0. Similarly, most of the monitors in California during the summer are grouped in cluster 
0. However, the removal of the flattest diurnal cycles does not change the grouping of the cycle 
shapes significantly enough to have a strong effect on the spatial separation.  
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Figure 17: Seasonal normalized diurnal cycles, separated by cluster and season. Created after 
using IFOREST and removal of the flattest 25th percentile of diurnal cycles. Top left: cluster 0 
for winter, top right: cluster 0 for summer, bottom left: cluster 1 for winter, bottom right: cluster 
1 for summer. The black lines display the median diurnal cycle of each cluster. 
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Figure 18: Seasonal normalized diurnal cycles, separated by cluster and season. Created after 
using IFOREST without removal of the flattest 25th percentile of diurnal cycles. Top left: cluster 
0 for winter, top right: cluster 0 for summer, bottom left: cluster 1 for winter, bottom right: 
cluster 1 for summer. The black lines display the median diurnal cycle of each cluster. 
 Figures 17 and 18 shows the difference created in the average normalized diurnal cycle of 
each cluster when we remove the flattest 25th percentile of diurnal cycles (Figure 17) and when 
we do not (Figure 18). We see that there is very little influence in the winter, but the cluster in 
summer with the elevated morning maximum changes shape a bit. However, we see that most of 
the characteristics of each cluster remain consistent, indicating that even though normalization of 
the diurnal cycles stretches out the flattest cycles, there is not a significant change in the clusters 
create when we remove the diurnal cycles that do not necessarily have a distinct shape.  
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4.3 Clustering the diurnal cycles by instrument type 
Upon completing the clustering analysis, we decided to look at the types of instruments 
used to collect the PM2.5 concentrations, and the analysis methods employed thereafter. We 
started this analysis to investigate possible biases that may occur based on the instruments and 
analysis used to measure the PM2.5 concentrations. We find that there are three main analysis 
methods used: beta attenuation, gravimetry, and nephelometry (see Table 1 in section 2). Further, 
looking at Figure 4, we can see that the monitors in the northwest all use nephelometry, all of the 
monitors in the east use gravimetry, the monitors that use beta attenuation are scattered 
throughout the United States. Figure 19 shows the summer average diurnal cycles. We see that 
there is not a strong pattern in the group that uses beta attenuation, but the cycles in gravimetry 
and nephelometry are quite different in their shapes and amplitudes. It seems that in the summer 
the diurnal cycles in the northwest have much smaller amplitudes and magnitudes that the cycles 
in the southeast.  
 The fact that the monitors that use different analysis methods are in different regions of 
the United States (rather than collocated), however, means that we cannot use these results to 
quantify the differences caused by using the various analysis methods.  
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Figure 19: Summer average diurnal cycles grouped by the method used to determine the 
concentration of PM2.5 upon collecting the particles. Top left is beta attenuation, top right is 
gravimetric, and bottom right is nephelometry. 
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Figure 20: Winter average diurnal cycles grouped by the method used to determine the 
concentration of PM2.5 upon collecting the particles. Top left is beta attenuation, top right is 
gravimetric, and bottom right is nephelometry. 
 
4.4 Clustering of annual cycles 
 Another aspect we would like to know is how PM2.5 concentrations change from month 
to month. We can repeat the same analysis as before, but instead of constructing the diurnal cycle 
of PM2.5 for each station during a particular season, we can do so for each month. We do this 
averaging over 4 years, all days in each month, and all hours in the day. That is, for Cs, h, d, y,	 
we take the median from h = 1-24, d = 1- (28,29,20,31), and y = 2012-2015. This yields Cs,m, 
where m represents each month. By constructing this annual cycle, we can gain a sense of how 
concentrations of PM2.5 at each monitor vary throughout the year. We can then repeat the 
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clustering analysis by normalizing the annual cycle and using it as input into k-means in order to 
identify similar temporal patterns on coarser time scales.  
 
Figure 21: Raw annual cycles for each cluster created by inputting the normalized annual cycle 
of each monitor. The black lines indicate the median seasonal cycle for each cluster. Black line 
indicates median seasonal cycle for each cluster 
 Figure 21 shows the raw annual cycles for each cluster created using the above technique. 
As with the diurnal cycles analysis, the optimal number of clusters was determined to be two. 
Looking at the black line that traces the mean of each cluster, we see that the blue cluster has 
maxima both in the winter (December of January) and in the summer (August). The red cluster, 
however, strictly has a summer maximum in July. It is very interesting to note the sharp dip that 
occurs during June in the blue cluster, and the subsequent elevation in August.  
 
Figure 22: Amplitude of the annual cycle plotted against the mean of the annual cycle, separated 
by cluster 
 44 
 Figure 22 shows that when we observe the amplitude of the annual cycle against the 
mean for each cluster, there is a distinct difference. Cluster 0, which exhibits maxima in the 
winter and summer has cycles with higher amplitudes than cluster 1, which has only a single 
summer maximum. 
 
 
Figure 23: Locations of monitors in each cluster, colored by cluster. 
 Figure 23 shows the locations of the monitors, colored by cluster. As before, there is not 
a strong spatial pattern. However, we do see that the red cluster (summer only peak) occurs 
mostly for the southeast and coastal monitors. We can combine some of the information that 
figures 14 and 15 display by creating a “phase map” of maximum monthly PM2.5 concentration, 
which is shown in Figure 24. From Figure 24, it appears that the maximum generally occurs in 
either a summer month or a winter month, with a maximum value between 16 and 20 
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micrograms per cubic meter. We expect that the winter maximum occurs due to the elevated 
presence of nitrate with cold temperatures, and that the summer maximum occurs from the 
presence of more sulfate or organics in the air. 
 
Figure 24: Phase map depicting the maximum value of the annual cycles of PM2.5 with the color 
corresponding to the month of the year and the size corresponding to the value of the maximum 
in micrograms per cubic meter. 
  The combination of the diurnal cycle and annual cycle analysis allows us to determine 
the time of year and time of day at which PM2.5 concentrations are the highest. Generally, we see 
that near morning and evening rush hour, and during the summer and winter the concentrations 
are elevated. Additionally, the fact that there is not a very clear geographic divide between the 
clusters in either analysis suggests that fine-scale positioning (with respect to sources and 
topography) of the monitor is more important than regional positioning for determine the 
spatiotemporal variation of PM2.5. 
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4.5 County-level variation of PM2.5 
 The clustering studies showed how PM2.5 varies on different time scales throughout the 
contiguous United States. However, from the clustering analyses, we see that sometimes 
monitors that are close together sometimes ended up in different clusters. To further explore how 
this might happen, before presenting those results, we chose 12 counties with at least 5 monitors 
and calculated the coefficient of divergence (COD) and correlation coefficient (Pearson’s r) 
between each monitor. The following figures present the results of the analysis of PM2.5 
concentrations at 12 counties in the United States. The analysis consists of measurements of 
PM2.5 averaged at different time scales, which were used to calculate the correlation coefficient 
and COD. 
Figure 25 shows one of the counties of interest—King, WA—for which we calculated the 
correlation coefficients and CODs. The largest distance between monitors for this particular 
county is 48.12 kilometers, which corresponds to monitors 53.033.0024 and 53.033.0037. We 
can also see that there are 3 monitors located relatively close together, but split by a body of 
water. This image illustrates that though these monitors may look like they are collocated on a 
larger map, such as Figure 23, there is actually significant distance between them. Thus, 
topographic features and emissions sources that may influence how PM2.5 concentrations vary at 
each location.  
Further, we can visualize the time series of monthly measurements for these monitors in 
the Figure 26. 53.033.0024 and 53.033.0037 correspond to the blue and red lines in Figure 27 
respectively. The finest temporal-scale data that we have are hourly concentration averages (the 
time series shown in Figure 26). The Pinto et al. (2006) study discussed previously used daily 
averages to calculate their values, but we wanted to investigate how our values might change if 
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we use different scales of temporal averages. Figure 26 shows the massive variation (over 100 
µg/m3 in this case) that can exist between hours at each monitor, and Figure 27 shows how they 
become smoothed out when averaged over a full month. We would expect that the data will 
become more homogeneous (higher correlation coefficients and smaller COD’s) as we move 
from hourly to daily to weekly, and finally to monthly averages. 
One can imagine similar plots for each county at each time scale that went into creating 
Figure 29, Figure 30, and Figure 31. Figure 29 displays the correlation coefficient plotted against 
the distance between monitors for which it was calculated, colored by the county the monitors 
are in (see the legend in Figure 28 for color reference). Figure 29 contains the analogous plot for 
COD, while Figure 31 shows the correlation coefficient plotted against COD.  
 Figures 29, 30, and 31 all display an interesting feature—it appears that the values group 
according to the county in which they were calculated. This indicates that there is strong large-
scale spatial dependence of spatial heterogeneity for PM2.5. We distinguish this spatial 
dependence as “large-scale” because we see distinct differences in the COD correlation 
coefficient values in counties that are scattered throughout the contiguous United States. 
However, we have also plotted these values against the distance between the monitors (county-
level) for which we have calculated the values 
 Figures 29 and 30 display an overall trend for the county-level variation of COD and 
correlation coefficient. In Figure 29 we see that correlation generally decreases with increases 
separation between the monitors. This tells us that the monitors vary more linearly the closer that 
they are positioned. Further, Figure 30 shows that COD increases with increasing distances 
between monitors, which indicates that PM2.5 concentrations are more homogenous between 
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monitors that are closer together. These results logically fit with physical intuition of spatial 
variation of PM2.5 concentrations. 
 These figures also indicate something about the temporal dependence of quantifying 
heterogeneity of concentration fields. The subplots of Figure 29 indicate that much of the time, 
there is an increase of the correlation coefficient between monitors as we move to coarser 
temporal averages. This result implies that the actual variation of PM2.5 depends on the time-
scales at which we can sample. Further, looking at the top left and bottom right panels of Figure 
29, we can see that some of the correlation coefficients change sign over the course of different 
temporal averaging, which means a shift from directly to inversely linear correlation. However, 
we can also judge from Figure 31 that the correlation coefficients don’t change all that 
significantly between weekly and monthly averages, which gives yields some information about 
the time scales at which using averaging impacts the quantification of heterogeneity.  
 Figure 30 shows a similar output for the results of using different time-scale averages to 
compute COD. As we move to coarser time scales, the COD generally decreases, which 
indicates more homogenous concentrations. Plotting correlation against COD, we see that as 
COD increases, correlation decreases. This result shows that the variation of PM2.5 some 
dependence on the amplitude of concentrations. 
 A potential pitfall of using the EPA’s monitors is that their locations are not random. That 
is, there is often a reason for placing a monitor in a certain area—such as monitoring the air near 
an industrial area. The potential non-random nature of monitor placement near specific sources 
of emissions has the potential to impact the values of concentrations, correlation coefficient and 
COD. 
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Figure 25: Locations of the 5 monitors in King, WA and an example of the distances between 
them. The numbers next to the monitors are their unique site ID which correspond to site indices 
305 – 309. 
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Figure 26: Hourly time series of each monitor in King County, WA. Color indicates specific 
monitor. Time series is from 01/01/2012 through 12/31/2015 
 
 
Figure 27: Example of the monthly averaged time series used to calculate the correlation 
coefficients and COD between monitors in King, WA, colored by monitor.  
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Figure 28: Legend for all plots in the county-level variation study. 
 
 
 
Figure 29: Correlation coefficient for hourly concentrations (top left), daily concentrations (top 
right), weekly concentrations, (bottom left), and monthly concentrations (bottom right) plotted 
against distance in kilometers, colored by county.  
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Figure 30: COD for hourly concentrations (top left), daily concentrations (top right), weekly 
concentrations, (bottom left), and monthly concentrations (bottom right) plotted against distance 
in kilometers, colored by county.  
 
Figure 31: Correlation coefficient for hourly concentrations (top left), daily concentrations (top 
right), weekly concentrations, (bottom left), and monthly concentrations (bottom right) plotted 
against COD at corresponding averages, colored by county. 
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4.6 Covariation of Pollutants 
 Some of the monitors in operation by the EPA measure multiple pollutants. We can make 
use of these monitors to investigate the covariance of PM2.5 with other pollutants, as well as the 
covariation of those other pollutants. Only the five monitors labelled in the plots below recorded 
more than two pollutants simultaneously while continuously operating, limiting our analysis to 
very few locations.  
Figures 33 – 36 were made using only one year of concentration measurements due to the 
fact that very few monitoring sites measure more than one pollutant, and requiring more than one 
year of data would decrease that number. “Hourly correlation” refers to correlation coefficients 
that were calculated using hourly average values of PM2.5. The same nomenclature applies for 
“daily”, “weekly”, and “monthly”. Thus, the values for weekly and monthly (especially) 
correlation coefficients may not be as significant because only 52 and 12 data points were used 
to calculate Pearson’s r, respectively. However, we do find that some clear patterns emerge 
between pollutants.  
Each tile plot indicates values for a particular monitor, the code of which is displayed 
above the plots. Looking at hourly concentrations, we find that O3 is negatively or poorly 
correlated with every other pollutant. This makes sense, since the primary method of ozone 
production is due to photochemical processes that peak at midday, while many of the other 
pollutants are correlated with traffic patterns that peak in the morning and evening and drop 
during midday.  
The top middle tile plot in each figure is the only monitor (05.119.0007) that collects data 
on 5 pollutants. This monitor, located in Pulaski, Arkansas, shows that all pollutants (except 
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ozone) display positive correlation. However, the correlation is much higher between pollutants 
when looking at the top right tile plot (Maricopa, Arizona). Further, we do not have enough 
monitors measuring several pollutants to speculate about spatial patterns of correlation. 
 
 
 
Figure 32: Covariation between pollutants at collocated monitors using hourly average 
concentrations. Monitor 06.025.0005 is in the top left, monitor 05.119.0007 is in the top middle, 
monitor 04.013.9997 is in the top right, monitor 06.067.0006 is in the bottom left, and monitor 
06.065.8001 is in the bottom middle. The color bar indicates the calculated value of the 
correlation coefficient. 
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Figure 33: Covariation between pollutants at collocated monitors using daily average 
concentrations. Monitor 06.025.0005 is in the top left, monitor 05.119.0007 is in the top middle, 
monitor 04.013.9997 is in the top right, monitor 06.067.0006 is in the bottom left, and monitor 
06.065.8001 is in the bottom middle. The color bar indicates the calculated value of the 
correlation coefficient. 
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Figure 34: Covariation between pollutants at collocated monitors using weekly average 
concentrations. Monitor 06.025.0005 is in the top left, monitor 05.119.0007 is in the top middle, 
monitor 04.013.9997 is in the top right, monitor 06.067.0006 is in the bottom left, and monitor 
06.065.8001 is in the bottom middle. The color bar indicates the calculated value of the 
correlation coefficient. 
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Figure 35: Covariation between pollutants at collocated monitors using monthly average 
concentrations. Monitor 06.025.0005 is in the top left, monitor 05.119.0007 is in the top middle, 
monitor 04.013.9997 is in the top right, monitor 06.067.0006 is in the bottom left, and monitor 
06.065.8001 is in the bottom middle. The color bar indicates the calculated value of the 
correlation coefficient. 
Since this analysis mainly focuses on PM2.5, we decided to look as monitors that measure 
PM2.5 and one other pollutant simultaneously. We calculated the correlation coefficients between 
PM2.5 and SO2, CO, O3, and NO2 respectively at the varying time scale in the above analysis. We 
then plotted histograms of the values of the correlation coefficients for each pair at each time 
scale. These values are shown in figures 34 – 37 at increasing coarseness of time scale. The 
histograms show the frequency at which certain ranges of correlation coefficients occur between 
pollutants at collocated monitors. 
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Figures 36 – 40 show an odd pattern of behavior. It seems that using hourly average 
concentrations, we see a tighter grouping in the values of the correlation coefficient for each pair. 
In fact, we find that, using this particular time-scale, PM2.5 is generally positively correlated with 
SO2, CO, and NO2, and negatively correlated to O3. However, the spread of correlation 
coefficients increases as the we use coarser time scales, although the extreme spread in Figure 40 
may simply be due to the noise of only using 12 data points to calculate Pearson’s r.  
 
Figure 36: Histograms of the frequency of the correlation coefficient between PM2.5 and SO2 
(top left), CO (top right), O3 (bottom left), and NO2 (bottom right) using hourly average 
concentrations of each pollutant. 
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Figure 37: Histograms of the frequency of the correlation coefficient between PM2.5 and SO2 
(top left), CO (top right), O3 (bottom left), and NO2 (bottom right) using daily average 
concentrations of each pollutant. 
 
Figure 38: Histograms of the frequency of the correlation coefficient between PM2.5 and SO2 
(top left), CO (top right), O3 (bottom left), and NO2 (bottom right) using weekly average 
concentrations of each pollutant. 
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Figure 39: Histograms of the frequency of the correlation coefficient between PM2.5 and SO2 
(top left), CO (top right), O3 (bottom left), and NO2 (bottom right) using monthly average 
concentrations of each pollutant 
Figure 40 shows the correlation coefficient between each pair, colored by the particular 
monitor that took the measurements. This figure allows us to track how the values of the 
correlation coefficient change for each station on the different time scales. What we find is that, 
in general, the sign of the correlation coefficient remains the same, but the magnitude is 
accentuated with the use of coarser measurements.  
 These results indicate that decoupling of pollutants will be depend on the region of study. 
Additionally, it will depend on the temporal resolution of data used in the study. It is especially 
evident when the correlation between PM2.5 and another pollutant has a different sign at a 
different location. This would indicate that while PM2.5 values increase, the other pollutants’ 
values decrease (and vice versa), yet the opposite occurs at another location. This would impact 
how investigators view a population’s exposure to certain pollutants in comparison to another 
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population. Thus, the same algorithms wouldn’t apply for decoupling pollutants for the two 
hypothetical populations.  
. 
 
Figure 40: Plots of the correlation coefficient between PM2.5 and SO2 (top left), CO (top right), 
O3 (bottom left), and NO2 (bottom right) using different time scales for averaging 
concentrations. Each color corresponds to values from a particular monitoring station. 
   
  
 62 
4.7 Cloud Cover and Applications to Remote Sensing  
 In the diurnal cycle clustering analysis, we found that there is a distinct pattern in the 
variation of PM2.5 concentration throughout the day. We also know that in order to remotely 
sense aerosol concentrations from space, we require clear sky conditions because the presence of 
clouds invalidates the assumptions used by the aerosol remote sensing algorithms. This process 
is called cloud screening (Li et al. 2009). Further, we know that different types of satellites are 
restricted to sampling at certain times of the day based on their orbit. For example, sun-
synchronous orbits may only sample at the same time every day for a particular location. It may 
be useful to investigate the diurnal cycle of cloudiness at various location to determine how 
cloud screening impacts satellite retrievals of PM2.5 concentrations. 
This analysis began in order to specifically inform the choice of equator crossing time for 
the multi-angle imager for aerosols (MAIA) that NASA is launching in the near future. This 
instrument features two cameras that are capable of making the radiometric and polarimetric 
measurements required to characterize not only the amount of particles in the air, but also their 
sizes and compositions. This instrument has very high resolution and will be used in conjunction 
with public health records to quantify the relationship between suspended particulate matter and 
health problems. 
Figure 41 shows the diurnal cycles of cloudiness during winter of four locations in the 
western, southern, southeastern, and northeastern United States, corresponding to four MAIA 
primary targets. The data used for creating Figures 42 and 43 are from the National Climatic 
Data Center’s (NCDC) Climate Data Online (CDO) portal. The observations of cloud cover are 
made visually, and we require hourly observations for this analysis. The location in Dallas (top 
right) displays clear skies very frequently, with little variation throughout the day. Similarly, the 
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Marshfield location (bottom left) also shows very little variation throughout the day, and 
maintains clear skies approximately 50% of the time. Birmingham (bottom left), on the other 
hand, shows a similar pattern to that of PM2.5, with maximum clear skies during the morning and 
evening. Lastly, Bakersfield (top right), shows a morning maximum and gradual decay—
increased cloudiness—throughout the day, corresponding to increasing convection. However, we 
also want to look at these same plots with data from the summer to quantify cloud screening in 
both seasons. 
 
Figure 41: Winter diurnal cycles of cloud cover for Dallas (top left), Bakersfield (top right), 
Birmingham (bottom left), and Marshfield (bottom right). Each hour is a stacked histogram of 
the cloud cover observations for the specific time period. Blue = clear, orange = scattered, 
green = broken, red = overcast. 
 In summer, shown by Figure 42, we see that there is now a minimum amount of cloud 
screening in the early morning in Dallas, that increases throughout the day until after sunset. 
Bakersfield, however, now exhibits a distinct lack of cloud screening compared to winter. 
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Birmingham displays a similar pattern in both seasons, but with increased cloud screening in the 
winter in the summer. Marshfield remains essentially unchanged across the seasons. 
 From inspecting these plots, in conjunction with knowledge about the diurnal cycles of 
PM2.5, we can assess the bias of reported PM2.5 concentrations from satellites due to the time of 
day at which they sample. Additionally, we can use the analysis of cloudiness to determine ideal 
orbits for satellites that require clear-sky conditions for sampling. 07:00 – 08:00 local time seems 
to yield the clearest conditions across these four areas in both seasons. We also have ubiquitous 
morning maxima in PM2.5 concentrations across seasons and throughout the United States, so we 
know that that by observing at this time we will have measurements that are biased toward 
higher concentrations.  
 
Figure 42: Summer diurnal cycles of cloud cover for Dallas (top left), Bakersfield (top right), 
Birmingham (bottom left), and Marshfield (bottom right). Each hour is a stacked histogram of 
the cloud cover observations for the specific time period. Blue = clear, orange = scattered, 
green = broken, red = overcast. 
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Chapter 5: Conclusions 
 5.1 Conclusions 
 This chapter summarizes the main findings from each section of the results chapter, and 
also puts forward some hypotheses to explain our findings. Beginning with the separation of the 
diurnal cycles based on their location setting (classified as rural, suburban, or urban), we found 
that the diurnal cycles were not discernably different when grouped by their locations. We 
repeated this analysis and separated the diurnal cycles even further based on the land use in their 
locations. However, we still saw no differences across the groups. We did find that the diurnal 
cycles were distinctly different between winter and summer, though. We found that there was a 
ubiquitous morning maximum in PM2.5 concentration at all of the monitors that coincides with 
time of local sunrise (approximately 07:00 in the summer and 08:00 in the winter). The winter 
diurnal cycles generally had a higher amplitude and larger evening maximum, which we attribute 
to the increase of the stability of nitrate at colder temperatures. Overall, we conclude from this 
exercise that grouping the diurnal cycles by location setting or land use does not reveal any 
distinct shapes in diurnal cycles. 
 We then attempted to cluster the diurnal cycles using k-means clustering to find the 
similarity between the cycles. We made an informed choice of two clusters for the algorithm 
based on graphical methods for choosing the ideal value of ‘k’. We first fed the raw diurnal 
cycles into the algorithm, which returned clusters that looked very similar in shape, but had 
different magnitudes. We did not find a distinct regional pattern based on this clustering 
technique, but we still saw the differences between the diurnal cycles based on the season. We 
repeated the clustering, but instead input the normalized diurnal cycles. This process removed 
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the effect of the magnitudes of PM2.5 concentration, and focused the clustering on the shape of 
the diurnal cycle. The two clusters created had their differences in the variation of the minima 
and maxima. Specifically, we had one cluster in the winter that had an elevated evening 
maximum, and one cluster in the summer that had a more elevated morning maximum. However, 
we still did not find a regional split when plotting the locations of the clusters.  
 After investigating the diurnal cycles, we used k-means clustering to group the seasonal 
cycles of PM2.5. Again, we forced the algorithm to put the seasonal cycles into two groups. We 
found that the two clusters that emerged were defined by the month at which their maxima 
occurred. The first cluster (cluster 0) in Figure 21 showed both a maximum in the winter and the 
summer, with concentrations reaching their peak in the winter. The second cluster (cluster 1) was 
defined by having a maximum only in the summer. The composition of PM2.5 in the northeast 
had higher amounts of nitrate, which corresponds to the locations of the monitors in the first 
cluster. We attribute the elevated winter maximum in these areas to the increased stability of 
nitrate. The second cluster had monitors mainly located in the eastern United States, where 
sulfate is more prevalent. This component is more readily formed in the summer.  
 When we found little geographic cohesion between the monitors in clusters created when 
using k-means on the diurnal cycles, we looked at the variation of PM2.5 concentrations in areas 
that had at least five operational monitors. We calculated the correlation coefficients and COD 
between each monitor in these areas and found that correlation decreases as the distance between 
monitors increases. However, we found a more surprising result, which was that the correlation 
coefficients group more strongly by the county in which they are located than by the distance 
between them. This seems to indicate that depending on the specific region in which the 
monitors are located, there may be high spatial and temporal variation in PM2.5 concentrations, or 
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much lower spatial and temporal variation. From our literature review, we believe that specific 
emissions locations and regional meteorology determine these correlation coefficients.  
 After quantifying the correlation between monitors in the same area, we decided to 
determine monitors that measure multiple pollutants at the exact same location and calculate the 
correlation between the different pollutants. We repeated this analysis on multiple time scales 
and found that the range of correlation coefficients increases when we move to coarser time 
scales. This most likely occurs due to the different types of emissions that dictate the 
concentrations of the various pollutants.  
From all of the diurnal and seasonal cycle analysis, we find that the concentrations of 
PM2.5 are highest during the west-coast winter and southeastern summer seasons respectively. 
There is a local maximum in PM2.5 concentrations during that day just after sunrise in both 
seasons, throughout the entire united states. We also find that there is another peak in PM2.5 
concentration in the evening. These are the places, seasons, and times of day that we have 
identified as exposing the population to the highest PM2.5 concentrations.  
 Lastly, we incorporated the results of our quantification of the diurnal cycles of cloud 
cover at key locations throughout the United States. The locations were chosen based on their 
possible application to planning the equator-crossing time of the upcoming MAIA mission. We 
found that the best time to for satellites to remotely sense aerosol populations is approximately 
08:00 local time. This time yields the clearest skies, but often coincides with the morning 
maximum of the diurnal cycles of PM2,5, which may yield bias towards higher concentrations of 
PM2,5 concentrations throughout the United States.  
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5.2 Future work 
 This research could be extended by quantifying the possible biases that using different 
monitors may have in our analysis. To approach this, we would need to identify the areas in the 
United States that have different monitor types in close proximity and examine the various cycles 
of those monitors. Another analysis approach would be to divide the United States into different 
regions, possibly by their differences in synoptic weather patterns, in order to identify 
differences in diurnal or seasonal cycles by region. 
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Site Index 
State 
Code 
County 
Code 
Site 
Number Latitude Longitude Elevation 
1 1 73 1005 33.331111 -87.003611 163 
2 1 73 1010 33.545278 -86.549167 195 
3 1 73 2003 33.499722 -86.924167 191 
4 1 73 2006 33.386389 -86.816667 180 
5 1 73 5003 33.801667 -86.9425 212 
6 5 119 7 34.756189 -92.281296 80 
7 6 7 2002 39.778763 -121.591718 534 
8 6 7 4001 39.327563 -121.668811 0 
9 6 11 1002 39.202935 -122.017728 17 
10 6 19 2008 36.198672 -120.101096 113.08 
11 6 21 3 39.533761 -122.191903 1 
12 6 29 2009 34.841567 -118.860588 1063.14 
13 6 37 16 34.14435 -117.85036 275 
14 6 37 1201 34.19925 -118.53276 226 
15 6 37 4004 33.79236 -118.17533 6 
16 6 37 6012 34.38344 -118.5284 397 
17 6 43 1001 37.745759 -119.603754 1216 
18 6 59 7 33.83062 -117.93845 10 
19 6 61 6 38.745726 -121.266312 48 
20 6 65 12 33.92086 -116.85841 677 
21 6 65 16 33.583333 -117.083333 453 
22 6 65 8005 33.995638 -117.493304 250 
23 6 65 9001 33.67649 -117.33098 1440 
24 6 67 6 38.613779 -121.368014 8 
25 6 67 10 38.558228 -121.492981 0 
26 6 71 5 34.2431 -117.27235 1384 
27 6 71 1004 34.10374 -117.62914 369 
28 6 77 3005 37.682512 -121.443324 30 
29 6 101 3 39.138773 -121.618549 20 
30 6 103 6 40.1678 -122.227138 81 
31 6 107 2002 36.332179 -119.291228 97 
32 6 107 2010 36.031831 -119.055018 136.25 
33 6 113 4 38.53445 -121.7734 0 
34 9 1 1123 41.399167 -73.443056 116 
35 9 5 5 41.821342 -73.297257 505 
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36 9 9 27 41.3014 -72.902871 3.6 
37 12 1 3011 29.544722 -82.296111 30.8 
38 12 5 6 30.130433 -85.731517 4.9 
39 12 9 7 28.053611 -80.628611 5 
40 12 11 33 26.073536 -80.33845 2 
41 12 21 4 26.270083 -81.710959 20 
42 12 23 2 30.178056 -82.619167 36.6 
43 12 31 77 30.477725 -81.587339 12 
44 12 31 98 30.135797 -81.633981 4 
45 12 31 100 30.260278 -81.453611 3 
46 12 33 4 30.525367 -87.20355 32 
47 12 47 15 30.411339 -82.783484 40 
48 12 57 1065 27.892523 -82.538429 3 
49 12 59 4 30.848611 -85.603889 26.2 
50 12 71 5 26.602016 -81.877908 0 
51 12 73 12 30.439722 -84.346389 15.9 
52 12 83 3 29.170533 -82.100646 10 
53 12 85 7 27.172458 -80.240689 4.1 
54 12 86 1016 25.794222 -80.215556 4 
55 12 86 6001 25.471944 -80.482778 7 
56 12 95 2002 28.596389 -81.3625 27 
57 12 99 9 26.730833 -80.233889 2 
58 12 103 18 27.785866 -82.739875 5 
59 12 103 5002 28.090299 -82.700707 2 
60 12 105 6006 28.028889 -81.972222 0 
61 12 113 15 30.394133 -87.008033 3.5 
62 12 115 13 27.290556 -82.507222 8 
63 12 115 2002 27.089194 -82.362583 3 
64 12 127 5002 29.206667 -81.0525 0 
65 13 21 12 32.805361 -83.543515 54 
66 13 51 1002 32.090679 -81.130322 12 
67 13 59 2 33.918087 -83.344385 215 
68 13 77 2 33.40404 -84.745988 900 
69 13 115 3 34.26054 -85.32333 186 
70 13 121 55 33.720572 -84.357396 292 
71 13 135 2 33.96311 -84.06931 290 
72 13 139 3 34.29933 -83.81341 386 
73 13 151 2 33.433559 -84.161981 900 
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74 13 153 1 32.605556 -83.598056 90 
75 13 185 3 30.848056 -83.294444 70 
76 13 215 8 32.521782 -84.944735 101 
77 13 223 3 33.9285 -85.04534 417 
78 13 245 91 33.43403 -82.0226 46 
79 13 295 2 34.97886 -85.30117 200 
80 16 9 11 47.338605 -116.885623 823.17 
81 17 31 1 41.670992 -87.732457 188 
82 17 31 57 41.912739 -87.722673 183 
83 17 31 76 41.7514 -87.713488 186 
84 17 31 4201 42.139996 -87.799227 198 
85 17 111 1 42.221442 -88.242207 235 
86 17 115 13 39.866834 -88.925594 204 
87 17 119 1007 38.704534 -90.139675 128 
88 17 143 37 40.697007 -89.584737 155 
89 17 163 10 38.612034 -90.160477 125 
90 20 209 21 39.117219 -94.635605 259 
91 21 19 17 38.45934 -82.64041 200 
92 21 37 3002 39.021881 -84.47445 251 
93 21 59 5 37.780776 -87.075307 127 
94 21 67 12 38.06503 -84.49761 302 
95 21 101 14 37.8712 -87.46375 121 
96 21 145 1024 37.05822 -88.57251 108 
97 21 193 3 37.28329 -83.20932 280 
98 21 227 9 37.04926 -86.21487 194 
99 22 15 8 32.536273 -93.74894 53 
100 22 19 8 30.262604 -93.285084 0 
101 22 51 1001 30.041238 -90.272826 3 
102 22 55 7 30.22611 -92.042908 0 
103 22 57 4 29.764098 -90.765275 5 
104 22 63 2 30.315406 -90.811383 0 
105 22 71 12 29.993519 -90.10155 3 
106 22 87 7 29.943164 -89.97625 62 
107 22 103 2 30.429381 -90.199678 20 
108 23 3 1100 46.696431 -68.033006 540 
109 23 5 29 43.660246 -70.268965 3 
110 25 3 6 42.452017 -73.255089 0 
111 25 13 16 42.108992 -72.590803 31 
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112 25 15 4002 42.298493 -72.334079 312 
113 25 25 43 42.3631 -71.0543 7 
114 26 81 20 42.984173 -85.671339 186 
115 26 163 1 42.22862 -83.2082 181 
116 27 31 7810 47.972085 -89.69098 125 
117 28 33 2 34.82166 -89.98783 117 
118 28 35 4 31.323639 -89.287167 0 
119 28 47 8 30.390369 -89.049778 0 
120 28 49 10 32.385731 -90.1412 90 
121 30 13 1 47.494318 -111.303317 1021 
122 30 31 17 44.657014 -111.089618 2030 
123 30 31 19 45.683765 -111.056282 1468 
124 30 63 38 47.17563 -113.476182 1239 
125 30 111 85 45.7804 -108.511542 965 
126 34 7 10 39.923969 -75.122317 5 
127 34 17 1003 40.725454 -74.05229 6 
128 34 19 1 40.515262 -74.806671 45 
129 34 21 10 40.28753 -74.80777 54 
130 34 39 2003 40.603943 -74.276174 3 
131 35 13 21 31.796218 -106.584434 1219 
132 35 49 21 35.61975 -106.07968 1930 
133 35 55 5 36.383359 -105.5839 0 
134 36 1 5 42.64225 -73.75464 7 
135 36 5 80 40.83606 -73.92009 20 
136 36 5 112 40.81551 -73.88553 20 
137 36 29 5 42.876907 -78.809526 185 
138 36 29 1013 42.98844 -78.91859 183 
139 36 29 1014 42.99813 -78.89926 182 
140 36 31 3 44.39308 -73.8589 599 
141 36 47 52 40.64182 -74.01871 26 
142 36 47 118 40.69454 -73.92769 18 
143 36 59 5 40.74316 -73.58549 27 
144 36 61 128 40.73 -73.984 9 
145 36 61 134 40.71436 -73.99518 17 
146 36 61 135 40.81976 -73.94825 45 
147 36 65 2001 43.09892 -75.22506 139 
148 36 71 2 41.49916 -74.00885 127 
149 36 81 120 40.72698 -73.89313 31 
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150 36 85 55 40.63307 -74.13719 16 
151 36 85 111 40.58027 -74.19832 3 
152 36 87 5 41.18208 -74.02819 140 
153 36 103 9 40.82799 -73.05754 45 
154 36 119 2004 41.05192 -73.76366 64 
155 37 1 2 36.089004 -79.407821 194 
156 37 21 34 35.6075 -82.583333 658 
157 37 51 9 35.041416 -78.953112 63 
158 37 63 15 36.032955 -78.904037 118 
159 37 65 99 35.988333 -77.582778 18 
160 37 67 22 36.110693 -80.226438 284 
161 37 67 30 36.026 -80.342 245 
162 37 71 16 35.253056 -81.153333 243 
163 37 81 13 36.109167 -79.801111 247 
164 37 111 4 35.687406 -81.993808 444 
165 37 119 41 35.2401 -80.785683 232 
166 37 119 42 35.151283 -80.866983 209 
167 37 159 21 35.551868 -80.395039 240 
168 39 1 1 38.79471 -83.53398 299 
169 39 3 9 40.770944 -84.0539 268 
170 39 23 5 39.92882 -83.80949 297 
171 39 25 22 39.0828 -84.1441 262 
172 39 49 34 40.002734 -82.994404 250 
173 39 57 5 39.80834 -83.88705 293 
174 39 61 6 39.2787 -84.36625 259 
175 39 61 10 39.21487 -84.69086 158 
176 39 61 40 39.12886 -84.50404 256 
177 39 85 7 41.726811 -81.242156 203 
178 39 87 12 38.508075 -82.659241 163 
179 39 93 3002 41.463071 -82.114261 180 
180 39 95 24 41.644067 -83.54616 176 
181 39 99 14 41.095938 -80.658516 286 
182 39 135 1001 39.83562 -84.72049 357 
183 39 151 20 40.800729 -81.373008 311 
184 39 155 5 41.231167 -80.801914 282 
185 39 165 7 39.42689 -84.20077 234 
186 40 1 9009 35.750735 -94.669697 300.2219 
187 40 71 9030 36.939969 -97.345 324.3 
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188 40 115 9004 36.922222 -94.838889 247 
189 40 115 9007 36.985702 -94.83931 273 
190 41 1 4 44.78822 -117.8446 1047 
191 41 3 13 44.5884 -123.2673 71 
192 41 9 4 45.768531 -122.7721 6 
193 41 13 100 44.299787 -120.844773 873 
194 41 17 4 44.2921 -121.5555 975 
195 41 17 120 44.063916 -121.312554 1105 
196 41 19 2 43.2266 -123.36479 136 
197 41 23 2 44.418 -118.9513 939 
198 41 25 3 43.58925 -119.04872 1267 
199 41 29 19 42.623225 -122.810158 438 
200 41 29 133 42.31411 -122.87923 405 
201 41 33 11 42.290094 -123.2321 359 
202 41 33 36 42.1617 -123.64835 1337 
203 41 33 114 42.434139 -123.348466 0 
204 41 35 4 42.190296 -121.731369 1244 
205 41 37 1 42.189215 -120.353969 1448 
206 41 39 59 44.067224 -123.141352 123 
207 41 39 60 44.026312 -123.083737 133 
208 41 39 1009 44.046696 -123.017704 146 
209 41 39 2013 43.744352 -122.480487 341 
210 41 39 9004 43.799501 -123.053487 196 
211 41 43 9 44.61569 -123.091457 72 
212 41 43 2002 44.3958 -122.7305 138 
213 41 47 41 44.943114 -123.005934 182 
214 41 51 80 45.496641 -122.602877 69 
215 41 59 121 45.652231 -118.823033 326 
216 41 61 119 45.339 -118.095206 848 
217 41 63 1 45.426351 -117.296066 1163 
218 41 65 7 45.602419 -121.203387 83 
219 41 67 4 45.528501 -122.972398 16 
220 41 67 111 45.470191 -122.816411 58 
221 42 3 8 40.46542 -79.960757 256 
222 42 3 64 40.323768 -79.868062 0 
223 45 19 49 32.790984 -79.958694 2 
224 45 25 1 34.615367 -80.198787 133 
225 45 29 2 33.007866 -80.965038 35 
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226 45 37 1 33.739963 -81.853635 190 
227 45 41 3 34.214263 -79.767347 44 
228 45 63 8 34.051017 -81.15495 69 
229 45 79 7 34.093959 -80.962304 107 
230 45 83 11 34.955566 -81.924797 232 
231 47 37 23 36.176382 -86.7389 160 
232 47 157 75 35.151699 -89.850249 87 
233 48 29 32 29.51509 -98.620166 279.5 
234 48 29 53 29.587741 -98.312512 226 
235 48 29 55 29.407295 -98.431251 189 
236 48 29 59 29.275381 -98.311692 150.9 
237 48 29 676 29.33279 -98.551383 195 
238 48 29 677 29.423944 -98.580499 220.7 
239 48 43 101 29.30265 -103.17781 1057 
240 48 61 6 25.892518 -97.49383 6 
241 48 61 2004 26.069615 -97.1622 0 
242 48 113 69 32.820061 -96.860117 126.5 
243 48 121 34 33.219069 -97.196284 183 
244 48 135 3 31.836575 -102.342037 883 
245 48 135 1014 31.870253 -102.334756 884 
246 48 139 16 32.482083 -97.026899 195 
247 48 139 1044 32.175417 -96.870189 165 
248 48 141 37 31.768291 -106.50126 1158 
249 48 141 55 31.746775 -106.402806 1122 
250 48 141 57 31.6675 -106.288 1117.7 
251 48 149 1 29.962475 -96.745875 85 
252 48 167 1034 29.254474 -94.861289 5 
253 48 201 24 29.901036 -95.326137 24.1 
254 48 201 416 29.686389 -95.294722 10 
255 48 201 1034 29.767997 -95.220582 9.1 
256 48 201 1035 29.733726 -95.257593 12.5 
257 48 201 1039 29.670025 -95.128508 6 
258 48 201 1042 30.05846 -95.189751 20.4 
259 48 201 1050 29.583047 -95.015544 0 
260 48 203 2 32.668987 -94.167457 72.2 
261 48 215 43 26.22621 -98.291069 37 
262 48 245 21 29.922894 -93.909018 0 
263 48 245 22 29.863957 -94.317802 5 
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264 48 257 5 32.564968 -96.317687 128 
265 48 273 314 27.426981 -97.298692 0 
266 48 309 1037 31.653074 -97.070698 143 
267 48 323 4 28.704607 -100.451156 255 
268 48 339 78 30.350302 -95.425128 77 
269 48 349 1051 32.031934 -96.399141 128 
270 48 361 1100 30.194167 -93.866944 0.01 
271 48 375 320 35.201592 -101.909275 1122 
272 48 439 1006 32.759143 -97.342334 165 
273 48 439 3011 32.656357 -97.088585 183 
274 48 453 14 30.354436 -97.760255 232 
275 48 453 20 30.483168 -97.872301 327 
276 48 453 21 30.263208 -97.712883 152 
277 48 479 313 27.599444 -99.533333 146 
278 49 3 3 41.492707 -112.018863 1334 
279 49 5 4 41.731111 -111.8375 1380 
280 49 45 3 40.543309 -112.299618 1511 
281 49 49 2 40.253611 -111.663056 1402 
282 49 49 4001 40.341389 -111.713611 1442 
283 49 57 2 41.206321 -111.975524 1316 
284 51 3 1 38.07657 -78.50397 172 
285 51 59 30 38.77335 -77.10468 68 
286 51 69 10 39.28102 -78.08157 192 
287 51 87 14 37.55652 -77.40027 58.5 
288 51 113 3 38.5231 -78.43471 1068 
289 51 650 8 37.103733 -76.387017 2 
290 53 1 3 47.12 -118.3819 550 
291 53 3 4 46.425416 -117.060445 250 
292 53 5 2 46.21835 -119.204153 162 
293 53 7 10 47.598863 -120.664702 357 
294 53 9 9 48.11697 -123.464555 75 
295 53 9 13 48.29786 -124.62491 466 
296 53 9 15 48.366058 -124.610045 1 
297 53 11 22 45.8639 -122.410889 213 
298 53 13 2 46.318 -117.985 464 
299 53 15 15 46.139444 -122.961944 13 
300 53 21 2 46.5754 -119.0021 224 
301 53 25 1002 47.1303 -119.2737 325 
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302 53 27 8 46.818292 -123.197083 27 
303 53 27 2002 46.97228 -123.83173 1 
304 53 31 3 48.12919 -122.77897 20 
305 53 33 17 47.49022 -121.77278 140 
306 53 33 24 47.755 -122.2806 16 
307 53 33 37 47.61311 -122.20161 52 
308 53 33 1011 47.53091 -122.3208 9 
309 53 37 2 46.99364 -120.545 500 
310 53 41 4 46.66409 -122.96732 34 
311 53 45 7 47.21355 -123.10081 23 
312 53 47 9 48.36451 -120.121113 492 
313 53 47 10 48.47724 -120.19057 536 
314 53 47 13 48.39999 -119.51896 5 
315 53 53 31 47.2656 -122.3858 1 
316 53 53 1018 47.14 -122.3003 133 
317 53 57 15 48.4102 -122.3376 7 
318 53 61 11 48.069 -122.275 12 
319 53 63 47 47.69978 -117.42635 1881 
320 53 65 2 47.88528 -117.98865 743 
321 53 65 4 48.544722 -117.903611 542 
322 53 67 13 47.029396 -122.821548 70 
323 53 71 5 46.05881 -118.35147 267 
324 53 75 3 46.72447 -117.18014 771 
325 53 75 5 46.8153 -117.8739 468 
326 53 75 6 47.23136 -117.36856 682 
327 53 77 15 46.38024 -120.33266 216 
328 53 77 16 46.37543 -120.72932 295 
329 54 51 1002 39.915961 -80.733858 209 
330 55 9 5 44.50729 -87.99344 184 
331 55 25 41 43.100838 -89.357298 260 
332 55 27 1 43.466111 -88.621111 286.5 
333 55 35 14 44.7614 -91.143 282 
334 55 41 7 45.565 -88.8086 559 
335 55 43 9 42.6938 -90.6979 303 
336 55 59 19 42.504722 -87.8093 187 
337 55 63 12 43.7775 -91.2269 667 
338 55 79 10 43.016667 -87.933333 200 
339 55 79 26 43.060975 -87.913504 208 
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340 55 79 58 42.930708 -87.931983 747 
341 55 87 9 44.30738 -88.395178 240 
342 55 89 9 43.4981 -87.81 211 
343 55 119 8001 45.2066 -90.5972 522 
344 55 133 27 43.020075 -88.21507 261 
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Aas 
Location 
Sdsdetting State Name 
County 
Name City Name 
RESIDENTIAL SUBURBAN Alabama Jefferson Not in a City 
RESIDENTIAL SUBURBAN Alabama Jefferson Leeds 
RESIDENTIAL SUBURBAN Alabama Jefferson Birmingham 
COMMERCIAL SUBURBAN Alabama Jefferson Hoover 
RESIDENTIAL RURAL Alabama Jefferson Not in a City 
COMMERCIAL 
URBAN AND 
CENTER CITY Arkansas Pulaski 
North Little 
Rock 
RESIDENTIAL 
URBAN AND 
CENTER CITY California Butte Paradise 
AGRICULTURAL RURAL California Butte Not in a City 
COMMERCIAL RURAL California Colusa Colusa 
RESIDENTIAL RURAL California Fresno Huron 
AGRICULTURAL SUBURBAN California Glenn Not in a City 
AGRICULTURAL RURAL California Kern Not in a City 
RESIDENTIAL SUBURBAN California Los Angeles Glendora 
COMMERCIAL SUBURBAN California Los Angeles Reseda 
COMMERCIAL SUBURBAN California Los Angeles Long Beach 
COMMERCIAL SUBURBAN California Los Angeles Santa Clarita 
  California Mariposa Not in a City 
RESIDENTIAL SUBURBAN California Orange Anaheim 
MOBILE SUBURBAN California Placer Roseville 
COMMERCIAL SUBURBAN California Riverside Banning 
COMMERCIAL SUBURBAN California Riverside Not in a City 
RESIDENTIAL SUBURBAN California Riverside Mira Loma 
RESIDENTIAL SUBURBAN California Riverside Lake Elsinore 
RESIDENTIAL SUBURBAN California Sacramento Arden-Arcade 
RESIDENTIAL 
URBAN AND 
CENTER CITY California Sacramento Sacramento 
RESIDENTIAL RURAL California 
San 
Bernardino Crestline 
RESIDENTIAL 
URBAN AND 
CENTER CITY California 
San 
Bernardino Upland 
RESIDENTIAL SUBURBAN California San Joaquin Tracy 
COMMERCIAL SUBURBAN California Sutter Yuba City 
COMMERCIAL 
URBAN AND 
CENTER CITY California Tehama Red Bluff 
COMMERCIAL 
URBAN AND 
CENTER CITY California Tulare Visalia 
 85 
Appendix B: Monitor Locations (Cont.) 
AGRICULTURAL RURAL California Tulare Porterville 
AGRICULTURAL RURAL California Yolo Not in a City 
RESIDENTIAL SUBURBAN Connecticut Fairfield Danbury 
FOREST RURAL Connecticut Litchfield Cornwall 
COMMERCIAL 
URBAN AND 
CENTER CITY Connecticut New Haven New Haven 
FOREST RURAL Florida Alachua Micanopy 
COMMERCIAL RURAL Florida Bay 
Lower Grand 
Lagoon 
RESIDENTIAL 
URBAN AND 
CENTER CITY Florida Brevard Melbourne 
RESIDENTIAL SUBURBAN Florida Broward Davie 
COMMERCIAL SUBURBAN Florida Collier Naples 
RESIDENTIAL SUBURBAN Florida Columbia Lake City 
RESIDENTIAL RURAL Florida Duval Jacksonville 
COMMERCIAL SUBURBAN Florida Duval Jacksonville 
RESIDENTIAL SUBURBAN Florida Duval Jacksonville 
INDUSTRIAL SUBURBAN Florida Escambia Ferry Pass 
INDUSTRIAL RURAL Florida Hamilton White Springs 
COMMERCIAL SUBURBAN Florida Hillsborough Tampa 
COMMERCIAL RURAL Florida Holmes Not in a City 
RESIDENTIAL SUBURBAN Florida Lee Fort Myers 
COMMERCIAL SUBURBAN Florida Leon Tallahassee 
COMMERCIAL 
URBAN AND 
CENTER CITY Florida Marion Ocala 
COMMERCIAL 
URBAN AND 
CENTER CITY Florida Martin Stuart 
COMMERCIAL 
URBAN AND 
CENTER CITY Florida Miami-Dade Miami 
COMMERCIAL SUBURBAN Florida Miami-Dade Homestead 
COMMERCIAL 
URBAN AND 
CENTER CITY Florida Orange Winter Park 
RESIDENTIAL SUBURBAN Florida Palm Beach 
Royal Palm 
Beach 
RESIDENTIAL SUBURBAN Florida Pinellas Saint Petersburg 
RESIDENTIAL RURAL Florida Pinellas Tarpon Springs 
RESIDENTIAL SUBURBAN Florida Polk Lakeland 
RESIDENTIAL SUBURBAN Florida Santa Rosa Gulf Breeze 
RESIDENTIAL 
URBAN AND 
CENTER CITY Florida Sarasota 
Ridge Wood 
Heights 
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RESIDENTIAL SUBURBAN Florida Sarasota Venice 
COMMERCIAL SUBURBAN Florida Volusia Daytona Beach 
INDUSTRIAL RURAL Georgia Bibb Macon 
INDUSTRIAL 
URBAN AND 
CENTER CITY Georgia Chatham Savannah 
RESIDENTIAL SUBURBAN Georgia Clarke 
Athens-Clarke 
County 
(Remainder) 
COMMERCIAL SUBURBAN Georgia Coweta Not in a City 
RESIDENTIAL RURAL Georgia Floyd Not in a City 
COMMERCIAL SUBURBAN Georgia Fulton Atlanta 
COMMERCIAL SUBURBAN Georgia Gwinnett Not in a City 
RESIDENTIAL SUBURBAN Georgia Hall Gainesville 
RESIDENTIAL RURAL Georgia Henry McDonough 
COMMERCIAL SUBURBAN Georgia Houston Warner Robins 
COMMERCIAL SUBURBAN Georgia Lowndes Valdosta 
RESIDENTIAL SUBURBAN Georgia Muscogee 
Columbus 
(Remainder) 
AGRICULTURAL RURAL Georgia Paulding Not in a City 
RESIDENTIAL SUBURBAN Georgia Richmond 
Augusta-
Richmond 
County 
(Remainder) 
RESIDENTIAL SUBURBAN Georgia Walker Not in a City 
AGRICULTURAL RURAL Idaho Benewah Not in a City 
RESIDENTIAL SUBURBAN Illinois Cook Alsip 
COMMERCIAL SUBURBAN Illinois Cook Chicago 
RESIDENTIAL SUBURBAN Illinois Cook Chicago 
RESIDENTIAL SUBURBAN Illinois Cook Northbrook 
RESIDENTIAL SUBURBAN Illinois McHenry Cary 
INDUSTRIAL SUBURBAN Illinois Macon Decatur 
INDUSTRIAL 
URBAN AND 
CENTER CITY Illinois Madison Granite City 
COMMERCIAL 
URBAN AND 
CENTER CITY Illinois Peoria Peoria 
INDUSTRIAL SUBURBAN Illinois Saint Clair East Saint Louis 
RESIDENTIAL 
URBAN AND 
CENTER CITY Kansas Wyandotte Kansas City 
RESIDENTIAL SUBURBAN Kentucky Boyd Ashland 
AGRICULTURAL RURAL Kentucky Campbell 
Highland 
Heights 
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COMMERCIAL SUBURBAN Kentucky Daviess Not in a City 
RESIDENTIAL SUBURBAN Kentucky Fayette 
Lexington-
Fayette 
(corporate name 
for Lexington) 
COMMERCIAL RURAL Kentucky Henderson Not in a City 
COMMERCIAL SUBURBAN Kentucky McCracken Paducah 
RESIDENTIAL SUBURBAN Kentucky Perry Hazard 
RESIDENTIAL SUBURBAN Kentucky Warren Smiths Grove 
COMMERCIAL 
URBAN AND 
CENTER CITY Louisiana Bossier Shreveport 
INDUSTRIAL RURAL Louisiana Calcasieu 
Westlake (RR 
name West 
Lake) 
RESIDENTIAL SUBURBAN Louisiana Jefferson Kenner 
COMMERCIAL SUBURBAN Louisiana Lafayette Lafayette 
RESIDENTIAL SUBURBAN Louisiana Lafourche Thibodaux 
RESIDENTIAL RURAL Louisiana Livingston 
French 
Settlement 
RESIDENTIAL 
URBAN AND 
CENTER CITY Louisiana Orleans New Orleans 
RESIDENTIAL SUBURBAN Louisiana St. Bernard Chalmette 
RESIDENTIAL SUBURBAN Louisiana 
St. 
Tammany Not in a City 
RESIDENTIAL SUBURBAN Maine Aroostook Presque Isle 
COMMERCIAL 
URBAN AND 
CENTER CITY Maine Cumberland Portland 
COMMERCIAL 
URBAN AND 
CENTER CITY Massachusetts Berkshire Pittsfield 
COMMERCIAL 
URBAN AND 
CENTER CITY Massachusetts Hampden Springfield 
FOREST RURAL Massachusetts Hampshire 
Ware (census 
name for Ware 
Center) 
COMMERCIAL 
URBAN AND 
CENTER CITY Massachusetts Suffolk Boston 
INDUSTRIAL 
URBAN AND 
CENTER CITY Michigan Kent Grand Rapids 
COMMERCIAL SUBURBAN Michigan Wayne Allen Park 
FOREST RURAL Minnesota Cook Not in a City 
COMMERCIAL 
SUBURBAN 
 Mississippi DeSoto Hernando 
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COMMERCIAL 
URBAN AND 
CENTER CITY Mississippi Forrest Hattiesburg 
COMMERCIAL RURAL Mississippi Harrison Gulfport 
COMMERCIAL SUBURBAN Mississippi Hinds Jackson 
COMMERCIAL 
URBAN AND 
CENTER CITY Montana Cascade Great Falls 
FOREST RURAL Montana Gallatin Not in a City 
RESIDENTIAL SUBURBAN Montana Gallatin Bozeman 
RESIDENTIAL SUBURBAN Montana Missoula Seeley Lake 
COMMERCIAL 
URBAN AND 
CENTER CITY Montana Yellowstone Billings 
COMMERCIAL 
URBAN AND 
CENTER CITY New Jersey Camden Camden 
COMMERCIAL 
URBAN AND 
CENTER CITY New Jersey Hudson Jersey City 
AGRICULTURAL RURAL New Jersey Hunterdon 
Raritan 
(Township of) 
COMMERCIAL SUBURBAN New Jersey Mercer Ewing 
COMMERCIAL SUBURBAN New Jersey Union Rahway 
RESIDENTIAL SUBURBAN New Mexico Dona Ana Not in a City 
INDUSTRIAL RURAL New Mexico Santa Fe Not in a City 
RESIDENTIAL SUBURBAN New Mexico Taos Taos 
COMMERCIAL 
URBAN AND 
CENTER CITY New York Albany Albany 
RESIDENTIAL 
URBAN AND 
CENTER CITY New York Bronx New York 
INDUSTRIAL SUBURBAN New York Bronx New York 
RESIDENTIAL 
URBAN AND 
CENTER CITY New York Erie Buffalo 
INDUSTRIAL 
URBAN AND 
CENTER CITY New York Erie Tonawanda 
RESIDENTIAL SUBURBAN New York Erie Tonawanda 
FOREST RURAL New York Essex Not in a City 
RESIDENTIAL 
URBAN AND 
CENTER CITY New York Kings New York 
RESIDENTIAL SUBURBAN New York Kings New York 
COMMERCIAL SUBURBAN New York Nassau East Meadow 
COMMERCIAL 
URBAN AND 
CENTER CITY New York New York New York 
COMMERCIAL 
 
 
URBAN AND 
CENTER CITY New York New York New York 
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COMMERCIAL 
URBAN AND 
CENTER CITY New York New York New York 
COMMERCIAL 
URBAN AND 
CENTER CITY New York Oneida Utica 
COMMERCIAL 
URBAN AND 
CENTER CITY New York Orange Newburgh 
RESIDENTIAL SUBURBAN New York Queens New York 
RESIDENTIAL 
URBAN AND 
CENTER CITY New York Richmond New York 
COMMERCIAL SUBURBAN New York Richmond New York 
AGRICULTURAL RURAL New York Rockland Not in a City 
RESIDENTIAL SUBURBAN New York Suffolk Holtsville 
RESIDENTIAL SUBURBAN New York Westchester White Plains 
RESIDENTIAL 
URBAN AND 
CENTER CITY 
North 
Carolina Alamance Burlington 
COMMERCIAL SUBURBAN 
North 
Carolina Buncombe Asheville 
RESIDENTIAL 
URBAN AND 
CENTER CITY 
North 
Carolina Cumberland Fayetteville 
COMMERCIAL SUBURBAN 
North 
Carolina Durham Durham 
AGRICULTURAL RURAL 
North 
Carolina Edgecombe Leggett 
RESIDENTIAL 
URBAN AND 
CENTER CITY 
North 
Carolina Forsyth Winston-Salem 
RESIDENTIAL SUBURBAN 
North 
Carolina Forsyth Winston-Salem 
RESIDENTIAL SUBURBAN 
North 
Carolina Gaston Gastonia 
RESIDENTIAL 
URBAN AND 
CENTER CITY 
North 
Carolina Guilford Greensboro 
RESIDENTIAL 
URBAN AND 
CENTER CITY 
North 
Carolina McDowell Marion 
RESIDENTIAL 
URBAN AND 
CENTER CITY 
North 
Carolina Mecklenburg Charlotte 
RESIDENTIAL 
URBAN AND 
CENTER CITY 
North 
Carolina Mecklenburg Charlotte 
COMMERCIAL RURAL 
North 
Carolina Rowan Rockwell 
RESIDENTIAL SUBURBAN Ohio Adams West Union 
RESIDENTIAL RURAL Ohio Allen Lima 
COMMERCIAL 
URBAN AND 
CENTER CITY Ohio Clark Springfield 
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RESIDENTIAL SUBURBAN Ohio Clermont Batavia 
COMMERCIAL 
URBAN AND 
CENTER CITY Ohio Franklin Columbus 
RESIDENTIAL SUBURBAN Ohio Greene Yellow Springs 
COMMERCIAL SUBURBAN Ohio Hamilton Blue Ash 
INDUSTRIAL RURAL Ohio Hamilton Cleves 
COMMERCIAL 
URBAN AND 
CENTER CITY Ohio Hamilton Cincinnati 
COMMERCIAL 
URBAN AND 
CENTER CITY Ohio Lake Painesville 
RESIDENTIAL SUBURBAN Ohio Lawrence Ironton 
COMMERCIAL SUBURBAN Ohio Lorain Sheffield 
INDUSTRIAL 
URBAN AND 
CENTER CITY Ohio Lucas Toledo 
RESIDENTIAL 
URBAN AND 
CENTER CITY Ohio Mahoning Youngstown 
AGRICULTURAL RURAL Ohio Preble New Paris 
COMMERCIAL 
URBAN AND 
CENTER CITY Ohio Stark Canton 
COMMERCIAL 
URBAN AND 
CENTER CITY Ohio Trumbull Warren 
RESIDENTIAL SUBURBAN Ohio Warren Lebanon 
AGRICULTURAL RURAL Oklahoma Adair Cherry Tree 
COMMERCIAL RURAL Oklahoma Kay Not in a City 
RESIDENTIAL RURAL Oklahoma Ottawa Miami 
RESIDENTIAL RURAL Oklahoma Ottawa Picher 
COMMERCIAL SUBURBAN Oregon Baker Baker City 
COMMERCIAL SUBURBAN Oregon Benton Corvallis 
AGRICULTURAL RURAL Oregon Columbia Not in a City 
RESIDENTIAL RURAL Oregon Crook Prineville 
RESIDENTIAL RURAL Oregon Deschutes Not in a City 
RESIDENTIAL 
URBAN AND 
CENTER CITY Oregon Deschutes Bend 
COMMERCIAL SUBURBAN Oregon Douglas Roseburg 
RESIDENTIAL RURAL Oregon Grant John Day 
RESIDENTIAL 
URBAN AND 
CENTER CITY Oregon Harney Burns 
FOREST RURAL Oregon Jackson Shady Cove 
RESIDENTIAL 
URBAN AND 
CENTER CITY Oregon Jackson Medford 
FOREST RURAL Oregon Josephine Not in a City 
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RESIDENTIAL RURAL Oregon Josephine Cave Junction 
RESIDENTIAL SUBURBAN Oregon Josephine Grants Pass 
RESIDENTIAL SUBURBAN Oregon Klamath Altamont 
RESIDENTIAL RURAL Oregon Lake Lakeview 
RESIDENTIAL 
URBAN AND 
CENTER CITY Oregon Lane Eugene 
RESIDENTIAL 
URBAN AND 
CENTER CITY Oregon Lane Eugene 
COMMERCIAL 
URBAN AND 
CENTER CITY Oregon Lane Springfield 
RESIDENTIAL SUBURBAN Oregon Lane Oakridge 
COMMERCIAL 
URBAN AND 
CENTER CITY Oregon Lane Cottage Grove 
RESIDENTIAL 
URBAN AND 
CENTER CITY Oregon Linn Albany 
RESIDENTIAL RURAL Oregon Linn Sweet Home 
RESIDENTIAL 
URBAN AND 
CENTER CITY Oregon Marion Salem 
RESIDENTIAL SUBURBAN Oregon Multnomah Portland 
RESIDENTIAL SUBURBAN Oregon Umatilla Pendleton 
RESIDENTIAL 
URBAN AND 
CENTER CITY Oregon Union La Grande 
FOREST RURAL Oregon Wallowa Not in a City 
COMMERCIAL 
URBAN AND 
CENTER CITY Oregon Wasco 
City of The 
Dalles 
RESIDENTIAL SUBURBAN Oregon Washington Hillsboro 
RESIDENTIAL 
URBAN AND 
CENTER CITY Oregon Washington Beaverton 
RESIDENTIAL SUBURBAN Pennsylvania Allegheny Pittsburgh 
RESIDENTIAL SUBURBAN Pennsylvania Allegheny Liberty 
RESIDENTIAL 
URBAN AND 
CENTER CITY 
South 
Carolina Charleston Charleston 
FOREST RURAL 
South 
Carolina Chesterfield Not in a City 
AGRICULTURAL RURAL 
South 
Carolina Colleton Not in a City 
AGRICULTURAL RURAL 
South 
Carolina Edgefield Not in a City 
RESIDENTIAL SUBURBAN 
South 
Carolina Florence Florence 
COMMERCIAL SUBURBAN 
South 
Carolina Lexington Seven Oaks 
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COMMERCIAL SUBURBAN 
South 
Carolina Richland 
Dentsville 
(Dents) 
RESIDENTIAL 
URBAN AND 
CENTER CITY 
South 
Carolina Spartanburg Spartanburg 
INDUSTRIAL 
URBAN AND 
CENTER CITY Tennessee Davidson Nashville 
RESIDENTIAL SUBURBAN Tennessee Shelby Memphis 
RESIDENTIAL SUBURBAN Texas Bexar San Antonio 
AGRICULTURAL SUBURBAN Texas Bexar Selma 
RESIDENTIAL SUBURBAN Texas Bexar San Antonio 
INDUSTRIAL RURAL Texas Bexar San Antonio 
COMMERCIAL 
URBAN AND 
CENTER CITY Texas Bexar San Antonio 
RESIDENTIAL 
URBAN AND 
CENTER CITY Texas Bexar San Antonio 
DESERT RURAL Texas Brewster Not in a City 
COMMERCIAL 
URBAN AND 
CENTER CITY Texas Cameron Brownsville 
COMMERCIAL RURAL Texas Cameron 
South Padre 
Island 
COMMERCIAL 
URBAN AND 
CENTER CITY Texas Dallas Dallas 
COMMERCIAL RURAL Texas Denton Denton 
RESIDENTIAL SUBURBAN Texas Ector Odessa 
RESIDENTIAL SUBURBAN Texas Ector Odessa 
AGRICULTURAL SUBURBAN Texas Ellis Midlothian 
AGRICULTURAL RURAL Texas Ellis Italy 
COMMERCIAL 
URBAN AND 
CENTER CITY Texas El Paso El Paso 
COMMERCIAL SUBURBAN Texas El Paso El Paso 
RESIDENTIAL SUBURBAN Texas El Paso El Paso 
AGRICULTURAL RURAL Texas Fayette Round Top 
COMMERCIAL SUBURBAN Texas Galveston Galveston 
RESIDENTIAL SUBURBAN Texas Harris Houston 
RESIDENTIAL 
URBAN AND 
CENTER CITY Texas Harris Houston 
COMMERCIAL SUBURBAN Texas Harris Houston 
INDUSTRIAL 
URBAN AND 
CENTER CITY Texas Harris Houston 
RESIDENTIAL 
URBAN AND 
CENTER CITY Texas Harris Deer Park 
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RESIDENTIAL SUBURBAN Texas Harris Houston 
RESIDENTIAL SUBURBAN Texas Harris Seabrook 
AGRICULTURAL RURAL Texas Harrison Not in a City 
RESIDENTIAL SUBURBAN Texas Hidalgo Mission 
RESIDENTIAL 
URBAN AND 
CENTER CITY Texas Jefferson Port Arthur 
RESIDENTIAL SUBURBAN Texas Jefferson Not in a City 
COMMERCIAL SUBURBAN Texas Kaufman Kaufman 
MILITARY 
RESERVATION RURAL Texas Kleberg Corpus Christi 
COMMERCIAL RURAL Texas McLennan Waco 
RESIDENTIAL 
URBAN AND 
CENTER CITY Texas Maverick Eagle Pass 
COMMERCIAL SUBURBAN Texas Montgomery Conroe 
COMMERCIAL RURAL Texas Navarro Corsicana 
RESIDENTIAL SUBURBAN Texas Orange West Orange 
COMMERCIAL 
URBAN AND 
CENTER CITY Texas Potter Amarillo 
COMMERCIAL 
URBAN AND 
CENTER CITY Texas Tarrant Fort Worth 
COMMERCIAL SUBURBAN Texas Tarrant Arlington 
RESIDENTIAL SUBURBAN Texas Travis Austin 
FOREST RURAL Texas Travis Leander 
INDUSTRIAL 
URBAN AND 
CENTER CITY Texas Travis Austin 
RESIDENTIAL SUBURBAN Texas Webb Laredo 
RESIDENTIAL SUBURBAN Utah Box Elder Brigham City 
COMMERCIAL 
URBAN AND 
CENTER CITY Utah Cache Logan 
COMMERCIAL 
URBAN AND 
CENTER CITY Utah Tooele Tooele 
COMMERCIAL 
URBAN AND 
CENTER CITY Utah Utah Provo 
RESIDENTIAL SUBURBAN Utah Utah Lindon 
RESIDENTIAL 
URBAN AND 
CENTER CITY Utah Weber Ogden 
RESIDENTIAL SUBURBAN Virginia Albemarle Not in a City 
RESIDENTIAL SUBURBAN Virginia Fairfax Groveton 
AGRICULTURAL RURAL Virginia Frederick Not in a City 
RESIDENTIAL SUBURBAN Virginia Henrico 
East Highland 
Park 
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FOREST RURAL Virginia Madison Not in a City 
MILITARY 
RESERVATION SUBURBAN Virginia 
Hampton 
City Hampton 
COMMERCIAL RURAL Washington Adams Ritzville 
INDUSTRIAL SUBURBAN Washington Asotin Clarkston 
RESIDENTIAL 
URBAN AND 
CENTER CITY Washington Benton Kennewick 
RESIDENTIAL SUBURBAN Washington Chelan Leavenworth 
RESIDENTIAL SUBURBAN Washington Clallam Port Angeles 
FOREST RURAL Washington Clallam Not in a City 
COMMERCIAL 
URBAN AND 
CENTER CITY Washington Clallam Neah Bay 
COMMERCIAL RURAL Washington Clark Yacolt 
AGRICULTURAL RURAL Washington Columbia Dayton 
RESIDENTIAL SUBURBAN Washington Cowlitz Longview 
DESERT RURAL Washington Franklin Mesa 
COMMERCIAL 
URBAN AND 
CENTER CITY Washington Grant Moses Lake 
AGRICULTURAL RURAL Washington 
Grays 
Harbor Not in a City 
RESIDENTIAL SUBURBAN Washington 
Grays 
Harbor Aberdeen 
RESIDENTIAL SUBURBAN Washington Jefferson Port Townsend 
RESIDENTIAL RURAL Washington King 
North Bend 
(Northbend) 
COMMERCIAL SUBURBAN Washington King Lake Forest Park 
COMMERCIAL SUBURBAN Washington King Bellevue 
RESIDENTIAL 
URBAN AND 
CENTER CITY Washington King Seattle 
COMMERCIAL 
URBAN AND 
CENTER CITY Washington Kittitas Ellensburg 
RESIDENTIAL 
URBAN AND 
CENTER CITY Washington Lewis Chehalis 
COMMERCIAL 
URBAN AND 
CENTER CITY Washington Mason Shelton 
COMMERCIAL RURAL Washington Okanogan Twisp 
RESIDENTIAL RURAL Washington Okanogan Winthrop 
RESIDENTIAL SUBURBAN Washington Okanogan Not in a City 
INDUSTRIAL SUBURBAN Washington Pierce Tacoma 
COMMERCIAL SUBURBAN Washington Pierce South Hill 
RESIDENTIAL SUBURBAN Washington Skagit Mount Vernon 
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RESIDENTIAL SUBURBAN Washington Snohomish Tulalip Bay 
COMMERCIAL 
URBAN AND 
CENTER CITY Washington Spokane Spokane 
AGRICULTURAL SUBURBAN Washington Stevens Not in a City 
RESIDENTIAL 
URBAN AND 
CENTER CITY Washington Stevens Colville 
RESIDENTIAL SUBURBAN Washington Thurston Lacey 
COMMERCIAL SUBURBAN Washington Walla Walla Walla Walla 
RESIDENTIAL SUBURBAN Washington Whitman Pullman 
AGRICULTURAL RURAL Washington Whitman 
La Crosse 
(corporate and 
RR name for 
Lacrosse) 
RESIDENTIAL 
URBAN AND 
CENTER CITY Washington Whitman Rosalia 
RESIDENTIAL 
URBAN AND 
CENTER CITY Washington Yakima Toppenish 
AGRICULTURAL RURAL Washington Yakima White Swan 
RESIDENTIAL SUBURBAN West Virginia Marshall Moundsville 
RESIDENTIAL 
URBAN AND 
CENTER CITY Wisconsin Brown Green Bay 
COMMERCIAL 
URBAN AND 
CENTER CITY Wisconsin Dane Madison 
AGRICULTURAL RURAL Wisconsin Dodge Horicon 
INDUSTRIAL SUBURBAN Wisconsin Eau Claire Not in a City 
FOREST RURAL Wisconsin Forest Not in a City 
AGRICULTURAL RURAL Wisconsin Grant Potosi 
RESIDENTIAL RURAL Wisconsin Kenosha Pleasant Prairie 
RESIDENTIAL SUBURBAN Wisconsin La Crosse La Crosse 
COMMERCIAL 
URBAN AND 
CENTER CITY Wisconsin Milwaukee Milwaukee 
COMMERCIAL 
URBAN AND 
CENTER CITY Wisconsin Milwaukee Milwaukee 
MOBILE 
URBAN AND 
CENTER CITY Wisconsin Milwaukee Milwaukee 
RESIDENTIAL SUBURBAN Wisconsin Outagamie Appleton 
AGRICULTURAL RURAL Wisconsin Ozaukee Not in a City 
AGRICULTURAL RURAL Wisconsin Taylor Not in a City 
RESIDENTIAL 
URBAN AND 
CENTER CITY Wisconsin Waukesha Waukesha 
 
 
