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Abstract
Spatiotemporal patterns of cortical activation during the perceptual grouping of elements to form illusory shapes were estimated using
anatomically constrained magnetoencephalography. Subjects were shown an array of Kanizsa-style ﬁgures which were either aligned to
form illusory squares or misaligned so that no illusory contour or shape was perceived. Differential activity is more pronounced in the right
hemisphere. After a weakly signiﬁcant modulation at 110 ms in the occipital pole, a prominent peak appears at 155 ms in the lateral
occipital cortex. Modulation then appears to spread back from this location toward the occipital pole, as well as ventrally to involve ventral
occipital and temporal cortices for the next 180 ms, eventually involving ventral orbitofrontal cortex at 325 ms. The prominent lateral
occipital response is consistent with fMRI studies with similar stimuli which found activation in that region as well as in V3A, V4v, V7,
and V8. Furthermore, the timing of this activation, after the occipital pole but before ventral temporal, is consistent with a putative role for
this region in midlevel vision. The late ventral temporal response (235 ms) is centered in the lingual and fusiform areas implicated in object
identiﬁcation. The V1/V2 modulation at this time may reﬂect top-down modulation by lateral occipitotemporal and ventral temporal areas.
© 2003 Elsevier Science (USA). All rights reserved.
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Introduction
Contours that are perceived in the absence of an objec-
tively present edge are referred to as “illusory contours.”
Illusory contours typically bridge the gaps between “real”
edges or line terminations. Such gaps occur frequently in
natural scenes when objects occlude each other. The infer-
ence of illusory contours is thought to be an essential step in
ﬁgure/ground segmentation, a primary task of middle-level
vision (Marr, 1982). Although extensive research has been
conducted on the processing of illusory contours, basic
questions remain about their neural basis in human observ-
ers. For example, does the inference of an illusory contour
arise from automatic processing in the lower tier retinotopic
visual areas that provide high resolution or from higher tier
visual areas with large receptive ﬁelds that could bridge the
gaps between elements? Furthermore, does the inference
use prior knowledge of object shape or other high-level
semantic information?
Support for the extraction of illusory contours at early
stages of processing comes from several sources. Human
observers report that illusory borders possess strong percep-
tual qualities (Petry and Meyer, 1987), which include illu-
sory brightness differences and even illusions of depth (Ra-
machandran, 1986). Also, illusory contours and real
contours have been shown to interact psychophysically in
ways that suggest common lower tier processing sites for
both types of contours (Vogels and Orban, 1987; Dresp and
Bonnet, 1995). Support for the role of top-down factors in
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fects. For example, it has been found that the familiarity of
the illusory shape increases the likelihood that the shape
will be perceived (Wallach and Slaughter, 1988).
Direct physiological measures of human illusory contour
processing come from fMRI experiments (Hirsch et al.,
1995; Ffytche and Zeki, 1996; Larsson et al., 1999; Seghier
et al., 2000). Mendola et al. (1999) reported a gradient of
activation to illusory contours that was maximal in the
higher tier retinotopic areas (V3A, V4v, V7, and V8) as well
as nonretinotopic lateral occipital cortex, bilaterally. Rela-
tively small signals were also detected in V1 and V2. How-
ever, since fMRI does not have the temporal resolution to
determine the sequence of processing in these different
areas, these data cannot distinguish between feedforward
and feedback models. Speciﬁcally, the possibility that ac-
tivity in lower tier areas is modulated by top-down inﬂu-
ences from higher cortical areas cannot be assessed.
The current study uses (cortical surface constrained)
magnetoencephalography (MEG) to determine the temporal
sequence of human brain modulation when illusory con-
tours are perceived, with millisecond resolution (Dale et al.,
2000). Activity related to illusory shapes (Kanizsa, 1979)
was compared to the activity evoked by a similar stimulus
that did not evoke the illusion. We found evidence that
while V1 may be involved from very short latencies, and
semantic object-processing areas appear to be involved at
long latencies, highly signiﬁcant differential activity ap-
pears in lateral occipital cortex at a middle latency. This
provides direct evidence that the lateral occipital cortex
plays a role in midlevel visual processing. Furthermore, the
ﬁne spatiotemporal structure suggests a top-down inﬂuence
of higher visual areas on lower tier areas such as V1/V2.
Methods
Five healthy right-handed male adults in their early 20’s
participated in this study after providing informed consent.
All had normal (20/20) vision either unaided or after cor-
rection. Subjects were chosen for their high levels of com-
pliance with instructions in previous MEG experiments and
were paid for their participation. Subjects were seated in a
magnetically shielded room with their heads placed inside
the neuromagnetometer. Visual stimuli were generated on a
Power Macintosh G3 computer with a resolution of 640 
480 pixels and transmitted to a color video projector which
focused the image to a back projection screen. The distance
from the subject to the screen measured 50 inches and the
images subtended a visual angle of 3 degrees (parafoveal
presentation). Subjects were told not to blink during stim-
ulus presentation and were asked to ﬁxate to a point in the
middle of the screen which was marked between stimuli by
a white dot. Individual bitebars were formed for each sub-
ject which secured the subject’s head inside the neuromag-
netometer and prevented head motion throughout the dura-
tion of the task. Participants were asked to attentively view
an array of Kanizsa type “pac man”ﬁ gures. No other task
requirements were imposed. In the experimental condition,
the visual inducers are aligned to give the percept of an
illusory square, and in the control condition, the individual
pac men rotate outward so that no illusory borders are
perceived (Fig. 1). Experimental and control trials were
presented in random order. A short stimulus duration (30
ms) was used to ensure that the brain processing of the
stimulus was tightly synchronized across trials. Time be-
tween successive stimulus onsets (SOA) was 460 ms, and
160 trials of each condition were collected.
Fig. 1. Kanizsa-type visual stimuli used to give the percept of illusory squares in the experimental condition, but not in the control condition.
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SQUID gradiometers at each of 102 locations over the
entire scalp in a magnetically shielded room (NeuroMag,
Helsinki, Finland). Due to the limited sensitivity of MEG
measurements to radial sources, parts of V1 and V2 may
have been poorly sampled (Ha ¨ma ¨la ¨inen and Sarvas, 1989).
Data were recorded from 0.1 to 200 Hz with a sampling rate
of 601 Hz. Separate averages of trials from different con-
ditions were constructed for each subject after the rejection
of trials with eyeblinks or other artifacts using amplitude
criteria conﬁrmed with visual inspection.
High-resolution 3-D T1-weighted structural images were
acquired for each subject using a 1.5-T Picker Eclipse (Phil-
ips Medical Systems, The Netherlands). The MEG sensor
coordinate system was aligned with the MRI coordinate
system using three head position (HPI) coils, attached to the
scalp (Ha ¨ma ¨la ¨inen et al., 1993). The HPI coils generate
weak magnetic signals and thus can be directly localized by
the MEG sensors. The positions of the HPI coils with
respect to the subject’s head (and thus MRI) were deter-
mined by measuring multiple points (including the HPI
coils) using a Polhemus FastTrack 3-D digitizer.
Geometrical representations for the cortical surfaces of
each subject were obtained using procedures described pre-
viously. First, the cortical white matter was segmented, and
the estimated border between gray and white matter was
tessellated, providing a topologically correct representation
of the surface with 150,000 vertices per hemisphere (Dale
and Sereno, 1993; Dale et al., 1999; Fischl et al., 2001). For
the inverse computation, the cortical surface was decimated
to approximately 3000 dipoles per hemisphere (i.e., 1
dipole per 10 mm of cortical surface). Finally the folded
surface tessellation was “inﬂated,” in order to unfold corti-
cal sulci, thereby providing a convenient format for visual-
izing cortical activation patterns (Fischl et al., 1999a). For
purposes of intersubject averaging, the reconstructed sur-
face for each subject was morphed into an average spherical
representation, optimally aligning sulcal and gyral features
across subjects while minimizing metric distortions (Fischl
et al., 1999b).
The boundary element method was used for calculating
the signal expected at each MEG sensor, for each dipole
location (Oostendorp and Van Oosterom, 1992). The com-
putation of the MEG forward solution has been shown to
only require the inner skull boundary to achieve an accurate
solution (Ha ¨ma ¨la ¨inen and Sarvas, 1989).
A noise-sensitivity normalized, cortical surface con-
strained, linear estimation approach was used to estimate the
time course of activity at each cortical location (Liu et al.,
1998; Dale et al., 2000). This approach is similar to the
generalized least-squares or weighted minimum norm solu-
tion (Dale and Sereno, 1993), but the estimate is normalized
for noise sensitivity (Dale et al., 2000). The noise normal-
ization has the effect of greatly reducing the variation in the
point-spread function between locations (Liu et al., 2002).
Spatial resolution is estimated at 15 mm (Dale et al.,
2000; Liu et al., 2002). Inverse solutions were calculated
every 2 and 5 ms for every individual, averaged on the
cortical surface across individuals after aligning their sul-
cal–gyral patterns, and then mapped onto the cortical sur-
face from one of the subjects. The signiﬁcance of modula-
tion at each site was calculated using an F test (Dale et al.,
2000; Dhond et al., 2001), with a minimum signiﬁcance
threshold for all displayed modulations chosen as P 
0.001. Note that since statistical signiﬁcance is mapped, no
direct inferences can be drawn regarding estimated source
strength, particularly since the variance changes across dif-
ferent cortical locations. Furthermore, source strength esti-
mates from MEG are subject to confounding inﬂuences of
source extent and variable spatial cancellation. In contrast,
since the same noise covariance estimates are used at all
time points for a given cortical location, source strength at
a given location over time is directly proportional to the
statistical maps. In summary, the current approach provides
dynamic statistical parametric maps of cortical activity,
similar to the statistical maps typically generated using
fMRI or PET data, but with a temporal resolution of 5 ms or
better.
Results
Subjects reported clearly observing illusory shapes in the
experimental but not in the control stimuli. MEG signals
evoked by the control stimuli were subtracted from that
evoked by the experimental, to remove activity related to
the pac man elements per se and leaving only activity
related to the grouping of elements to form illusory shapes.
The sources of the resulting signals were then modeled as
described above. Modulations with signiﬁcance at the P 
0.001 level are shown in Figs. 2, 3, and 4. Average data are
shown, but are projected onto an individual subject, for
clarity of viewing. Activity is more extensive in the right
hemisphere, especially at the earliest latencies.
A complex spatiotemporal pattern of modulation is ob-
served, which can be divided into successive processing
stages. The ﬁrst stage occurs from 100 to 130 ms (peak at
110 ms). Signiﬁcant modulation is present only in small
regions at the right occipital and temporal poles (Fig. 2).
Subsequently, a highly signiﬁcant modulation that distin-
guishes aligned from nonaligned stimulus conditions peaks
at 155 ms after stimulus onset. This modulation is most
extensive and signiﬁcant in the right anterior lateral occip-
ital region (see location marked LOR in Fig. 2). In this
region the modulation extends posteriorly from the occipi-
totemporal sulcus, involving principally the anterior aspect
of the middle occipital gyrus. Ventrally, the modulation
engages both the lateral and the medial occipitotemporal
gyri (i.e., posterior fusiform and lingual gyri) in the ventral
occipitotemporal cortex (VOT, Fig. 2). Less signiﬁcant and
more restricted modulation is present in the left hemisphere,
mainly in the inferior temporal sulcus.
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LOR while remaining strong in OP and VOT, so that by 195
ms these structures predominate. Over the next 30 ms, the
pattern changes further, with VOT losing modulation and
VT and lateral temporal becoming more active. By 235
ms after stimulus onset, modulation has spread back toward
the occipital pole (OP, Fig. 2), in the regions known to
contain the parafoveal representations in visual areas V1
and V2. It is also present in the fusiform and parahippocam-
pal gyri of the ventral temporal lobe (VT, Fig. 2), as well as
the inferior temporal gyrus and superior and inferior tem-
poral sulci, especially in the left hemisphere. Conversely,
the estimated modulation has greatly decreased in right
LOR. Thus, by 235 ms, modulation is focused in OP plus
VT, as well as the superior temporal sulcus and gyrus. In the
following 35 ms, the OP and VT modulations become
weaker while LOR and VOT become stronger, so that by
265 ms, LOR is again active, but it soon fades. Thus, by
265 ms, modulation becomes more concentrated in the
right VOT (Fig. 2).
The dynamics of the early spatiotemporal modulation
can be further appreciated by examining ﬁner time interval
snapshots (every 2 ms) of the right hemispheric activity
(Fig. 3). LOR modulation begins to distinguish aligned from
nonaligned stimuli at 135 ms and becomes progressively
stronger to peak at 155 ms. At this time the modulation
appears to spread in the posterior and ventral directions, so
that by 165 ms it is strong in the entire extent of the occipital
lobe and also involves VOT. Differential activity in LOR
appears not to change between 154 and 162 ms, whereas the
activity in the more posterior areas increases dramatically.
As noted above, the ﬁrst differential activation in the oc-
cipital pole was 50 ms earlier, but was much weaker.
Due to the short duration of the inducers (30 ms), it is
possible that some of the responses could be due to the
offset rather than the onset of the stimuli. If the differential
response to aligned inducers is evoked by both onsets and
offsets of stimuli, then the onset of the brain responses
would not be affected, nor their relative timing, but their
durations would be increased (by 30 ms). If the differen-
tial response in LOR is evoked only by stimulus offsets but
not by onsets, then the effective response latency (relative to
the evoking stimulus) would be 30 ms earlier, and thus its
possible lead over V1 would be increased by 30 ms (if the
differential V1 response is due to aligned inducer onset). In
any case, additional study is required in order to understand
the relative efﬁcacy of inducer onset versus offset in evok-
ing differential activation.
In the remainder of the epoch (Fig. 4), the ventral mod-
ulation gradually becomes focused in VOT with a peak at
310 ms, after which it rapidly fades by 330 ms. Orbitofron-
tal (OF) modulation is faint at 310 ms, then rapidly in-
creases as the temporal modulation fades. OF peaks at 340
ms and persists until 370 ms, at which time weak modu-
lation is again observed in VOT and VT. No modulation is
observed after 390 ms until ﬁnally one more cycle of weak
modulation occurs, again beginning in VT and LOR at
530 ms and passing to OF at 550 ms (Fig. 4). Note that
the SOA was 460 ms, and thus these responses occur 70–
Fig. 2. Estimated distribution of cortical modulation producing the MEG
signal to visual stimuli that evoked the perception of illusory squares, after
removing the signal evoked by visual control stimuli. Statistical parametric
maps of modulations with signiﬁcance at the P  0.001 level are shown at
four latencies. Activity is displayed on cortical surfaces which have been
inﬂated so that the sulcal cortex (darker gray) can be visualized. Lateral and
ventral views of the left and right hemispheres are shown. LOR, lateral
occipital region; VT, ventral temporal; VOT, ventral occipitotemporal; OP,
parafoveal representation of V1/V2 at the occipital pole.
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likely that they are due to the second stimulus because the
ﬁrst recognized primary cortical response to visual stimuli
occurs at 70 ms, with orbitofrontal activity beginning
50 ms later (Halgren et al., 1994a, 1994b). Furthermore,
even if activity were to arrive at anterior sites prior to 100
ms, they would not be expected to be differential to the
target vs control stimuli since these were presented in ran-
dom order (i.e., whether the current trial is a target or
control does not predict if the subsequent trial is a target or
control).
Discussion
We report here that a complex spatiotemporal pattern of
cortical modulation distinguishes the aligned from non-
aligned stimulus conditions. The early modulation in reti-
notopic areas at 110 ms is intriguing but not strongly sig-
niﬁcant. This response may be due to the unavoidable slight
changes in retinal location of the stimulus across conditions
or quite plausibly to some relatively small differential re-
sponse in V1 to the presence of illusory contours. Never-
theless, the ﬁrst strongly signiﬁcant difference associated
with perception of illusory shapes is in the LOR with a peak
at 155 ms. This result is consistent with previous fMRI
work that has emphasized the LOR activation using similar
stimuli (Mendola et al., 1999; Kruggel et al., 2001), pro-
viding convergent validation of the MEG source modeling
technique. Subsequent to this activity, modulation spreads
to ventral occipital and temporal areas and eventually ven-
tral orbitofrontal at 340 ms.
We do not exclude the possibility that differential V1
activity, especially in the very early timepoints, provides
“feedforward” signals to multiple visual areas according to
standard hierarchical models. However, close examination
of the time points from 140 to 190 ms suggests that differ-
ential activity may spread posteriorly from LOR along the
lateral occipital cortex to include presumptive foveal por-
tions of V3A, V3, V2, and V1. This raises the possibility
that the LOR provides an important feedback signal that
combines with the ongoing intrinsic activity. On theoretical
grounds it has been postulated that higher tier areas may
send “backward” the results of their (global) computations
to lower tier areas like V1 that offer the spatial resolution to
serve as a high resolution buffer or sketch space (Lee et al.,
1998).
We know from previous fMRI work (Mendola et al.,
1999) that LOR contains bilaterally driven cortex, probably
subserved by large receptive ﬁelds that cross the vertical
meridian (in analogy with monkey areas such as PIT). We
hypothesize that these large receptive ﬁelds are the most
effective substrate for grouping elements across large dis-
tances in the image plane. It may also be the case that non-
(or very crudely) retinotopic areas are best suited to com-
pute ﬁgure/ground distinctions and occlusion relations be-
cause they can represent two “objects” (the ﬁgure and back-
ground) at the same retinal location.
Relevant data also come from physiological experiments
in animals. Von der Heydt et al. (1984) reported that in
macaque monkeys a few cells in V1 and many cells in V2
are responsive to illusory as well as real contours. These
studies have been extended by reports of single neurons in
visual areas V2, V3, and V4 (rarely V1) that signal border
ownership (Baumann et al., 1997; Zhou et al., 2000). Recent
results from monkey cortex indicate that responses to illu-
sory contours occur earlier in V2 (70–95 ms) than in V1
(100–200 ms) (Lee and Nguyen, 2001). Only recently have
animal physiology experiments begun to record in higher
tier areas while manipulating ﬁgure–ground relations (Mis-
sal et al., 1997; Baylis and Driver, 2001). The current results
from humans suggest that effects will be even stronger in
these areas than in V2, which has so far received the most
attention.
The animal literature is beginning to offer some direct
evidence for the functional signiﬁcance of feedback con-
nections. For example, data indicate a powerful modulatory
inﬂuence on the orientation columns in cat primary visual
cortex after reversible deactivation of areas PMLS (possibly
analogous to MT in primates) (Rivadulla and Sur, 2000).
Feedback connections from MT to areas V1, V2, and V3
exert a particularly strong effect on low salience stimuli and
seem to enhance the center–surround/push–pull mecha-
nisms that contribute to ﬁgure–ground segmentation (Hupe
et al., 1998). Furthermore, these feedback effects can mod-
ulate the earliest responses of lower tier areas (Hupe et al.,
2001).
Direct evidence that links feedback connections with
visual grouping has so far been lacking. In fact, more
attention has been devoted recently to the possible role of
lateral, intrinsic connections in V1 that could underlie visual
grouping, and, at least in the case of oriented line segments,
this appears likely (Kapadia et al., 1995; Hess and Field,
Fig. 3. Snapshots of cortical activity from anatomically constrained MEG at ﬁner temporal resolution. Modulation (P  0.001) is shown on the inﬂated right
hemisphere viewed from 45° below horizontal and 45° posterior to lateral (i.e., midway between lateral, ventral, and posterior views). Frames are derived
every 2 ms from 142 to 162 ms. Differential activity in the lateral occipital region (LOR) appears to increase before more posterior areas, such as the occiptal
pole (OP). This is also illustrated in the upper right corner by activity waveforms estimated for dipoles in these areas (these waveforms have been normalized
to the peak amplitude in order to facilitate comparisons).
Fig. 4. Snapshots of cortical activity at longer latencies from anatomically constrained MEG. Modulation (P  0.001) is shown on the inﬂated right
hemisphere viewed from 45° below horizontal (i.e., midway between lateral and ventral views). Frames integrate activity in the 10 ms following the marked
latency and are derived every 20 ms from 290 to 370 ms on the left and every 10 ms from 530 to 560 ms on the right. In both latency ranges, modulation
appears to pass from posterior sites (LOR, VOT, VT) to orbitofrontal cortex (OF).
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ments, psychophysical grouping performance indicates the
involvement of sites beyond V1 (Li et al., 2000). The MEG
data reported here suggest that feedback effects may con-
tribute to visual grouping in humans. Deﬁnitive proof will
require simultaneous intracellular recordings during behav-
ior from cells with identiﬁed connections in multiple visual
areas, probably beyond technical feasibility even in pri-
mates.
These data do not allow us to distinguish the perception
of illusory contours per se from the intertwined process of
symmetry detection and global grouping. In fact, even the
standard, very well studied, Kanizsa-style stimulus contains
multiple visual attributes (symmetry of various types,
grouping of local elements, modal and amodal completion,
ﬁgure–ground segmentation, surface ordering, as well as
familiar shapes). However, data do suggest that symmetry is
not a necessary condition for activation in the LOR (Men-
dola, 2002). A testable physiological hypothesis that fol-
lows from this report is that LOR deactivation should seri-
ously undermine the processing of illusory shapes in areas
V1/V2. This feedback hypothesis also ﬁnds support from
neuropsychological studies reporting that perception of il-
lusory shapes was abnormal in patients with parietal lesions,
only when the lesion extended posteriorly into the LOR
(Vuilleumier et al., 2001).
The fact that the early differential activity was more
extensive in the right hemisphere is consistent with several
previous reports that link (global) grouping tasks to this
hemisphere in humans. FMRI studies have reported a
greater extent of activation in the right hemisphere (Hirsch
et al., 1995), although Mendola et al. (1999) found this
effect to be small. It is may be signiﬁcant that the current
study included only right-handers whereas the (larger) sub-
ject group studied by Mendola et al. included left-handers.
Corballis et al. (1999) studied the ability of left and right
hemispheres to perform visual grouping in split-brain sub-
jects. Although differential performance was not detected
for the Kanizsa-style stimuli used here, the right hemisphere
did show an advantage for a related amodal (occlusion) type
of grouping.
Previous MEG or ERP studies of illusory contour pro-
cessing provide interesting data, although none of them
provide the anatomical precision available in the current
study. Two ERP studies (22 or 28 recording sites) have
compared Kanizsa illusory shape perception to control stim-
uli and found that illusory shapes produced a larger N1
component as early as 145 ms, similar to the dynamics that
we report here (Herrmann and Bosch, 2001; Proverbio and
Zani, 2002). Herrmann and Bosch additionally showed that
an illusory shape per se, not a stimulus with collinear edges,
grouping, and symmetry, produced the effect. Two MEG
studies of Kanizsa shapes have been reported (Tallon-
Baudry et al., 1997; Herrmann and Mecklinger, 2000). Both
of these studies focus on the time domain, speciﬁcally the
presence of oscillatory responses (30–40 Hz). The only
effect that was found to distinguish illusory shapes from
controls was in the 280-ms time range. Those data appear to
primarily reﬂect target selection, a factor not addressed in
this study.
A recent study obtained ERP measures of illusory shape
perception along with simultaneous collection of fMRI sig-
nals, in order to better address spatial localization. They
conﬁrm that electrical signals in the N170 window discrim-
inate illusory shapes, as do the fMRI data that peaks in the
LOR. That technically challenging experiment builds on
earlier efforts to combine ERP and fMRI (or PET) data from
separate sessions (Heinze et al., 1994; Martinez et al.,
1999). Those reports indicate that the N1 window can also
be affected by attentional selection effects on various form
discriminations. We cannot exclude similar effects in this
data set, although consideration of anatomical overlap sug-
gests that this possibility applies more to the VOT than the
LOR region.
At the relatively late time points from 340 to 370 ms, we
observed orbitofrontal modulation. Given that our stimuli
were designed to be rich in perceptual cues associated with
objects, but contain little semantic content, this may con-
strain theories about the role of this area. Our data readily
suggest a feedback role for this frontal modulation, given
the small peak in ventral temporal cortex at 370 ms,
immediately following the orbitofrontal modulation. More-
over, between 530 and 560 ms a ﬁnal feedforward cycle was
suggested by sequential modulation of VT, LOR, and OF
areas. Thus, our data go beyond a simple feedback model to
indicate multiple reentrant feedback loops. Delayed reentry
has been implicated in visual areas as separating the effects
of local contrast from global contour integration (Zipser et
al., 1996) and providing a method for neuronal multiplex-
ing.
The LOR region lies at the edge of our most current maps
of retinotopic organization and has been shown to be selec-
tively activated by stimuli that probe for the components of
shape perception. The anatomical location of LOR (inter-
mediate in the cortical hierarchy) suggests that its activity
will be modulated by both stimulus-based manipulations
and the cognitive state of the subject. The timing of LOR
modulation in our paradigm is also consistent with an in-
termediate role in visual processing. It occurs after compo-
nents related to low-level feature extraction are generated in
strongly retinotopic areas and before activation related to
objects or faces (Halgren et al., 1999). This indicates that
LOR activity is a middle-level visual processing stage,
which performs ﬁgure–ground distinctions, based on line
segments, in order to assist object identiﬁcation.
Acknowledgments
We thank K. Marinkovic, J. Lewine, K. Paulson,
R.P. Dhond, S. Baldwin, and J. Jordin for collaboration in
data collection, D. Post, T. Witzel, V. Carr, and B. Fischl for
1007 E. Halgren et al. / NeuroImage 18 (2003) 1001–1009collaboration in data analysis, and B. Rosen. Supported by
NIH (NS18741, NS39581, EB00790, EB00307) and the
MIND Institute (DOE Grant DE-FG03-99ER62764).
References
Baumann, R., van der Zwan, R., Peterhans, E., 1997. Figure–ground
segregation at contours: a neural mechanism in the visual cortex of the
alert monkey. Eur. J. Neurosci. 9, 1290–1303.
Baylis, G.C., Driver, J., 2001. Shape-coding in IT cells generalizes over
contrast and mirror reversal, but not ﬁgure–ground reversal. Nat. Neu-
rosci. 4, 937–942.
Corballis, P.M., Fendrich, R., Shapley, R.M., Gazzaniga, M.S., 1999.
Illusory contour perception and amodal boundary completion: evidence
of a dissociation following callosotomy. J. Cogn. Neurosci. 11, 459–
466.
Dale, A.M., Fischl, B., Sereno, M.I., 1999. Cortical surface-based analysis
I: segmentation and surface reconstruction. NeuroImage 9, 179–194.
Dale, A.M., Liu, A.K., Fischl, B.R., Buckner, R.L., Belliveau, J.W.,
Lewine, J.D., Halgren, E., 2000. Dynamic statistical parametric map-
ping: combining fMRI and MEG for high-resolution imaging of corti-
cal activity. Neuron 26, 55–67.
Dale, A.M., Sereno, M.I., 1993. Improved localization of cortical activity
by combining EEG and MEG with MRI cortical surface reconstruction:
A linear approach. J. Cogn. Neurosci. 5, 162–176.
Dhond, R.P., Buckner, R.L., Dale, A.M., Marinkovic, K.M., Halgren, E.,
2001. Spatiotemporal maps of brain activity underlying word genera-
tion and their modiﬁcation during repetition priming. J. Neurosci. 21,
3564–3571.
Dresp, B., Bonnet, C., 1995. Subthreshold summation with illusory con-
tours. Vision Res. 35, 1071–1078.
Ffytche, D.H., Zeki, S., 1996. Brain activity related to the perception of
illusory contours. NeuroImage 3, 104–108.
Fischl, B., Liu, A., Dale, A.M., 2001. Automated manifold surgery: con-
structing geometrically accurate and topologically correct models of
the human cerebral cortex. IEEE Trans. Med. Imaging 20, 70–80.
Fischl, B., Sereno, M.I., Dale, A.M., 1999a. Cortical surface-based analysis
II: inﬂation, ﬂattening, a surface-based coordinate system. NeuroImage
9, 195–207.
Fischl, B., Sereno, M.I., Tootell, R.B., Dale, A.M., 1999b. High-resolution
intersubject averaging and a coordinate system for the cortical surface.
Hum. Brain Mapp. 8, 272–284.
Halgren, E., Baudena, P., Heit, G., Clarke, J.M., Marinkovic, K., 1994a.
Spatio-temporal stages in face and word processing. 1. Depth-recorded
potentials in the human occipital, temporal and parietal lobes.
J. Physiol. (Paris) 88, 1–50.
Halgren, E., Baudena, P., Heit, G., Clarke, J.M., Marinkovic, K., Chauvel,
P., 1994b. Spatio-temporal stages in face and word processing. 2.
Depth-recorded potentials in the human frontal and Rolandic cortices.
J. Physiol. (Paris) 88, 51–80.
Halgren, E., Dale, A.M., Sereno, M.I., Tootell, R.B.H., Marinkovic, K.,
Rosen, B.R., 1999. Location of human face-selective cortex with re-
spect to retinotopic areas. Hum. Brain Mapp. 7, 29–37.
Ha ¨ma ¨la ¨inen, M., Hari, R., Ilmoniemi, R.J., Knuutila, J., Lounasmaa, O.V.,
1993. Magnetoencephalography — theory, instrumentation, and appli-
cation to noninvasive studies of the working human brain. Rev. Mod.
Phys. 65, 413–497.
Ha ¨ma ¨la ¨inen, M.S., Sarvas, J., 1989. Realistic conductivity geometry model
of the human head for interpretation of neuromagnetic data. IEEE
Trans. Biomed. Eng. 36, 165–171.
Heinze, H.J., Mangun, G.R., Burchert, W., Hinrichs, H., Scholz, M.,
Mu ¨nte, T.F., Go ¨s, A., Scherg, M., Johannes, S., Hundeshagen, H.,
Gazzaniga, S., Hillyard, S.A., 1994. Combined spatial and temporal
imaging of brain activity during visual selective attention in humans.
Nature 372, 543–546.
Herrmann, C.S., Bosch, V., 2001. Gestalt perception modulates early
visual processing. Neuroreport 12, 901–904.
Herrmann, C.S., Mecklinger, A., 2000. Magnetoencephalographic re-
sponses to illusory ﬁgures: early evoked gamma is affected by pro-
cessing of stimulus features. Int. J. Psychophysiol. 38, 265–281.
Hess, R., Field, D., 1999. Integration of contours: new insights. Trends
Cogn. Sci. 3, 480–486.
Hirsch, J., DeLaPaz, R.L., Relkin, N.R., Victor, J., Kim, K., Li, T., Borden,
P., Rubin, N., Shapley, R., 1995. Illusory contours activate speciﬁc
regions in human visual cortex: evidence from functional magnetic
resonance imaging. Proc. Natl. Acad. Sci. USA 92, 6469–6473.
Hupe, J.M., James, A.C., Girard, P., Lomber, S.G., Payne, B.R., Bullier, J.,
2001. Feedback connections act on the early part of the responses in
monkey visual cortex. J. Neurophysiol. 85, 134–145.
Hupe, J.M., James, A.C., Payne, B.R., Lomber, S.G., Girard, P., Bullier, J.,
1998. Cortical feedback improves discrimination between ﬁgure and
background by V1, V2 and V3 neurons. Nature 394, 784–787.
Kanizsa, G., 1979. Organization in Vision: Essays on Gestalt Perception.
Praeger, New York.
Kapadia, M.K., Ito, M., Gilbert, C.D., Westheimer, G., 1995. Improvement
in visual sensitivity by changes in local context: parallel studies in
human observers and in V1 of alert monkeys. Neuron 15, 843–856.
Kruggel, F., Herrmann, C.S., Wiggins, C.J., von Cramon, D.Y., 2001.
Hemodynamic and electroencephalographic responses to illusory ﬁg-
ures: recording of the evoked potentials during functional MRI. Neu-
roImage 14, 1327–1336.
Larsson, J., Amunts, K., Gulyas, B., Malikovic, A., Zilles, K., Roland, P.E.,
1999. Neuronal correlates of real and illusory contour perception:
functional anatomy with PET. Eur. J. Neurosci. 11, 4024–4036.
Lee, T.S., Nguyen, M., 2001. Dynamics of subjective contour formation in
the early visual cortex. Proc. Natl. Acad. Sci. USA 98, 1907–1911.
Lee, T.S., Mumford, D., Romero, R., Lamme, V.A., 1998. The role of the
primary visual cortex in higher level vision. Vision Res. 38, 2429–
2454.
Li, W., Thier, P., Wehrhahn, C., 2000. Contextual inﬂuence on orientation
discrimination of humans and responses of neurons in V1 of alert
monkeys. J. Neurophysiol. 83, 941–954.
Liu, A.K., Belliveau, J.W., Dale, A.M., 1998. Spatiotemporal imaging of
human brain activity using fMRI constrained MEG data: Monte Carlo
simulations. Proc. Natl. Acad. Sci. USA 95, 8945–8950.
Liu, A.K., Dale, A.M., Belliveau, J.W., 2002. Monte Carlo simulation
studies of EEG and MEG localization accuracy. Hum. Brain Mapp. 16,
47–62.
Marr, D., 1982. Vision. Freeman, San Fransisco.
Martinez, A., Anllo-Vento, L., Sereno, M.I., Frank, L.R., Buxton, R.B.,
Dubowitz, D.J., Wong, E.C., Hinrichs, H., Heinze, H.J., Hillyard, S.A.,
1999. Involvement of striate and extrastriate visual cortical areas in
spatial attention. Nat. Neurosci. 2, 364–369.
Mendola, J.D., 2002. Contextual shape processing in human visual cortex:
beginning to ﬁll-in the blanks, in: De Weerd, P., Pessoa, L. (Eds.),
Filling-In: From Perceptual Completion to Skill Learning, Oxford
Univ. Press, Oxford.
Mendola, J.D., Dale, A.M., Fischl, B., Liu, A.K., Tootell, R.B., 1999. The
representation of illusory and real contours in human cortical visual
areas revealed by functional magnetic resonance imaging. J. Neurosci.
19, 8560–8572.
Missal, M., Vogels, R., Orban, G.A., 1997. Responses of macaque inferior
temporal neurons to overlapping shapes. Cereb. Cortex 7, 758–767.
Oostendorp, T.F., Van Oosterom, A., 1992. Source parameter estimation
using realistic geometry in bioelectricity and biomagnetism, in:
Nenonen, J., Rajala, H.M., Katila, T. (Eds.), Biomagnetic Localization
and 3D Modeling, Helsinky Univ. of Technology, Helsinki, Report
TKK-F-A689.
Petry, S., Meyer, G.E., 1987. The Perception of Illusory Contours. Springer-
Verlag, New York.
Proverbio, A.M., Zani, A., 2002. Electrophysiological indexes of illusory
contours perception in humans. Neuropsychologia 40, 479–491.
1008 E. Halgren et al. / NeuroImage 18 (2003) 1001–1009Ramachandran, V.S., 1986. Capture of stereopsis and apparent motion by
illusory contours. Percept. Psychophys. 39, 361–373.
Rivadulla, C., Sur, M., 2000. Contribution of corticocortical connections to
the generation of orientation maps in V1. Soc. Neurosci. Abs. 26.
Seghier, M., Dojat, M., Delon-Martin, C., Rubin, C., Warnking, J., Seg-
ebarth, C., Bullier, J., 2000. Moving illusory contours activate primary
visual cortex: an fMRI study. Cereb. Cortex 10, 663–670.
Tallon-Baudry, C., Bertrand, O., Wienbruch, C., Ross, B., Pantev, C.,
1997. Combined EEG and MEG recordings of visual 40 Hz responses
to illusory triangles in human. Neuroreport 8, 1103–1107.
Vogels, R., Orban, G.A., 1987. Illusory contour orientation discrimination.
Vision Res. 27, 453–467.
von der Heydt, R., Peterhans, E., Baumgartner, G., 1984. Illusory contours
and cortical neuron responses. Science 224, 1260–1262.
Vuilleumier, P., Valenza, N., Landis, T., 2001. Explicit and implicit per-
ception of illusory contours in unilateral spatial neglect: behavioral and
anatomical correlates of preattentive grouping mechanisms. Neuropsy-
chologia 39, 597–610.
Wallach, H., Slaughter, V., 1988. The role of memory in perceiving
subjective contours. Percept. Psychophys. 43, 101–106.
Zhou, H., Friedman, H.S., von der Heydt, R., 2000. Coding of border
ownership in monkey visual cortex. J. Neurosci. 20, 6594–6611.
Zipser, K., Lamme, V.A., Schiller, P.H., 1996. Contextual modulation in
primary visual cortex. J. Neurosci. 16, 7376–7389.
1009 E. Halgren et al. / NeuroImage 18 (2003) 1001–1009