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2 Thomas Berger
Nomenclature
N, N0 the set of natural numbers, N0 = N∪{0}
C+(C−) open set of complex numbers with positive (negative) real part,
resp.
R[s] the ring of polynomials with coefficients in R
R(s) the quotient field of R[s]
Rn×m the set of n×m matrices with entries in a ring R
Gln(R) the group of invertible matrices in Rn×n
‖x‖ =
√
x⊤x, the Euclidean norm of x ∈ Rn
‖M‖ = max{‖M x‖ ∣∣x ∈Rm, ‖x‖= 1}, induced norm of M ∈ Rn×m
C ∞(R;Rn) the set of infinitely-times continuously differentiable functions f :
R→ Rn
L 1loc(R;R
n) the set of locally Lebesgue integrable functions f : R → Rn,
where
∫
K‖ f (t)‖ dt < ∞ for all compact K ⊆ R
˙f ( f (i)) the (i-th) weak derivative of f ∈ L 1loc(R;Rn), i ∈ N0, see [1,
Chap. 1]
W
k,1
loc (R;R
n) =
{
f ∈L 1loc(R;Rn)
∣∣∣ f (i) ∈L 1loc(R;Rn), i = 0, . . . ,k }, k ∈N0
f a.e.= g means that f ,g∈L 1loc(R;Rn) are equal “almost everywhere”, i.e.,
f (t) = g(t) for almost all (a.a.) t ∈ R
ess-supI ‖ f‖ the essential supremum of the measurable function f : R→ Rn
over I ⊆ R
f |I the restriction of the function f : R→Rn to I ⊆ R
1 Introduction
We consider linear constant coefficient DAEs of the form
d
dt Ex(t) = Ax(t)+Bu(t)
y(t) =Cx(t) ,
(1)
where E,A ∈ Rℓ×n, B ∈ Rℓ×m, C ∈ Rp×n. The set of these systems is denoted by
Σℓ,n,m,p and we write [E,A,B,C] ∈ Σℓ,n,m,p. In the present paper, we put special
emphasis on the non-regular case, i.e., we do not assume that sE −A is regular,
that is ℓ= n and det(sE−A) ∈ R[s]\{0}.
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The functions u : R→ Rm and y : R→ Rp are called input and output of the
system, resp. A trajectory (x,u,y) : R→Rn×Rm×Rp is said to be a solution of (1)
if, and only if, it belongs to the behavior of (1):
B(1) :=
{
(x,u,y) ∈L 1loc(R;Rn×Rm×Rp)
∣∣∣∣ Ex ∈W 1,1loc (R;Rℓ) and (x,u,y)solves (1) for a.a. t ∈R
}
.
Recall that any function z ∈W 1,1loc (R;Rℓ) is in particular continuous.
Particular emphasis is placed on the zero dynamics of (1). These are, for
[E,A,B,C] ∈ Σℓ,n,m,p, defined by
Z D (1) :=
{
(x,u,y) ∈B(1)
∣∣∣ y a.e.= 0 } .
By linearity of (1), Z D (1) is a real vector space.
The zero dynamics of (1) are called autonomous if, and only if,
∀w1,w2 ∈Z D (1) ∀ I ⊆ R open interval : w1|I
a.e.
= w2|I =⇒ w1
a.e.
= w2 ;
and asymptotically stable if, and only if,
∀(x,u,y) ∈Z D (1) : lim
t→∞ ess-sup[t,∞) ‖(x,u)‖= 0.
Note that the above definitions are within the spirit of the behavioral ap-
proach [15] and take into account that the zero dynamics Z D (1) are a linear be-
havior. In this framework the definition for autonomy of a general behavior is given
in [15, Sec. 3.2] and the definition of asymptotic stability in [15, Def. 7.2.1].
(Asymptotically stable) zero dynamics are the vector space of those trajectories
of the system which are, loosely speaking, not visible at the output (and tend to
zero).
In the present paper, we show for the class of right-invertible systems with au-
tonomous zero dynamics, that asymptotic stability of the zero dynamics is equiva-
lent to the three conditions: stabilizability in the behavioral sense, detectability in
the behavioral sense and the condition that all transmission zeros are in the open left
complex half-plane. Furthermore, we show that we can achieve, by a compatible
control in the behavioral sense, that the Lyapunov exponent of the interconnected
system equals the Lyapunov exponent of the zero dynamics. In Section 2 we collect
some basic control theoretic concepts such as transmission zeros, right-invertibility,
stabilizability in the behavioral sense and detectability in the behavioral sense, and
give algebraic characterizations of them. The first main result of the present paper,
that is Theorem 3.1, is then stated and proved in Section 3 and some consequences
for regular systems are derived. In Section 4 we introduce the concepts of compati-
ble control (in the behavioral sense) and Lyapunov exponent for DAE systems and
prove the second main result, namely Theorem 4.4.
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2 Some control theoretic concepts
In this section we recall the concepts used in the present paper in a control theoretic
way and give useful algebraic characterizations. These concepts include transmis-
sion zeros, right-invertibility, stabilizability in the behavioral sense and detectability
in the behavioral sense. We start with characterizations of autonomous and asymp-
totically stable zero dynamics, which have been introduced in Section 1.
Lemma 2.1 (Autonomous and stable zero dynamics). Let [E,A,B,C] ∈ Σℓ,n,m,p.
Then we have the following equivalences:
(i) Z D (1) are autonomous ⇐⇒ rkR[s]
[
sE−A −B
−C 0
]
= n+m.
(ii) Z D (1) are asymptotically stable ⇐⇒ ∀λ ∈C+ : rkC
[
λ E−A −B
−C 0
]
= n+m.
Proof. (i) follows from [4, Prop. 3.6] and (ii) from [4, Lem. 3.14]. ⊓⊔
The autonomy of the zero dynamics allows for a decomposition of the system,
provided that C has full row rank. The main result of the present paper (see Sec-
tion 3) is based on this decomposition.
Lemma 2.2 (System decomposition [4, Thm. 4.6]). Let [E,A,B,C] ∈ Σℓ,n,m,p with
autonomous zero dynamics and rkC = p. Then there exist S ∈ Gll(R) and T ∈
Gln(R) such that [
s ˆE− ˆA ˆB
ˆC 0
]
=
[
S 0
0 Ip
][
sE−A B
C 0
][
T 0
0 Im
]
, (2)
where
ˆE =


Ik 0 0
0 E22 E23
0 E32 N
0 E42 E43

 , ˆA =


Q A12 0
A21 A22 0
0 0 In3
0 A42 0

 , ˆB =


0
Im
0
0

 , ˆC = [0, Ip,0], (3)
k = dimZ D (1), (4)
and N ∈ Rn3×n3 , n3 = n− k− p, is nilpotent with Nν = 0 and Nν−1 6= 0, ν ∈ N,
E22,A22 ∈ Rm×p and all other matrices are of appropriate sizes.
An important characterization of asymptotically stable zero dynamics is the fol-
lowing.
Lemma 2.3 (Stable zero dynamics [4, Cor. 4.10]). Let [E,A,B,C] ∈ Σℓ,n,m,p with
autonomous zero dynamics and rkC = p. Then, using the notation from Lemma 2.2,
the zero dynamics Z D (1) are asymptotically stable if, and only if, σ(Q)⊆ C−.
Next, in order to define transmission zeros, we introduce the Smith-McMillan
form of a rational matrix function.
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Definition 2.4 (Smith-McMillan form [12, Sec. 6.5.2]). Let G(s) ∈ R(s)m×p with
rkR(s) G(s) = r. Then there exist U(s) ∈Glm(R[s]), V (s) ∈Glp(R[s]) such that
U(s)G(s)V (s) = diag
(
ε1(s)
ψ1(s)
, . . . ,
εr(s)
ψr(s)
,0(m−r)×(p−r)
)
,
where εi(s),ψi(s) ∈R[s] are monic, coprime and satisfy εi(s)|εi+1(s), ψi+1(s)|ψi(s)
for i= 1, . . . ,r−1. The number s0 ∈C is called zero of G(s) if, and only if, εr(s0)= 0
and pole of G(s) if, and only if, ψ1(s0) = 0.
In the following we give the definition of transmission zeros for the system
[E,A,B,C]. In fact, there are many different possibilities to define transmission zeros
of control systems, even in the ODE case, see [10]; and they are not equivalent. We
go along with the definition given by Rosenbrock [16]: For [I,A,B,C] ∈ Σn,n,m,p,
the transmission zeros are the zeros of the transfer function C(sI − A)−1B. This
definition has been generalized to regular DAE systems with transfer function
C(sE −A)−1B in [6, Def. 5.3]. In the present framework, we do not require reg-
ularity of sE−A and so a transfer function does in general not exist. However, it is
possible to give a generalization of the inverse transfer function if the zero dynam-
ics of [E,A,B,C] ∈ Σℓ,n,m,p are autonomous: Let L(s) be a left inverse of
[
sE−A −B
−C 0
]
over R(s) (which exists by Lemma 2.1) and define
H(s) :=−[0, Im]L(s)
[
0
Ip
]
∈R(s)m×p. (5)
It can be shown that H(s) is independent of the choice of the left inverse L(s) [4,
Lem. A.1] and if sE−A is regular and m = p, then H(s) = (C(sE−A)−1B)−1 [4,
Rem. A.4], i.e., H(s) is indeed the inverse of the transfer function in case of regular-
ity. The fact that the zeros of H(s)−1 are the poles of H(s) and vice versa motivates
the following definition.
Definition 2.5 (Transmission zeros). Let [E,A,B,C] ∈ Σℓ,n,m,p with autonomous
zero dynamics. Let L(s) be a left inverse of
[
sE−A −B
−C 0
]
over R(s) and let H(s) be
given as in (5). Then s0 ∈C is called transmission zero of [E,A,B,C] if, and only if,
s0 is a pole H(s).
Now we recall the definition of right-invertibility of a system from [17, Sec. 8.2].
Definition 2.6 (Right-invertibility). [E,A,B,C] ∈ Σℓ,n,m,p is called right-invertible
if, and only if,
∀y ∈ C ∞(R;Rp) ∃(x,u) ∈L 1loc(R;Rn)×L 1loc(R;Rm) : (x,u,y) ∈B(1).
Right-invertibility may be characterized for systems with autonomous zero dy-
namics in terms of the form (3).
Lemma 2.7 (Right-invertibility and system decomposition [4, Prop. 4.11]). Let
[E,A,B,C]∈ Σℓ,n,m,p with autonomous zero dynamics. Then, using the notation from
Lemma 2.2,
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[E,A,B,C] is right-invertible ⇐⇒
{
rkC = p, E42 = 0, A42 = 0 and
E43N jE32 = 0 for j = 0, . . . ,ν− 1.
We are now in a position to characterize the transmission zeros in terms of the
form (3).
Corollary 2.8 (Transmission zeros in decomposition). Let [E,A,B,C] ∈ Σℓ,n,m,p be
right-invertible and have autonomous zero dynamics. Let L(s) be a left inverse of[
sE−A −B
−C 0
]
over R(s) and let H(s) be given as in (5). Then, using the notation from
Lemma 2.2,
H(s) = sE22−A22−A21(sIk−Q)−1A12− s2E23(sN− In3)−1E32
and s0 ∈ C is a transmission zero of [E,A,B,C] if, and only if, s0 is a pole of
A21(sIk−Q)−1A12.
Proof. The representation of H(s) follows from [4, Lem. A.1] and the characteriza-
tion of transmission zeros is then immediate since sE22−A22− s2E23(sN− I)−1E32
is a polynomial as N is nilpotent and hence
(sN− I)−1 =−I− sN− . . .− sν−1Nν−1. (6)
⊓⊔
In the remainder of this section we introduce and characterize the concepts of
stabilizability and detectability in the behavioral sense. (Behavioral) stabilizability
for systems [E,A,B,C] ∈ Σℓ,n,m,p is well-investigated, see e.g. the survey [7]. De-
tectability has been first defined and characterized for regular systems in [2]. For
general DAE systems, a definition and characterization can be found in [11]; see
also the equivalent definition in [15, Sec. 5.3.2]. The latter definition is given within
the behavioral framework, however it is yet too restrictive for our purposes and it is
not dual to the respective stabilizability concept. We use the following concepts of
behavioral stabilizability and detectability.
Definition 2.9 (Stabilizability and detectability). [E,A,B,C] ∈ Σℓ,n,m,p is called
(i) stabilizable in the behavioral sense if, and only if,
∀(x,u,y) ∈B(1) ∃(x0,u0,y0) ∈B(1) :(∀t < 0 : (x(t),u(t)) = (x0(t),u0(t))) ∧ lim
t→∞ ess-sup[t,∞) ‖(x0,u0)‖= 0.
(ii) detectable in the behavioral sense if, and only if,
∀(x,0,0) ∈B(1) ∃(x0,0,0) ∈B(1) :
(∀t < 0 : x(t) = x0(t)) ∧ lim
t→∞ ess-sup[t,∞) ‖x0‖= 0.
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In order to derive duality of the above concepts it is useful to consider, for E,A ∈
Rℓ×n, the DAE
d
dt Ex(t) = Ax(t) (7)
without inputs and outputs. The behavior of (7) is given by
B(7) :=
{
x ∈L 1loc(R;Rn)
∣∣∣∣ Ex ∈W 1,1loc (R;Rℓ) and xsolves (7) for a.a. t ∈ R
}
.
Definition 2.10 (Stabilizability [7, Def. 5.1]). Let E,A∈Rℓ×n. Then [E,A] is called
stabilizable in the behavioral sense if, and only if,
∀x ∈B(7) ∃x0 ∈B(7) : (∀t < 0 : x(t) = x0(t)) ∧ lim
t→∞ ess-sup[t,∞) ‖x0‖= 0.
We are now in a position to derive a duality result.
Lemma 2.11 (Duality). Let [E,A,B,C]∈Σℓ,n,m,p. Then the following statements are
equivalent:
(i) [E,A,B,C] is stabilizable in the behavioral sense.
(ii) [[E,0], [A,B]] is stabilizable in the behavioral sense.
(iii)
[[
E⊤
0
]
,
[
A⊤
B⊤
]]
is stabilizable in the behavioral sense.
(iv) [E⊤,A⊤,C⊤,B⊤] is detectable in the behavioral sense.
Proof. It follows from the definition that (i)⇔(ii) and (iii)⇔(iv). By [7, Cor. 5.2],
(ii) is equivalent to
∀λ ∈ C+ : rkC[λ E−A,−B] = rkR(s)[sE−A,−B].
Since ranks are invariant under matrix transpose, we find that (ii) is equivalent to
∀λ ∈C+ : rkC
[
λ E⊤−A⊤
−B⊤
]
= rkR(s)
[
sE⊤−A⊤
−B⊤
]
,
which, again by [7, Cor. 5.2], is equivalent to (iv). This completes the proof. ⊓⊔
In view of Lemma 2.11 and [7, Cor. 5.2] we may infer the following.
Corollary 2.12 (Characterization of stabilizability and detectability). Let [E,A,B,C]∈
Σℓ,n,m,p. Then the following holds true.
(i) [E,A,B,C] is stabilizable in the behavioral sense if, and only if,
∀λ ∈ C+ : rkC[λ E−A,−B] = rkR(s)[sE−A,−B].
(ii) [E,A,B,C] is detectable in the behavioral sense if, and only if,
∀λ ∈ C+ : rkC
[
λ E−A
−C
]
= rkR(s)
[
sE−A
−C
]
.
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3 Stable zero dynamics
In this section we state and prove one of the main results of the present paper and
derive some consequences for regular systems.
Theorem 3.1 (Characterization of stable zero dynamics). Let [E,A,B,C] ∈ Σℓ,n,m,p
be right-invertible and have autonomous zero dynamics. Then the zero dynamics
Z D (1) are asymptotically stable if, and only if, the following three conditions hold:
(i) [E,A,B,C] is stabilizable in the behavioral sense,
(ii) [E,A,B,C] is detectable in the behavioral sense,
(iii) [E,A,B,C] has no transmission zeros in C+.
Proof. Since right-invertibility of [E,A,B,C] implies, by Lemma 2.7, that rkC = p,
the assumptions of Lemma 2.2 are satisfied and we may assume that, without loss
of generality, [E,A,B,C] is in the form (3).
⇒: Step 1: We show (i). Let
T1(s) :=


Ik 0 0 0
0 Ip 0 0
0 0 In3 0
−A21 sE22−A22 sE23 −Im

 ∈Gln+m(R[s])
and observe that, since E42 = A42 = 0 by Lemma 2.7,
[sE−A,−B]T1(s) =


sIk−Q −A12 0 0
0 0 0 Im
0 sE32 sN− In3 0
0 0 sE43 0

 .
Then, with
T2(s) :=


Ik (sIk−Q)−1A12 0 0
0 Ip 0 0
0 0 In3 0
0 0 0 −Im

 ∈Gln+m(R(s)),
and
T3(s) :=


Ik 0 0 0
0 Ip 0 0
0 −s(sN− In3)−1E32 In3 0
0 0 0 −Im

 ∈Gln+m(R[s]),
where we note that it follows from (6) that T3(s) is a polynomial, we obtain
[sE−A,−B]T1(s)T2(s)T3(s) =


sIk−Q 0 0 0
0 0 0 Im
0 0 sN− In3 0
0 X(s) sE43 0

 ,
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where X(s) =−s2E43(sN− In3)−1E32 = 0 by Lemma 2.7 and (6). Finally,
S1(s) :=


Ik 0 0 0
0 Ip 0 0
0 In3 0
0 0 −sE43(sN− In3)−1 −Im

 ∈Gln+m(R[s])
yields
S1(s)[sE−A,−B]T1(s)T2(s)T3(s) =


sIk−Q 0 0 0
0 0 0 Im
0 0 sN− In3 0
0 0 0 0


and hence rkR(s)[sE −A,−B] = k + n3 +m = n+m− p, since n3 = n− k− p by
Lemma 2.2. Now let λ ∈ C+ and observe that, by Lemma 2.3, λ Ik −Q is invert-
ible. Hence, the matrices T1(λ ),T2(λ ),T3(λ ) and S1(λ ) exist and are invertible.
Thus, using the same transformations as above for fixed λ ∈ C+ now, we find that
rkC[λ E−A,−B] = n+m− p. This proves (i).
Step 2: We show (ii). Similar to Step 1 it can be shown that
∀λ ∈C+ : rkC
[
λ E−A
−C
]
= rkR(s)
[
sE−A
−C
]
= n.
Step 3: We show (iii). By Corollary 2.8, the transmission zeros of [E,A,B,C] are
the poles of
F(s) := A21(sIk−Q)−1A12.
Every pole of F(s) is also an eigenvalue of Q. In view of Lemma 2.3, we have that
σ(Q)⊆ C− and so (iii) follows.
⇐: By Lemma 2.3, we have to show that if λ ∈ σ(Q), then λ ∈ C−. Let λ ∈
σ(Q). We distinguish two cases:
Case 1: λ is a pole of F(s). Then, by Corollary 2.8, λ is a transmission zero of
[E,A,B,C] and by (iii) we obtain λ ∈C−.
Case 2: λ is not a pole of F(s). Then [6, Lem. 8.3] applied to [Ik,Q,A12,A21] and
λ yields that
(a) rkC[λ Ik−Q,A12]< k or (b) rkC[λ Ik−Q⊤,A⊤21]< k.
If (a) holds, then there exists v1 ∈Ck \{0} such that
v⊤1 [λ Ik−Q,A12] = 0.
Let v4 ∈C(ℓ−n)+(p−m) be arbitrary and define
v⊤3 :=−λ v⊤4 E43(λ N− In3)−1.
Now observe that
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(v⊤1 ,0,v⊤3 ,v⊤4 )


λ Ik−Q −A12 0 0
−A21 λ E22−A22 λ E23 Im
0 λ E32 λ N− In3 0
0 0 λ E43 0

= (0,w⊤,0,0),
where
w⊤ =−v⊤1 A12 +λ v⊤3 E32 =−λ 2v⊤4 E43(λ N− In3)−1E32 = 0
by Lemma 2.7 and (6). This implies that K := ker [λ E−A,−B]⊤ ⊆ Cl has dimen-
sion dimK ≥ (ℓ− n)+ (p−m)+ 1. Therefore,
rkC[λ E−A,−B]≤ ℓ− dimK ≤ n+m− p− 1
= rkR(s)[sE−A,−B]− 1< rkR(s)[sE−A,−B], (8)
where rkR(s)[sE−A,−B] = n+m− p has been proved in Step 1 of “⇒”. Hence, (8)
together with (i) implies that λ ∈ C−.
If (b) holds, then there exists v1 ∈ Ck \ {0} such that v⊤1 [λ Ik −Q⊤,A⊤21] = 0.
Therefore, 

λ Ik−Q −A12 0
−A21 λ E22−A22 λ E23
0 λ E32 λ N− In3
0 0 λ E43
0 Ip 0



v10
0

= 0
and thus
rkC
[
λ E−A
−C
]
< n = rkR(s)
[
sE−A
−C
]
, (9)
where rkR(s)
[
sE−A
−C
]
= n has been proved in Step 2 of “⇒”. Hence, (9) together
with (ii) implies that λ ∈ C−. This completes the proof of the theorem. ⊓⊔
For regular systems with invertible transfer function we may characterize asymp-
totic stability of the zero dynamics by Hautus criteria for stabilizability and de-
tectability and the absence of zeros of the transfer function in the closed right com-
plex half-plane (recall Definition 2.4 for the definition of a zero of a rational matrix
function).
Corollary 3.2 (Regular systems). Let [E,A,B,C] ∈ Σn,n,m,m be such that sE−A is
regular and G(s) :=C(sE−A)−1B is invertible over R(s). Then the zero dynamics
Z D (1) are asymptotically stable if, and only if, the following three conditions hold:
(i) ∀λ ∈C+ : rkC[λ E−A,−B] = n,
(ii) ∀λ ∈C+ : rkC
[
λ E−A
−C
]
= n,
(iii) G(s) has no zeros in C+.
Proof. Since G(s) ∈ Glm(R(s)) it follows from Lemma 2.1 that Z D (1) are au-
tonomous. Furthermore, rkC = m and hence we may infer from [4, Rem. 4.12]
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that [E,A,B,C] is right-invertible. Now, we may apply Theorem 3.1 to deduce that
Z D (1) are asymptotically stable if, and only if,
(a) [E,A,B,C] is stabilizable in the behavioral sense,
(b) [E,A,B,C] is detectable in the behavioral sense,
(c) [E,A,B,C] has no transmission zeros in C+.
Since regularity of sE−A gives that rkR(s)[sE−A,−B] = rkR(s)
[
sE−A
−C
]
= n, we find
that (i)⇔(a) and (ii)⇔(b). (iii)⇔(c) follows from the fact that by [4, Rem. A.4] we
have H(s) =G(s)−1 for H(s) as in (5) and that transmission zeros of [E,A,B,C] are,
by definition, exactly the poles of H(s). ⊓⊔
4 Stabilization
In this section we consider stabilizing control for DAE systems. More precisely, we
introduce the concepts of Lyapunov exponent and compatible control and show that
for right-invertible systems with autonomous zero dynamics it is possible to assign,
via a compatible control, the Lyapunov exponent of the system to a value specified
by the zero dynamics.
The usual concept of feedback is the additional application of the relation u(t) =
Fx(t) to the system ddt Ex(t) = Ax(t)+Bu(t); for instance, high-gain feedback has
been successfully applied to DAEs in [5] in order to achieve stabilization. Feedback
can therefore be seen as an additional algebraic constraint that can be resolved for
the input. Control in the behavioral sense, or control via interconnection [18], gen-
eralizes this approach by also allowing further algebraic relations in which the state
not necessarily uniquely determines the input (see also [7, Sec. 5.3]). That is, for
given (or to be determined) K = [Kx,Ku] ∈ Rq×n×Rq×m and [E,A,B,C] ∈ Σℓ,n,m,p
we consider
B
K
[E,A,B] =


(x,u) ∈L 1loc(R;Rn×Rm)
∣∣∣∣∣∣∣∣∣∣
Ex ∈W 1,1loc (R;Rℓ) and,
for a.a. t ∈ R,
d
dt Ex(t) = Ax(t)+Bu(t)
0 = Kxx(t)+Kuu(t)


.
We call K the control matrix, since it induces the control law Kxx+Kuu
a.e.
= 0. Note
that, in principle, one could make the extreme choice K = In+m to end up with
a behavior
B
K
[E,A,B] ⊆
{
(x,u) ∈L 1loc(R;Rn×Rm)
∣∣∣ (x,u) a.e.= 0 } ,
which is obviously asymptotically stable. This, however, is not suitable from a prac-
tical point of view, since in this interconnection, the space of consistent initial differ-
ential variables is a proper subset of the initial differential variables which are con-
sistent with the original system [E,A,B]. Consequently, the interconnected system
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does not have the causality property - that is, the implementation of the controller
at a certain time t ∈ R is not possible, since this causes jumps in the differential
variables. To avoid this, we use the concept of compatible control.
Definition 4.1 (Compatible control [7, Def. 5.2]). Let [E,A,B,C] ∈ Σℓ,n,m,p. The
control matrix K = [Kx,Ku] ∈ Rq×n×Rq×m is called compatible for [E,A,B,C] if,
and only if,
∀x0 ∈ { x0 ∈ Rn ∣∣ ∃(x,u,y) ∈B(1) : Ex(0) = Ex0 }
∃(x,u) ∈BK[E,A,B] : Ex(0) = Ex0.
We construct a compatible control which not only results in an asymptotically
stable interconnected system, but also the Lyapunov exponent of the interconnected
system is prescribed by the zero dynamics of the nominal system. In order to get
a most general definition of the Lyapunov exponent, we use a definition similar to
the Bohl exponent in [3, Def. 3.4], not requiring a fundamental solution matrix as
in [13].
Definition 4.2 (Lyapunov exponent). Let E,A ∈ Rℓ×n. The Lyapunov exponent of
[E,A] is defined as
kL(E,A) := inf
{
µ ∈R
∣∣∣∣∣ ∃Mµ > 0 ∀x ∈B(7) for a.a. t ≥ s :‖x(t)‖ ≤Mµeµ(t−s)‖x(s)‖
}
.
Note that we use the convention inf /0 =+∞.
The (minimal) exponential decay rate of the (asymptotically stable) zero dy-
namics of a system can be determined by the Lyapunov exponent of the DAE[[E 0
0 0
]
,
[A B
C 0
]]
.
Lemma 4.3 (Lyapunov exponent and stable zero dynamics). Let [E,A,B,C] ∈
Σℓ,n,m,p with autonomous zero dynamics and rkC = p. Then, using the notation from
Lemma 2.2 and k as in (4), we have
kL(Z D (1)) := inf
{
µ ∈ R
∣∣∣∣∣ ∃Mµ > 0 ∀w ∈Z D (1) for a.a. t ≥ s :‖w(t)‖ ≤Mµeµ(t−s)‖w(s)‖
}
= kL
([
E 0
0 0
]
,
[
A B
C 0
])
=
{
max{ Re λ | λ ∈ σ(Q) } , if k > 0
−∞, if k = 0.
Proof. The first equality follows from a careful inspection of the proof of [4,
Lem. 3.14] and using the quasi-Kronecker form from [8, 9]. The second equality
then follows from using the decomposition (3). ⊓⊔
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Note that it follows from Lemmas 2.3 and 4.3 that asymptotic stability of the
zero dynamics implies exponential stability of the zero dynamics, i.e., any trajectory
tends to zero exponentially.
We are now in a position to prove the main result of this section, which states that
for right-invertible systems with autonomous zero dynamics there exists a compat-
ible control such that the Lyapunov exponent of the interconnected system is equal
to the Lyapunov exponent of the zero dynamics of the nominal system; in particular,
this shows that asymptotic stability of the zero dynamics implies that the system can
be asymptotically stabilized in the sense that every solution of the interconnected
system tends to zero.
Theorem 4.4 (Compatible and stabilizing control). Let [E,A,B,C] ∈ Σℓ,n,m,p be
right-invertible with autonomous zero dynamics. If dimZ D (1) > 0, then there exists
a compatible control matrix K = [Kx,Ku] ∈ Rq×n×Rq×m for [E,A,B,C] such that
kL
([
E 0
0 0
]
,
[
A B
Kx Ku
])
= kL(Z D (1)). (10)
If dimZ D (1) = 0, then for all µ ∈ R there exists a compatible control matrix K =
[Kx,Ku] ∈ Rq×n×Rq×m for [E,A,B,C] such that
kL
([
E 0
0 0
]
,
[
A B
Kx Ku
])
≤ µ . (11)
Proof. Since the Lyapunov exponent is invariant under transformation of the sys-
tem (see e.g. [3, Prop. 3.17]) we may, similar to the proof of Theorem 3.1, assume
that, without loss of generality, [E,A,B,C] is in the form (3). Then, with similar
transformations as in Step 1 of the proof of Theorem 3.1, it can be shown that
∀λ ∈ C : rkC

λ E22−A22 λ E23 Imλ E32 λ N− In3 0
0 λ E43 0

= rkR(s)

sE22−A22 sE23 ImsE32 sN− In3 0
0 sE43 0

 ,
and hence, by [7, Cor. 4.3], the system
[
˜E, ˜A, ˜B, ˜C
]
:=
[[
E22 E23
E32 N
0 E43
]
,
[
A22 0
0 In3
0 0
]
,
[ Im
0
0
]
, [Ip,0]
]
is controllable in the behavioral sense as in [7, Def. 2.1].
We will now mimic the proof of [7, Thm. 5.4] without repeating all of its ar-
guments: It follows from the above controllability in the behavioral sense and [7,
Cor. 3.4] that in the feedback form [7, (3.10)] of [ ˜E, ˜A, ˜B] we have nc = 0. Therefore,
for any given µ ∈R and ε > 0, it is possible to choose F11 and Kx in the proof of [7,
Thm. 5.4] such that the resulting control matrix ˜K = [K1,K2] ∈ Rq×(n−k)×Rq×m is
compatible for
[
˜E, ˜A, ˜B, ˜C
]
and satisfies
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kL
([
˜E 0
0 0
]
,
[
˜A ˜B
K1 K2
])
≤ µ− ε. (12)
We show that
K = [Kx Ku] := [K2A21,K1 K2] ∈ Rq×k×Rq×(n−k)×Rq×m,
is compatible for [E,A,B,C] and satisfies (10) or (11), resp.
Step 1: We show compatibility. Let
x0 ∈ { x0 ∈ Rn ∣∣ ∃(x,u,y) ∈B(1) : Ex(0) = Ex0 }
and partition x0 =
(
(x01)
⊤,(x02)
⊤)⊤ with x01 ∈ Rk, x02 ∈ Rn−k. Then there exist x1 ∈
W
1,1
loc (R;R
k), x2 ∈L 1loc(R;Rn−k) and u∈L 1loc(R;Rm) such that ˜Ex2 ∈W 1,1loc (R;Rn−k)
and
d
dt x1
a.e.
= Qx1 +[A12,0]x2,
d
dt
˜Ex2
a.e.
=

A210
0

x1 + ˜Ax2 + ˜Bu,
x1(0) = x01,
˜Ex2(0) = ˜Ex02.


(13)
Therefore,
x02 ∈
{
x02 ∈ Rn
∣∣∣ ∃(x2,u, ˜Cx2) ∈B[ ˜E, ˜A, ˜B, ˜C] : ˜Ex2(0) = ˜Ex02 } ,
where B[ ˜E, ˜A, ˜B, ˜C] denotes the behavior of (1) corresponding to the system [ ˜E, ˜A, ˜B, ˜C],
and by compatibility of [K1,K2] for
[
˜E, ˜A, ˜B, ˜C
]
there exists (x2,v) ∈B[K1,K2][ ˜E , ˜A, ˜B] such
that
d
dt
˜Ex2
a.e.
= ˜Ax2 + ˜Bv,
0 a.e.= K1x2 +K2v,
(14)
and ˜Ex2(0) = ˜Ex02. Define
x1(t) := e
Qtx01 +
∫ t
0
eQ(t−s)[A12,0]x2(s) ds , t ∈R,
which is well-defined since x2 ∈ L 1loc(R;Rn−k), and let u := v− A21x1. Then
(x1,x2,u) solves (13) and satisfies
K2A21x1 +K1x2 +K2u
a.e.
= K2A21x1 +K1x2 +K2v−K2A21x1 a.e.= 0,
which proves that [K2A21,K1,K2] is compatible for [E,A,B,C].
Step 2: We show that (11) is satisfied in case that k = 0 for k as in (4). This
follows from (12) since
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kL
([
E 0
0 0
]
,
[
A B
Kx Ku
])
= kL
([
˜E 0
0 0
]
,
[
˜A ˜B
K1 K2
])
≤ µ− ε
with arbitrary µ ∈ R and ε > 0.
Step 3: We show that (10) is satisfied in case that k > 0. Denote
µ := kL(Z D (1)) Lem. 4.3= max{ Re λ | λ ∈ σ(Q) }
and let ρ > 0 be arbitrary. Then there exists Mρ > 0 such that, for all t ≥ 0, ‖eQt‖ ≤
Mρ e(µ+ρ)t .
Step 3a: We show “≥” in (10). Since, for any solution x1 ∈W 1,1loc (R;Rk) of ddt x1 =
Qx1 we have (
(x⊤1 ,0)⊤,−A21x1,0
) ∈BK[E,A,B],
it follows that
kL
([
E 0
0 0
]
,
[
A B
Kx Ku
])
≥ µ .
Step 3b: We show “≤” in (10). Let (x,u) ∈BK[E,A,B] and write x =
(
x⊤1 ,x
⊤
2
)⊤
with
x1 ∈W 1,1loc (R;Rk) and x2 ∈L 1loc(R;Rn−k). Then we have
d
dt x1
a.e.
= Qx1 +[A12,0]x2,
d
dt
˜Ex2
a.e.
=

A210
0

x1 + ˜Ax2 + ˜Bu,
0 a.e.= K2A21x1 +K1x2 +K2u.
Observe that (x2,w := u+A21x1) solves (14) and hence, by (12) for µ and some
ε > 0, there exists M1 > 0 such that
for a.a. t ≥ s :
∥∥∥∥
(
x2(t)
w(t)
)∥∥∥∥≤M1e(µ−ε)(t−s)
∥∥∥∥
(
x2(s)
w(s)
)∥∥∥∥ .
Therefore,
‖x1(t)‖ ≤ ‖eQ(t−s)‖ · ‖x1(s)‖+
∫ t
s
‖eQ(t−τ)‖ · ‖[A12,0]‖ ·
∥∥∥∥
(
x2(τ)
w(τ)
)∥∥∥∥ dτ
≤ Mρ e(µ+ρ)(t−s)‖x1(s)‖
+M1Mρ e(µ+ρ)(t−s) · ‖[A12,0]‖ ·
∥∥∥∥
(
x2(s)
w(s)
)∥∥∥∥∫ t
s
e−(ε+ρ)(t−τ) dτ︸ ︷︷ ︸
≤1/ε
for almost all t,s ∈ R with t ≥ s. This implies that
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kL
([
E 0
0 0
]
,
[
A B
Kx Ku
])
≤ µ +ρ
and since ρ > 0 is arbitrary the claim is shown. ⊓⊔
Remark 4.5 (Construction of the control). The construction of the control K in the
proof of Theorem 4.4 relies on the construction used in [7, Thm. 5.4]. Here we make
it precise. We have split up the procedure into several steps.
(i) The first step is to transform the given system [E,A,B,C] ∈ Σℓ,n,m,p into the
form (3). The first transformation which has to be applied in order to achieve
this is stated in [4, Thm. 3.7] and uses the maximal (E,A,B)-invariant subspace
included in kerC. This subspace can be obtained easily via a subspace iteration
as described in [4, Lem. 3.4]. The second transformation which has to be applied
is stated in [4, Thm. 4.6]. Denote the resulting system by[
sE−A B
C 0
]
=
[
P 0
0 Ip
][
sE−A B
C 0
][Q 0
0 Im
]
.
(ii) Next we have to consider the subsystem
[
˜E, ˜A, ˜B, ˜C
]
:=
[[
E22 E23
E32 N
0 E43
]
,
[
A22 0
0 In3
0 0
]
,
[ Im
0
0
]
, [Ip,0]
]
and transform it into a feedback form. To this end we introduce the following
notation: For j ∈ N, we define the matrices
N j =
[ 0
1
1 0
]
∈ R j× j, K j =
[
1 0
1 0
]
, L j =
[
0 1
0 1
]
∈ R( j−1)× j.
Further, let e[ j]i ∈ R j be the ith canonical unit vector, and, for some multi-index
α = (α1, . . . ,αl) ∈ Nl , we define
Nα =diag (Nα1 , . . . ,Nαl ) ∈R|α |×|α |,
Kα =diag (Kα1 , . . . ,Kαl ) ∈R(|α |−l)×|α |,
Lα =diag (Lα1 , . . . ,Lαl ) ∈ R(|α |−l)×|α |,
Eα =diag (e[α1]α1 , . . . ,e
[αl ]
αl ) ∈ R|α |×l ,
where |α| = ∑li=1 αi; we will further use the notation L(α) = l for the length
of α . Then it was shown in [14] that a given system can, via state-space, input-
space and feedback transformation, be put into a feedback canonical form. Here
we use the feedback form from [7, Thm. 3.3], which is not canonical. Since
[ ˜E, ˜A, ˜B] is controllable in the behavioral sense as in [7, Def. 2.1] and rk ˜B = m,
there exist S ∈Glℓ−k(R), T ∈Gln−k(R), V ∈Glm(R), F ∈ Rm×(n−k) such that
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[s ˆE− ˆA, ˆB] = S[s ˜E− ˜A, ˜B]
[
T 0
−F V
]
,
where
[ ˆE, ˆA, ˆB] =




I|α | 0 0 0 0
0 Kβ 0 0 0
0 0 L⊤γ 0 0
0 0 0 K⊤δ 0
0 0 0 0 Nκ

 ,


N⊤α 0 0 0 0
0 Lβ 0 0 0
0 0 K⊤γ 0 0
0 0 0 L⊤δ 0
0 0 0 0 I|κ |

 ,


Eα 0
0 0
0 Eγ
0 0
0 0



 ,
for some multi-indices α,β ,γ,δ ,κ .
(iii) Let µ ∈ R be arbitrary. We construct a compatible control in the behavioral
sense for [ ˆE, ˆA, ˆB] such that the interconnected system has Lyapunov exponent
smaller or equal to µ . Let F11 ∈ RL(α)×|α | be such that
max{ Re λ | λ ∈ σ(Nα +EαF11) } ≤ µ .
This can be achieved as follows: For j = 1, . . . ,L(α), consider vectors
a j =−[a jα j−1, . . . ,a j0] ∈ R1×α j .
Then, for
F11 = diag (a1, . . . ,aL(α)) ∈ RL(α)×|α |,
the matrix Nα +EαF11 is diagonally composed of companion matrices, whence,
for
p j(s) = sα j + a jα j−1s
α j−1 + . . .+ a j0 ∈R[s]
the characteristic polynomial of Nα +EαF11 is given by
det(sI|α |− (Nα +EαF11)) =
L(α)
∏
j=1
p j(s).
Hence, choosing the coefficients a ji, j = 1, . . . ,L(α), i = 0, . . . ,α j such that the
roots of the polynomials p1(s), . . . , pL(α)(s) ∈ R[s] are all smaller or equal to µ
yields the assertion.
Now we find that
kL
([
I|α | 0
0 0
]
,
[
Nα Eα
F11 −IL(α)
])
≤ µ .
Furthermore, by the same reasoning as above, for
a j = [a jβ j−2, . . . ,a j0,1] ∈R1×β j
with the property that the roots of the polynomials
p j(s) = sβ j + a jβ j−1s
β j−1 + . . .+ a j0 ∈ R[s]
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are all smaller or equal to µ for j = 1, . . . ,L(α), the choice
Kx = diag (a1, . . . ,aL(β )) ∈RL(β )×|β |
leads to
kL
([
Kβ
0
]
,
[
Lβ
Kx
])
≤ µ .
Therefore, the control matrix
ˆK = [ ˆK1, ˆK2] =
[
F11 0 0 0 0 −IL(α) 0
0 Kx 0 0 0 0 0
]
∈ Rq×(n−k)×Rq×m,
where q = L(α)+L(β ), establishes that
kL
([
ˆE 0
0 0
]
,
[
ˆA ˆB
ˆK1 ˆK2
])
≤ µ .
Since the differential variables can be arbitrarily initialized in any of the pre-
viously discussed subsystems, the constructed control ˆK is also compatible for
[ ˆE, ˆA, ˆB].
(iv) We show that ˆK leads to a compatible control ˜K for [ ˜E, ˜A, ˜B] such that the in-
terconnected system has Lyapunov exponent smaller or equal to µ . Observe
that [
S−1 0
0 Iq
][
s ˆE− ˆA ˆB
ˆK1 ˆK2
][
T−1 0
V−1FT−1 V−1
]
=
[
s ˜E− ˜A ˜B
ˆK1 + ˆK2V−1FT 1 ˆK2V−1
]
and hence, by invariance of the Lyapunov exponent under transformation of the
system (see e.g. [3, Prop. 3.17]), we find that for
[K1,K2] := [ ˆK1 + ˆK2V−1FT 1, ˆK2V−1] ∈Rq×(n−k)×Rq×m,
we have
kL
([
˜E 0
0 0
]
,
[
˜A ˜B
K1 K2
])
≤ µ .
(v) If k = dimZ D (1) = 0, then we can choose µ ∈ R as we like and obtain
kL
([
E 0
0 0
]
,
[
A B
Kx := K1 Ku := K2
])
= kL
([
˜E 0
0 0
]
,
[
˜A ˜B
K1 K2
])
≤ µ .
If k > 0, then we can choose µ < kL(Z D (1)) and obtain, with
[Kx Ku] := [K2A21,K1 K2] ∈ Rq×k×Rq×(n−k)×Rq×m,
that
kL
([
E 0
0 0
]
,
[
A B
Kx Ku
])
= kL(Z D (1)).
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This is shown in the proof of Theorem 4.4.
(vi) The desired compatible control K for [E,A,B,C] is now given by
K = [KxQ−1,Ku].
Acknowledgements I am indebted to Achim Ilchmann (Ilmenau University of Technology) for
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