Abstract. In this paper, we prove the continuity of the transition densities of reflecting Brownian motions on unbounded Lipschitz domains. We also provide local estimates for the densities and prove that surface measures are of the local Kato class of the reflecting Brownian motions.
We denote by p t (x, dy) the transition function of the RBM. Under a mild assumption on D, the transition function is absolutely continuous with respect to m and the density p t (x, y) is called the heat kernel of X.
In this paper, we are concerend with the following fundamental question: the heat kernel p t (x, y) is continuous on D × D ? It is shown in [1, Lemma 4.3] that p t (x, y) is continuous if D is a bounded Lipschitz domain. In [7] , the authors consider a special Lipschitz domain with Hölder cusps and prove that the resolvent density of X is continuous on the domain. See [7, Theorem 2.1 (iii)] for details. The resolvent of X is ultracontractive ([7, Theorem 3.1 (i)]). This is equivalent to the following Sobolev inequality: there exist positive constants S > 0 and p ∈ [2, 2d/(d − 2)] (p ∈ [2, ∞) if d = 2) such that
for any f ∈ H 1 (D). By [15, Theorem 6 .10], (1.1) leads us to the following heat kernel estimate: for any ε > 0, there exist positive constants a ε , b ε ∈ (0, ∞) depending on d and D, and ε > 0 such that Although the framework of [7] is seemingly wide, there are many domains on which the Sobolev inequality (1.1) does not hold. It is well known that (1.1) does not hold on horn-shaped domains. A typical example of horn-shaped domains is
Therefore, horn-shaped domains are not Lipschitz domains in the sense of [7] . In [9, Theorem 3.10] , the authors prove the continuity of heat kernels of the reflecting Brownian motions on inner uniform domains. It is shown in [10, Theorem 1] that (1.1) holds on inner uniform domains. Therefore, horn-shaped domains are also not inner uniform domains. It is a non-trivial problem to prove the continuity of heat kernels of RBMs on more general domains.
In this paper, we prove the continuity of the heat kernels of RBMs on general Lipschitz domains. For the proof, we need the continuity of heat kernels of part processes on bounded open subsets of RBMs. Then, Lemma 3.1 below plays an important role. It is shown in Lemma 3.1 that the part processes are identified with the part processes of RBMs on bounded Lipschitz domains. Using the result of [8] , we also give a local heat kernel estimates of the RBMs. In Theorem 6.1 below, we use the estimates to prove that the surface measure on ∂D is of the local Kato class of the RBM on D. Classifying measures in this way is important in the transformation theory of the Markov process. See [3] and [12] for the transformation theory. The local estimates will also be used in [14] to study the L p -spectral independence of Neumann Laplacians on horn-shaped domains.
1.1. Notation. Throughout this paper, we adopt the following notations.
(1) For a topological space E, we denote by B(E) the Borel σ-algebra on E. For each p ∈ [1, ∞] and each Borel measure µ on E, we denote by L p (E, µ) the L p -space on (E, µ). For each f : E → R, we write f E,∞ for sup x∈E |f (x)|. We also write
We denote by C ∞ (E) the completion of C c (E) with respect to the norm
with radius R > 0. If x is the origin of R d , we write B(R) for B(x, R).
where ∂f /∂x i is the distributional derivative of f on E. For each f ∈ H 1 (E), we let f 
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It is shown in [13, Proposition 7.3] that (E,
a Hunt process on D with the semigroup strong Feller property:
If D is a horn-shaped domain, X can be uniformly ergodic and is not always a Feller process ([2, Proposition 2.11]). However, reflecting Brownian motions constructed in [7] have Feller property ([7, Theorem 2.1 (ii)]). In this sense, our framework is more general than that of [7] .
By Theorem 2.1, the transition kernel of X is absolutely continuous with respect to m:
Since (E, H 1 (D)) is a strongly local Dirichlet form, by [6, Theorem 4.5.3] , X is a diffusion process on D. Furthermore, X is conservative by Takeda's test. See [6, Exercise 5.7.1] for the proof. It follows from (2.1) that for any
We note that each D R and D ε,R are open subsets of D. For an open subset U ⊂ D, we define τ U = inf{t > 0 | X t / ∈ U } with convention that inf ∅ = ∞. We are ready to state our main results. Theorem 2.3. Let R ∈ (0, ∞) and ε ∈ (0, 1).
(1) There are positive constants c R , γ R depending R such that
for any t ∈ (0, ∞) and (x, r) ∈ D R × (0, R) with B(x, r) ⊂ B(R).
(2) There is a constant a R > 0 depending on R such that for m-a.e. y ∈ D ε,R ,
for some c R,ε > 0 depending on c R , γ R , and ε. We denote by
U is absolutely continuous with respect to m:
Theorem 2.4. For any non-empty open subset
U ⊂ D, p U t (x, y) has a version which is continuous on (0, ∞) × U × U . If U is connected, in addition, the version is positive.
Preliminaries
Since D is a Lipschitz domain, there exist increasing bounded open subsets
Here, I n is the closure of I n in R d . K n is an open subset of D. For each n ∈ N, we define τ n = τ Un . We denote by X n = ({X n t } t≥0 , {P x } x∈Kn ) the part process of X on K n . The semigroup is denoted by {p n t } t>0 . We let
By [6, Lemma 2.3.4 (ii)], the Dirichlet form (E n , F n ) of X n is regular on L 2 (K n , m) and it holds that
Since each I n is a bounded Lipschitz domain, there exists a reflecting Brownian motion Y n = ({Y n t } t≥0 , {Q n x } x∈Jn ) on J n with the following properties ([1, Theorem 3.1]).
• The Dirichlet form (A n , B n ) of Y n is identified with
• The semigroup {q n t } t>0 of Y n satisfies the following: for any t > 0 and any f ∈ B b (J n ), q n t f is a bounded continuous function on J n .
• The transition kernel q n t (x, dy) of Y n is absolutely continuous with respect to m and the density q n t (x, y) is continuous on (0, ∞) × J n × J n . There exist constants a n , b n ∈ (0, ∞) such that (3.1) q n t (x, y) ≤ a n t −d/2 exp −|x − y| 2 /b n t for any t ∈ (0, ∞) and x, y ∈ J n . For each n ∈ N, K n is also an open subset of J n+1 . We denote Y n+1,n by the part process of Y n+1 on K n . It follows from [3, Theorem 1] that the semigroup of Y n+1,n is strong Feller: for any f ∈ B b (K n ) and t > 0, q
and it holds that
where
There is an indirect relation between Y n and X. Identifying the Dirichlet forms of Y n+1,n and X n , we see that the distributions coincide.
Lemma 3.1. It holds that
for any n ∈ N, t > 0, and f ∈ B b (K n ). In particular, X n is strong Feller: p are equivalent on C Kn . Then, it holds that p n t f = q n+1,n t f , m-a.e. for any t > 0 and f ∈ C b (K n ). It follows from (2.2) that for any ε > 0 and x ∈ K n ,
Since q n+1,n t f is continuous on K n , letting ε → 0 in (3.2), p n t f (x) = q n+1,n t f (x) for any x ∈ K n . A monotone class argument completes the proof. It follows from Lemma 3.1 and (3.1) that each p n t is a bounded operator from
In particular, each p n t becomes a compact operator on L 2 (K n , m). Therefore, the (non-positive) generator L n of {p n t } t>0 has no essential spectrum. 
Proof. We denote by {λ
It is easy to see that ϕ k = e −λ k p n 1 ϕ k and it follows that each ϕ k has a bounded continuous version by Lemma 3.1 and the ultracontractivity of {p n t } t>0 . Since K n is connected, X n is irreducible in the sense of [6, Section 1]. Since {p 
for any t > 0, x ∈ K n , and f ∈ B b (K n ). 
absolutely converges uniformly on [ε, ∞) × K n × K n for any ε > 0. Each ϕ k is bounded continuous on K n . Thus, p n t (x, y) becomes a bounded continuous function on [ε, ∞)×K n ×K n for any ε > 0. p n t (x, y) also defines an integral kernel of {p n t } t>0 :
for any t > 0 and f ∈ B b (K n ). By the positivity of p n t and (3.3), p n t (x, y) ≥ 0 for any t > 0 and (x, y) ∈ D × D. By Lemma 3.1, p n t f is a continuous function on K n and p n t (x, y) is bounded continuous on K n × K n , which implies that (3.3) holds for any x ∈ K n .
Following the same argument as in [11, Theorem A.4] , we prove the positivity of p n t (x, y). By Lemma 3.3, it holds that ϕ 1 (x) > 0 for any x ∈ K n . Therefore,
for any t > 0 and x ∈ K n . Let x, y ∈ K n and assume p s (z, y) > 0 for some s > 0. Then, for any t > s > 0,
Thus, p n t (x, y) > 0 by the continuity of p n t (x, y) and (3.4). This implies that there exists t * ∈ [0, ∞] such that p n t (x, y) = 0 for any t ∈ (0, t * ] and p n t (x, y) > 0 for any t ∈ (t * , ∞). We shall show t * < ∞. Since K n is arcwise connected, there exists γ : [0, 1] → K n such that γ is continuous, γ(0) = x and γ(1) = y. By the continuity of p 
which implies t * ≤ N < ∞. Let H be the upper half-plane of C. Then,
converges uniformly on compact subsets of H. Thus, p n z (x, y) is extended to a holomorphic function on H. If t * > 0, p n t (x, y) = 0 for any t ∈ (0, t * ]. It also holds that p n z (x, y) = 0 on H. This contradicts to the fact that t * < ∞. In what follows, p
Proof. By monotonicity, it suffices to show that lim n→∞ sup x∈K P x (τ n ≤ t) = 0 for any t > 0 and any compact subset K ⊂ D. We may assume K ⊂ K 1 . It holds that
for any x ∈ K and n ∈ N. By Lemma 3.1, p n t 1 Kn is continuous on K n . Hence, P (·) (τ n ≤ t) is continuous on K. It follows from [13, Lemma 6.8] that lim m→∞ P x (τ m ≤ t) = 0 for any x ∈ K. Since the convergence is monotone and non-increasing, we complete the proof by Dini's theorem.
Proof of Theorem 2.3
In what follows, we fix R ∈ (0, ∞). Recall that D R is an open subset of D: D R = D ∩ B(R). We take N ∈ N such that (x,r)∈DR×(0,R/2) B(x, r) ⊂ K N ⊂ J N +1 . Note that N depends only on D and R.
Lemma 4.1. There exists a constant δ R ∈ (0, 1) which depends on R such that
for any x ∈ D R , r ∈ (0, R/2), and t ∈ (0, δ R r 2 ].
Proof. Let δ R ∈ (0, 1) be a constant to be determined. By (3.1), it holds that for any (x, r) ∈ D R × (0, R/2) and any
Here Γ is the gamma function. We take δ R ∈ (0, 1) so that
which completes the proof.
For each (x, r) ∈ D R × (0, R/2), we define stopping times as follows:
Using Lemma 4.1 and applying [8, Theorem 7 .2] to the conservative diffusion process Y N +1 on J N +1 , we obtain the next corollary. B(x,r) ≤ t) ≤ c R exp(−γ R r 2 /t)
for any (x, r) ∈ D R × (0, R) with B(x, r) ⊂ B(R) and t ∈ (0, ∞).
We shall give a proof of Theorem 2.3. U,R F . By Lemma 3.1 and (3.1), P x (X t ∈ A, t < τ DR ) = P x (X 
Proof of Theorem 2.3 (i)
.
