We construct families of hyperelliptic curves over Q of arbitrary genus g with (at least) g integral elements in K 2 . We also verify the Beilinson conjectures about K 2 numerically for several curves with g = 2, 3, 4 and 5.
Introduction
Let k be a number field, with r 1 real embeddings and 2r 2 complex embeddings into C, so that [k : Q] = r 1 + 2r 2 . It is a well known classical theorem that, if O k is the ring of algebraic integers in k, then O * k is a finitely generated abelian group of rank r = r 1 + r 2 − 1. If u 1 , . . . , u r form a basis of O * k /torsion, and σ 1 , . . . , σ r+1 are the complex embeddings of k up to complex conjugation, then the regulator of O * k is defined by ) tor |, this can be interpreted as a statement about the K-theory of O k , and it is from this point of view that it can be generalized to ζ k (n) for n ≥ 2. Namely, in [12] , Quillen proved that K n (O k ) is a finitely generated abelian group for all n. Borel in [4] computed its rank, showing that this rank is zero for even n ≥ 2 and is equal to r ± for odd n = 2m − 1 > 1, where (−1) m = ±1 and r − = r 1 + r 2 , r + = r 2 . Moreover, for those odd n he showed (see [5] ) that a suitably defined regulator of K 2m−1 (O k ) is a non-zero rational multiple of ζ k (m)/π mr∓ √ ∆ k . Inspired by this, Bloch in [2] considered K 2 of elliptic curves E defined over Q with complex multiplication, and showed that there is a relation between a regulator associated to certain elements in K 2 (E) and the value of L(E, 2). Beilinson then proposed a very general conjecture about similar relations between certain regulators of K-groups of projective varieties over number fields and values of their L-functions at integers, see [13, §5] .
Those conjectures were tested numerically for K 2 of elliptic curves over Q by Bloch and Grayson in [3] , which led to a modification of Beilinson's original conjecture. Some more numerical work has been done in this direction, e.g., Young carried out similar calculations for elliptic curves over certain real quadratic number fields (as well as over Q) in his thesis [15] , and Kimura worked out the case of the genus two curve y 2 − y = x 5 in [9] .
The goal of this paper is to verify Beilinson's conjecture numerically for K 2 of a number of hyperelliptic curves of genus greater than 1 defined over Q. For such curves it is much more difficult to write down enough elements in K 2 than in the case of genus 1.
In Sections 2 and 3 we will review the statement of Beilinson's conjecture for the case of K 2 of curves defined over Q. In the following four sections we show how to construct curves with interesting elements in K 2 . In Section 8 we deal with a technical condition in Beilinson's conjecture, the integrality condition, and in Section 9 we discuss how to compute the regulator numerically. The final section is devoted to examples.
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Curves and their L-functions (review)
Let C be a non-singular, projective, geometrically irreducible curve over Q of genus g. Its L-function is the Dirichlet series, convergent for Re(s) > 3 2 , defined by the Euler product
where the Euler factor L p (C, s), for those primes p for which the equations defining C over Q can be reduced modulo p and still define a smooth curve of genus g over F p , is defined by the formula L p (C, s) = exp ∞ n=1 p n + 1 − #C(F p n ) p −ns n and is known to be the reciprocal of a polynomial in p −s of degree 2g with constant term 1. For the remaining (finitely many) primes p, L p (C, s) −1 is also a polynomial in p −s with constant term 1, but now of degree at most 2g. Finally, one can associate to the curve C/Q a positive integer N called its conductor which plays a role in the functional equation of its L-function, see below. We do not give precise definitions of the remaining Euler factors or of N since they are involved and we will be computing all of these quantities experimentally and not from their definitions. Note that, if this conjecture holds, then L (0) (C, 0) = · · · = L (g−1) (C, 0) = 0 and L (g) (C, 0) g! = lim s→0 L(C, s) s g = L * (C, 0) = wL * (C, 2) = wN (2π) 2g L(C, 2) = 0 , because Γ(s) has a pole of order one at s = 0 with residue 1.
Remark 2.2. In this paper we need the value of L(C, s) only at s = 2, where the defining Euler product is absolutely convergent. However, this convergence is very slow and in practice we will calculate the value of L(C, 2) numerically later on by assuming that Conjecture 2.1 holds and using the algorithms described in [7] and [8] . These algorithms also compute N , w, and the Euler factors L p (C, s) for "bad" primes, under the assumption that the functional equation of L * (C, s) holds for some choices of these quantities from a certain list, thus providing convincing numerical checks of the validity of the resulting functional equation for L * (C, s).
K-theory, regulators, and the Beilinson conjectures
In this section we will give definitions of the various K-groups occurring that are more elementary and explicit than the usual ones, but that are equivalent in our situation. We will indicate the relations to these standard definitions as we go along.
Let F be a field. Then K 2 (F ) can be defined 1 as F * ⊗ Z F * / a ⊗ (1 − a), a ∈ F, a = 0, 1 ,
where · · · denotes the subgroup generated by the elements indicated. The class of a ⊗ b is denoted {a, b}, so that K 2 (F ) is an abelian group (written additively), with generators {a, b} for a and b in F * , and relations It is a nice exercise to show that those relations imply that {a, b} = −{b, a} and {c, −c} = 0 for a, b and c in F * . Now consider a (non-singular, projective, geometrically irreducible) curve C defined over Q. Associated to C are K-groups K n (C) whose definition is a little complicated, but for this paper we need only a certain quotient group 2 K T 2 (C) of K 2 (C) ("T" for "tame"), which can be described in a simpler way. Set
where F = Q(C) is the function field of C and where the x-component of the map T is the tame symbol at x, defined by
Note that this definition makes sense since a ordx(b) b ord x (a) has order zero at x and hence is defined and non-zero at x. It is clear that T x is a map on F * ⊗ Z F * , and checking that it is trivial on the symbols {a, 1 − a} for a = 0, 1 is a good exercise (which 1 The actual definition of K 2 (of arbitrary rings) is more complicated (see [11, §5] ), and its equivalence for fields with the definition in terms of the "symbols" {a, b} is a famous theorem of Matsumoto, see Theorem 11.1 of loc. cit.
2 usually denoted H 0 (C, K 2 ) also explains why we want to have the power of −1 in the formula), so T x defines a map on K 2 (F ). We note that if α is an element of K 2 (Q(C)), then
a result known as the product formula, see [1, Theorem 8.2] . Beilinson, generalizing work by Bloch [2] , defined regulators of the K-groups of C (see [13] ). We will describe these in elementary terms for K T 2 (C). We start with a map from F * × F * to the group of almost everywhere defined 1-forms on the Riemann surface X = C(C) by putting
where arg a is the argument of a. Note that this is well defined (the argument arg is defined up to multiples of 2π, but these map to zero under d) and is a smooth (indeed, real-analytic) 1-form on the complement of the set of zeros and poles of a and b. It is clear that
For any smooth closed 1-form ω defined on the complement of a finite set S ⊂ X, and any smooth oriented loop γ in X \ S, we have a pairing (γ, ω) = 1 2π γ ω which depends only on the homology class of γ in X \ S. As γ moves across a point x in S, the value of (γ, ω) jumps by (C x , ω), where C x denotes a small circle around x. A simple calculation shows that (C x , η(a, b)) = log |T x ({a, b})|. It follows that if α = i a i ⊗ b i is an element of F * ⊗ Z F * such that T x (α) = 1 for all x in X, then ( · , η(α)) is a well defined map from H 1 (X; Z) to R.
Next, one has to check that this map vanishes if α = a ⊗ (1 − a) and hence gives us a pairing · , · : H 1 (X; Z) × K T 2 (C) → R given by γ, α = (γ, η(α)). This follows from the fact that η(a, 1 − a) = d D(a), where D(z) is the Bloch-Wigner dilogarithm function.
Finally, we observe that, if c denotes complex conjugation on X, then c * (η(α)) = −η(α) for any α in K T 2 (C), since c * (log |a|) = log |a| and c * (
We therefore have to compute γ, α only for γ in H 1 (X; Z)/H 1 (X; Z) + . In practice, we can just as well compute it for all γ in H 1 (X; Z) − , the anti-invariants in H 1 (X; Z) under the action of c, giving us finally the regulator pairing
It is easy to see that H 1 (X; Z) − has rank g. Beilinson originally conjectured 3 that the rank of K T 2 (C)/torsion is also equal to g, that the pairing in (3.4) was nondegenerate, and that there was a relation between L(C, 2) and the absolute value of the determinant of the matrix of this pairing with respect to bases of H 1 (X, Z) − and K T 2 (C)/torsion. Unfortunately, this conjecture was wrong, as K T 2 (C)/torsion can have rank bigger than g already for g = 1, as was discovered by Bloch and Grayson in [3] . They found that one should consider a certain subgroup of K T 2 (C)/torsion defined by an additional condition, which we now proceed to describe.
The extra condition comes from the fact that one should not consider the curve over Q, but instead a model of it over Z. This is analogous to the situation in Section 1, where one has to consider K 1 (O k ) ∼ = O * k instead of K 1 (k) ∼ = k * in order to get the correct regulator.
So let C be a regular proper model of C over Z, i.e., a regular, proper, irreducible two-dimensional scheme over Z such that the generic fiber C Q is isomorphic to C, see, e.g., [10, Chapter 10] . For each prime p, let C p be the fiber of C over F p . For each irreducible component D of the curve C p , let F p (D) denote its field of rational functions over F p . Then we define
where the map to F p (D) * is given as follows. The order of vanishing along D gives rise to a discrete valuation on F , v D . The component of the map in (3.5) corresponding to D is given by the tame symbol corresponding to D,
in complete analogy with (3.1). Finally, we set (3.7) K 2 (C; Z) = K T 2 (C)/torsion , a subgroup of K T 2 (C)/torsion. It is the same as what is sometimes denoted by K 2 (C) Z /torsion (cf. [14, § 3.3] ), and is therefore independent of the choice of the regular proper model C of C (see [13, page 13 ]), justifying the notation. Remark 3.8. We could have defined K T 2 (C) in a single step as
where D runs through all irreducible curves on C and F(D) stands for the residue field at D. Any such D is either "vertical", in which case it is a component of some C p and T D is the map in (3.6), or else "horizontal", in which case it corresponds to the Gal(Q/Q)-orbit of some x in C(Q) and T D being trivial is equivalent to T y being trivial for all y in that Gal(Q/Q)-orbit.
We can now restrict the pairing (3.4) to
and formulate our description of Beilinson's conjecture, as modified in accordance with [3] , as follows:
Conjecture 3.11. Let C be a non-singular, projective, geometrically irreducible curve of genus g defined over Q, and let X = C(C). Then:
(1) The group K 2 (C; Z) is a free abelian group of rank g and the pairing (3.10) is non-degenerate; (2) Let R denote the absolute value of the determinant of this pairing with respect to Z-bases of H 1 (X; Z) − and K 2 (C; Z), and let L * (C, 0) be defined as in Section 2. Then L * (C, 0) = QR for some non-zero rational number Q.
Remark 3.12. The definition of L * (C, 0) requires the analytic continuation of L(C, s), but since the analytic continuation and the expected functional equation of L(C, s) would imply that L * (C, 0) is rationally proportional to π −2g L(C, 2), Beilinson's conjecture could be formulated without any assumptions about the analytic continuation of L(C, s).
Remark 3.13. In practice, the conjecture is rather untractable, as it seems impossible to compute K 2 (C; Z) even after tensoring this group with Q. Indeed, we neither can guarantee finding enough elements to generate K 2 (C; Z), nor can we necessarily determine the rank of a subgroup generated by finitely many elements, as we do not know any practical method for determining if a given combination of elements in F * ⊗ Z F * can be written as a sum of Steinberg symbols a ⊗ (1 − a). But we can try to find g elements in K 2 (C; Z) and compute R as in the conjecture using those elements rather than a basis of K 2 (C; Z). If R is non-zero numerically we can check the relation with L * (C, 0) as in Conjecture 3.11. Also, if we have more than g elements α j in K 2 (C; Z), the conjecture implies that the maps · , α j : H 1 (X; Z) − → R should be linearly dependent over Z, and this too can be checked numerically. Both types of verification will be carried out in Section 10.
Remark 3.14. We have restricted ourselves to the statement of Beilinson's conjecture for a curve over Q, but the conjecture can be formulated equally well for any number field k. Suppose that C/k is a (non-singular, projective, geometrically irreducible) curve of genus g. Let O k be the ring of integers of k, and let C be a model of C/k over O k . Then one defines K T 2 (C) as in (3.9), with the sum over irreducible curves D in C. Again, for the "horizontal" curves D, the T D correspond to the T x for x in C(Q), up to conjugation under Gal(Q/k). Once again, K T 2 (C)/torsion is independent of the choice of the model C, and is denoted by K 2 (C; Z). One expects K 2 (C; Z) ∼ = Z g [k:Q] . The main difference is that the Riemann surface involved will no longer be connected. Instead, let X be the Riemann surface obtained from all points in C over C, using all embeddings of k into C. This is a disjoint union of [k : Q] connected Riemann surfaces, each of genus g. Complex conjugation acts on this either by swapping conjugate pairs of complex embeddings of k, or by acting on the Riemann surface corresponding to a real embedding of k. Then H 1 (X; Z) − ∼ = Z g [k:Q] , and there is a pairing H 1 (X; Z) − × K 2 (C; Z) → R given by γ, α = 1 2π γ η(α). Here η(α) is the 1-form on X which for α = {a, b} is given on the connected Riemann surface corresponding to σ : k → C by log |a σ |d arg b σ − log |b σ |d arg a σ . (The subscripts indicate that we consider the functions on the Riemann surface obtained by applying σ to the coefficients involved in a and b.) One again expects · , · to be non-degenerate, defines R to be the absolute value of the determinant of the matrix of · , · with respect to Z-bases of H 1 (X; Z) − and K 2 (C; Z), and conjectures that L * (C, 0) = QR for some non-zero rational number Q.
Constructing elements of K 2 from torsion divisors
The first problem in testing Beilinson's conjecture as formulated in 3.11 is that it is not at all clear how to construct elements of K T 2 (C) on a given curve C over Q, that is, how to produce rational functions f i , g i on C such that i {f i , g i } satisfies the tame symbol condition at every point of C.
To understand the condition, consider one symbol {f, g} in K 2 (Q(C)). If div(f ) and div(g) have disjoint support, then this symbol lies in K T 2 (C) if and only if f (P ) ord P (g) = 1 for every zero or pole P of g and g(Q) ord Q (f ) = 1 for every zero or pole Q of f . Essentially this says that f equals one (or a root of unity, if |ord P (g)| > 1) whenever g has a zero or a pole and vice versa.
To try to satisfy these conditions, it is natural to look at functions which have only very few zeros and poles. The simplest case is given by functions f and g which have only one (multiple) zero and one (multiple) pole. If one of these points is common for f and g, then it turns out that simply renormalizing the functions is sufficient to satisfy the tame symbol conditions. For this we use the product formula (3.2). All of our examples are then based on the following construction.
Construction 4.1. Let C/Q be a curve. Assume P 1 , P 2 , P 3 ∈ C(Q) are distinct points whose pairwise differences are torsion divisors. Thus there are rational func-
where m i is the order of (P i+1 ) − (P i−1 ) in the divisor group Pic 0 (C). We then define three elements of K 2 (Q(C)) by
The functions f i are unique up to constants, so the symbols S i are uniquely defined by the points P i . It turns out that they satisfy the tame symbol condition everywhere:
The components of S i are normalized to make the tame symbol trivial at P i−1 and P i+1 . By the product formula (3.2) it is also trivial at P i , this being the only other point in the support of the divisors of f i−1 and f i+1 .
Next we show that the three elements S i generate a subgroup of rank at most 1 of K T 2 (C)/torsion. Proposition 4.3. We keep the notation of Construction 4.1.
(1) There is a unique element {P 1 , P 2 , P 3 } of K T 2 (C)/torsion such that in this group
(2) The element {P 1 , P 2 , P 3 } is unchanged under the even permutations and changes sign under the odd permutations of the points.
Proof.
(1) Uniqueness is obvious, so we only need to show existence. Replacing the functions f i by f i /f i (P i ) if necessary, we can assume that f i (P i ) = 1, so that
the three least common multiples are equal since every integer which kills both (P i )−(P i+1 ) and (P i+1 )−(P i+2 ) in Pic 0 (C) also kills (P i )−(P i+2 ), which is their sum. It follows that the quotients
are pairwise relatively prime. Then
, so the function f r1 1 f r2 2 f r3 3 has trivial divisor, and is therefore a constant:
Since the left-hand side is in K T 2 (C), so is {f 3 , (−1) r3 c}. This implies that c 2m3 = 1, so {f 3 , (−1) r3 c} is torsion. Therefore, modulo torsion, for i, j = 1, 2, 3,
Now choose integers α 1 , α 2 , α 3 such that α i r i = 1 and set
Then
and, similarly, r 2 T = S 2 and r 3 T = S 3 , all modulo torsion. In particular, the subgroup S 1 , S 2 , S 3 of K T 2 (C)/torsion is generated by T alone. (2) The first statement follows from the construction in part (1) . For the second, let f i be as above, chosen so that f i (P i ) = 1.
TakeP 1 = P 2 ,P 2 = P 1 ,P 3 = P 3 and the functionsf
The corresponding symbols arẽ
and, similarly,
Proposition 4.6. Let C/Q be a curve and P 1 , P 2 , P 3 , P 4 be four distinct points in C(Q) such that all (P i )−(P j ) are torsion divisors. Then the four elements
are linearly dependent. More precisely, if m ij is the order of (P i )−(P j ), then
.
Choose such positive M common for all triples {i, j, k} and let
Also define elements of K T 2 (C) by
The asserted relation (4.7), but with C i replaced by (4.10)
then follows from the statement that, in K T 2 (C)/torsion,
To prove (4.11), let f = F 14 /F 14 (P 2 ), g = F 24 /F 24 (P 3 ) and h = F 34 /F 34 (P 1 ). Renormalizing if necessary, we may also assume that
Now we apply (4.9) for {i, j, k} = {1, 2, 4}, {1, 3, 4}, {2, 3, 4} and {1, 2, 3}. This gives, respectively, that
Finally, using all of these we expand the symbols S i,j,k in terms of the 8 generators, We find
Therefore the left-hand side of (4.11) reduces to one symbol {α, β}. This symbol can be also rewritten in terms of the original functions. One shows that
for all combinations of four distinct indices i, j, k and l with |i − k| = |j − l| = 2.
In any case this element comes from K 2 of a number field, which is torsion. Hence the asserted relation holds. It remains to show that the numbers C i and C ′ i defined by (4.8) and (4.
where ν ij denotes v p (m ij ). If we use the six numbers ν ij to label the edges of a tetrahedron T in the obvious way, then the relation Corollary 4.13. Let C be a curve defined over Q and P 1 , . . . , P n ∈ C(Q) points such that all (P i ) − (P j ) are torsion. Then the subspace of K T 2 (C) ⊗ Q generated by all elements {P i , P j , P k } is already generated by those of the form
The corollary implies that the space spanned by the n(n − 1)(n − 2) symbols {P i , P j , P k }, which already by part (2) of Proposition 4.3 had dimension at most n 3 , in fact has dimension at most n−1 2 . Remark 4.14. If C/Q is a curve, it is sometimes convenient to consider points P i in C(Q). Then we have to work in K T 2 (C Q ), which is defined as the kernel of the tame symbol (given by (3.1)),
The product formula (3.2) still holds for elements in K 2 (Q(C)). All the results in this section remain true in this context. Moreover, the inclusion of Q(C) into Q(C) induces a map from K 2 (Q(C)) to K 2 (Q(C)). Because the tame symbol on both groups is given by the same formula, we can check if an element in K 2 (Q(C)) lies in K T 2 (C) using the tame symbol of its image in K 2 (Q(C)).
The final result of this section, a strengthening of Corollary 4.13, says that we cannot construct any more elements of K T 2 (C Q )⊗Q using only functions whose zeros and poles differ by torsion divisors than those already given by Construction 4.1.
be the set of all zeros and poles of the f i and g i . By assumption, there exists an integer N > 0 and functions
Since the tame symbol of {f P , c P } at x is c −N P for x = P and trivial for all other x ∈ C(Q) \ {P 0 }, the fact that some multiple of ξ (and hence also of ξ − ξ ′ ) has trivial tame symbol everywhere implies that each c P is a root of unity. Hence ξ ∈ V .
Torsion divisors on hyperelliptic curves
Now suppose that C is a hyperelliptic curve of genus g ≥ 1 defined over Q. The hyperelliptic involution on C determines a double cover φ : C → P 1 ramified at 2g + 2 points, the fixed points of the involution. Assume that one of these points ∞ C is defined over Q. After a change of coordinates on P 1 we can assume that φ(∞ C ) = ∞ P 1 . Then C gets a model
where the polynomial on the right has coefficients in Q and has no multiple roots. This equation can be seen either as defining a double cover of P 1 or as a curve (singular for g > 1) in P 2 whose normalization is C. The point ∞ = ∞ C is then the unique point at infinity of this normalization. The cover φ is given by the function x on C and its ramification points are ∞ and T i = (α i , 0), where α 1 , . . . , α 2g+1 are the roots of the right-hand side of (5.1) in Q.
We will look for points P such that the divisor (P ) − (∞) is m-torsion for some m. Such points will be called (m-)torsion points. Of course, if P, Q are torsion points, then (P ) − (Q) is also a torsion divisor. If we succeed in constructing many torsion points P i , then we get many elements {∞, P i , P j } ∈ K T 2 (C)/torsion by using Proposition 4.3. Here are some examples of curves with torsion points: Example 5.2: 2-torsion. With notation as before, any difference (P ) − (Q) for P, Q ∈ {∞, T 1 , . . . , T 2g+1 } is 2-torsion:
So the T i are 2-torsion points, though not necessarily defined over Q.
Conversely, suppose given an arbitrary curve C over Q and two distinct points
It follows that C is hyperelliptic and admits a model (5.1) with Q = ∞, P ∈ {T i }. 
If necessary, we can scale x and y to make c = −1.
The substitution y → y + b i x i transforms this equation to
The point O = (0, 0) (corresponding to (0, b 0 ) on the curve (5.4)) lies on this curve and the function y has divisor (2g
In fact, any curve C as in (5.1) with a non-trivial rational (2g + 1)-torsion point O is isomorphic to a curve of the form (5.4) and hence (5.5). Indeed, given such a curve C, consider the local system
By Riemann-Roch, the dimension of this as Q-vector space is 1 − g + 2g + 1 = g + 2.
It is easy to see that {1, x, . . . , x g , y} is a basis. So for
which vanishes to order exactly 2g + 1 at O. (Note that necessarily it cannot be expressed in terms of x alone because the order of such a function is at most 2g.) Then the curve defined by h(x, y) = 0 can have only the point (x O , y O ) in common with C, and after substituting y =b g x g + . . . +b 1 x +b 0 in (5.1), we see that the equation of the curve is of the form
After a translation we can assume x O = 0 and the equation of the curve becomes of the form (5.4) with O = (0, b 0 ).
Example 5.6: (2g+2)-torsion. Similar to the previous example, a curve
with b g , c = 0 is of the form (5.1) and it has a model
In this model div(y) = (2g + 2)(O) − (2g + 2)(∞), so the curve has a (2g + 2)-torsion point O = (0, 0). Again x and y can be scaled to make −c 2 = −1.
As in Example 5.3, one can use the linear system
to show that any curve (5.1) with a rational (2g + 2)-torsion point is of this form.
Elements of K 2 for hyperelliptic curves
In this section we study elements of K T 2 (C) constructed from torsion points on a non-singular hyperelliptic curve C/Q of genus g. We show that using only 2torsion points is not sufficient to construct non-torsion elements. So we will use curves which also have rational torsion points of order 2g + 1 or 2g + 2.
As discussed in Examples 5.3 and 5.6, such a curve C/Q can always be given by an equation of the form
in one of the following two cases:
Since we want C to be non-singular, we assume that t(x) has no multiple roots, and, in particular, that b 0 = 0.
On the curve (6.1) we have a rational point O = (0, 0) and the divisor d(O)−d(∞) is principal, namely equal to div(y). There is also a "reflected" d-torsion point
Moreover, every rational root α of t(x) gives a rational 2-torsion point T α = (α, −f (α)/2). All the pairwise differences of the points O, O ′ , ∞ and the T α are torsion divisors. So the results of Section 4 apply and we get elements of
If we replace K T 2 (C) with K T 2 (C Q ) then, by Remark 4.14, we can also use points T α for any root α ∈ Q of the 2-torsion polynomial t(x), not necessarily rational.
Then V is already generated by the elements of the form {∞, O, T α }. More precisely, in addition to the tetrahedron relation in Proposition 4.6, if we let ε = gcd(2, d) (so ε = 1 or 2 and d = 2g + ε), then we have the relations
Proof. It follows from the tetrahedron relation in Proposition 4.6 that all elements
So it suffices to look at symbols where one of the points is ∞.
First, the elements {∞, T α , T β } are trivial, since
This relation together with the tetrahedron relation shows that also all symbols of the form {T α , T β , T γ } are trivial in K T 2 (C Q )/torsion. This proves that, in our construction, 2-torsion points are not sufficient to construct non-torsion elements of K T 2 (C) or K T 2 (C Q ) on any hyperelliptic curve of the form y 2 = −x 2g+1 + · · · . In order to unravel the definitions in Construction 4.1 and Proposition 4.3, we determine the order
In fact, we have 
The second relation in the proposition now follows from
In order to prove the third relation, we notice that
so that taking the sum over all roots α ∈ Q of t(x) gives (6.6)
That this last element is zero in K T 2 (C) can be seen by applying the identity Finally, if f (0) 2 = 1, then all the tame symbols T P of M = {−f (0)y, −x} are trivial for P different from O = (0, 0), O ′ = (0, −f (0)) and ∞, and for those three points we find that
The first equation uses that y(y + f (x)) = −x d , so that the function −y/x d equals 1/(y + f (x)) and therefore assumes the value 1/f (0) at (0, 0). The third equation follows from the first two and the product formula. Then (6.7) shows that
which finishes the proof. Remark 6.9. When g = 1, the statements of Proposition 6.3 still hold, but when d = 2g + 2 = 4, the identity ε{∞, O,
where T α , T α ′ and T β are the points of order 2, and 2
O, T β } as the left-hand side, whereas the right-hand side vanishes as before. Now we return from K T 2 (C Q )/torsion to K T 2 (C)/torsion, the group that we are interested in. Here we have elements {∞, O, T α }, where α is a rational root of t(x) but, in fact, we have more. As made explicit in (6.4) 
(If g = 1 and d = 4 this statement has to be slightly modified according to Remark 6.9.) If m(x) is a rational factor of the 2-torsion polynomial t(x), then the element m
, can be shown to come from K T 2 (C). But if we multiply it by 2 and use (6.5), then, by a calculation similar to (6.6), we get explicitly that
This computation shows that we get an element of K T 2 (C) for every rational irreducible factor m(x) of the 2-torsion polynomial t(x), not necessarily linear. Thus we can hope to get up to k linearly independent elements of K T 2 (C)/torsion where k is the number of irreducible rational factors of the 2-torsion polynomial of the curve in (6.1). Let us now summarize the construction: Construction 6.11. Let C/Q be given by (6.1), (6.2). Let m 1 , . . . , m k be the irreducible factors in Q[x] (up to multiplication by Q * ) of the 2-torsion polynomial t(x) = c x d + f (x) 2 /4. To each of them we associate an element of K T 2 (C)/torsion,
Extending by linearity gives a map This follows from (6.10) and the two identities in Proposition 6.3 involving ε{∞, O, O ′ } and (6.4) (or the corresponding statements in Remark 6.9 if g = 1 and d = 4). Remark 6.15. In case d = 2g + 2 there is a universal relation between the M j in our construction. First note that the 2-torsion polynomial factors as
So after numbering and normalizing the m i in such a way that
In other words, the map (6.13) has a kernel of rank at least one. The numerical results of Section 10 suggest that this is the only universal relation among the M j , and that, in particular, no such phenomenon occurs for the case d = 2g + 1.
Remark 6.16. The map K 2 (Q(C)) → K 2 (Q(C)) has torsion kernel, which allows us to identify K 2 (Q(C)) ⊗ Q with the subspace of K 2 (Q(C)) ⊗ Q where Gal(Q/Q) acts trivially. If we use this identification, and we let W ⊆ K 2 (Q(C)) ⊗ Q be as in 
where n i (x) is the minimal polynomial of α i over Q and δ i · deg(n i (x)) = [k : Q].
Because n i (x) is an irreducible rational factor of t(x) this equals δ i M j for some j.
Constructing good polynomials
Our goal is to use Construction 6.11 to produce explicit families of hyperelliptic curves C with as many elements of K T 2 (C) as possible. This comes down to constructing polynomials of the right form, which we will refer to as good polynomials. This is addressed in this section. which have many rational factors and no multiple roots. Here d ≥ 5, and we want that t(x) has degree d − 1 for d even, and degree d for d odd.
Remark 7.2. To get potentially interesting examples for the Beilinson conjecture, we need at least g = genus(C) linearly independent elements of K T 2 (C)/torsion. Thus we want t(x) to have at least g rational factors if d = 2g + 1 is odd and at least g + 1 of them if d = 2g + 2 is even (cf. Construction 6.11 and the universal relation in Remark 6.15). Such a t(x) is what we will call a good polynomial.
We have seen in Examples 5.3 and 5.6 that, for our purposes, we might just as well consider, for c = 0,
when d = 2g + 2. It will be more convenient to use those non-normalized versions because we can sometimes let c play a role in the construction of such t(x).
For the remainder of this section we keep the notations c, d, t(x) and f (x) as above. For d = 5 and d = 6 we will explain how to describe all such t(x) that factor completely over the rationals. For larger degrees we will give sporadic examples that factor completely or nearly completely, and also infinite families of good polynomials (with d = 2g + 2) for all genera g.
One way to produce good polynomials is to start with a general polynomial t(x) and force it to have given rational roots. We illustrate this with one example:
and force the quintic to have two rational roots, so that we get (at least) 3 rational factors.
If α is a root of t(x), then −α 5 is a square, so α = −k 2 for some k ∈ Q. We want t(x) to have two distinct rational roots −m 2 and −n 2 , so
Taking roots yields
(We can take the positive signs by replacing m by −m or n by −n if necessary.) Solve this linear system for b 0 and b 1 and set b 2 = (k + m 2 + mn + n 2 )/(m + n). Finally, multiply by (m + n) 2 to obtain (m + n) 2 t(x) = (m+n) 2 x 5 + (k+m 2 +mn+n 2 )x 2 + (km 2 +m 2 n 2 +kn 2 )x + km 2 n 2 2 .
This is a family on 3 parameters m, n, k ∈ Q although it gives only a 2-dimensional family of curves y 2 = t(x): this equation is homogeneous of multi-degree (1, 1, 2, 2, 5) in (m, n, k, x, y), so letting m → λm, n → λn, k → λ 2 k ,
gives a polynomial which corresponds to an isomorphic curve. Thus one can, for instance, assume that m, n, k are integers or instead that, say, m = 1. Note that kmn = 0 (for otherwise the quintic has a double root α = 0) and that m = ±n.
Remark 7.4. We could also have forced t(x) to have a third rational root α = −l 2 . This condition gives a third linear equation for b 0 , b 1 and b 2 . Then the system can be solved uniquely, producing a 3-parameter family of polynomials with 4 rational factors which we do not write down here. We have been unable to find additional examples in this family for which we could verify Beilinson's conjecture, either because the coefficients were too large or because we did not obtain enough elements in K 2 (C; Z) of the corresponding curve C. Besides, there is a somewhat neater construction, which gives more rational roots:
Example 7.5: d = 5. In degree 5 it is in fact possible to describe the polynomials of the desired form which factor completely over the rationals as follows. Recall from Example 7.3 that every rational root of t(x) is of the form −r 2 for some rational r, so if t(x) factors completely then we must have
Assume that the |r i | are pairwise distinct and non-zero (otherwise t(x) has a double root). Then the two formulas for t(x) give two factorizations of −t(−x 2 ), so
Call the two quintics on the left q(x) and −q(−x) respectively. Clearly in every pair ±r i one of the numbers is a root of q(x) and the other a root of q(−x). By changing the signs of some of the r i if necessary, we can assume that all of them are roots of q(x). As the quintic q(x) has no x 3 and x terms, Newton's formulae imply that the numbers s i = r −1 i satisfy the two equations Conversely, any five-tuple {s i } of non-zero rationals satisfying (7.6) and such that s i = ±s j for i = j gives rise to t(x) = (x + s −2 i ) of the desired form. Note that the tuple {−s i } gives the same polynomial. Now in order to find rational solutions to (7.6), note that these equations define a cubic surface in P 4 . So given two rational solutions to (7.6), the line joining them intersects the surface in a third point which is also rational. Thus, starting with some obvious solutions such as (a, −a, b, −b, 0) and its permutations or some other experimentally found small solutions like one can construct as many other solutions as one wants by using this "chord construction" and by scaling and permuting the coordinates. with f (x) = 2cx m +b g x g +· · ·+b 0 and cb g = 0, then we could take the first factor to be of the form 2c(x − a i ) . . . (x − a m ), which gives us at least m + 1 rational factors of t(x). In order to get more rational factors, it is easier to putf (x) = x m f (1/x), so that, with g(x) =f (x)/2 + c and k = 2c, (7.10) and the problem simply becomes to find polynomials g(x) and non-zero constants k such that g(x) and g(x) − k have no multiple roots and a lot of rational factors. Strictly speaking we should also ensure that (7.10) has no constant term and a non-zero linear term, so that (7.9) is of degree 2m − 1, a condition which has to be satisfied to get the correct shape of t(x). But this can be always achieved by a translation if there is a rational root.
Scaling g(x) and k does not change our problem, so we can assume g(x) has leading coefficient 1. If we choose g(x) = (x − b 1 ) . . . (x − b m ) we get a family of good polynomials with at least m + 1 rational factors, having b 1 , . . . , b m and k as parameters. Now the question is how to improve this by forcing a polynomial of the form
to have more rational factors. If we choose k = (−b i ), then g(x) − k has a factor x, so we get a family with at least m+2 rational factors, namely x, x−b 1 , . . . , x−b m and the remaining factor of degree m − 1.
For d = 6 (m = 3) this remaining factor is quadratic. So with a suitable rational parametrization one can construct a "universal" family of polynomials which factor completely over the rationals. One example of such a family is given by
For larger degrees, examples can be found as follows. Without loss of generality we may assume that b 1 , . . . , b m are integers. Choose bounds B, C and search through all integers −B ≤ b 1 < · · · < b m ≤ B. Let g(x) = (x − b 1 ) . . . (x − b m ) and compute g(−C), . . . , g(C − 1), g(C). If a number k = 0 occurs more than once in this list of values, then g(x) − k has several integral roots in the range from −C to C, each of which yields one linear factor. This gives a simple method to look for polynomials (7.10) with even more rational roots.
Here are a few examples with m = 4 and m = 5 where both g(x) and g(x) − k factor completely, sorted according to k. The columns in the two tables below contain k, the roots of g(x) and the roots of g(x) − k respectively. One should note here that such a search produces many more examples than just the ones above. The tables actually start and, after rearranging the factors, we find that
The curve y 2 = t(x) is therefore a cover of an elliptic curve y 2 = x 4 − 65x 3 + · · · . In the same way, the first two lines for m = 5 simply come from genus 2 curves, which we have already seen in the cubic surface construction: they are given by the first two 5-tuples in (7.7). Finally, for m = 6 (g = 5, d = 12) one can easily find several non-trivial examples where g(x)(g(x)−k) factors completely except for one quadratic factor. It is harder to find non-trivial examples which factor completely, but they do exist. In the notation of (7.10) the smallest one is
Integrality of the elements
Construction 6.11 shows how to construct hyperelliptic curves C/Q with elements in K T 2 (C)/torsion. However, we are not yet in a position to compute regulators and test Beilinson's conjecture 3.11, because we still need our elements to be integral , that is, to lie in K 2 (C; Z) ⊆ K T 2 (C)/torsion. (See (3.7) .) Let C/Z be a regular proper model of C/Q. Recall that an element α of K 2 (Q(C)) lies in K T 2 (C) if the tame symbol T P (α) is trivial for all P ∈ C(Q). Recall also that α lies in K T 2 (C) if, in addition, the tame symbol is trivial for each irreducible curve D in C, see (3.5) or (3.9) . This means that in addition to being trivial for "horizontal" curves (which come from points P ∈ C(Q)), the tame symbol of α must be trivial for all irreducible components of the fibers of C → Spec Z. This gives additional conditions on α for all primes p of Z. (One can show though that, to a given α, one can always add an element in K 2 (Q) such that the sum satisfies this condition for all primes p for which the fiber C p is smooth over F p .) So, in general, given a curve C/Q and α ∈ K T 2 (C) the way to verify that α gives rise to an element of K 2 (C; Z) is to find a regular model C/Z and then check that the tame symbol for the vertical components of C is trivial. In practice, finding such a model means starting with any equation of C with integer coefficients, which defines an arithmetic surface, and performing blow-ups until we obtain a regular surface. This, however, is a complicated process, so we will try to deduce integrality from the behaviour of α on the original (possibly singular) arithmetic surface.
This can be done in fair generality for the families of examples that we are interested in. We repeat our notation for the sake of convenience in reference, so we consider a curve of genus g as in Construction 6.11, defined by
in one of the two cases
where t(x) = −x d + f (x) 2 /4 has no multiple roots, so that in particular b 0 = 0. Assume further that f (x) has integer coefficients, so (8.1) defines an arithmetic surface over Z. Proof. Denote
M is an element of K T 2 (C) (see (6.10)), and M its class in K T 2 (C)/torsion. We shall show that, for a specific regular proper model C of C, M ∈ K T 2 (C) if m(0) = ±1, so that M ∈ K 2 (C; Z). But, for the same model, we shall show that if m(0) = ±1, then T D ( M ) is not torsion for some irreducible D of a fiber C p . Therefore no nonzero multiple of M can lie in K 2 (C; Z) ⊆ K T 2 (C)/torsion, because, up to torsion, K T 2 (C) is a subgroup of K T 2 (C) that does not depend on the choice of C.
Let p be a prime and F be the fiber above p of the arithmetic surface defined by (8.1). We start by showing that the function y 2 /x d is non-constant along every irreducible component D of F . From the shape of the equation it follows that either such a D equals F or it is given by an equation of the form y = h(x). In either case, it is a curve which dominates the x-axis. If y 2 /x d is constant along D, then y 2 = kx d on D for some constant k. Clearly k = 0. Then f (x)y = −(k + 1)x d and squaring this equation yields
Since D dominates the x-axis, this is only possible if this is an identity of polynomials, which implies that b g x g + · · · + x 0 = 0 mod p, contradicting the assumption on the b j . Now let C/Z be the regular model of C/Q obtained from the arithmetic surface defined by (8.1) by repeatedly blowing up the singularities. If D ⊂ C is an irreducible curve which maps onto D, then the function f 1 = y 2
x d is non-constant along D as well.
We are now ready to prove the theorem. First assume that m(0) = ±1 and take a prime p | m(0). Let D and D be as above.
Then v D (f 1 ) = 0 and v D (f 2 ) < 0. So the tame symbol T D ( M ) is (up to a sign) a non-zero power of f 1 and is therefore non-constant and hence non-torsion.
For the other implication assume that m(0) = ±1. Then for every prime p and D as above, v D (f 1 ) = 0 and v D (f 2 ) = 0 and, as a consequence, T D ( M ) = 1.
However, the argument above does not prove that v D (f 1 ) = v D (f 2 ) = 0 for every component D of the fiber of C → Spec Z above p. There are in general curves D on C which map to singular points P of the model (8.1), rather than onto irreducible components D. In this case if, say, f 1 happens to have a zero or a pole passing just through this point P , then it can happen that v D (f 1 ) = 0.
We claim that for every singular point P on the surface defined by (8.1) which lies on the fiber above p, either f 1 or f 2 is regular and equal to 1 at P . Then T D ( M ) = 1 for every irreducible curve D of C mapping to P by (3.6).
First, consider the point at infinity in the fiber above p. The arithmetic surface defined by (8.1) has a chart at infinity which can be obtained by letting x = 1/x and y =ỹ/x g+1 . So for d = 2g + 1, the equation at infinity is
g+1 )ỹ +x = 0 and the point at infinity (x =ỹ = 0 mod p) is non-singular. If d = 2g + 2, then the equation
and the function f 1 =ỹ 2 is regular and equal to 1 at (x = 0,ỹ = −1 mod p), the point at infinity. For finite x, if P 0 = (x 0 , y 0 ) mod p is a singularity of (8.1), then f (x 0 ) = −2y 0 . Then either x 0 = 0, in which case f 1 is regular and equal to 1 at P from the equation of the curve, or x 0 = 0, in which case f 2 is regular and equal to 1 at P because p does not divide m(0). This completes the proof of (1) and (2) . Now assume that b 0 = ±1. That M is in K T 2 (C) is part of Proposition 6.3, so, as above, we only have to consider T D (M) for D irreducible in a fiber of C p . We see that the functions x and y have no poles or zeroes along any curve D mapping onto an irreducible component D of a fiber F of the arithmetic surface defined by (8.1), so, again, there can only be a problem at a singular point of that arithmetic surface. For a finite singularity (x 0 , y 0 ) (modulo p), y 0 = 0 because y 0 = 0 would lead to x 0 = 0 and ±1 = b 0 = f (x 0 ) = −2y 0 = 0. If x 0 = 0 then y 0 = x 0 so that y 0 = −f (x 0 ) = 2y 0 , which would imply that y 0 = 0. Therefore x 0 = 0 as well, and both −x and −f (0)y = ∓y have no poles or zeroes passing through (x 0 , y 0 ). For d = 2g +1 there are no singularities at infinity, so M defines a class in K 2 (C; Z), but for d = 2g + 2 we, instead, consider the class of 2M = {y 2 , x} = {y 2 /x 2g+2 , x} = {ỹ 2 , 1/x}, and at the point at infinity, (x,ỹ) = (0, −1) modulo p,ỹ 2 is regular and equal to 1. For the other implication, however, the assumption on the b j cannot be dropped. In fact, if M ∈ K 2 (C; Z), make the substitution x → p −2 x, y → p −d y. It transforms C to an isomorphic curve y 2 +f (x)y + x d = 0 (8.5) and has the effect of multiplying m(0) and the b j by positive powers of p. Of course, m(x) may be divisible by p, which could allow all powers of p to be cancelled, but by repeating this process if necessary, we can get an integral symbol on a curve as in (8.5) for which m(0) = ±1.
Computing the Beilinson regulator
Let C be a hyperelliptic curve of genus g over C, so the map φ : C → P 1 C has n = 2g + 2 points of ramification, P 1 , . . . , P n , and let X = C(C) be the associated Riemann surface. It is not difficult to check that a basis of H 1 (X; Z) consists of liftings to X of simple loops in P 1 C around exactly P i and P i+1 , for i = 1, . . . , 2g. If a model of C is defined by an equation y 2 = f (x) with f (x) in C[x] of degree 2g + 1 without multiple roots, the point in C above the point at infinity in this model will be among the ramification points, and the other ones will be the roots of f (x) in C ⊂ P 1 C . We therefore work with simple loops around exactly two roots of f (x) in C ⊂ P 1 C , avoiding the roots of f (x), and lift them to loops on X. In our case f (x) belongs to Q[x] and hence to R[x], and we want to keep track of the action of complex conjugation on X. We will discuss the case when the leading coefficient of f (x) is positive, which we can always achieve by replacing x with −x if necessary. The real points in X, C(R), are ∞ C together with the points above those x in R ⊂ C where f (x) ≥ 0. In Figure 9 .1, the latter is indicated by the thick part of R in C, the thick dots being the roots of f (x).
If f (x) has only real roots P 1 < P 2 < · · · < P 2g+1 , then let γ i be a lift of a loop around P 2i and P 2i+1 (i = 1, . . . , g) (this is illustrated on the left in Figure 9 .1), and let δ i be a lift of a loop around P 2i−1 and P 2i (i = 1, . . . , g). As all of the γ i have a fixed point under the action of complex conjugation, which lies above the intersection with the thick part of the real line, it is easy to check that the γ i lie in H 1 (X; Z) − because complex conjugation reverses the orientation. Also, by shrinking the δ i as much as possible, so they lift to a subset of C(R), it is easy to see that the δ i lie in H 1 (X; Z) + . So in this case H 1 (X; Z) decomposes as a direct sum H 1 (X; Z) − ⊕ H 1 (X; Z) + , the γ i form a basis of H 1 (X; Z) − , while the δ i form a basis of H 1 (X; Z) + . If f (x) does not have only real roots, let P 1 , . . . , P 2m+1 be the real roots of f (x), and let Q 1 , Q 1 , . . . , Q g−m , Q g−m be its nonreal roots, as pairs of complex conjugated numbers with Im(Q j ) > 0. Then it is easy to check that the lifts γ 1 , . . . , γ m of simple loops around P 2 and P 3 , P 4 and P 5 , . . . , P 2m and P 2m+1 , and the lifts γ m+1 , . . . , γ g of simple loops around Q 1 and Q 1 , Q 2 and Q 2 , etc., intersecting the thick part of the real axis as illustrated on the right in Figure 9 .1, are in H 1 (X; Z) − . Also, if δ 1 , . . . , δ g are lifts to X of simple loops around P 1 and P 2 , . . . , P 2m−1 and P 2m , as well as around P 2m+1 and Q 1 , Q 1 and Q 2 , Q 2 and Q 3 , etc., then the δ j complement the γ j to a basis of H 1 (X; Z). Note that in Figure 9 .2, δ ′ • σ = δ ′ as in the case when f (x) has only real roots, but we do not get a splitting of H 1 (X; Z) into + and −-parts. Namely, if δ is the lift of a loop around P 2m+1 and Q 1 , and γ is the lift of a loop around Q 1 and Q 1 passing through the thick part of the real line to the right of P 2m+1 , then δ − δ • σ = γ, with γ in H 1 (X; Z) − , provided δ and γ are chosen in such a way that they are in the same branch of C(R) above the thick part of the real line through which both loops in P 1 C pass. (An illustration of this is given on the right in the left part of Figure 9 in H 1 (X; Z) ± , then this would lead to 2δ − = δ − δ • σ = γ, which is not possible as γ is part of a basis of H 1 (X; Z). In summary we find in this case that {γ 1 , . . . , γ g } is a basis of H 1 (X; Z) − , and that {δ 1 , . . . , δ g } is a basis of H 1 (X; Z)/H 1 (X; Z) − .
For practical purposes, we choose all our loops in C as concatenations of line segments, which makes computing and parametrizing their lifts to X using the analytic continuation of square roots particularly easy. Apart from the two types already described (lifts of a simple loop around two consecutive real roots of f (x), or of a simple loop around two conjugate non-real roots of f (x) intersecting the thick part of the real line, both illustrated in Figure 9 .1), we also use a third type in order to avoid getting close to roots of f (x) unnecessarily, thus speeding up the calculations in numerical integration. If, for example, Q 1 = x 1 + iy 1 and Q 2 = x 2 + iy 2 are two non-real roots of f (x) which are close together, and 0 < y 1 ≤ y 2 , then, keeping a lift of a loop around the pair Q 1 , Q 1 meeting the thick part of the real line, we can replace a lift of a loop around the pair Q 2 , Q 2 with a loop around both pairs Q 1 , Q 1 , Q 2 , Q 2 , still meeting the thick part of the real line, as indicated on the right in Figure 9 .2. This is just the sum of (compatible) lifts of a loop around Q 1 , Q 1 and a loop around Q 2 , Q 2 , both meeting the thick part of the real line in a common point. A similar method is used if more than two non-real roots of f (x) are close together.
Finally, we choose our loops also such that they do not pass through the image of the other torsion point under the map φ : X → P 1 C . This way, we can immediately compute γ, {f, g} = 1 2π γ η(f, g), with η(f, g) as in (3.3), and integrate numerically over the lifts of the paths using the analytic continuation of y = f (x) along the paths. The method works quite well in practice and we can easily obtain 12 or 15 decimals of precision for the regulator.
Examples
In this section we test Beilinson's conjecture 3.11 as explained in Remark 3.13. We do this for hyperelliptic curves over Q, of genus 2, 3, 4 and 5. Using the results of Section 7, we construct curves of the form (8.1) and (8.2) whose 2-torsion polynomials have many rational factors. As Construction 6.11 shows, every such rational factor gives an element of K T 2 (C)/torsion. Theorem 8.3 shows which of these are in K 2 (C; Z).
Our main source of examples are the constructions described in Examples 7.3 and 7.8. Unfortunately, the more sophisticated constructions of Examples 7.4 and 7.5 tend to produce either not enough symbols satisfying the integrality condition or else curves of very high conductor, for which we cannot compute the L-value. Further, if k is an integer which is divisible by 4, then the curve can be transformed to one of the form in Theorem 8.3. Thus write k = −4b with b ∈ Z. The curve is then isomorphic to
For non-zero b this is a non-singular genus 2 curve of discriminant
Its 2-torsion polynomial has 3 rational factors, namely (up to a constant)
Recall from Construction 6.11 that each m i gives an element M i ∈ K T 2 (C)/torsion. They span a lattice in K T 2 (C)/torsion and intersecting it with K 2 (C; Z) gives a sublattice of integral elements, We can now test Beilinson's conjecture for this family. We constructed at least two elements (M 1 and M 2 ) of Λ M and we might generally expect them to be linearly independent. If this is the case, Λ M should be a subgroup of finite index in K 2 (C; Z), which is supposed to have rank 2 by the first part of Beilinson's conjecture 3.11. The second part would then imply that R(Λ M ), the regulator computed using a basis of Λ M , is a non-zero rational multiple of L * (C b , 0), the leading coefficient of where γ 1 and γ 2 form a basis of H 1 (X; Z) − . Since we expect the image to be a lattice of rank 2, there should be some integral linear combination of the M i for which the image in R 2 vanishes. Using LLL to look for a small Z-relation between the images in R 2 , we find that
To make the relation more transparent we complete the vector (41, 56, −44) to a unimodular integral matrix and choose the corresponding basis:
The numerical values of the regulator pairing (10.2) on the M i and the M * i are then given by the Numerically, L * (C −1 , 0) ≈ 0.228312, so L * (C −1 , 0)/R(Λ M ) ≈ 0.500000, which we "recognize" as the rational number 1/2. (Here the agreement is to at least 18 digits, which was our working precision in this example). Table 1 summarizes the computations for the curves C b with |b| ≤ 10. In the second column we describe the lattice Λ that we use, and the last column contains the quotient of L * (C b , 0) and the Beilinson regulator R(Λ). In all cases this quotient appears to be a rational number of relatively small height. For b = ±1 we also include the expected relation between the M i . (We have not included the universal relation 10M = M 1 + M 2 + M 3 because similar relations would clog up later tables.)
Finally, we remark that the Jacobian of each of the curves appearing in Table 1 , except for b = 1, is not isogenous to the product of two elliptic curves, even over Q. This was verified using the procedure of [6, Chapter 14, Section 4] . In other words, the elements in K-theory and the L-values do not come from elliptic curves, and the verification of Beilinson's conjecture does not reduce to the case of genus 1. The same holds for all the curves in Table 2 
and take Λ denote the sublattice of integral elements Λ = Λ ′ ∩ K 2 (C; Z). In all of the examples below we can determine Λ by applying Theorem 8.3. Then we verify numerically that Λ has rank genus(C) and that the leading coefficient L * (C, 0) is a rational multiple of the regulator R(Λ) of Λ. To keep the entries for Λ simple, we did not include the universal relation between M and the M i of Remark 6.14 in the tables.
Example 10.4: genus 2. We can construct another family of genus 2 curves with enough elements in K 2 (C; Z) in a way similar to Example 7.8, this time using 6-torsion points. The curves are given by
The 2-torsion polynomial has 4 rational factors,
so we get 4 elements of K T 2 (C)/torsion, again denoted by M 1 , M 2 , M 3 , M 4 . According to Remark 6.15 these satisfy the relation M 1 + M 2 + M 3 − M 4 = 0 so M 4 can be dropped. Furthermore, M 2 and M 3 are always integral, and M 1 is for b = 1. The numerical results and expected relation between the M j if b = 1 are given in Table 2 .
Example 10.5: genus 3. We can look at hyperelliptic genus 3 curves with a rational 7-torsion point and whose 2-torsion polynomial has two given rational root, cf. Example 7.3. A special case of this is the two-parameter family given by
The curves have a rational 7-torsion point (0, 0) and two rational 2-torsion points with x-coordinates 1 and 1/4. The 2-torsion polynomial has 3 rational factors,
For a = ±1 and b ∈ Z we thus get 3 integral symbols and we expect a relation with L * (C, 0). Moreover, for a = 1, b = 3 we have a further factorization
so we get 4 elements of K 2 (C; Z) and we expect them to be linearly dependent.
The numerical results and expected relation for a = 1, b = 3, are summarized in Table 3 . where v 1 < · · · < v g are distinct non-zero integers, and we are assuming that the 2-torsion polynomial t(x) has no multiple roots. Then t(x) has at least g + 1 factors in Z[x], v 1 x + 1, v 2 x + 1, . . . , v g x + 1, 4x g+1 ± g j=1 (v j x + 1) . (10.9) (This is similar to, but different from the discussion in Remark 7.8, because now, in 4t(x) = −4x 2g+2 + f (x) 2 = (f (x) − 2x g+1 )(2x g+1 + f (x)), we factor f (x) − 2x g+1 completely into g linear factors, instead of 2x g+1 +f (x), which has degree g+1.) The elements M j associated to all irreducible factors in Z[x] are integral by Theorem 8.3, so we get at least g + 1 elements of K 2 (C; Z), but we have to take the universal relation of Remark 6.15 into account.
An equation of the form (10.8) is not unique for a given curve. For even g, we may (and will) assume that the sign '±' in (10.8) is '+', for we can otherwise replace (x, y, {v j }) with (−x, −y, {−v g+1−j }). On the other hand, for odd g the map (x, y) → (−x, y) gives an isomorphism between the two curves with the same sign associated to {v j } and {−v g+1−j }.
Also, if we look at the model at infinity by letting y → y/x g+1 and x → 1/x, the equation becomes
Now it is clear that translating x by −v j for some j gives an equation of the same shape. In other words, {v j } and {w j } yield an isomorphic curve whenever {v j }∪{0} is a translate of {w j } ∪ {0}. Thus, after translating by −v 1 in case v 1 < 0, we can assume that all v j are positive. Combining this with the above, we see that for odd g, 0 < v 1 < · · · < v g and 0 < v g −v g−1 < · · · < v g −v 1 < v g give isomorphic curves, and we have chosen the lexicographically smaller representative in Tables 8 and 9 for genus 3 curves.
We can also look at the cases where the last rational factor in (10.9) is reducible, for instance, when it has a linear factor ax − 1 with a ∈ Z. Then 1/a is a root of this polynomial, so g j=1 (v j /a + 1) = ∓4a −g−1 .
It follows that a(a+v 1 ) · · · (a+v g ) = ∓4, which leaves only finitely many possibilities for a and the v j . It is easy to see that the only two examples for g > 1 and 0 < v 1 < v 2 < . . . are v = {2, 5}, a = −1 and v = {3, 4}, a = −2 .
(There is also v = {1, 3, 4}, a = −2 but the resulting curve is singular.) Finally, there is a case for g = 3 where the last factor of (10.9) splits into two quadratic factors over the rationals, namely v = {1, 5, 6}. Thus we have found three examples for which the 2-torsion polynomial t(x) has g + 2 rational factors, all with a '+'-sign in (10.8) , v = {2, 5}, −4t(x) = (x+1)(2x+1)(5x+1)(4x 2 +6x+1) , v = {3, 4}, −4t(x) = (2x+1)(3x+1)(4x+1)(2x 2 +5x+1) , v = {1, 5, 6}, −4t(x) = (x+1)(5x+1)(6x+1)(x 2 +6x+1)(4x 2 +6x+1) .
In each of the examples, if we associate to these factors elements M 1 , . . . , M g+2 of K 2 (C; Z) in the order that the factors are written, we can leave out M g+2 and still expect a non-trivial relation between the remaining elements. Such a relation was indeed found numerically in all three cases.
The results are summarized in Tables 6, 7 (genus 2) , 8, 9 (genus 3) and 10 (genus 4). The entries in the tables are sorted according to the conductor. Unfortunately, we cannot compute the numerical values of L * (0) for g ≥ 5 for these curves because the conductors get too large.
Remark 10.10. There are two curves in our tables that are isomorphic over Q, with the following isomorphism ( Table 2 , b = 1) ∼ = ( Table 6 , v = {3, 4}), (x, y) → (− x 2x+1 , y (2x+1) 3 ). Except for these two, there are no identical conductors in our tables, so all the other curves are pairwise non-isomorphic.
Remark 10.11. We will not attempt to give any conjectures about the experimental values of L * (C, 0)/R(Λ) in the various tables. But we note that we often find an integer for L * (C, 0)/R(Λ). So it might be that L * (C, 0)/R(K 2 (C; Z)) is always an integer, and that the denominators that occur in L * (C, 0)/R(Λ) for some of our examples can be explained by the fact that Λ is not the full group Unfortunately, we have not been able to test this as we do not know any systematic ways to construct elements of K 2 (C; Z) other than the ones we discussed. But it would be interesting to do this, especially for the curve defined by y 2 + (5x 3 − 13x 2 + 7x − 1)y + x 7 = 0 (which is the example with a = 1 and b = 2 of Table 3) , where the denominator is the relatively large prime 19. 170.28405530697 2 2 Table 3 . Genus 3 curves y 2 + ((4b−3)x 3 − (4a+5b−1)x 2 + (5a+b)x − a)y + x 7 = 0 f (x) Conductor L * (0) L * (0)/R(Λ) 2x 5 +2x 4 +x 3 +x 2 −3x−1 2 11 ·5 3 ·19·29 35.85879769 1/2 2x 5 +2x 4 +2x 3 −3x 2 −2x+1 2 11 ·3 2 ·17·59 5.336928011 1/2 2x 5 +3x 4 −3x 3 −2x 2 −x−1 2 3 ·3 3 ·5·19·331 1.865694255 1/2 2 ·3 2x 5 +3x 4 −x 3 −4x 2 −3x+1 2 3 ·3 4 ·5·7·20759 126.4283012 1 2x 5 +3x 4 +x 3 −3x−1 2 4 ·3 3 ·7·11·4793 41.29358643 1/2 2x 5 +4x 4 −3x 3 −2x+1 2 4 ·5 3 ·7·11·103 3.546483598 1/2 3 2x 5 +4x 4 −x 3 −3x 2 −3x−1 2 10 ·3·7·1051 6.484247251 1/2 3 2x 5 +4x 4 −x 3 −3x 2 −x+1 2 12 ·3 6 ·13 11.50901911 1/2 2 2x 5 +4x 4 +3x 3 −5x 2 −5x−1 2 12 ·3·5·19·79 27.69939565 1/2 2x 5 +4x 4 +3x 3 +3x 2 −x−1 2 12 ·3·5 2 ·23·43 89.28895569 1 2x 5 +4x 4 +5x 3 +2x 2 +2x+1 2 4 ·3 3 ·7 2 ·379 2.157167657 1/2 4 Table 4 . Genus 4 curves y 2 + f (x)y + x 10 = 0 f (x) Conductor L * (0) L * (0)/R(Λ) 2x 6 +2x 5 −4x 4 −3x 3 −2x 2 +4x−1 2 8 ·3 4 ·5·7·11·19 0.97906446422637 1/2 2 ·3 3 2x 6 +4x 5 −5x 4 −3x 3 +2x 2 −x−1 2 7 ·3 2 ·5 2 ·107·139 2.86707608488323 1/2 2 ·3 2x 6 +6x 5 −5x 3 −3x 2 +x+1 2 16 ·3 2 ·5·13 2 3.21518014215484 1/2 2 ·3 2x 6 +2x 5 +2x 4 −x 3 −3x 2 −3x−1 2 16 ·3·5 3 ·31 4.04748393920751 1/2 3 ·3 2x 6 +2x 5 +x 3 −3x 2 −x+1 2 16 ·3 4 ·5·181 28.41118880946 1/3 Table 10 . Curves y 2 + (2x 5 +(v 1 x+1) · · · (v 4 x+1))y + x 10 = 0 (genus 4)
