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Abstract Let F2m be a finite field of characteristic 2 and R = F2m [u]/〈u
k〉 =
F2m + uF2m + . . . + u
k−1
F2m (u
k = 0) where k ∈ Z+ satisfies k ≥ 2. For
any odd positive integer n, it is known that cyclic codes over R of length
2n are identified with ideals of the ring R[x]/〈x2n − 1〉. In this paper, an
explicit representation for each cyclic code over R of length 2n is provided
and a formula to count the number of codewords in each code is given. Then a
formula to calculate the number of cyclic codes over R of length 2n is obtained.
Moreover, the dual code of each cyclic code and self-dual cyclic codes over R
of length 2n are investigated.
Keywords Cyclic code · Finite chain ring · Non-principal ideal ring · Dual
code · Self-dual code
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1 Introduction and preliminaries
Throughout this paper, let Fpm be a finite field of characteristic p and cardinal-
ity pm, and denote R = Fpm [u]/〈u
k〉 = Fpm + uFpm + . . .+ u
k−1
Fpm (u
k = 0),
where p is a prime and k ∈ Z+ satisfying k ≥ 2. It is well-known that R is a
finite chain ring. For any positive integer N , let R[x]/〈xN − 1〉 be the residue
class ring of the polynomial ring R[x] modulo its ideal 〈xN − 1〉 generated by
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xN − 1. Then every element of R[x]/〈xN − 1〉 can be uniquely expressed as
a(x) + 〈xN − 1〉 where a(x) =
∑N−1
j=0 ajx
j ∈ R[x] with a0, a1, . . . , aN−1 ∈ R.
As usual, we will identify a(x) + 〈xN − 1〉 with a(x) for simplicity. Hence
R[x]/〈xN − 1〉 = {
∑N−1
j=0 ajx
j | a0, a1, . . . , aN−1 ∈ R}
which is a ring with the operations defined by the usual polynomial oper-
ations modulo xN − 1. It is well-known that cyclic codes over R of length
N are identified with ideals of the ring R[x]/〈xN − 1〉, under the identifica-
tion map θ : RN → R[x]/〈xN − 1〉 via θ : (a0, a1, . . . , aN−1) 7→
∑N−1
j=0 ajx
j
(∀a0, a1, . . . , aN−1 ∈ R).
There were many literatures on cyclic codes of length N over finite chain
rings R = Fpm [u]/〈u
k〉 for various finite fields Fpm and positive integers k and
N . For example: When k = 2, Bonnecaze and Udaya [3] investigated cyclic
codes and self-dual codes over F2+uF2 for odd length N . Norton [7] discussed
cyclic codes of length N over an arbitrary finite chain ring R systematically
when N is not divisible by the characteristic of the residue field R. Dinh
[4] studied cyclic codes and constacyclic codes over Galois extension rings of
F2+uF2 of length N = 2
s, and then investigated cyclic codes and constacyclic
codes over Fpm + uFpm of length N = p
s in [5].
When k ≥ 3, for the case of p = 2 and m = 1 Abualrub and Siap [1]
studied cyclic codes over the ring Z2 +uZ2 and Z2 + uZ2 +u
2
Z2 for arbitrary
length N , then Al-Ashker and Hamoudeh [2] extended some of the results in
[1], and studied cyclic codes of an arbitrary length over the ring Z2 + uZ2 +
u2Z2 + . . .+ u
k−1Z2 with u
k = 0. The rank and minimal spanning set of this
family of codes were studied and two open problems were asked: The study
of cyclic codes of an arbitrary length over Zp + uZp + u
2Zp + . . . + u
k−1Zp,
where p is a prime integer, uk = 0, and the study of dual and self-dual codes and
their properties over these rings. Recently, for the case of m = 1 Singh et al. [8]
studied cyclic code over the ring Zp[u]/〈u
k〉 = Zp+uZp+u
2Zp+ . . .+u
k−1Zp
for any prime integer p and positive integer N . A set of generators, the rank
and the Hamming distance of these codes were investigated. But for arbitrary
prime p and positive integersm,N and k ≥ 3, the following questions for cyclic
codes over R have not been solved completely to the best of our knowledge:
• For each cyclic code C over R of length N , give a unique representation
for C and provide a clear formula to count the number of codewords in C. Then
obtain a formula to count the number of all such cyclic codes.
• Using the representation of any cyclic code C, give the representation of
the dual code of C precisely and determine the self-duality of C.
From now on, let R = F2m [u]/〈u
k〉 = F2m+uF2m+ . . .+u
k−1
F2m (u
k = 0)
where k ≥ 2, and n be an odd positive integer. We focus our attention to
consider cyclic codes over R of length 2n in this paper.
The present paper is organized as follows. In Section 2, we provide an
explicit representation for each cyclic code over R of length 2n and give a
formula to count the number of codewords in each code. As a corollary, we
obtain a formula for the number of all such cyclic codes. In Section 3, we
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determine the dual code of each cyclic code over R of length 2n and investigate
self-duality for such codes. Finally, we list all 293687 cyclic codes and all 791
self-dual cyclic codes of length 14 over F2[u]/〈u
4〉 in Section 4.
2 Representation for all distinct cyclic codes over R of length 2n
In this section, we investigate the structures of R[x]/〈x2n− 1〉 first. Then give
an explicit presentation for all distinct cyclic codes over R of length 2n.
As n is odd, there are pairwise coprime monic irreducible polynomials
f1(x), . . . , fr(x) in F2m [x] such that x
n − 1 = f1(x) . . . fr(x). Then we have
x2n − 1 = (xn − 1)2 = f1(x)
2 . . . fr(x)
2.
Let 1 ≤ j ≤ r. We assume deg(fj(x)) = dj and denote Fj(x) =
x2n−1
fj(x)2
. Then
gcd(Fj(x), fj(x)
2) = 1 and there exist aj(x), bj(x) ∈ F2m [x] such that
aj(x)Fj(x) + bj(x)fj(x)
2 = 1. (1)
From now on, we denote A = F2m [x]/〈x
2n − 1〉, Kj = F2m [x]/〈fj(x)
2〉 and set
εj(x) ≡ aj(x)Fj(x) = 1− bj(x)fj(x)
2 (mod x2n − 1). (2)
From classical ring theory and coding theory we deduce the following lemma.
Lemma 2.1 Using the notations above, we have the following:
(i) ε1(x) + . . . + εr(x) = 1, εj(x)
2 = εj(x) and εj(x)εl(x) = 0 in the ring
A for all 1 ≤ j 6= l ≤ r.
(ii) A = A1 ⊕ . . .⊕Ar where Aj = Aεj(x) with εj(x) as its multiplicative
identity and satisfies AjAl = {0} for all 1 ≤ j 6= l ≤ r.
(iii) For any integer j, 1 ≤ j ≤ r, define ϕj : a(x) 7→ εj(x)a(x) (mod
x2n − 1) for any a(x) ∈ Kj. Then ϕj is a ring isomorphism from Kj onto Aj
and can be extended to a ring isomorphism from Kj [u]/〈u
k〉 onto Aj [u]/〈u
k〉
in the natural way that: for any a0(x), a1(x), . . . , ak−1(x) ∈ Kj,
ϕj :
k−1∑
l=0
al(x)u
l 7→
k−1∑
l=0
ϕj(al(x))u
l = εj(x)
(
k−1∑
l=0
al(x)u
l
)
(mod x2n − 1).
(iv) For any integer j, 1 ≤ j ≤ r, Aj is a cyclic code over F2m of length
2n with parity check polynomial fj(x)
2.
For any α(x) =
∑2n−1
i=0 αix
i ∈ R[x]/〈x2n − 1〉 where αi =
∑k−1
j=0 ai,ju
j ∈ R
with ai,j ∈ F2m for all i = 0, 1, . . . , 2n− 1 and j = 0, 1, . . . , k − 1, we have
α(x) = (1, x, . . . , x2n−1)

a0,0 a0,1 . . . a0,k−1
a1,0 a1,1 . . . a1,k−1
. . . . . . . . . . . .
a2n−1,0 a2n−1,1 . . . a2n−1,k−1


1
u
. . .
uk−1
 .
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Now, define Ψ(α(x)) = a0(x) + a1(x)u+ . . .+ ak−1(x)u
k−1 ∈ A[u]/〈uk〉 where
aj(x) = a0,j + a1,jx+ . . .+ a2n−1,jx
2n−1 ∈ A for all j = 0, 1, . . . , k − 1. Then
by a direct calculation, one can easily verify the following lemma.
Lemma 2.2 The map Ψ defined above is a ring isomorphism from R[x]/〈x2n−
1〉 onto A[u]/〈uk〉 = A+ uA+ . . .+ uk−1A (uk = 0).
Remark In the rest of this paper, we will identify R[x]/〈x2n−1〉withA[u]/〈uk〉
under the ring isomorphism Ψ .
Therefore, in order to determine cyclic codes over R of length 2n, i.e., ideals
of R[x]/〈x2n − 1〉, it is sufficient to determine ideals of the ring A[u]/〈uk〉.
Precisely, we have the following theorem.
Theorem 2.3 Using the notations above, the following statements are equiv-
alent :
(i) C is a cyclic code over R of length 2n.
(ii) For any integer j, 1 ≤ j ≤ r, there is a unique ideal Cj of the ring
Aj [u]/〈u
k〉 such that C = ⊕rj=1Cj.
(iii) For any integer j, 1 ≤ j ≤ r, there is a unique ideal Cj of the ring
Kj [u]/〈u
k〉 such that C = ⊕rj=1εj(x)Cj (mod x
2n − 1).
Proof (i)⇔(ii). By Lemma 2.1(ii) A is a direct product of its ideals A1, . . . ,Ar,
which implies A[u]/〈uk〉 = ⊕rj=1Aj [u]/〈u
k〉. Hence every ideal C of A[u]/〈uk〉
is uniquely decomposed as C = ⊕rj=1Cj , where Cj is an ideal of Aj [u]/〈u
k〉.
(ii)⇔(iii). Let 1 ≤ j ≤ r. By Lemma 2.1(iii), for any ideal Cj of Aj [u]/〈u
k〉
there is a unique ideal Cj of Kj [u]/〈u
k〉 such that Cj = ϕj(Cj) = εj(x)Cj . ✷
Remark Using the notations of Theorem 2.3, C = ⊕rj=1εj(x)Cj , where Cj is
an ideal of Kj [u]/〈u
k〉 for j = 1, . . . , r, is called a canonical form decomposition
of the cyclic code C over R of length 2n.
By Theorem 2.3, in order to determine ideals of A[u]/〈uk〉, it is sufficient
to determine ideals of Kj [u]/〈u
k〉 for all j = 1, . . . , r. Let 1 ≤ j ≤ r and
1 ≤ s ≤ k. In the reset of this paper, we adopt the following notations:
• Fj = F2m [x]/〈fj(x)〉 = {
∑dj−1
l=0 alx
l | a0, a1, . . . , adj−1 ∈ F2m}.
• Fj[u]/〈u
s〉 = {
∑s−1
h=0 bh(x)u
h | b0(x), b1(x), . . . , bs−1(x) ∈ Fj} = Fj +
uFj + . . .+ u
s−1Fj (u
s = 0).
As fj(x) is a monic irreducible polynomial in F2m [x] of degree dj , the
following lemma follows from polynomial theory over finite fields and finite
chain ring theory (cf. [7]) immediately. Here, we omit its proof.
Lemma 2.4 Using the notations above, for any 1 ≤ j ≤ r and 1 ≤ s ≤ k we
have the following:
(i) Fj is an extension field of F2m with cardinality 2
mdj .
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(ii) Fj [u]/〈u
s〉 is a finite commutative chain ring with the unique maximal
ideal u(Fj[u]/〈u
s〉), the nilpotency index of u is equal to s and the residue field
of Fj[u]/〈u
s〉 is (Fj [u]/〈u
s〉)/u(Fj [u]/〈u
s〉) ∼= Fj .
(iii) Every element α of Fj [u]/〈u
s〉 has a unique u-adic expansion:
α = t0(x) + ut1(x) + . . .+ u
s−1ts−1(x), t0(x), t1(x), . . . , ts−1(x) ∈ Fj .
(iv) The group of invertible elements of Fj [u]/〈u
s〉 is given by
(Fj [u]/〈u
s〉)× = {
∑s−1
h=0 bh(x)u
h | b0(x) 6= 0, b0(x), b1(x), . . . , bs−1(x) ∈ Fj}
and |(Fj [u]/〈u
s〉)×| = (2mdj − 1)2(s−1)mdj . Then for any nonzero element α
of Fj [u]/〈u
s〉 there is a unique integer e, 0 ≤ e ≤ s− 1, such that α = ueω for
some ω ∈ (Fj [u]/〈u
s〉)×.
(v) Denote Tj = {
∑dj−1
l=0 alx
l | a0, a1, . . . , adj−1 ∈ F2m} ⊂ Kj. Then the
subset Tj of Kj satisfies the following properties :
⋄ For any a(x) ∈ Kj, there is a unique t(x) ∈ Tj such that a(x) ≡ t(x)
(mod fj(x)) as polynomials in F2m [x];
⋄ t1(x) 6≡ t2(x) (mod fj(x)), for any t1(x), t2(x) ∈ Tj satisfying t1(x) 6= t2(x).
Furthermore, Kj is a finite chain ring with the maximal ideal fj(x)Kj where
fj(x)
2 = 0, and every element of Kj has a unique fj(x)-adic expansion:
t0(x) + fj(x)t1(x), t0(x), t1(x) ∈ Tj .
(vi) Every element ϑ of Kj [u]/〈u
s〉 can be uniquely expressed as
ϑ = α0 + fj(x)α1, α0, α1 ∈ Tj [u]/〈u
s〉,
where Tj [u]/〈u
s〉 = {
∑s−1
l=0 tl(x)u
l | tl(x) ∈ Tj , 0 ≤ l ≤ s− 1} ⊂ Kj [u]/〈u
s〉.
Remark Fj = {
∑dj−1
l=0 alx
l | a0, a1, . . . , adj−1 ∈ F2m} which is a finite field
with operations defined by the usual polynomial operations modulo fj(x). But
Tj is only a subset of Kj since the operations on Kj are defined by the usual
polynomial operations modulo fj(x)
2. In spite of this, we have Fj = Tj as a
set. Therefore, Fj[u]/〈u
s〉 = {
∑s−1
i=0 ξiu
i | ξ0, ξ1, . . . , ξs−1 ∈ Fj} = Tj [u]/〈u
s〉
as a set. In this sense, Fj[u]/〈u
s〉 is not a subring but a subset of Kj [u]/〈u
s〉.
Now, define a map τ : a(x) 7→ a(x) (mod fj(x)) for all a(x) ∈ Kj =
F2m [x]/〈fj(x)
2〉. It is clear that τ is a surjective ring homomorphism from Kj
onto Fj = F2m [x]/〈fj(x)〉 with kernel Ker(τ) = fj(x)Kj . Then we extend τ to
Kj [u]/〈u
s〉 = Kj + uKj + . . .+ u
s−1Kj (u
s = 0) by
τ :
∑s−1
l=0 al(x)u
l 7→
∑s−1
l=0 τ(al(x))u
l (∀a0(x), a1(x), . . . , as−1(x) ∈ Kj).
Then τ is a surjective ring homomorphism from Kj [u]/〈u
s〉 onto Fj[u]/〈u
s〉
with kernel Ker(τ) = fj(x)(Kj [u]/〈u
s〉) = {fj(x)ξ | ξ ∈ Tj [u]/〈u
s〉}.
Let α ∈ Fj[u]/〈u
s〉 and fj(x)ξ ∈ fj(x)(Kj [u]/〈u
s〉) where ξ ∈ Tj [u]/〈u
s〉.
As Tj [u]/〈u
s〉 = Fj[u]/〈u
s〉 as a set, we regard ξ as an element of Fj[u]/〈u
s〉
and calculate the product ξα of ξ and α in the ring Fj [u]/〈u
s〉. Also, we can
regard ξα as an element of Tj [u]/〈u
s〉. Then by Lemma 2.4(vi), we obtain a
unique element fj(x)(ξα) in fj(x)(Kj [u]/〈u
s〉). Now, we define
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α · fj(x)ξ = fj(x)(ξα) ∈ fj(x)(Kj [u]/〈u
s〉).
Especially, we have α · fj(x) = fj(x)α ∈ fj(x)(Kj [u]/〈u
s〉) if ξ = 1. Then
fj(x)(Kj [u]/〈u
s〉) is an Fj[u]/〈u
s〉-module. Moreover, we have
Lemma 2.5 With the scalar multiplication defined above, the map ψj defined
by ψj(α) = fj(x)α ∈ Kj [u]/〈u
s〉 (∀α ∈ Fj[u]/〈u
s〉) is an Fj[u]/〈u
s〉-module
isomorphism from Fj [u]/〈u
s〉 onto fj(x)(Kj [u]/〈u
s〉).
Proof By Lemma 2.4(vi), every element ϑ of Kj [u]/〈u
s〉 can be uniquely ex-
pressed as ϑ = α0 + fj(x)α1 where α0, α1 ∈ Tj [u]/〈u
s〉 = Fj [u]/〈u
s〉. From
this and by fj(x)
2 = 0 in Kj [u]/〈u
s〉, we deduce that fj(x)ϑ = fj(x)α0.
Hence ψj is a bijection. Moreover, for any α1, α2 ∈ Fj[u]/〈u
s〉 we assume that
α1 + α2 = β and α1α2 = γ in Fj [u]/〈u
s〉. Now, we regard α1 and α2 as el-
ements of Kj [u]/〈u
s〉 and assume α1 + α2 = ζ and α1α2 = η in Kj [u]/〈u
s〉.
Since τ is a surjective ring homomorphism from Kj [u]/〈u
s〉 onto Fj[u]/〈u
s〉,
by the definition of τ we have τ(ζ) = α1+α2 = β and τ(η) = α1α2 = γ, which
imply ζ = β + fj(x)β1 and η = γ + fj(x)γ1 for some β1, γ1 ∈ Tj [u]/〈u
s〉. By
fj(x)
2 = 0 in Kj [u]/〈u
s〉, we have
ψj(α1 + α2) = fj(x)β = fj(x)(β + fj(x)β1) = fj(x)ζ = fj(x)(α1 + α2)
= fj(x)α1 + fj(x)α2 = ψj(α1) + ψj(α2)
and ψj(α1α2) = fj(x)γ = fj(x)(γ + fj(x)γ1) = fj(x)η = fj(x)(α1α2) =
α1(fj(x)α2) = α1ψj(α2). Hence ψj is an Fj[u]/〈u
s〉-module isomorphism from
Fj [u]/〈u
s〉 onto fj(x)(Kj [u]/〈u
s〉). ✷
Remark By Lemma 2.5, every element of fj(x)(Kj [u]/〈u
s〉) can be uniquely
expressed as: fj(x)α = ψj(α), α ∈ Fj [u]/〈u
s〉, where we regard α in the
expression fj(x)α as an element of Tj [u]/〈u
s〉 in the rest of this paper.
Then we present all distinct ideals of the Kj [u]/〈u
k〉.
Theorem 2.6 Using the notations above, all distinct ideals of Kj [u]/〈u
k〉 are
given by the following table:
case number of ideals Cj (ideal of Kj [u]/〈uk〉) |Cj |
I. k + 1 • 〈ui〉 (0 ≤ i ≤ k) 22mdj (k−i)
II. k • 〈usfj(x)〉 (0 ≤ s ≤ k − 1) 2
mdj (k−s)
III. Ω1(2
mdj , k) • 〈ui + utfj(x)ω〉 2
2mdj (k−i)
(ω ∈ (Fj [u]/〈u
i−t〉)×, t ≥ 2i− k,
0 ≤ t < i ≤ k − 1)
IV. Ω2(2
mdj , k) • 〈ui + utfj(x)ω〉 2
mdj (k−t)
(ω ∈ (Fj [u]/〈uk−i〉)×, t < 2i− k,
0 ≤ t < i ≤ k − 1)
V. 1
2
k(k − 1) • 〈ui, usfj(x)〉 2
mdj (2k−(i+s))
(0 ≤ s < i ≤ k − 1)
VI. (2mdj − 1) • 〈ui + utfj(x)ω, u
sfj(x)〉 2
mdj (2k−(i+s))
·Γ (2mdj , k) (ω ∈ (Fj [u]/〈u
s−t〉)×, i+ s ≤ k + t− 1,
0 ≤ t < s < i ≤ k − 1)
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where
⋄ Ω1(2
mdj , k) =

2mdj(
k
2
+1)+2mdj ·
k
2 −2
2mdj−1
− (k + 1), if k is even;
2(2mdj ·
k+1
2 −1)
2mdj−1
− (k + 1), if k is odd.
⋄ Ω2(2
mdj , k) =
{
(2mdj − 1)
∑k−1
i= k2+1
(2i− k)2mdj(k−i−1), if k is even;
(2mdj − 1)
∑k−1
i= k+12
(2i− k)2mdj(k−i−1), if k is odd.
⋄ Γ (2mdj , k) can be calculated by the following recurrence formula:
Γ (2mdj , ρ) = 0 for ρ = 1, 2, 3, Γ (2mdj , ρ) = 1 for ρ = 4;
Γ (2mdj , ρ) = Γ (2mdj , ρ− 1) +
∑⌊ ρ2 ⌋−1
s=1 (ρ− 2s− 1)2
mdj(s−1) for ρ ≥ 5.
Therefore, the number of all distinct ideals of the ring Kj [u]/〈u
k〉 is equal to
N(2m,dj,k) = 1 +
k(k+3)
2 +Ω1(2
mdj , k) +Ω2(2
mdj , k) + (2mdj − 1)Γ (2mdj , k).
Proof In order to simplify the notations, we denote Υj = Kj [u]/〈u
k〉 and
Rj = Fj [u]/〈u
k〉. By Lemma 2.4(ii), Rj is a finite chain ring with maximal
ideal uRj , the nilpotency index of u is equal to k and the residue field of Rj
is Rj/(uRj) ∼= Fj . Then from finite chain ring theory (cf. [7]), we deduce that
all ideals of Rj is given by u
lRj , where 0 ≤ l ≤ k, and |u
lRj | = |Fj|
k−l =
2mdj(k−l). Moreover, we have fj(x)Υj = fj(x)Rj by Lemma 2.5.
Let C be any ideal of Υj . We define
Tor0(C) = τ(C), Tor1(C) = τ({α ∈ Υj | fj(x)α ∈ C}).
Then it can be easily verify that both Tor0(C) and Tor1(C) are ideals of Rj
satisfying Tor0(C) ⊆ Tor1(C). Hence there is a unique pair (i, s) of integers,
0 ≤ s ≤ i ≤ k, such that Tor0(C) = u
iRj and Tor1(C) = u
sRj .
Let τ |C be the restriction of τ to C. Then τ |C is a surjective ring ho-
momorphism from C onto Tor0(C) with kernel Ker(τ |C) = fj(x)Tor1(C). As
|Ker(τ |C)| = |Tor1(C)|, by the ring isomorphism theorems it follows that
|C| = |Tor0(C)||Tor1(C)| = |u
iRj ||u
sRj | = 2
mdj(2k−(i+s)). (3)
Then we have the following cases.
Case (i) s = i. In this case, we have |C| = 22mdj(k−i) by Equation (3).
When s = k, then i = k and C = {0} = ukΥj = 〈u
k〉.
Let 0 ≤ i ≤ k − 1. By ui ∈ uiRj = Tor0(C), there exists α ∈ Υj such that
ui + fj(x)α ∈ C. Then by Lemma 2.5 we can assume that α ∈ Rj .
It is obvious that 〈ui + fj(x)α〉 = Υj(u
i + fj(x)α) ⊆ C. Conversely, let
ξ ∈ C. By Tor0(C) = u
iRj and Lemma 2.5 we have that ξ = u
iβ + fj(x)γ
for some β, γ ∈ Rj , which implies fj(x)(γ − αβ) = ξ − (u
i + fj(x)α)β ∈ C.
By Lemma 2.5 we may regard γ − αβ as an element of Rj . Hence γ − αβ =
τ(γ − αβ) ∈ Tor1(C) = u
iRj , which implies that γ − αβ = u
iδ for some
δ ∈ Rj . Therefore, we have ξ = (u
i + fj(x)α)β + (u
i + fj(x)α)fj(x)δ =
(ui + fj(x)α)(β + fj(x)δ) ∈ 〈u
i + fj(x)α〉. Hence C = 〈u
i + fj(x)α〉.
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When i = 0, 1+fj(x)α ∈ C. By (1+fj(x)α)(1−fj(x)α) = 1−fj(x)
2α2 = 1
in Υj , we see that 1 + fj(x)α is an invertible element of Υj , which implies
C = Υj = 〈u
0〉. In the following, we assume 1 ≤ i ≤ k − 1.
Obviously, we have fj(x)u
i = fj(x)(u
i + fj(x)α) ∈ C. By Lemma 2.4(iv),
we can write α as α = uiβ or α = utω + uiβ for some β ∈ Rj , 0 ≤ t ≤ i − 1
and ω ∈ R×j .
When α = uiβ, we have ui = ui+fj(x)α−(fj(x)u
i)β ∈ C, and so C = 〈ui〉.
Let α = utω+uiβ. Then we have ui+utfj(x)ω = u
i+fj(x)α−(fj(x)u
i)β ∈
C, and hence C = 〈ui + utfj(x)ω〉. In this case, we have u
k−i+tfj(x) =
uk−iω−1(ui + utfj(x)ω) ∈ C where ω
−1 is the inverse of ω in Rj . Therefore,
uk−i+t ∈ Tor1(C) = u
iRj , which implies k − i+ t ≥ i, and hence t ≥ 2i− k.
Now, let ω1, ω2 ∈ R
×
j and 0 ≤ t1, t2 ≤ k − 1 satisfying C = 〈u
i +
ut1fj(x)ω1〉 = 〈u
i+ut2fj(x)ω2〉. Then fj(x)(u
t1ω1−u
t2ω2) = (u
i+ut1fj(x)ω1)
−(ui+ut2fj(x)ω2) ∈ C, which implies u
t1ω1−u
t2ω2 ∈ Tor1(C) = u
iRj . From
this we deduce that t1 = t2 = t and u
t(ω1 − ω2) ∈ u
iRj . Then by finite chain
ring theory (cf. [7]) and ut(ω1 − ω2) ∈ u
iRj , it follows that ω1 ≡ ω2 (mod
ui−t), i.e., ω1 = ω2 as elements of (Rj/(u
i−tRj)
×. Finally, byRj = Fj [u]/〈u
k〉
we have (Rj/(u
i−tRj)
× = Fj[u]/〈u
i−t〉 up to a natural ring isomorphism.
As stated above, we conclude that all distinct ideals C of Υj is given by (I)
and (III) in the table.
Case (ii) i = k and 0 ≤ s ≤ k − 1.
In this case, we have Tor0(C) = {0} and |C| = 2
mdj(2k−(k+s)) = 2mdj(k−s)
by Equation (3). Moreover, by Tor1(C) = u
sRj it can be easily verified that
all distinct ideals of Υj are given by: (II) C = 〈u
sfj(x)〉 where 0 ≤ s ≤ k − 1.
Case (iii) s = 0 and 1 ≤ i ≤ k − 1.
In this case, we have |C| = 2mdj(2k−i) by Equation (3). Moreover, by 1 ∈
Tor1(C) = u
0Rj we conclude that fj(x) = u
0fj(x) ∈ C. Then by Tor0(C) =
uiRj it follows that C = 〈u
i, fj(x)〉 immediately.
Case (iv) 1 ≤ s < i ≤ k − 1. In this case, |C| = 2mdj(2k−(i+s)) by (3).
By Tor0(C) = u
iRj and Tor1(C) = u
sRj we have u
sfj(x) ∈ C and there
exists α ∈ Rj such that u
i+fj(x)α ∈ C, which implies 〈u
i+fj(x)α, u
sfj(x)〉 ⊆
C. Conversely, let ξ ∈ C. By Tor0(C) = u
iRj there exist β, γ ∈ Rj such
that ξ = uiβ + fj(x)γ. Then from fj(x)(γ − αβ) = ξ − (u
i + fj(x)α)β ∈ C
where γ − αβ ∈ Rj , we deduce γ − αβ ∈ Tor1(C) = u
sRj , which implies
γ − αβ = usδ for some δ ∈ Rj , and so ξ = (u
i + fj(x)α)β + (fj(x)u
s)δ ∈
〈ui + fj(x)α, fj(x)u
s〉. Hence C = 〈ui + fj(x)α, u
sfj(x)〉. Furthermore, by
usfj(x) ∈ C and an argument similar to the proof of Case (i) we can assume
that α = 0 or α = utω, where ω ∈ R×j and 0 ≤ t ≤ s− 1.
(iv-1) When α = 0, we have C = 〈ui, usfj(x)〉 given by (V) in the table.
(iv-2) Let C = 〈ui + utfj(x)ω, u
sfj(x)〉 where ω ∈ R
×
j and 0 ≤ t ≤ s− 1.
Assume C = 〈ui+ut1fj(x)ω1, u
sfj(x)〉 = 〈u
i+ ut2fj(x)ω2, u
sfj(x)〉 where
0 ≤ t1, t2 ≤ s − 1 and ω1, ω2 ∈ R
×. Then fj(x)(u
t1ω1 − u
t2ω2) = (u
i +
ut1fj(x)ω1)− (u
i+ut2fj(x)ω2) ∈ C, which implies u
t1ω1−u
t2ω2 ∈ Tor1(C) =
usRj . From this and by an argument similar to the proof of Case (i), we
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deduce that t1 = t2 = t and ω1 ≡ ω2 (mod u
s−tRj). By the latter condition,
we have ω = ω1 = ω2 ∈ (Rj/(u
s−tRj))
×. From this and by Rj/(u
s−tRj) =
Fj [u]/〈u
s−t〉, we deduce that all distinct ideals of Υj are given by: C = 〈u
i +
utfj(x)ω, u
sfj(x)〉 where ω ∈ (Fj [u]/〈u
s−t〉)× in this case.
As fj(x)u
k−i+t = uk−iω−1(ui+utfj(x)ω) ∈ C, we have u
k−i+t ∈ Tor1(C) =
usRj , which implies k − i+ t ≥ s. So we have one of the following two cases:
(♦-1) k − i+ t = s, i.e., s− t = k − i.
In this case, by fj(x)u
s = uk−iω−1(ui + utfj(x)ω) we have C = 〈u
i +
utfj(x)ω〉 and 2i > i + s = k + t, i.e., t < 2i − k. Furthermore, we have
ω ∈ (Fj [u]/〈u
k−i〉)× and |C| = 2mdj(2k−(i+s)) = 2mdj(2k−(k+t)) = 2mdj(k−t).
Hence C is given by (IV) in the table.
(♦-2) k − i+ t > s, i.e., i+ s ≤ k + t− 1. In this case, C is given by (VI)
in the table.
As stated above, we conclude that all distinct ideals and the number of
elements in each ideal of Υj are given by (I)–(VI) of the table.
It is obvious that the number of ideals in (I), (II) and (V) is equal to k+1,
k and 12k(k−1) respectively. Then we count the number of ideals in (III), (IV)
and (V) respectively. In order to simplify the notation, we denote qj = 2
mdj
in the following. Then by Lemma 2.4(iv) we know that (Fj [u]/〈u
l〉)× = (qj −
1)ql−1j for all l = 1, . . . , k.
First, we count the number of ideals in (III). Let 0 ≤ t < i ≤ k − 1. Then
we have one of the following two cases:
(♦-1) k is even. In this case, t ≥ 2i− k if and only if i and t satisfy one of
the following two conditions:
(♦-1-1) i ≤ k2 , i.e., 2i ≤ k, and 0 ≤ t ≤ i − 1. In this case, the number of
ideals is equal to N1 =
∑k
2
i=1
∑i−1
t=0(qj − 1)q
i−t−1
j =
q
k
2
+1
j
−1
qj−1
− (k2 + 1).
(♦-1-2) i ≥ k2 + 1, i.e., 2i > k, and 2i − k ≤ t ≤ i − 1. In this case, the
number of ideals is equal to N2 =
∑k−1
i= k2+1
∑i−1
t=2i−k(qj−1)q
i−t−1
j =
q
k
2
j
−1
qj−1
− k2 .
Therefore, the number of ideals in (III) is equal to Ω1(qj , k) = N1 +N2 =
q
k
2
+1
j
+q
k
2
j
−2
qj−1
− (k + 1), where k is even.
(♦-2) k is odd. In this case, t ≥ 2i− k if and only if i and t satisfy one of
the following two conditions:
(♦-2-1) i ≤ k−12 , i.e., 2i ≤ k, and 0 ≤ t ≤ i− 1. Then the number of ideals
is equal to N1 =
∑k−1
2
i=1
∑i−1
t=0(qj − 1)q
i−t−1
j =
q
k+1
2
j
−1
qj−1
− k+12 .
(♦-2-2) i ≥ k−12 + 1, i.e., 2i > k, and 2i− k ≤ t ≤ i− 1. Then the number
of ideals is equal to N2 =
∑k−1
i= k−12 +1
∑i−1
t=2i−k(qj − 1)q
i−t−1
j =
q
k+1
2
j
−1
qj−1
− k+12 .
Therefore, the number of ideals in (III) is equal to Ω1(qj , k) = N1 +N2 =
2q
k+1
2
j
−2
qj−1
− (k + 1), where k is odd.
Next we count the number of ideals in (IV). Let 0 ≤ t < i ≤ k − 1. Then
we have one of the following two cases:
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(♦-1) k is even. Then t < 2i − k if and only if 2i > k, i.e., i ≥ k2 + 1,
and 0 ≤ t ≤ 2i − k − 1. Hence the number of ideals in (IV) is equal to
Ω2(qj , k) =
∑k−1
i= k2 +1
∑2i−k−1
t=0 (qj − 1)q
k−i−1
j = (qj − 1)
∑k−1
i= k2+1
(2i−k)qk−i−1j .
(♦-2) k is odd. Then t < 2i − k if and only if 2i > k, i.e., i ≥ k+12 ,
and 0 ≤ t ≤ 2i − k − 1. Hence the number of ideals in (IV) is equal to
Ω2(qj , k) =
∑k−1
i= k+12
∑2i−k−1
t=0 (qj − 1)q
k−i−1
j = (qj − 1)
∑k−1
i= k+12
(2i− k)qk−i−1j .
Finally, denote Γ (qj , k) =
∑k−4
t=0
∑
t+1≤s≤ k+t2 −1
∑
s+1≤i≤k+t−1−s q
s−t−1
j .
Then the number of ideals in (VI) is equal to (qj − 1)Γ (qj , k), where
Γ (qj , k) =
k−4∑
t=1
∑
t+1≤s≤ k+t2 −1
∑
s+1≤i≤k+t−1−s
qs−t−1j +
∑
1≤s≤ k2−1
∑
s+1≤i≤k−1−s
qs−1j
=
(k−1)−4∑
t′=0
∑
t′+1≤s′≤ (k−1)+t
′
2 −1
∑
s′+1≤i′≤(k−1)+t′−1−s′
qs
′−t′−1
j
+
⌊k2 ⌋−1∑
s=1
(k − 2s− 1)qs−1j
= Γ (qj , k − 1) +
⌊ k2 ⌋−1∑
s=1
(k − 2s− 1)qs−1j
when k ≥ 5.
If 1 ≤ k ≤ 3, there is no triple (t, s, i) of integers satisfying 0 ≤ t < s < i ≤
k − 1 and i+ s ≤ k + t− 1. In this case, the number of ideals in (VI) is equal
to 0. Then we set Γ (qj , k) = 0 for k = 1, 2, 3.
If k = 4, there is a unique triple (t, s, i) = (0, 1, 2) of integers satisfying
0 ≤ t < s < i ≤ k − 1 and i + s ≤ k + t − 1. In this case, all distinct ideals
in (VI) are given by 〈u2 + fj(x)ω, ufj(x)〉, where ω ∈ (Fj [u]/〈u〉)
× = F×j and
|F×j | = qj − 1. Then we set Γ (qj , 4) = 1.
Therefore, the number of ideals of Υj is equal to k + 1 + k + Ω1(qj , k) +
Ω2(qj , k)+
1
2k(k−1)+(qj−1)Γ (qj, k) = 1+
1
2k(k+3)+Ω1(qj , k)+Ω2(qj , k)+
(qj − 1)Γ (qj , k). ✷
Corollary 2.7 Using the notations in Theorems 2.3 and 2.6, the number of
cyclic codes over F2m [u]/〈u
k〉 of length 2n is equal to
∏r
j=1 N(2m,dj,k).
Proof It follows from Theorems 2.3 and 2.6 immediately. ✷
3 Dual codes and self-duality of cyclic codes over R of length 2n
In this section, we give the dual code of each cyclic code over the ring R =
F2m [u]/〈u
k〉 of length 2n where n is odd, and then investigate the self-duality
of these codes.
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For any α = (α0, α1, . . . , α2n−1), β = (β0, β1, . . . , β2n−1) ∈ R
2n, where
αj , βj ∈ R and 0 ≤ j ≤ 2n−1, recall that the usual Euclidian inner product of
α and β are defined by [α, β]E =
∑2n−1
j=0 αjβj ∈ R. It is known that [−,−]E is
a symmetric and non-degenerate bilinear form on the R-module R2n. Let C be
a linear code over R of length 2n, i.e., an R-submodule of R2n. The Euclidian
dual code of C is defined by C⊥E = {α ∈ R2n | [α, β]E = 0, ∀β ∈ C}, and C
is said to be self-dual if C = C⊥E . As usual, we will identify α ∈ R2n with
α(x) =
∑2n−1
j=0 αjx
j ∈ R[x]/〈x2n − 1〉 in this paper. Then we define
̺(α(x)) = α(x−1) = α0 +
2n−1∑
j=1
αjx
2n−j , ∀α(x) ∈ R[x]/〈x2n − 1〉.
It is clear that ̺ is a ring automorphism of R[x]/〈x2n − 1〉 satisfying ̺−1 = ̺.
Now, by a direct calculation we get the following lemma.
Lemma 3.1 Let α, β ∈ R2n. Then [α, β]E = 0 if α(x)̺(β(x)) = 0 in the ring
R[x]/〈x2n −1〉.
By Lemma 2.2 and the remark followed this lemma, we have R[x]/〈x2n −
1〉 = A[u]/〈uk〉 where A = F2m [x]/〈x
2n − 1〉. It is obvious that the restriction
of ̺ to A is a ring automorphism of A. We still denote this automorphism by
̺, i.e., ̺(a(x)) = a(x−1) for any a(x) ∈ A.
Let 1 ≤ j ≤ r. By Equations (1) and (2) in Section 2, we have
̺(εj(x)) = aj(x
−1)Fj(x
−1) = 1− bj(x
−1)fj(x
−1)2 in A. (4)
For any polynomial f(x) =
∑d
l=0 alx
l ∈ F2m [x] of degree d ≥ 1, recall that
the reciprocal polynomial of f(x) is defined as f˜(x) = xdf( 1
x
) =
∑d
l=0 alx
d−l,
and f(x) is said to be self-reciprocal if f˜(x) = ef(x) for some e ∈ F×2m . Then
by Equation (1) in Section 2, we have
x2n − 1 = f˜1(x)
2f˜2(x)
2 . . . f˜r(x)
2.
Since f1(x), f2(x), . . . , fr(x) are pairwise coprime monic irreducible polynomi-
als in F2m [x], f˜1(x), f˜2(x), . . . , f˜r(x) are pairwise coprime irreducible polyno-
mials in F2m [x] as well. Hence for each integer j, 1 ≤ j ≤ r, there is a unique
integer j′, 1 ≤ j′ ≤ r, such that f˜j(x) = ejfj′(x) where ej ∈ F
×
2m . We assume
that fj(x) =
∑dj
l=0 clx
l where cj ∈ F2m . Then x
2djfj(x
−1)2 = f˜j(x)
2. From
this, by Equation (4) and x2n = 1 in A we deduce
̺(εj(x)) = 1− x
2n−(deg(bj(x))+2dj)(xdeg(bj(x))vj(x
−1))(x2djfj(x
−1)2)
= 1− x2n−(deg(bj(x))+2dj)b˜j(x)f˜j(x)
2
= 1− hj(x)fj′ (x)
2
where hj(x) = e
2
jx
2n−(deg(bj(x))+2dj)b˜j(x) ∈ A. Similarly, by (4) it follows that
̺(εj(x)) = gj(x)Fj′ (x) for some gj(x) ∈ A. Then from these and by Equations
(3) and (4) we deduce that ̺(εj(x)) = εj′(x).
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As stated above, we see that for each integer j, 1 ≤ j ≤ r, there is a
unique integer j′, 1 ≤ j′ ≤ r, such that ̺(εj(x)) = εj′(x). We still use ̺ to
denote this map j 7→ j′; i.e., ̺(εj(x)) = ε̺(j)(x). Whether ̺ denotes the ring
automorphism of A or this map on the set {1, . . . , r} is determined by context.
The next lemma shows the compatibility of the two uses of ̺.
Lemma 3.2 With the notations above, we have the following:
(i) ̺ is a permutation on {1, . . . , r} satisfying ̺−1 = ̺.
(ii) After a rearrangement of ε1(x), . . . , εr(x) there are integers λ, ǫ such
that ̺(j) = j for all j = 1, . . . , λ and ̺(λ + l) = λ + ǫ + l for all l = 1, . . . , ǫ,
where λ ≥ 1, ǫ ≥ 0 and λ+ 2ǫ = r.
(iii) For each integer j, 1 ≤ j ≤ r, there is a unique invertible element ej
of F2m such that f˜j(x) = ejf̺(j)(x).
(iv) For any integer j, 1 ≤ j ≤ r, ̺(εj(x)) = ε̺(j)(x) in the ring A,
and ̺(Aj) = A̺(j). Then ̺ induces a ring isomorphism from Aj [u]/〈u
k〉 onto
A̺(j)[u]/〈u
k〉 in the natural way.
Proof. (i)–(iii) follow from the definition of the map ̺, and (iv) follows from
that Aj = εj(x)A immediately. ✷
Lemma 3.3 Let α(x) =
∑r
j=1 αj(x), β(x) =
∑r
j=1 βj(x) ∈ A[u]/〈u
k〉, where
αj(x), βj(x) ∈ Aj [u]/〈u
k〉. Then α(x)̺(β(x)) =
∑r
j=1 αj(x)̺(β̺(j)(x)).
Proof. By Lemma 3.2 we have ̺(β̺(j)(x)) ∈ ̺(A̺(j)[u]/〈u
k〉) = A̺2(j)[u]/〈u
k〉
= Aj [u]/〈u
k〉. Hence αj(x)̺(β̺(j)(x)) ∈ Aj [u]/〈u
k〉 for all j. If l 6= ̺(j), then
j 6= ̺(l) and AjA̺(l) = {0} by Lemma 2.1(ii), which implies αj(x)̺(bl(x)) ∈
(Aj [u]/〈u
k〉)(A̺(l)[u]/〈u
k〉) = {0}. Hence
α(x)̺(β(x)) =
∑r
j=1
∑r
l=1 αj(x)̺(βl(x)) =
∑r
j=1 αj(x)̺(β̺(j)(x)). ✷
Lemma 3.4 Using the notations above, for any 1 ≤ j ≤ r we have
(i) For any α = a(x) ∈ Kj, we denote α̂ = (ϕ
−1
̺(j)̺ϕj)(α). Then ̂ is a ring
isomorphism from Kj onto K̺(j) such that the following diagram commutes
Kj = F2m [x]/〈fj(x)
2〉 −̂→ K̺(j) = F2m [x]/〈f̺(j)(x)
2〉
ϕj ↓ ↓ ϕ̺(j)
Aj
̺
−→ A̺(j)
Specifically, we have α̂ = a(x−1) ∈ K̺(j). Hence f̂j(x) = fj(x
−1) ∈ K̺(j).
(ii) For any ξ =
∑k−1
l=0 αlu
l ∈ Kj [u]/〈u
k〉 where α0, α1, . . . , αk−1 ∈ Kj ,
define ξ̂ =
∑k−1
l=0 α̂lu
l. Then ̺ induces a ring isomorphism from Kj [u]/〈u
k〉
onto K̺(j)[u]/〈u
k〉 by the rule that ̺ : ξ 7→ ξ̂ (∀ξ ∈ Kj [u]/〈u
k〉).
Proof (i) It follows from Lemma 2.1(iii) and Lemma 3.2 (iv).
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(ii) It follows from (i) immediately. ✷
Now, we give the dual code of each cyclic code over R of length 2n.
Theorem 3.5 Let C be a cyclic code over R of length 2n with canonical form
decomposition C = ⊕rj=1εj(x)Cj , where Cj is an ideal of Kj [u]/〈u
k〉 given by
Theorem 2.6. Then the dual code C⊥E of C is given by
C⊥E = ⊕rj=1εj(x)Dj ,
where Dj is an ideal of Kj [u]/〈u
k〉 given by one of the following eight cases
for all j = 1, . . . , r:
case Cj D̺(j)
1. 〈ui〉 (0 ≤ i ≤ k) 〈uk−i〉
2. 〈usfj(x)〉 (0 ≤ s ≤ k − 1) 〈u
k−s, f̺(j)(x)〉
3. 〈ui + utfj(x)ω〉 〈u
k−i + uk+t−2if̺(j)(x)ω
′〉
(ω ∈ (Fj [u]/〈ui−t〉)×, t ≥ 2i− k, ω′ = ejx
2n−dj ω̂ (mod f̺(j)(x))
0 ≤ t < i ≤ k − 1)
4. 〈ui + fj(x)ω〉 〈ui + f̺(j)(x)ω
′〉
(ω ∈ (Fj [u]/〈u
k−i〉)×, 2i > k ω′ = ejx
2n−dj ω̂ (mod f̺(j)(x))
0 < i ≤ k − 1)
5. 〈ui + utfj(x)ω〉 〈ui−t + f̺(j)(x)ω
′, uk−if̺(j)(x)〉
(ω ∈ (Fj [u]/〈u
k−i〉)×, t < 2i− k, ω′ = ejx
2n−dj ω̂ (mod f̺(j)(x))
1 ≤ t < i ≤ k − 1)
6. 〈ui, usfj(x)〉 (0 ≤ s < i ≤ k − 1) 〈uk−s, uk−if̺(j)(x)〉
7. 〈ui + fj(x)ω, usfj(x)〉 〈uk−s + uk−i−sf̺(j)(x)ω
′〉
(ω ∈ (Fj [u]/〈u
s〉)×, i+ s ≤ k − 1, ω′ = ejx
2n−dj ω̂ (mod f̺(j)(x))
1 ≤ s < i ≤ k − 1)
8. 〈ui + utfj(x)ω, u
sfj(x)〉 〈u
k−s + uk+t−i−sf̺(j)(x)ω
′, uk−if̺(j)(x)〉
(ω ∈ (Fj [u]/〈u
s−t〉)×, ω′ = ejx
2n−dj ω̂ (mod f̺(j)(x))
i+ s ≤ k + t − 1,
1 ≤ t < s < i ≤ k − 1)
Proof Let 1 ≤ j ≤ r, and Ej be an ideal of Kj [u]/〈u
k〉 given by one of the
following eight cases:
(i) Ej = 〈u
k−i〉, if Cj = 〈u
i〉, where 0 ≤ i ≤ k.
(ii) Ej = 〈u
k−s, fj(x)〉, if Cj = 〈u
sfj(x)〉, where 0 ≤ s ≤ k − 1.
(iii) Ej = 〈u
k−i − uk+t−2ifj(x)ω〉, if Cj = 〈u
i + utfj(x)ω〉 where ω ∈
(Fj [u]/〈u
i−t〉)×, 0 ≤ t < i ≤ k − 1 and t ≥ 2i− k.
(iv) Ej = 〈u
i − fj(x)ω〉, if Cj = 〈u
i + fj(x)ω〉 where ω ∈ (Fj [u]/〈u
k−i〉)×,
0 < i ≤ k − 1 and 2i > k.
(v) Ej = 〈u
i−t − fj(x)ω, u
k−ifj(x)〉, if Ci = 〈u
i + utfj(x)ω〉 where ω ∈
(Fj [u]/〈u
k−i〉)×, 1 ≤ t < i ≤ k − 1 and t < 2i− k.
(vi) Ej = 〈u
k−s, uk−ifj(x)〉, if Cj = 〈u
i, usfj(x)〉, where 0 ≤ s < i ≤ k−1.
(vii) Ej = 〈u
k−s − uk−i−sfj(x)ω〉, if Cj = 〈u
i + fj(x)ω, u
sfj(x)〉, where
ω ∈ (Fj [u]/〈u
s〉)×, 1 ≤ s < i ≤ k − 1, i+ s ≤ k − 1.
(viii) Ej = 〈u
k−s−uk+t−i−sfj(x)ω, u
k−ifj(x)〉, when Cj = 〈u
i+utfj(x)ω,
usfj(x)〉, where ω ∈ (Fj[u]/〈u
s−t〉)×, 1 ≤ t < s < i ≤ k − 1, i+ s ≤ k + t− 1.
Then by a direct calculation we deduce that CjEj = {a(x)b(x) | a(x) ∈
Cj , b(x) ∈ Ej} = {0}. Further, by Theorem 2.6 we have |Cj ||Ej | = 2
2mdjk.
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Since ̺ induces a ring isomorphism from Kj [u]/〈u
k〉 onto K̺(j)[u]/〈u
k〉
by Lemma 3.4(ii), ̺(Ej) is an ideal of K̺(j)[u]/〈u
k〉 and |̺(Ej)| = |Ej |. We
denote D̺(j) = ̺(Ej). Let l = ̺(j). Then j = ̺(l) by ̺
2 = ̺. Now, set
D =
∑r
j=1 ε̺(j)(x)D̺(j) = ⊕
r
l=1εl(x)Dl, where Dl = ̺(E̺(l)). By Theorem
2.3, we see that D is a cyclic code over R of length 2n.
For any 1 ≤ j ≤ r, by Lemma 2.1(iii) we see that ε̺(j)(x)D̺(j) is an ideal of
A̺(j)[u]/〈u
k〉. Moreover, we have ̺(D̺(j)) = ̺
2(Ej) = Ej , and ̺(ε̺(j)(x)) =
εj(x) by Lemma 3.2(iv). From these and by Lemma 3.3, we deduce that
C · ̺(D) =
 r∑
j=1
εj(x)Cj
 ̺( r∑
l=1
εl(x)Dl
)
=
r∑
j=1
(εj(x)Cj)̺
(
ε̺(j)(x)D̺(j)
)
=
r∑
j=1
(εj(x)Cj)(εj(x)Ej) =
r∑
j=1
εj(x)(CjEj) = {0},
which implies D ⊆ C⊥E by Lemma 3.1. On the other hand, by Lemma
2.1(iii) and Theorem 2.3(iii), we have |C||D| = (
∏r
j=1 |Cj |)(
∏r
j=1 |Ej |) =∏r
j=1(|Cj ||Ej |) =
∏r
j=1 2
2mdjk = 22mk
∑
r
j=1 dj = (2mk)2n = |R[x]/〈x2n − 1〉|.
Since R = F2m [u]/〈u
k〉 is a finite Frobenius ring, from the theory of linear
codes over Frobenius rings (See [6], for example) we deduce that C⊥E = D.
Finally, we give the generator set of D̺(j) = ̺(Ej), 1 ≤ j ≤ r. By Lemma
3.2(iii), Lemma 3.4 and x2n = 1, we have ̺(ul) = ul for all 1 ≤ l ≤ k, ̺(ω) = ω̂
for any ω ∈ Kj [u]/〈u
k〉 and ̺(fj(x)) = fj(x
−1) = x2n−dj (xdjfj(x
−1)) =
x2n−dj f˜j(x) = ejx
2n−djf̺(j)(x). Hence ̺(u
lfj(x)ω) = ̺(u
l)̺(fj(x))̺(ω) =
ulf̺(j)(x)ω
′, where ω′ = ejx
2n−dj ω̂ ∈ F̺(j)[u]/〈u
k〉. Then the conclusions
follows from (i)–(viii) immediately. ✷
Finally, using Theorems 2.3, 2.6 and 3.5 we list all distinct self-dual cyclic
codes over the ring R of length 2n by the following Theorem.
Theorem 3.6 Using the notations in Lemma 3.2(ii), all distinct self-dual
cyclic codes over the ring R of length 2n are give by:
C =
(
⊕λj=1εj(x)Cj
)
⊕
(
⊕λ+ǫj=λ+1(εj(x)Cj ⊕ εj+ǫ(x)Cj+ǫ)
)
,
where Cj is an ideal of Kj [u]/〈u
k〉 determined by the following conditions :
(A) If 1 ≤ j ≤ λ, Cj is determined by the following conditions :
(A-i) When k is even, Cj is given by one of the following six cases :
(A-i-1) Cj = 〈u
k
2 〉.
(A-i-2) Cj = 〈fj(x)〉.
(A-i-3) Cj = 〈u
k
2 +utfj(x)ω〉, where 0 ≤ t ≤
k
2−1 and ω ∈ (Fj [u]/〈u
k
2−t〉)×
satisfying ω + ejx
2n−dj ω̂ ≡ 0 (mod fj(x)).
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(A-i-4) Cj = 〈u
i+fj(x)ω〉, where
k
2+1 ≤ i ≤ k−1 and ω ∈ (Fj [u]/〈u
k−i〉)×
satisfying ω + ejx
2n−dj ω̂ ≡ 0 (mod fj(x)).
(A-i-5) Cj = 〈u
i, uk−ifj(x)〉, where
k
2 + 1 < i ≤ k − 1.
(A-i-6) Cj = 〈u
i + utfj(x)ω, u
k−ifj(x)〉, where 1 ≤ t < k − i,
k
2 + 1 ≤ i ≤
k − 1 and ω ∈ (Fj [u]/〈u
k−i−t〉)× satisfying ω + ejx
2n−dj ω̂ ≡ 0 (mod fj(x)).
(A-ii) When k is odd, Cj is given by one of the following four cases :
(A-ii-1) Cj = 〈fj(x)〉.
(A-ii-2) Cj = 〈u
i+fj(x)ω〉, where
k+1
2 ≤ i ≤ k−1 and ω ∈ (Fj [u]/〈u
k−i〉)×
satisfying ω + ejx
2n−dj ω̂ ≡ 0 (mod fj(x)).
(A-ii-3) Cj = 〈u
i, uk−ifj(x)〉, where
k+1
2 < i ≤ k − 1.
(A-ii-4) Cj = 〈u
i + utfj(x)ω, u
k−ifj(x)〉, where 1 ≤ t < k − i,
k+1
2 ≤ i ≤
k − 1 and ω ∈ (Fj [u]/〈u
k−i−t〉)× satisfying ω + ejx
2n−dj ω̂ ≡ 0 (mod fj(x)).
(B) If j = λ + l where 1 ≤ l ≤ ǫ, then (Cj , Cj+ǫ) is given by one of the
following eight cases :
case Cj Cj+ǫ
B-1. 〈ui〉 (0 ≤ i ≤ k) 〈uk−i〉
B-2. 〈usfj(x)〉 (0 ≤ s ≤ k − 1) 〈uk−s, fj+ǫ(x)〉
B-3. 〈ui + utfj(x)ω〉 〈uk−i + uk+t−2ifj+ǫ(x)ω′〉
(ω ∈ (Fj [u]/〈ui−t〉)×, ω′ = ejx
2n−dj ω̂ (mod fj+ǫ(x))
t ≥ 2i− k, 0 ≤ t < i ≤ k − 1)
B-4. 〈ui + fj(x)ω〉 〈u
i + fj+ǫ(x)ω
′〉
(ω ∈ (Fj [u]/〈u
k−i〉)×, ω′ = ejx
2n−dj ω̂ (mod fj+ǫ(x))
2i > k, 0 < i ≤ k − 1)
B-5. 〈ui + utfj(x)ω〉 〈ui−t + fj+ǫ(x)ω′, uk−ifj+ǫ(x)〉
(ω ∈ (Fj [u]/〈uk−i〉)×, ω′ = ejx
2n−dj ω̂ (mod fj+ǫ(x))
t < 2i− k, 1 ≤ t < i ≤ k − 1)
B-6. 〈ui, usfj(x)〉 〈uk−s, uk−ifj+ǫ(x)〉
(0 ≤ s < i ≤ k − 1)
B-7. 〈ui + fj(x)ω, u
sfj(x)〉 〈u
k−s + uk−i−sfj+ǫ(x)ω
′〉
(ω ∈ (Fj [u]/〈u
s〉)×, ω′ = ejx
2n−dj ω̂ (mod fj+ǫ(x))
i+ s ≤ k − 1, 1 ≤ s < i ≤ k − 1)
B-8. 〈ui + utfj(x)ω, usfj(x)〉 〈uk−s + uk+t−i−sfj+ǫ(x)ω′, uk−ifj+ǫ(x)〉
(ω ∈ (Fj [u]/〈us−t〉)×, ω′ = ejx
2n−dj ω̂ (mod fj+ǫ(x))
i+ s ≤ k + t− 1,
1 ≤ t < s < i ≤ k − 1)
4 An Example
We consider cyclic codes of length 14 over R = F2[u]/〈u
4〉 = F2+uF2+u
2
F2+
u3F2 (u
4 = 0) which is a finite chain ring of 16 elements.
In this case, we have m = 1, k = 4 and n = 7. It is known that x7 − 1 =
f1(x)f2(x)f3(x) where f1(x) = x+1, f2(x) = x
3+x+1 and f3(x) = x
3+x2+1
are irreducible polynomials in F2[x] satisfying f˜1(x) = f1(x) and f˜2(x) =
f3(x). Hence r = 3, d1 = 1, d2 = d3 = 3, λ = 1 and ǫ = 1.
By Corollary 2.7, the number of cyclic codes over R of length 14 is
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j=1 N(2,dj,4) =
∏3
j=1
(
1 + 14 +Ω1(2
dj , 4) +Ω2(2
dj , 4) + (2dj − 1)Γ (2dj , 4)
)
,
where Γ (2dj , 4) = 1 for all j = 1, 2, 3, Ω1(2
d1 , 4) = 5, Ω2(2
d1 , 4) = 2,
Ω1(2
dj , 4) = 77 andΩ1(2
dj , 4) = 14 for j = 2, 3. Then we have
∏3
j=1 N(2,dj,4) =
23 · 1132 = 293687. Precisely, by Theorem 2.6 all distinct cyclic codes over R
of length 14 are given by
C = ε1(x)C1 ⊕ ε2(x)C2 ⊕ ε3(x)C3 with |C| = |C1||C2||C3|,
where
♦ ε1(x) = x
12 + x10 + x8 + x6 + x4 + x2 + 1, ε2(x) = x
8 + x4 + x2 +1 and
ε3(x) = x
12 + x10 + x6 + 1.
♦ C1 is an ideal of the ring K1[u]/〈u
4〉, where K1 = F2[x]/〈(x + 1)
2〉 and
F1 = F2[x]/〈x+ 1〉 = F2, given by the following table:
case number C1 |C1|
I. 5 〈ui〉 (0 ≤ i ≤ 4) 44−i
II. 4 〈us(x+ 1)〉 (0 ≤ s ≤ 3) 24−s
III. 5 〈u+ (x+ 1)〉 43
〈u2 + (x+ 1)〉, 〈u2 + (x+ 1)(1 + u)〉, 〈u2 + u(x+ 1)〉 42
〈u3 + u2(x+ 1)〉 4
IV. 2 〈u3 + (x+ 1)〉 24
〈u3 + u(x+ 1)〉 23
V. 6 〈ui, us(x+ 1)〉 (0 ≤ s < i ≤ 3) 2(8−(i+s))
VI. 1 〈u2 + (x+ 1), u(x+ 1)〉 25
♦ For j = 2, 3, Cj is an ideal of Kj [u]/〈u
4〉, where Kj = F2[x]/〈fj(x)
2〉
and Fj = F2[x]/〈fj(x)〉 = {a0 + a1x + a2x
2 | a0, a1, a2 ∈ F2}, given by the
following table:
case number Cj |Cj |
I. 5 • 〈ui〉 (0 ≤ i ≤ 4) 644−i
II. 4 • 〈usfj(x)〉 (0 ≤ s ≤ 3) 84−s
III. 7 • 〈u+ fj(x)ω〉 (ω = a0 + a1x+ a2x
2, 643
(a0, a1, a2) 6= (0, 0, 0), a0, a1, a2 ∈ F2)
56 • 〈u2 + fj(x)ω〉 64
2
(ω = a0 + a1x+ a2x2 + u(b0 + b1x+ b2x2),
(a0, a1, a2) 6= (0, 0, 0), a0, a1, a2, b0, b1, b2 ∈ F2)
7 • 〈u2 + ufj(x)ω〉 (ω = a0 + a1x+ a2x
2, 642
(a0, a1, a2) 6= (0, 0, 0), a0, a1, a2 ∈ F2)
7 • 〈u3 + u2fj(x)ω〉 (ω = a0 + a1x+ a2x2, 64
(a0, a1, a2) 6= (0, 0, 0), a0, a1, a2 ∈ F2)
IV. 7 • 〈u3 + fj(x)ω〉 (ω = a0 + a1x+ a2x2, 84
(a0, a1, a2) 6= (0, 0, 0), a0, a1, a2 ∈ F2)
7 • 〈u3 + ufj(x)ω〉 (ω = a0 + a1x+ a2x2, 83
(a0, a1, a2) 6= (0, 0, 0), a0, a1, a2 ∈ F2)
V. 6 • 〈ui, usfj(x)〉 (0 ≤ s < i ≤ 3) 8(8−(i+s))
VI. 7 • 〈u2 + fj(x)ω, ufj(x)〉 (ω = a0 + a1x+ a2x
2, 85
(a0, a1, a2) 6= (0, 0, 0), a0, a1, a2 ∈ F2)
Moreover, by Theorem 3.6 all distinct self-dual cyclic codes overR of length
14 are given by C = ε1(x)C1 ⊕ ε2(x)C2 ⊕ ε3(x)C3, where
• C1 is given by one of the following cases:
(A-i-1) C1 = 〈u
2〉.
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(A-i-2) C1 = 〈(x + 1)〉.
(A-i-3) C1 = 〈u
2+(x+1)〉, C1 = 〈u
2+(x+1)(1+u)〉; C1 = 〈u
2+u(x+1)〉.
(A-i-4) C1 = 〈u
3 + (x+ 1)〉.
(A-i-5) C1 = 〈u
3, u(x+ 1)〉.
• (C2, C3) is given by one pair of ideals in the following table:
case C2 C3
B-1. 〈ui〉, 0 ≤ i ≤ 4 〈uk−i〉
B-2. 〈usf2(x)〉, 0 ≤ s ≤ 3 〈u4−s, f3(x)〉
B-3. 〈u+ f2(x)ω1〉, ω1 ∈ F
×
2 〈u
3 + u2f3(x)ω′1〉, ω
′
1 = x
11ω̂1
〈u2 + f2(x)ω2〉, ω2 ∈ (F2[u]/〈u2〉)× 〈u2 + f3(x)ω′2〉, ω
′
2 = x
11ω̂2
〈u2 + uf2(x)ω1〉, ω1 ∈ F
×
2 〈u
2 + uf3(x)ω′1〉, ω
′
1 = x
11ω̂1
〈u3 + u2f2(x)ω1〉, ω1 ∈ F
×
2 〈u+ f3(x)ω
′
1〉, ω
′
1 = x
11ω̂1
B-4. 〈u3 + f2(x)ω1〉, ω1 ∈ F
×
2 〈u
3 + f3(x)ω′1〉, ω
′
1 = x
11ω̂1
B-5. 〈u3 + uf2(x)ω1〉, ω1 ∈ F
×
2 〈u
2 + f3(x)ω′1, uf3(x)〉, ω
′
1 = x
11ω̂1
B-6. 〈ui, usf2(x)〉, 0 ≤ s < i ≤ 3 〈u4−s, u4−if3(x)〉
B-7. 〈u2 + f2(x)ω1, uf2(x)〉, ω1 ∈ F
×
2 〈u
3 + uf3(x)ω′1〉, ω
′
1 = x
11ω̂1
in which ω1 = a0+a1x+a2x
2, (a0, a1, a2) 6= (0, 0, 0), a0, a1, a2 ∈ F2, ω2 = a0+
a1x+a2x
2+u(b0+b1x+b2x
2), (a0, a1, a2) 6= (0, 0, 0), a0, a1, a2, b0, b1, b2 ∈ F2,
ω′1 = x
11(a0+a1x
−1+a2x
−2) (mod f3(x)) and ω
′
2 = x
11(a0+a1x
−1+a2x
−2+
u(b0 + b1x
−1 + b2x
−2)) (mod f3(x)).
Therefore, the number of self-dual cyclic codes of length 14 over F2+uF2+
u2F2 + u
3
F2 (u
4 = 0) is equal to 7 · 113 = 791.
5 Conclusions and further research
We have developed a theory for cyclic codes of length 2n over the finite chain
ring R = F2m [u]/〈u
k〉 = F2m + uF2m + . . .+ u
k−1
F2m (u
k = 0) for any integer
k ≥ 2 and positive odd integer n, including the enumeration and construc-
tion of these codes, the dual code and self-duality for each of these codes.
These codes enjoy a rich algebraic structure compared to arbitrary linear codes
(which makes the search process much simpler). Obtaining some bounds for
minimal distance such as BCH-like of a cyclic code over the ring R by just
looking at the representation of such codes are future topics of interest.
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