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Abstract
We show that, with overwhelming probability, several well-known layout problems are approx-
imable within a constant for random graphs drawn from the G(n; pn) model where C=n6pn61
for all n big enough and for some properly characterized parameter C¿ 1. In fact, our results
establish that, with overwhelming probability, the cost of any arbitrary layout of such a random
graph is within a constant of the optimal cost. c© 2001 Elsevier Science B.V. All rights reserved.
1. Introduction
Several well-known optimization problems on graphs can be formulated as graph
layout problems. A layout of a graph with n vertices is a bijection between the vertex
set and the set of naturals from 1 to n. Graph layout problems, also denoted in the
literature as linear ordering problems or linear arrangement problems, seek for a lay-
out that minimizes a cost associated with each problem. The particular layout problems
that we consider are Bandwidth, Minimum Linear Arrangement, Cutwidth, Modi0ed
Cut, Sum Cut (also known as Pro0le) and Vertex Separation (equivalent to Path-
width). We also consider the Edge Bisection and Vertex Bisection problems which are
partitioning problems, but can also be formulated as layout problems. It is well known
that these problems have several applications in VLSI, matrix theory, interconnection
networks, job scheduling, graph drawing, : : : .
All the considered problems are NP-hard. Because of their practical importance, the
lack of e8cient exact algorithms for general graphs has given rise to the investigation
of approximation algorithms or heuristic methods. A standard way of evaluating the
real e8ciency (from a practical point of view) of an algorithm or heuristic is to
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evaluate its performance on random instances. It is thus natural to start analyzing the
approximability properties of layout problems on random graphs, and in particular, on
sparse random graphs. For the case of Bandwidth and Edge Bisection, it has already
been proved that these problems can be approximated within a constant on random
graphs [2,3,11]. In this paper, we extend this kind of result to several other layout
problems using a unique framework involving ‘mixing graphs’.
Let us Lrst introduce the problems and graphs we consider in this paper:
Given an undirected graph G=(V; E) with n= |V |, a layout ’ of G is a one-to-one
function ’ :V → {1; : : : ; n}. Given a layout ’ of G, we deLne the sets
L(i; ’; G) = {u ∈ V : ’(u)6i} and R(i; ’; G) = {u ∈ V : ’(u)¿i}
and the following measures:
(i; ’; G) = |{uv ∈ E : u ∈ L(i; ’; G) ∧ v ∈ R(i; ’; G)}|;
(i; ’; G) = |{uv ∈ E : u ∈ L(i; ’; G) ∧ v ∈ R(i; ’; G) ∧ ’(u) = i}|;
(i; ’; G) = |{u ∈ L(i; ’; G) : ∃v ∈ R(i; ’; G) : uv ∈ E}|;
(uv; ’; G) = |’(u)− ’(v)| where uv ∈ E:
The problems we address are:
• Bandwidth (BANDWIDTH): Given a graph G=(V; E), Lnd MINBW(G)=min’ BW(’;G)
where BW(’;G) = maxuv∈E (uv; ’; G).
• Minimum Linear Arrangement (MINLA): Given a graph G=(V; E), Lnd MINLA(G)=
min’ LA(’;G) where LA(’;G) =
∑
uv∈E (uv; ’; G) =
∑n
i=1 (i; ’; G).
• Cutwidth (CUTWIDTH): Given a graph G = (V; E), Lnd MINCW(G) = min’ CW(’;G)
where CW(’;G) = maxni=1 (i; ’; G).
• ModiLed Cut (MODCUT): Given a graph G=(V; E), Lnd MINMC(G)=min’ MC(’;G)
where MC(’;G) =
∑n−1
i=1 (i; ’; G).
• Sum Cut (SUMCUT): Given a graph G=(V; E), Lnd MINSC(G)=min’ SC(’;G) where
SC(’;G) =
∑n
i=1 (i; ’; G).
• Vertex Separation (VERTSEP): Given a graph G=(V; E), Lnd MINVS(G)=min’ VS(’;G)
where VS(’;G) = maxni=1 (i; ’; G).
• Edge Bisection (EDGEBIS): Given a graph G=(V; E), Lnd MINEB(G)=min’ EB(’;G)
where EB(’;G) = (n=2; ’; G).
• Vertex Bisection (VERTBIS): Given a graph G=(V; E), Lnd MINVB(G)=min’ VB(’;G)
where VB(’;G) = (n=2; ’; G).
Consistently, in the following we will also use the following notation for any layout
cost F ∈ {BW,LA,CW,MC,SC,VS,EB,VB} and any graph G:
MAXF(G) = max
’
F(’;G) and AVGF(G) =
1
n!
∑
’
F(’;G):
Let us recall that, given a positive integer n and a probability p, the class of random
graphs G(n; p) is a probability space over the set of undirected graphs G = (V; E) on
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the vertex set V = {1; : : : ; n} determined by Pr[uv ∈ E]=p with these events mutually
independent.
In the following, we consider random graphs whose edge probability, pn, is a func-
tion of their number of vertices n. In order not to have too much connected components,
we shall require C=n6pn61 for all n¿n0 where C is a parameter greater than 1 that
will be properly speciLed later on and n0 is some natural. This condition requires the
existence of a giant component in the random graph. Recall [1,2,5] that random graphs
exhibit a phase transition at pn=1=n: when pn=c=n with c¡ 1, random graphs consist
of many small components, whose largest size is (log n) when pn = c=n with c¿ 1,
random graphs turn out to have a giant component whose size is (n).
For any given constant r, an algorithm A is an r-approximation to an optimization
problem for a function F when it holds that, for any input x,
1
1 + r
6
A(x)
OPT F(x)
61 + r:
Equivalently, the value j=1− r is called the approximation ratio of the r-approximate
algorithm A [7]. Observe that any bound on the gap of a layout cost F gives a bound
on the approximation ratio of any algorithm that computes a layout for a graph G. On
the other hand, recall that a sequence of events (En)n¿1 occurs with high probability
if limn→∞ Pr[En] = 1, and that in the case Pr[En]¿1 − 2−R(n) for all n big enough,
we say that (En)n¿1 occurs with overwhelming probability.
Our main result (Theorem 1) states that, with overwhelming probability, all the
considered layout problems are approximable within a constant for random graphs
drawn from the G(n; pn) model where C=n6pn61. In order to prove it, we ask whether
there is any relation between the approximability of the maximization versions of our
layout problems, and whether we can infer some consequence for the minimization
versions from our understanding of these maximization versions. It thus makes sense
to introduce and estimate the gap between the maximum and the minimum costs of a
problem for some instances:
Denition 1. For a layout cost F ∈ {BW,LA,CW,MC,SC,VS,EB,VB} and any graph G, we
deLne the gap of F on G as the ratio between its minimum and maximum values, that
is,
GAPF(G) =
MAXF(G)
MINF(G)
= 1 +
MAXF(G)− MINF(G)
MINF(G)
:
One of our motivations to study random graphs for layout problems was to enable
us to analyze heuristics for random sparse graphs. Unfortunately, our results show that
any algorithm computing a feasible layout, no matter how good or bad, will perform
rather well on random graphs, pointing out that such an evaluation may be unworthy
for layout problems.
Our results are valid both for sparse and dense graphs, though in the case of
random graphs with constant expected degree, we must ensure the existence of a
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giant component in the random graph [2,11]. We remark, though, that for dense
graphs (|E|=(|V |2)) polynomial approximation schemes are known for some of the
problems [6,8].
2. Approximation results
We introduce now a class of graphs that captures the properties we need to bound
the gaps for our layout problems on random graphs.
Denition 2 (Mixing graphs). Let  ∈ (0; 16 ); ∈ (0; 1) and deLne C; = 3(1 + ln 3)
()−2. Consider a sequence (cn)n¿1 such that C;6cn6n for all n¿n0 for some
natural n0. A graph G = (V; E) with |V | = n and |E| = m is said to be (; ; cn)-
mixing if
m6(1 + ) 12 ncn (1)
and for any two disjoint subsets A; B⊂V such that |A|¿n and |B|¿n, it is the case
that ∣∣∣(A; B)− cn
n
|A||B|
∣∣∣6cn
n
|A||B|; (2)
where (A; B) denotes the number of edges in E having one endpoint in A and another
in B.
Observe that this last condition is equivalent to
1− 6(A; B)|A||B|
/
cn
n
61 + :
Mixing graphs are much related to expander graphs. From the many variations of the
deLnition of expander graphs, let us reproduce the one given in [1]: A graph G=(V; E)
is an (n; d; c)-expander if it has n vertices, its degree is d, and for every set W ⊂V of
cardinality |W |6n=2, the inequality |(W;V \W )|¿c|W | holds. The main diSerences
in the two deLnitions are that expanders are required to be bounded-degree graphs and
that the expansion condition has to be satisLed for all (not too large) subsets W of
vertices, while the mixing condition only involves sets of vertices of R(n) size.
Expander graphs have the property that the largest and second largest eigenvalue of
their adjacency matrix are well-separated. This is a su8cient condition for a graph to
have good mixing properties.
Lemma 1. Let G=(V; E) be a regular graph of degree d; let  be the second largest
eigenvalue of the adjacency matrix of G. Then for every ;  such that ¿=d; G
is (; ; d)-mixing.
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Proof. The Expander Mixing Lemma (see [1, Chapter 6]) states that if G is a d-regular
graph and  is the second largest eigenvalue of the adjacency matrix of G, then for
every two subsets of vertices A and B,∣∣∣∣(A; B)− dn |A||B|
∣∣∣∣6√|A||B|:
If |A|¿n; |B|¿n, and ¿=d then we have∣∣∣∣(A; B)− dn |A||B|
∣∣∣∣6 |A||B|n 6 dn |A||B|:
Note also that, since G is d-regular, |E|= 12dn. It follows that, under the hypothesis
of the lemma, G is (; ; d)-mixing.
The best-known explicit construction of expander graphs with strong separation be-
tween degree and second largest eigenvalue is due to Lubotzky et al. [9]. Their con-
struction yields regular graphs of degree d where the second largest eigenvalue is less
than 2
√
d. The construction of [9] then gives (; ; d)-mixing graphs for every  and
 and with d = O(−2−2). See also [4] for additional discussions on mixing graphs,
explicit constructions, and applications.
In this paper, our interest in mixing graphs is motivated by the fact that, with
overwhelming probability, a random graph from the Gn;C=n model is mixing (for an
appropriate choice of the constant C), as proved in Lemma 2 below, and the fact
that the layout problems deLned in the previous section are easy to approximate on
mixing graphs, as proved in Lemma 3 below. Together, the two results imply that
layout problems are easy to approximate on random graphs.
Lemma 2. Let  ∈ (0; 16 );  ∈ (0; 1) and de0ne C; = 3(1 + ln 3)()−2. Consider a
sequence (cn)n¿1 such that C;6cn6n for all n¿n0 for some natural n0. Then; for
all n¿n0; random graphs drawn from G(n; pn) with pn = cn=n are (; ; cn)-mixing
with probability at least 1− 2−R(n).
Proof. Let n¿n0 and consider a random graph G = (V; E) drawn from G(n; pn). Let
M be a random variable counting its number of edges. We estimate Lrst the probability
that condition (1) fails. The expected number of edges of G is E[M ] = 12 (n − 1)cn.
Using ChernoS’s bounds [10] we get
Pr
[
M ¿ (1 + ) 12ncn
]
6Pr[M ¿ (1 + )E[M ]]6exp(− 13 2 E[M ])
6 exp( 16
2(n− 1)cn)62−R(n)
by the hypothesis cn¿C; ¿ 1.
We estimate now the probability that condition (2) does not hold. Consider any two
disjoint sets A; B⊂V such that |A|; |B|¿n. There are k= |A||B| possible edges having
an endpoint in A and an endpoint in B. Let us call X1; : : : ; Xk the Bernoulli random
variables such that Xi = 1 if the ith (in lexicographical order) of such edges is in
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the graph, and Xi = 0 otherwise. The expectation of
∑k
i=1 Xi is 'n = |A||B|cn=n. Using
ChernoS’s bounds we have that
Pr
[
(1− )'n¡
k∑
i=1
Xi ¡ (1 + )'n
]
¿1− 2 exp( 132'n):
Any vertex can either be in A, in B, or not in A and not in B. Therefore, there are
at most 3n choices for the sets A and B. By Boole’s inequality it follows that the
probability that condition (2) is not satisLed is at most
3n × 2 exp(− 13 2'n)6exp(ln 2 + n ln 3− 13 22ncn)62−R(n)
by the hypothesis cn¿C; = 3(1 + ln 3)()−2.
Overall, by Boole’s inequality, the failure probability of the conditions can be
estimated by the sum of the individual failure probabilities, which therefore
is 2−R(n).
Lemma 3. Let  ∈ (0; 16 );  ∈ (0; 1) and de0ne C; = 3(1 + ln 3)()−2. Consider a
sequence (cn)n¿1 such that C;6cn6n for all n¿n0 for some natural n0. Let n¿n0
and let G = (V; E) be any (; ; cn)-mixing graph with |V |= n. Then;
GAPCW(G)62(+ 1)(1− )−1 + O(n−1); (g1)
GAPEB(G)62(+ 1)(1− )−1 + O(n−1); (g2)
GAPLA(G)6(+ 1)(1− 6)−1(1− )−1; (g3)
GAPMC(G)6(+ 1)(1− 12)−1(1− )−1; (g4)
GAPVS(G)6( 12 − )−1 + O(n−1); (g5)
GAPVB(G)6( 12 − )−1 + O(n−1); (g6)
GAPSC(G)6(1− 4)−1; (g7)
GAPBW(G)6(1− 2)−1 + O(n−1): (g8)
Proof. Let m = |E|. Let us start proving (g1). Consider any layout ’ of G. Take
A= {u ∈ V |’(u)6n=2} and B= V \ A. Then |A|; |B|¿n=2− 1¿n. So,
CW(’;G)¿(n=2’;G)¿(A; B)¿(1− )cn
n
|A||B|¿(1− )cn
n
(n=2− 1)2:
Therefore, MINCW(G)¿(1 − )cn(n=2 − 1)2=n. The number of edges of G is an upper
bound on MAXCW(G). As G is a (; ; cn)-mixing graph, MAXCW(G)6|E|6(1+)1=2(n−
1)cn. The computation of the gap yields GAPCW(’;G)62(+1)=(1− )+O(n−1). The
proof of (g2) is the same.
J. D67az et al. / Discrete Mathematics 235 (2001) 245–253 251
Let us prove (g3). Let ’ be any layout of G. We have
LA(’;G)¿
n∑
i=1
(i; ’; G)¿
(1−)n∑
i=n
(i; ’; G)¿(1− )cn
n
(1−)n∑
i=n
i(n− i):
On the other hand, the sum of the cuts at the Lrst n and the last (1 − )n positions
at each position is not larger than nm. So,
LA(’;G)6
n∑
i=1
(i; ’; G)62nm+
(1−)n∑
i=n
(i; ’; G)
6 2nm+ (1 + )
cn
n
(1−)n∑
i=n
i(n− i):
Therefore, letting S = cnn−1
∑(1−)n
i=n i(n− i), we have
MINLA(G)¿(1− )S;
MAXLA(G)62nm+ (1 + )S:
The average length of an edge on a graph with n vertices is (n + 1)=3. Taking into
account that LA(’;G) is the sum of all edge lengths, we have AVGLA(G)¿m(n+ 1)=3,
and therefore, there is a layout that gives at least this value. So, 2nm+ (1 + )S¿m
(n+ 1)=3¿mn=3 and thus 2nm66=(1− 6)(1 + )S. As a consequence,
GAPLA(G)61 +
6=(1− 6)(1 + )S + 2S
(1− )S 6
+ 1
(6− 1)(− 1) :
Let us prove (g4) in a similar way. Let ’ be any layout of G. We have
MC(’;G)¿
n−1∑
i=1
(i; ’; G)¿
(1−)n−1∑
i=n+1
(i; ’; G)¿(1− )cn
n
(1−)n−1∑
i=n+1
(i − 1)(n− i):
For the lower bound, we have
MC(’;G)6
n−1∑
i=1
(i; ’; G)62(n+ 1)m+
(1−)n−1∑
i=n+1
(i; ’; G)
6 2nm+ (1 + )
cn
n
(1−)n−1∑
i=n+1
(i − 1)(n− i):
where the last inequality holds because (1; ’; G) = (n; ’; G) = 0 for any layout ’.
Therefore, letting T = cnn−1
∑(1−)n−1
i=n+1 (i − 1)(n− i), we have
MINMC(G)¿ (1− )T;
MAXMC(G)6 2nm+ (1 + )T:
As AVGMC(G)=m(n−5)=3, there is a layout that gives at least this value. So, 2nm+(1+
)T¿m(n− 5)=3¿mn=6 and thus 2nm6(12=(1− 12))(1+ )T . As a consequence,
GAPMC(G)61 +
(12=(1− 12))(1 + )T + (1 + )T
(1− )T 6
+ 1
(12− 1)(− 1) :
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Let us prove (g5). Consider any layout ’ of G. Notice that in a (; ; cn)-mixing
graph, it is the case that (i; ’; G)¿i− n for every n¡ i¡ (1− )n. This is because
there cannot be n vertices on the left of i and n vertices on the right of i without
any connection. Thus,
VS(’;G)¿(n=2; ’; G)¿n=2 − n¿( 12 − )n− 1
and therefore MINVS(G)¿( 12 − )n − 1. Obviously MAXVS(G)6n, so GAPVS6
( 12 − )−1 + O(n−1). The proof of (g6) is the same.
Let us prove (g7). Again, consider any layout ’ of G. We have
SC(’;G)¿
n−1∑
i=1
(i; ’; G)¿
(1−)n∑
i=n
(i; ’; G)¿
(1−)n∑
i=n
(i − n)
¿ n2=2− 2n2 + n(1− )=2 + 32n2¿n2=2− 2n2:
Therefore, MINSC(G)¿n2=2− 2n2. Moreover,
SC(’;G)6
n−1∑
i=1
(i; ’; G)6
n−1∑
i=1
i6(n− 1)n=26n2=2:
Therefore, MAXSC(G)6n2=2. Thus, GAPSC6(1− 4)−1:
Finally, let us prove (g8). It is clear that MAXBW(G)¡n. Consider any layout ’
of G. As G is a (; ; cn)-mixing graph, there must be some edge between the n
Lrst vertices of ’ and the (1 − )n last vertices of ’. The length of this edge
must be at least (1 − 2)n − 4, and so MINBW(G)¿(1 − 2)n − 4. Thus, GAPBW(G)6
(1− 2)−1 + O (n−1).
The combination of Lemmas 2 and 3 implies our main result:
Theorem 1. Let  ∈ (0; 16 );  ∈ (0; 1) and de0ne C; = 3(1 + ln 3)()−2. Consider
a sequence (cn)n¿1 such that C;6cn6n for all n¿n0 for some natural n0. Then;
with overwhelming probability; the problems BANDWIDTH; MINLA; CUTWIDTH; MODCUT,
SUMCUT, VERTSEP, EDGEBIS and VERTBIS; can be approximated within a constant on
random graphs G(n; pn).
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