Abstracf-This paper provides an introduction to sensor fusion techniques for target tracking. It presents an overview of commnn filtering techniques that are effective for moving targets as well as methods of overcoming problems specific to target tracking, such as measumment-to-track assofiation and sensor registration. The computational demand of such algorithms is discussed and various practices, including distributed processing of target tracks and sensor management, am proposed to help rednee this demand. Final comments include a discussion of applications and implementation issues specific to the presented scenarios.
I. INTRODUCTION
Target tracking is the process of maintaining state estimates of one or several objects over a period of time. These objects can be aircraft, ships, or ground-based targets.
Mobile robots can track the location of landmarks in their environment to maintain an accurate estimate of their location, as well. Target tracking algorithms are basically state estimation algorithms, where the estimate of the state is corrected by measurements from various sensors, which can include radar, sonar, and CCD cameras, to name a few. An illustration of tracking multiple aerial targets using sensors such as radars is presented in Figure 1 . The use of multiple sensors can dramatically improve tracking accuracy in a process known as sensor fusion. Section U discusses the extension of common state estimation and target tracking algorithms, such as the Kalman filter [9], to include the fusion of data from multiple sensors based on a centralized processing architecture as shown in Figure 2 .
One of the difficulties that sets target tracking apart from other estimation tasks is the uncertainty in measurement origin. Typically in state estimation tasks, the measurement is clearly linked to the object about which state informa- . .
. . requiring data ossociurion algorithms to associate measurements to target tracks. Data association is further complicated by the possible presence of non-target or "clutter" measurements (detections or returns from nearby objects, clouds, electromagnetic interference, acoustic anomalies. false alarms, efc.) that must be identified as not originating with any targets of interest. The resulting uncertainty about measurement origin decreases the accuracy of the state estimate of each track and can ultimately lead to track loss.
One approach to data association is known as the Nearest Neighbor (NN) filter, which simply selects the measurement that is closest to the predicted measurement, discarding all the others ([SI, p. 
123). Another approach is Probabilistic
Data Association (F' DA), which creates a weighted average of all the received measurements, based on the likelihood that each measurement came from the target of interest ([8], Section 3.4). Sensor fusion techniques for tracking environments requiring data association are discussed in Section 111.
Another factor that affects the accuracy of sensor fusion is imperfect knowledge of the location of each sensor, leading to errors common to each measurement from that sensor. Techniques to reduce these errors, discussed in Section N, generally involve augmenting the state of the target track to include estimates of the sensor's relative location. 4734
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,--' While the fusion of multiple sensor measurements can resuli in dramatically increased tracking performance, it often1 leads to large increases in communication load and computational complexity. One method of implementing such 1 algorithms is to distribute the tracking task across multiple processors. For example, each sensor could have its own processor that uses single-sensor tracking algorithms. The packs from each processor are either shared among the qfferent processors or sent to a "global" processor for fusion. This approach has its own drawbacks, most notable of which is that while measurements of a target from mfferent sensors are generally uncorrelated, the target tracks created from the measurements are correlated, requihng additional processing. However, since the number of target tracks is generally much lower than the number of in'dividual measurements, the complexity seen by each processor will still be less than that required for a single centrbized processor system. Distributed and decentralized tracking are discussed in Section V.
AS/ the number of targets and sensors increases, tracking dystems can very quickly become overloaded by the incohing data. Furthermore, as the number of available sensors and sensor modes increases, it is easy to overwhelm human operators, such as fighter pilots, as well. Sensor manager systems that balance tracking performance with system resources are often required to control the flow of idformation. Although functions controlled by sensor managers include a wide array of sensing activities such as the selection of sensor modes or scanning an area for unknown targets, we primarily overview methods for detehining how best to task sensors to illuminate specific targets in Section VI. By setting an allowable threshold on track:accuracy, sensors can be assigned by the needs of each targe; track, instead of attempting to apply all sensors to all targeFs. Alternatively, sensors can be selected in such a way that $eu effectiveness is maximized, thus deriving the most information from the available sensor resources. In /principle, fusion of multisensor data provides significant advantages over single source data. In addition to the statistical advantage gained by combining same-source data (e.g., obtaining an improved estimate of a physical phenomenon through redundant observations), the use of multiple types of sensors may increase the accuracy of the observation. For example, let us consider a moving object such as an aircraft, observed by both a pulsed radar and an infrared imaging sensor. The radar provides accuracy in determining the aircraft's range, but a limited ability to determine the angular direction of the aircraft. On the other hand, the infrared imaging sensor has accuracy in determining the aircraft's angular direction, but is unable to measure range. If these two observations can be correctly associated, the combination of the two sensor data would provide improved estimates of the location (better than either of the two independent sensors), but at a cost of additional computation.
Computational complexity studies of the tracking algorithms are numerous and can be categorized as studies of the filter complexity and studies of data association complexity. Multisensor fusion was designed to combine sensor information from a variety of sensors and to improve target state estimates (over those resulting from using a single sensor) in a surveillance region, or in other words, to resolve uncertainty in retrieved data sets. Significant activity has taken place in the research and development of sensor and data fusion systems for military applications such as automatic target recognition, mission-critical systems (in battlefield assessment), and for smart weapons. More recently, applications such as integration of intelligent systems (automated plant management, computer vision, vehicle teleoperation, intelligent robot navigation, etc.), atmospheric sciences data modeling (e.g., handling large state spaces in remote sensing), medical diagnosis (e.g., imaging), and smart buildings are beginning to apply methods that have originated in multisensor fusion. A number of projects of interdisciplinary nature for civilian applications have been carried out -Distributed Space Systems Technology, Earth Science Technology, to name a few -where some form of uncertainty is built in the acquired data sets. Implementation of multisensor fusion systems has become practical in the last decade due to the advances in sensor manufacturing, signal processing algorithms, VLSI technology, and high performance computing and communication 1291.
It is wolth noting the difference between sensor datu fusion and general &tu fusion (or frequently, information fusion), according to terminology suggested in 1291. Multisensor fusion implies a process which generally employs both correlation and fusion processes to transform sensor measurements into updated states and covariances for entity tracking (also known in the literature as correlator-trucker or level I fusion). Information fusion refers to acquiring, processing, and intelligently combining information gathered by various knowledge sources and sensors to provide a better understanding of the phenomenon under consideration. It implies the use of multisensor fusion as an 4735 integral part of a more complex process. Information fusion is capable of handling data diverse in nature and origin, requires access to a variety of resources (e.g.. dataknowledge base), and can be described as a process by which the tracked entities are associated with environmental, doctrinal, and performance constraints, or presents a structured multiperspective assessment of entities and trends (sifuation assessment and threaf assessmenf, or level 2 and level 3 fusion). Techniques for information fusion are complex and drawn from a wide range of areas including artificial intelligence, pattem recognition, statistical estimation, etc. Though the terms sensor fusion and infomationfusion may be used interchangeably in the literature, issues related to information fusion as described above are beyond the scope of this tutorial paper.
FILTERING
From a Bayesian perspective, the general tracking problem is to recursively calculate some degree of belief that the state x(k) at time k has some value given the data z(1 : k) up to time k. Thus, it is required to construct the pdf p(x(k)lz(l:k)). It is assumed that the initial pdf p(x(O)(z(O)) p(x(0)) of the state vector, also known as the prior, is available (~( 0 ) being the set of no measurements). In principle, the pdf p(x(k)lz(l:k)) may be obtained recursively in two stages: prediction and update.
In the update stage the measurement z(k) is used to modify the prior density to obtain the required posterior density of the current state.
To define the general problem of tracking, let us consider the evolution of the state-space model of a target defined by a sequence {x(k)}, In particular, tracking is the calculation of filtered estimates of x(k) based on the set of all available measurements z(1 : k) = { z ( i ) , i = 1,. . . ,k} up to time k.
The recursive relations for prediction and update form the basis for the optimal Bayesian solution [3] but in general it can not be determined analytically. Solutions exist in a restrictive set of cases. In the special case when the state and measurement equations are linear, the noise is Gaussian, and in the absence of clutter, the optimum analytical solution to the problem of recursively estimating the states x(k) based on the measurements z(l : k) is given by the Kalman filter
(U).
The Kalman filter is based on the following models of the target and measurement systems ([7], Chap. 5 ):
where x(k) is the current state of the target; F, H are known system matrices; e ( k ) is the measurement of the target; w(k) is a variable representing process noise or higherorder motion not modeled by F; and v(k) is a variable representing measurement noise in the sensor. Both w(k) and v(k) are assumed to have zero-mean, white, Gaussian probability distributions.
Since w(k) and v(k) are zero-mean noise processes, the target states and measurements in the next time interval can be predicted by
given data up to the time period k -1 and i(klk -1) is the expected value of the measurement at time k. The quantity 
where Q ( k ) is the process noise covariance and R ( k ) is the measurement noise covariance. The state estimate is then updated with the new measurement:
where K(k) is the Kalman gain:
The state covariance is updated by
(11)
The Kalman filter, as well as the other, more advanced algorithms in this section, can be extended to include inputs from multiple sensors per scan in either a parallel or sequential fashion [SI]. In the parallel implementation, the measurement vectors z,(k) = H,x(k) are stacked into a single vector Z ( k ) = [z1(k),e2(k), . . .zN.] . where N, is the total number of sensors and s is the sensor index, and then processed as a single sensor as described above.
However, extending the size of the measurement vector can dramatically increase the computational complexity of the algorithm, particularly in the calculation of the inverse of the innovation covariance matrix for the Kalman gain in (IO). Because [78]) has become a standard technique used in a number of nonlinear estimation and machine learning applications. These include estimating the state of nonlinear dynamic systems, estimating parameters for nonlinear system identification (e.g., learning the weights of a neural network), and dual estimation (e.g., the expectation maximization (EM) algorithm) where both states and parameters are estimated simultaneously. In the extended Kalman filter (EKF), the states are propagated using their nonlinear descriptions in (I) and (2) without contributions from the noise components,
and then the state distribution is approximated by a Gaussian random variable. The state estimate is then propagated analytically through a first-order linearization of the nonlinear system hy replacing the state transition matrix F and the measurement matrix H with the partial derivatives of the nonlinear functions of the state and measurement, respectively,
The new F and H matrices are used in the rest of the KF equations, which are unchanged. If the true density is non-Gaussian (e.g., bimodal or heavily skewed), this can introduce large errors in the true posterior mean and covariance of the transformed Gaussian random variable, which may lead to sub-optimal performance and sometimes divergence of the EKE The unscented Kalman filter (UKF) addresses this problem by using a deterministic sampling approach. The UKF has been proposed [321, 1331 and adopted in recent years as an altemative to the EKF. The state distribution is again approximated by a Gaussian random variable, but is now represented using a minimal set of carefully chosen sample points (called Sigma points) instead of approximating the nonlinear system dynamics. These sample points capture the true mean and covariance completely, and when propagated through the true nonlinear system, capture the posterior mean and covariance accurately to the third order (of the Taylor series expansion) for any nonlinearity. Methods that demand approximation and/or linearization (as does the EKF) modify the system model itself in order to solve the filtering problem. The EKF achieves only first-order accuracy, hut interestingly, the computational complexity of the UKF is the same order as that of the EKE The first step in the UKF is to sample the prior state distribution, that is, generate the Sigma points:
where i = 1 , 2 , . . , , n, and n is the state dimension. Each Sigma point ( x ; , k -~) has an associated weight ( w ; , k -1 ) . The parameter n is a design parameter of the UKF which affects the the distribution of the Sigma points. After the prior distribution is sampled to generate the Sigma points, they are propagated through the nonlinear model. This is the prediction step of the UKF: In the correction step, an alternative Kalman gain is calculated and used to update the a priori estimate with the measurement,
The state and covariance updates are calculated as in the standard Kalman filter, using the alternative gain computation.
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Another approach when resolving the nonlinear and nonGaussian nature of tracking is using Sequential Monte Carlo methods that have evolved from the general problem of estimation in nonlinear, non-Gaussian systems such as particle or bootstrap filters. In many estimatlon and tracking application areas it is important to include both nonlinear or non-Gaussian elements in order to accurately model the dynamics of physical systems. To reduce storage costs and allow for rapid adaptation to changing signal characteristics, it is required to process data on-line in a sequential manner. Particle filters [2], [22] are sequential Monte Carlo methods based on point mass (or "particle") representations of probability densities, which can be applied to any (possibly nonlinear and non-Gaussian) system model, and which generalize traditional Kalman filtering methods. Because of the highly nonlinear dynamics and measurement models, and non-Gaussian distributions in ground moving target scenarios, particle filters have been applied for littoral tracking (targets on land or in the sea near the boundary) and yielded good tracking performance [50].
Consider a one-dimensional random process with pdf
the process, then a discrete approximation of the density
where 6(.) is the Dirac delta function and w' is the weight of the i-th particle. Kalman filters do not perform as well as a particle filter.
Another example is tracking (from radar observations) a ballistic object on reentry, considered a highly complex problem in nonlinear filtering. In [63] the Cramer-Rao lower bounds were derived for the variance of the estimation error and a comparison of several nonlinear filtering techniques was presented (Kalman filter, EKF, UKF, and the particle filter). Considering the computational and statistical performance, the unscented Kalman filter was shown to he the preferred choice for this particular application. In many tracking systems and scenarios, targets may switch between a number of maneuvering and nonmaneuvering modes and the number and type of sensors ,=1 supporting a particular target track can also vary due to the target maneuvering mode or the type and resource limitations of the individual sensors. This variability of the target motions and the sensor systems complicates the tracking process. A Kalman filter is often employed to filter the position measurements for estimating the position, velocity, and acceleration of a target. When designing a Kalman filter, the process (or acceleration) noise Q is selected such that the 65 -95% probability region contains the maximum acceleration level of the target [15] . When targets maneuver, the acceleration changes in a deterministic manner, the white noise assumption associated with the process noise does not hold, and the filter develops a bias in the state estimate during maneuvers. If a "larger" Q is chosen, the bias in the state estimates is less during maneuvers, but such a Q poorly characterizes the target motion when the target is not maneuvering, leading to filter performance that is far from optimal. Define x q ( k -Ilk -1) as the a posteriori estimate for model q at time k -1. Define uq(k) as the probability that the target is defined by model q at time k -1. Now define a "mixing probability", w,l,(k -Ilk -1) as the probability that the model was defined by model r at k -1 given that it is now defined by model q. This can be calculated using
., I,,, (26)
where I,,, is the number of models, p,, is the probability of the target switching from model r to model q and cq is a normalization constant. Now create the a priori state estimate for model q by using an average of the state estimates from each model, weighted by the mixing probabilities,
Note that these estimates will be different for each model, because the mixing probabilities will be different for each model. Once the a priori estimates are calculated, each filter is processed independently using the measurements from the current scan. The model probabilities are updated by calculating the likelihood A,(k) that each model produced the current target measurement and combining it with the a priori probability of being the model currently that defines the target motion, This process is repeated for each scan. To extract an updated state and covariance estimate, the model outputs are merged by averaging the state estimates weighted by their model probabilities:
Improvements in the application of the IMM algorithm for radar management (pointing, scheduling, and waveform selection) and highly maneuvering targets in the presence of false alarms and electronic counter measures are presented in [a]. The IMM estimator was used in combination with the probabilistic data association (PDA) technique to compare several benchmark scenarios of multiple sensors tracking a single target. The combined IMMPDAF technique presents a unified framework for target tracking and radar management (estimation results were used quantitatively to select the operating conditions of the radar). More recently, IMM was applied to improve algorithms for resolving multipath problems (due to reflections) which occur in tracking low elevation targets near the sea-surface Wl.
DATA ASSOCIATION
In this section, we overview several approaches for data association. A centralized processing architecture is assumed, where all sensor measurements are received by a central processor prior to data fusion. 
The noise vectors w'(k) are independent Gaussian random variables with zero mean and known covariances Q'(k).
Measurements (also called reports or returns) from the sensor are received by a central processor at discrete time intervals. Each measurement can originate from at most one target. Sensor may not provide measurements at every interval. Some of the measurements arise from targets, and some from clutter; some targets may not yield any measurements at all in a particular time interval. The probability of detection is assumed to he constant across targets for a given sensor and will he denoted PD. Let 2(k) denote the set of gated measurements at time k ,
The superscripts t are not indicated, since it is not known which measurements originated from which target. Finally, let Z k denote the sequence of the first k observations,
2 k =(2(1), ..., q k ) ) .
We generally assume that the initial states of the targets are perfectly known, and each target is always well inside the surveillance region. In practical KFhased data association algorithms, gating is usually required to limit computational burden. Assuming that the measurement noise and model process noise are normally distributed, gating is done by a Chi-squared test [8] to determine whether a eiven measurement lies within the minimum-volume hvoer- where d j is known as the normalized distance, U : is the innovation between target track t and the e-th measurement during scan k, and S '((IC) is the covariance of the innovation for each measurement. The threshold y is set such that the true target track will be gated with probability PC . There are several approaches for constructing optimal and suboptimal estimators in cluttered environments and here we will briefly discuss two categories: Maximum A Posteriori (MAP) Probability and Maximum Likelihood (ML) The challenge, of course is to correctly associate each target's track with the measurements from that target, as opposed to measurements from clutter or another target. This is done by evaluating the probability that each measurement came from a given target, which is based on the statistical distance between the propagated track's predicted measurement and each measurement received during each The Nearest Neighbor algorithm [8] selects the measurement that is closest (minimizing d;(k)') to the target track at each scan as the "true" measurement for the Kalman filter, However, when the clutter density is high, or targets are closely-spaced, it is easy to associate the wrong measurement with the target.
To reduce the effects of misassociation, the probabilistic data association (PDA) algorithm [8], [ll] and its extension for multiple targets, joint probabilistic data association (JPDA), use a weighted average of gated measurements rather than selecting a single measurement candidate. Given the gated (true and false) measurements, the JPDA tracking algorithm computes the probabilities of each of the measurements being the true measurement of target t . A combined measurement is then calculated as a weighted average of these gated measurements, scan.
where the weights, Pi, are the computed probability that measurement e originated from target t. Each combined measurement is then used to update the the target state estimate using the Kalman filter. The state covariance resulting from using the combined innovation is
where @, is the probability that none of the measurements originated from target t.
In the multisensor case, these algorithms have been extended by typically using recursions in the number of sensors N,. As Allowing an infinite number of distribution modes, the optimal maximum a posteriori estimator is, in the multiple target case, Multiple Hypothesis Testing (MHT). This approach results in an exponential increase in the number of track modes over time [8], as a target track (mode) and an associated probability are created in each time step for all possible combinations of the present set of tracks and the set of new measurements. Associating every new measurement with every target mode is generally impractical for more than a few iterations and hence, various suboptimal filters have been proposed, namely pruning and combining algorithms. Pruning algorithms are characterized by eliminating new modes with lower probabilities in each time step. In combining algorithms, two or more modes are combined into one. In ([5], Ch. 2) an optimization-based approach for the MHT using multidimensional assignment as opposed to the conventional, enumerative approach is introduced.
MFEAMLE, a maximum likelihood algorithm, performs data association using a mean-field approach to sum over all associations [38]. The mean-field approach simplifies the summation over all the associations and avoids assignment of a priori probabilities to the associations through the use of a continuous variable, p whose integral converges to the Kronecker delta function. Estimation of the state %(k) is done by maximizing a pseudo-log likelihood function based on the state and p. However, this function must be solved using (computationally complex) numerical methods.
PMHT is an empirical Bayesian algorithm [721 that includes the simplifying assumption that different target-tomeasurement assignments are independent, which is generally not the case, but allows for a reduction in the computational growth of algorithm the relative to those that do not use this assumption (e.g.. JPDA). Association of measurements with tracks is modeled as random variables estimated jointly with the target states, and the ML estimate is found iteratively using the method of Expectation Maximization (EM). In practice this is done as a batch process (taking multiple scans of data at once) and replacing the measurement and measurement covariance in the Kalman filter equation with a "synthetic" measurement i ' ( k ) and a corresponding measurement covariance R'(k). For a set of measurements collected between time kl and k2, where w&(k) is the probability that measurement m comes from target t at time k, and n is the iteration number.
Having calculated the synthetic measurement data, apply a Kalman smoothing algorithm (a smoothing algorithm filters the incoming data moving both forward in backward in time to create a more accurate, "smoothed" state estimate [7D.
Repeat the calculation of the synthetic measurements using the new, smoothed state estimates and repeat until some stopping criterion is reached.
In multisensor centralized tracking systems, measurements are typically collected in "scans" or "frames" and then transmitted to a processing center. Communication network delays and varying pre-processing times at the sensor platforms can result in out-of-sequence measurements (OOSMs) [IO], [48], [49] . The algorithms that account for OOSMs can be classified in two types, OOSM filtering algorithms and OOSM tracking algorithms. OOSM filtering addresses the update of the state and covariance using the OOSMs. Research in multisensor multitarget OOSM tracking involves data association, filtering, and hypothesis management. The resulting problem (namely, how to update the current state estimate with an "older" measurement) is a nonstandard estimation problem. It was first solved for the case where the out-of-sequence measurement lag is less than a sampling interval (the single-lag case). Subsequently, the suboptimal algorithm was extended to the case of an arbitrary (multistep) lag [IO] . A single-model multiplelag OOSM algorithm for data association, likelihood computation, and hypothesis management for a multisensor multitarget multi-hypothesis tracking (MHT) system that handles missed detections and clutter is presented in [49]. More recently, particle filters have also been applied to OOSM problems [50].
IV. SENSOR RECISTRAT~ON
An added complication to the fusion of multiple sensor outputs is the effect of relative errors on the target tracks. Most sensors measure target location relative to their own position (for example a radar might infer the distance from the radar antenna to the target from the time-of-flight of an electromagnetic pulse). In many applications, only the relative distance from the platform to the target is important. In those cases, the target position can be represented on a coordinate system centered on the sensor. However, if the location of the target relative to some other location is important, then a more general, global coordinate system is required (as when an airborne radar sentry relays a target's location to a ground-based or sea-based tracking system). In this case, the location of the sensor in the global coordinate system becomes as important as that of the target. Any error in the estimate of the sensor's position will become an error in the estimate of the target's position. If multiple targets are tracked by that sensor, they will all have a correlated error that is a function of the sensor position error. When fusing the outputs of multiple sensors, it will generally be the case that these sensors are not all located in one position. Thus a global coordinate system is required, as well as accurate locations of each sensor. The process of eliminating such errors is known as sensor registration. 4741
In its most general sense, sensor registration is another state estimation problem, only in this case the state being estimated is that of the sensor platform, regardless of whether it is stationary or mobile. The most straightforward approach is to measure the location of a target whose position is very well known, and use that measurement to correct the estimate of the sensor's location. Of course for mobile platforms this will involve repeated measurements of the reference target as well as some sort of predictive filter such as the Kalman filter to maintain an accurate estimate.
One way to accomplish registration for both stationary and moving platforms is by augmenting the target's state with that of the sensor platform's (e.g., [53] , [64] ). Thus the same tracking filter that is being used to locate the target will do the same for the sensor platform.
The addition of multiple targets tracked by each sensor increases the complexity of the sensor registration task. Now the different target tracks must be correlated with one another to determine which tracks correspond to the same objects. However, if the tracks can be correctly associated, the relative bias of the different sensors can be identified and 
V. DISTRIBUTED vs. CENTRALIZED TRACKING
While the fusion of measurements from multiple sensors can dramatically improve tracking accuracy, there is a cost in computational demand as well as communication bandwidth requirements. Each measurement must be transmitted to a central processor to be processed, representing a significant burden in high clutter or target-rich environments. An alternative architecture is shown in Figure 4 , where a single processor has been replaced by a group of processors, each of which monitors a subset of the total number of sensors and reports the results to a single, global processor. By distributing the tracking tasks among a group of processors, the computational demand on any one processor can be reduced. Furthermore, if those processors can send only the target tracks, rather than each measurement, then the communication requirements would also be dramatically reduced (even more so if track information can be communicated at a reduced rate). Additionally, such an architecture will result in a more robust tracking system as the failure of a single processor no longer represents a catastrophic failure.
The drawback to this approach is that because each processed track includes the effects of process noise originating with the target itself, the errors among the tracks are now correlated [4] . There are several approaches to distributed track fusion, including both maximum-likelihood (e.g., [6] ) and minimum mean square error (MMSE) solutions. Here, we will overview two approaches to MMSE track fusion.
The first approach, direct track-to-track fusion, includes the correlation effects directly in the fusion process. Applying this approach to the linear case, with two sensor-level Communication Network
I T
Global Processor S = sensor P =local processor tracks i and j being fused at the global level, the state
where f i ( k l k ) . f j ( k 1 k ) . and f ( k l k ) are the updated state estimates of the tracks from processorlsensor i, j, and the global processor, respectively, while f,(klk-1). f j ( k l k -1 ) and f ( k l k -l), are the a priori predictions of the state from the previous scan, and Pi(kl,), Pj(kl.), and P(k1.)
are the respective covariances. This approach is only exact when the updates from the processors are synchronized and take place at every scan. If the updates from the sensorlevel processors are not passed to the global processor every scan, then the propagation of the common process noise again causes correlation between the estimation errors. This track-to-track fusion approach has not yet been extended to account for clutter and data association as well as more general classes of architectures. An alternative approach' is known as decorrelation,
where the correlation between sensor-level tracks is removed, allowing the global processor to treat the incoming target tracks as uncorrelated 'measurements. Although originally derived for pure filtering in [23], [27] , it has recently
IThis is really an algebraic rearrangement of (43H44); see Eq. (8. 6 .1-9) in 181.
been extended to address tracking targets in clutter [40]. In this approach, decorrelation is achieved by subtracting the a priori component of each state estimate
where x ( k l k -1) is the a priori target state estimate, P(kjk -1) is the a priori covariance of that state estimate, y ( k ) is the decorrelated state estimate, and Y ( k ) is the covariance of that estimate. As a "pseudomeasurement", y ( k ) , along with its covariance, are sent from each local processor for each track to a global processor. The measurement matrix for the decorrelated estimate becomes 
VI. SENSOR MANAGEMENT
Sensor managers are a general class of systems that generate sensing actions, then prioritize and schedule those actions [52]. Sensing actions can include the tasking of sensors to illuminate a target, the selection of sensor modes, or scanning an mea for unknown targets. These actions will be selected to achieve various goals such as maintaining a target track, optimizing the chance of detecting new targets, identifying detected targets, and minimizing electromagnetic emissions to reduce the chance of detection by the enemy. Since sensing resources are generally limited, sensor managers must solve an optimization problem that balances those resources with tracking goals. A discussion of the various sensor manager approaches becomes essentially a discussion on how to formulate the optimization problem. Although much work has been done on the management of individual sensors, especially radar (where the sampling or revisit rate [441, [13], [211, [43], [79] , 1801, or emitted waveforms [39] can be modified to control the level of uncertainty in the target track), since this tutorial focuses on multisensor fusion, only the selection of sensors from a larger group of sensors will be discussed. Figure 5 shows how a sensor manager is incorporated into a target tracking system. The target state estimate covariance is used to select the appropriate set of sensors to use on a given target. Those sensors then produce measurements that will be used to update the state estimate of that target. The sensors are selected based on their ability to optimize some function of either the resulting target estimate covariances -Sensor mi Manager -across all targets or the amount of information from the sensors. This approach can generally be defined by
where Qi* is sensor combination i, P(klk -1) is the a priori covariance of the target track, and P, (.lk 
as well as one that uses a spectral decomposition of the covariance matrix to select a sensor that will reduce the largest eigenvalue of that matrix 1571. The 1990's brought the application of information theory to the sensor management field, which has dominated it ever since. Here, instead of minimizing a cost function as in (51), the goal is to maximize the information gained by each sensor. Information gain is defined by taking the natural log of the quotient formed by dividing the determinant of the a priori covariance by the determinant of the a posteriori covariance for each sensor combination The information metric is particularly useful in that it can be applied to a range of sensing activities, allowing the sensor manager to compare the utility of a variety of activities under one metric. For example, information resulting from a target search can be calculated based on the difference in the probability of a given cell containing a target depending on whether the sensor will or will not detect a target there. When combined with the information metric of [66] , the tasks of target search and tracking can be combined into a single sensor manager 1511. A relatively new approach to sensor management is known as Covariance Control. This approach defines a desired target estimate covariance, P d , for each track and attempts to achieve that covariance. The desired covariance can he a function of the target's priority or of an external goal such as achieving enough estimate accuracy before applying weapons to that target. A variety of approaches based on these metrics exist [36] . One metric, known as the EigenvaluelMinimum Sensors Algorithm. attempts to achieve the desired covariance goal while minimizing the number of sensors used. The fact that achieving P d will result in the difference P d -Pi having all positive eigenvalues, gives this algorithm its name. More rigorously. the algorithm selects a sensor combination i . , with the fewest sensors that achieves the covariance goal: 
VII. COMPUTATIONAL COMPLEXITY AND REAL-TIME IMPLEMENTATION ISSUES
The view of the computational complexity for different tracking algorithms is affected by their intended application. An understanding of the tradeoffs between the performance and computational complexity of the applied algorithms may provide guidance for users to select the best algorithms for their purposes.
One such study presents the computational requirements and the performance of a parallel implementation of the multisensor F D A algorithm [261, [58] . A sequential implementation of the multisensor F D A algorithm was presented in [26] , and it was shown that it has linear growth in complexity with an increasing number of sensors, and that it results in better performance (in terms of both root-mean squared position error (RMSE) and track lifetime metrics) for tracking in cluttered environments.
In [60] , five data association algorithms were compared in simulation using a common linear single-target motion test bed. The comparison included the NN, PMHT, PDA, MR, and MFEAMLE algorithms described in Section In). The definition of track loss used is that proposed in [65]: a track is determined to be lost when either the estimate is sufficiently far from the me track (the "norm test") or the true measurement falls outside of the gate (the "acceptance test") for five consecutive time steps. Track lifetime is the difference between the time step of track loss and the time step of track initiation (assumed to be at time zero, since track initiation was not considered in [60]). Track lifetimes for a given normalized clutter density were averaged across all trials.
The reported results show some expected trends, e.g., the nearest neighbor algorithm has acceptable performance for low and medium clutter, has low computational burden, but tracks poorly in high clutter; MR with 10 modes performs well in terms of track lifetime, but at the cost of higher computational complexity compared to other algorithms, whereas the PDA algorithm yields a "middle of the r o a d solution; PMHT shows superior performance in the RMSE metric at the cost of additional computational burden across the clutter range; and the MFEAMLE algorithm shows high computational demand due to inherent numerical issues.
The rise in computational complexity with the number of sensors is an issue for sensor managers as well. A global search over all possible sensor combinations grows exponentially with the number of sensors, often outstripping the computational cost of simply using all of the sensors (other limitations, such a maximum number of sensor dwells, may make sensor management necessary even if the computational demand is large). There are however, several search methods that can reduce this growth. The most straightforward is the "Greedy" algorithm, which selects Comparison of different tracking algorithms or parameter sets within one algorithm relies on time-consuming and computationally demanding Monte Carlo simulations. In [761 a method is presented to minimize simulation time, yet to achieve a desirable confidence of recognizing better designs. It is achieved by applying ordinal optimization ideas (i.e., determining rank order instead of quantifying the performance of the best design) and computing budget allocation techniques [73] (i.e., allocating computational resources so that better designs get more simulation time). The developed method is applied to a general tracking problem of N, sensors tracking T targets using a sequential multi-sensor data fusion tracking algorithm (MSJPDA). The optimization consists of finding the order of processing sensor information that results in the smallest variance of the position error. Results obtained with high confidence levels and in reduced simulation times show that processing the best available sensor the last in sequential MSJPDA has the smallest R M S error, e.g., the order of processing sensor information affects tracking precision in the presence of clutter (i.e., when data association algorithm is necessary). The presented method can be applied to any ranking and selection problem where variance (or standard deviation) is the performance metric. Fig. 9 and Table I . For low clutter densities A, the order of sensor processing does not affect the tracking performance. Since the RMSEs do not differ significantly, the best ranking design Ob is selected with a small confidence level when the maximum number of simulation runs N,,, = 100 is exhausted. For higher clutter A, the order of sensor processing affects the tracking more significantly. The hest ranking design is consistently the one where the best sensor is processed last.
VIII. APPLICATIONS
Multisensor fusion was developed to combine sensor information and to improve target state estimates (over using a single sensor) in a surveillance region, or in other words, to resolve uncertainty in diverse data sets retrieved from . Though the methods for sensor fusion in biomedical applications originate in information processing, artificial intelligence, and classification algorithms, the applied estimation methods combine statistical and control theory algorithms (e.g., weighted least squares, maximum a posteriori probability, minimum a posteriori variance estimation, etc.). Estimates are recursively updated via Kalman or adaptive Kalman filters. Clinical testing of software for detecting respiratory phases has shown that the complex techniques of sensor fusion have become accepted by physicians to aide diagnostics only after the introduction of user-friendly interfaces. Another step forward has been the implementation of soft computing on a symbol level through which the user can integrate his or her own experience and terminology. More complex medical applications of multisensor fusion include improvement of image processing and pattern recognition, and hence fall in the information fusion category, which is beyond the scope 
A. Tracking of Gmund Targets
The tracking of aerial or sea-based targets usually rely on the assumptions that the motion of each target is constrained only by the motion models, which may include types of motion as well as limits to acceleration and velocity; that the target will generally not be obscured (may not hold in optical tracking); and that target clutter will be uniformly distributed. There are still a number of growing challenges for data fusion, at lower levels of inferences: understanding sensor processing and sensor limitations, multitarget tracking and identification, and at higher levels of inferences: automated reasoning for situation assessment, development of alternative hypotheses for threat assessment, monitoring, and control of fusion processes. 
