Abstract. Various algorithms connected with the computation of the minimal polynomial of a square n n matrix over a eld K are presented here. The complexity of the rst algorithm, where the complete factorization of the characteristic polynomial is needed, is O( p nn 3 ). It produces the minimal polynomial and all characteristic subspaces of a matrix of size n. Furthermore an iterative algorithm for the minimal polynomial is presented with complexity O(n 3 + n 2 m 2 ), where m is a parameter of the used Shift-Hessenberg matrix. It does not require knowledge of the characteristic polynomial. Important here is the fact that the average value of m or m A is O(log n).
Introduction
We present various low complexity algorithms for computing the objects in the title, for an n n square matrix over a commutative eld K.
Section 2 is concerned with the problem of obtaining the minimal polynomial of a square matrix A. The introduced algorithm requires the factorization of the characteristic polynomial of A as input, and produces the minimal polynomial and all characteristic subspaces at cost O( p nn 3 ). It appeals to a recurrent \divide-andconquer" procedure.
Section 3 is of theoretical nature, we introduce the Shift-Hessenberg form of a matrix, whose algebraic properties are studied. Asymptotics are also derived, from the results of R. Stong 16] . Basic algorithmic with that form is detailed.
In Section 4, using this form, we obtain an iterative algorithm ending in the minimal polynomial of A in O(n log n) 7 n is the size of A, m A is the number of factors of its characteristic polynomial. Average complexity is over a nite eld. y with the knowledge of the of the characteristic polynomial. Also produces bases for the characteristic subspaces. yy assuming that the characteristic polynomial is square free. yyy normal basis of F q n over F q . yyyy with the knowledge of the factorization of the characteristic polynomial. We next are concerned with the topic of nding a cyclic vector. We will construct an algorithm for matrices whose characteristic polynomial is square-free. Under that assumption, the Shift-Hessenberg form leads to an algorithm of complexity O(n In Section 7, the Frobenius form is obtained with asymptotic average complexity O(n 3 log n). The results are summarized in Table 1 . The best known algorithms are obtained by Giesbrecht in 8, 6] , whose algorithms have complexities very close to the optimal complexities. Giesbrecht uses randomness, probabilistic methods and fast algorithms for polynomial arithmetic. When deterministic algorithms are considered, the previously best known bound is O(n 4 ) (mainly Ozello's thesis 13] and L uneburg 12], but other references are in 8]), which we also get here for most algorithms, except for the cyclic vector problem and the normal basis problem, where we obtain better complexities (See 3], and note however that an algorithm in O(n 3 + n log(n) log log(n) log q) is given in 15], using, as we did before ( 2] ), Shift Hessenberg matrices).
But we want to emphasize that we are able to design deterministic algorithms well adapted for \easy matrices", that is matrices which have a few number of factors for the characteristic polynomial. Over nite elds, this happens to be the general case, as we show here in Theorem 6. Note 1. Our complexity assessments are given in terms of elementary operations over K. All algorithms presented here may be applied to matrices over any eld K and in particular over Q, but we don't give any evaluation of the bit-complexity.
The bit complexity when matrices over integers are considered in 13, 7] , and 10, 9] for experimental studies. Also, we have not investigated parallel algorithms for these problems. These are discussed most recently in 8], and previously in 17].
2. Characteristic subspaces and minimal polynomial in O(n 3:5 ) In this section, an algorithm with complexity O(n 3 p n) is presented for computing the minimal polynomial of a matrix A, and a block-diagonal matrix D similar to A and exhibiting its characteristic subspaces. The inputs are A and the factorization of its characteristic polynomial. The outputs are the minimal polynomial, a blockdiagonal matrix D exhibiting the restriction of A at its characteristic subspaces, and an invertible matrix P such that D = P ?1 AP.
Note that the characteristic polynomial of a matrix A can be computed in O(n 3 ) elementary operations, as described in 20, 4] , by computing a Hessenberg form of A. The characteristic polynomial can be factored at low cost, for instance O(n 3 + n 3 log q) 19 ], although it is not a deterministic algorithm.
2.1. Characteristic subspaces. We recall known facts about characteristic subspaces of a matrix A. The reader may refer to 5]. Let K be a eld, we denote by M n (K) the algebra of n n matrices, and we denote by GL n (K) the group of invertible n n matrices. Theorem 1. Let C(X) be the characteristic polynomial of matrix A 2 M n (K), and assume C(X) = P(X)Q(X) where P(X) and Q(X) are relatively prime. Let V P = ker P(A) and V Q = ker Q(A), then K n = V P V Q ; and V P = Im Q(A) and V Q = Im P(A):
De nition 1. Let C(X) be the characteristic polynomial of matrix A, and let C(X) factor into f 1 (X) r 1 f k (X) r k , where the polynomials f i are irreducible. The characteristic subspaces of A are the invariant subspaces V i = kerf i (A) r i , i = 1; : : : ; k.
2.2. The algorithm. The strategy of the algorithm is as follows. If the characteristic polynomial of A is C(X) = p(X) r where p(X) is irreducible, then K n is a characteristic subspace, and nding the minimal polynomial of A reduces to nding the minimal exponent s such that p(A) s = 0. If the characteristic polynomial is not a power of an irreducible polynomial, we are able to split C(X) into C(X) = P(X)Q(X) with P(X) and Q(X) relatively prime and either P(X) or Q(X) is of degree greater than 2 3 n and is a power of an irreducible polynomial, or we have that deg P(X); deg Q(X) 2 3 n. We recursively apply the procedure given by Theorem 1 on both V P and V Q . The new matrices are split in their turn, until all characteristic subspaces of A are obtained. Finally the minimal polynomial of the restriction of A to each of those subspaces is computed. The product of those polynomials gives the nal result.
Input: The matrix A and the factorization of its characteristic polynomial, C(X) = f 1 (X) r 1 : : : f k (X) r k , where f 1 (X); : : : ; f k (X) are the irreducible factors of C(X).
Output: The minimal polynomial of A, the splitting of K n into all characteristic subspaces of A, and the matrix of the restriction A to the characteristic subspaces.
Step 1: Find a splitting of C(X) = P(X)Q(X) where P(X) and Q(X) are coprime.
Three cases are considered.
C(X) = p(X) r , p(X) irreducible. Compute the minimal polynomial p(X) s of A in dlog 2 re steps by trial and error on s. This is done with complexity O(n 3 p n), using Theorem 2, which follows.
One factor, p i (X) r i , has degree larger than 2 3 n. Then P(X) = p i (X) r i , i.e. C(X) = p i (X) r i Q(X), and Q(A) gives a basis for a characteristic subspace. All factors p i (X) r i have degree 2 3 n. Find a splitting C(X) = P(X)Q(X) where P(X) and Q(X) are relatively prime and where deg P(X) 2 3 n and deg Q(X) 2 3 n. This is described in Lemma 1, which follows.
Step 2: Compute Q(A) (resp. P(A)). This gives generating vectors for the subspace for V P (resp. V Q ). This is done at cost O(n 3 p n) by using Theorem 2.
Step 3: Compute a basis for V P (resp. V Q ). This is done with Gauss elimination, at cost O(n 3 ).
Step 4: Change basis, taking as a new basis for K n the union of the bases just computed. This produces the matrices A P and A Q of the restriction of A to V P and V Q respectively. The cost is again O(n 3 ).
Recursive
Step Recursively apply the procedure to A P and A Q , terminal steps end in a basis for each characteristic subspace by giving the diagonal blocks of D. Now two main operations are to be performed: the splitting and the evaluation of the polynomials P(X) and Q(X) at A. The algorithm for that evaluation with complexity O(n 3 p n) is detailed in next section.
2.3. Splitting the factors, and evaluation. We state the following useful lemma. Lemma 1. Let n and n i ; i 2 1; k] be positive integers. For a subset T 1; k] we denote by n T the integer P i2T n i . If we have that n 1 + + n k = n, and n i 2 3 n, for 1 i k, then there exists a partition 1; k] = I J such that: n I 2 3 n; and n J 2 3 n:
Proof. If there exists n i > . We have to show that the whole recursive algorithm has complexity bounded by O(n 3:5 ). We prove it by induction, assuming that the cost C(m) of the algorithm is bounded by m 3. The Shift-Hessenberg form and the centralizer of a matrix We now use the Shift-Hessenberg form of a matrix. The main point is that evaluating a polynomial at a matrix is less expensive when that matrix has the ShiftHessenberg form. The average improvement is, as will be seen, considerable. Before going to the use of the Shift-Hessenberg form for our algorithmic purposes, we show how Shift-Hessenberg forms shed light on the subgroup of GL n (K) commuting with a given xed linear operator on K n .
3.1. Shift-basis. Let (1) such that A n k v k is a linear combination of vectors with de form A i v j , j < k and A i v k , i < l, but, for l < n k , A l v k is linearly independent of the A i v k , i < l, and of the A i v j , j < k.
It is understood that a shift-basis is actually an ordered basis. Given A, a shiftbasis for A can be obtained as follows. H = 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 Lemma 3. Let u be a vector in K n , whose minimal polynomial is p s i;j i . Then the components of u in R i;l are described as follows:
(1) l < j; u jR i;l can be any element of R i;l , (2) l = j; u jR i;l , considered as a polynomial, is prime to p i , i , is the minimal polynomial of A restricted to R i;l . This establishes the result for the case l < j.
In case l = j, a vector is cyclic for a companion matrix if, considered as a polynomial, it is relatively prime to the minimal polynomial of that matrix.
In case l > j we must have that p Indeed, by the argument above, the size of the centralizer is the number of distinct shift-basis for A yielding a xed Expanded-Frobenius form for A. In the case where K = F q , we can derive the enumeration of the centralizer of any given matrix A. Theorem 5. Let X n be the random variable assuming as values the number of factors of the characteristic polynomials of matrices in GL n (F q ), counted with multiplicities. Then the expectation EX n of X n is asymptotically equivalent to log n.
We shall generalize the result to all matrices by proving the following:
Theorem 6. Let Y n be the random variable assuming as values the number of factors of characteristic polynomials of matrices in M n (F q ), counted with multiplicities, and let EY n be the expectation of Y n . Then, for every > 0, there exits n 0 such that EY n 2(1 + ) log n for n n 0 . The proof of the Theorem needs two lemmas that will be rst established. For any matrix A 2 M n (F q ), we consider its Expanded-Frobenius form as follows:
where s is a Frobenius form with characteristic polynomial X n 1 for some n 1 , and t is an invertible matrix of size n 2 = n ? n 1 . Lemma 4. The average number EZ n of factors counted with multiplicities of the characteristic polynomial of t, as in ( 3) , for matrices A in M n (F q ), satis es: 8 > 0; 9n 0 ; n n 0 ) EZ n (1 + ) log n.
Proof. Let S n 1 be the set of Frobenius matrices with characteristic polynomial X n 1 and let S n 2 be the set of invertible Frobenius matrices whose characteristic polynomial has degree n 2 . We denote by z s;n 1 the size of the centralizer of s 2 S n 1 and by z t;n 2 the size of the centralizer of t 2 S n 2 . Given s in S n 1 and t in S n 2 , then by Corollary 1, the number of matrices having as Frobenius form the matrix (3) is: jGL n (F q )j z s;n 1 z t;n 2 :
The number of matrices having X n 1 in the decomposition of their characteristic polynomial and a xed matrix t in their second diagonal block as in (3) . Now let C n 2 ;k be the set of polynomials C(X), C(0) 6 = 0, of degree n 2 that split into k factors counted with multiplicities, and let S n 2 ;k be the set of Frobenius matrices of size n 2 each of whose characteristic polynomial belongs to C n 2 ;k . The number of matrices in M n (F q ) whose characteristic polynomial is X n 1 C(X), for some C(X) in C n 2 ;k , is: (n 1 ; n; q) X t2S n 2 ;k 1 z t;n 2 :
Denote by the random variable assuming as value the size of the non-singular part of a matrix, and denote by the random variable assuming as value the number of factors of the characteristic polynomial of the non-singular part. The conditional probability P n f = k j = n 2 g that C(X) belongs to C n 2 ;k for a matrix in M n (F q ) whose characteristic polynomial is X n 1 C(X), is thus:
(n 1 ; n; q) X t2S n 2 ;k 1 z t;n 2 (n 1 ; n; q) where P n f = kg denotes the probability that an invertible matrix in GL(n; F q ) has a characteristic polynomial which splits into k factors. Now we can conclude: the expected number of factors of the invertible block of any matrix in M n (F q ) is given by:
kP n 2 f = kg = n X n 2 =1 Pf = n 2 gEX n 2 :
Let be given. Since EX n log n, there exists n 1 such that for n n 1 then EX n = log n 1 + =2. Thus: P n n 2 =1 Pf = n 2 gEX n 2 log n = P n 1 n 2 =1 Pf = n 2 gEX n 2 log n + n X n 2 =n 1 +1 Pf = n 2 g EX n 2 log n P n 1 n 2 =1 EX n 2 log n + n X n 2 =n 1 +1 Pf = n 2 g(1 + 2 ) P n 1 n 2 =1 EX n 2 log n + 1 + 2 :
We thus can choose n 0 such that, for all n n 0 , EZn log n 1 + : The proof of Theorem 6 will be completed by the following Lemma.
Lemma 5. Let Z n be the random variable assuming as values the number of factors X of characteristic polynomials of matrices in M n (F q ). Then the expectation EZ n is asymptotically bounded by log n. is a factor of the characteristic polynomial C(X) of t. By Lemma 4 the expected number of factors of C(X) is asymptotically log n, thus n 1 is asymptotically bounded by log n. For clarity, the complexity of some algorithms will be given in terms of n and m A . This will lead to average case complexities in terms of n and log n. Although the algorithms here presented all are deterministic, the complexity is a random variable (for an average distribution of matrices) whose expectation is bounded from above.
We show some results about the complexity of some computations with a ShiftHessenberg matrix. We also recall how some problems concerning companion matrices can be fast solved.
First observe that a Shift-Hessenberg is a sparse matrix, with at most m + 1 nonzero entries in each row. This leads to the observation stated as follows. Lemma 6. Let H be a Shift-Hessenberg matrix of size n, and let M be any matrix of size n n 0 . Then product HM can be computed at cost O(mnn 0 ).
Furthermore a Shift-Hessenberg matrix has some properties regarding cyclicity, as already seen in de nition 4, which can be exploited for reducing costs. The following lemma will be used in next Section. Lemma 7. Let C be a companion matrix with minimal polynomial (X), let v in K n , let P(X) be a polynomial of degree at most n. Then:
(1) Cv is computed at cost 2n. 
. Using proposition 2, and computing a Shift-Hessenberg form at each step of recursion, the algorithm described in section 2 can be modi ed to get the following result. 
A direct algorithm for the minimal polynomial
We now give another algorithm for computing the minimal polynomial of a matrix A, given a Shift-Hessenberg form for A. This algorithm is straightforward, and it does not require any previous knowledge on the characteristic polynomial. The drawback is that is does not produce a diagonal-block decomposition of K n into the characteristic subspaces of A. Let Notice that, since f k (X) is the minimal polynomial of H B k ;B k , then k (X) divides f k (X).
The algorithm for the minimal polynomial of H. The algorithm consists
in constructing p m (X); p m?1 (X) : : : p 1 (X), step by step, by actually computing the polynomials k (X), using Lemma 8. . Thus k;a 1(X) is a factor of k (X) and we then compute H k;a 1 = k;a 1(H)p k+1 (H). The process is repeated on the rst non-zero column a 2 of the array f(H k;a 1) B k ;B j g; j k to get a new factor k;a 2(X) of k (X).
We compute again H k;a 2 = k;a 2(H)H k;a 1 , and proceed with the rst non-zero column of the array f(H k;a 2 ) B k ;B j g; j k. The process is stopped when all columns are canceled. We then have that k (X) = k;a 1(X) k;a 2(X) k;a l(X), where a l is the last non-zero column which was met. (5) can be solved at u = (u B 1 ; u B 2 ), and the unique solution u is a cyclic vector for A. Proof. The solution u is obtained by nding u B 1 . Since f 1 (X) and f 2 (X) are coprime, there exists h 2 (X) such that f 2 (X)h 2 (X) = 1 mod f 1 (X). Thus the matrix h 2 (A B 1 ;B 1 ) is the inverse of f 2 (A B 1 ;B 1 ), and the existence and unicity of u B 1 is guaranteed. Now we have to prove that f 1 (X)f 2 (X) is the minimal polynomial of u = (u B 1 ; u B 2 ). Assume that p(A)u = 0 for a non-zero polynomial p(X) with minimal degree. Then p(X) is a divisor of f 1 (X)f 2 (X) and we must have that p(X) = p 1 (X)p 2 (X) with the condition that p 1 (X) j f 1 (X), p 2 (X) j f 2 (X) and gcd(p 1 (X); p 2 (X)) = 1. The relation p(A)u = 0 gives: p 1 (A B 2 ;B 2 )p 2 (A B 2 ;B 2 )u B 2 = 0: (6) Since gcd(p 1 (X); f 2 (X)) = 1, there exists h 1 (X) such that p 1 (X)h 1 (X) = 1 mod f 2 (X). Applying h 1 (A B 2 ;B 2 ) on both sides of (6) (7), f 1 (X) j p 1 (X) and p 1 (X) = f 1 (X).
We observe the striking fact that those computations can be performed at low cost. First step: The last block H Bm;Bm is a companion matrix, the vector t (1; 0; : : : ; 0) is a cyclic vector for H Bm;Bm and is chosen for u Bm .
Iterative step: Suppose that the problem has been solved for H B k+1 , i.e. we have a vector u B k+1 which is cyclic for H B k+1 . The minimal polynomial of H B k+1 is f k+1 f k+2 f m , and the minimal polynomial of H B k ;B k is f k (X). These polynomials are coprime, and Lemma 9 can be used to construct u B k = (u B k ; u B k+1 ) which is cyclic for H B k .
End The result is u B 1 .
We now evaluate the number of operations to be performed to achieve the recur- The previous procedure is not e cient for large m. We thus develop a more sophisticated procedure, whose complexity is O(n 3 ), for any value of m. The present algorithm computes a cyclic vector for a matrix whose minimal polynomial is square-free. The algorithm uses a \divide-and-conquer" approach as in Section 2. We rst present its global structure, before going into details. We also set out separately a technique of splitting, and nally give the complete description.
6.1. Overall strategy. First a Shift-Hessenberg form for the given matrix is to be computed. Then our strategy is to split it into two parts, whose sizes remain under control. The matrix H has the following form: H = The Shift-Hessenberg reduction algorithm computes a matrix whose rst block is a companion matrix whose minimal polynomial is the minimal polynomial for the rst vector of the new basis. That vector is k , by Remark 1 .Thus f 0 1 is the minimal polynomial of k , which is a multiple of f k . Now we can state our crucial lemma for splitting Shift-Hessenberg matrices. The results in Section 2.4 will be re-used in a deciding way.
Lemma 12 (Splitting the matrix). Let (9) and such that one of those three possibilities occurs:
(1) either H 0 B I ;B I is a companion block with size 2 3 n, and H 0 B J ;B J has size 1 3 n. (2) or H 0 B I ;B I is a companion block with size 2 3 n, and H 0 B J ;B J has size 2 3 n. First case: there exists k 2 1; m] such that n k 2 3 n. Choose I = B k , J = 1; m]nI. We have that n J 1 3 n but the block B k may not be the rst block. By permutations of rows and columns, block B k is put in the rst place. This gives a matrix H swap which is not Shift-Hessenberg. We now can clean up matrix H swap by applying the reduction algorithm producing a Shift-Hessenberg matrix. The size of the rst block can only grow, by Lemma 11, and then remains not smaller than than 2 3 n. This gives matrix H split shaped as in (1) Second case: for each j 2 1; m], n j < 2 3 n. Let us rst assume that all n i are smaller than 1 3 n. In the sequence of sets I i = f1; 2; : : : ig, we choose the largest, I i 0 with the condition that P j2I i n j < 2 3 n. Then I = B 1 B 2 B i 0 and J = B i 0 +1 B i 0 +2 B m both satisfy n I 2 3 n and n J 2 3 n. Indeed, since n JnB i 0 +1 < 1 3 n, we have that n J < 1 3 n + n i 0 +1 2 3 n. Then the matrix H split is the unchanged matrix H. This is case 3.
If there exists n k 1 3 n, we choose I = B k , J = 1; m] n I. We have n I 2 3 n, n J 2 3 n. By swapping rows and columns, we put the block H I;I in the rst place, then clean up the resulting matrix by the Shift-Hessenberg reduction algorithm in O(n 3 ) steps. The rst block cannot decrease in size. As a result the size of the remaining block stays lower than 2 3 n; if the size of the rst block is larger than 2 3 n, then we are in Case (1), else we are in Case (2).
6.3. The algorithm itself. We now present the complete algorithm for computing a cyclic vector for a matrix A such that its minimal polynomial is square-free.
Step 1 : computation of a Shift-Hessenberg form of A. As stated in Theorem 7,  this is done in O(n 3 ) operations. This operation only needs to be performed once, and is not needed in the recursive steps.
Step 2 : splitting the matrix. We perform the splitting resulting from Lemma 12, and obtain two submatrices H 0 B I ;B I and H 0 B J ;B J .
We recursively apply the algorithm on all submatrices which occur with size 2 3 n.
Step 3: reconstruction of a cyclic element in a new basis. We get the two vectors u B 1 and u B 2 for the equations (4) and (5) Step 4 Step 5 ). This vector is a normal element.
We now consider the case where n = p t , where p is the characteristic of the eld. In that case, X n ? 1 = (X ? 1) n . Let H be a Shift-Hessenberg matrix for the Frobenius automorphism, and let 1 ; : : : ; m be basis vectors as in Notation 5. Let the minimal polynomial of H be X n ? 1. It is also the least common multiple of the minimum polynomial of the i 's, then X n ? 1 is the minimal polynomial of one of the i which is thus cyclic. Now if l were cyclic with l < m, we would permute the basis vectors in order to have l in the rst position. After reduction to Shift-Hessenberg form, it is seen that the last rows and columns would remain unchanged and in particular the zero in the subdiagonal located in the column preceding m would remain unchanged. This contradicts the fact that l is cyclic, since putting it in the rst position would lead to a companion matrix.
To sum up, a reduction of any representation of the Frobenius map into a ShiftHessenberg form exhibits m which necessarily is cyclic. Knowing normal bases for F q n 1 and F q n 2 , one can construct a normal element for F q n 1 n 2 , when gcd(n 1 ; n 2 ) = 1 1, 3]. (10) We recall that i the unit vector from K n such that ( i ) B i = t (1; : : : ; 0) (Notation 5).
We set e i = f i (H) i . Informally, e i is seen to be the vector \above" the last column of the i-th block in H.
We here shall describe how to compute the Expanded-Frobenius form of a matrix. A preliminary computation is done, to obtain a basis for the characteristic subspaces of A, using the algorithm presented in section 2 (and thus the factorization of the characteristic polynomial of A is required). Then the expanded frobenius form for each characteristic subspace is computed, using the following method. case occurs 7.2. Computing the Frobenius form for characteristic subspaces. In view of Theorem 8 we only need to consider the case where the characteristic polynomial of the considered matrix is C(X) = p(X) r , with r 1, and p(X) irreducible.
We apply the reduction process to get a Shift-Hessenberg form H for the matrix, as in (10 To complete the algorithm in that case, we permute the basis vectors in order to have j in the rst position. By applying the reduction algorithm, we compute a new Shift-Hessenberg form, whose rst block is a companion matrix, whose minimal polynomial is the minimal polynomial of j . By Lemmas 13 and 11, the size of the rst block has grown and as a result the sizes of the other blocks had to decrease. The process stops when we have s i r i for all i, and we apply the above method for the favorable case, or when we get a companion matrix. ). The number of times these processes are performed is bounded by r. Notice that matrices for changing bases are also obtained. Thus the complexity in the case of a characteristic subspace is bounded by O(n 7.4. Without the factorization of the characteristic polynomial. We show how to perform the computation of the Frobenius form without the knowledge of the factorization of the characteristic polynomial. This is of particular interest when the eld has characteristic zero. The idea is the following: the computation of the Shift-Hessenberg form of the matrix A yields a partial factorization of the characteristic polynomial C of A. Using a \factor re nement" process, the characteristic polynomial C can be factorized into C = P r 1 1 : : : P r k k , with gcd(P i ; P j ) = 1, when i 6 = j. The algorithm for theorem 8 can be applied to compute the restriction of the matrix at the subspaces ker P i (A) r i , i = 1 : : : k. Then the previous algorithm can be applied, making the (eventually false) assumption that the P i 's are irreducible. If that assumption leads to polynomials which are not powers of P , then a new factors are obtained, and new subspaces are computed.
Here are the details of the algorithm:
Input Matrix A, (whose characteristic polynomial is denoted C).
Step 1 Computation of a Shift-Hessenberg form H for A. If a companion matrix is obtained, then the algorithm stops returning H.
Step 2 \Factor Re nement". The diagonal companion blocks of matrix H yield factors f 1 ; : : :; f m , such that f 1 : : : f m = C. The factor re nement is to extract pairwise gcd's from that list recursively, until we get a list P r 1 1 : : : P r k k = C, with gcd(P i ; P j ) = 1, for i 6 = j. The subspaces V i = kerP i (A) r i are called pseudocharacteristic subspaces.
Step 3 Computing the restriction of H at the pseudo-characteristic subspaces. This is done using the algorithm from Theorem 8. This algorithm is recursive, and at each step a Shift-Hessenberg form for each V i is computed. Diagonal blocks appearing in Shift-Hessenberg forms along this process may show new factors P 0 i . In that case, the re nement process is applied, and new pseudo-characteristic subspaces are computed. This ends in the knowledge of the Shift-Hessenberg form of the restriction of H to new pseudo-characteristic subspaces V 0 i = kerP 0 i (A) r 0 i , with C = P 0 r 0 1 1 : : : P 0 r 0 k 0 k 0 .
Step 4 Computing the Frobenius form for each pseudo-characteristic subspace. We apply the algorithm described in Section 7.2, making the (possibly wrong) assumption that we are faced with a matrix H whose characteristic polynomial is p r with p irreducible. As previously, the vectors (e i ) B 1 being seen as polynomials, then powers of p are extracted from e i , using repeated gcd computations. If all gcd's are powers of p, then we end with (e i ) B 1 = e y i p r i , with e y i prime to p. If some gcd is not a power of p, then a factor of p has been found, and re nement for new subspaces is done, goto to Step 3. If it is not the case, then the same favorable case may appear as previously, and the process goes on (cleaning the rst block). If an unfavorable case occurs, then we put in rst position a vector i such that r i > s i , and apply the Shift-Hessenberg reduction. Then the minimal polynomial of i appears on the rst block: if it a power of p, then the size of the rst block has grown (same argument as lemma 13), if not, a new factor of p appears, and re nement is done, goto to Step 3. We give the following crude estimate for the complexity. The most expensive computations are the Shift-Hessenberg reductions and the evaluation of polynomials at matrices for computing the restriction at characteristic subspaces. These operations have complexities bounded by O(n 
Conclusion
The algorithm from section 6 has been implemented using Axiom 11] , and tested for computing normal bases of F q n , when n is prime to q. It gives better results than the algorithm already implemented in Axiom. The e ciency of the presented algorithms is due to two major procedures here introduced.
The rst one is the use of a divide-and-conquer algorithm which splits matrices of size n into sub-matrices of size 2 3 n. Therefore we make the following remark: the cost of such an algorithm is the same as the cost for \dividing" and for \recombining" only once. The second is the use of the Shift-Hessenberg form, which is very sparse on the average, and which re ects some algebraic properties of the matrix. It can be computed at low cost and above all it allows one to make the most of the isomorphism from the algebra generated by the given matrix onto an algebra of polynomials by converting operations on matrices into operations on polynomials.
Considering the results of this paper, a natural question raises. Does there exist a deterministic algorithm for obtaining the Frobenius form of any matrix in O(n 
