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Abstract
The major goal of this paper is to study the second order frequentist properties of the
marginal posterior distribution of the parametric component in semiparametric Bayesian mod-
els, in particular, a second order semiparametric Bernstein-von Mises (BvM) Theorem. Our
first contribution is to discover an interesting interference phenomenon between Bayesian esti-
mation and frequentist inferential accuracy: more accurate Bayesian estimation on the nuisance
function leads to higher frequentist inferential accuracy on the parametric component. As the
second contribution, we propose a new class of dependent priors under which Bayesian inference
procedures for the parametric component are not only efficient but also adaptive (w.r.t. the
smoothness of nonparametric component) up to the second order frequentist validity. However,
commonly used independent priors may even fail to produce a desirable root-n contraction rate
for the parametric component in this adaptive case unless some stringent assumption is imposed.
Three important classes of semiparametric models are examined, and extensive simulations are
also provided.
Key words: Bernstein-von Mises theorem; second order asymptotics; semiparametric model.
1. Introduction
A semiparametric model is indexed by a Euclidean parameter of interest θ ∈ Θ ⊂ Rp and an
infinite-dimensional nuisance function η belonging to a Banach space H. For example, in the Cox
proportional hazards model, θ is a regression covariate vector corresponding to the log hazard
ratio, while η is a cumulative hazard function. By introducing a joint prior Π on the product
space Θ × H, we can make Bayesian inferences for the parameter of interest, e.g., credible set,
through MCMC sampling from the marginal posterior distribution. The frequentist validity of
these Bayesian procedures is known to be supported by the semiparametric Bernstein-von Mises
(BvM) theorem (see Shen (2001); Bickel and Kleijn (2012); Castillo (2012b)), which states that
the marginal posterior distribution of θ is asymptotically normal and satisfies frequentist criteria
of semiparametric efficiency. More precisely, it is proven to converge (in total variation norm) to
a Gaussian limit centered at a semiparametric efficient estimate, with covariance matrix equal to
the inverse of the efficient Fisher information:
sup
A
∣∣Π(θ ∈ A|X1, . . . ,Xn)−Np(θ0 + n−1/2∆˜n, (nI˜θ0,η0)−1)(A)∣∣ Pθ0,η0−→ 0, (1.1)
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where A is any measurable subset of Θ and
∆˜n :=
1√
n
n∑
i=1
I˜−1θ0,η0 ℓ˜θ0,η0(Xi)
Pθ0,η0 Np(0, I˜
−1
θ0,η0
) (1.2)
reflects a random fluctuation on the center of the posterior distribution. Here, Pθ0,η0 denotes the
true underlying distribution that generates the data (X1, . . . ,Xn), where θ0 and η0 are true pa-
rameter values; “
P
 ” and “
P→ ” denote the weak convergence and convergence in probability P ,
respectively. In the expression displayed above, I˜θ,η (ℓ˜θ,η) represents the efficient Fisher informa-
tion matrix (efficient score function) evaluated at (θ, η). Please see Section 2.1 for a brief review
on semiparametric efficiency theory. We call (1.2) as the first order version of semiparametric
BvM theorem. The recent studies of BvM theorem in the nonparametric context can be found in
Shang and Cheng (2014); Castillo and Nickl (2014).
The major goal of this paper is to conduct second order studies of semiparametric BvM theorem
by characterizing the decay rate of the remainder term in (1.1), which we name as the second order
Bayesian efficiency. This efficiency consideration is crucial for us to understand the influence of
the nonparametric prior on the semiparametric Bayesian inferential accuracy, and further provide
guidance in choosing an appropriate nonparametric prior (or more generally, a joint prior Π).
We remark that our second order result is radically different from those in Cheng and Kosorok
(2008a,b, 2009) where the nuisance function is profiled out, and thus no nonparametric prior needs
to be assigned. Therefore, as far as we are aware, our work is the first study on the second order
semiparametric BvM theorem in a fully Bayesian framework.
Our main conclusion is that the second order efficiency in (1.1) is of the order OPθ0,η0 (
√
nρ2n)
(upto a logarithmic term), where ρn refers to the posterior contraction rate of the nuisance function
throughout the paper. For example, in the partially linear models, the posterior contraction rate
achieves ρn = n
−α/(2α+d)(log n)γ for some γ > 0, which is known to be (almost) minimax optimal,
when an appropriate Gaussian process (GP) prior is assigned to the d-dimensional nonparametric
function of α-smoothness. Our general result implies an interesting interference phenomenon be-
tween Bayesian estimation and frequentist inferential accuracy: more accurate Bayesian estimation
of the nuisance function leads to higher frequentist inferential accuracy on the parametric part. For
example, we show that the credible set for θ possesses a second order frequentist validity that is
determined by ρn. Please see Section 3.2 for more discussions. Therefore, it is desirable to construct
a nonparametric prior under which an optimal contraction rate can be achieved. For example, it
is desirable to match the smoothness of the reproducing kernel Hilbert space (RKHS) induced by
the assigned GP with that of true regression function. None of the aforementioned interesting
conclusions can be inferred from the first order semiparametric BvM theorem. We also remark
that our second order Bayesian efficiency is consistent with that derived in Cheng and Kosorok
(2008a,b, 2009) (up to a logarithmic term) where no nonparametric prior is assigned. Note that
Cheng and Kosorok (2008a,b, 2009) is not a fully Bayesian framework, and did not cover the adap-
tive case considered in this paper. In the end, we point out that the above second order results are
derived only under two intuitively appealing conditions: one is on the posterior concentration; an-
other is on the integrated local asymptotic normality (Bickel and Kleijn, 2012). Interestingly, these
two conditions (together with a set of sufficient conditions in Section 3.3) are not stronger than those
imposed in the literature for the first order result, e.g., Bickel and Kleijn (2012); Castillo (2012b).
On the contrary, we even relax a stringent root-n convergence condition in Bickel and Kleijn (2012)
to a set of commonly used conditions; see Lemma 3.4.
We further apply our general theory to two classes of priors varying by whether θ and η are
dependent or not. Surprisingly, we find that the commonly used independent prior is not the best
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choice for the second order semiparametric BvM theorem in the sense it requires a slightly strong
condition (A6), and might even break down for the first order consistency when the smooth-
ness of the nonparametric function is unknown; see Section A.1 for more explanations. This
failure is mainly due to the existence of a semiparametric bias term defined in (2.1); also see
Rivoirard and Rousseau (2012). Interestingly, we show that the semiparametric bias can be easily
eliminated through shifting the center of a nonparametric prior (by a θ-dependent quantity), which
naturally leads to a general class of nonparametric priors. This re-centering idea is rather different
from, and perhaps easier to implement than, the prior under-smoothing procedure proposed in
Castillo (2012a). Moreover, our dependent priors can be easily made adaptive with respect to the
unknown smoothness of the nuisance function by re-centering a nonparametric adaptive prior.
The rest of the paper is organized as follows. Section 2 provides necessary background on the
semiparametric efficiency theory, and describes several semiparametric models including partially
linear models and Cox proportional hazards models. Our main theorem, together with the related
Bayesian inference results, is presented in Section 3. The classes of independent and dependent
priors are extensively discussed in Section 4. Section 5 illustrates the applicability of our general
theory in three examples. All the technical proofs are postponed to the Appendix.
2. Preliminaries
In this section, we briefly review semiparametric efficiency theory (Bickel et al., 1998), and describe
several semiparametric models considered in the paper.
2.1 Review on Semiparametric Efficiency
An estimator θ̂n is semiparametric efficient if it achieves the minimal asymptotic variance V
∗
over all regular semiparametric estimators θ˜n that satisfy
√
n(θ˜n − θ0) P Np(0, V ) for some non-
degenerate asymptotic variance V . It can be shown that the minimal V ∗ exists and corresponds to
the largest asymptotic variance over all the parametric submodels {Pθ,η(θ) : θ ∈ Θ} with η(θ0) = η0
(Bickel et al., 1998). The submodel achieving V ∗ is called the least favorable submodel, and denoted
as {Pθ,η∗(θ) : θ ∈ Θ}, where η∗(θ) is the so-called least favorable curve. We define the semiparametric
bias as
∆η(θ) = η∗(θ)− η∗(θ0) = η∗(θ)− η0, (2.1)
which will be frequently mentioned hereafter. Let ℓ˜θ0,η0 be the score function of the least favorable
submodel {Pθ,η∗(θ) : θ ∈ Θ} at θ = θ0. Hence, we have V ∗ = I˜−1θ0,η0 , where I˜θ0,η0 = E0ℓ˜θ0,η0 ℓ˜Tθ0,η0 .
Note that ℓ˜θ0,η0 and I˜θ0,η0 are also known as the efficient score function and efficient information
matrix in the semiparametric literature. For simplicity, denote Pθ0,η0 , ℓ˜θ0,η0 and I˜θ0,η0 as P0, ℓ˜0 and
I˜0 from now on.
Severini and Wong (1992) discovered that η∗(θ) is essentially evaluated as the unique minimizer
of Kullback-Leibler (KL) divergence in H with the parametric part θ being fixed, i.e.
η∗(θ) = arg inf
η∈H
K(P0, Pθ,η), (2.2)
where K(P,Q) =
∫
log(dP/dQ)dP denotes the KL divergence between two measures P and Q.
In the Bayesian regime, the least favorable curve η∗(θ) can be understood as the function to-
wards which the conditional posterior distribution of the nuisance parameter η given θ contracts
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(Kleijn and van der Vaart, 2006). Therefore, the posterior distribution of (θ, η) tends to concen-
trate around the true value (θ0, η0) under a well chosen prior Π. We use the following examples to
illustrate the above concepts, in particular η∗(θ).
2.2 Generalized Partially Linear Model (GPLM)
Suppose that the data Xi = (Ui, Vi, Yi), i = 1, . . . , n, are i.i.d. copies of X = (U, V, Y ), where
Y ∈ R is the response variable and T = (U, V ) ∈ [0, 1]p × [0, 1]d is the covariate variable. Consider
a general class of semiparametric regression models with the following partially linear structure:
m0(t) ≡ E0(Y |T = t) = F (g0(t)), g0(t) = θT0 u+ η0(v), t = (u, v),
where F : R→ R is some known link function and η0 is some unknown smooth function. Here the
notation E0 means the expectation under the true data generating probability measure P0 = Pθ0,η0 .
The above class of semiparametric models is called generalized partially linear models (GPLM)
(Boente et al., 2006). Interestingly, we can derive an explicit expression of the least favorable
curve (see Lemma A.1) when the log-likelihood is written in the following form1: log p(y;m) =∫m
y (y − s)/V(s)ds, where V(m0(T )) = V ar(Y |T ). We next apply Lemma A.1 to three concrete
models.
Example 2.1 (Partially linear models). Consider a partially linear regression model
Y = UT θ0 + η0(V ) + w, (2.3)
where w ∼ N(0, 1) is assumed to be independent of (U, V ) and η0 belongs to a Ho¨lder function class
Cα([0, 1]d) with smoothness index α. In this case, F (t) = t and V(s) = 1. Based on Lemma A.1,
we obtain the least favorable curve as
η∗(θ)(v) = η0(v)− (θ − θ0)TE[U |V = v]. (2.4)
For identifiability, we assume that E(U − E[U |V ])⊗2 is invertible.
Example 2.2 (Partially linear exponential models). In the partially linear exponential model, the
conditional density of Y given (U, V ) is
p0(y|u, v) = λ0(u, v) exp(−λ0(u, v)y), y > 0, (2.5)
with λ0(u, v) = exp{−(uT θ0+η0(v))}. In this case, F (t) = et and V(s) = s2. Therefore, by Lemma
A.1, we have
η∗(θ)(v) = η0(v)− (θ − θ0)TE[U |V = v] +O(|θ − θ0|2). (2.6)
Example 2.3 (Partially linear logistic models). In the partially linear logistic model, we observe
binary Yi ∈ {0, 1} and model the data as
log
{
P0(Y = 1|U, V )
P0(Y = 0|U, V )
}
= UT θ0 + η0(V ). (2.7)
In this case, F (t) = et/(1 + et) and V(s) = s(1− s). Again, Lemma A.1 implies the least favorable
curve as
η∗(θ)(v) = η0(v) − (θ − θ0)T E[Uf0(U, V )|V = v]
E[f0(U, V )|V = v] +O(|θ − θ0|
2), (2.8)
where f0(u, v) = exp(u
T θ0 + η0(v))/(1 + exp(u
T θ0 + η0(v)))
2.
1This form is also called as quasi-likelihood in Wedderburn (1974)
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2.3 Cox Proportional Hazards Model
Let Z ∈ Rp be a vector of covariates, T the survival time that follows a Cox model, and C a
random observation time. The Cox model assumes that the conditional hazard function given Z
satisfies P (T ∈ [t, t + dt]|T ≥ t, Z) = exp(θT0 Z)λ0(t)dt, where λ0 is an unknown baseline hazard
function. Assume that T is independent of C given Z and that there exists a real τ > 0 such that
P0(T > τ) > 0 and P0(C ≥ τ) = P0(T = τ) > 0. In the Cox model with current status data, the
observed data are n i.i.d. realizations of X = (C, δ, Z), where δ = I(T ≤ C). The density of X
relative to the product of the marginal joint density of (C,Z) and counting measure on {0, 1} is
given by
pθ,Λ(x) =
(
1− exp (− eθT zΛ(c)))δ( exp (− eθT zΛ(c)))1−δ,
where Λ(c) =
∫ c
0 λ(t)dt is considered as the nuisance parameter. By the derivations in Section
25.11.1 of van der Vaart (1998), the least favorable curve is given by
Λ∗(θ)(c) = Λ0(c) − (θ − θ0)TΛ0(c)
E[ZQ2θ0,Λ0(X)|C = c]
E[Q2θ0,Λ0(X)|C = c]
+O(|θ − θ0|2), (2.9)
for the function Qθ,Λ given by
Qθ,Λ(x) = exp(θ
T z)
[
δ
exp(−eθT zΛ(c))
1 − exp(−eθT zΛ(c)) − (1− δ)
]
.
3. Main Results
3.1 Second Order Semiparametric BvM Theorem
For a general class of semiparametric models P = {Pθ,η : θ ∈ Θ, η ∈ H}, we consider a joint
prior distribution Π over the product space Θ×H for the parameter pair (θ, η). In the sequel, we
use notation ΠθH(η) and ΠΘ(θ) to denote the conditional prior distribution of η given θ and the
marginal prior distribution of θ, respectively.
Our main theorem is based on two primary assumptions, which we will revisit in Section 3.3. The
first one is a convergence condition for (θ, η). It allows us to focus on the posterior mass in a suitable
neighborhood of (θ0, η0): {(θ, η) : |θ − θ0| ≤ ǫn, η ∈ Hn}, where | · | denotes the Euclidean norm.
Here, Hn is a sequence of subsets of the nuisance spaceH that satisfies Π(η ∈ Hn|X1, . . . ,Xn) P0−→ 1.
For example, Hn can be defined as {η : ‖η − η0‖n ≤Mρn} ∩ Fηn , where Fηn is a sieve sequence for
the nuisance parameter defined after Lemma 3.4 and ‖f‖n =
(
n−1
∑n
i=1 f
2(Xi)
)1/2
is an empirical
L2-norm. Recall that ρn denotes the contraction rate of marginal posterior distribution of η.
Assumption 1 (Localization condition). There exists a sequence ǫn → 0 satisfying nǫ2n →∞ and
a sequence of subsets {Hn} ⊂ H, such that as n→∞,
Π
(|θ − θ0| ≤ ǫn, η ∈ Hn∣∣X1, . . . ,Xn) = 1−OP0(δn)
for some δn → 0.
In a general setup, Lemma 3.4 in Section 3.3 provides a set of sufficient conditions for Assump-
tion 1 with ǫn = ρn. Throughout the paper, we always choose ǫn to be ρn.
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The second assumption extends the concept of local asymptotic normality (LAN) (required
for the parametric BvM theorem in LeCam (1953)) to the semiparametric context. Denote the
log-likelihood by ln(θ, η). By Fubini’s theorem, the marginal posterior for θ can be written as
Π(θ ∈ A|X1, . . . ,Xn) =
∫
A
{∫
H
exp
(
ln(θ, η)− ln(θ0, η0)
)
dΠθH(η)
}
dΠΘ(θ)/∫
Θ
{∫
H
exp
(
ln(θ, η)− ln(θ0, η0)
)
dΠθH(η)
}
dΠΘ(θ).
(3.1)
Therefore, the integrated likelihood ratio Sn(θ) defined by the map
Sn(θ) =
∫
H
exp
(
ln(θ, η)− ln(θ0, η0)
)
dΠθH(η), (3.2)
plays a similar role as the likelihood ratio in the parametric model. To prove the first order
semiparametric BvM theorem, Bickel and Kleijn (2012) assume that for every random sequence
{hn} of order OP0(1),
log
{
Sn(θ0 + n
−1/2hn)
Sn(θ0)
}
= hTn g˜n −
1
2
hTn I˜0hn + oP0(1), (3.3)
where g˜n = (1/
√
n)
∑n
i=1 ℓ˜0(Xi)
P0 Np(0, I˜0).
Accompanied with (3.3), Bickel and Kleijn (2012) further require the marginal posterior of θ to
converge at root-n rate. In many cases, it may require significant effort to verify this parametric-
rate condition. To avoid such a stringent assumption as well as keep track of the higher-order
remainder, we introduce the notion of the localized integral likelihood ratio as follows:
S˜n(θ) =
∫
Hn
exp
(
ln(θ, η)− ln(θ0, η0)
)
dΠθH(η). (3.4)
The information in the localization sequence Hn, e.g., ‖η − η0‖n ≤ Mρn and η ∈ Fηn , will be
utilized in the application of the maximal inequality (van der Vaart and Wellner, 1996, Corollary
2.2.5) to provide a uniform bound. More importantly, when these conditions are combined with
Assumption 1, we no longer need to assume the root-n marginal convergence rate for θ.
Assumption 2 (Second order integrated LAN). There exists a nondecreasing function Rn(·) :
R → R satisfying supt∈[n−1/2,Mǫn]Rn(t)/nt2 → 0 for each M > 0 such that for every sequence θn
satisfying θn = θ0 + oP0(1),
log
S˜n(θn)
S˜n(θ0)
=
√
n(θn − θ0)T g˜n − n
2
(θn − θ0)T I˜0(θn − θ0) +OP0(Rn
(|θn − θ0|)). (3.5)
Note that (3.5) can be written in the form of (3.3) by re-parameterizing θn as θ0+n
−1/2hn. In
the sequel, we name (3.5) as ILAN. A typical Rn(t) is dominated by
√
nt2+
√
nρ2n; see the examples
in Section 5 and their proofs.
Now, we are ready to present the main theorem in this paper.
Theorem 3.1. We assume the prior for θ has a Lebesgue density that is continuous and strictly
positive at θ0 and the efficient information matrix I˜0 is invertible. Suppose X1, . . . ,Xn are i.i.d.
observations sampled from P0. Under Assumptions 1 and 2, we have
sup
A
∣∣Π(θ ∈ A|X1, . . . ,Xn)−Np(θ0 + n−1/2∆˜n, (nI˜0)−1)(A)∣∣ = OP0(Sn), (3.6)
where A ranges over all measurable subsets of Θ and Sn = Rn(n
−1/2 log n) + δn.
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We remark that Theorem 3.1 can be easily adapted to a non-asymptotic version (by invoking (A.14)
in Lemma A.2) if Assumptions 1 and 2 are stated in a non-asymptotic manner.
The log n term in Sn is not essential and does not affect the polynomial order of Sn, which
is our main interest. We need it in the proof such that the posterior probability of the event
{θ :Mn−1/2 log n ≤ |θ − θ0| ≤ ǫn} decays at a faster rate than Sn for a sufficiently large M .
We comment that Assumption 2 is implied by the following conditions: (A1) on the semi-
parametric model; and (A2) on the prior. Specifically, Lemma 3.5 in Section 3.3 shows that
Rn(·) = Gn(·) + G˜n(·), where Gn and G˜n are given in (A1) and (A2), respectively. Note that Hn
in Conditions (A1) and (A2) is the same as that in Assumption 1.
(A1) (Stochastic LAN) There exists an increasing function Gn : R→ [0,∞), such that for every
sequence {θn} satisfying θn = θ0 + oP0(1),
sup
η∈Hn
∣∣∣∣ln(θn, η +∆η(θn))− ln(θ0, η)− (θn − θ0)T n∑
i=1
ℓ˜0(Xi)
+
1
2
n(θn − θ0)T I˜0(θn − θ0)
∣∣∣∣ = OP0(Gn(|θn − θ0|)).
(3.7)
If we set η = η0 in (3.7), then we obtain the LAN for the least favorable submodel ln
(
θn, η
∗(θn)
)
.
A typical Gn(t) in (3.7) is dominated by
√
nt2 +
√
nρ2n. For example, see the verification of (A1)
in the proof of Theorem 5.1.
Condition (A2) characterizes the prior stability under a small perturbation in the likelihood
function caused by ∆η(θn) in the nuisance part.
(A2) (Prior stability under perturbation) There exists an increasing function G˜n : R→ [0,∞),
such that for any θn = θ0 + oP0(1),∫
Hn exp(ln(θ0, η −∆η(θn)))dΠ
θn
H (η)∫
Hn exp(ln(θ0, η))dΠ
θ0
H (η)
= 1 +OP0(G˜n(|θn − θ0|)).
Condition (A2) is crucial for proving the root-n convergence rate of θ—whose failure is typically
caused by lim infn→∞ G˜n(n−1/2 log n) > 0 (see the numerical study in Section 5.1.3). In fact, we
call a nonparametric prior an unbiased one if limn→∞ G˜n(n−1/2 log n) = 0 since it corrects the
semiparametric bias ∆η in (A2). In the special case (Bickel, 1982) that {Pθ,η0 : θ ∈ Θ} forms a least
favorable submodel, i.e., ∆η ≡ 0, (A2) automatically holds when independent priors are assigned
for θ and η. However, in the general case where ∆η 6= 0, we typically have ∆η(θn) = O(|θn − θ0|)
(see (A3) in Section 4) and that
exp
{
ln(θ0, η −∆η(θn))− ln(θ0, η)
}
= OP0(n|θn − θ0|ρn)
does not converge to zero. Therefore, under independent priors, (A2) cannot be implied by bounding
the ratio between integrands in its denominator and numerator unless we are willing to impose
additional conditions such as (A5) and (A6) in Section 4.1.
3.2 Second Order Bayesian Inference
In practice, we can employ an MCMC algorithm to efficiently draw a sequence of samples {θ(l) :
l = 1, . . . , L} from the marginal posterior distribution of θ = (θ1, . . . , θp), based on which Bayesian
estimators and credible regions can be constructed. Their frequentist validity together with second
order properties can be rigorously justified by our Theorem 3.1. For example, Theorem 3.1 directly
implies the semiparametric efficiency of the posterior median as follows.
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Corollary 3.2. Consider the semiparametric model and the prior Π in Theorem 3.1. Under the
same assumptions, the coordinate-wise marginal posterior median θ̂Bn satisfies
√
n(θ̂Bn − θ0) = ∆˜n +OP0(Sn),
where ∆˜n
P0 Np(0, I˜
−1
0 ) and Sn = Rn(n
−1/2 log n) + δn.
The conclusion in Corollary 3.2 may also hold for posterior mode, but this would require the
convergence of posterior density instead of posterior distribution as in Theorem 3.1.
We next study the frequentist property of credible regions. For any α ∈ (0, 1), we define the α-th
marginal posterior quantile q̂s,α of θs through the following equation Π(θs ≤ q̂s,α|X1, . . . ,Xn) = α.
Let (−∞, qs,α] be a one-sided confidence interval for θs of significance level α based on the sth
component of the best regular estimator, which is well approximated by θ0+∆˜n/
√
n. In other words,
qs,α is given by θ0,s + ∆˜n,s/
√
n+ n−1/2(I˜ss0 )
1/2zα so that P0(θ0,s ≤ qs,α) → α as n→∞. Here I˜ss0
is the (s, s)-th component of I˜−10 , θ0,s and ∆˜n,s are the s-th components of θ0 and ∆˜n, respectively.
The following corollary suggests that the credible interval (−∞, q̂s,1−α] ([q̂s,α/2, q̂s,1−α/2]) estimates
this one-(two-)sided confidence interval for θs of significance level (1−α) with an error of order Sn.
Corollary 3.3. Consider the semiparametric model and the prior Π in Theorem 3.1. Under the
same assumptions, we have
√
n |q̂s,α − qs,α| = OP0(Sn) for s = 1, . . . , p.
Remark 3.1. The MCMC samples can also be used to construct an estimator of the asymptotic
variance V ∗ (or the efficient information matrix I˜0), denoted as V̂ ∗. As shown below, we have
‖V̂ ∗ − V ∗‖F = OP0(Sn) and ‖(V̂ ∗)−1 − I˜0‖F = OP0(Sn), where ‖ · ‖F is the Frobenius norm. The
diagonal element V ∗ss can be estimated by V̂ ∗ss =
√
n(q̂s,1−α/2− q̂s,α/2)/(2z1−α/2), where zα is the αth
quantile of a standard normal distribution. According to the proof of Corollary 3.3, we have q̂s,α =
θ0,s+n
−1/2∆˜n,s+n−1/2(V ∗ss)1/2zα+n−1/2OP0(Sn), which implies V̂ ∗ss−V ∗ss = OP0(Sn). For the off-
diagonal element V ∗ss′ (s 6= s′), we can first obtain the αth quantile q̂s,s′,α for the marginal posterior
distribution of ϑ = θs+ θs′ and then set V̂
∗
ss′ =
1
2
{√
n(q̂s,s′,1−α/2− q̂s,s′,α/2)/(2z1−α/2)− V̂ ∗ss− V̂ ∗s′s′
}
.
Since equation (3.6) implies that
sup
A
∣∣Π(ϑ ∈ A|X1, . . . ,Xn)−N(θ0,s + θ0,s′ + n−1/2∆˜n,s + n−1/2∆˜n,s′ , n−1Σ)(A)∣∣ = OP0(Sn),
where Σ = V ∗ss + V ∗s′s′ + 2V
∗
ss′ , we obtain V̂
∗
ss′ = V
∗
ss′ +OP0(Sn). This proves our previous claim.
3.3 Verification of Assumptions 1 and 2
We verify Assumption 1 in a general class of statistical models P = {P (n)λ : λ ∈ F}, where the
observations Y (n) = (Y1, . . . , Yn) are independent but not necessarily identically distributed. Hence,
we have P
(n)
λ (Y
(n)) ≡ ∏ni=1 Pλ,i(Yi) with Pλ,i the marginal distribution of Yi under a common
parameter λ (whose true value is denoted as λ0). In the above setup, Ghosal and van der Vaart
(2007) derived the posterior contraction rate of λ as being at least ξn (in terms of a semi-metric
d2n(λ, λ
′) ≡ 1n
∑n
i=1
∫
(
√
pλ,i − √pλ′,i)2dµi for any pair (λ, λ′) in F) by showing Π
(
dn(λ, λ0) ≥
Mξn
∣∣X1, . . . ,Xn) = oP (n)λ0 (1). In Lemma 3.4 below, we obtain an exponential convergence rate of
Π
(
dn(λ, λ0) ≥ Mξn
∣∣X1, . . . ,Xn) by keeping track of the remainder term in the proof of Theorem
4 therein.
Lemma 3.4 is also of independent interest. Denote V2(P,Q) =
∫ | log(dP/dQ) −K(P,Q)|2dP
as a discrepancy measure between two probability measures P and Q.
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Lemma 3.4. Let ξn be a sequence satisfying ξn → 0 and nξ2n → ∞. If there exists an increasing
sequence of sieves Fn ⊂ F , such that the following conditions are satisfied:
a. Π(F\Fn) ≤ exp(−nξ2n(C + 4)) for some C > 0;
b. logN(ξn,Fn, dn) ≤ nξ2n;
c. Π(Bn(P
(n)
0 , ξn)) ≥ exp(−Cnξ2n),
where Bn(P
(n)
0 , ξn) =
{
λ ∈ F : K(P (n)0 , P (n)λ ) ≤ nξ2n, V2(P (n)0 , P (n)λ ) ≤ nξ2n
}
, then for some constant
C1 > 0 and large enough M , we have
Π
(
dn(λ, λ0) ≥Mξn
∣∣X1, . . . ,Xn) = OP (n)λ0 (exp(−C1nξ2n)). (3.8)
In semiparametric models, the sieve sequence Fn typically consists of one parametric part
and one nonparametric part. For example, Fn = Fθn ⊕ Fηn = {θTu + η(v) : θ ∈ Fθn, η ∈ Fηn}
in the class of GPLM. By viewing (θ, η) as λ in the above lemma, we can conclude that the
posterior probability of the event {‖UT (θ − θ0) + η − η0‖n ≤ Mξn} is 1 − OP (n)λ0
(exp(−C1nξ2n)) if
dn(λ, λ0) dominates ‖UT (θ − θ0) + η − η0‖n. In partially linear models, we can further show that
{|θ − θ0| ≤ cξn, ‖η − η0‖n ≤ cξn} for some constant c > 0 given that the matrix P0(U −E[U |V ])⊗2
is invertible. Please see Lemma A.3 and the arguments after that. In this case, we know that
ρn and ǫn in Assumption 1 turn out to be ξn given in Lemma 3.4 (and δn = exp(−C1nξ2n)). As
a by-product of Lemma 3.4, we show that Π
(
λ 6∈ Fn
∣∣X1, . . . ,Xn) = OP (n)λ0 (e−C1nξ2n) by following
Lemma 1 in Ghosal and van der Vaart (2007). In the end, we remark that Lemma 3.4 does not
apply to generalized partial linear models. Rather, we verify Assumption 1 by directly applying
Lemma 2 in Ghosal and van der Vaart (2007); see Lemma A.4.
We next discuss the sufficient condition (A1) for Assumption 2. Note that (A1) depends on the
prior through the localization sequence {Hn} in Assumption 1, to which the posterior distribution
allocates most mass. With a small subset Hn, the L.H.S. of (3.7) converges to zero at a faster rate.
Hence, we want to make Hn as small as possible while keeping Π(Hn|X1, . . . ,Xn) close to one.
Motivated by this, we set
Hn = {η : ‖η − η0‖n ≤Mρn} ∩ Fηn , (3.9)
where {Fηn} is the sieve sequence constructed in Lemma 3.4. By Assumption 1 and condition
(a) in Lemma 3.4, we obtain that Π(Hn|X1, . . . ,Xn) = 1 − OP0(δn) with δn = e−nρ
2
n . Then we
can bound the L.H.S. of (3.7) from above by calculating the continuity modulus or applying the
maximal inequalities in van der Vaart and Wellner (1996); see Lemma A.2. Please see Section 5
for the verification of (A1) in concrete examples.
Now we are ready to state our lemma for Assumption 2.
Lemma 3.5. If (A1) and (A2) hold, then we have the following Rn = Gn + G˜n in Assumption 2.
4. Semiparametric Prior
In this section, we consider two classes of priors, differing in whether θ and η are dependent,
and then specify the corresponding form of G˜n(·) in the prior stability condition (A2) for them.
In general, in applying the semiparametric BvM theorem we find that the dependent prior has
advantages in requiring less stringent conditions and being adaptive to the unknown smoothness
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of the nonparametric function. Throughout this section, we impose a smoothness condition on the
least favorable curve:
(A3) There exists a function h∗ ∈ L2(P0), referred to as least favorable direction, such that
∆η(θ) = (θ − θ0)Th∗ +O(|θ − θ0|2) as θ → θ0.
Note that (A3) is commonly assumed in the literature. For example, it holds for the class of GPLM
under mild conditions; see Lemma A.1.
4.1 Independent Prior
Consider a pair of independent priors:
(PI) θ ∼ ΠΘ, η ∼ ΠH .
This is a common choice in the semiparametric Bayesian literature with various forms of ΠH. For
example, Kim (2006) considered a class of neutral-to-the-right process priors for the cumulative
hazard function in the Cox proportional hazard model, while Castillo (2012b) considered a class of
Gaussian process priors (Rasmussen and Williams, 2006) for the same model. Another example is a
Riemann-Liouville type prior considered by Bickel and Kleijn (2012) in the partially linear models.
We next specify the form of G˜n(·) under the above independent prior. For technical reasons,
we need to introduce a sequence of approximations to the least favorable direction h∗, denoted as
{hn}. Let ΠH,·−g represent the distribution of W − g for W ∼ ΠH and a function g, and define
fn = dΠH,·−(θn−θ0)T hn/dΠH as the Radon-Nykodym derivative. For any set A ⊂ H and element
f ∈ H, let A − f denote the set {g − f : g ∈ A}. For ǫn and δn specified in Assumption 1, we
assume that
(A4) There exists a nondecreasing function G¯n : R→ R, such that for any θn = θ0 +OP0(ǫn),
sup
η∈Hn
∣∣∣ln(θ0, η −∆η(θn) + (θn − θ0)Thn)− ln(θ0, η)∣∣∣ = OP0(G¯n(|θ − θ0|)).
(A5) For any θn satisfying |θn − θ0| ≤ ǫn, we have
ΠH
(
η ∈ Hn − (θn − θ0)Thn
∣∣X1, . . . ,Xn) = 1−OP0(δn).
(A6) For any θn = θ0 +OP0(ǫn), | log fn(η)| = OP0 [G¯n(|θn − θ0|)] holds with η ∼ ΠH .
(A4) characterizes the robustness of ln(·) against a small perturbation in η. In fact, by Condition
(A3), we have ∆η(θn) − (θn − θ0)Thn = (θn − θ)T (h∗ − hn) + O(|θn − θ0|2). Hence, Condition
(A4) is expected to hold if hn is sufficiently close to h
∗. Similar to (A4), (A5) characterizes
the concentration stability of the localization sequence {Hn} against a small perturbation in η.
This stability can be easily obtained by slightly enlarging the localization sequence via Hn 7→⋃
|θ−θ0|≤ǫn
{Hn − (θ − θ0)Thn}. For simplicity, we tacitly assume that this enlargement is always
made for Hn. As we will clarify in the proof of Theorem 5.1, this enlargement only increases the
covering entropy of Hn by a negligible amount proportional to log(ǫ−1n ), which will not affect our
results. (A6) characterizes the robustness of the marginal prior ΠH against a small perturbation.
The reason for introducing the approximation sequence {hn} is that the Radon-Nykodym derivative
| log fn(η)| in (A6) might have peculiar behavior at hn = h∗. As an example, we consider the
partially linear model in Section 5 where a Gaussian process (GP) prior ΠH is assigned. If we
set hn as h
∗, then we have to require h∗ ∈ H2 such that | log fn(η)| converges to zero. This
2
H is the reproducing kernel Hilbert space (RKHS) associated with the assigned GP
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requirement is very strict since H is often a very small subset of H. Fortunately, we can always find
an approximation sequence {hn} ⊂ H under which condition (A6) is satisfied. Note that a similar
condition to (A6) is also required for the first order semiparametric BvM theorem; see Castillo
(2012b).
To verify the stability condition (A2), we can decompose the semiparametric bias ∆η(θn) into
two components: ∆η(θn) − (θn − θ0)Thn and (θn − θ0)Thn. The former can be dealt with (A4)
through likelihood and the latter by (A5) and (A6) through the localization sequence and the prior.
This is summarized in the following lemma.
Lemma 4.1. Suppose that Conditions (A4), (A5) and (A6) hold. Then the pair of independent
priors (PI) satisfies (A2) with G˜n(t) = G¯n(t) + δn.
4.2 Dependent Prior
In this section, we construct a class of dependent priors (ΠΘ,Π
θ
H). Dependent priors facilitate
the development of adaptive Bayesian procedures that do not require knowledge of the smooth-
ness of η in specifying ΠθH . This adaptiveness is achieved by correcting the θ-dependent bias
∆η(θ) in the prior construction. We remark that adaptiveness cannot be achieved by the inde-
pendent priors (see Section A.1), and this finding is consistent with the negative observations in
Rivoirard and Rousseau (2012) for linear functionals of densities.
Let ĥn be an estimator of the least favorable direction h
∗ that satisfies (A4) – (A5) with hn = ĥn.
Again, by (A3) we have ∆η(θn)− (θn−θ0)T ĥn = (θn−θ0)T (h∗− ĥn)+O(|θn−θ0|2). Consequently,
(A4) is implied by the following condition with G¯n(t) = nρnκnt+ nρnt
2:
(A7) The estimator ĥn of h
∗ satisfies ‖ĥn − h∗‖n = OP0(κn), κn → 0. Please see concrete
examples in Section 5 for more discussion on Condition (A7). Let ΠΘ be a marginal prior for θ
that satisfies the condition in Theorem 3.1 and ΠH a prior for η. Consider the following joint prior
distribution for (θ, η),
(PD) θ ∼ ΠΘ, η|θ ∼W + θT ĥn with W ∼ ΠH.
The conditional prior distribution ΠθH of η given θ is obtained by shifting the center of ΠH by
a θ-dependent amount, i.e., θT ĥn. By introducing this dependent structure, we can compensate
for the semiparametric bias without imposing Condition (A6). In the end, we remark that the
randomness of ĥn only enters equation (3.5) in Assumption 2 through the remainder term, and
thus can be decoupled from the randomness in the leading terms of equation (3.5). Hence, the
proof of Theorem 3.1 still goes through even though (PD) is data-dependent. This is an appealing
feature of the proposed prior; our theory shows that we do not need to split the sample and apply
a two stage approach to obtain a valid characterization of uncertainty. This is backed up by our
simulations.
Lemma 4.2. If conditions (A4) – (A5) are met with hn = ĥn, then the dependent prior (PD)
satisfies (A2) with G˜n = G¯n + δn.
4.3 Second-order BvM Theorem under Independent/Dependent Prior
We summarize the discussions on independent prior (PI) and dependent prior (PD) in the following
theorem, which is a straightforward application of Theorem 3.1.
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Theorem 4.3. Suppose X1, . . . ,Xn are i.i.d. observations sampled from P0 = Pθ0,η0 . Suppose
that Assumption 1, Conditions (A1) and (A3) hold and the prior for θ is dense at θ0. We further
assume Conditions (A4) – (A6) for the independent prior (PI) and Conditions (A4) – (A5) for
the dependent prior (PD). Then the marginal posterior for θ has the following expansion in total
variation as n→∞,
sup
A
∣∣Π(θ ∈ A|X1, . . . ,Xn)−Np(θ0 + n−1/2∆˜n, (nI˜0)−1)(A)∣∣
= OP0 [Gn(n
−1/2 log n) + G¯n(n−1/2 log n) + δn].
5. Examples
In this section, we construct specific priors for three semiparametric models: partially linear model
(PLM), GPLM and the Cox regression model. In PLM, we consider two scenarios: (i). the
smoothness of the nonparametric part η is known; (ii). the smoothness is unknown and an adaptive
marginal prior is assigned to η. The non-adaptive and adaptive results obtained in PLM can be
easily generalized to GPLM. We assign GP priors for the first two models and a Riemann-Liouville
type prior for the last model.
5.1 Partially Linear Model
5.1.1 Non-adaptive Bayesian Procedure
We start with a pair of independent priors. In principle, the marginal prior for the parametric part
θ can be any continuous distribution with full support over Θ. For computational convenience such
as conjugacy, we specify ΠΘ as a multivariate normal distribution N(0, Ip/φ0) with φ0 the precision
parameter. For example, one can choose φ0 = 0.01 to induce a vague prior for normalized predictors.
For the nuisance part, we choose ΠH as a stationary Gaussian process (GP) prior GP (m,Ka)
indexed by an inverse bandwidth parameter a (van der Vaart and van Zanten, 2009). Here, the
notation GP (m,K) denotes a Gaussian process with mean function m : Rd → R and covariance
function K : Rd×Rd → R. The scaled covariance function Ka is defined as Ka(x, y) = K0(ax, ay),
where K0 is a base covariance function
3. Through this section, we focus on the squared exponential
covariance function K0(x, y) = exp(−|x−y|2). We next discuss the choice for the inverse bandwidth
parameter a given the knowledge of the smoothness of the nuisance function, denoted as α. Given n
independent observations, the minimax rate of estimating a d-variate α-smooth function is known to
be n−α/(2α+d) (Stone, 1982). van der Vaart and van Zanten (2009) showed that with an = n1/(2α+d)
the Gaussian process prior GP (0,Kan) leads to the minimax rate up to a log n factor. Hence, we
set an = n
1/(2α+d) in this subsection.
We next focus on the dependent prior (PD). The least favorable direction h∗(·) in this model
is essentially −E[U |V = ·], which can be directly estimated based on the design points {(Ui, Vi)},
e.g. by kernel method. Denote this estimator as ĥn. Since shifting the center of GP is equivalent
to translating its mean function, we can write the dependent prior (PD) as
θ ∼ ΠΘ and η | θ ∼ GP (θT ĥn,Kan).
By writing (PD) in this form, we can discuss its relation with independent priors. If we reparam-
eterize the nuisance parameter by ξ = η − θT ĥn, then ξ|θ ∼ GP (0,Kan) and the partially linear
3For the covariance functionKa, we use Ha and ‖·‖a to denote the associated RKHS and RKHS norm, respectively.
The unit ball in the RKHS Ha is denoted by Ha1 .
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model becomes
Y = θT
[
U + ĥn(V )
]
+ ξ(V ) + w, (5.1)
with true values θ0 and ξ0 := η0− θT0 ĥn. If we treat U + ĥn(V ) as a new covariate U˜ , then the least
favorable direction of the new model becomes
h˜ = E[U˜ |V ] = ĥn − h∗ = OP0(κn) P0−→ 0,
where κn is defined in (A7). This suggests that the semiparametric bias ∆ξ(θ) of the new model is
negligible.
Theorem 5.1. Let Xi = (Ui, Vi, Yi) ∈ Rp × Rd × R, i = 1, . . . , n, be n observations from the
partially linear model (2.3). Assume the following conditions:
(i). η0 is Ho¨lder α-smooth, where α > d/2.
(ii). The information matrix I˜0 = P0(U − E[U |V ])(U − E[U |V ])T is invertible.
(iii). For the independent prior, the conditional expectation E[U |V = v] as a function of v is
at least α-smooth; for the dependent prior, (A7) holds with κn = OP0(ρn), where ρn =
n−α/(2α+d)(log n)1+d.
Then with the choice of an = n
1/(2α+d), we have the following second order BvM result:
sup
A
∣∣Π(θ ∈ A|X(n))−Np(θ0+n−1/2∆˜n, (nI˜−10 ))(A)∣∣ = OP0(√nρ2n log n) = OP0(n−α−d/22α+d (log n)2d+3),
(5.2)
where ∆˜n = n
−1/2∑n
i=1 I˜
−1
0 wi(Ui − E[U |Vi])
P0 Np(0, I˜
−1
0 ).
If the smoothness of the GP does not match with the smoothness of the regression function,
i.e. an = n
1/(2α′+d) with α′ 6= α, then the convergence rate of the nuisance parameter provided by
Theorem 5.1 becomes suboptimal: ρn = n
−α′/(2α′+d) when α′ < α and ρn = n−α/(2α
′+d) when α′ >
α. Therefore, it is crucial to choose a proper nonparametric prior for obtaining a better frequentist
accuracy of the semiparametric Bayesian procedure. In the end, we remark that the remainder term
in the above fully Bayesian framework matches with that derived in Cheng and Kosorok (2008a,
2009) with the nonparametric part profiled out. Note that Cheng and Kosorok (2008a,b, 2009) is
not a fully Bayesian framework, and did not cover the adaptive case. However, the adaptiveness
can be easily incorporated into the construction of our nonparametric Bayesian prior as will be
seen in the next section.
5.1.2 Adaptive Bayesian Procedure
In the adaptive case, we still specify a GP prior for ΠH . To allow adaptation to the unknown
smoothness α, we follow van der Vaart and van Zanten (2009) by putting a prior on the inverse
bandwidth A. van der Vaart and van Zanten (2009) showed that the hierarchical prior
WA|A ∼ GP (0,KA), Ad ∼ Ga(a0, b0) (5.3)
with Ga(a0, b0) the Gamma distribution whose pdf p(t) ∝ ta0−1e−b0t leads to the minimax rate
n−α/(2α+d) up to log n factors, adaptively over all smoothness α > 0. Since the choice of hyper-
parameters has a diminishing impact on the posterior distribution as the sample size n grows, we
simply choose a0 = 1 and b0 = 1.
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Under the above choice for ΠH , Condition (A6) becomes overly stringent, suggesting the incom-
petence of the independent prior in the adaptive scenario. Please see Section A.1 in the Appendix
for further explanation. Fortunately, the dependent prior avoids (A6) by incorporating the bias
correction as follows:
θ ∼ ΠΘ, Ad ∼ Ga(a0, b0),
η | θ,A ∼ GP (θĥn,KA).
(5.4)
The proof of Theorem 5.2 is omitted due to its similarity to those of Theorems 5.1 and A.1.
Theorem 5.2. Let Xi = (Ui, Vi, Yi), i = 1, . . . , n, be a sample from the partially linear model.
Suppose that ĥn is an estimator of the least favorable direction h
∗(·) = −E[U |V = ·], and conditions
(i)-(iii) in Theorem 5.1 hold for the dependent prior. Then under the prior (5.4), the following
second order BvM result holds:
sup
A
∣∣Π(θ ∈ A|X(n))−Np(θ0 + n−1/2∆˜n, (nI˜−10 ))(A)∣∣ = OP0(n−α−d/22α+d (log n)2d+3). (5.5)
Note that the remainder term in Theorem 5.2 is exactly the same as that in Theorem 5.1.
However, we cannot claim that the adaptive procedure does not lead to any loss of the second
order Bayesian efficiency because the remainder term is not proven to be sharp.
5.1.3 Simulation Results
In this section, we conduct a simulation study for comparing the dependent and independent prior
in the adaptive scenario. In each setting, we generated 100 datasets from the following four models:
M1 Yi = 0.5Ui + exp(Vi) +N(0, 0.5
2), with Vi
iid∼ N(0, 1) and Ui|Vi ∼ N(0.5|Vi|3, 1);
M2 Yi = 0.5Ui + exp(Vi) +N(0, 0.5
2), with Vi
iid∼ N(0, 1) and Ui|Vi ∼ N(0.5V 3i , 1);
M3 Yi = 0.5Ui + exp(|Vi|) +N(0, 0.52), with Vi iid∼ N(0, 1) and Ui|Vi ∼ N(0.5|Vi|3, 1);
M4 Yi = 0.5Ui + exp(|Vi|) +N(0, 0.52), with Vi iid∼ N(0, 1) and Ui|Vi ∼ N(0.5V 3i , 1).
In M1, the least favorable direction h∗(v) = 0.5|v|3 is twice differentiable but not thrice differentiable
at v = 0. In contrast, the least favorable direction h∗(v) = 0.5v3 in M2 is infinitely differentiable.
M3 and M4 are counterparts of M1 and M2 respectively with non-differentiable nuisance parts at
v = 0. As for assigned priors, we consider three different setups: P1. the independent prior with ΠH
specified by (5.3); P2. the dependent prior (5.4) with an estimator ĥn(v) produced by the Nadaraya-
Watson kernel regression method4; P3. the dependent prior (5.4) with ĥn(v) = −E(U |V = v). In
each, we chose a vague priorN(0, 102) as ΠΘ, and hyper-parameters a0 = b0 = 1. For each replicate,
we ran MCMC for 10, 000 iterations and discarded the first 5, 000 as the burn-in.
The results for M1 and M2 are displayed in Table 1. We varied the sample size n from 50 to 400
and applied the three priors P1, P2 and P3. We record the root mean squared error (RMSE) for θ
(under the Euclidean norm) and η (under the empirical norm), respectively, across 100 replicates.
The average estimated standard error based on MCMC (SE) and the empirical coverage of nominal
95% credible intervals based on MCMC (CR95) are also reported. From Table 1, we can see that
the estimation accuracy of θ (in terms of RMSE) improves under the dependent priors P2 and P3 as
n grows. However, the RMSE for θ under the independent prior P1 only significantly decreases as n
4We apply the Gaussian kernel with an optimal bandwidth (Bowman and Azzalini, 1997, p.31)
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goes from 50 to 100, and remains around 0.1 thereafter. On the other hand, the estimated standard
errors produced by P1 – P3 are all very close. The CR95 results further illustrate the significant
under-coverage of the credible intervals produced by P1. All of these empirical observations justify
the existence of semiparametric bias (discussed after Lemma 3.5), and illustrate the necessity to
compensate this bias by using the dependent priors. Moreover, we observe that the RMSE for θ
intimately depends on that for η: a large RMSE for η usually leads to a large RMSE for θ, which is
consistent with our theory. For example, Bayesian estimation accuracy of θ is higher in M1 than in
M2. Another observation from Table 1 is that as n increases, the difference in estimation accuracy
between P2 and P3 becomes negligible. This might be attributed to the increasing accuracy of the
estimation of ĥn.
model method RMSE(θ) SE RMSE(η) CR95
n = 50
M1
P1 0.115 0.078 0.308 0.92
P2 0.085 0.082 0.274 0.96
P3 0.083 0.083 0.270 0.95
M2
P1 0.104 0.080 0.298 0.84
P2 0.084 0.085 0.267 0.96
P3 0.082 0.085 0.268 0.96
n = 100
M1
P1 0.103 0.052 0.225 0.83
P2 0.056 0.056 0.202 0.95
P3 0.053 0.056 0.204 0.96
M2
P1 0.096 0.051 0.235 0.85
P2 0.055 0.054 0.209 0.94
P3 0.051 0.055 0.206 0.97
n = 200
M1
P1 0.106 0.038 0.230 0.62
P2 0.042 0.038 0.197 0.93
P3 0.036 0.038 0.187 0.97
M2
P1 0.094 0.036 0.209 0.72
P2 0.038 0.038 0.180 0.95
P3 0.038 0.038 0.183 0.98
n = 400
M1
P1 0.115 0.035 0.289 0.38
P2 0.030 0.028 0.187 0.93
P3 0.025 0.028 0.187 0.98
M2
P1 0.107 0.033 0.268 0.45
P2 0.030 0.027 0.178 0.92
P3 0.027 0.026 0.179 0.98
Table 1: Simulation results for the partially linear model with a smooth nuisance function based
on 100 replicates.
Table 2 provides the results for M3 and M4, where the nuisance function is non-differentiable.
As expected, the overall RMSE in Table 2 is worse than that in Table 1. However, similar overall
trends as those in Table 2 are observed. For example, the estimation accuracies of P1 are generally
worse than those of P2 and P3, and the semiparametric bias in P1 is more salient under M3 and
M4 than under M1 and M2. In addition, the RMSE for θ produced by P1 under a non-smooth least
favorable direction h∗ is significantly worse than the RMSE under a smooth h∗. This is consistent
with condition (A7), because the semiparametric bias under the independent prior (PI) depends
on the smoothness of h∗.
5.2 Generalized Partially Linear Model (GPLM)
The semiparametric BvM results for GPLM are similar to those for PLM. Hence, we only focus
on the more challenging adaptive scenario in this section. In particular, we consider the same
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model method RMSE(θ) SE RMSE(η) CR95
n = 50
M3
P1 0.243 0.088 0.499 0.74
P2 0.090 0.085 0.279 0.94
P3 0.084 0.087 0.280 0.97
M4
P1 0.194 0.089 0.408 0.80
P2 0.084 0.087 0.270 0.97
P3 0.084 0.087 0.265 0.97
n = 100
M3
P1 0.217 0.064 0.441 0.67
P2 0.061 0.056 0.233 0.93
P3 0.057 0.056 0.231 0.93
M4
P1 0.122 0.052 0.309 0.84
P2 0.059 0.055 0.221 0.96
P3 0.058 0.055 0.219 0.95
n = 200
M3
P1 0.189 0.036 0.410 0.53
P2 0.042 0.039 0.215 0.94
P3 0.042 0.039 0.212 0.97
M4
P1 0.106 0.042 0.271 0.77
P2 0.041 0.038 0.204 0.98
P3 0.040 0.038 0.203 0.97
n = 400
M3
P1 0.194 0.041 0.429 0.21
P2 0.035 0.029 0.207 0.95
P3 0.031 0.028 0.205 0.95
M4
P1 0.115 0.033 0.282 0.65
P2 0.033 0.028 0.193 0.94
P3 0.030 0.028 0.193 0.96
Table 2: Simulation results for the partially linear model with a non-smooth nuisance function
based on 100 replicates.
dependent prior as in Section 5.1, i.e., GP with a random inverse bandwidth parameter. Define
f(ξ) =
dF (ξ)
dξ
, l(ξ) =
f(ξ)
V (F (ξ))
, ξ ∈ R,
f0 = f(g0) and l0 = l(g0).
Theorem 5.3. Let Xi = (Ui, Vi, Yi), i = 1, . . . , n, be a sample from GPLM satisfying Assump-
tion 3 in Section A.2. Suppose Condition (i) – (iii) for the dependent prior in Theorem 5.1 hold.
Moreover, assume
(ii’). The information matrix I˜0 = E0
[
l0(T )f0(T )(U + h
∗(V ))(U + h∗(V ))T
]
and the identification
matrix P0(U −E[U |V ])(U − E[U |V ])T are invertible.
Then under the dependent prior (5.4), the following second order BvM result holds:
sup
A
∣∣Π(θ ∈ A|X(n))−Np(θ0 + n−1/2∆˜n, (nI˜−10 ))(A)∣∣ = OP0(n−α−d/22α+d (log n)2d+3),
where ∆˜n = n
−1/2∑n
i=1 I˜
−1
0 Wil0(Ti)(Ui + h
∗(Vi))
P0 Np(0, I˜
−1
0 ).
5.3 Cox Proportional Hazard Model
In this section, we revisit the Cox proportional hazard model with current status data in Section 2.3.
Recall that we use notation θ and Λ to denote the parametric part and nuisance part in the model,
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respectively, and that the least favorable direction h∗ is given by
h∗(c) = −Λ0(c)
E[ZQ2θ0,Λ0(X)|C = c]
E[Q2θ0,Λ0(X)|C = c]
. (5.6)
Assume that the true baseline hazard function λ0 is Lipschitz continuous and uniformly bounded
away from zero. Then, by reparametrizing log λ as the nuisance function η, we assign the following
Riemann-Liouville type prior Πη (van der Vaart and van Zanten, 2008a, Section 4.2)
r(t) =
∫ t
0
(t− u)1/2dWu +
2∑
k=0
Zkt
k, 0 ≤ t ≤ τ, (5.7)
where Zk
iid∼ N(0, 1), k = 0, 1, 2. The prior ΠΘ can be chosen as any distribution with positive pdf
everywhere over Rp.
Theorem 5.4. Let Xi = (Ci, δi, Zi), i = 1, · · · , n, be a sample from the Cox model with current
status data. Assume that h∗ given by (5.6) is Lipschitz continuous and Λ0 satisfies Λ0(τ) ≤M for
some constant M . Then under the independent prior ΠΘ × Πη, the following second order BvM
result holds:
sup
A
∣∣Π(θ ∈ A|X(n))−Np(θ0 + n−1/2∆˜n, (nI˜−1θ0,Λ0))(A)∣∣ = OP0(√nρ2n),
where ρn = n
−1/3, ∆˜n = n−1/2
∑n
i=1 I˜
−1
θ0,Λ0
(
ZiΛ0(Ci) + h
∗(Ci)
)
Qθ0,Λ0(Xi)
P0 Np(0, I˜
−1
θ0,Λ0
) and the
information matrix I˜θ0,Λ0 = E0
[(
ZΛ0(C) + h
∗(C)
)(
ZΛ0(C) + h
∗(C)
)T
Q2θ0,Λ0(X)
]
.
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APPENDIX
A.1 Independent prior for the adaptive procedure
In this section, we explain why independent priors are not suitable for adaptive Bayesian procedures.
In short, we need to impose a very stringent condition on the least favorable direction in this case.
We focus on the same GP prior as in van der Vaart and van Zanten (2009), but slightly modify the
prior for the inverse bandwidth A to be a truncated Ga(a0, b0) whose pdf p(t) ∝ ta0−1e−b0tI(t ≥ t0).
Introducing this truncation is for technical simplicity and will not sacrifice the adaptivity of the
prior. The following result is an adaptive version of Theorem 5.1 under independent prior (PI).
Theorem A.1. Let Xi = (Ui, Vi, Yi) ∈ Rp × Rd × R, i = 1, . . . , n, be n observations from the
partially linear model (2.3). Consider the independent prior (PI) with the above adaptive ΠH .
Assume the following conditions:
(i). η0 is Ho¨lder α-smooth, where α > d/2;
(ii). The information matrix I˜0 = P0(U − E[U |V ])⊗2 is invertible;
(iii). The least favorable direction h∗(v) = E[U |V = v] belongs to the RKHS Ht0, where t0 is the
truncation parameter in the above truncated Ga(a0, b0).
Then the following second order BvM theorem holds:
sup
A
∣∣Π(θ ∈ A|X(n))−Np(θ0+n−1/2∆˜n, (nI˜−10 ))(A)∣∣ = OP0(√nρ2n log n) = OP0(n−α−d/22α+d (log n)2d+3).
We point out that this theorem requires a strong constraint on the least favorable direction
h∗(v), i.e., Condition (iii). In fact, a sufficient condition for a function f to belong to Ht0 is that it
has a Fourier transform f̂ satisfying∫
Rd
|f̂(λ)|2ec|λ|2/t20dλ ≤ ∞,
for some c > 0 (van der Vaart and van Zanten, 2009). This condition implies the infinite differ-
entiability of h∗ and imposes a strong restriction—for example, it fails even with constant and
polynomial functions. On the other hand, we have to admit that Condition (iii) is only a sufficient
condition although our empirical results indicate that a similar condition is necessary.
A.2 GPLM: Assumptions and LFS Lemma
Assumption 3. (a) There exists some positive constant C0 such that E0(exp(t|W |/C0)|T ) ≤
C0e
C0t2 , for all t > 0, i.e. W = Y −m0(T ) is sub-Gaussian.
(b) There exist positive constants C1, C2, C3 and C4 such that: 1. 1/C1 ≤ V (s) ≤ C1 for all
s ∈ F (R); 2. 1/C2 ≤ |l(ξ)| ≤ C2 for all ξ ∈ R; 3. |l(ξ)− l(ξ0)| ≤ C3|ξ− ξ0| for all |ξ− ξ0| ≤ η0;
4. |f(ξ)− f(ξ0)| ≤ C4|ξ − ξ0| for all |ξ − ξ0| ≤ η0.
The assumption that V and l are both bounded could be restrictive and can be removed in
many cases, such as the binary logistic regression model, by applying empirical process arguments
similar to those in Section 7 of Mammen and van de Geer (1997). Under Assumption 3(b), the
following lemma describes the least favorable curve for the class of GPLM.
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Lemma A.1. Suppose Assumption 3(b) is met. Then the least favorable curve η∗(θ), defined
as the minimizer η of
E0 log(pθ0,η0/pθ,η) = E0
∫ mθ,η(T )
mθ0,η0 (T )
(Y − s)
V (s)
ds = E0
∫ mθ,η(T )
mθ0,η0 (T )
(mθ0,η0(T )− s)
V (s)
ds
as a function of θ, takes the following expression
η∗(θ) = η0 + (θ − θ0)Th∗(V ) +O(|θ − θ0|2), as |θ − θ0| → 0, (A.1)
with h∗(v) = −E0
[
Uf0(T )l0(T )|V = v
]
E0
[
f0(T )l0(T )|V = v
] . (A.2)
Equation (A.1) provides a local expansion of the least favorable curve defined in (2.2), which is
enough for our purpose, since the posterior of θ is expected to concentrate in a
√
n-neighborhood
of θ0.
Proof of Lemma A.1. By Assumption 3(b), for any (θ, η), we have
E0 log(pθ,η/pθ0,η0) ≤− C−11 E0
(
mθ,η(T )−mθ0,η0(T )
)2
≤− (C21C2)−1E0|gθ,η(T )− g0(T )|2
≤− 2(C21C2)−1
(|θ − θ0|2 +E0|η − η0|2),
where the first line follows since V (s) ≤ C1, the second line follows by the fact that |f(ξ)| =
|l(ξ)| · |V (F (ξ))| ∈ [1/(C1C2), C1C2] and the third line follows by the assumption that U ∈ [0, 1]p.
Similarly, we have
E0 log(pθ,η/pθ0,η0) ≥− C21C2E0
(
(θ − θ0)TU + η(V )− η0(V )
)2
.
Let η¯(θ)(v) = η0(v)− (θ − θ0)TE[U |V = v]. Then by definition of η∗(θ), we have
E0 log(pθ,η∗(θ)/pθ0,η0) ≥ E0 log(pθ,η¯(θ)/pθ0,η0).
Combining the above inequalities, we obtain
− 2(C21C2)−1
(|θ − θ0|2 + E0|η∗(θ)− η0|2)
≥− C21C2E0
(
(θ − θ0)TU + η¯(θ)(V )− η0(V )
)2
=− C21C2E0(U − E[U |V ])2|θ − θ0|2,
which implies
η∗(θ)− η0 = O(|θ − θ0|). (A.3)
For an arbitrary function h(V ) : Rd → Rp with ‖h‖∞ <∞, consider
ĝθ,η∗(θ),t = gθ,η∗(θ) + th,
for t in a neighborhood of 0. The optimality of gθ,η∗(θ) implies that
0 = E0
[
(Y − F (gθ,η∗(θ)))l(gθ,η∗(θ))h(V )
]
= E0
{
E0
[
(F (gθ0,η0)− F (gθ,η∗(θ)))l(gθ,η∗(θ))
∣∣V ]h(V )}.
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Since the above equality holds for any h, we have
E0
[
(F (gθ0,η0)− F (gθ,η∗(θ)))l(gθ,η∗(θ))
∣∣V = v] = 0, a.s.
The last display, equation (A.3) and Assumption 3 (b) together, implies
E0
[
f0(T )l0(T )(θ − θ0)TU
∣∣V = v]+ E0[f0(T )l0(T )∣∣V = v](η∗(θ)− η0)(v) = O(|θ − θ0|2), a.s.
This gives us
η∗(θ)(v) = η0(v)− (θ − θ0)h∗(v) +O(|θ − θ0|2), as |θ − θ0| → 0,
with h∗ defined by (A.2).
A.3 Proofs of Theorem 3.1
Let Bn : = {|θ − θ0| ≤ Mǫn, η ∈ Hn}, where M is a sufficiently large constant. Then we have
Π(Bn|X(n)) = 1−OP0(δn) for M ≥ 1 by Assumption 1. For any measurable A ⊂ Θ,∣∣Π(θ ∈ A|X(n), Bn)−Π(θ ∈ A|X(n))∣∣ = ∣∣∣∣Π(θ ∈ A,Bcn|Xn)−Π(θ ∈ A|X(n))
[
1−Π(Bn|X(n))
]
Π(Bn|X(n))
∣∣∣∣
≤ 2
∣∣1−Π(Bn|X(n))∣∣ /Π(Bn|X(n)) = OP0(δn).
Taking the supremum of A over all measurable subsets of Θ, we obtain
sup
A
∣∣Π(θ ∈ A|X(n), Bn)−Π(θ ∈ A|X(n))∣∣ = OP0(δn).
Therefore, it remains to show that
sup
A
∣∣Π(θ ∈ A|X1, . . . ,Xn, Bn)−Nk(∆˜n, (nI˜0)−1)(A)∣∣ = OP0 [Rn(n−1/2 log n)], (A.4)
where
Π(θ ∈ A|X1, . . . ,Xn, Bn) =
∫
A∩{|θ−θ0|≤Mǫn}
S˜n(θ)
S˜n(θ0)
dΠΘ(θ)
/∫
|θ−θ0|≤Mǫn
S˜n(θ)
S˜n(θ0)
dΠΘ(θ). (A.5)
Recall the definition of ∆˜n by (1.2). Since the pdf of a normally distributed random variable
with mean θ0 + n
−1/2∆˜n and covariance matrix (nI˜0)−1 evaluated at θ is proportional to
exp
{
(θ − θ0)T
n∑
i=1
ℓ˜0(Xi)− n
2
(θ − θ0)T I˜0(θ − θ0)
}
,
it suffices to prove∣∣∣∣ ∫
A
exp
{
(θ − θ0)T
n∑
i=1
ℓ˜0(Xi)− n
2
(θ − θ0)T I˜0(θ − θ0)
}
dθ −
∫
A∩{|θ−θ0|≤Mǫn}
S˜n(θ)
S˜n(θ0)
dΠ(θ)
∣∣∣∣
=OP0 [Rn(n
−1/2 log n)]
∫
Θ
exp
{
(θ − θ0)T
n∑
i=1
ℓ˜0(Xi)− n
2
(θ − θ0)T I˜0(θ − θ0)
}
dθ.
(A.6)
In fact, one can plug in the above equation with A = A and A = Θ respectively, and then simple
algebra leads to (A.4).
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Since nǫ2n & − logRn(n−1/2 log n) → ∞ and
∑n
i=1 ℓ˜0 = OP0(
√
n), by choosing M sufficiently
large we have∣∣∣∣ ∫
A∩{|θ−θ0|>Mǫn}
exp
{
(θ − θ0)T
n∑
i=1
ℓ˜0(Xi)− n
2
(θ − θ0)T I˜0(θ − θ0)
}
dθ
=OP0 [Rn(n
−1/2 log n)]
∫
Θ
exp
{
(θ − θ0)T
n∑
i=1
ℓ˜0(Xi)− n
2
(θ − θ0)T I˜0(θ − θ0)
}
dθ.
(A.7)
By a subsequence argument, Assumption 2 implies
sup
|θ−θ0|≤Mǫn
∣∣∣ log S˜n(θ)
S˜n(θ0)
− (θ − θ0)T
n∑
i=1
ℓ˜0(Xi) +
n
2
(θ − θ0)T I˜0(θ − θ0)
∣∣∣/Rn(|θ − θ0|) = OP0(1).
(A.8)
For every θ such that |θ − θ0| < Mn−1/2 log n with M sufficiently large, the above analysis
implies that∣∣∣∣ exp{(θ − θ0)T n∑
i=1
ℓ˜0(Xi)− n
2
(θ − θ0)T I˜0(θ − θ0)
}
− S˜n(θ)
S˜n(θ0)
∣∣∣∣
≤ exp
{
(θ − θ0)T
n∑
i=1
ℓ˜0(Xi)− n
2
(θ − θ0)T I˜0(θ − θ0)
}∣∣ exp{OP0 [Rn(n−1/2 log n)]}− 1∣∣
=OP0 [Rn(n
−1/2 log n)] exp
{
(θ − θ0)T
n∑
i=1
ℓ˜0(Xi)− n
2
(θ − θ0)T I˜0(θ − θ0)
}
,
(A.9)
where the last step follows since Rn(n
−1/2 log n)→ 0.
For every θ such that Mn−1/2 log n ≤ |θ − θ0| < Mǫn with M sufficiently large, we have by
Assumption 2 and the invertibility of I˜0 that Rn(|θ− θ0|)/[n(θ− θ0)T I˜0(θ− θ0)] = o(1). Combining
this fact and the last display, we obtain∣∣∣∣ ∫
A∩{Mn−1/2 logn≤|θ−θ0|<Mǫn}
exp
{
(θ − θ0)T
n∑
i=1
ℓ˜0(Xi)− n
2
(θ − θ0)T I˜0(θ − θ0)
}
dθ
−
∫
A∩{Mn−1/2 logn≤|θ−θ0|<Mǫn}
S˜n(θ)
S˜n(θ0)
dΠ(θ)
∣∣∣∣
=OP0(1)
∫
|θ−θ0|>Mn−1/2 logn
exp
{
(θ − θ0)T
n∑
i=1
ℓ˜0(Xi)− n
4
(θ − θ0)T I˜0(θ − θ0)
}
dθ
=OP0(e
−Mc(logn)2)
∫
Θ
exp
{
(θ − θ0)T
n∑
i=1
ℓ˜0(Xi)− n
8
(θ − θ0)T I˜0(θ − θ0)
}
dθ
=OP0 [Rn(n
−1/2 log n)]
∫
Θ
exp
{
(θ − θ0)T
n∑
i=1
ℓ˜0(Xi)− n
2
(θ − θ0)T I˜0(θ − θ0)
}
dθ,
(A.10)
for M sufficiently large, where c > 0 is a constant only depending on I˜0 and the last step follows
by the fact that
∫
exp{at− bt2}dt ≍ b−1/2 for b≫ min(a, 1).
Finally, (A.7) together with (A.9) and (A.10) implies (A.6).
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A.4 Proof of Corollary 3.2
For each s = 1, . . . , p, taking A = R× · · · ×As × · · · × R in (3.6), where the s-th component is As
and the rest are R, we obtain
sup
As⊂R
∣∣Π(θs ∈ As|X1, . . . ,Xn)−Np(θ0,s + n−1/2∆˜n,s, n−1I˜ss0 )(As)∣∣ = OP0(Sn), (A.11)
where ∆˜n,s is the sth component of ∆˜n and I˜
ss
0 the (s, s)-th element of the matrix I˜
−1
0 . Let θ̂
B
n,s be
the median of the marginal posterior distribution of θs. Then taking As = (−∞, θ̂Bn,s) in the above
formula yields ∣∣Φ(n1/2(I˜ss0 )−1/2(θ̂Bn,s − θ0,s − n−1/2∆˜n,s))− 1/2∣∣ = OP0(Sn),
where Φ is the cdf of the standard normal distribution. By the continuity of Φ−1, we have
n1/2(I˜ss0 )
−1/2(θ̂Bn,s − θ0,s − n−1/2∆˜n,s) = OP0(Sn),
which proves the claimed result.
A.5 Proof of Corollary 3.3
Recall that I˜ss0 is the (s, s)-th element of I˜
−1
0 . By choosing As = (−∞, q̂s,α) in (A.11) and the
definition of q̂s,α, we have∣∣Φ(n1/2(I˜ss0 )−1/2(q̂s,α − θ0,s − n−1/2∆˜n,s))− α∣∣ = OP0(Sn),
which implies q̂s,α = θ0,s+n
−1/2∆˜n,s+n−1/2(I˜ss0 )
1/2zα+n
−1/2OP0(Sn), where zα denotes the α-th
quantile of a standard normal distribution. This completes the proof of the claimed result.
A.6 Proof of Lemma 3.5
With the definition of S˜n and the conditions in the lemma, we have
S˜n(θ) =
∫
Hn
exp{ln(θ, η)− ln(θ0, η0)}dΠθH(η)
= exp
{√
n(θn − θ0)T g˜n − 1
2
n(θn − θ0)T I˜0(θn − θ0)
+OP0 [Gn(|θ − θ0|)]
}∫
Hn
exp{ln(θ0, η −∆η(θ))− ln(θ0, η0)}dΠθH(η)
= exp
{√
n(θn − θ0)T g˜n − 1
2
n(θn − θ0)T I˜0(θn − θ0)
+OP0 [Rn(|θ − θ0|)])
}
S˜n(θ0),
where the second line follows by condition (A1) and the last step follows by condition (A2). Finally,
the ILAN in Assumption 2 follows by taking logarithms of both sides of the above equaility.
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A.7 Proof of Lemma 4.1
Under (A5), we have∫
Hn−(θn−θ0)T hn e
ln(θ0,η)dΠH(η)∫
Hn e
ln(θ0,η)dΠH(η)
=
∫
Hn−(θn−θ0)T hn e
ln(θ0,η)dΠH(η)∫
H e
ln(θ0,η)dΠH(η)
·
∫
H e
ln(θ0,η)dΠH(η)∫
Hn e
ln(θ0,η)dΠH(η)
=
ΠH(Hn − (θn − θ0)Thn|X1, . . . ,Xn)
ΠH(Hn|X1, . . . ,Xn) = 1 +OP0(δn). (A.12)
By applying a change of variables η˜ = η − (θn − θ0)Thn in the numerator in (A2) and using (A4),
we can obtain ∫
Hn
eln(θ0,η−∆η(θn))dΠH(η) =
∫
Hn−(θn−θ0)T hn
eln(θ0,η˜)fn(η˜)dΠH(η˜)
· {1 +OP0 [G¯n(|θn − θ0|)]},
which combined with (A6) yields∫
Hn e
ln(θ0,η−∆η(θn))dΠH(η)∫
Hn−(θn−θ0)T hn e
ln(θ0,η)dΠH(η)
= 1 +OP0 [G¯n(|θn − θ0|)]. (A.13)
Finally, combining (A.12) and (A.13) implies (A2).
A.8 Proof of Lemma 4.2
Applying a change of variables η˜ = η − (θn − θ0)T ĥn, we obtain∫
Hn
eln(θ0,η−∆η(θn))dΠθnH (η)
=
∫
Hn−(θn−θ0)T ĥn
eln(θ0,η˜−∆η(θn)+(θn−θ0)
T ĥn)dΠθn
H,·−(θn−θ0)T ĥn
(η˜)
=
∫
Hn−(θn−θ0)T ĥn
eln(θ0,η˜−∆η(θn)+(θn−θ0)
T ĥn)dΠθ0H (η˜)
=
(
1 +OP0 [G¯n(max{|θ − θ0|, n−1/2 log n})]
) ∫
Hn−(θn−θ0)T ĥn
eln(θ0,η˜)dΠθ0H (η˜)
=
(
1 +OP0 [G˜n(max{|θ − θ0|, n−1/2 log n})]
) ∫
Hn
eln(θ0,η˜)dΠθ0H (η˜),
where the second step follows by the definition of the prior (PD), the third step by (A4), and the
last step by (A.12).
A.9 Proof of Theorem 5.1
For readers’ convenience, we state the maximal inequality for sub-Gaussian random variables
(van der Vaart and Wellner, 1996, Corollary 2.2.8) which is extensively applied in our examples.
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Lemma A.2. Let {Wt : t ∈ T} be a separable sub-Gaussian process and d be a semimetric on
the index set T defined by d(s, t) = σ(Ws −Wt). Then for every δ > 0 and x > 0,
P
(
sup
d(s,t)≤δ
|Ws −Wt| ≥ x
)
≤ 2 exp
{
− x2
/(
K
∫ δ
0
√
logN(ǫ, T, d) dǫ
)2}
, (A.14)
E sup
d(s,t)≤δ
|Ws −Wt| ≤ K
∫ δ
0
√
logN(ǫ, T, d) dǫ, (A.15)
for a universal constant K.
We consider the independent prior and the dependent prior separately.
Independent prior: Verification of Assumption 1: We apply Lemma 3.4 here. Let N denote the
set of natural numbers and N0 = N∪{0}. For any d dimensional multi-index a = (a1, . . . , ad) ∈ Nd0,
define |a| = a1+ · · ·+ad and let Da denote the mixed partial derivative operator ∂|a|/∂xa11 · · · ∂xadd .
For any real number b, let ⌊b⌋ denote the largest integer strictly smaller than b. The Ho¨lder class
Cγ([0, 1]d) is defined as the set of all d-variate k = ⌊γ⌋ times differentiable functions f on [0, 1]d
such that:
‖f‖Cγ : = max|β|≤k supx∈[0,1]d
|Dβf(x)|+ max
|β|=k
sup
x 6=y
|Dβ(x)−Dβ(y)|
|x− y|γ−k <∞.
We use Cγ1 to denote the unit ball in Cγ under the norm ‖ · ‖Cγ .
We choose the sieve Fn as Fθn ⊕Fηn , with
Fθn = [−c
√
n, c
√
n]p and Fηn = ρnCα1 +MnHan1 , (A.16)
with c a constant sufficiently large, ρn = n
−α/(2α+d)(log n)d+1, an = n1/(2α+d), and Mn some con-
stant to be determined later. The second term MnH
an
1 in the sieve construction for η borrows the
ideas from van der Vaart and van Zanten (2008a) and the first term ρnC
α
1 from de Jonge and van Zanten
(2013). We remark that in van der Vaart and van Zanten (2008a) the first term in their sieve con-
struction (Bn on page 20) is a multiple of B1 : = {f ∈ L2([0, 1]d) : ‖f‖∞}, causing the functions
in Fηn to be non-differentiable. As a consequence, the ǫ-covering entropy of their sieve can not be
properly bounded when ǫ < ρn as in our proof (see (A.20) below).
By Lemma 4.5 in van der Vaart and van Zanten (2009), for a fixed scaling parameter a and any
ǫ < 1/2, we have the following upper bound on the covering entropy of the unit ball in the RKHS
H
a,
logN(ǫ,Ha1, ‖ · ‖∞) ≤ K1ad
(
log
1
ǫ
)1+d
, (A.17)
where K1 is some universal constant. For squared exponential kernel, all elements in H
a
1 are
infinitely differentiable. Consequently, by slightly modifying their proof, the sup-norm in the above
result can be generalized to the ‖ · ‖Cγ -norm: for any smoothness index γ > 0,
logN(ǫ,Ha1, ‖ · ‖Cγ ) ≤ K1ad
(
log
aγ
ǫ
)(
log
1
ǫ
)d
.
Then by the relationship between the small ball probability of a Gaussian process and the covering
entropy of the unit ball in the associated RKHS (Li and Linde, 1999), we can obtain by following
the proof of Lemma 4.6 in van der Vaart and van Zanten (2009) that for any γ > 0,
− log Π(‖W a‖Cγ ≤ ǫ) ≤ Kad
(
log
a
ǫ
)1+d
. (A.18)
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Denote the right hand side of the above by φa0(ǫ). Note that the above also holds when the
‖ · ‖Cγ norm is replaced with the sup-norm by applying inequality (A.17) instead. Then by Borell’s
inequality (van der Vaart and van Zanten, 2008b),
Π(W a /∈MHa1 + ǫCα1 ) ≤ 1−Φ(Φ−1(e−φ
a
0 (ǫ)) +M), (A.19)
where Φ is the c.d.f. of the standard normal distribution. Note that for M > 4
√
φa0(ǫ), the right
hand side of the last display is bounded by e−M2/8.
By applying the inequality (A.17) with a = an, we can obtain the following bound on the
ǫ-covering entropy of the sieve Fn for any ǫ > 0,
logN(4ǫ,Fn, ‖ · ‖∞) ≤ K2nρ2n(log n)−(1+d)
(
log
(
n
ǫ
))1+d
+K2
(
ρn
ǫ
)d/α
+ c log
(
n
ǫ
)
, (A.20)
where we have used the fact that the covering entropy of Cα1 ([0, 1]d) satisfies logN(ǫ, Cα1 , ‖ · ‖∞) ≤
K2 ǫ
−d/α and K2 is some constant. By choosing Mn = c1nρ2n with c2 sufficiently large so that
Mn > 4
√
φan0 (ρn) and applying inequality (A.19), we have the following complement probability
bound on Fn with some constant c2 > 0,
Π(Fcn) ≤ exp(−c2nρ2n). (A.21)
Therefore, sieve Fn satisfies condition a and condition b in Lemma 3.4 with ξn = ρn. Next we
verify condition c in Lemma 3.4. For the partially linear model, we have,
K(P
(n)
θ0,η0
, P
(n)
θ,η ) =E0
{
log(dP
(n)
θ0,η0
/dP
(n)
θ,η )
}
=
1
2
n∑
i=1
[(θ − θ0)Ui + (η − η0)(Vi)]2,
and
V2(P
(n)
θ0,η0
, P
(n)
θ,η ) =E0
{∣∣∣ log(dP (n)θ0,η0/dP (n)θ,η )−K(P (n)θ0,η0 , P (n)θ,η )∣∣∣2}
=E0
{( n∑
i=1
wi
[
(θ − θ0)Ui + (η − η0)(Vi)
])2∣∣∣Un, V n}
=
n∑
i=1
[(θ − θ0)Ui + (η − η0)(Vi)]2,
where the last step follows by the fact that given (Ui, Vi), the random variable
∑n
i=1wi[(θ−θ0)Ui+
(η − η0)(Vi)] follows a normal distribution with mean zero and variance
(∑n
i=1[(θ − θ0)Ui + (η −
η0)(Vi)]
2
)1/2
. Therefore, for any ǫ > 0 we have
Bn
(
P
(n)
0 , ǫ
)
=
{
(θ, η) : K(P
(n)
θ0,η0
, P
(n)
θ,η ) ≤ nǫ2, V2(P (n)θ0,η0 , P
(n)
θ,η ) ≤ nǫ2
}
=
{
(θ, η) : ‖UT (θ − θ0) + η − η0‖2n ≤ ǫ2}.
As a result, by applying inequality (A.18) with the sup-norm and ǫ = ρn/2, we obtain that for the
independent prior, there exists some constant c3 such that
Π(Bn
(
P
(n)
0 , ρn)) ≥ ΠΘ(‖η − η0‖∞ ≤ ρn/2) ·ΠH(|θ − θ0| ≤ ρn/2) ≥ exp(−c3nρ2n). (A.22)
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Before applying Lemma 3.4, we remark that although the average Hellinger metric dn used in
Lemma 3.4 is equivalent to the empirical metric ‖ · ‖n only if the class of regression functions is
uniformly bounded, the argument in Section 7.7 of Ghosal and van der Vaart (2007) suggests that
we may use ‖·‖n instead of dn throughout. Hence, the distance (between (θ, η) and (θ′, η′)) is given
by ‖UT (θ − θ′) + η − η′‖n : =
√
n−1
∑n
i=1
(
UTi (θ − θ′) + η(Vi)− η′(Vi)
)2
. Therefore, by combining
(A.20), (A.21), (A.22) and Lemma 3.4, we can prove Assumption 1 and conclude that
Π
{‖UT (θ − θ0) + η − η0‖n ≤Mρn, θ ∈ Fθn, η ∈ Fηn ∣∣X1, . . . ,Xn} = 1−OP0(δn), (A.23)
where M is a constant and δn = e
−Cnǫ2n for some C > 0.
Next, we show that under Condition (ii) in Theorem 5.1, (A.23) implies Π
(|θ−θ0| ≤Mρn, ‖η−
η0‖n ≤Mρn
∣∣X(n)) = 1− OP0(δn). Denote I2n = n−1∑ni=1 ((η − η0)(Vi) + (θ − θ0)TE[Ui|Vi])2. We
need to apply the following lemma, whose proof is provided in Subsection A.11.
Lemma A.3. Under the condition of the theorem, we have
sup
θ∈Fθn, η∈Fηn
∣∣ 1√
n
∑n
i=1
(
Ui − E(Ui|Vi)
) · ((η − η0)(Vi) + (θ − θ0)TE(Ui|Vi))∣∣√
nρnIn log n ∨
√
nρ2n
= OP0(1).
By Lemma A.3, we have that for any θ ∈ Fθn and η ∈ Fηn ,
1
n
n∑
i=1
(
(θ − θ0)TUi + (η − η0)(Vi)
)2
=
1
n
n∑
i=1
(
(θ − θ0)T (Ui − E[Ui|Vi]) +
(
(η − η0)(Vi) + (θ − θ0)TE(Ui|Vi)
))2
(i)
=(θ − θ0)T
[
P (U − E[U |V ])T (U − E[U |V ]) +OP0(n−1/2)
]
(θ − θ0)
+OP0(n
−1/2) · |θ − θ0| · (In log n ∨ ρn) + I2n
≥ (K3 + oP0(1)) · (|θ − θ0|2 + (In ∨ ρn)2),
for some constant K3, where in step (i) we have applied the central limit theorem for the sum∑n
i=1(Ui − E[Ui|Vi])T (Ui − E[Ui|Vi]) and in the last step we have used the assumption that the
matrix P (U − E[U |V ])T (U − E[U |V ]) is invertible. Combining the above with (A.23), we obtain
Π(|θ − θ0| ≤Mρn|X1, . . . ,Xn) = 1−OP0(δn).
Again applying (A.23) and using the inequality (a+b)2 ≥ b2/2−a2, we have that for M sufficiently
large,
Π(‖η − η0‖n ≤Mρn|X1, . . . ,Xn) = 1−OP0(δn).
Combining the two above yields
Π
(|θ − θ0| ≤Mρn, ‖η − η0‖n ≤Mρn∣∣X(n)) = 1−OP0(δn).
Therefore, if we define the localization sequence Hn = {η ∈ Fηn : ‖η − η0‖n ≤Mρn}, then the last
display and Lemma 3.4 implies
Π
(|θ − θ0| ≤Mρn, η ∈ Hn∣∣X(n)) = 1−OP0(δn). (A.24)
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Note that with the enlargement procedure described after assumption (A5), the above still holds.
Verification of (A3): (A3) is true with h∗(v) = −E[U |V = v].
Verification of (A1): We verify assumption (A1) with the above choice of Hn. For the partially
linear model, ∆η(θ) = −(θ − θ0)TE[U |V ]. We use the notation Pn = n−1
∑n
i=1 δXi to denote the
empirical measure and Gn = n
−1/2∑n
i=1(δXi − P ) the empirical process with respect to an i.i.d.
sequence {Xi}. For a partially linear model, we can express the log likelihood ratio by
log
dPθ,η+∆η(θ)
dPθ0,η0
(X(n)) =− 1
2
n∑
i=1
[
wi − (η − η0)(Vi)− (θ − θ0)T (Ui − E[U |Vi])
]2
+
1
2
n∑
i=1
[
wi − (η − η0)(Vi)
]2
=(θ − θ0)T
n∑
i=1
ℓ˜0(Xi)− n
2
(θ − θ0)T I˜0(θ − θ0) + 1
2
√
n(θ − θ0)2Gn
(
U − E[U |V ])2
− (θ − θ0)T
n∑
i=1
(
Ui − E[U |Vi]
)
(η − η0)(Vi),
where ℓ˜0(X) = w
T
(
U − E[U |V ]) is the efficient score function and I˜0 = P (U − E[U |V ])(U −
E[U |V ])T = Eθ0,η0 ℓ˜0ℓ˜T0 the efficient information matrix.
We next analyze four terms in the preceding display. By central limit theorem, the third
term is OP0
(√
n|θ − θ0|2
)
. An upper bound for the last term could be obtained by applying
Lemma A.2 conditioning on Vi’s, where the corresponding semimetric d is bounded by the sup-norm.
Inequality (A.28) provides an upper bound for the covering entropy of the space {η− η0 : η ∈ Hn}.
Note that even working with the enlarged set Hn described after assumption (A5), the additional
term in the upper bound is negligible. Since ‖η− η0‖n ≤Mρn for any η ∈ Hn, and Ui conditioning
on Vi are bounded and i.i.d. with E{Ui − E[U |Vi]|Vi} = 0, an application of Lemma A.2 and
inequality (A.28) yields
E0
{
sup
η∈Hn
1√
n
∣∣ n∑
i=1
(
Ui − E[U |Vi]
)
(η − η0)(Vi)
∣∣∣∣∣∣V1, . . . , Vn}
≤ K
∫ Mρn
0
√
logN(ǫ,Hn, ‖ · ‖∞) dǫ ≤ K4
√
nρ2n,
(A.25)
for some constant K4. Hence
sup
η∈Hn
(θ − θ0)T
∣∣ n∑
i=1
(
Ui − E[U |Vi]
)
(η − η0)(Vi)
∣∣ = OP0{n|θ − θ0|ρ2n}.
Combining the above arguments, we verify (A1) with Gn(t) =
√
nt2 + nρ2nt.
Verification of (A6): By Lemma 4.3 in van der Vaart and van Zanten (2009) and the assump-
tion that each component of E[U |V = ·] is at least α-smooth, there exists a sequence of func-
tions {hn = (h1,n, . . . , hp,n)T : Rd → Rp}, such that ‖hn + E[U |V = ·]‖∞ ≤ Ca−αn ≤ ρn and
‖hs,n‖an ≤ Cadn ≤ C
√
nρn for all s = 1, . . . , p. Do a change of variables η → η+(θ− θ0)Thn. Since
for Gaussian processes, the Radon-Nykodym derivative dΠH,·+g/dΠH(W ) = exp(Ug − ‖g‖2an/2)
(van der Vaart and van Zanten, 2008b, Lemma 3.1), where U : Han → R is a random operator
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such that Var[U(g)] = ‖g‖2an for any function g in the RKHS Han associated with the GP, we have
log fn(η) = log dΠH,·+(θ−θ0)T hn/dΠH(W )
= (θ − θ0)TU
(
hn
)− (θ − θ0)THn(θ − θ0)/2 = OP0(G¯n(|θ − θ0|)),
with G¯n(t) =
√
nρnt+ nρ
2
nt
2, where Hn is a p× p matrix with Hst = 〈hs,n, ht,n〉an ≤ Cnρ2n.
Verification of (A4): For the same hn as defined above, we have
∆η(θn) = −(θn − θ0)T (E[U |V = ·] + hn) = O(|θn − θ0|ρn).
Then for η ∈ Hn and θ satisfying |θn − θ0| = oP0(1),
ln
(
θ0, η + (θn − θ0)T (hn − h∗)
) − ln(θ0, η)
=− 1
2
n∑
i=1
(
wi + (η − η0)(Vi) + (θn − θ0)T (hn − h∗))(Vi)
)2
+
1
2
n∑
i=1
(
wi + (η − η0)(Vi)
)2
=− (θn − θ0)T
n∑
i=1
(
wi + (η − η0)(Vi)
)
(hn − h∗)(Vi) +O
(|θn − θ0|2 · ‖hn − h∗‖n).
By Cauchy’s inequality, for η ∈ Hn∣∣ n∑
i=1
(η − η0)(Vi)(hn − h∗)(Vi)
∣∣ ≤ n‖η − η0‖n‖hn − h∗‖n = O(nρ2n).
Since E
∣∣∑n
i=1wi(hn − h∗)(Vi)
∣∣2 = n‖hn − h∗‖2n = O(nρ2n), we obtain ∣∣∑ni=1wi(hn − h∗)(Vi)∣∣ =
OP0(
√
nρn). Combining the above three, we have
ln
(
θ0, η + (θn − θ0)T (hn − h∗)
)− ln(θ0, η) = OP0(G¯n(|θn − θ0|)),
with G¯n(t) =
√
nρnt+ nρ
2
nt+ nρnt
2.
Finally, applying Theorem 4.3 yields the second order semiparametric BvM theorem for the
independent prior with a remainder term
Gn(n
−1/2 log n) + G¯n(n−1/2 log n) + δn ∼
√
nρ2n log n.
Dependent prior: Verification of Assumption 1: Without loss of generality, we assume that
‖ĥn‖∞ ≤ 1. Similar to the independent prior case, we construct Fn as Fθn ⊕Fηn , with
Fθn = [−c
√
n, c
√
n]p and Fηn = ρnCα1 +MnHan1 +
{
(θ − θ0)T ĥn : θ ∈ Fθn
}
. (A.26)
Comparing to the sieve (A.16) for the independent prior, the third term
{
(θ− θ0)T ĥn : θ ∈ Fθn
}
is
added to reflect the dependence structure. For such a sieve Fn, the covering entropy upper bound
in inequality (A.20) is still true for some constant c.
Moreover, we have the following complement probability bound on Fn,
Π(Fcn) ≤ ΠΘ((Fθn)c) + Π((Fηn)c).
The first term above can be bounded by e−c2nρ2n for some constant c2 and the second term satisfies
Π((Fηn)c) ≤ ΠΘ((Fθn)c) +
∫
θ∈Fθn
ΠθH
(
η 6∈ ρnCα1 +MnHan1 + (θ − θ0)T ĥn
)
dΠΘ(θ)
(i)
≤ exp{−c2nρ2n}+Πθ0H (η 6∈ ρnCα1 +MnHan1 )
(ii)
≤ 2 exp{−c2nρ2n}.
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Step (i) follows since by the definition of the dependent prior we have ΠθH(η ∈ A) = Πθ0H (η +
(θ − θ0)T ĥn ∈ A) for any measurable subset of H; while step (ii) follows by inequality (A.19). By
combining the above arguments, we obtain Π(Fcn) ≤ 3e−c2nρ
2
n .
Finally, there exists a constant, denoted by c3, such that
Π(Bn
(
P
(n)
0 , ρn)) ≥ Π(‖η − η0‖∞ ≤ ρn/2, |θ − θ0| ≤ ρn/4)
=
∫
|θ−θ0|≤ρn/4
ΠθH(‖η − η0‖∞ ≤ ρn/2)dΠΘ(θ)
(iii)
≥ Πθ0H (‖η − η0‖∞ ≤ ρn/4) ·ΠΘ(|θ − θ0| ≤ ρn/4)
(iv)
≥ exp(−c3nρ2n),
where step (iii) follows since by the definition of the dependent prior we have
ΠθH(‖η − η0‖∞ ≤ ρn/2) = Πθ0H (‖η + (θ − θ0)T ĥn − η0‖∞ ≤ ρn/2)
≥ Πθ0H (‖η − η0‖∞ ≤ ρn/4)
for any θ satisfying |θ − θ0| ≤ ρn/4, and step (iv) follows by applying inequality (A.18) with the
sup-norm and ǫ = ρn/4. Based on these results, the rest of the steps are the same as those for the
independent prior.
The verifications of (A1), (A3) and (A4) are also the same as those for the independent prior.
Since we do not need to verify (A6) for the dependent prior, an application of Theorem 4.3 yields
the claimed result.
A.10 Proof of Theorem A.1
Verification of Assumption 1: In this adaptive case, we apply Lemma 3.4 with a modified sieve for
the nuisance parameter η from van der Vaart and van Zanten (2009). This sieve construction is in
the same spirit as the sieve constructed in Theorem 5.1 for the non-adaptive scenario.
More specifically, we choose the sieve Fn as Fθn ⊕Fηn , with
Fθn = [−c
√
n, c
√
n]p,
Fηn =
(
Mn
√
rn
δn
H
rn
1 + ρnCα1
)
∪ ( ⋃
a≤δn
(MnH
a
1) + ρnCα1
)
, (A.27)
with c a sufficiently large constant, ρn = n
−α/(2α+d)(log n)d+1, and (Mn, rn, δn) satisfies
D2r
d
n ≥ 2C0nρ2n, rp−d+1n ≤ eC0nρ
2
n ,
M2n ≥ 8C0nρ2n, δn = C1ρn/(2
√
dM).
Borrowing the results in the proof of Theorem 3.1 in van der Vaart and van Zanten (2009) and the
intermediate results in the proof of Theorem 5.1 about the covering entropy and complementary
probability for MHa1 + ǫC
α
1 for a fixed bandwidth parameter a, we can verify that Fn satisfies
condition a and condition b in Lemma 3.4:
logN(4ǫ,Fn, ‖ · ‖∞) ≤ K2nρ2n(log n)−(d+1)
(
log
(
n
ǫ
))1+d
+K2
(
ρn
ǫ
)d/α
+ c log
(
n
ǫ
)
, (A.28)
for some constant K2 and for some constant c2,
P (Fcn) ≤ exp(−c2nρ2n). (A.29)
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Under the conditions stated in the theorem, the rest of the proof of Π
(|θ− θ0| ≤Mρn, ‖η− η0‖n ≤
Mρn
∣∣X(n)) = 1−OP0(δn) is similar to that in Theorem 5.1 and is skipped here.
The verifications of (A1) and (A3) are the same as those in the proof of Theorem 5.1.
Verification of (A6): We choose hn ≡ h∗ = −E[U |V = ·], with which (A4) is trivially satisfied.
Since by Lemma 1 in Ghosal and van der Vaart (2007), we have Π(An|X(n)) = 1 − OP0(δn) with
An = {A ≤ Cnρ2n} for C sufficiently large, where A is the random inverse bandwidth parameter in
the GP prior. Consequently, we can always assume A ≤ Cnρ2n by conditioning on the event An.
By the assumption on the least favorable direction h∗ = −E[U |V = ·], each component of E[U |V ]
satisfies E[Us|V ] ∈ Ht0 for s = 1, . . . , p. Then, by Lemma 4.7 in van der Vaart and van Zanten
(2009), we have ‖E[Us|V = ·]‖a ≤ C1
√
a, where C1 = sups ‖E[Us|V = ·]‖t0/
√
t0 is a constant
independent with a. Here we recall that the ‖ · ‖a-norm is the norm of the RKHS associated with
the kernel Ka. Denote the conditional prior of η given (A = a) by Πa. Do a change of variables
η → η − (θ − θ0)TE[U |V ]. Similar to the proof in Theorem 5.1, the Radon-Nykodym derivative
dΠa·+(θ−θ0)T h∗/dΠ
a· (W ) takes a form as exp((θ − θ0)TUh∗ − (θ − θ0)TH(θ − θ0)/2) where H is a
p × p matrix with Hst = 〈h∗s, h∗t 〉a ≤ C21a and Var{UE[Uj |V ]} = ‖E[Uj |V = ·]‖2a for j = 1, . . . , p.
Therefore, we obtain
log fn(η) = log dΠ
a
·+(θ−θ0)T h∗/dΠ
a
· (W )
= (θ − θ0)TU
(
E[U |V ]) − (θ − θ0)TH(θ − θ0)/2 = OP0(G¯n(|θ − θ0|)),
with G¯n(t) =
√
nρnt+ nρ
2
nt
2.
Finally, applying Theorem 4.3 yields the second order semiparametric BvM theorem with a
remainder term
Gn(n
−1/2 log n) + G¯n(n−1/2 log n) + δn ∼ n1/2ρ2n log n.
A.11 Proof of Lemma A.3
The proof is based on Lemma A.2. Since Ui’s are bounded, conditioning on Vi’s, we have that
Wθ,η : =
1√
n
∑n
i=1
(
Ui−E(Ui|Vi)
)·((η−η0)(Vi)+(θ−θ0)TE(Ui|Vi)) is a sub-Gaussian process indexed
by (θ, η) ∈ Fn = Fθn×Fηn with the semimetric d (defined in Lemma A.2) given by d((θ, η), (θ′, η′)) =[
n−1
∑n
i=1
(
(η − η′)(Vi) + (θ − θ′)TE[Ui|Vi]
)2]1/2
, which is dominated by 2‖η − η′‖∞ + 2|θ − θ′|.
Then by applying inequality (A.20) and noticing the assumption that α > d/2, we have that for
any δ > ρn, ∫ δ
0
√
1 + logN(ǫ,Fn, d) dǫ ≤ C
√
nρnδ, (A.30)
for some constant C. By applying Lemma A.2 and inequality (A.30) with δ = ρn, we further obtain
sup
θ∈Fθn, η∈Fηn ,In≤ρn
∣∣∣∣ 1√n
n∑
i=1
(
Ui − E(Ui|Vi)
) · ((η − η0)(Vi) + (θ − θ0)TE(Ui|Vi))∣∣∣∣ = OP0(√nρ2n).
To prove the claimed bound, we only need to show that
sup
θ∈Fθn, η∈Fηn ,In≥ρn
∣∣ 1√
n
∑n
i=1
(
Ui −E(Ui|Vi)
) · ((η − η0)(Vi) + (θ − θ0)TE(Ui|Vi))∣∣√
nρnIn log n
= OP0(1).
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By the reproducing property of RKHS Ha and our definition of the sieve Fn, In is bounded by
L
√
n for some constant L. We will apply the peeling technique by dividing the range (ρn, L
√
n) of
In into
⋃S
s=1[ρn2
s−1, ρn2s), where S ≤ c log n for some constant c. For each interval [ρn2s−1, ρn2s),
we first apply Lemma A.2 and inequality (A.30) with δ = ρn2
s and then add them up to obtain
P0
(
sup
θ∈Fθn, η∈Fηn ,In≥ρn
∣∣ 1√
n
∑n
i=1
(
Ui − E(Ui|Vi)
) · ((η − η0)(Vi) + (θ − θ0)TE(Ui|Vi))∣∣√
nρnIn
≥ log n
)
≤
S∑
s=1
P0
(
sup
θ∈Fθn, η∈Fηn ,
ρn2s−1≤In<ρn2s
∣∣ 1√
n
∑n
i=1
(
Ui − E(Ui|Vi)
) · ((η − η0)(Vi) + (θ − θ0)TE(Ui|Vi))∣∣√
nρnIn
≥ log n
)
≤
S∑
s=1
P0
(
sup
θ∈Fθn, η∈Fηn ,
ρn2s−1≤In<ρn2s
∣∣∣∣ 1√n
n∑
i=1
(
Ui − E(Ui|Vi)
) · ((η − η0)(Vi) + (θ − θ0)TE(Ui|Vi))∣∣∣∣
≥ √nρ2n2s−1 log n
)
≤
S∑
s=1
2 exp{−c0(log n)2} ≤ 2c log n · exp{−c0(log n)2} → 0, as n→∞.
This completes the proof of the lemma.
A.12 Proof of Theorem 5.2
This theorem is proved by combining the verification of Assumption 1 in Theorem A.1 and the
proof of the dependent prior part in Theorem 5.1 with the sieve Fn = Fθn ⊕ Fηn and localization
sequence Hn = {η ∈ Fηn : ‖η − η0‖n ≤Mρn}, where
Fθn = [−c
√
n, c
√
n]p,
Fηn =
(
Mn
√
rn
δn
H
rn
1 + ρnCα1
)
∪ ( ⋃
a≤δn
(MnH
a
1) + ρnCα1
)
+
{
(θ − θ0)T ĥn : θ ∈ Fθn
}
. (A.31)
Therefore we omit the proof of this theorem here.
A.13 Proof of Theorem 5.3
The verification of Assumption 1 for the GPLM is similar to that of Theorem A.1 with the sieve
Fn given by (A.31) and localization sequence Hn = {η ∈ Fηn : ‖η − η0‖n ≤ Mρn}, and we also
have the three inequalities (A.20), (A.21) and (A.22) for this Fn. It remains to check whether we
can replace the Hellinger metric dn in Lemma 3.4 by the empirical metric ‖ · ‖n for the GPLM,
which is indicated by the following lemma. Recall that for semiparametric models, we choose the
parameter λ in Lemma 3.4 to be the pair (θ, η) and the empirical distance between the regression
function under parameters λ = (θ, η) and λ′ = (θ′, η′) is given by ‖UT (θ − θ′) + η − η′‖n =√
n−1
∑n
i=1
(
UTi (θ − θ′) + η(Vi)− η′(Vi)
)2
.
The proof of Lemma A.4 is provided in the next subsection.
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Lemma A.4. For the GPLM, under Assumption 3 and condition a, b and c of Lemma 3.4,
there exists some constant C1 > 0 and large enough M such that
Π
(‖UT (θ − θ0) + η − η0‖n ≥Mξn∣∣X1, . . . ,Xn) = OP (n)λ0 (e−C1nξ2n), (A.32)
Π
(
(θ, η) 6∈ Fn
∣∣X1, . . . ,Xn) = OP (n)λ0 (e−C1nξ2n). (A.33)
Based on Lemma A.4 and inequalities (A.20), (A.21) and (A.22), the rest of the steps are the
same as those in the proof of Theorem 5.1.
Next, we prove (A1). By Assumption 1, the posterior of η concentrates its mass in a small
neighborhood Hn = {η ∈ Fηn : ‖η − η0‖n ≤ Mρn}. Write qn(θ, η) =
∑n
i=1 qθ,η(Yi) and recall that
∆η(θ) = η∗(θ) − η0 = (θ − θ0)Th∗(V ) + O(|θ − θ0|2). The proof of Lemma A.5 is provided in
Section A.15.
Lemma A.5. Under Assumption 3, we have
qn
(
θn, η+∆η(θn)
)− qn(θ0, η) = (θn − θ0)T n∑
i=1
Wil0(Ti)(Ui + h
∗(Vi))
− 1
2
n(θn − θ0)T I˜0(θn − θ0) +OP0 [Rn(max{|θ − θ0|, n−1/2 log n})], (A.34)
for every sequence {θn} satisfying θn = θ0 + OP0(ρn) and uniformly for every η ∈ Hn, with I˜0 =
E0
[
l0(T )f0(T )(U + h
∗(V ))(U + h∗(V ))T
]
and Rn(t) = nt
3 +
√
nt2 + nρnt
2 + nρ2nt+
√
nρ2n.
To apply Theorem 4.3, it remains to verify (A4). By Lemma A.1, we have η −∆(θn) + (θn −
θ)T ĥn = O(|θ − θ0|2 + |θ − θ0|ρn). Then (A4) is an easy consequence of (A.37), (A.38) and (A.39)
with θ = θ0, ξ1 = η and ξ2 = η −∆(θn) + (θn − θ)T ĥn in the proof of Lemma A.5.
A.14 Proof of Lemma A.4
According to Section 7.7 in Ghosal and van der Vaart (2007), we only need to verify that there
exists a test function φn : R
n → R for testing λ0 = (θ0, η0) versus λ1 = (θ1, η1) relative to the
empirical norm ‖λ0−λ1‖n : = ‖UT (θ0− θ1)+ η0− η1‖n (instead of dn) that satisfies the conclusion
of Lemma 2 in Ghosal and van der Vaart (2007), i.e. φn satisfies
P
(n)
λ0
φn(Y
n) ≤ e−cn‖λ0−λ1‖2n , and P (n)λ (1− φn(Y n)) ≤ e−cn‖λ0−λ1‖
2
n (A.35)
for all λ such that ‖λ − λ1‖n ≤ c′‖λ0 − λ1‖n, where (c, c′) are constants independent of n and we
use the shorthand Y n to denote the response vector (Y1, . . . , Yn).
More specifically, we choose
φn(Y
n) = I
(‖Y −mθ0,η0(T )‖2n − ‖Y −mθ1,η1(T )‖2n ≥ 0), (A.36)
where ‖Y −mθ,η(T )‖2n : = n−1
∑n
i=1
(
Yi−mθ,η(Ti)
)2
. Recall that by Assumption 3, under P
(n)
λ0
the
residuals Wi = Yi −mθ0,η0(Ti) are i.i.d. sub-Gaussian. Therefore, we have that for any t > 0,
P
(n)
λ0
φn(Y
n) = P
(n)
λ0
{ 1
n
n∑
i=1
W 2i −
1
n
n∑
i=1
(
Wi +mθ0,η0(Ti)−mθ1,η1(Ti)
)2 ≥ 0}
= P
(n)
λ0
{ n∑
i=1
tWi
(
mθ1,η1(Ti)−mθ0,η0(Ti)
) ≥ t
2
n∑
i=1
(
mθ1,η1(Ti)−mθ0,η0(Ti)
)2}
(i)
≤ exp{− t
2
n∑
i=1
(mθ1,η1(Ti)−mθ0,η0(Ti))2}
n∏
i=1
Eλ0
(
et(mθ1 ,η1(Ti)−mθ0,η0 (Ti))Wi
∣∣Ti)
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where in step (i) we have applied Markov’s inequality and used the independence among Yi’s. Then
by Assumption 3 (a), there exists some constant C2 such that
P
(n)
λ0
φn(Y
n) ≤ e− t2
∑n
i=1(mθ1,η1 (Ti)−mθ0,η0 (Ti))2
n∏
i=1
eCt
2(mθ1,η1 (Ti)−mθ0,η0(Ti))2
= exp{−( t
2
− Ct2) n∑
i=1
(mθ1,η1(Ti)−mθ0,η0(Ti))2}.
By choosing t = C−1 in the above, we obtain
P
(n)
λ0
φn(Y
n) ≤ exp{− 1
2C
n∑
i=1
(mθ1,η1(Ti)−mθ0,η0(Ti))2}.
According to Assumption 3 (b), we know that
(
mθ1,η1(Ti) − mθ0,η0(Ti)
)2 ≥ 2(C1C2)−1(UTi (θ1 −
θ0) + (η1 − η0)
)2
for i = 1, . . . , n, implying
P
(n)
λ0
φn(Y
n) ≤ exp{−cn‖λ0 − λ1‖2n},
where the constant c = (CC1C2)
−1. This proves the first part of (A.35).
Now we prove the second part of (A.35). By Assumption 3, under P
(n)
λ the residuals Wi =
Yi −mθ,η(Ti) are i.i.d. sub-Gaussian. Consequently, for any λ and any t > 0 we have
P
(n)
λ
(
1− φn(Y n)
)
=P
(n)
λ
{ 1
n
n∑
i=1
(
Wi +mθ,η(Ti)−mθ1,η1(Ti)
)2 − 1
n
n∑
i=1
(
Wi +mθ,η(Ti)−mθ0,η0(Ti)
)2 ≥ 0}
=P
(n)
λ
{ n∑
i=1
tWi
(
mθ0,η0(Ti)−mθ1,η1(Ti)
) ≥ t
2
n∑
i=1
((
mθ,η(Ti)−mθ0,η0(Ti)
)2 − (mθ,η(Ti)−mθ1,η1(Ti))2}.
Then similar to the first part, by using Assumption 3 (b) and applying Markov’s inequality we can
obtain
P
(n)
λ
(
1− φn(Y n)
) ≤ exp{−D1tn‖λ− λ0‖2n +D2tn‖λ− λ1‖2n +D3t2‖λ0 − λ1‖2n},
for some constants D1, D2 and D3. Therefore, for any λ such that ‖λ−λ1‖n ≤ c′‖λ0−λ1‖n, where
c′ =
√
D1/(
√
D1 +
√
2D2), we have ‖λ− λ0‖n ≥ (1− c′)‖λ0 − λ1‖n and
P
(n)
λ
(
1− φn(Y n)
) ≤ exp{−D4tn‖λ0 − λ1‖2n +D3t2‖λ0 − λ1‖2n},
where D4 = D1D2/(
√
D1+
√
2D2)
2. Finally, by choosing t = D4/(2D− 3) in the above, we obtain
P
(n)
λ
(
1− φn(Y n)
) ≤ exp{−ct2‖λ0 − λ1‖2n},
where c = D24/(2D3). This proves the second part of (A.35).
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A.15 Proof of Lemma A.5
By the definitions of qn and qθ,η, we get
qn
(
θ, η +∆η(θ)
)− qn(θ0, η) = n∑
i=1
Wi
∫ mθ,η+∆η(θ)(Ti)
mθ0,η(Ti)
1
V (s)
ds
−
n∑
i=1
∫ mθ,η+∆η(θ)(Ti)
mθ0,η(Ti)
(s−m0(Ti))
V (s)
ds , I − II, (A.37)
with Wi = Yi −m0(Ti) satisfying E0Wi = 0 and Assumption 3(a).
By applying Taylor expansion and Assumption 3(b), we have for any ξ0, ξ1, ξ2 ∈ R,∫ F (ξ2)
F (ξ1)
1
V (s)
ds =l(ξ1)(ξ2 − ξ1) + e1(ξ0)(ξ2 − ξ1)2 +O((ξ2 − ξ1)3)
=l(ξ0)(ξ2 − ξ1) + e1(ξ0)(ξ2 − ξ1)2 + e2(ξ0)(ξ2 − ξ1)(ξ1 − ξ0)
+O
{
(ξ2 − ξ1)3 + (ξ2 − ξ1)2(ξ1 − ξ0) + (ξ2 − ξ1)(ξ1 − ξ0)2
}
, (A.38)∫ F (ξ2)
F (ξ1)
s− F (ξ0)
V (s)
ds =l(ξ1)
(
F (ξ1)− F (ξ0)
)
(ξ2 − ξ1) + 1
2
l(ξ1)f(ξ1)(ξ2 − ξ1)2
+O
{
(ξ2 − ξ1)3 + (ξ2 − ξ1)2(ξ1 − ξ0)
}
=l(ξ0)f(ξ0)(ξ2 − ξ1)(ξ1 − ξ0) + 1
2
l(ξ0)f(ξ0)(ξ2 − ξ1)2
+O
{
(ξ2 − ξ1)3 + (ξ2 − ξ1)2(ξ1 − ξ0) + (ξ2 − ξ1)(ξ1 − ξ0)2
}
, (A.39)
with e1(ξ) and e2(ξ) fixed bounded functions.
By the definitions of gθ,η and ∆η(θ), we have
gθ0,η(T )− g0(T ) =(η − η0)(V ),
gθ,η+∆η(θ)(T )− gθ0,η(T ) =(θ − θ0)Th1(T ) +O(|θ − θ0|2),
with h1(T ) = U + h
∗(V ). Combining the above and the definition of l0, f0 and mθ,η, and (A.38)
with ξ0 = g0, ξ1 = gθ0,η, and ξ2 = gθ,η+∆η(θ), we get
I = (θ − θ0)T
n∑
i=1
Wil0(Ti)h1(Ti)
+ (θ − θ0)T
n∑
i=1
Wie2(g0(Ti))h1(Ti)(η − η0)(Vi) +OP0(
√
n|θ − θ0|2),
where the last term is obtained by combining central limit theorem and the fact that E0Wi = 0
and E0W
2
i <∞.
Recall that e2 is some bounded function in the expansion (A.38). Since Wi is sub-Gaussian, e2
and h1 are bounded functions, we have that Wie2(g0(Ti))h1(Ti) is also sub-Gaussian. Moreover,
since E0Wie2(g0(Ti))h1(Ti) = E0[e2(g0(Ti))h1(Ti)E0(Wi|Ti)] = 0, similar to (A.25), by applying
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Lemma A.2, we get
E0
{
sup
η∈Hn
1√
n
∣∣ n∑
i=1
Wie2(g0(Ti))h1(Ti)(η − η0)(Vi)
∣∣∣∣∣∣V1, . . . , Vn}
.
∫ ρn
0
√
1 + logN(ǫ,Hn, ‖ · ‖∞)dǫ
.
√
nρ2n + ρn ≍
√
nρ2n.
Combining the above two, we get
I = (θ − θ0)T
n∑
i=1
Wil0(Ti)h1(Ti) +OP0
{√
n|θ − θ0|2 + n|θ − θ0|ρ2n
}
. (A.40)
Similarly, using (A.39) and the same choices for ξ0, ξ1 and ξ2, we get
II =(θ − θ0)T
n∑
i=1
l0(Ti)f0(Ti)(Ui + h
∗(Vi))(η − η0)(Vi)
+
1
2
n∑
i=1
l0(Ti)f0(Ti)
(
(θ − θ0)Th2(Ti)
)2
+OP0
{
n|θ − θ0|3 + n|θ − θ0|2ρn + n|θ − θ0|ρ2n
}
,
where h2(t) = u− E[U |V = v]. By definition of h∗, we have
E0
[
l0(Ti)f0(Ti)(Ui + h
∗(Vi))(η − η0)(Vi)
]
=E0
[
(η − η0)(Vi)E0(l0(Ti)f0(Ti)(Ui + h∗(Vi))|Vi)
]
= 0.
Therefore, by applying Lemma A.2, we get
E0
{
sup
η∈Hn
1√
n
∣∣ n∑
i=1
l0(Ti)f0(Ti)(Ui + h
∗(Vi))(η − η0)(Vi)
∣∣∣∣∣∣V1, . . . , Vn}
.
∫ ρn
0
√
1 + logN(ǫ,Hn, ‖ · ‖∞)dǫ .
√
nρ2n + ρn ≍
√
nρ2n.
By central limit theorem, we have
1
2
n∑
i=1
l0(Ti)f0(Ti)
(
(θ − θ0)Th2(Ti)
)2
=
n
2
(θ − θ0)TE0
[
l0(T )f0(T )h1(T )(h1(T ))
T
]
(θ − θ0) +OP0(
√
n|θ − θ0|2).
Combining the above, we have
II =
n
2
(θ − θ0)TE0
[
l0(T )f0(T )h1(T )(h1(T ))
T
]
(θ − θ0)
+OP0
{
n|θ − θ0|3 +
√
n|θ − θ0|2 + n|θ − θ0|2ρn + n|θ − θ0|ρ2n +
√
nρ2n
}
. (A.41)
By (A.40) and (A.41), the lemma is proved.
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A.16 Proof of Theorem 5.4
Verification of Assumption 1: We apply Lemma 3.4. We first state the following lemma for the
Cox model with current status data, whose proof is similar to those of Lemma 7 and Lemma 8 of
Castillo (2012b) for the Cox proportional hazards model and is omitted here.
Lemma A.6. Let Λ1 and Λ2 be cumulative hazard functions associated with baseline hazard
functions r1 and r2. Let h be the Hellinger metric. If ‖r1 − r2‖∞ + |θ1 − θ2| . 1, then
h2(pθ1,Λ1 , pθ2,Λ2) . ‖r1 − r2‖2∞ + |θ1 − θ2|2,
K(pθ1,Λ1 , pθ2,Λ2) . ‖r1 − r2‖2∞ + |θ1 − θ2|2,
V0,k(pθ1,Λ1 , pθ2,Λ2) . ‖r1 − r2‖k∞ + |θ1 − θ2|k.
Let ρn = n
−1/3. According to this lemma, we have {(θ, r) : |θ − θ0| ≤ ρn, ‖r − r0‖∞ ≤ ρn} ⊂
Bn(P
(n)
0 , ρn; k). For the Riemann-Liouville prior (5.7), it can be shown (Castillo, 2012b, Lemma
16) that for any Lipschitz continuous function r0 and ǫ > 0,
Π(‖r − r0‖∞ ≤ ǫ) & exp(−ǫ−1).
Let C1 be the unit ball of C[0, τ ] and H1 be the unit RKHS associated with the Gaussian process
given in (5.7). Define FΛn = ρnC1 +
√
10CnρnH1 for some large enough C. Then according to
Theorem 2.1 of van der Vaart and van Zanten (2008a),
logN(3ρn,FΛn , ‖ · ‖∞) ≤ 6Cnρ2n,
Π(r /∈ FΛn ) ≤ exp(−Cnρ2n).
Now we choose the sieve Fn as Fθn ⊕ FΛn with the above FΛn and Fθn = [−C
√
n,C
√
n]p. Then the
three conditions in Lemma 3.4 are satisfied. By Lemma 25.85 of van der Vaart (1998), we have
d2n
(
(θ,Λ), (θ0,Λ0)
)
& ‖Λ − Λ0‖2n + |θ − θ0|2. Therefore, Lemma 3.4 implies that Π(‖Λ − Λ0‖n ≥
ρn, |θ − θ0| ≥ ρn|X1, . . . ,Xn) = OP0(e−C1nρ
2
n).
In the rest of the proof, we set Hn =
{
Λ : Λ is nondecreasing, ‖Λ − Λ0‖n ≤ ρn, ‖Λ‖∞ ≤ C}
for some large enough C. Then by the above statements, we have Π(Hn|X1, . . . ,Xn) = 1 −
OP0(e
−C1nρ2n).
Verification of (A1): By applying Taylor’s expansions on θ and central limit theorem, the log
likelihood difference in (A1) can be written as
ln(θ,Λ+∆Λ(θ))− ln(θ0,Λ) =(θ − θ0)T
n∑
i=1
(
ZiΛ(Ci) + h
∗(Ci)
)
Qθ0,Λ(Xi)
− 1
2
n(θ − θ0)T I˜θ0,Λ0(θ − θ0) +OP0
(
n|θ − θ0|3 + n|θ − θ0|2ρn
)
,
(A.42)
where I˜θ0,Λ0 = P
{
Q2θ0,Λ0(X)(ZΛ0(C) + h
∗(C))T (ZΛ0(C) + h∗(C))
}
is the efficient information
matrix.
Now we focus on the first term on the RHS of (A.42). Let gΛ(x) = (zΛ(c) + h
∗(c))Qθ0,Λ(x) −
E0
[
(ZΛ(C) + h∗(C))Qθ0,Λ(X)
∣∣C = c]. Then E0(gΛ(X)|C) = 0 for any Λ ∈ Hn and gΛ(x) is a
continuous function of Λ(c) with a bounded Lipschitz constant. Therefore, the ǫ-covering entropy
of {gΛ : Λ ∈ Hn} with respect to the conditional L2-norm conditioning on {Ci} is of the same order
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as logN(ǫ,Hn, ‖·‖n), which is of order ǫ−1 since the functions in Hn are bounded and nondecreasing
(van der Vaart, 1998, Example 19.11). By applying Lemma A.2 conditioning on Ci, we get
E0
{
sup
Λn∈Hn
∣∣Gn[(ZΛ(C) + h∗(C))Qθ0,Λ(X)] −Gn[(ZΛ0(C) + h∗(C))Qθ0,Λ0(X)]∣∣∣∣C1, . . . , Cn}
.
∫ ρn
0
√
1 + logN(ǫ,Hn, ‖ · ‖n)dǫ . √ρn ≍
√
nρ2n,
where the last step follows since ρn = n
−1/3.
As a result of the preceding display, we have
n∑
i=1
(
ZiΛ(Ci) + h
∗(Ci)
)
Qθ0,Λ(Xi)−
n∑
i=1
(
ZiΛ0(Ci) + h
∗(Ci)
)
Qθ0,Λ0(Xi)
=OP0(nρ
2
n) +
n∑
i=1
E0
[
(ZiΛ(Ci) + h
∗(Ci))Qθ0,Λ(Xi)− (ZiΛ0(Ci) + h∗(Ci))Qθ0,Λ0(Xi)
∣∣Ci]. (A.43)
Note that l˜θ,Λ(X) = (ZΛ(C) + h
∗
Λ(C))Qθ,Λ is the efficient score function for the Cox model with
current status data (van der Vaart, 1998, Section 25.11.1), where h∗Λ generalizes h
∗ by substituting
Λ0 with Λ in (5.6). By equation (25.60) on P.396 of van der Vaart (1998), Pθ0,Λ0 l˜θ0,Λ = OP0(‖Λ−
Λ0‖2n). Therefore, for Λ ∈ Hn,
n∑
i=1
E0
[
(ZiΛ(Ci) + h
∗(Ci))Qθ0,Λ(Xi)− (ZiΛ0(Ci) + h∗(Ci))Qθ0,Λ0(Xi)
∣∣Ci]
=OP0(nρ
2
n) +
n∑
i=1
(h∗Λ0(Ci)− h∗Λ(Ci))E0
(
Qθ0,Λ(Xi)−Qθ0,Λ0(Xi)
∣∣Ci)
=OP0(nρ
2
n) +OP0(n‖Λ− Λ0‖2n) = OP0(nρ2n), (A.44)
since E0(Qθ0,Λ0(Xi)|Ci) = 0 andQθ0,Λ(x) is a continuous function of Λ(Ci) with a bounded Lipschitz
constant.
Combining (A.42), (A.43) and (A.44), we obtain
ln(θ,Λ+∆Λ(θ))− ln(θ0,Λ) =(θ − θ0)T
n∑
i=1
l˜θ0,Λ0(Xi)−
1
2
n(θ − θ0)T I˜θ0,Λ0(θ − θ0)
+OP0
(
n|θ − θ0|3 + n|θ − θ0|2ρn +
√
nρ2n + n|θ − θ0|ρ2n
)
.
The verifications of A4 are similar to those in the proof of Theorem 5.1 since by the assumption of
the theorem, h∗ is Lipschitz continuous. The verification of A6 is a simple version of the verification
of (A1) and is omitted. Finally, Theorem 5.4 can be proved by applying Theorem 4.3.
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