We describe a simple algorithm for computing Kashiwara's global crystal basis of a nite-dimensional irreducible representation of U q (sl n ).
Introduction
The problem of nding a distinguished basis with favourable properties in each nite dimensional irreducible representation of the complex Lie algebra sl n goes back to the seminal article of Gelfand and Tsetlin in 1959 4] .
In the 1980's, De Concini and Kazhdan 3] , and Gelfand and Zelevinsky 5] have explored new directions, introducing the notions of special bases and good bases, respectively.
More recently, the development of the theory of quantum groups has lead to the discovery by Lusztig 13] and Kashiwara 7] independently of a distinguished basis of U ? q (g) for any complex simple Lie algebra g. This basis projects onto a canonical basis (Lusztig) or global crystal basis (Kashiwara) of each simple integrable U q (g)-module. Taking g = sl n and letting q tend to 1, one obtains in particular a global crystal basis (or canonical basis) of each nite-dimensional irreducible representation of sl n . (The connection between this canonical basis and the good bases of 5] or the special bases of 3] have been elucidated by Lusztig and Grojnowski). Unfortunately, in contrast to the Gelfand-Tsetlin basis which is easy to compute, the explicit calculation of the global crystal basis appears to be a nontrivial problem.
In this paper, we present a simple algorithm for computing the global crystal basis of any nite-dimensional simple U q (sl n )-module V ( ) with highest weight = P a i i . The main idea is to embed V ( ) into the tensor product of fundamental modules W( ) = V ( n?1 ) a n?1 V ( 1 ) a 1 :
This allows to describe the crystal lattice of V ( ) as the intersection of V ( ) with the crystal lattice of W( ), which is easy to obtain because the fundamental U q (sl n )-modules are minuscule. Then, we follow the same method as in 10, 11] and compute the global basis in two steps by rst obtaining an`intermediate' basis which is xed by the involution q 7 ! q ?1 , and then`correcting' this basis so that it satis es the required congruence properties with respect to the crystal lattice. This second step is easy since we can prove that the transition matrix from the intermediate basis to the global basis is triangular. In this section, we brie y review the basic facts that we shall need concerning the representation theory of U q (sl n ). The reader is referred to 2, 6] for details and proofs.
We rst recall the de nition of the quantized enveloping algebras U q (gl n ) and U q (sl n ).
U q (gl n ) is the associative algebra over C(q) generated by e i ; f i ; i = 1; : : :; n ? 1 and q i ; q ? i ; i = 1; : : :; n, subject to the relations q i q ? i = q ? i q i = 1 ; q i ; q j ] = 0 ; (1) q i e j q ? i = 
e j e 2 i ? (q + q ?1 )e i e j e i + e 2 i e j = f j f 2 i ? (q + q ?1 )f i f j f i + f 2 i f j = 0 for ji ? jj = 1 : (6) The subalgebra of U q (gl n ) generated by e i ; f i , and q h i := q i q ? i+1 ; q ?h i := q ? i q i+1 ; i = 1; : : :; n ? 1;
is denoted by U q (sl n ).
The representation theories of U q (gl n ) and U q (sl n ) are closely parallel to those of their classical counterparts U(gl n ) and U(sl n ). Let M be a U q (gl n )-module and = ( 1 ; : : :; n ) be an integral weight, that is, a n-tuple of integers. In the sequel, the basis vectors v(c) will often be identi ed to the column-shaped Young tableaux c.
In order to construct more interesting U q (gl n )-modules, we use the tensor product operation. Given two U q (gl n )-modules M; N, we can de ne a structure of U q (gl n )-module on M N by putting q i (u v) = q i u q i v; (8) e i (u v) = e i u v + q ?h i u e i v; (9) f i (u v) = f i u q h i v + u f i v: (10) Indeed, the formulas q i = q i q i ; e i = e i 1 + q ?h i e i ; f i = f i q h i + 1 f i ; make U q (gl n ) into a bialgebra.
Example 3 The n 2 -dimensional U q (gl n )-module V 2 decomposes into the q-symmetric square V (2 1 ) and the q-alternating square V ( 2 ). For n = 2 this decomposition is described by the following diagram:
Here, the rst row represents a submodule isomorphic to V (2 1 ), and the second row, a submodule isomorphic to V ( 2 ).
As in the classical case, there is a standard way of realizing the irreducible modules V ( ) as submodules of tensor products of fundamental modules. Indeed, let = P n i=1 a i i be a dominant weight, and de ne W( ) = V ( n ) an V ( n?1 ) a n?1 V ( 1 ) a 1 : Let v 2 W( ) denote the tensor product of the highest weight vectors of each V ( i ). Then v is obviously a highest weight vector of weight in W( ), and the submodule U q (gl n ) v is isomorphic to V ( ). In the sequel, we shall always think of V ( ) as embedded in W( ) in this way.
For instance, Example 3 shows how to embed V (2 1 
We end this section by noting that every U q (gl n )-module M can be regarded by restriction as a U q (sl n )-module (that we still denote by M). In particular, the V ( ) are U q (sl n )-modules and one shows that they are still irreducible under U q (sl n ). However we point out that, as U q (sl n )-modules, they may become isomorphic, namely we have V ( ) ' V ( ) () i ? i+1 = i ? i+1 ; i = 1; : : :; n ? 1 : In particular, V ( n ) is isomorphic as a U q (sl n )-module to the trivial module V (0). Thus, when we restrict to U q (sl n ), we may always assume that the dominant highest weight of V ( ) is of the form = a n?1 n?1 + : : : + a 1 1 : In other words, is a partition with at most n ? 1 parts. It is known that all irreducible nite-dimensional U q (sl n )-modules (of type I) are obtained in this way, that is are of the form V ( ), with = P n?1 1 a i i and a i 2 N. 
Tabloids and tableaux
The natural basis of W( ) consisting of the tensor products of basis vectors v(c i ) of the V ( i ) (see Example 2) will be called the basis of tabloids. Indeed, each of these tensor products may be identi ed with a lling of the Young diagram of with integers between 1 and n, such that each column is strictly increasing (but there are no conditions on rows), i.e. with a tabloid of shape . We denote by CT( ; n) the set of these column-tabloids, and by w( ) the basis vector of W( ) corresponding to 2 CT( ; n). The weight of a tabloid is the n-tuple = ( 1 ; : : :; n ), where i is the number of occurences of the integer i in . It is clear from Example 2 and Formula (8) that the weight of w( ) (as a weight vector) coincides with the weight of .
We denote by YT( ; n) the subset of CT( ; n) consisting of Young tableaux, that is, tabloids with weakly increasing rows. It is well known that the bases of weight vectors of the simple module V ( ) can be labelled by YT( ; n) in such a way that the weights of a vector and of its labelling Young tableau coincide. In particular, there is a unique element T of YT( ; n) of weight : this is the tableau whose rst row is lled with 1's, whose second row is lled with 2's, and so on. The corresponding weight vector w(T ) is nothing but the highest weight vector v mentioned above. We endow the set CT( ; n) with a total ordering de ned as follows. First, considering columns as increasing sequences, we order columns of height k lexicographically, that is, Example 4 For n = 3 and = (2; 1; 0) = 1 + 2 , CT( ; n) consists of 9 tabloids. They are displayed in increasing order in Figure 1 . All of them are Young tableaux, except the 7th one.
Global crystal bases
We now come to the de nition of Kashiwara's global crystal basis of a simple U q (sl n )-module V ( ) 7, 8] . (Actually, we shall slightly reformulate it, taking advantage of the fact that the fundamental U q (sl n )-modules V ( k ) are minuscule, hence all their weight spaces are 1-dimensional, and thus the global basis of each V ( k ) is simply the basis fv(c)g described in Example 2.) Let A denote the subring of C(q) consisting of the rational functions without pole at q = 0. One de nes the A-lattices:
They are called the crystal lattices of W( ) and V ( ), respectively. It follows from 9] that there exist bases of weight vectors fb(
But such bases are not unique. To single out a canonical one, one has to impose another constraint.
To do so, one introduces an involution v 7 ! v of V ( ). First, recall the involution P 7 ! P of U q (sl n ) de ned as the ring automorphism satisfying q = q ?1 ; q h i = q ?h i ; e i = e i ; f i = f i ; i = 1; : : :; n ? 1 : Now, each vector v 2 V ( ) can be written v = P v , where P 2 U q (gl n ) and v is the highest weight vector. Then, we set v = P v . Finally, we denote by U Q ? the sub-Q q; q ?1 ]-algebra of U q (sl n ) generated by f (k) We shall describe a simple algorithm for computing the rectangular matrix of coe cients
2 CT( ; n); T 2 YT( ; n) :
We follow the same method as in 10, 11] , that is, we rst compute an \approximation" fA(T)g of the global basis, and then show how to pass from fA(T)g to fG(T)g by means of a \triangular algorithm". We begin with a general lemma. Each of these r s ! terms w( ) is therefore associated with a permutation of S rs , and it appears with a coe cient of the form q N( ) . One easily deduces from (10) The above result will be made more precise in Theorem 11 below.
The basis fA(T )g
Let T 2 YT( ; n). The rows of T are numbered 1; 2; : : : from bottom to top. We shall associate with T two sequences of integers. Let i be the smallest integer such that there exists a letter i + 1 occuring in T in a row with number < i + 1. We set i 1 = i and we de ne r 1 as the number of occurences of i + 1 in a row with index < i + 1. Replacing in T these r 1 letters i + 1 by letters i, we get a new Young tableau T 1 . (It follows from the minimality of i that T 1 is indeed a Young tableau.) Then we do the same with T 1 , getting integers i 2 , r 2 , and a new tableau T 2 . And so on. After a nite number of steps, say s, the procedure stops, that is, we obtain that T s = T , the unique element of YT( ; n) in which all letters i belong to row i. The neat result of this procedure is a pair of sequences (i 1 ; ; i s ) and (r 1 ; ; r s ). We then de ne
Example 8 Let us now consider any tabloid obtained by the replacement in 1 of r 1 occurencies of i 1 by i 1 + 1. By induction, we know that 1 T 1 . Therefore, denoting by 0 the tabloid obtained from 1 by replacing the rightmost r 1 occurencies of i 1 by i 1 + 1, we have that 0 T on one hand, and 0 on the other hand. Thus T, which nishes the proof. 2
As a corollary of (ii), we see that the vectors A(T) are linearly independent in V ( ). Since we know that dim V ( ) = jYT( ; n)j, it follows that fA(T) j T 2 Y T( ; n)g is a C(q)-basis of V ( ).
On the other hand, it is plain from (12) and the de nition of the involution v 7 ! v that A(T) = A(T); T 2 YT( ; n) : (13) 
From fA(T )g to fG(T )g
Let us write
Since the expansion of A(T) on the basis fw( )g is readily obtained from (12), it only remains to determine the coe cients S T (q) in (14). By (13), we have S T (q ?1 ) = S T (q).
Lemma 10 The coe cients S T (q) in (14) contains a unique non-zero entry, in agreement with the fact that the subsets f1; 2; 3g; f1; 4g; f2; 3g; f5g are pairwise weakly separated. 
