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𝑃𝐶𝐶𝑀𝑆 = 
 
 
 
      1                                          𝑖𝑓𝑡2 ≥ 𝑘;
    
1
𝑘𝑡1
  (−1)𝑖
 𝑗−1
𝑖=0
min{𝑘,𝑡1}
𝑗=(𝑘−𝑡2)
 
𝑘
𝑗
  
𝑗
𝑖
  𝑗 − 𝑖 𝑡1    𝑖𝑓 𝑡2 <𝑘;
 
𝑡1 + 𝑡2=𝑡 𝑡1
𝑡
𝑝 𝑡 𝑡 𝑡
𝑡
𝑡1
𝑡2 ≥ 𝑘
𝑘 𝑡2
{0,1,… ,𝑘 − 1}
𝑘 𝑘
𝑡
𝑡2<  𝑘 𝑡1
𝑗
1
𝑘𝑡
  −1 𝑖
𝑗−1
𝑖=0
 
𝑘
𝑗
  
𝑗
𝑖
  𝑗 − 𝑖 𝑡
𝑃 𝑡1,𝑘,𝑗 = 
1
𝑘𝑡1
  −1 𝑖
𝑗−1
𝑖=0
 
𝑘
𝑗
  
𝑗
𝑖
  𝑗 − 𝑖 𝑡1
 𝑃 𝑡1,𝑘,𝑗 
min{𝑘,𝑡1}
𝑗=(𝑘−𝑡2)
𝑡2
{0,1,… ,𝑘 − 1}
𝑡 − 𝑐𝑙𝑖𝑞𝑢𝑒
(𝑡 ≥  𝑘) 𝑃𝑅𝑆𝐺𝐶 𝑘
𝑘 (𝑘 ≤  𝑚)
{0,1,… ,𝑘 − 1}
𝑃𝑅𝐶𝐶𝑀𝑆 − 𝑃𝑅𝑆𝐺𝐶
 
 
 
 
      𝑃(𝑡,𝑘,𝑗)
𝑘−1
𝑗=1
                                                                         𝑖𝑓𝑡2 ≥ 𝑘;
     
1
𝑘𝑡−𝑖
( 𝑘 − 𝑖 − 1  𝑘 − 𝑖 − 1 ! 
𝑘
𝑘 − 𝑖 − 1
 𝑆(𝑡 − 𝑖 − 1,𝑘 − 𝑖 − 1)) 
𝑡2−1
𝑖=0
 𝑖𝑓 𝑡2 <𝑘;
 
𝑃𝐶𝐶𝑀𝑆 = 
 
 
 
      1                                          𝑖𝑓𝑡2 ≥ 𝑘;
    
1
𝑘𝑡1
  (−1)𝑖
 𝑗−1
𝑖=0
min{𝑘,𝑡1}
𝑗=(𝑘−𝑡2)
 
𝑘
𝑗
  
𝑗
𝑖
  𝑗 − 𝑖 𝑡1    𝑖𝑓 𝑡2 <𝑘;
 
𝑃𝑅𝑆𝐺𝐶 = 
1
𝑘𝑡
  −1 𝑖
𝑘−1
𝑖=0
 
𝑘
𝑖
  𝑘 − 𝑖 𝑡
𝑡2 ≥ 𝑘 𝑃𝑅𝑆𝐺𝐶 < 𝑃𝐶𝐶𝑀𝑆 𝑃𝐶𝐶𝑀𝑆 = 1 𝑃𝑅𝑆𝐺𝐶 < 1
𝑡2 <𝑘
𝑃𝑅𝑆𝐺𝐶 = 1− 𝑃(𝑡,𝑘,𝑗)
𝑘−1
𝑗=1
𝑃𝐶𝐶𝑀𝑆 = 1−  𝑃(𝑡 − 𝑡2,𝑘,𝑗)
𝑘−𝑡2−1
𝑗=1
𝑓 𝑥 =  𝑃(𝑡 − 𝑥,𝑘,𝑗)
𝑘−𝑥−1
𝑗=1
=  
𝑗!
𝑘𝑡−𝑥
𝑘−𝑥−1
𝑗=1
 
𝑘
𝑗
 𝑆(𝑡 − 𝑥,𝑗)
𝑃𝑅𝑆𝐺𝐶 = 1− 𝑓(0) 𝑃𝐶𝐶𝑀𝑆 = 1− 𝑓(𝑡2)
𝑓(0) −  𝑓(𝑡2) 𝑏
𝑘𝑡−𝑏𝑓 𝑏 =  𝑗! 
𝑘
𝑗
 
𝑘−𝑏−1
𝑗=1
𝑆 𝑡 − 𝑏,𝑗 
                    =𝑘 +  𝑗! 
𝑘
𝑗
 
𝑘−𝑏−1
𝑗=2
𝑆 𝑡 − 𝑏,𝑗 
               =𝑘 +  𝑗! 
𝑘
𝑗
 
𝑘−𝑏−1
𝑗=2
(𝑆 𝑡 − 𝑏 − 1,𝑗 − 1 +  𝑗𝑆(𝑡 − 𝑏 − 1))
                   =𝑘 +  𝑗! 
𝑘
𝑗
 
𝑘−𝑏−1
𝑗=2
𝑆 𝑡 − 𝑏 − 1,𝑗 − 1 +  𝑗! 
𝑘
𝑗
 
𝑘−𝑏−1
𝑗=2
𝑗𝑆(𝑡 − 𝑏 − 1,𝑗)
               =𝑘 +  (𝑗 + 1)! 
𝑘
𝑗 + 1
 
𝑘−𝑏−2
𝑗=2
𝑆 𝑡 − 𝑏 − 1,𝑗 +  𝑗! 
𝑘
𝑗
 
𝑘−𝑏−1
𝑗=2
𝑗𝑆(𝑡 − 𝑏 − 1,𝑗)
               = (𝑗 + 1)! 
𝑘
𝑗 + 1
 
𝑘−𝑏−2
𝑗=2
𝑆 𝑡 − 𝑏 − 1,𝑗 +  𝑗! 
𝑘
𝑗
 
𝑘−𝑏−1
𝑗=1
𝑗𝑆(𝑡 − 𝑏 − 1,𝑗)
               = 𝑗! (𝑘 − 𝑗) 
𝑘
𝑗
 
𝑘−𝑏−2
𝑗=2
𝑆 𝑡 − 𝑏 − 1,𝑗 +  𝑗! 
𝑘
𝑗
 
𝑘−𝑏−1
𝑗=1
𝑗𝑆(𝑡 − 𝑏 − 1,𝑗)
               = 𝑗!𝑘  
𝑘
𝑗
 
𝑘−𝑏−2
𝑗=2
𝑆 𝑡 − 𝑏 − 1,𝑗 +  𝑗! 
𝑘
𝑗
 
𝑘−𝑏−1
𝑗=𝑘−𝑏−1
𝑗𝑆(𝑡 − 𝑏 − 1,𝑗)
               = 𝑗!𝑘  
𝑘
𝑗
 
𝑘−𝑏−2
𝑗=2
𝑆 𝑡 − 𝑏 − 1,𝑗 +   𝑡 − 𝑏 − 1  𝑘 − 𝑏 − 1 ! 
𝑘
𝑘 − 𝑏 − 1
 𝑆(𝑡 − 𝑏 − 1,𝑘 − 𝑏 − 1)
                     = 𝑘𝑡−𝑏𝑓 𝑏 + 1  +  𝑘 − 𝑏 − 1 (𝑘 − 𝑏 − 1!) 
𝑘
𝑘 − 𝑏 − 1
 𝑆(𝑡 − 𝑏 − 1,𝑘 − 𝑏 − 1)
𝑓 𝑏 −  𝑓 𝑏 + 1  =
1
𝑘𝑡−𝑏
( 𝑘 − 𝑏 − 1  𝑘 − 𝑏 − 1 !) 
𝑘
𝑘 − 𝑏 − 1
 𝑆(𝑡 − 𝑏 − 1,𝑘 − 𝑏 − 1) 
  𝑃𝐶𝐶𝑀𝑆 − 𝑃𝑅𝑆𝐺𝐶 =𝑓 0  −  𝑓(𝑡2)
                      = (𝑓 𝑖 − 𝑓(𝑖 + 1))
𝑡2−1
𝑖=0
                             =
1
𝑘𝑡−𝑖
𝑡2−1
𝑖=0
( 𝑘 − 𝑖 − 1 (𝑘 − 𝑖 − 1!) 
𝑘
𝑘 − 𝑖 − 1
 𝑆(𝑡 − 𝑖 − 1,𝑘 − 𝑖 − 1))
𝑝
𝑡
𝑘
 𝑃𝐶𝐶𝑀𝑆 − 𝑃𝑅𝑆𝐺𝐶 𝑡2
   𝑃𝐶𝐶𝑀𝑆 𝑃𝑅𝑆𝐺𝐶


  
  
4.3.2 Detection Performance 
𝑙
𝑅𝑐𝑑  𝑙 = 
1
𝑙
𝑃 𝑡 𝑑𝑡
𝑙
0
𝑃(𝑡)
𝑙
𝑙
𝑡 𝑠𝑡
𝑅𝑐𝑑
𝑙
𝑅𝑐𝑑 = 
1
𝑙
𝑙
0
× 1−  1−  
1
𝑗
min 𝑘,𝑠𝑡 
𝑗=1
 ×𝑃(𝑠𝑡,𝑘,𝑗) 
𝑠𝑡
 𝑑𝑡 ,
𝑃 𝑠𝑡,𝑘,𝑗 = 
1
𝑘𝑠𝑡
 (−1)𝑖  𝑘
𝑗
  𝑗
𝑖
 (𝑗 − 𝑖)𝑠𝑡𝑗−1𝑖=0
𝑠𝑡
𝑠𝑡
𝑠𝑡
 
1
𝑗
min 𝑘,𝑠𝑡 
𝑗
 ×𝑃 𝑠𝑡,𝑘,𝑗  ,
1 −  
1
𝑗
min 𝑘,𝑠𝑡 
𝑗
 ×𝑃 𝑠𝑡,𝑘,𝑗  ,
𝑠𝑡
𝑔
 1 −  
1
𝑗
min 𝑘,𝑠𝑡 
𝑗
 ×𝑃 𝑠𝑡,𝑘,𝑗  
𝑠𝑡
 ,
𝑠𝑡
1−  1 −  
1
𝑗
min 𝑘,𝑠𝑡 
𝑗
 ×𝑃 𝑠𝑡,𝑘,𝑗  
𝑠𝑡
 .
𝑔
𝑠𝑡 𝑔
1−  1 −  
1
𝑗
min 𝑘,𝑠𝑡 
𝑗  ×𝑃 𝑠𝑡,𝑘,𝑗  
𝑠𝑡
𝑔 −  𝑡𝑕
1−  1 −  
1
𝑗
min 𝑘,𝑠𝑡 
𝑗
 ×𝑃 𝑠𝑡,𝑘,𝑗  
𝑠𝑡
 .
𝑃𝑐𝑑
𝑙
𝑅𝑐𝑑 = 
1
𝑙
𝑙
0
× 1−  1−  
1
𝑗
min 𝑘,𝑠𝑡 
𝑗=1
 ×𝑃(𝑠𝑡,𝑘,𝑗) 
𝑠𝑡
 𝑑𝑡
𝑙
𝑡 𝑠𝑡
𝑅𝑐𝑑
𝐶𝐶𝑀𝑆 𝑙
𝑅𝑐𝑑
𝑅𝑆𝐺𝐶
𝑅𝑐𝑑
𝐶𝐶𝑀𝑆  ≥ 𝑅𝑐𝑑
𝑅𝑆𝐺𝐶
𝑅𝑐𝑑
𝑅𝑆𝐺𝐶
𝑅𝑐𝑑
𝑅𝑆𝐺𝐶 = 
1
𝑙
𝑙
0
× 1−  1−
1
𝑘
 
𝑠𝑡
 𝑑𝑡 .
 
1
𝑗
min 𝑘,𝑠𝑡 
𝑗=1
 ×𝑃 𝑠𝑡,𝑘,𝑗 ≥ 
1
𝑘
 .
 
1
𝑗
min 𝑘,𝑠𝑡 
𝑗=1
 ×𝑃 𝑠𝑡,𝑘,𝑗  ≥ 
1
min 𝑘,𝑠𝑡 
 ×  𝑃 𝑠𝑡,𝑘,𝑗 
min 𝑘,𝑠𝑡 
𝑗=1
≥ 
1
𝑘
 ×  𝑃 𝑠𝑡,𝑘,𝑗 
min 𝑘,𝑠𝑡 
𝑗=1
= 
1
𝑘
 𝑃 𝑠𝑡,𝑘,𝑗 
min 𝑘,𝑠𝑡 
𝑗=1 =1
𝑙
𝑠𝑡
𝑙
𝑃𝑐𝑠 = 
 
 
 
 
 
 
 
       1                                                                                                                                    𝑖𝑓 𝑙 ≥ 𝑘 ×𝑇;
  1−  
𝑙
𝑇
−  
𝑙
𝑇
   × 1−  1−  
𝑙
𝑇
 ×  
1
𝑗
min 𝑘 ,𝑠𝑡 
𝑗=1
 ×𝑃 𝑠𝑡,𝑘,𝑗  
𝑠𝑡
 +                                 
  
𝑙
𝑇
−  
𝑙
𝑇
  × 1−  1−   
𝑙
𝑇
 + 1 ×  
1
𝑗
min 𝑘,𝑠𝑡 
𝑗=1
 ×𝑃 𝑠𝑡,𝑘,𝑗  
𝑠𝑡
                𝑂𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒.
 
𝑠𝑡
𝑠𝑡
𝑙 ≥  𝑘 ×𝑇 𝑃𝑐𝑠 = 1 𝑙 <  𝑘 ×𝑇
 
𝑙
𝑇
  
𝑙
𝑇
  +  1  
𝑙
𝑇
 
1− (
𝑙
𝑇
−  
𝑙
𝑇
 )  
𝑙
𝑇
 + 1
𝑙
𝑇
−  
𝑙
𝑇
 
𝑎 𝑠𝑡
𝑎 𝑔  
1
𝑗
min 𝑘,𝑠𝑡 
𝑗=1  ×𝑃(𝑠𝑡,𝑘,𝑗)
 
𝑙
𝑇
  
𝑙
𝑇
  +  1
 
𝑙
𝑇
 ×  
1
𝑗
min 𝑘,𝑠𝑡 
𝑗=1
 ×𝑃 𝑠𝑡,𝑘,𝑗 
  
𝑙
𝑇
 + 1  ×  
1
𝑗
min 𝑘,𝑠𝑡 
𝑗=1
 ×𝑃 𝑠𝑡,𝑘,𝑗 
 
𝑙
𝑇
  
𝑙
𝑇
  +  1
1−  
𝑙
𝑇
 ×  
1
𝑗
min 𝑘,𝑠𝑡 
𝑗=1
 ×𝑃 𝑠𝑡,𝑘,𝑗 
1−   
𝑙
𝑇
 + 1  ×  
1
𝑗
min 𝑘,𝑠𝑡 
𝑗=1
 ×𝑃 𝑠𝑡,𝑘,𝑗 
𝑠𝑡
 
𝑙
𝑇
  
𝑙
𝑇
  +  1
 1−  
𝑙
𝑇
 ×  
1
𝑗
min 𝑘,𝑠𝑡 
𝑗=1
 ×𝑃 𝑠𝑡,𝑘,𝑗  
𝑠𝑡
 1−   
𝑙
𝑇
 + 1  ×  
1
𝑗
min 𝑘,𝑠𝑡 
𝑗=1
 ×𝑃 𝑠𝑡,𝑘,𝑗  
𝑠𝑡
𝑠𝑡
 
𝑙
𝑇
  
𝑙
𝑇
  +  1
1−  1−  
𝑙
𝑇
 ×  
1
𝑗
min 𝑘,𝑠𝑡 
𝑗=1
 ×𝑃 𝑠𝑡,𝑘,𝑗  
𝑠𝑡
1−  1−   
𝑙
𝑇
 + 1  ×  
1
𝑗
min 𝑘,𝑠𝑡 
𝑗=1
 ×𝑃 𝑠𝑡,𝑘,𝑗  
𝑠𝑡
 
𝑙
𝑇
 1− (
𝑙
𝑇
−  
𝑙
𝑇
 )
 
𝑙
𝑇
  +  1
𝑙
𝑇
−  
𝑙
𝑇
 
𝑠𝑡 𝑃𝑐𝑠
𝑃𝑟𝑠
𝑙
𝑃𝑐𝑠  ≥ 𝑃𝑟𝑠
𝑃𝑟𝑠 = 1− (
𝑙
𝑇
−  
𝑙
𝑇
 ) × 1−  1−  
𝑙
𝑇
 ×
1
𝑘
 
𝑠𝑡
 +  
𝑙
𝑇
−  
𝑙
𝑇
  × 1− [1−   
𝑙
𝑇
  +  1 ×
1
𝑘
]𝑠𝑡 
 
1
𝑗
min 𝑘,𝑠𝑡 
𝑗=1  ×
𝑃 𝑠𝑡,𝑘,𝑗  ≥
1
𝑘
𝑃𝑐𝑠  ≥ 𝑃𝑟𝑠
4.3.3 Analysis on Communication Overheads 
 𝑁𝑚𝑎𝑥
𝐻𝑚𝑎𝑥 𝑁
𝑛
log𝑁
 𝑁𝑚𝑎𝑥 ∙ log𝑁 + 𝑁𝑚𝑎𝑥
2∙ log𝑁 + log𝐻𝑚𝑎𝑥 + log𝑘 
 
[𝑘 ∙log𝑘] 𝑘 ≤ 𝑚
𝑚 ≤ 𝑁𝑚𝑎𝑥 <𝑁
𝑂(𝑁𝑚𝑎𝑥
2∙ log𝑁) 𝑁𝑚𝑎𝑥
𝑁
4.4 Simulation Results 
 
 
250𝑚 ×  250𝑚 𝑟𝑠
𝑟𝑐 2𝑟𝑠
4.4.1 Group Coverage Maintenance Performance 
𝑁
𝑘
𝑔
(1 ≤ 𝑔 ≤ 𝑘) 𝑅𝐺𝐶𝑀
𝑔
𝑅𝐺𝐶𝑀 
𝑔 = 
𝐴𝑟𝑒𝑎(𝑔)
𝐴𝑟𝑒𝑎[𝑁 𝑘 ]
𝐴𝑟𝑒𝑎(𝑔) 𝑔
𝐴𝑟𝑒𝑎 𝑁 𝑘  
 𝑁/𝑘  
𝑅𝐴𝐺𝐶𝑀
𝑅𝐴𝐺𝐶𝑀 = 
 𝑅𝐺𝐶𝑀 
𝑖𝑘
𝑖=1
𝑘
250𝑚 ×  250𝑚
 𝑘 =  2 
 
 
4.4.2 Extra nodes added by using the CMEG Algorithm 
 
  
4.4.3 Network Lifetime 
  
 
4.5 Conclusion 
 Chapter 5  
Second Proposal: An Efficient 
Node Scheduling Scheme Based 
on Combinatorial Assignment 
Code 
5.1 Combinatorial Assignment Code 
≥
 𝔅
𝔅
𝑥𝑖1  𝑥𝑖2  𝑥𝑖𝑘 ⊂ ∈ 𝐵𝑖
𝑥𝑖1  𝑥𝑖2  𝑥𝑖𝑘 |𝐵𝑖|
𝐵𝑖  |𝐵𝑖|
𝑘
𝑖=1
⟺ ∀
≤
≤
 𝔅
𝔅  𝔅 𝑘 ×𝑚
𝑎𝑖𝑗 = 
1:if 𝑥𝑗 ∈ 𝐵𝑗
0:if 𝑥𝑗 ∉ 𝐵𝑗
 
𝑘 ×𝑚
𝐴 = (𝑎𝑖𝑗)
𝑥1  𝑥2  …  𝑥𝑚
𝐵1
𝐵2…
𝐵𝑘
 
𝑎11 𝑎12 … 𝑎1𝑚
𝑎21 𝑎22 … 𝑎2𝑚…
𝑎𝑘1
…
𝑎𝑘2
…
…
…
𝑎𝑘𝑚
 
𝑘 ×𝑚
(𝑚,𝑁,𝑘)
𝑚 − 𝑘
𝑘 ×𝑚
(𝑚,𝑁𝑚𝑖𝑛 ,𝑘) ⟺
𝑘 ×𝑘
𝑚 − 𝑘 + 1
𝑚 − 𝑘 + 1
𝑘(𝑚 − 𝑘 + 1) =𝑘𝑚 − 𝑘(𝑘 − 1)
𝑘𝑚 − 𝑘(𝑘 − 1) 𝑁𝑚𝑖𝑛 =𝑘𝑚 −
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