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MULTILINEAR FRACTIONAL CALDERO´N-ZYGMUND
OPERATORS ON WEIGHTED HARDY SPACES
DAVID CRUZ-URIBE, OFS, KABE MOEN, AND HANH VAN NGUYEN
Abstract. We prove norm estimates for multilinear fractional integrals acting on
weighted and variable Hardy spaces. In the weighted case we develop ideas we
used for multilinear singular integrals [7]. For the variable exponent case, a key
element of our proof is a new multilinear, off-diagonal version of the Rubio de
Francia extrapolation theorem.
1. Introduction
The purpose of this paper is to continue the study of multilinear operators on Hardy
spaces begun in [7, 10]. In those papers we considered multilinear Caldero´n-Zygmund
operators and multipliers. Here we consider the multilinear fractional Caldero´n-
Zygmund operators introduced by Lin and Lu [15]. In the linear case, fractional
Caldero´n-Zygmund operators have been studied by a number of authors. See, for
instance, the recent papers [17, 18].
Given positive integers m,n and a real number 0 < γ < mn, let Kγ be a function
defined in R(m+1)n away from the diagonal x = y1 = · · · = ym that satisfies the size
condition
(1.1) |Kγ(x, y1, . . . , ym)| .
(
|x− y1|+ · · ·+ |x− ym|
)γ−mn
,
and the smoothness condition
(1.2)
m∑
i=1
∑
|β|=N
|∂βi Kγ(x, y1, . . . , ym)| .
(
|x− y1|+ · · ·+ |x− ym|
)γ−mn−N
for some sufficiently large integer N . We define the multilinear fractional Caldero´n-
Zygmund operator Tγ by
Tγ(f1, . . . , fm)(x) =
∫
Rmn
Kγ(x, y1, . . . , ym)f1(y1) · · ·fm(ym) d~y.
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The simplest example of such an operator is the multilinear fractional integral
introduced by Kenig and Stein [14]:
Iγ(f1, . . . , fm)(x) =
∫
Rmn
f1(y1) · · · fm(ym)
(|x− y1|+ · · ·+ |x− ym|)mn−γ d~y.
They proved that for 1 < p1, . . . , pm ≤ ∞ and q such that 1q = 1p1 + · · ·+ 1pm −
γ
n
> 0,
‖Iγ(f1, . . . , fm)‖Lq . C‖f1‖Lp1 · · · ‖fm‖Lpm .
Moreover, if pi = 1 for some i, then the above inequality is replaced by the corre-
sponding weak-type estimate.
Lin and Lu [15] proved Hardy space estimates for multilinear fractional Caldero´n-
Zygmund operators, generalizing the results of Grafakos and Kalton [13] for multi-
linear singular integrals and the results in the linear case for fractional integrals due
to Stro¨mberg and Wheeden [20] and Gatto, et al. [12]. More precisely, they proved
that if 0 < p1, . . . , pm, q ≤ 1, then
‖Tγ(f1, . . . , fm)‖Lq . C‖f1‖Hp1 · · · ‖fm‖Hpm .
However, they had to make the restrictive assumption that 0 < γ < n.
Our first theorem is a generalization of the result of Lin and Lu to weighted Hardy
spaces. To state it, we first recall some basic definitions from the theory of Muck-
enhoupt weights. By a weight we mean a non-negative, locally integrable function.
Given a weight w and 1 < p <∞, we say w is in the Muckenhoupt class Ap, denoted
by w ∈ Ap, if for every cube Q,
−
∫
Q
w dx
(
−
∫
Q
w1−p
′
dx
)p−1
≤ C <∞.
The smallest such constant C is denoted by [w]Ap. The Ap classes are nested: Ap ⊂ Aq
if p < q. Hence we can define A∞ as the union of all the Ap classes, and define
rw = inf{p : w ∈ Ap}. For s > 1, we say that w satisfies a reverse Ho¨lder inequality
with exponent s, denoted by w ∈ RHs, if for every cube Q,(
−
∫
Q
ws dx
) 1
s
≤ C−
∫
Q
w dx.
The infimum of all the constants for which this is true is denoted by [w]RHs . A weight
is in Ap for some p > 1 if and only if it is in RHs for some s > 1.
Theorem 1.1. Let 0 < γ < mn. Given 0 < p1, . . . , pm <∞, define 0 < p <∞ by
(1.3)
1
p
=
1
p1
+ · · ·+ 1
pm
>
γ
n
,
and define 0 < q <∞ by
(1.4)
1
q
=
1
p
− γ
n
.
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Suppose that (w1, . . . , wm) is a vector of weights satisfying wi ∈ RH q
p
. If Kγ satisfies
(1.1) and (1.2) for some positive integer N > max{mn( rwi
pi
− 1), 1 ≤ i ≤ m}, then
(1.5) ‖Tγ(f1, . . . , fm)‖Lq(w) .
m∏
i=1
‖fi‖Hpi(wi),
where
w =
m∏
i=1
w
q
pi
i .
Remark 1.2. Even in the unweighted case Theorem 1.1 is a more general result than
that of Lin and Lu, since we extend the values of γ to the full range 0 < γ < mn.
Below, we will prove Theorem 1.1 as a special case of a more general result, The-
orem 3.1. It is more complicated to state, since it requires the existence of certain
qi > pi such that wi ∈ RH qi
pi
. However, this result has the advantage that it respects
the product structure in the multilinear setting, in that we do not have to assume
an identical condition on each weight wi. This phenomenon does not appear in the
diagonal case for multilinear singular integrals considered in [7], but it does play a
role in the conditions for multilinear multipliers given in [10].
As an application of our weighted estimates we extend our results to the variable
exponent setting. Variable exponent spaces are generalizations of the classical Lp
and Hp spaces where the constant exponent p is replaced by an exponent function
p(·). Intuitively, Lp(·) consists of all functions such that∫
Rn
|f(x)|p(x) dx <∞.
Harmonic analysis has been extensively studied on these spaces: see [1] for the history
and detailed references. The theory of variable exponent Hardy spaces Hp(·) was
introduced in [11]. Our second main result is Theorem 1.3. For brevity, we defer
some technical definitions to Section 4.
Theorem 1.3. Given 0 < γ < mn, let pi(·) ∈ P0, 1 ≤ i ≤ m, be log-Ho¨lder
continuous exponent functions such that 0 < [pi(·)]− ≤ [pi(·)]+ <∞ and
1
[p1(·)]+ + · · ·+
1
[pm(·)]+ >
γ
n
.
Define q(·) by
1
q(·) =
1
p1(·) + · · ·+
1
pm(·) −
γ
n
;
then
‖Tγ(f1, . . . , fm)‖Lq(·) .
m∏
i=1
‖fi‖Hpi(·) .
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The key tool in the proof Theorem 1.3 is a multilinear, off-diagonal version of
Rubio de Francia extrapolation, Theorem 4.1, which is of interest in its own right.
This result generalizes earlier multilinear extrapolation theorems into the scale of
variable exponent spaces [7, 8] and also the multilinear extrapolation theory in [3].
The remainder of this paper is organized as follows. In Section 2 we gather some
definitions and preliminary results needed in the proof of Theorem 1.1. In Section 3
we prove Theorem 1.1. Our proof draws upon ideas from [7, 10], but significant
modifications were required to handle the fractional nature of the kernel. Finally, in
Section 4 we give the necessary definitions and prove Theorems 4.1 and 1.3.
Throughout this paper, we will use n to denote the dimension of the underlying
space, Rn, and will use m to denote the “dimension” of our multilinear operators. By
a cube Q we will always mean a cube whose sides are parallel to the coordinate axes,
and for τ > 1 let τQ denote the cube with same center such that ℓ(τQ) = τℓ(Q). In
particular, let Q∗ = 2
√
nQ and Q∗∗ = (Q∗)∗. By C, c, etc. we will mean constants
that may depend on the underlying parameters in the problem. The values of these
constants may change from line to line. If we write A . B, we mean that A ≤ cB
for some constant c.
2. Preliminary results
For 0 ≤ γ < n, the fractional maximal function Mγ is defined by
Mγf(x) = sup
Q
ℓ(Q)γ
(
−
∫
Q
|f(y)|dy
)
χQ(x).
When γ = 0 we get the Hardy-Littlewood maximal operator and write Mf instead
of M0f .
For 1 < p < ∞ and 1 < r < ∞, given w ∈ Ap we have the Fefferman-Stein
inequality:
(2.1)
∥∥∥(∑
k
M(fk)
r
) 1
r
∥∥∥
Lp(w)
.
∥∥∥(∑
k
|fk|r
) 1
r
∥∥∥
Lp(w)
A similar result holds for Mγ . Given 0 < γ < n, 1 < p <
n
γ
and 1
q
= 1
p
− γ
n
, we say
w ∈ Ap,q if for all cubes Q,(
−
∫
Q
wq dx
) 1
q
(
−
∫
Q
w−p
′
dx
) 1
p′
≤ C <∞.
Muckenhoupt and Wheeden [16] showed that if w ∈ Ap,q, then
‖Mγf‖Lq(wq) . ‖f‖Lp(wp).
As a consequence of the off-diagonal Rubio de Francia extrapolation [4, Theorem 3.23],
we have that for 1 < r <∞ and w ∈ Ap,q,
(2.2)
∥∥∥(∑
k
Mγ(fk)
r
) 1
r
∥∥∥
Lq(wq)
.
∥∥∥(∑
k
|fk|r
) 1
r
∥∥∥
Lp(wp)
.
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For γ > 0, we have that
(2.3) ℓ(Q)γχQ∗ .Mγδ(χQ)
1
δ
for all 0 < δ ≤ 1. If we combine this estimate with (2.2) we get the following
vector-valued estimate.
Lemma 2.1. Given 0 < γ < ∞ and 0 < p < n
γ
, define q > 0 by 1
q
= 1
p
− γ
n
. Then
for any w ∈ RH q
p
, ∥∥∥∑
j
λjℓ(Qj)
γχQ∗j
∥∥∥
Lq(w
q
p )
.
∥∥∑
j
λjχQj
∥∥
Lp(w)
,
where λj > 0 and {Qj}j is any sequence of cubes.
Remark 2.2. Lemma 2.1 was first proved in [20] when 1 < p < n/γ in a two weight
setting. Our proof is much simpler. For another proof that also uses extrapolation
but avoids the vector-valued inequality see [6, Lemma 4.9].
Proof. For each δ ∈ (0, p), set qδ = q/δ, pδ = p/δ and uδ = w
1
pδ . Since w ∈ RH q
p
,
there exists δ > 0 sufficiently small so that
uqδδ = w
q
p ∈ A1+ qδ
(pδ)
′
.
Therefore, it follows from the definitions that uδ ∈ Apδ,qδ . Then we can apply in-
equalities (2.3) and (2.2) to get that∥∥∥∑
j
λjℓ(Qj)
γχQ∗j
∥∥∥
Lq(w
q
p )
.
∥∥∥∑
j
λjMγδ(χQj)
1
δ
∥∥∥
Lq(w
q
p )
=
∥∥∥(∑
j
λjMγδ(χQj)
1
δ
)δ∥∥∥ 1δ
Lqδ (w
qδ
pδ )
=
∥∥∥(∑
j
λjMγδ(χQj)
1
δ
)δ∥∥∥ 1δ
Lqδ (u
qδ
δ )
.
∥∥∥(∑
j
λjχQj
)δ∥∥∥ 1δ
Lpδ (u
pδ
δ )
=
∥∥∥∑
j
λjχQj
∥∥∥
Lp(w)
.

Lemma 2.3. Let γ, p, and q be real numbers as in Lemma 2.1 and suppose w ∈
RH q
p
∩ Ar for some r > 1. Then for ǫ > max(nrp , n) and any sequence {Qj}j of
cubes, ∥∥∥∑
j
λj
ℓ(Qj)
ǫχ(Q∗j )c
| · −cj |ǫ−γ
∥∥∥
Lq(w
q
p )
.
∥∥∥∑
j
λjχQj
∥∥∥
Lp(w)
,
where λj > 0 and cj is the center of the cube Qj.
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Proof. For each j, we first decompose Rn\Q∗j into annuli and then into non-overlapping
cubes Rklj such that
R
n \Q∗j =
∞⋃
l=0
3n−1⋃
k=1
Rklj
and such that |x − cj| ≈ 3lℓ(Qj) ≈ ℓ(Rklj ) for all x ∈ Rklj and all 1 ≤ h ≤ 3n − 1.
Consequently, for any fixed s > 0,
(2.4) |x− cj |−sχ(Q∗j )c(x) ≈
∞∑
l=0
3n−1∑
k=1
(
3lℓ(Qj)
)−s
χRklj (x).
Then by Lemma 2.1 and the equivalence (2.4) we have that
∥∥∥∑
j
λj
ℓ(Qj)
ǫχ(Q∗j )c
| · −cj |ǫ−γ
∥∥∥
Lq(w
q
p )
.
∥∥∥∑
j
∞∑
l=0
3n−1∑
k=1
λj3
−ǫlℓ(Rklj )
γχRklj
∥∥∥
Lq(w
q
p )
.
∥∥∥∑
j
∞∑
l=0
3n−1∑
k=1
λj3
−ǫlχRklj
∥∥∥
Lp(w)
=
∥∥∥∑
j
λjℓ(Qj)
ǫ
∞∑
l=0
3n−1∑
k=1
(3lℓ(Qj))
−ǫχRklj
∥∥∥
Lp(w)
.
∥∥∥∑
j
λjℓ(Qj)
ǫ| · −cj |−ǫχ(Q∗j )c
∥∥∥
Lp(w)
.
∥∥∥∑
j
λjM(χQj )
ǫ
n
∥∥∥
Lp(w)
.
∥∥∥(∑
j
λjM(χQj )
ǫ
n
)n
ǫ
∥∥∥ ǫn
L
ǫp
n (w)
.
∥∥∥∑
j
λjχQj
∥∥∥
Lp(w)
.
The last inequality holds because by our choice of ǫ, ǫp
n
> r, so w ∈ A ǫp
n
and we can
apply inequality (2.1). 
3. The proof of Theorem 1.1
In this section, we prove Theorem 1.1, and as we said in the introduction, we
actually prove a more general result.
Theorem 3.1. Given 0 < γ < mn and 0 < p1, . . . , pm < ∞ , define pas in (1.3)
and q as in (1.4). Suppose that qi are such that pi < qi < ∞, 1 ≤ i ≤ m, and
1
q1
+ · · ·+ 1
qm
= 1
q
, and (w1, . . . , wm) are weights such that wi ∈ RH qi
pi
. If Kγ satisfies
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(1.1) and (1.2) for some positive integer N > max{mn( rwi
pi
− 1), 1 ≤ i ≤ m}, then
‖Tγ(f1, . . . , fm)‖Lq(w) .
m∏
i=1
‖fi‖Hpi(wi),
where
w =
m∏
i=1
w
q
pi
i .
Remark 3.2. Theorem 1.1 follows from Theorem 3.1 by taking qi =
q
p
pi.
Proof. Recall that for w ∈ A∞, Hp(w) is defined as the set of all distributions f such
that MN0f ∈ Lp(w); here N0 is some large constant whose precise value does not
matter, though it will be implicit in our constants. For more information, see [19].
Let N be the positive integer as in the hypotheses of Theorem 1.1. Define
ON =
{
f ∈ C∞0 :
∫
Rn
xβf(x) dx = 0, 0 ≤ |β| ≤ N}.
Then Ei = ON ∩ Hpi(wi) is dense in Hpi(wi) for all 1 ≤ i ≤ m (see [7, 19]). As
proved in [7, Theorem 2.6] for each fi ∈ Ei, 1 ≤ i ≤ m, we have a finite atomic
decomposition:
(3.1) fi =
∑
ki
λi,kiai,ki,
where λi,ki > 0, |ai| ≤ χQi,ki for some cube Qi,ki,
∫
xαai,kidx = 0 for all |α| ≤ N , and
(3.2)
∥∥∑
ki
λi,kiχQi,ki
∥∥
Lpi (wi)
. ‖fi‖Hpi(wi).
By a standard density argument, it will suffice to show that inequality (1.5) holds
for fi of the form (3.1). Define 0 < γi <∞ by
γi
n
=
1
pi
− 1
qi
, 1 ≤ i ≤ m.
From the hypothesis (1.4) we get
(3.3)
m∑
i=1
γi = γ, 0 < γi <
n
pi
, 1 ≤ i ≤ m.
By the multilinearity of Tγ we get that
Tγ(f1, . . . , fm)(x) =
∑
k1,...,km
λ1,k1 · · ·λm,kmTγ(a1,k1 , . . . , am,km)(x).
Given a cube Q and ~k = (k1, . . . , km), define
E~k = ∩mi=1Q∗i,ki, F~k = Rn \ E~k.
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Then we can decompose Tγ(f1, . . . , fm) = G1 +G2 where
G1 =
∑
k1,...,km
λ1,k1 · · ·λm,kmTγ(a1,k1, . . . , am,km)χE~k ,
G2 =
∑
k1,...,km
λ1,k1 · · ·λm,kmTγ(a1,k1, . . . , am,km)χF~k .
To estimate the first term, we may assume that E~k is not empty. With γi as defined
by (3.3) we can estimate Tγ(a1,k1 , . . . , am,km)(x) for all x ∈ E~k as follows:
|Tγ(a1,k1 , . . . , am,km)(x)| ≤
∫
Rmn
χQ1,k1 (y1) · · ·χQm,km (ym) d~y(|x− y1|+ · · ·+ |x− ym|)mn−γ
≤
m∏
i=1
( ∫
Qi,ki
|x− yi|γi−ndyi
)
χQ∗i,ki
(x)
.
m∏
i=1
ℓ(Qi,ki)
γiχQ∗i,ki
(x).(3.4)
We can now estimate the quasi-norm of G1 as follows:
‖G1‖Lq(w) =
∥∥∥ ∑
k1,...,km
λ1,k1 · · ·λm,kmTγ(a1,k1 , . . . , am,km)χE~k
∥∥∥
Lq(w)
.
∥∥∥ ∑
k1,...,km
λ1,k1 · · ·λm,km
m∏
i=1
ℓ(Qi,ki)
γiχQ∗i,ki
∥∥∥
Lq(w)
=
∥∥∥ m∏
i=1
(∑
ki
λi,kiℓ(Qi,ki)
γiχQ∗i,ki
)∥∥∥
Lq(w)
≤
m∏
i=1
∥∥∥∑
ki
λi,kiℓ(Qi,ki)
γiχQ∗i,ki
∥∥∥
Lqi (w
qi/pi
i )
(3.5)
.
m∏
i=1
∥∥∥∑
ki
λi,kiχQi,ki
∥∥∥
Lpi(wi)
;(3.6)
for inequality (3.5) we used Ho¨lder’s inequality, and for (3.6) we used Lemma 2.1.
To estimate G2, fix x ∈ F~k. Then there exists a non-empty subset Λ of {1, . . . , m}
such that x /∈ Q∗i,ki, for all i ∈ Λ and x ∈ Q∗j,kj for all 1 ≤ j ≤ m, j 6∈ Λ. Let Qi0,ki0 ,
for some i0 ∈ Λ, be the cube with smallest length among Qi,ki , i ∈ Λ and let ci,ki be
the center of the cube Qi,ki. Note that since x /∈ Q∗i0,ki0 , |x− y0| . |x− ci0,ki0 | for all
yi0 ∈ Qi0,ki0 . Let
PN(x, y1, . . . , , ci0,ki0 , . . . , ym) =
∑
|β|<N
∂βi0Kγ(x, y1, . . . , , ci0,ki0 , . . . , ym)
β!
(yi0 − ci0,ki0 )β
MULTILINEAR FRACTIONAL OPERATORS ON WEIGHTED HARDY SPACES 9
be the Taylor polynomial of Kγ. Then the cancellation conditions satisfied by the
atoms ai0,ki0 and the smoothness of Kγ in (1.2) imply that
|Tγ(a1,k1 , . . . , am,km)(x)|
≤
∫
|Kγ(x, y1, . . . , ym)− PN(x, y1, . . . , , ci0,ki0 , . . . , ym)|
m∏
i=1
|ai,ki(yi)|d~y
.
∫
ℓ(Qi0,ki0 )
N
∏m
i=1 χQi,ki (yi) d~y
(|x− y1|+ · · ·+ |x− ym|)mn+N−γ
.
∏
i∈Λ
∫
ℓ(Qi0,ki0 )
N
|Λ|χQi,ki (yi) dyi
|x− yi|n+
N
|Λ|
−γi
·
∏
i/∈Λ
∫
χQi,ki (yi)dyi
|x− yi|n−γi
.
∏
i∈Λ
∫
ℓ(Qi,ki)
N
|Λ|χQi,ki (yi) dyi
|x− yi|n+
N
|Λ|
−γi
·
∏
i/∈Λ
∫
χQi,ki(yi)dyi
|x− yi|n−γi
.
∏
i∈Λ
ℓ(Qi,ki)
ǫNχ(Q∗i,ki)
c(x)
|x− ci,ki|ǫN−γi
·
∏
i/∈Λ
ℓ(Qi,ki)
γiχQ∗i,ki
(x),(3.7)
where ǫN = n +
N
m
. (For details of this calculation, see [7, Lemma 3.6].) Since
wi ∈ RH qi
pi
⊂ A∞, 1 ≤ i ≤ m, for all ri > rwi, wi ∈ Ari . By our assumption on N in
the hypotheses, we can choose ri close enough to rwi so that
ǫN = n+
N
m
>
ri
pi
.
If we combine the above estimates we get
‖G2‖Lq(w) ≤
∥∥∥ ∑
k1,...,km
λ1,k1 · · ·λm,km|Tγ(a1,k1, . . . , am,km)|χF~k
∥∥∥
Lq(w)
.
∥∥∥ ∑
k1,...,km
∏
i∈Λ
λi,kiℓ(Qi,ki)
ǫNχ(Q∗i,ki )
c
| · −ci,ki |ǫN−γi
·
∏
i/∈Λ
λi,kiℓ(Qi,ki)
γiχQ∗i,ki
∥∥∥
Lq(w)
.
By Ho¨lder”s inequality, and Lemmas 2.1 and 2.3 we get
‖G2‖Lq(wq) .
∏
i∈Λ
∥∥∥∑
ki
λi,ki
ℓ(Qi,ki)
ǫNχ(Q∗i,ki )
c
| · −ci,ki |ǫN−γi
∥∥∥
Lqi (w
qi/pi
i )
×
∏
i/∈Λ
∥∥∥λi,kiℓ(Qi,ki)γiχQ∗i,ki
∥∥∥
Lqi (wqi/pi)
.
m∏
i=1
∥∥∥∑
ki
λi,kiχQi,ki
∥∥∥
Lpi(wi)
.(3.8)
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Combining (3.6) and (3.8) we get
‖Tγ(f1, . . . , fm)‖Lq(w) .
m∏
i=1
∥∥∥∑
ki
λi,kiχQi,ki
∥∥∥
Lpi(wi)
,
which, when combined with (3.2), gives us the desired estimate for Tγ . 
Remark 3.3. If 0 < γ < (m− l)n for some 1 ≤ l < m, then we can allow at most l
exponents among the {p1, . . . , pm} to be infinite and the conclusion of Theorem 3.1
is still true, replacing Hpi(wi) with L
∞. To see this, first note that we may assume
that pm−l+1 = · · · = pm = ∞. Then we can integrate in ym−l+1, . . . , ym to estimate
(3.7) as follows:
|Tγ(a1,k1 , . . . , am−l,km−l, fm−l+1, . . . , fm)(x)|
≤
∫
Rmn
χQ1,k1 (y1) · · ·χQm−l,km−l (ym−l)fm−l+1(ym−l+1) · · · fm(ym) d~y(|x− y1|+ · · ·+ |x− yl|)nl−γ
≤
∫
Rnl
χQ1,k1 (y1) · · ·χQm−l,km−l (ym−l) dy1 · · · dyl(|x− y1|+ · · ·+ |x− yl|)nl−γ
m∏
i=l+1
‖fi‖L∞
≤
l∏
i=1
(∫
Qi,ki
|x− yi|γi−ndyi
)
χQ∗i,ki
(x)
m∏
i=l+1
‖fi‖L∞
.
l∏
i=1
ℓ(Qi,ki)
γiχQ∗i,ki
(x)
m∏
i=l+1
‖fi‖L∞ .
If we now repeat the argument in the proof of Theorem 1.1, we get
‖Tγ(f1, . . . , fm)‖Lq(w) .
l∏
i=1
‖fi‖Hpi (wi)
m∏
i=l+1
‖fi‖L∞ .
In their work, Lin and Lu [15, Theorem 2.1] assumed an unweighted estimate
similar to this one when l = m − 1. This helps to explain the restriction 0 < γ < n
in their results.
4. Boundedness on Variable Hardy Spaces
In this section, we state and prove the analogue of Theorem 1.1 on the variable
exponent Hardy spaces, Hp(·). To do so, we first recall some basic facts about the
variable exponent Lebesgue and Hardy spaces. For complete background information
we refer the reader to [1].
Let P0(Rn) be the set of all measurable functions p(·) : Rn → (0,∞). Define
[p(·)]− = ess inf
x∈Rn
p(x), [p(·)]+ = ess sup
x∈Rn
p(x).
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Given p(·) ∈ P0(Rn) define Lp(·) = Lp(·)(Rn) to be the set of all measurable functions
f such that for some λ > 0,
ρ(f/λ) =
∫
Rn
( |f(x)|
λ
)p(x)
dx <∞.
This becomes a quasi-Banach space with the quasi-norm
‖f‖Lp(·) = inf {λ > 0 : ρ(f/λ) ≤ 1} .
If [p(·)]− ≥ 1, then ‖ · ‖Lp(·) is a norm and Lp(·) is a Banach space. For all p > 0, if
p(·) = p a constant, then Lp(·) = Lp with equality of norms, so the variable exponent
Lebesgue spaces are a generalization of the classical Lp spaces.
Let B denote the collection of exponents p(·) such that the Hardy-Littlewood max-
imal operator is bounded on Lp(·). A sufficient (but not necessary) condition for
p(·) ∈ B is that 1 < [p(·)]− ≤ [p(·)]+ < ∞ and p(·) is log-Ho¨lder continuous: there
exist constants C0, C∞ and p∞ such that
|p(x)− p(y)| ≤ C0− log(|x− y|) , 0 < |x− y| <
1
2
,
and
|p(x)− p∞| ≤ C∞
log(e + |x|) .
Given p(·) ∈ P0(Rn), the variable Hardy space Hp(·) is defined to be the set of
all distributions f such that MN0f ∈ Lp(·). Again, we here assume N0 > 0 is a
sufficiently large integer so that all the standard definitions of the classical Hardy
spaces are equivalent in Hp(·). For further details, see [7, 11].
We will prove norm inequalities in the variable exponent Lebesgue and Hardy
spaces from the corresponding weighted norm inequalities by applying the theory
of Rubio de Francia extrapolation. In the linear case this approach was introduced
in [1, 2, 5], and multilinear versions of extrapolation into the variable Lebesgue spaces
were proved in [7, 8]. Here we need a generalization of these results similar to the
multilinear extrapolation theorem proved in [3]. We state our extrapolation results
in terms of extrapolation (m+ 1)-tuples; for more on this approach, see [5, 8].
Theorem 4.1. Let F = {(f1, . . . , fm, F )} be a family of (m + 1)-tuples of non-
negative, measurable functions on Rn. Given 0 < γ < mn and exponents 0 < pi <∞,
1 ≤ i ≤ m, such that (1.3) holds, define q > 0 by (1.4). Suppose that for all exponents
pi < qi <∞ such that
1
q
=
1
q1
+ · · ·+ 1
qm
,
and for all weights wi ∈ RHqi/pi, with w =
∏m
i=1w
q/pi
i , we have that
(4.1) ‖F‖Lq(w) .
m∏
i=1
‖fi‖Lpi (wi)
for all (f1, . . . , fm, F ) ∈ F such that F ∈ Lq(w), where the implicit constant depends
only on n, pi, and [wi]RHqi/pi .
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Let pi(·) ∈ P0, 1 ≤ i ≤ m, be such that each pi(·) is log-Ho¨lder continuous,
pi < [pi(·)]− ≤ [pi(·)]+ <∞, and
(4.2)
1
[p1(·)]+ + · · ·+
1
[pm(·)]+ >
γ
n
.
Define q(·) by
(4.3)
1
q(·) =
1
p1(·) + · · ·+
1
pm(·) −
γ
n
.
Then for all (f1, . . . , fm, F ) ∈ F such that ‖F‖Lq(·) <∞,
(4.4) ‖F‖Lq(·) .
m∏
i=1
‖fi‖Lpi(·).
The implicit constant only depends on n, [pi(·)]−, [pi(·)]+, and the log-Ho¨lder con-
stants of pi(·).
Remark 4.2. It will be clear from the proof that we can weaken the hypothesis that
each pi(·) is log-Ho¨lder continuous, and instead assume that the maximal operator is
bounded on a certain family of variable exponent Lebesgue spaces. Details are left
to the interested reader.
Remark 4.3. Theorem 4.1 is stated so that its hypotheses coincide with the weighted
results in Theorem 3.1. We can also prove an extrapolation theorem starting from
the weaker conclusion given in Theorem 1.1. The proof below can be modified, but
we need to assume that the exponents pi(·) have bounded oscillation: more precisely,
that
pi < [pi(·)]− ≤ [pi(·)]+ < qpi
q − p.
Details of this result are left to the interested reader. The fact that we can remove
this upper bound on [pi(·)]+ is another reason for proving the stronger result in
Theorem 3.1.
Proof. For our proof we need a family of Rubio de Francia iteration algorithms. To
construct them, we will define some exponent functions and show that the maximal
operator is bounded on the associated variable Lebesgue space. By (4.2), for each i,
1 ≤ i ≤ m, we can fix γi > 0 such that
γ =
n∑
i=1
γi,
and [pi(·)]+ < n/γi. Define qi > 0 by
1
pi
− 1
qi
=
γi
n
and define the variable exponents qi(·) by
1
pi(·) −
1
qi(·) =
γi
n
.
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But then by (4.3) we have that
1
q(·) =
1
q1(·) + · · ·+
1
qm(·) ,
and so
1
[q(·)]− ≤
m∑
i=1
1
[pi(·)]− −
γ
n
<
m∑
i=1
1
pi
− γ
n
=
1
q
.
Therefore, if we define q(·) = q(·)/q, then [q(·)]− > 1. Similarly, if we define pi(·) =
pi(·)/pi, then [pi(·)]− > 1.
Now let σi(·) = piqi p′i(·). We claim that [σi(·)]− > 1. However, this inequality
follows from some standard estimates for dual exponents in the variable exponent
Lebesgue spaces [1, p. 14]: this inequality is equivalent to [p′i(·)]− > qipi , which in turn
is equivalent to [pi(·)]′+ > qipi , and this in turn is equivalent to
[pi(·)]+ < pi
(
qi
pi
)′
=
n
γi
,
which we know to hold.
We also have that each σi(·) is log-Ho¨lder continuous since each pi(·) is. Therefore,
the Hardy-Littlewood maximal operator is bounded on Lσi(·). Hence, we can define
the iteration operator Ri, acting on non-negative functions h, by
Rih(x) =
∞∑
j=0
M jh(x)
2j‖M‖j
Lσi(·)
,
whereM jh = M ◦· · ·◦Mh is j iterates of the maximal operator, andM0h = h. Then
by a standard argument [1, p. 210] and a rescaling property of A1 ∩RHs weights [9],
we have the following:
(1) h(x) ≤ Rih(x);
(2) ‖Rih‖Lσi(·) ≤ 2‖h‖Lσi(·);
(3) Rih ∈ A1, and [Rih]A1 ≤ 2‖M‖Lσi (·);
(4) (Rih)pi/qi ∈ A1 ∩RHqi/pi, and [(Rih)pi/qi]RHqi/pi depends only on [Rih]A1 .
Define a family of auxiliary exponents θi, 1 ≤ i ≤ m, by
θi(·) = qq
′(·)
pip
′
i(·)
.
Then
(4.5)
m∑
i=1
θi(·) = qq′(·)
m∑
i=1
1
pip
′
i(·)
= qq′(·)
m∑
i=1
1
pi
(
1− pi
pi(·)
)
= qq′(·)
m∑
i=1
(
1
pi
− 1
pi(·)
)
= q′(·)− q
′(·)
q(·) = 1.
We can now prove the desired inequality. Fix (f1, . . . , fm, F ) ∈ F such that F ∈
Lq(·). Since q(·) > 1, by rescaling and the associate norm in variable exponent
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Lebesgue spaces [1, Prop. 2.18, Thm. 2.34], there exists h ∈ Lq′(·), ‖h‖Lq′(·) = 1, such
that
(4.6) ‖F‖q
Lq(·)
= ‖F q‖Lq(·) .
∫
Rn
F qh dx
=
∫
Rn
F q
m∏
i=1
hθi(·) dx .
∫
Rn
F q
m∏
i=1
[
Ri
(
h
q′(·)qi
p′
i
(·)pi
) pi
qi
] q
pi
dx.
By construction, we have that for each i
Ri
(
h
q′(·)qi
p′
i
(·)pi
) pi
qi ∈ A1 ∩ RHqi/pi .
Assume for the moment that the last term in the above inequality is finite. If it is,
then we can apply our hypothesis (4.1) and the generalized Ho¨lder’s inequality in the
scale of variable Lebesgue spaces [1, Theorem. 2.26] to get
∫
Rn
F q
m∏
i=1
[
Ri
(
h
q′(·)qi
p′
i
(·)pi
)pi
qi
] q
pi
dx
.
m∏
i=1
(∫
Rn
f pii Ri
(
h
q′(·)qi
p′
i
(·)pi
) pi
qi dx
) q
pi
.
m∏
i=1
‖f pii ‖
q
pi
Lpi(·)
‖Ri
(
h
q′(·)qi
p′
i
(·)pi
)pi
qi ‖
q
pi
Lp
′
i
(·)
.
Again by rescaling we have that ‖f pii ‖
q
pi
Lpi(·)
= ‖fi‖qLpi(·). Thus to complete the proof
of inequality (4.4) we will show that
(4.7) ‖Ri
(
h
q′(·)qi
p′
i
(·)pi
) pi
qi ‖
Lp
′
i
(·) = ‖Ri
(
h
q′(·)qi
p′
i
(·)pi
)‖ piqi
Lσi(·)
. 1.
By the properties of the iteration operator and rescaling,
‖Ri
(
h
q′(·)qi
p′
i
(·)pi
)‖ piqi
Lσi(·)
. ‖h
q′(·)qi
p′
i
(·)pi ‖
pi
qi
Lσi(·)
= ‖h
q′(·)
p′
i
(·)‖
Lp
′
i
(·).
By the relationship between the norm and the modular in variable exponent spaces
[1, Prop. 2.21], since ‖h‖Lq′(·) = 1,
1 =
∫
Rn
h(x)q
′(x) dx =
∫
Rn
(
h(x)
q′(x)
p′
i
(x)
)p′i(x)
dx,
and this in turn implies that
‖h
q′(·)
p′
i
(·)‖
Lp
′
i
(·) = 1.
Finally, to complete the proof we need to justify our assumption that the last term
in (4.6) is finite. If we divide the second and last terms of the identity (4.5) by q′(·),
we get
1 =
1
q(·) +
m∑
i=1
q
pi
1
p′i(·)
=
1
q(·) .
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Hence, by the multi-term generalized Ho¨lder’s inequality in variable exponent Lebesgue
spaces [1, Cor. 2.30],∫
Rn
F q
m∏
i=1
[
Ri
(
h
q′(·)qi
p′
i
(·)pi
)pi
qi
] q
pi
dx . ‖F q‖Lq(·)
m∏
i=1
‖
[
Ri
(
h
q′(·)qi
p′
i
(·)pi
) pi
qi
] q
pi ‖
Lpip
′
i
(·)/q .
By rescaling, the first term becomes ‖F‖q
Lq(·)
which is finite, and by rescaling and (4.7)
we see that the remaining terms are all uniformly bounded. 
Theorem 1.3 follows directly from Theorem 4.1 and a careful density argument.
Proof of Theorem 1.3. From condition (4.2) we can find pi > 0 such that pi < [pi(·)]−
and
1
p1
+ · · ·+ 1
pm
>
γ
n
.
Therefore, by Theorem 3.1, given qi > pi such that wi ∈ RHqi/pi, inequality (1.5)
holds. We can use this to apply Theorem 1.3 if we can define the appropriate family
F of extrapolation (m+ 1)-tuples.
Since each pi(·) is log-Ho¨lder continuous and [pi(·)]− > 0, 1 ≤ i ≤ m, there exists
an N depending only on the pi(·) and on n such that functions of the form
f =
M∑
j=1
λjaj,
where each aj is an (N,∞) atom, are dense in Hpi(·) [11, Theorem. 6.3]. All such
functions are also contained in Hp(w), for any p > 0 and w ∈ A∞. Denote the set
of such functions by A. Define the family of (m+ 1)-tuples F = {(f1, . . . , fm, FR)},
where fi = MN0gi, gi ∈ A, R > 0, and
FR = min
(|Tγ(g1, . . . , gm)|, R)χB(0,R).
Since ‖χB(0,R)‖Lq(·) < ∞ [1, Lemma 2.39], we have that ‖FR‖Lq(·) < ∞. Further,
given any weights wi ∈ RHqi/pi, and w =
∏m
i=1w
q/pi
i , by Ho¨lder’s inequality with
exponents qi/q we have that
‖FR‖Lq(w) ≤ R
(∫
B(0,R)
m∏
i=1
w
q/pi
i dx
)1/q
≤ R
m∏
i=1
(∫
B(0,R)
w
qi/pi
i dx
)1/qi
<∞.
But then by (1.5) we have that given any (m+ 1)-tuple in F ,
‖FR‖Lp(w) .
m∏
i=1
‖gi‖Hpi(wi) =
m∏
i=1
‖fi‖Lpi (wi),
which gives us (4.1). Therefore, by Theorem 4.1,
‖FR‖Lq(·) .
m∏
i=1
‖fi‖Lpi(·) =
m∏
i=1
‖gi‖Hpi(·) .
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By Fatou’s lemma in the variable exponent Lebesgue spaces [1, Theorem. 2.61],
‖T (g1, . . . , gm)‖Lq(·) ≤ lim inf
R→∞
‖FR‖Lq(·) .
m∏
i=1
‖gi‖Hqi(·).
This establishes the desired norm inequality of T for a dense family of functions, and
Theorem 1.3 follows by a standard approximation argument. 
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