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Recent research suggests that a query reformulation system based on deep
reinforcement learning has been effective at improving search performance,
claiming superior performance to “traditional” techniques such as BM25.
However, there is strong evidence to suggest that BM25 has not been sys-
tematically outperformed since the early 1990s because it is possibly the
upperbound of adhoc retrieval. Given these two contrasting claims, we
carry out our own investigations in this thesis by implementing a query
reformulation system based on deep reinforcement learning and conduct a
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Satisfying users’ information needs is the primary goal of information retrieval. Con-
necting users with high quality information that fits their purposes has direct and
observable impact in the real world. At any given moment a large number of users use
a web search engine for a wide range of tasks ranging from finding relevant academic
papers to finding the nearest restaurant.
This goal is often achieved by deploying effective techniques to search and rank
results, based on relevance to the user. However, determining what is relevant to the
user is an inherently difficult problem. A study on web search found that the average
web query is only 2.4 words in length [34]. This problem of retrieving, ranking, and
presenting documents based on users’ information needs deduced from a short query
is known as the ad hoc retrieval problem. Modern information retrieval systems must
develop relevance modelling techniques which can effectively “guess” users’ intentions
from such limited information.
These issues are the core motivating factors in information retrieval research. Over
the years information retrieval researchers have been developing models and techniques
for finding and placing content likely to be relevant to the user to the top of the results
list. Some techniques focus on the ranking of documents, using ranking paradigms
such as vector space based models and statistical language based models, and term
weighting functions such as TF.IDF [31] and BM25 [8]. Other methods, such as rel-
evance feedback, allow the user to provide additional information to indicate relevant
and non relevant documents, refining the results list even further by re-ranking results.
Pseudo relevance feedback makes the assumption that documents that ranked highly
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from the first round of search are likely to be relevant, and re-rank the results list to
place similar documents to those at the top of the results list. Popular methods in this
field include automatic query reformulation and thesaurus based term expansion. The
pursuit of improvement in effectiveness of ad hoc retrieval is an active area in research,
where ongoing efforts attempt to improve the state of search.
1.2 Motivation
Despite continuing effort in making improvement in ad hoc retrieval in recent years,
several studies suggests there has been little to no evidence of significant improvement
in retrieval quality since the 1990s, when BM25 was first introduced. BM25 and it’s
variants are considered to be the state of the art in ranked retrieval, and no other
approach has been found to systematically outperform the performance of BM25 [39].
In 2009, Armstrong et al [1] conducted a large scale, systematic comparison across
five publicly available search engines, 17 different configurations, using 9 standard
datasets, and found no significant improvement in effectiveness of ad hoc retrieval
since 1994. Trotman & Keeler [38] showed that the reason for this observation is that
BM25 performs close to human level, and that there may be little room for significant
improvement in the field of ad hoc retrieval beyond it.
Given this evidence that BM25 is perhaps the upper bound of ad hoc retrieval, we
were intrigued by the work of Nogueira & Cho [23], who claimed that it is possible to
achieve superior performance in retrieval effectiveness by framing query reformulation
as a deep reinforcement learning problem. Nogueira & Cho trained a deep neural net-
work model with reinforcement learning, and achieved Mean Average Precision higher
than baselines with BM25.
In recent years, Deep Reinforcement Learning has shown promising results in many
areas. Reinforcement learning presents a problem as an interactive environment and
lets a learning agent interact with it. The agent explores the environment through
this interactive process, sending actions to the environment and observes the resulting
reward, in this process gathers further information about the task, which eventually
leads to improved performance.
Through a combination of reinforcement learning with the generalization power of
deep neural networks, it has been shown that a well-trained reinforcement learning
agent is capable of solving several complex problems. Notable examples include video
game control [20], and winning highly complex board games against top human players
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[32].
The motivation of this thesis stems from a curiosity at the effectiveness of this
approach. Given the previous success of deep reinforcement learning, it is plausible
that this novel approach can yield superior results. However, there is evidence that
BM25 is a strong baseline that has not been systematically outperformed by other
methods. Given these two claims, we are motivated to conduct our own investigations
and gather further evidence.
1.3 Research Question and Thesis Outline
In this thesis, we set out to compare the effectiveness of a deep reinforcement learning
based approach to pseudo relevance feedback compared to BM25 based approaches. In
order to do so we reproduce a deep reinforcement learning agent based on the proposed
framework of Nogueira & Cho, and conduct experiments using an open-source search
engine, ATIRE [37]. The aim is to collect empirical evidence from our experiments
to evaluate whether deep reinforcement learning is a suitable approach to the ad hoc
retrieval problem compared to non-deep learning, BM25 based approaches.
Chapter 2 provides relevant background on information retrieval and neural net-
works. In chapter 3 we discuss our experiment methods, and evaluation metrics for
information retrieval experiments. We describe the process of interpreting and re-
producing the framework proposed by Nogeira and Cho [23], as well as associated
experiments and results in chapter 4. We build on these findings, and propose an im-
provement method in chapter 5, and evaluate the resulting system. Finally, chapter 6





Information retrieval systems are commonly referred to as “search engines”. Naturally,
search is the core function of an information retrieval system. In order to provide this
function, an information retrieval system needs to acquire a document collection, often
web pages, or in the case of research, standard data sets such as the TREC collections.
The system parses the document collection into atomic tokens known as terms. Terms
and other useful information are then stored in specialised data structures for effective
and efficient retrieval, this step is known as indexing. A typical data structure used
for this purpose is an inverted index.
The inverted index consists of a dictionary and a postings list for each term in the
dictionary. The dictionary keeps track of the unique terms in the document collection,
while the postings list keeps track of the document each term appears in. Other useful
statistics associated terms are also stored in the index, common examples include term
frequency (number of time a term, t appears in a document,d), document frequency
Figure 2.1: Illustration of an inverted index
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(number of documents containing term t), and the length of each document for nor-
malisation operations. Figure 2.1 illustrates an example of a minimal inverted index,
with document IDs in the postings list.
In a typical use case, a user attempts to represent their information needs in the
form of a query, typically consisting of some number of terms. The system can perform
a search in a number of ways. The most naive method combines exact term matching
and Boolean operations. The system first looks up each term in the dictionary, and
then retrieves it’s postings list. The posting lists for the terms are combined and
returned to the user. The combination is based on the user’s specification of Boolean
operators, AND, OR, and NOT. These Boolean operators correspond to various set
operations. This method is known as Boolean retrieval. It is one of the earliest form of
retrieval methods, and is still available as a feature in some commercial search engines.
2.2 Relevance Ranking
Boolean retrieval is suitable for users that may know exactly what documents they are
looking for, and the terms contained in those documents. However, this is not a typical
search engine user’s behaviour. A 2001 survey shows that less than five percent of web
search engine user’s use Boolean operators during web search[34]. A more typical
user often begins with a vague idea of a topic, then searches in an iterative fashion.
The typical process involves typing in a few terms, search, refine the query, and search
again. This process repeats until the user either finds what they are looking for, or gives
up from frustration and perhaps switches to another search engine. Boolean retrieval
is unlikely to work well with this approach, because it creates a feast or famine like
situation. Using Boolean AND to join the terms in the query could result in too few
documents being retrieved, while using Boolean OR could result in too many to be
useful to the user. The results presented by Boolean retrieval are also not ordered to
suit the user’s information needs, instead ordered by the document ID stored internally
in the index. This ordering is not useful to the typical user.
Ranked retrieval aims to solve this problem by sorting the results list based on their
relevance to a users information need. However, deciding what the users information
needs are is a challenging problem. Usually only a limited amount of information about
the user is known to the system. The problem facing information retrieval researchers
in regards to satisfying the user’s information need is essentially a problem of “do what
I mean, not what I say”. The system must model what is relevant to a user based
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on partial knowledge. Research in ranking aims to solve the problem of modelling
relevance. Over the years several major models for computing relevance have been
proposed and used, these will be covered in the next section.
2.2.1 Paradigms in Ranking
Vector Space Model
One of the most prominent ranked retrieval models is the Vector Space Model, first
proposed by Salton et al. [31] in the SMART information retrieval system. Under this
model, each document in the collection is represented as a vector in a high dimensional
vector space. Each unique term in the dictionary represents a new dimension in this
vector space. The user’s query is also viewed as a document, albeit with few terms,
represented as a vector in the same vector space as the collection.
Under this model, each document in the collection is represented by an M dimen-
sional, real valued vector, where M is the total number of terms in the corpus. The
value on each axis is determined by some term weighting scheme. The number of di-
mensions can be very large depending on the size of the corpus, thus each document
vector is likely to be sparse. Most of the axis will be set at the origin due to a document
only containing a small subset of all possible terms from the corpus. For this reason
typically the vector space model only includes documents in the results list, where the
query terms are contained. Another intuitive way to conceptualize the Vector Space
Model is to view the vector space as a M ×N matrix, where there are M terms in the
dictionary, and N number of documents in the collection.
The relevance of a document d, with respect to a user’s query q, is determined based
on similarity between the vector representation of the two, based on some distance
function. Cosine distance is commonly used as the distance function. This is computed
by the dot product between the two vectors as:
sim(d1, q) = ~v(d1)~v(q) (2.1)
The vector space model makes several assumptions about the query. Firstly, each
term is assumed to be independent from other terms in the query. A document’s
relevance is based on the summation of contribution of each term inside the document,
regardless of the order they may appear in. This is known as bag-of-words model.
Secondly, terms are not equal. It is unlikely that every term in a users query would
be equally relevant to the users information need. It is therefore necessary to weight
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the terms inside a document based on the likelihood of these terms being useful to the
users information needs.
Probabilistic ranking and language modelling
A different paradigm to approach document ranking is by framing it as a probability
problem. There are two major schools of thoughts within this paradigm; classical
probability models prominent in early years of information retrieval, and the recent
emergence of language modelling.
Classical probabilistic retrieval was first proposed by Robertson and Spack-Jones
along with the Binary Independence Model [26]. The key idea is that there are two
classes of documents; either they are relevant to the user or not relevant. Various
techniques are used to estimate the probability of a document falling into either of those
categories, such as Naive Bayes, and the 2-Poisson model [27]. While the performance
of these early probabilistic models is not as good as a well tuned vector space model,
the ideas behind this technique paved the foundation for the development of other
approaches.
Ponte and Croft introduced the idea of language modelling in 1998 [25]. This
approach assumes that a document d is an observation generated under a language
model. In order to rank documents with regards to a query, a language model is
first estimated for each document in the collection, and the document’s relevance to a
query is decided by the likelihood that the model which generated the document will
also generate the query. Another way to think about this is the likelihood of getting
the query, q, by sampling random terms from the document, d, expressed as :
rel(d|q) = P (q|d) (2.2)
The probability of generating a query from a document is computed from the prod-





The probability of P (t|d) is estimated using the Maximum Likelihood Model, which
can create a data sparseness problem. If a term is not in a document, then the probabil-
ity of the document being relevant to the query drops to zero. This is mathematically
correct, but unlikely to be helpul to the user.
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One approach to mitigate this sparsity issue is to use a background language model
and smoothing techniques. This approach adjusts the parameters in the Maximum
Likelihood Model and assumes that a document is only a partial observation under the
language model, estimating the hypothetical next term in the document from the col-
lection. Effective choices include Direchlet smoothing and Jelinek-Mercer smoothing.
Zhai and Croft [43] conducted a comprehensive study of various smoothing techniques
and parameters to mitigate this issue, showing that more verbose queries, in general,
are more sensitive to smoothing techniques, and combining multiple smoothing tech-
niques are effective.
Lavrenko and Croft [13] proposed an alternative approach to language modelling
by combining classical probability models and language modelling. This technique
provides an different solution to the sparsity problem, estimating terms relevant to the
query based on the query alone.
2.2.2 Term Weighing Techniques
In the vector space model, the placement of a term along a dimension is determined
by some weighting factor. Various weighting schemes have been developed to weight
terms based on modelling user’s intentions in order to rank documents that are more
likely to be useful to the user highly.
TF.IDF
An early weighting scheme is TF.IDF, proposed by Salton et al [31] alongside the
original Vector Space Model.
Suppose term frequency, tft,d is the number of times a term t in the user’s query
appears in a document, d. Intuitively, a document that has a higher tft,d is more likely
to be more relevant to the query than a document with a low tft,d.
However, ranking the results naively by tf can become problematic. Firstly, term
frequency alone does not model how well a document satisfies a user’s information need,
as it implies that all terms in the query are equally important, which is rarely the case.
For example, in English, terms like “of” and “the” are often connective terms that
do not bear much semantic content. Inverse document frequency(idf) was introduced
to address this problem. The goal is to give rarer terms higher weight compared to






Where N is the total number of documents in the collection. The intuition is that
if a query term appears in all of the documents, then it is not “about” any particular
document. If a term appears in the query, and few documents from the collection, then
it is highly likely that the document is relevant in relation to the term.
Combining the two, the tf.idf ranking scheme becomes:
tf.idft = tft,d.idft (2.5)
Secondly, ranking by tf alone assumes that relevance scales linearly with term
frequency. Suppose a term t appears in two documents, d1 and d2. d1 with a tft,d1 = 100
is indeed likely more relevant than another document, d2 with tft,d2 = 10. Though it
is unlikely to be 10 times more relevant compared to d2.
In practice, tf is often normalized against the length of the document. This takes
account of different document lengths. Intuitively, a longer document would be more
likely to have a higher raw term count. Normalizing prevents biasing towards longer
documents. This ranking scheme fits loosely with an observation based on Zipf’s
law[15], which states that terms in a corpus would follow approximately an inverse
proportional relation with it’s own frequency.
Though the idea behind TF.IDF is intuitive and straight forward to understand, it
is a heuristics based method with little formal motivation. Developing an effective term
weighting scheme to model a user’s information need has been a problem of interest
for decades in the information retrieval community. Much of this is due to ranking
being an inherently difficult problem, it has been estimated that the mean number of
terms in a web query is 2.4 [34]. Systems must infer user’s intention from a relatively
short query, which is a challenging task. Many variants of the basic TF.IDF weighting
scheme have been developed in recent years, and this remains an active part of research.
Okapi BM25
Okapi BM25(Best Match 25) is one of the TF.IDF like ranking functions which com-
bines elements of probabilistic retrieval with the Vector Space Model. Originally de-
veloped along with the Okapi information retrieval system, it is a heuristics based
method which combines elements from two previous systems, BM11 and BM15 [29].







tft,d + k1.(1− b+ b. |d|avedl)
(2.6)
Where ti is a term in the query, tft,d is the term frequency of ti in a given document,
d. idf(ti) is the inverse document frequency of ti, designed to down weight terms that
are common in the collection. |d| is the length of the document, d, normalized by the
mean document length in the collection, avedl.
In this function, b and k1 are parameters which control the influence of various
factors which may influence relevance. b controls the effect of document length (defined
as the number of terms in the document) normalisation, the larger b is, the more
pronounced the effect of the length of the document compared to the average length
of the document, setting b to 0 result in the length of the document being ignored
completely. k1 determines the saturation of term frequency, controlling the degree of
influence the term frequency of a single term add to the end ranking score.
BM25 and it’s variants are widely considered to be state of the art in ranking func-
tion, and there has been little concrete evidence that any particular variant consistently
outperforms the original benchmark in all situations [39]. It is often used as a baseline
method in IR research where other methods are compared to it.
2.3 Query Reformulation
Users usually interact with a search engine in an iterative way, which involves browsing
through the list of documents returned by the system, and rewriting the query until
their information needs are satisfied.
Automatic query reformulation is the sub field of information retrieval aimed at
improving the users search experience by automatically reformulating queries for them.
This is a broad area which loosely covers all the methods where the users query is edited
or rewritten.
Query reformulation can be approached either globally or locally. Global analy-
sis covers techniques where the query is reformulated without considering the list of
top documents returned from the initial round of a search. Well known global query
reformulations techniques include using a thesaurus such as WordNet [18], spelling cor-
rection and stemming. Local analysis is based on the assumption that the users initial
query is at least a reasonable representation of their information needs, and looks to
improve the users query based on the initial set of returned documents. This is also
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known as relevance feedback.
2.3.1 Relevance Feedback
In classic, “true” relevance feedback the user would pass a query to the search engine,
receive the top results, then provide human judgement on which documents are more
relevant to their needs than others. A second round of search is performed with this
additional information to find documents similar to those marked as relevant by the
user. However, in most situations the user may not wish to provide such human
judgement due to the added hassle. In these cases, pseudo relevance feedback is used.
Pseudo relevance feedback, also known as blind relevance feedback is used without
the need for user’s relevance judgement An assumption is made that if the ranking
function is performing adequately, then the most relevant documents with regard to a
query should be at the top of the results list. Another assumption is that the users
query is a reasonable reflection of their information needs. If the initial query does
not reflect the users true information needs, then it is likely that no amount of local
analysis would achieve optimal results.
There are many techniques to conduct relevance feedback. As relevance feedback is
closely related to ranking, sharing the common goal of improving search effectiveness,
many relevance feedback techniques are related to ranking models. In this thesis we
use ATIRE’s implementation of pseudo relevance feedback as one baseline method to
evaluate the performance of our system against, the other being raw ATIRE search
with BM25 as the ranking function.
Rocchio’s algorithm
Rocchios algorithm is a classic relevance feedback method introduced alongside the Vec-
tor Space Model by Salton et al [31]. It provides a theoretical framework for relevance
feedback and pseudo relevance feedback by extension.
The idea behind the algorithm is based on moving the query vector towards an
unknown "optimal" query location in the high dimensional vector space. In order
to maximize relevance the optimal query is moved towards the centroid of the set of
relevant documents, and away from the set of non relevant documents. The details of
the shift can be defined as :












Where ~q0 is the original query, viewed as a vector, Dr is the set of relevant doc-
uments, Dnr is the set of non relevant documents. The aim is to shift towards the
centroid of known relevant documents. α, β and γ are weights which dictate how much
to shift the new query vector to each of the respective centroids, which can be chosen
based on the specific circumstance. For example, if the user provides ample information
and tags many documents as relevant, then it is common practice to have a larger β
value, close to 1, since the system has higher confidence level from the user’s feedback.
In the case of pseudo relevance feedback it is assumed that the top k documents
from the first round of search are relevant, and so the optimal query is shifted towards
the centroid of this set. In this scenario, the system does not have examples of non-
relevant document, so the last part of the equation is dropped. An an alternative
approach has been suggested by Robertson et al. [28], who assumes that documents
at the bottom of the list past some threshold is deemed non-relevant and can be used
as the non-relevant set.
ATIRE’s pseudo relevance feedback
ATIRE’s pseudo relevance feedback combines the use of Rocchio’s algorithm with KL-
divergence as an indicator of potentially useful terms to add to a query. KL divergence
is a metric used to measure the distance between two distributions, specifically, how





In the implementation ATIRE’s pseudo relevance feedback, the top k documents
are grouped into a set, each unique term in the set is analysed. For each term, the term
frequency in this retrieved set is d, and term frequency in the rest of the collection is
c. On an intuitive level, this scheme identifies how much a term’s frequency in the top
k document diverges from the expected, based on analysing the entire collection. It is
reasonable to assume terms that have a higher than expected frequency in this retrieved
set compared to the rest of the collection are more “about” this set, and therefore likely
to be relevant to the query which initially retrieved this set.
The set of unique terms in the top k documents are ranked from highest and lowest
based on their computed KL-divergence score, and the top m terms are added to
the original query for pseudo relevance feedback using Rocchio’s algorithm outlined
in equation 2.7. In ATIRE’s implementation of Rocchio’s algorithm a design choice
is made to ignores non-relevant documents because they cannot be identified with
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certainty, this equates to setting γ = 0, α = 1, β = 1 in equation 2.7, thus the formula
becomes:






2.4 Deep Reinforcement Learning
As this thesis involves reproducing a deep reinforcement learning based query refor-
mulation system, we provide necessary background knowledge in deep reinforcement
learning in this section.
2.4.1 Reinforcement Learning as a Paradigm
Early development of reinforcement learning has followed a combination of two ap-
proaches. The first is natural learning inspired by the psychology of animal behaviour,
the second is rooted in dynamic programming and value functions for optimal control,
the latter is based on Bellman’s work [2]. Through decades of development the modern
field of reinforcement learning became as we know it today.
Deep reinforcement learning is a combination of classical reinforcement learning
algorithms with deep neural networks as function approximators, giving the agent
added expressiveness and capability, but also increased instability. In recent years
deep reinforcement learning has achieved outstanding results in control based tasks
such as playing video games, such as ATARI games [20] and Doom [12], as well as
board games such as Chess, Shogi and Go [32, 33].
As a machine learning paradigm, reinforcement learning is different to supervised
learning and unsupervised learning even though it shares similarity with these two
paradigms. In supervised learning, an agent is exposed to a training set of examples
with correct labels, with the goal of making predictions in the future against unseen
test data. Unsupervised learning focuses on finding hidden structures in large amounts
of data without labels, examples include dimensionality reduction techniques such as
Principle Component Analysis, and clustering techniques such as K-Means clustering.
Reinforcement learning shares some characteristics of these two major machine learn-
ing paradigms, though it is fundamentally different. The problem of reinforcement
learning involves an agent which learns from its own experience by interacting with an
environment. This interactive process involves sending actions and receiving rewards
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defined by some reward function designed to reflect the problem to be solved. The
agent’s goal is to maximize the cumulative reward it receives from the environment.
The agent is not explicitly instructed which action to take (as it would with supervised
learning labels), but instead learns to improve the cumulative reward by trial-and-error.
As an analogy, this can be thought of as “self-supervised” learning.
2.4.2 The Agent and The Environment
The interactive process between the agent and the environment is illustrated in figure
2.2.
Figure 2.2: The agent environment interface.
The agent is the learner, which interacts with the environment at each time step
by sending an action, at ∈ A, where A is the set of all possible actions the agent
can choose from. The environment provides the agent with an observation at each
time step. This observation consists of a current state, st, and a reward, rt, where
s ∈ S, the set of all possible states the environment could be in, and r is a scalar
value to reflect the immediate outcome of the action. The observation is an important
part of a reinforcement learning dynamic, specifically, the reward signal is crucial as
it defines the agent’s goal in a reinforcement learning problem. The task of defining a
suitable reward function is a non-trivial issue. Ill-defined reward functions can lead to
unexpected and sometimes undesirable behaviours from the agent.
The environment contains the task to be achieved or problem to be solved. Anything
that the agent cannot directly influence by action output is considered to be part of
the environment, this includes other agents in multi-agent environments.
On a theoretical level, reinforcement learning problems can be formalized as special
instances of Markov Decision Process, which can be solved by dynamic programming.
14
In practice, however, dynamic programming is almost never a suitable method for
solving reinforcement learning problems because it requires the agent to have a perfect
model of the environment’s dynamic.
Under the reinforcement learning framework, the agent’s goal is to maximize the cu-
mulative reward it receives from the environment; it achieves this by outputting actions
into the environment according to some policy, π(a|s), which is a mapping between a
state, s, and an action, a ∈ A. Policy is a crucial part of the reinforcement learning
agent, as it alone can determine the behaviour of the agent. A family of algorithms
which iteratively optimize the policy directly towards the direction of more rewards is
known as a policy gradient method, such as REINFORCE[41] and DDPG[16].
Additional to a policy, an agent may have a value function. This is the agents
prediction to how good a given state is in the long term. The difference between rewards
and value function is that the former is based on direct and immediate response from
the environment, which can be thought of as “ground truth” while the latter is based
on an estimation generated from sequences of observations. Value based reinforcement
learning is based on the idea of gradually approximating the utility of every possible
state, and move towards states that are higher in value. Notable examples of this
includes Temporal Difference Learning [36] and Q-learning [40].
2.4.3 Policy Gradient Methods
Policy gradient methods are a class of reinforcement learning algorithms which perform
search directly in the policy space for a policy which leads to higher long term, cumu-
lative reward. This is fundamentally different to the approach of value based methods,
where the agent predicts the desirability to be in a given state, and choose actions
accordingly. Instead, policy gradient methods learn a parametrized policy, where a
parameter vector θ dictates the agent’s action when presented with a state under such
policy. This can be expressed as:
π(a|s, θ) (2.10)
The policy π is driven by the parameters, θ, often notated as πθ. The agent’s goal
is to find the values in the parameter vector which leads to optimal outcomes, based
on the gradient of some performance measure, J(θ) with regard to the parameters
themselves. The update process can be formalized as:
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θt+1 = θt + ̂α∇J(θt) (2.11)
Where ̂α∇J(θt) is an approximation of the gradient of performance measure with
respect of the parameters, θ. The gradient is estimated from a collection of past expe-
rience known as trajectories. This is a collection of historic information, specifically,
a mapping between state, action taken, immediate reward received from taking such
action, and the state of the environment after taking the action.
Theoretically, policy gradient methods do not require a value function. However, in
practice a state-value function is often used to speed up learning and reduce variance.
If the state value function is a learnt function, this method becomes an actor-critic
method. Well known algorithms in this family include REINFORCE, DDPG[16] and
A3C[19]. We use REINFORCE as the core reinforcement learning mechanism for the
query reformulation agent in our experiments.
REINFORCE algorithm
REINFORCE is a policy gradient method proposed by William et al. [41]. It is a
Monte-Carlo method, meaning that the agent learns from exploring past experience
trajectories to improve the policy. This algorithm is expressed in the following pseudo
code:
Algorithm 1 REINFORCE algorithm
1: procedure REINFORCE
2: θ ← initialize
3: for generate trajectory { s1, a1, r2...sT−1, aT−1, rT} by following πθ do
4: for t = 1 to T − 1 do
5: estimate the return Gt
6: ∇̂J(θt) ≈ αγtGt∇ log π(At|St, θt)
7: θt+1 ← θt + ̂α∇J(θt)
8: return θ
Where T is a terminal state of the environment, α is the learning rate, γt is a
discount factor for time step t. Gt is the return at the current time step, defined
recursively by the sum of the immediate reward, r, at the current time step, and
the discounted return of future states reachable from the current state. The intuitive
interpretation of the algorithm is to let an agent collect experience in an environment
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by following a parametrised policy, then update the parameters based on the outcome
of doing so.
Exploration vs exploitation
As the agent’s goal is to learn an optimal policy which maximizes cumulative reward
over a time period based on partial information of the environment, whether the agent
should behave in a greedy manner and take actions known to yield a good outcome,
or taking more risk and explore unknown, and potentially suboptimal actions is a well
known topic in the field of reinforcement learning. This is the notion of a exploration
vs exploitation. In practice it is important to find a right balance between the two. As
always exploiting short term gains leads to the agent converging to a local optimum
which may be far from the global optimum, while only exploring would lead to the
agent not learning any beneficial policy.
2.5 Neural Networks
Neural networks are universal function approximators capable of learning an arbitrary
function. Deep neural networks are used in combination with reinforcement learning
theory to form the field of deep reinforcement learning.
In this thesis, we use neural network based components in several ways. Neural
networks based word embedding scheme acts as an input preprocessor, mapping input
text to semantically arranged vector embedding representation. Convolutional Neural
Networks are then used to extract features from these inputs. Finally, fully connected
neural networks are used to learn a policy, based on the features extracted by the CNN.
In this section we provide relevant background knowledge to neural networks.
2.5.1 Perceptron
The base unit of a neural network is a perceptron, commonly referred to as neurons
or nodes in literature. It is a linear classifier model loosely inspired by the structure
biological neurons, first invented by Rosenblatt in 1958[30].
We illustrate the working of a perceptron on a simple problem in figure 2.3, this
model taking in three input values, x1, x2 and x3, combine it with three learned weights
and a bias value, producing a single output.
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Figure 2.3: Illustration of a simple perceptron
From a linear algebra perspective, this model takes the dot product of the input
vector x and a weight vector, w, with a bias value added to it, and passing the result
to an activation function, f . In the classic perceptron, a step function is used as the
activation function, this is expressed as:
f(x) =
1 if x.w + b > 0,0 otherwise (2.12)
A single neuron with a step-function can only learn linearly separable patterns,
which has limited practical utility. However, by combining multiple neurons with non-
linear activation functions, more complex problems can be solved.
2.5.2 Feed Forward Neural Networks
A feed forward neural network, commonly referred to as a fully connected neural net-
work is neural model with multiple neurons, and at least one hidden layer. A hidden
layer refers to a layer of neurons between the input and output layer, taking the output
from the previous layer as the input to the current layer. In a fully connected neural
network, every neuron in the previous layer is connected to every available neuron in
the next layer. In figure 2.4 we provide a simple illustration of a fully connected neural
network with a single hidden layer, with 3 neurons in each layer.
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Figure 2.4: Illustration of a small scale fully connected neural network
Mathematically, a layer of neurons can be viewed as a matrix of weights, the output
of the layer being the result of taking the dot product of an input vector and this weight
matrix, with a vector of bias values added to the result, passing through an activation
function. Unlike the perceptron, each neuron in a feed forward neural network uses
a non-linear activation function, common choices include, but not limited to sigmoid,
softmax, and hyperbolic tangent.
In a fully connected neural network model, each neuron in every layer is connected
to all neurons in the previous layer. In principle, this would create a general purpose
neural network capable of learning any function. The universal function approximation
theorem states that a neural network with a single hidden layer is capable of learning
any arbitrary function, using a finite number of neurons [6]. This claim makes neural
network sound incredibly attractive. However, the number of neurons required for a
non trivial problem could make the network infeasibly large, computationally expensive
beyond practicality, and it may fail to generalize. Having more than one hidden layer
adds more expressiveness to the network. As output from one hidden layer is passed
onto the next hidden layer, higher level of abstraction occurs. However, this is at the
cost of increased complexity.
The decision on the number of neurons, as well as the number of layers required to
solve a problem is a somewhat arbitrary design decision with no obvious solution, as it
depends on the task, and the size of the problem. This remains an open problem with
little formal motivation. Much of this still relies on human intuition and trial-and-
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error. A common usage of a fully connected deep network is to perform classification
on features extracted in earlier layers of a neural model using convolutional layers.
2.5.3 Convolutional Neural Network
Convolutional Neural Network (CNN) is a deep neural network architecture invented
by LeCun et al. [14]. First used for handwriting recognition, it became widely popular
as the state of the art in deep learning. It has shown impressive results in tasks such as
image processing, and used extensively in both industry and academic research, well
known applications including facial recognition and the development of autonomous
vehicles.
The key feature of CNN architecture is the introduction of convolution layers to a
neural model. In such layer, kernels are used for local feature extraction. This kernel is
also commonly referred to as a filter. It is represented as a matrix of weights, the idea
being rooted in image processing and computer vision, inspired by the likes of the Sobel
Filter. The key idea behind the filter is that instead of attaching every dimension in an
input vector to the network like a fully connected neural network, in convolution layers
features are computed by moving the filter across the input according to a predefined
stride. At each step, each element in the filter is multiplied with each input value the
filter is currently overlapping, these elements are then summed together, producing a
single value as the feature. This process is illustrated in figure 2.5, in this example, a
3 by 3 filter is applied to a 3 by 3 region in the input to extract a single value.
Figure 2.5: An illustration of how CNN filter extracts feature from input
As the filter moves through the input image both vertically and horizontally, a
feature map is formed. In the case of a 1 dimensional convolution, where the input to
the neural network is a text sequence instead of an image, and the filter can only move
in one direction. The result is a feature vector.
This design allows the neurons in the network to share weights, based on the as-
sumption that there is local spatial correlation in the input. CNN introduces the notion
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of partial connectivity to the network, learning local features in earlier layers before
combining the features in later layers.
The features generated through this convolution process are then passed through
an activation function. The most common activation function following a convolution
layer is ReLU (Rectified Linear Unit) defined as:
ReLU(x) = Max(x, 0) (2.13)
Pooling
Another important component that is often used in Convolutional neural network is
pooling. This is a method for downsamping the output of the previous layer. The
most common used approach is max pooling, where the max value of each region in
the feature map is kept, and the rest is discarded. This allows the network to retain
the strongest signal from input, maintaining effectiveness while reducing the amount
of information it needs to process.
2.5.4 Neural Language Embedding Schemes
Terms in the English language hold semantic meaning that can easily be interpreted
by a human reader, but not a computer. In order to work with these terms they must
be converted to a feature representation that is appropriate for machine processing.
Given that terms are discrete features, a common method is to represent text as binary
vectors of k dimensions, where k is the number of unique terms in the collection. To
represent a term, the corresponding dimension in the vector would be a one, and all
other dimensions would be zero. The result of this is a sparse, high dimensional vector,
known as one-hot vector.
Word embedding schemes are a class of methods used to map terms normally rep-
resented in such high dimensional space to a dense, low dimensional space as vectors.
This has several benefits. Firstly, reducing the number of dimensions make computa-
tion more efficient. Training samples consisting of dense, lower dimensional represen-
tations are more suited for deep learning based models compared to the spare, high
dimensional one hot vectors. These dense features are more likely to be captured by
convolutional neural networks. Secondly, this mapping captures semantic relationships
between terms based on co-occurrences. Terms that are close in semantic meaning are
then mapped in close proximity from each other. A popular example often used to
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illustrate this point is that the vector "king" subtracted by “man”, plus “woman” yields
“queen” in a well trained model.
Early word embedding schemes can be traced back to the Vector Space Model
outlined in earlier parts of this chapter, and work has been ongoing for the past several
decades. The development is largely motivated by the interest to capture semantic
relationships between terms as well as the reduction of dimensionality. In recent years,
several neural networks based implementations have been proposed, and shown to be
effective, these include GloVe [24], fastText [5], and Word2Vec [17]. In our experiments
we use Word2Vec embedding scheme.
Word2vec
Word2vec is implemented as a neural network with a single hidden layer, trained with
self-supervised learning. There are two variants of Word2Vec model, Continuous Bag
Of Word (CBOW) model, and Skip-gram. In the CBOW variant, the model takes
a one-hot representation of a phrase from the corpus as input terms to the neural
network. These terms connect to neurons in the hidden layer, followed by the output
layer. Given the input phrase, the model is trained to predict the probability of the
next term in the corpus, using a softmax function as the activation function.
The ground truth, which is the next term in the sentence is then revealed to the
model, and the prediction error is passed back through the network, updating the
weights accordingly. As the ground truth is in the input corpus, this process requires
no explicit human labelling.
Skip-gram variant of Word2vec is very similar to CBOW in mechanics, and can be
viewed as an inverted version of it. The model is trained to predict adjacent terms
given a target term. CBOW is faster to train compared to Skip gram, but Skip-Gram
is known to perform better for infrequent words.
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Figure 2.6: Illustration of CBOW and Skip-gram variants of Word2vec
After training completes, the output layer is discarded, the weights in the hidden
layer of the model are the word embeddings ready to be used as a dictionary of natural
language terms and their corresponding embeddings.
When training the Word2vec embedding scheme, the number of desired dimensions
for the term vectors is a parameter that can be custom defined. There is no common
consensus on the suitable number of dimensions to use, as it is a heuristics dependent
on the size of the corpus used for training. Common range used by others in the
Natural Language Processing community range from 50 to 500 dimensions.
2.6 Conclusion
In this chapter we provide background knowledge on a variety of topics in information
retrieval, reinforcement learning, and deep neural networks. These background knowl-
edge forms a foundation for our experiments in later chapters. In the next chapter, we






In this chapter we discuss the methods we use to carry out the investigation. We dis-
cuss important metrics commonly used to evaluate information retrieval systems, the
experimental set up, as well as components used during implementation and experi-
mentation.
3.2 Evaluating IR experiments
It is important to perform evaluation in a standardised, methodical manner to collect
evidence on the performance of a system. Various standard metrics in information
retrieval exist for this task. In this section we discuss several common metrics used to
evaluate an IR systems.
3.2.1 Common Metrics
Recall and precision
Recall and precision are accuracy metrics that measure the performance of a system
on a single query.
For a given query, recall is defined as:
Recall =
|retrieved and relevant documents|
|relevant documents|
(3.1)
This is measurement of the number of documents found and known to be relevant,
compared to the entire set of documents judged to be relevant (the ground truth).
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This metric provides limited utility in practice, as it does not take into account the
number of irrelevant documents in the retrieved set as long as the relevant documents
are also in there somewhere. Consider an extreme example where the entire collection
is retrieved, which will result in a recall of 1 as any known relevant documents must
also be in this retrieved set. However this retrieved set would be of limited utility, as
the results would be very noisy, frustrating the end user.
Precision for a query is defined as:
Precision =
|retrieved and relevant documents|
|retrieved documents|
(3.2)
Precision measures the number of found documents that are relevant, compared to
the number of documents retrieved by the query.
A drawback of these accuracy metrics is that neither recall nor precision take into
account the positioning of the relevant result in the retrieved results list simply opti-
mizing for these metrics may lead in a noisy results list that provide little utility to the
end user.
Precision at k
It can be reasonably assumed that users are unlikely to browse through a large number
of results returned, thus only the top k results will be useful to the user. To model
this idea, precision at k (Precision@k) introduces the idea of a ranking threshold by
only measuring the proportion of relevant documents in the top-k documents from the








1, if i ∈ T0, otherwise (3.4)
The number of retrieved documents up to the cut off line, k, that are also known
to be relevant is then reported as precision@k.
Average Precision
Average precision builds on the idea of precision@k and introduce the notion that
placement of relevant documents in the results list is also important. For a given query,
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In order to achieve a high average precision the system needs to place relevant
documents at the top of the results list, as well as push non-relevant results down the
list.
Mean average precision
To compare the effectiveness between systems, Mean Average Precision(MAP) is often
used, it provides a way to meaningfully compare two systems over a set of queries by
taking the Average Precision of each query and taking the mean value as MAP. Let Q






3.2.2 Data Sets and Human Judgements
It is important to be able to compare various information retrieval systems and algo-
rithms in a fair, controlled fashion. MAP gives us a metric to compare systems over a
set of queries. However, it is important that the systems are assessed in the same tasks
to get an “apples to apples” comparison. For this reason, various standard datasets
with human judgement are used.
Ad-hoc retrieval datasets usually consists of a set of queries, sometimes referred
to as topics or tasks, and a collection of documents to search. Human assessors read
each document in the collection, and provide judgement on which document is relevant
to each query. Judgements can either be binary or graded,. In the case of binary
judgements, a document is either considered relevant to a query or irrelevant. In
graded assessment, a score is provided on how much a document is about a query.
Human assessment is typically very time consuming, as it could take many hours to
read and assess each document. For this reason datasets are usually judged as part of
a collaborative effort, common sources of standard data sets are academic conferences
and organizations such as TREC, INEX, CLEF and NCTIR.
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3.2.3 Significance testing
When a set of queries are used to evaluate a system, it is usually not sufficient to
only show improvement with a single metric such as MAP. We often need to know the
proportion of queries that improved. Improving a single query by a lot and increasing all
queries by small amounts would result in similar MAP scores, yet these two situations
carry different implications. In this thesis we use Student’s t-test as way to measure
the significance in improvement between the deep reinforcement learning based system
and baseline methods.
3.3 Technical Details of Experimental Components
3.3.1 ATIRE search engine
We used ATIRE, an open source system written in C++ developed at University
of Otago[37] as the search engine in our experiments. We chose to use ATIRE for a
number of reasons. Firstly, it has been used in a number of well publicised studies in IR.
Secondly, as ATIRE was developed here at the University of Otago, any modifications
necessary in the process of conducting experiments can be made to the search engine
code directly by the authors. In our experiments this is used as the environment for the
deep reinforcement learning agent. From the agent’s perspective, the environment is a
black box, the agent knows nothing about the inner dynamics of how search operates.
The only information available to the agent is the original query, the candidate terms
available, and a scalar reward after sending in a reformulated query. In our experiments
we choose MAP as this reward.
3.3.2 Data sources
Two sources of data are used to evaluate the system in our experiments.
• TREC Wall Street Journal data set (TREC-WSJ)
TREC-WSJ is a standard data set commonly used in ad hoc retrieval research
[8]. It consists of a total of 150 topics, each topic corresponds to a single query
which represents the users’ information need. We used the topic titles as the
queries. The corpus are articles from the Wall Street Journal between the year
1987 to 1992. There are 173,252 documents in this collection.
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Relevance judgement is provided by human assessors as part of the dataset. Rel-
evance judgements are binary, meaning that a document is either considered
relevant with regard to a query, or not relevant.
• Microsoft Academic (MSA)
This is a dataset used by Nogueira & Cho [23]. The corpus consists of 480,000
academic articles crawled from Microsoft Academic API, each document contain-
ing the title and abstract of a paper.
The retrieval task is slightly different from a standard ad hoc retrieval task. A
query is the name of a paper, and the goal is to find papers cited within the
paper with the query as it’s name. This is a challenging task because simply
finding terms similar to the original query may not necessarily result in a well
performing query.
As conducting experiments using the entire sets of queries would be computation-
ally expensive and time consuming, we sample subsets from this data collection
when running experiments.
3.3.3 Training and Test Data
As we want to evaluate both the learning ability and the generalization ability of the
implemented system. We must evaluate the performance of the system on queries
previously not seen during training. From the data sources listed above, we split the
queries and their judgements into two sets, one used during learning and one used for
testing. The purpose of the testing set is to simulate the effect of new user queries, and
therefore the system will not get exposed to this set of data during learning. These
queries are only used once in the final evaluation in chapter 5 to provide a verdict on
the performance of our implementation compared to the baseline methods.
However, it is also important to gauge the system’s generalization ability in order
to make changes to the model, or to tune parameters, for this purpose we split the
learning set further into a training set, where the queries and ground truth is used to
update weights in the system, and a “faux” testing set, commonly known as a validation
set. The system will not train on this set of validation data, but will be exposed to it




We used Mean Average Precision@k(MAP@k) to measure the effectiveness of the re-
formulation performed by the agent. Following the description provided by Nogueira
& Cho[23], we select the value of k = 40. Keeping measurements uniform helps to
evaluate the effectiveness of the system when compared to the published results.
As we wished to directly optimise for improvement of MAP, we also used this metric
as the reward to the reinforcement learning agent during training. This is a minor point
where we diverge from Nogueira & Cho[23], who used recall as the reward, but provided
little justification in the original paper on why recall is used as a reward when MAP is
the metric the authors are interested in, other than the observation that using recall
as the reward also increased MAP.
3.3.5 Pseudo Randomness
We used fixed seeds for random number generation to ensure the experiments will be
reproducible.
3.3.6 Experimental Benchmarks
Two benchmarks were used to evaluate the implemented systems. The first is ATIRE’s
raw search, using BM25 as the ranking function. The second benchmark is ATIRE’s
pseudo-relevance feedback using an implementation of Rocchio’s algorithm, described
by equation 2.9.
BM25 has two parameters, k1 and b, which control the influence of document length,
and the saturation of frequency of a single term, respectively. Picking these parameters
is a heuristics based process. The default value of these parameters used in ATIRE
system are k1 = 0.9, b = 0.4, which is known to produce good results on a range of
standard data sets. Additional increase in performance can be gained by tuning these
parameters to specific query sets, at the cost of making other sets worse. During our
preliminary experiments, we use BM25 with default parameters.
In our final experiments, we perform a grid search on these two parameters using
the development set of queries, and find the best performing values to compare the
performance gained through the use of deep reinforcement learning, and BM25 tuned
specifically to training query sets.
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3.3.7 Other Technical Details
Our implementation is in Python 3.6, we used Tensorflow 1.8.0, an open source deep
learning framework to build the neural network components of the model, and Gensim,
an open source NLP toolkit to train our Word2vec embeddings.
3.4 Conclusion
In this chapter we provided a description of important metrics used to evaluate our
implementation of the query reformulation systems. Furthermore we also described
other details related to conducting experiments, such as data source and how they
will be split, and software components used. In the next chapters, we discuss our
implementation of the query reformulation system.
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Chapter 4
Reproduction of Nogueira & Cho’s
framework
4.1 Overview
In this chapter we discuss the process of building our Deep Reinforcement Learning
based query reformulation system, based on the framework proposed by Nogueira &
Cho [23]. This process consists of two phases, in the first phase we set out to reproduce
a query reformulation system based on the published descriptions. The performance
of the preliminary experiments suggests that the resulting system may be sub-optimal,
as we did not get similar results to them. In order to improve the performance of the
system, we set out to find additional implementation details, contacting one of the
authors, Nogueira, directly. Valuable insight was gained in this process and we were
able to produce an improved implementation.
4.2 Reproducing Nogueira & Cho’s Model
The first implementation of our query reformulation system is based on the algorithms
and parameters provided by Nogueira & Cho [23]. By following the implementation
and parameters presented in the paper itself, we are motivated by the goal to confirm
that the mechanism described in the paper is complete, to gather further insight on
the working of the system, and to gain a deeper understanding for the nature of the
problem in order to identify ways we can expand the research.
This implementation is based on the theoretical components described in the pre-
vious chapter. However, even given the same theoretical framework, details in imple-
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mentation could make a substantial difference to the experimental results. We take
special care to discuss these ambiguity and describe our design decisions.
4.2.1 Interpreting Input of the Model
Nogueira & Cho [23] described the inputs to the model as follows:
“The inputs are a query q0 consisting of a sequence of words (w1, ..., wn) and a
candidate term ti with some context words (ti−k, ..., ti+k), where k ≥ 0 is the context
window size. Candidate terms are from q0 ∪ D0, the union of the terms in the orig-
inal query and those from the documents D0 retrieved using q0. We use a dictionary
of pretrained word embeddings to convert the symbolic terms wj and ti to their vector
representations vj and ei ∈ Rd , respectively.”
From this description we can identify that there are two inputs to the model.
• q0, the original query we wish to reformulate. q0 contains a set of terms (w1, ...,
wn)
• ti, a single instance of a candidate term, along with some number of neighbouring
terms on each side of it to provide contextual information.
The first input, the raw query q0, is the query we wish to reformulate, acquired
from the user.
The second input, candidate term ti is from documents retrieved by an initial
round of search. During this first round of search the raw query q0 is sent to the
search engine, which returns a ranked set of documents, D′, containing documents
considered to be relevant with regard to the raw query, q0. From this set of documents,
a subset, D0, likely to be the top M documents in this ranked results list, are selected
as candidate term source. The value of M is a parameter which we experiment with in
our preliminary experiments. As Noguiera & Cho state that candidate terms are from
q0 ∪D0, we treat q0 as an individual document for the purpose of selecting candidate
terms, and append it to the list of documents in D0, this is the set of documents where
each candidate term ti is sourced from. The process of generating a set of candidate
terms from the raw query is illustrated in figure 4.1.
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Figure 4.1: Illustration of the candidate term selection process
Context window
In the description provided above, Nogueira & Cho[23] addresses the use of k context
terms alongside each candidate term, ti, stating this design is highly important, because
it captures the contextual information about the candidate term.
We interpret this description as moving a sliding window of size 2k + 1 through
each candidate document and producing “slices” of the candidate document. Where
each instance of the sliding window contains the candidate term, ti, in the middle,
and k context terms are included on each side of the candidate terms. Special care is
taken where the number of context terms available are less than the size of k. This can
happen when the current candidate term, ti is near the boundaries of an document,
or when the document contains less than 2k + 1 terms (this is likely the case when we
treat the original raw query as another document). In these circumstances, we used
a special token to pad out such document. For example, suppose a raw query is “the
ultimate answer” and the document is “the answer to life the universe and everything
is 42”, and the number of context terms, k, is 1. This is equal to moving a sliding
window of size 3 through the document and capturing each “slice” of document as a
tri-gram. Figure 4.2 illustrates this process, the candidate term in each slice is in bold,
note that at the edges of the document a special token is used for padding.
After acquiring “slices” of all candidate documents, each candidate term as well
as terms in the raw query is converted from natural language into their Word2Vec
embedded vector representation with a dictionary look up, using a pretrained Word2vec
embeddings. The special token used for padding edges of document are converted into
padding vectors where all dimensions are set to 0.
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Figure 4.2: Illustration of using a sliding window to extract context. The candidate
term is in bold
4.2.2 Feature Extraction using Convolutional Neural Network
Nogueira & Cho[23] described the use of CNN to obtain a fixed size vector represen-
tation for the entire sequence on the query side of the input, and for each term in the
candidate side of the input. The description is provided as such:
“We convert the sequence vj to a fixed-size vector φa(v) by using a convolutional
neural network (CNN) followed by a max pooling operation over the entire sequence.
Similarly, we fed the candidate term vectors ei to a CNN to obtain a vector represen-
tation φb(ei) for each term ti.”
On the architecture of their CNN, Nogueira & Cho [23] reported:
“We use a 2-layer convolutional network for the original query. Each layer has a
window size of 3 and 256 filters. We use a 2-layer convolutional network for candidate
terms with window sizes of 9 and 3, respectively, and 256 filters in each layer.”
Two-layer CNN
From the descriptions above we interpret that there are two separate CNNs. One
to process the original query, taking the vector representation(Word2vec embedded
vectors) of the raw query as the input; one for the candidate terms, taking the vector
representation of each candidate term, along with their context terms as input, and
there are two layers for each CNN model.
We interpret the window size specified as the width of each filter. Because the
input to the CNN are Word2vec embedded vectors, where each vector represents a
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whole term and cannot be viewed partially, the length of the CNN filter must match
with the length of the term vectors. The width of the filters correspond to the number
of input terms processed at each step. Multiple filters are used because each filter is
initialised with different weights, thus each filter will capture a different features from
the input.
In figure 4.3 we illustrate this process using a trivial example. In this illustration,
5 filters are used to process some input text in the format of word2vec embeddings,
the height of the input is the number of dimensions used to embed each term, and the
width of the input is the number of terms in this input phrase, let this number be 9
(so there is one candidate term in the centre, with 4 context terms on either side).
The filters have the same height as the input, and a width of 3. Assuming the
filters pass through every input term (using padding around the edges of the input), at
each stride through the input the filter would produce a single number representing the
feature captured, this would be the sum of element-wise multiplication between each
value in the filter, and the input which it overlaps currently (see the Convolutional
Neural Network section in chapter 2 for more detailed explanation). After completing
a pass through the input, each filter would produce a feature vector of size len(input).
Combining these feature vectors would result in a feature map. In this example, a
feature map of size 5× 9 is produced because there are 5 filters, and the input phrase
is 9 terms long.
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Figure 4.3: Feature extraction from embedded input text using convolutional filters
The input goes through two layers of convolution operation similar to the illustra-
tion in figure 4.3 , taking the output of the previous layer as input to the next layer.
After this, a max pooling operation is performed to extract the “fixed size vector”
representation of the input texts.
These steps are performed on the raw query, as well as each candidate term. Figure
4.4 illustrates this architecture. In this example, the raw query is “South African
Sanctions”, from the WSJ dataset, and the candidate term to be assessed for suitability
is “apartheid”, from a document about the Anti-Apartheid act retrieved by the initial
round of search. The candidate term has one neighbouring context term on either
side of it. These inputs gets processed with their separate 2-layer CNN, resulting in
a fixed sized vector for the input query and a fixed sized vector for the combination
of candidate and context terms.These two vectors are combined and passed onto the
policy and value network for prediction.
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Figure 4.4: Illustration of the hierarchical CNN architecture
4.2.3 Policy and Value Networks
Following the two CNN layers, a policy predictor and a value predictor, both fully
connected neural networks are used to generate the final outputs of the model. The
policy network predicts the raw probability that the candidate term should be included
in the reformulated query, the value network predicts the expected reward attainable
from the current state.
The role of the policy predictor is to predict whether a term should be used to
rewrite the query. Nogueira & Cho[23] interprets the output of the policy network as
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Figure 4.5: A high level view of the agent’s decision making process
the raw probability that a term should be used to rewrite the query, stating that :
“We compute the probability of selecting ti as:
P (ti|q0) = σ(UT tanh(W (φa(v)||φb(ei)) + b)) (4.1)
Where σ is the sigmoid function, || is the vector concatenation operation, W ∈ Rd×2d
and U ∈ Rd are weights, and b ∈ R is a bias. ”
This description is relatively straight forward, we interpret this as concatenating
the fixed size vector representation of the raw query and the fixed sized vector repre-
sentation of a candidate term. This combined vector passes through two layers of fully
connected neural network, the first of the layers uses a hyperbolic tangent activation
function with a bias value, the final layer uses a sigmoid function with no bias value.
For each candidate term, the model would generate an output between 0 and 1, we
interpret this as the raw probability to include this term in the reformulated query.
Figure 4.5 shows this decision process.
This score is sampled to produce a binary decision on the inclusion of the current
candidate term in the reformulated query.
An interesting implication here is that the selection of a candidate term to form
a new query, q’, is independent of whether or not other candidate terms have been
selected. In fact, the agent has no way of knowing whether other terms have been
selected. The only piece of information available to the learning agent at the time of
the decision is the candidate term examined, it’s context terms, and the original query.
Similar to the policy predictor, the value predictor is a two layer fully connected
neural network. A value predictor is used to predict the expected reward the agent
would receive by sending the current query to the search engine.
In the context of policy gradient methods, this value is used to reduce the variance
in policy estimation. Nogueira & Cho [23] provided the following description:
“We compute the probability of selecting ti as:





i=1 φb(ei), N = |q0 ∪D0|, V ∈ Rd×2d and S ∈ Rd are weights, and b ∈ R is
a bias.”
Base on this description, we interpret the network used for value predictor to be
approximate identical in architecture to the policy estimator. The input to the value
predictor is the concatenation of the fixed size vector representation of the original
query along with a fixed sized vector containing the mean value of all candidate terms
vectors. This concatenated vector gets passed through two layers of fully connected
neural network, identically structured to the policy predictor. The output is interpreted
as the expected reward with regard to the current raw query and set of candidate terms.
4.2.4 Implementation Details
Based on the interpretation of the details in the paper outlined above, we built the
first iteration of our query reformulation system.
Candidate term source
We source the candidate terms by performing a search operation using the raw query,
on the corpus corresponding to the dataset, using ATIRE with BM25 as the ranking
function.
Training word embeddings
We trained the Word2vec word embeddings using Gensim, an open source natural
language processing tool-kit. There is little formal motivation on choosing the number
of dimensions to represent a term. However, empirical evidence in literature suggests
that a dimension of 300 will yield accurate results while maintaining a reasonable
training time [24]. Based on this suggestion, we set our vector dimension to be 300.
We train the word embedding using the same corpus the retrieval task is performed
on. After training is complete, the trained Word2Vec model is stored on disk in a
dictionary structure and loaded into memory when training the reinforcement learning
agent. This improves the efficiency of training by reducing the turnaround time per
training session.
Neural network configuration
We built the neural network models using Tensorflow. Following the description pro-
vided by Nogueira & Cho[23], we set up our CNN to have two layers, with 256 filters in
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each layer. The fully connected layers used for policy prediction and value prediction
are a two layer fully connected neural network with 256 nodes in each layer.
Optimiser
We used ADAM optimiser proposed by Kingma & Ba[11], the state of the art in
stochastic optimization as the method to minimize the losses. In our experiments we
used a learning rate of 10−5, α = 104, β1 = 0.9, β2 = 0.999,and ε = 10−8, the default
parameters as suggested by Kingma & Ba.
Loss function
The loss function provided by Nogueira & Cho[23] for the policy agent is based on the
REINFORCE algorithm, in this context it is defined as:




Where q0 is the raw query, T is the reformulated query, R is the true reward received
by assessing the reformulated query, and R̄ is the predicted reward from the output of
the value network.
This loss function takes each term in the reformulated query and updates the agent’s
parameters, θ such that the probability score of these terms increases if the reformula-
tion was considered successful. This is defined by the actual reward, R being greater
than expected reward, R̄. This update makes these terms more likely to be chosen
in a reformulated query with regard to q0 in the future. If the query’s reward is less
than the model’s expectation, in the case where R̄ > R, then the opposite occurs, the
weights are adjusted such that the model will generate slightly lower probability score
for these terms in the future.
The value predictors loss function is the Mean Squared Error between the actual





(Ri − R̄i)2 (4.4)
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4.3 Experimental Configurations
4.3.1 Search Engine Parameters
The corpus is indexed using ATIRE’s standard indexer, which parses and tokenizes
the corpus, then stores it in an inverted index. Initial round of retrieval in order to
generate candidate terms is performed using ATIREs search, using BM25 with default
parameters (k1 = 0.9, b = 0.4) as the ranking function.
4.3.2 Experimental Benchmarks
• Raw ATIRE search of the original query, BM25 with default parameters (k1=0.9,b=0.4)
as the ranking function.
• ATIRE’s implementation of Pseudo relevance feedback based on Rocchio’s algo-
rithm.
4.4 System Evaluation
Once we built the system based on descriptions provided by Nogueira & Cho, we
conducted several experiments to evaluate the performance of the system. The main
purpose of these experiments was to confirm whether or not our implementation of the
system was correct.
4.4.1 Reformulating a Single Query
In this experiment, we set out to investigate how the agent performed at solving the
problem of query reformulation on a small data size. To do so we presented the agent
the task of reformulating a single query from the WSJ collection and observed the
reformulation behaviour of the agent over three variants. The query was topic 52 from
the collection, “South African Sanctions”
Reformulation using top-10 documents
In the first variant, we experimented with query reformulation using terms from all
documents in the top ten results from the initial round of search using the raw query,
the reason is that we did not want to miss any potentially useful terms in reformulation.
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Reformulation using top-1 document, deterministic
In the second variant, we only use a single document, taken from the top of the results
list as a source for candidate terms. The advantage of this is that now the action space
has been reduced substantially compared to the first variant. However, there existed
a risk that the best term, which would form the ideal query, not being present in the
top document. Terms are included in the reformulated query based on the probability
output of the policy predictor, we use a greedy approach with a hard threshold for
inclusion, if the probability is higher than 0.5, we include the term in the reformulated
query, otherwise we discarded the term.
Reformulation using top-1 document, adding random noise
The third variant is set up similarly to the second variant, with an element of ran-
domness added to account for exploration in reinforcement learning. The agent would
sample the policy and have a chance of acting in accordance to the policy output, and
a certain probability to act completely randomly, this is controlled by a parameter ε,
initially set at 0.01 and decays as the number of training iteration increases. A random
number is generated at the time of agent’s decision, if the random number is larger than
ε, then the action would be the agent’s policy network’s prediction. However, if the
random number generated is smaller than ε, then the final action is based on random
chance. This is known as ε-greedy, a well-used technique in reinforcement learning [35].
A reinforcement learning agent acting purely on a greedy policy has a tendency to be
stuck in a local optimum. By injecting random noise in the agents actions, the agent
may do worse in the short term, however, it increases the possibility that the agent
would learn a better policy closer to the global optimum.
Results
We train the agent using these three variants over a 24 hour training time, tracking the
MAP of the top 40 results compared to the baselines, ATIRE raw search with BM25
as the ranking function, and ATIREs pseudo relevance feedback based on Rocchios
method. The results are shown in figure 4.6.
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Figure 4.6: Comparison of three variants of single query reformulation
The query was “Satellite Launch Contracts", taken from TREC-WSJ. The score
achieved by both the raw search baseline and ATIRE’s PRF baseline for this query are
approximately 0.1.
The first variant, where the candidate terms set consist of the top 10 documents
returned by the first round of search, resulted in significantly slower training. Over
the 24 hours trained, this variant trained for approximately 6000 epochs. The refor-
mulation was also largely ineffective, it made the query much worse, achieving only
approximately 1-percent of the baselines. We observed that using all of the terms
from all top ten documents from the initial round of search created such a large action
space that the agent was unable to distinguish between useful and noise terms to pick.
There remains a small possibility that with long enough training time this score could
improve. However given how little this variant has improved compared to the other
two in the same time period, we decided not to train any longer.
In the second and third variant, where only terms in the top document are used
as a source of candidate terms, there was a significantly reduced set of actions. In a
24 hour period over 240,000 epochs were trained. When only presented with terms
in a single document, the agent performs better than both baselines. Interestingly,
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using ε-greedy to add randomness to the agents actions did not improve performance.
The deterministic variant achieved approximately 50 percent higher scoring than the
baselines, the random variant achieving a little less, at approximately 25 percent over
the baselines.
Conclusion
The outcome of this small scale experiment demonstrated that the agent can learn on
a trivial scale problem. Using all terms in the top documents resulted in extremely
slow, ineffective learning. In later experiments, we randomly sample one document in
the top 10 results list and use it for training.
4.4.2 Relationship between Learning and Generalization
After confirming that the agent was capable of learning when presented with trivial
data, the next experiment investigated the agents ability to generalize. In this exper-
iment we wished to examine the relationship between the agents learning ability and
the ability to generalize on unseen examples.
Results
We took the first 50 topics from the WSJ dataset (topic 51-100), trained on 25 queries
while perform validation on 25 to track the relationship between learning and gener-
alisation. A training set of this size is unlikely to be enough for the agent to build
meaningful generalization, thus the purpose of this experiment is less about measuring
the performance on the validation set in absolute values, but to observe how the agent’s
performance on seen examples and unseen examples would trend together.
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Figure 4.7: Training on 25 queries, validating on 25 queries
As shown by figure 4.7, the agent’s performance during training improved along
with the validation performance for approximately the first 8000 epochs. However,
once the training performance begin to show a clear trend upwards, the performance
of validation diverged from training performance.
We experimented with adding more training examples and adjusting the ratio of
training and validation queries, hoping this increase in quantity and diversity of topics
would lead to better generalization. To do this we trained on all 50 queries from the
previous experiment, and took 10 unseen queries from the WSJ dataset for validation.
A similar pattern as the 25-25 split was observed from the result of this variant, as
the training performance shows sign of improvement at approximately 8000 epochs,
validation performance begin to decreases substantially. This is demonstrated in figure
4.8.
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Figure 4.8: Training on 50 queries, validation on 10
Conclusion
In both variants of this experiment, the performance on the training set showed clear
trend of improvement. The validation set showed unstable behaviour, diverging from
the training performance. We wished to gain further insight on the working of the
model and investigate the cause of this instability after making this observation.
4.4.3 Summary of Results, First Implementation
Summarizing the results from the series of experiments conducted using the first imple-
mentation of the query reformulation system, we present the results of reformulation
on both training data and validation data observed from in table 4.1, which shows that
slight improvements has occurred in the training data, both 25-25 and 50-10 training
sets resulted in performance above ATIRE’s search. However, there is little evidence
of generalization occurring, as both validation sets performed worse than the baseline.
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training, 25-25 0.1223 0.0864 +0.0359
training , 50-10 0.0777 0.0754 +0.0023
validation set, 25-25 0.01812 0.08620 −0.0681
validation set, 50-10 0.0296 0.0719 −0.0424
Table 4.1: Comparison in MAP between the reinforcement learning agent’s reformula-
tion compared to raw ATIRE search, which is ATIRE’s BM25 with default parameters,
not using Rocchio’s PRF
Agent’s reformulation behaviour
In order to obtain further insight on what the agent has learnt from training, we
compare the reformulated queries against the original queries on a per-query basis,
and observe the effect of reformulation.
Figure 4.9: Change in individual query AP after training, first implementation, 25-25,
training set
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Figure 4.10: Change in individual query AP after training, first implementation, 50-10,
training set
Figure 4.11: Change in individual query AP after training, first implementation, 25-25,
validation set
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Figure 4.12: Change in individual query AP after training, first implementation, 50-10,
validation set
On the training data, we discovered that though overall performance suggested
improvement over the raw ATIRE baseline (as shown in table 4.1), these are the result
of a small number of queries which improved substantially. Figure 4.9 demonstrates
the per query change in AP in the 25-25 split, showing that 1 query has improved by
over 1400 percent, figure 4.10 shows that two queries has improved by approximately
2000 percent in the 50-10 training set. However, these extreme improvements are rare
occurrences. In both training sets, a substantial number of queries improved little,
or became worse after the agent’s reformulation. While only observing the MAP of
the entire training sets may suggest that the agent has performed well during training,
through analysing the per-query AP change we can see that the performance is a result
of outliers.
On validation data, we observe that all queries became worse in the 25-25 set, shown
in figure 4.11. On the 10 queries used to validate the 50-10 set, two queries improved,
7 became worse, and 1 remained unchanged, we show this in figure 4.12.
We examined the output of the agent’s reformulation, and found that the reformu-
lated query generated by the agent had a low signal-to-noise ratio: the reformulated
queries were long, and consisted of a mix between terms that appeared to be seman-
tically close to the original query, along with terms that appeared to be far. We
demonstrate several examples in table 4.2
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Table 4.2: An observation of the reformulated queries
Conclusion
As we observe the agent produces very long queries by using all the candidate terms
provided, we conclude that the reinforcement learning agent struggled to separate out
the useful terms cleanly from noise terms. Perhaps more training examples were needed
for the agent to generalize more effectively.
4.4.4 Scaling Up Training Data
Speculating the agent would both learn and generalize better if more training examples
are provided, in this experiment we attempted to scale up the size of the training data.
We took 1000 queries from the MSA dataset, training on 800, and validate on 200
queries.
Results
Training on this larger dataset took a longer time frame than what is practical. Com-
pleting a single epoch through the training data took over one day. This made it
impractical to train on data of such scale. We were unable to get meaning results from
this experiment due to this scalability issue.
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Experiments summary
At this point we had achieved the task of building a deep reinforcement learning based
framework for query reformulation based closely on the descriptions provided in the
paper by Nogueira & Cho[23], though it was not producing comparable results to theirs.
As we attempt to scale up the data size, we encountered scalability issues, which must
be mitigated if we were to investigate the effect of training on a larger quantity of data.
4.4.5 Issues Revealed By Our Experiments
It is important to understand the issues and obstacles facing this implementation to
looks for points of improvement. Perhaps the biggest issue we faced during this im-
plementation was understanding how this problem lent itself to the framework of a
reinforcement learning problem. This was first observed as we construct the theoret-
ical model in the previous chapter, we hoped this would become apparent during the
implementation process, but this was not the case.
Firstly, there is a level of unresolved ambiguity over how this problem would be
posed as a reinforcement learning problem. In a typical reinforcement learning prob-
lem (demonstrated in figure 2.2), at each time step the agent send an action to the
environment, and receives a state, action, reward, and the next state after the action
has been taken from the environment. This two-way interaction between the agent and
the environment is crucial for the agent to learn the dynamics of the environment and
improve the policy parameters towards a desirable direction.
In query reformulation, the notion of state can be interpreted in a multiple ways.
Nogueira & Cho[23] implies that the agent only sees one candidate term at a time and
make one decision on whether or not to include the term in a reformulated query, as
illustrated in figure 4.5. Thus the state can either be interpreted as the original query
to be reformulated, the combination of the original query and the current candidate
term, or the entire set of retrieved candidate documents.
Just as the state can have open interpretation, we can interpret action in several
ways. The action can be viewed as each binary decision to include a candidate term,
based on the raw term and the query.
This interpretation makes the problem episodic, where the reward is treated as
latent until the end of the episode. The next state is the next candidate term available.
Reward is 0 until the entire reformulated query is sent to the search engine for scoring.
A comparable example to this interpretation would be a game of pong, where each
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state is the current image demonstrating the ball’s location, the action choices are to
move the paddle up or down, and no reward is given until a game is either won or lost.
From the paper’s description this is heavily implied.
Equally, from another perspective, this problem could be viewed as sending only one
action to the environment, since only one reward is receivable after the reformulated
query has been sent to the search engine. In this case, the action is a binary vector the
same size as the candidate terms set. In this case, the notion of next state does not
exist in the problem of query reformulation, because query reformulation is one shot.
Another issue we observe is that the agent cannot effectively handle a large ac-
tion space. As the size of the candidate term set increases, the agent becomes both
ineffective and inefficient. As a result, this implementation has a impractically long
training time on non trivial data size. This is a major obstacle which prevents us from
training on larger datasets, making it difficult to verify whether the agents suboptimal
performance is due to a lack of training examples, poor choice of hyper parameters, or
the architecture of the model itself. Furthermore, we observe a difficulty for the agent
to separate out useful terms from noise when more than a trivial number of terms are
presented for picking.
4.5 Gathering Additional Information
We contacted the principal author, Nogueira, requesting for clarification in regards
to our questions on the nature of the problem, as well as any important details not
included in the original paper. From our correspondence with Nogueira we acquired
several insights and additional implementation details. Nogueira expressed those were
crucial in building the system. Many of which would make the difference between the
agent learning and failing completely.
4.5.1 Clarification From the Primary Author
In our correspondence with Nogueira, a clarification of the problems framing was pro-
vided. Nogueira confirms that action in this problem is a single, albeit highly complex
action. The action for each query is, in essence, a single bit vector with length N , where
N is the size of the candidate terms set. Each element of the vector contains a binary
decision to include or exclude the corresponding candidate term in the reformulated
query. This makes the action space size 2N .
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There were mixed statements about what the state should be in this problem.
Nogueira suggested that one way to frame this problem is as a bandit problem, a
special case of a reinforcement problem where the notion of state is not used. The
other way to frame this is as a single state reinforcement learning problem, where the
original query and the list of documents retrieved in the first round is treated as the
state.
Both interpretations contain elements which makes it awkward to fit a query re-
formulation problem to. Bandit problems are a well studied class of problems in the
literature where algorithms used are different from standard reinforcement learning.
Furthermore, the state is used by the value network to predict the expected reward,
R̄. For these reasons, we choose to interpret the problem as a reinforcement learning
problem with single state, where the number of available actions are astronomically
large, scaling exponentially with the size of the input. As only a subset of the docu-
ments retrieved is used as candidate terms set for reformulation, we view the state as
partially observable.
4.5.2 Additional Implementation Details
Aside from clarifying the framing of the problem, several implementation details were
provided by Nogueira in our correspondence.
Inclusion of the raw query
The most important detail we received from Nogueira was to always include the original
raw query, q0, in the reformulated query. If none of the candidate terms are selected,
q0 is still sent to the search engine for scoring. This seemed like a minor detail, but
we found this resulted in substantial improvement to the reformulated query’s score.
With this adjustment the value predictor can learn the value of q0 quickly, which is the
score if the agent selected no additional terms.
This has several implications. Firstly, always including q0 means the agent is less
likely to perform worse than the raw search baseline, unless the agent stumbles across
an unusually bad policy. As we had shown in previous experiments the agent can travel
towards the direction of positive rewards, we expect such occurrences to be rare.
Including the raw query in scoring also provides a baseline for the value estimator
to learn. This means the agent would be sensitive to any changes to the reward as a
result of actions taken. As defined by the cost function of the policy agent, the learning
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mechanism relies on the dynamic between the value estimator and the policy generator.
Performing worse than expected will lead to negative rewards which makes the actions
less likely to occur in the future.
Adding a manual bias
Nogueira also suggested that we manually bias the output of the policy network, such
that the output is likely to output 0 in most of the cases, leading to the agent selecting
no terms from the candidate terms set. Nogueira suggested initializing the bias value
before the final output to an extremely large value, such as 10.0. In deep neural
networks, bias is usually set to a small value such as 0.01. Using an unusually large
value makes it extremely rare for the agent to actually pick a new term from the
candidate term for reformulation.
Nogueira explained that this step is important as it allows the value network to
learn the reward produced by only the original query at first, and so the agent would
be sensitive to any change in reward. This would force the value network’s output into
a more accurate range before policy training begins. Thus any updates on the policy
estimators parameters would be following the gradient in the right direction. Nogueira
mentioned that without this step the agent “does not learn anything” for over 2 weeks
in their experiments.
Additional information on Convolutional Neural Network architecture
It was also revealed that our previous interpretation of using a sliding window to capture
the context term was incorrect. Nogueira explained that all candidate terms, in their
word2vec embedded form, are fed to the agent at once. Our previous interpretation
of feeding in a single candidate term with a number of context term on each side of
it was different from what Nogueira intended. Under this new interpretation, input of
each raw query is the entire set of candidate terms, in the order they appear in. The
“context window” is the width of the filter in the convolution layers in the CNN.
4.6 Experiments
Incorporating the additional information acquired from Nogueira, we reimplemented
our reformulation system with the suggested changes, and evaluate the updated system.
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4.6.1 Experiment Configurations
Source of candidate terms
We saw from the previous experiments that having a large action space led to scalability
problems. In order to reduce the effect of this, from the first round of retrieval, we
take the first 200 terms from a single document sampled uniformly from the top 10
documents in the results list as a source of candidate terms. This is because the average
length of a paragraph is approximately 200 words, and we expect that a document
should cover the main topics which the document is about within the first paragraph.
Data sets
From the WSJ dataset, we used a training and validation split of 25-25 and 50-10.
These are the same splits from the previous series of experiments, we do so to compare
the effect of the second implementation compared to the first.
In later experiments, as we wished to train the agent with even more training
examples to observe the effect of increased training examples on generalization. We
took the entire 150 queries from the WSJ dataset, and randomly sample 100 queries
for training and 25 queries for validation. This is the 100-25 split (The remaining 25
queries in the collection are used for testing in the next chapter).
For a more scaled up experiment, we used 800 queries from the MSA dataset for
training, while validating on 200 queries.
Metrics and baselines
Similar to previous experiments, MAP@40 is used to evaluate the reformulated queries.
Hyper parameters
We used the following hype parameters during this experiment.
• ADAM Optimizer, with the same parameter as last implementation.
• 512 neurons in the fully connected layers.
• CNN window size of 9 and 3, using 256 filters in each layer.
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4.6.2 Effect of Additional Implementation Details
Using CNN filter as a sliding window
We observe a faster training time by eliminating the step where we using a sliding
window approach to break inputs down into a single candidate term surrounded by a
number of context terms.
Effect of including the raw query
As we expected, always including the raw query along with terms chosen by the agent
during the scoring process led to substantial improvement in the training performance.
The performance on the training data also exhibits a clear trend to converge.
Effect of manually biasing to the network
Nogueira maintained that it is important to manually bias the policy network such that
term selection would be rare. We experiment with this detail by training on WSJ100-
25 set, and present the training performance in figure 4.13. The graph shows that the
agent’s performance hovers around the baseline, yet it shows no sign of improvement,
suggesting that no learning has taken place. We conclude that contrary to the recom-
mendation of Nogueira, using an extremely large bias value for the policy network is
not effective in our implementation.
Figure 4.13: Agent’s performance on training set, using a bias value of 10.0
56
Conclusion
We decided to disregard the advice to manually bias the policy network, while incor-
porating the other changes into our experiments.
4.6.3 Robustness of the System
During our experiments we observe that the agent exhibited unstable behaviour. We
found that several identically set up experiments (same code, same data, same hyper-
parameters) can exhibit substantially different performance and results when a different
pseudo random seed is used for initialization of the neural network model. We decided
to investigate this phenomenon.
Results
We trained the agent on 100 queries from the WSJ data set, for 5000 epochs, using
identical code and hyper-parameters, but used a different seed to initialize the system.
We then observed the training performance, presented in figure 4.14.
On one of the three seeds, the agent’s performance clearly moves towards conver-
gence. However, on the other two seeds, there is no clear trend upwards. The agent
fails to reach any substantial reward, and even gradually moves downwards towards 0
over time. This is a concerning observation. As we observed previously that always
including the raw query means that the agent should not perform worse than the score
of the raw query itself, when the agent exhibits this type of behaviour it indicates that
no training occurred, and is highly unlikely that learning will ever happen in these
circumstances.
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Figure 4.14: Effect of using different seeds for initialization
We observed the trend between learning and generalization on a poorly initialized
run to see if any generalization occurs, this observation is presented in figure 4.15. As
we expected, a run with a bad random seed resulted in the agent neither learning the
training examples, or form any clear generalization.
Figure 4.15: An observation of agent’s learning and generalization when using a sub-
optimal seed
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As we did not observe catastrophic instability issues using MSA data set, we did
not perform a systematic investigation as we did with WSJ queries, as training on 800
queries using multiple seeds for a substantial number of epochs would take a non-trivial
amount of time.
Conclusion
We found the dependency on initialisation a concerning observation which may be a
drawback to deep reinforcement learning. We found several cases in literature reporting
similar behaviour [10].
The instability of deep reinforcement learning presents a challenge to reporting ex-
periment results. When an experiment fails to perform as we expected, it is not entirely
clear whether it is due to an error in the implementation, poor parameter choice, poor
data balance, or simply a case of poor initialization. Before we discovered that simply
varying the random seed may result in such substantial difference in performance, many
hours were spent in debugging and experimenting with various model configurations.
This made experimentation time consuming, and it is sometimes possible to disregard
a good model configuration due to “unluckiness” in initialization, as we found out that
an implementation which works well can suffer substantially from changing the random
seed.
Equally, when the agent performs well, it is difficult to be certain it is the best
outcome we can achieve, or whether there are better results achievable by using a dif-
ferent model configuration, changing hyper parameters, or simply changing the random
initialization. As the set of possible choices of random seeds we could use is very large,
it is not practical to run through a large number of them once the size of the training
data becomes non-trivial. It also would not make sense to take the mean value, as
many random seeds leads to complete failure in the system. For the purpose of this
thesis, we present the best results we have observed.
4.6.4 Agent’s Performance during Learning
We wished to evaluate the performance of the system on training data to confirm that
the agent is capable of training well on a variety of data size, in a reasonable time frame.
We define reasonable time frame for a single experiment duration measured in days,
instead of weeks. We train the agent on 4 datasets of various size until convergence,
and observe it’s performance compared to raw ATIRE search baseline.
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Figure 4.16: Agent’s training performance on WSJ25-25 compared to baseline, second
implementation
Results
We first trained the agent on 25 queries, the same dataset used in the previous series
of experiments. We present the result in figure 4.16, which shows the agent’s MAP
increasing in a stable manner, converging past the baseline value.
Next, we trained on 50 queries, the results are shown in 4.17. Again, the system
exhibits signs of steady improvement in MAP, eventually converging past the baseline.
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Figure 4.17: Performance on training data compared to baseline, WSJ50-10, second
implementation of DRL agent
Stepping up the size of the training set, we train the system using 100 queries, the
results are presented in figure 4.18. These results show that the system is capable of
handling training data of various sizes from the WSJ collection, and still perform well
on the training sets.
Figure 4.18: Performance on training data compared to baseline, WSJ100-25, second
implementation of DRL agent
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Finally, we used the MSA dataset that was previously too large for the system to
train in a reasonable time frame. There are 800 training queries in this dataset and
200 validation queries, the results are presented in figure 4.19. In this task, the agent’s
performance fluctuate around the baseline.
Figure 4.19: Performance on training data compared to baseline, MSA800-200, second
implementation of DRL agent
Conclusion
In all 4 experiments, the agent’s training performance converged to a comparable level
to the baseline, performing at least as well as raw ATIRE in Mean Average Precision.
We conclude that this is a result of appending the raw query to the reformulated query
for scoring. The agent is unlikely to perform worse than the raw baseline, unless a
catastrophic failure occurs.
4.6.5 Training Performance compared to Generalization
We investigated the relationship between learning and generalization by letting the
agent reformulate an unseen set of validation queries after every 10 epochs of training.
In this section we report our findings.
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Figure 4.20: Observation of training and validation performance, WSJ25-25, second
implementation of DRL agent
Results
We used the same 25-25 split from the previous series of experiments and ran them
through the updated reformulation system. As we expected, despite convergence on
training data, little improvement in validation occurred as there are too few training
examples. We stopped the training at 12000 epochs, after the training performance
has already converged for many epochs, and validation performance showed little im-
provement. The result is shown in figure 4.20
Next, we trained on 50 queries and validated on 10 queries, during this experiment
we let the agent train for longer than the previous experiment. We observe that between
epochs 0 and 10,000 there are no clear trends in the performance on the validate set
of queries, though convergence occurs on the training set. Between epochs 10,000 and
15,000 the performance on the validation set begins to show clear sign of improvement.
We continue to train the agent, finishing at 30,000 epochs. The results are presented in
figure 4.21. We can see that on the training set of queries, the agent reaches convergence
at approximately 5000 epochs. However, on the validation set of queries, no visible
improvement can be observed until epoch 10,000.
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Figure 4.21: Observation of training and validation performance, WSJ50-10, second
implementation of DRL agent
On our third WSJ data set, we train on 100 queries, and validate on 25 unseen
queries for 30,000 epochs, the result is shown in figure 4.22. Similar to the previous
experiment, the agent’s performance on unseen validation queries did not begin to
improve after the performance on training queries stopped improving for many epochs.
Figure 4.22: Observation of training and validation performance, WSJ100-25, second
implementation of DRL agent
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Figure 4.23: Observation of training and validation performance, MSA800-200, second
implementation of DRL agent
We then investigate how well the agent would generalize to unseen queries on a
different task, to do so we trained the agent on 800 queries from the MSA dataset, and
validate on 200 queries. We present the result in figure 4.23. We observe an increase
in validation performance at around epoch 3500. Then it appears that it is reached
convergence, as it ceases to show signs of improvement. We stopped this experiment
at epoch 20,000.
Conclusion
We conclude that the agent is capable of learning to reformulate a set of queries, and
capable of generalizing to unseen examples if the set of training queries are large enough,
and cover diverse topics. Conversely, the agent is unlikely to generalize effectively when
training examples are few and the topics are not diverse, as is the case with WSJ25-25.
It is interesting to observe that though the performance appears to have converged
on the training set, improvement in the validation queries may not occur for many
epochs, during this period there is no substantial change in the performance of the agent
on the training set. Simply monitoring the training performance may suggest that the
agent has stopped learning. However, after the agent’s performance has converged on
the training set, it continues to improve on the validation set, sometimes substantially.
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4.6.6 Summary of Results
Repeating experiments from first implementation







training,WSJ25-25 0.1335 0.0864 +0.0471
training ,WSJ50-10 0.0987 0.0754 +0.0233
validation ,WSJ25-25 0.0138 0.0862 −0.0723
validation ,WSJ50-10 0.0747 0.0719 + 0.0028
Table 4.3: Comparison in MAP between agent’s reformulation compared to raw ATIRE
search
New experiments in second implementation
We present the results from training on two larger sets of queries in 4.4.








training,WSJ100-25 0.1155 0.1143 +0.0011
training,MSA800-200 0.0335 0.0327 +0.0008




Table 4.4: Agent’s performance on larger data size compared to raw ATIRE
We conducted a paired t-test against the null hypothesis that reformulation made
no difference to the MAP of these sets of queries. The result showed that these changes
were not significant at p < 0.05.
Improved training speed
Changing the larger datasets and train in a more reasonable time frame, training
an agent for 30,000 epochs on 800 training queries now take less than a week. In
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the previous implementation, a single epoch took over one day to complete. This
improvement in training speed allows us to conduct more experiments in a given time
period. This is crucial as Deep Reinforcement Learning experiments can take many
epochs to train, and many trials are required when the agent fails to perform.
Significance of results
Examining the individual queries and our paired t-test results suggests that improve-
ment observed is not statistically significant. We observe that the agent collapses into
a policy of taking no action for many queries. We demonstrate this phenomenon in
figure 4.24 and figure 4.25, showing the per-query change in scoring in WSJ100-25 for
training and validation, respectively. In both of these cases, the number of queries
which had changed remain few.
Figure 4.24: Change in individual query AP post training, second implementation of
the system, WSJ100 data set, training data
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Figure 4.25: Change in individual query AP post training, second implementation of
the system, WSJ100 data set, validation data
Challenges in reproducing Deep Reinforcement Learning experiments
Reproducing the work of Nogueira & Cho was not a straight forward process as we
had initially expected. During this process we found that there are many challenges,
including ambiguity in interpretations, and incomplete description in published work.
Even a working system can be highly unstable, where changing the random seed in a
working system can result in failure.
It appears that this instability observed is not a problem unique to our experiments.
In a 2017 study, Henderson et al. [9] examined reproducibility of deep reinforcement
learning based experiments, and highlighted the unstable nature of reinforcement learn-
ing through several findings. Henderson et al. reported that different implementation
of the same algorithms, on the same task, using the same hyper-parameters resulted in
substantially different performance. Other factors that can change the system’s per-
formance substantially are multiplying the reward by a constant, and using different
random seeds to initialize.
Combining these findings and our own experience, we question whether it is actually
possible to reliably reproduce a deep reinforcement learning experiment and get the
same results by following a written description.
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4.7 Conclusion
In this chapter we describe the reproduction of the query reformulation system based
on the framework of Nogueira & Cho [23]. The first implementation of the system was
based on our interpretation the descriptions provided in their paper, which works on
trivial problems, but fail to perform as the size of the input data grow.
We contacted Nogueira, the principal author behind the framework additional in-
formation which was not included in the paper in order to improve the system’s perfor-
mance. The additional information proved very important. Incorporating this informa-
tion into our implementation improved the reformulator’s performance substantially,
both in efficiency and effectiveness from the previous implementation. Although the
results of this implementation did not show significant improvement over the baseline,
the new insights allowed us to develop further intuition about the problem. These de-
tails highlight the importance of getting the value estimator into a relatively accurate
range. We use this knowledge to devise a training scheme with the goal of improving





In the last chapter we discussed the process of building a deep reinforcement learning
based query reformulation system based on the framework of Nogueira & Cho [23].
Initially we built a system following the description in the paper, the resulting system
was capable of solving small scale toy problems, but failed to scale when presented
with a larger amount of training data. We acquired additional information from the
authors, and reimplemented the system, resulting in improvement in both learning and
generalisation.
The second implementation of the reformulation system performs as well as the
raw search benchmark on training data. This is a notable improvement in performance
compared to the first implementation. However, we observe that the agent tends to
suffer from stability issues.
In this chapter we discuss our approach in addressing the stability issue, and at-
tempt to improve the effectiveness of the agent. We first analyse the stability problem
in the context of reinforcement learning, and identify challenges which may prevent
the agent learning effectively. We then present a three-stage training method aimed to
mitigate the instability issues, and evaluate the system trained with such method.
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5.2 Query Reformulation as a Reinforcement Learn-
ing Problem
After our correspondence with Nogueira, whose theoretical framework we base our sys-
tem on, it became apparent that the task performed by the agent is a combinatorial
optimization problem. The action space scales exponentially with the number of can-
didate terms an agent faces. Consider an instance of the query reformulation problem
with a candidate term set of size n, and there exists a “perfect query”, which would
yield the maximum attainable reward. If every single configuration of these candidate
terms are to be considered, it would create 2n number of possible actions. Reward
signals are sparse in this large action space, vast majority of this action space would be
filled with noise terms which would worsen the performance of the reformulated query.
The agent must learn to choose one good performing action among the rest, in a
single shot, non-iterative manner. The high level of complexity of the problem and the
one-shot nature of query reformulation makes the problem truly challenging, as there
is no notion of incrementally improving the policy through trial and error.
Indeed, in literature, deep reinforcement learning has been applied successfully to
problems with high complexity, such as controlling an agent in complex environments
to accomplish various tasks. For example, training an agent to play video games such as
Pong or Doom. These problems often have complex environments with a large number
of states. However, the common trait shared by these problems is that although the
number of states is large, the number of available actions at each state is small. Suppose
we model a reinforcement learning problems as a tree, where each node represents a
state, each branch represent actions available, and the leaves are terminal states. Then
those problems with a large number of states, but a small number of actions will be a
tree that is deep, but has a low branching factor.
In the problems mentioned above, when an agent has reached a desirable state
with a high reward, actions leading up to the state are rewarded because there is a
trajectory in the tree from the root for the agent to trace. In contrast, our query
reformulation problem has a single state, and an extremely large action space. In
a tree representation, this problem is the equivalent of a tree with depth of 1, and a
branching factor of 2n. Furthermore, each new query can be considered as a new search
tree, experience acquired from reformulating other queries would help up to a certain
extent, though in essence the agent faces a new instance of the problem with each new
query presented. With a large enough set of training data, we can only hope the agent
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learns some pattern that maps useful terms to a query.
If we consider the problem from this perspective, it becomes more understandable
why the agent could fail when faced with a large number of potential actions. When
desirable actions are distributed in a sparse manner, and the agent fails to reach any
reward improving actions in earlier stages of training, the agent may choose to not
perform any reformulation, which is a valid policy in this scenario.
5.3 Challenges Facing the System
Although earlier iterations of our reformulation system did not outperform published
results, valuable insights were gained through preliminary experiments nevertheless.
We identified three major challenges preventing the agent from learning effectively.
These are large action space, one shot nature of query reformulation, and the spiralling
effect between the policy network and the value network.
The first insight gained was that the agent is capable of learning an optimal policy
if the action space is sufficiently small. In the trivial experiments ran by the first
version of the system, where the task was simply to pick one term that increases the
performance of the whole query, the agent succeeded. This confirms that the agent is
capable of following the gradient in the policy space which will lead to greater rewards.
The agent fails when it comes to dealing with large action space. As the number of
action choices increased, the output of the agent became noticeably noisy. The agent
converges to a policy of learning to either include all the candidate terms, or none of
it based on the query. Query’s that retrieved documents with higher percentage of
relevant terms resulted in better performance.
We reasoned that we must create a condition for the agent to be able to separate
actions which lead to a desirable outcome from actions which are detrimental to the
goal of the agent in a complex action space.
Secondly, a typical reinforcement learning problem consists of many stored tuples
of state, action, reward and next state. This information is important as it allows
the agent to form a mapping between the action it took and the consequences of
these actions, in the form of observation, which consists of reward and the following
state the environment is in. For many deep reinforcement learning algorithms, it is
crucial to keep a memory buffer to store past histories of State-Action-Reward-Next
State tuples, and use these instances of past experience to enhance the agent’s learning
abilities. For some algorithms, such as DQN [21], the core factor leading to the agents
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improved performance is the way these memory slices are sampled.
Unfortunately, due to the nature of query reformulation, the observation is incom-
plete. The agent receives a scalar reward after reformulating a query, and receives no
further information about the state the environment is in after evaluating the query.
We considered a possibility of training the agent to incrementally reformulate a query,
feeding the intermediary query to the agent as a new state, and the search engines
evaluation of the intermediary query as the reward. However, we decided not to pur-
sue this approach, as it would increase training time by orders of magnitude, and this
task bears little resemblance from the actual task we want the agent to perform, which
is single shot query reformulation.
Thirdly, we observe a close correlation between the policy network’s output and the
value network’s output. Consider the loss function for the policy estimator in equation
4.3, which states that, if the actual reward, R achieved by the reformulated query, T ,
is greater than the predicted reward, R̄, then the negative log likelihood of all terms
in this query decreases, which in turn increases the likelihood of these terms being
selected in the future. Conversely, if R̄ > R, then all terms t in the reformulated query
T are made to be slightly less likely to be chosen by the agent in the future.
In turn, the output of the value predictor, R̄, is influenced by the outcome of the
reformulation, R. The loss function adjusts the prediction R̄ towards the value of the
“true reward”, R.
In an optimal scenario, R̄ would be sufficiently close to the expected reward the
agent could receive by reformulating the query, and the difference between R̄ and R
would be sufficiently small, such that the inclusion of terms that contributes an increase
in the reward, R would be recognized by the agent immediately, this would lead to the
agent increasing the likelihood of these terms being selected again in the future.
Conversely, in a suboptimal case, where there is a significant difference between
the predicted reward, R̄ and actual reward, R, the agents performance is likely to get
worse over time.
If the value network under-predicts the amount of reward that is obtainable from
the environment significantly. The agent would receive false positives on the reward it
is receiving. The policy network will increase the likelihood of all terms in the reformu-
lated query, regardless whether they are truly useful terms that lead to a better scoring
query, or noise terms that will lead to a worse scoring query. Likewise, consistent over
prediction from the value predictor means that all terms selected in a reformulated
query are weighted down regardless of utility. Neither of the above cases are con-
73
structive in helping the agent filter out noise terms from useful terms in the candidate
set.
Since the actual reward, R, is the ground truth in the loss function for R̄ , if the
agent chooses unfavourable actions leading to suboptimal outcomes, the value network
would also converge to a poor local optimum, over many training iterations, the agent
is “convinced” that no higher performance is achievable from the environment.
In the final implementation of the system we seek methods to overcome or reduce
the effect of these challenges and improve the agent’s effectiveness.
5.4 Related Work
We consult literature for existing techniques on ways to mitigate the issues outlined
above, particularly, how to adapt a reinforcement learning agent to work in an envi-
ronment with large action space, where reward is sparse.
The problem of dealing with a large action space has been explored previously by
Dulac-Arnald et al. [7], who proposed the Wolpertinger algorithm, using K Nearest
Neighbours to group the large number of actions into “protoactions” by a similarity
measure, thereby reducing the size of the action space. Their experiments showed that
considering this subset of actions will lead to sufficient performance, while reducing
the complexity of the problem. Lillicrap et al. [16] proposed Deep Deterministic
Policy Gradient, a method used to solve problems with continuous action space in
deep reinforcement learning, showing robust performance on a range of continuous
control tasks by keeping a target network and updating the main networking using
the parameter learnt from the target network. Zahavy et al. [42] proposed a model,
AE-DQN (Action Elimination Deep Q Network) where an agent would learn to predict
invalid actions from a large action space and rules these out. However, all of these
methods requires a stored memory buffer of mapping between state, action, reward,
and the following state. The single-state, one shot nature of our problem makes these
approaches not suitable for us.
Another approach to reducing the action space is to use heuristics to guide the
action selection process. Bianchi et al. [4] first proposed the idea of heuristically
accelerated Q-learning,where a heuristics function is used to guide action selection in
reinforcement learning. This idea was further developed by Bianchi et al. [3] , who
proposed a transfer learning based meta algorithm to speed up learning. The agent
would first learn on a simpler task to develop domain specific heuristic before training
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on the target problem. A similar approach was used in the development of AlphaGo
[32], where the agent first trained on an existing dataset of human go player’s past
games to learn the rules of the game, before using reinforcement learning and self-play
to reach state of the art performance.
This latter approach inspired the development of our proposed improvement to the
query reformulation system. If we draw upon a human learning analogy, it would
certainly be more reasonable to train a driver on domain specific heuristics such as the
road code, vehicle operation, and possibly basic physics before letting the person “train
live” by driving on the road.
5.5 Three stage Training Scheme
5.5.1 Stage one: Bootstrap Policy Network with KL Diver-
gence Score
Inspired by the use of heuristics present in the literature, we began to develop a method
where we first train the agent to learn domain specific heuristic in the field of informa-
tion retrieval, before training on the task of query reformulation.
We use Kullback-Leibler divergence (KL-divergence) as a heuristic to tell us how
likely it is that a candidate term is relevant to a query. From a deep learning perspec-
tive, this can be thought of as way of biasing the initialisation of weights before the
agent starts to learn with reinforcement learning mechanisms to decrease the likelihood
of the agent being stuck in a local optimum. From an information retrieval perspec-
tive, we combine the effect of ATIRE’s Pseudo Relevance Feedback with reinforcement
learning, using the latter to fine tune the system.
Our training scheme consists of three stages. In the first stage, we train the policy
network of the agent using KL divergence score of terms. We use ATIREs built in
function to generate the KL divergence score of terms in the top 10 documents returned
by the initial query. We take this value as a heuristic indication to how likely a term
is to be “useful” to the agent. We normalize the list of scores so each score is between
0 and 1 and use it as a ground truth label. We freeze updates on the value network
during this process, and train the policy network to predict the KL divergence score of
terms.
The action output of the agent is based on sampling the policy predictor’s scoring
of how likely the term would lead to improved performance. Pre-training correlates the
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initial probability score of terms to their KL-divergence score instead of initializing all
candidate terms equally. This biases the agent to select terms that are likely to lead to
good performance. Terms with a lower KL divergence value are weighted down during
this process, creating an initial separation between useful and noise terms.
In this process we did not incorporate early stopping, a common method used in
supervised learning to reduce over training. The main reason behind this decision
is that in early stopping, the agent requires access to validation data, which we are
withholding intentionally from the model to assess the generalization ability of the
agent. Instead, we train the model until training loss stop decreasing rapidly and
reaches an “elbow point” before stopping this step to avoid over training. In our
experiments we found this point to be approximately 0.01. The number of epochs
required to achieve this is proportional to the data size used.
5.5.2 Stage Two: Priming the Value Estimator
The second part of our training method is to pre train the value network. We have
previously identified that inaccurate estimation from the value network may lead to
catastrophic spiralling effect between the agent’s policy and value output, resulting in
poor learning results. From experiments conducted using our second implementation,
we discovered the importance of always including the raw query when evaluating the
reformulated query, because the agent’s value predictor must learn the value of the
original query to notice any improvements from reformulated queries. Only when the
agent can predict with reasonable accuracy how good it is to be in a default state, it
can begin to update the weights in the correct direction. For example, if the agent
chose some candidate terms which increased the reward from the default value, then
the weights would be updated such that these terms will get increased likelihood of
being selected.
To achieve this, we freeze the weights in the policy network, and output 0 for all
candidate terms for a number of epochs, depending on the size of the dataset used. We
train the value estimator’s output to predict the “no-op” value of each query. The loss
function is the mean squared error between the prediction and the reward of the initial
query returned by the search engine, defined by equation 4.4. We train the agent’s
value estimator until this loss is sufficiently low and prediction of the reward achieved
by the initial query is sufficiently accurate. In our experiments, we found 500 epochs
to be sufficient for this purpose.
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5.5.3 Stage 3: Live Training using Reinforcement Learning
In the final phase we train the agent on the task of query reformulation using the
reinforcement learning mechanism outlined in the previous chapter, minimizing the
policy cost and the value prediction cost.
5.6 Our Method’s Effect on Agent’s Stability
With the hypothesis that our method would result in a more robust system, we inves-
tigated the effect of our three-stage training scheme on the stability of the system.
In the previous experiments, we discovered that the system can be sensitive to the
seed used to initialize the pseudo random generator. Such sensitivity leads to severely
unstable behaviour where the agent fails to either learn or generalize upon a sub optimal
run, particularly on the WSJ data set.
In this experiment we investigate whether using the three stage training scheme
is effective at mitigating this issue. In order to to do so, we repeated the previous
experiment where we conduct identical runs, with all other factors kept the same,
while altering different random seeds used to initialize the system. In addition to the
three random seeds previously used, we add another three, using six seeds in total.
We performed six runs, and observe the agent’s performance during both learning and
generalization.
Results
In figure 5.1 we present the agent’s performance on training data. The flat section
in the beginning of the graph indicates the period where the agent is simply learning
the value of sending only the original query to the search engine, before taking any
additional actions. We observe that in all cases, the agents go through a brief period
of exploration, where performance temporarily falls below the value of the raw query,
before the scores increase again.
We noted that though variance between runs using different seeds can still be ob-
served, on all six instances, even the worst performing seed surpassed the raw ATIRE
baseline value for this query set (at 0.1143). Runs using all six seeds eventually began
to trend upwards during training, in contrast to our previous experiment shown in
figure 4.14, where two out of the three seeds trialled resulted in no learning, and the
agent’s training performance gradually getting worse. The difference between a good
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and poor seed in this case appears to be the speed where the agent learns, as opposed
to divergence, as we saw in the previous experiment.
Figure 5.1: Learning performance of agent initialized with various random seeds,
trained using the three stage method.
Previously we saw that a poorly initialized system resulted in no sign of gener-
alization. To test our hypothesis that the three-stage training method increases the
stability of both learning and generalization performance, for each of the six seeds,
we observed the performance of the agent on the WSJ validation query set, consisting
of 100 unseen queries. We present the results in figure 5.2, which shows that for all
six seeds, evidence of generalization occurring can be observed, as demonstrated by
an upwards trend in all instances of the agent. As no obvious generalization can be
observed in the early epochs, we began the graph after 1000 epochs of learning.
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Figure 5.2: Generalization performance of agent initialized with various random seeds,
trained using the three stage method.
Conclusion
As we speculated previously, using the three stage training method to bootstrap the
agent with KL divergence score puts the model’s neural network weights in a more
optimal initial state. Which resulted in more robust performance from the agent on
both learning and validation queries.
Even though variance can still be observed between runs using different seeds, we
observe upwards trending performance for both learning and generalization on all seeds.
This is in contrast to the results from our previous experiment in stability as shown in
figure 4.14 and figure 4.15, where sub-optimally seeded runs fail to learn or generalize,
and slowly diverges as the agent fails to find any policy which leads to an increase in
reward.
We observe sufficient evidence which suggests the three stage training method is
effective at improving the stability of the agent. One limitation of this investigation
is that we did not conduct a systematic experiment on stability for the MSA data set
like we did for WSJ, due to the time it would take to perform a large number of runs
on large number of queries, and that little stability issue has been observed in previous
experiments on this data set.
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5.7 Final Evaluation
In this section we present results from our experiments evaluating the DRL query
reformulator using the three-stage training scheme. We repeated the experiments using
WSJ100-25 and MSA800-200 data sets for training and validation, using the same hyper
parameters from the previous experiments.
As the final verdict on the system’s performance, we observe the system’s perfor-
mance on the test set of queries for both WSJ and MSA data sets, which the system
has not be exposed to until now.
Test query set
In our previous experiments, we used validation set to observe the generalization ability
of the agent as we make changes to the model configuration and parameters. In our
final evaluation we introduce a test set that has previously not been exposed to the
agent, representing new user queries that the system has no prior information about so
the evaluation will not be biased. Taking the best performing model on the validation
set, we evaluate this test set of queries and report the final MAP.
For WSJ data set, as there are 150 queries in total, and we have randomly sampled
100 for training and 25 for validation, the remaining 25 queries are used as test set.
For the MSA data set, we took 100 previously unused queries as test queries.
Tuning BM25 parameters to each collection
Our previous experiments measured the performance of the reinforcement learning
agent against BM25 baseline using ATIRE’s default values for the two parameters
involved in BM25, k1 = 0.9 and b = 0.4. These are good general parameters, known to
work reasonably well across many data sets. However, an improvement of performance
can be gained by tuning these two parameters to fit a specific data set, at the expense
of potentially making the performance on other data sets worse.
As we wished to compare the gain in reformulation effective between deep rein-
forcement learning based methods and BM25 based methods, In our final experiments,
we provide both tuned and untuned BM25 baselines as a comparison to the Deep
Reinforcement Learning agent’s performance.
We combined the training and validation queries on WSJ, and find the best per-
forming parameters on this combined set of queries using grid search, as these would
be the data available to the system prior to processing any unseen queries. For the
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MSA data set, we perform a similar grid search. We found that for the WSJ data set,
the best values are k1 = 1.06 and b = 0.3, for MSA, these are k1 = 1.3 and b = 0.8.
5.7.1 Results and Discussion
We took the best performing agent from both variants of the deep reinforcement learn-
ing agent on test queries after 50,000 epochs of training, and compare them with results
from baseline methods. The MAP of training and validation queries are also provided
for reference. There are four baseline methods, which are ATIRE raw search with BM25
as the ranking function, using tuned and untuned BM25 parameters respectively, as
well as ATIRE’s Rocchio PRF using both variants of BM25 as the ranking function.
We present these results in table 5.1.
Results summary
WSJ MSA
train valid test train valid test
ATIRE raw(default BM25) 0.1143 0.1670 0.1471 0.0327 0.0311 0.0321
ATIRE Rocchio(default BM25) 0.1197 0.1704 0.1500 0.0332 0.0316 0.0328
ATIRE raw(tuned BM25) 0.1161 0.1666 0.1539 0.0353 0.0320 0.0403
ATIRE Rocchio (tuned BM25) 0.1210 0.1695 0.1560 0.0354 0.0317 0.0400
DRL reformulator 0.1155 0.1695 0.1219 0.0335 0.0036 0.0074
DRL reformulator, 3-stage training 0.1133 0.1687 0.1478 0.0341 0.0123 0.0132
Table 5.1: Comparison in effectiveness between different methods
During the final evaluation several findings emerge. Firstly, we observe that across all
categories, there is not one single method that outperformed the others in a consistent
manner. This observation supports the notion of the “no free lunch theorem”, which
states that no algorithm consistently outperform all other algorithms on all classes of
problems.
On the WSJ data set, across all three categories, the agent trained using the three
stage bootstrapped method yielded results comparable to the original variant. We
observe that using the three stage bootstrapping yield a MAP of 0.1478 on the test
query set, which outperformed the original variant by 0.0259, even though on training
and validation queries the original variant of the deep reinforcement learning agent
performed higher. This shows that a model’s past performance during training and
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validation may not provide perfect indication on the same model’s performance on
unseen queries in the future. The highest score on the WSJ test query set came from
ATIRE’s implementation of Rocchio PRF, using BM25 parameters tuned specifically
to the data sets, which has a MAP of 0.156. Both variants of the reinforcement
learning agent performs in a somewhat similar range as the baseline methods, though
no substantial increase is observed.
On the MSA data set, we observe that using the three stage bootstrap method led
to an substantial improvement compared to the original variant of the agent, across
all three categories, achieving approximately a 340 percent increase on the validation
queries, and 178 percent increase on the test queries.
However, even the improved scores for these sets are lower when compared to BM25
based baseline methods. On the test queries, the best variant of our deep reinforcement
learning agent achieved 0.0132 MAP, which is approximately 30 percent of MAP from
using ATIRE raw search, with the original queries, which is 0.0321. The most effective
method on the test set for the MSA collection is raw ATIRE search using tuned BM25
parameters, which has a MAP of 0.0403.
We speculate that one possible cause behind this observation may be due to the
difficulty of the problem’s nature, as the problem posed by MSA data set is not a
straightforward adhoc retrieval problem, but a more specific task of citation finding.
This may also explain the substantial increase in performance from tuning the BM25
parameters to the collection on this data set, as the tuning the BM25 parameters
achieving approximately 25 percent increase from 0.0321(ATIRE raw search using de-
fault BM25 parameters) to 0.0403(ATIRE raw search using BM25 parameters tuned
to the MSA query set).
Significance and per query improvement
We conducted a paired two tailed t-test on the agent’s performance on the test queries
for WSJ, and MSA data sets respectively, with the null hypothesis that reformulation
had no effect on the MAP of these queries. At p < 0.05, we found that the results
are statistically significant for the MSA test queries, with a p value of 0.0040, but not
statistically significant for the WSJ test query set, with a p value of 0.32.
We took the agent’s reformulated queries from the test query sets, and examined
their per query improvement from the AP of the original query. We also compare this
with the change in individual queries from the best performing baseline methods, in
order to gain an insight on the learnt policy of the agent.
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Figure 5.3 demonstrates the result from the agent’s reformulation on the WSJ test
queries, which shows that only 1 query out of 25 has showed clear improvement in AP,
improving by approximately 6 percent. No queries has gotten worse. It seems that
the agent has learnt a “cautious” policy of leaving vast majority of unseen queries as
is, instead of performing random reformulation on unseen queries. While the improve-
ment as a result of this policy is marginal at best, and the change is considered not
statistically significant due to the few number of queries changed, one could argue in
a practical scenario, depending on the use case, this more cautious approach of not
making other queries worse could be useful. Figure 5.6 shows the change in AP in the
MSA test query set, which shows that the agent in this scenario has learnt a different
policy from the agent trained on the WSJ data set. Instead of acting “cautious” and
choosing inactivity for most of the queries like the agent on WSJ collection has per-
formed, reformulation has been performed on most of the queries in the MSA dataset.
This is a “high risk, high reward” type approach, where one query has improved by as
much as over 2000 percent, while most of the other queries has gotten worse by a small
amount.
For comparison, we observe the best performing baseline methods the same sets
of queries. The best performing method for WSJ test set is ATIRE’s implementation
of Rocchio PRF, using BM25 parameters tuned to the collection,shown in figure 5.4.
The graph shows that applying this technique resulted in improvement in the vast
majority of the queries in this set, at the cost of a small number of queries getting
worse. A similar type of behaviour can be seen in the best performing baseline method
for the MSA test set, raw ATIRE search using tuned BM25 parameters, shown in figure
5.5, though in this case, more queries performed worse and the amount these queries
decreased by is higher than the best baseline method for WSJ.
Results from this investigation suggests that techniques aimed at improving the
effectiveness of adhoc retrieval is largely a trade off where some queries improve, at
the cost of other queries getting worse. Even on the best performing baseline methods,
this stands true on both collections.
Furthermore, we observe that it is far more desirable, both from a performance
measure perspective, and perhaps a practical perspective, for queries in a set to not
get worse, compared to making few queries improve a lot at the cost of many queries
worse by a lesser amount. As we showed in the per query improvement on WSJ and
MSA test set, even though on the MSA test set one query improved by as much as
2000 percent compared to the raw query, because most other queries became worse,
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the end result was a MAP score that is only a third of the unreformulated queries.
In contrast, the agent’s performance on the WSJ collection showed that the learnt
policy largely consists of “what not to do” when facing unknown queries. The agent
has learnt that it is more desirable to leave most queries in the state they are, rather
than reformulating at random. As a result, although most of the queries remained
unchanged, by increasing one query by a small amount, the overall score has improved.
From a practical perspective, making a large amount of queries worse in order to make
a small number of queries better is unlikely to be useful to the users.
Combining these two findings, perhaps a fruitful direction for future research on the
improvement of search performance may be to incorporate machine learning techniques
to identify the queries that should be left as is, and queries that should be exposed to
improvement techniques, as this would likely yield better results overall.
Figure 5.3: Change in individual query’s AP post reformulation, DRL agent, WSJ test
query set
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Figure 5.4: Change in individual query’s AP using ATIRE Rocchio PRF, BM25 pa-
rameters tuned to collection, WSJ test query set
Figure 5.5: Change in individual query’s AP using ATIRE raw search, BM25 parame-
ters tuned to collection, MSA test query set
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Figure 5.6: Change in individual query’s AP post reformulation using a DRL agent,
MSA test query set
5.8 Conclusion
5.8.1 Summary
In this chapter we analysed the instability problem facing us from the last chapter and
identified challenges that may prevent the agent from learning effectively. The most
significant challenges being dealing with large action space, the single state nature of
the query reformulation problem, and the potentially catastrophic correlation between
policy network and value network. We then proposed a three-stage training scheme that
injecting heuristics from information retrieval into the problem to mitigate the effect
of these challenges. Finally we evaluate the performance of this three-stage training
scheme and present our findings.
5.8.2 Conclusions
Our experiment results suggest that our three stage bootstrapping method has been
effective at improving the agent’s performance for both learning and generalization
compared to a system trained in the standard fashion. Furthermore, bootstrapping the
system with domain specific knowledge (KL-divergence of terms) resulted in a more
robust system. We performed experiments using six random seeds, in all instances, the
86
agent showed clear sign of improvement, which suggests that instability issue facing
the previous implementation has been mitigated. However, the improvement from our
bootstrapping method, when compared to baselines methods, we found BM25 based
methods to perform better. We found that non negligible amount of improvement can
be obtained simply by tuning the BM25 parameters to the collections.
We conclude that aside from improved stability, bootstrapping with three stage
training leads to improved learning and generalization compared to deep reinforcement
learning agent trained without the three stage method. However, from our experi-
ments, we found no significant evidence that deep reinforcement learning based agent





Search is a key topic in information retrieval, as the essence of information retrieval
is to satisfy users’ information needs in an effective manner. Over past decades much
effort has been dedicated to improving the effectiveness of ad hoc retrieval. Methods
based on Okapi BM25 regarded as a high performing, reliable bench mark, and possibly
the upper-bound of ad hoc retrieval [1, 38] . Nogueira and Cho [23] proposed a novel
method based on deep reinforcement learning, and claimed superior performance to
BM25 based methods. In this thesis we set out to evaluate this alternative approach
by reproducing the system based on description and conduct our own experiments.
We found the process of reproducing a deep reinforcement learning system based
on description to be rather non straight forward, and require some additional commu-
nication from the principal author. The resulting system was capable of performing at
a near baseline level. However, in our experiments we observed catastrophic stability
issue, where using a different seed for the pseudo random generator could result in
failure of the system. Literature suggests that this instability is not unique to our
experiments, but typical of deep reinforcement learning, as pointed out by the likes
of Henderson et al [9]. Ongoing effort has been expended into researching new and
novel ways of improving the stability of deep reinforcement learning methods as this
phenomenon becomes more widely noticed in recent years [22].
We set out to improve the stability of the system and proposed a three stage boot-
strapping scheme, where we leverage domain specific knowledge in information retrieval
to initialize the weights of the neural network to a more favourable state. We evaluate
the improved system and observed notable improvement in both stability and effec-
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tiveness over the un-bootstrapped variant. The previous issue of system failure from
poor initialisation has been largely mitigated. However, in comparison to strong BM25
based methods with parameters tuned specifically to the collections, the agent did not
show any significant improvement.
We conclude that deep reinforcement learning is highly experimental, and has lim-
ited utility in a production environment where search engine is expected to perform in
an effective and robust fashion. We question whether it is actually possible, or indeed
worthwhile to reproduce deep reinforcement learning experiments based on description,
due to the large variance in reported results resulted by seemingly trivial factors. We
speculate that perhaps a pragmatic idea to improve reproducibility of experimental
results is to increase the use container technology such as Docker to keep as many
variables as possible the same for future research to expand upon. As the first step
to continue current research is often to reproduce the results, much time and effort
could be saved. We argue that it is difficult to reproduce a deep reinforcement learn-
ing system from description reliably due to the amount of randomness involved. For
pragmatic purposes, we conclude that BM25 remain as the more reliable option for
improving the performance ad hoc retrieval.
6.2 Future work
From our experiments, we observe that in all methods aimed at improving search
effectiveness, it seems that it is inevitable that some queries will get worse from the
application of the technique. This remains true even for the best performing methods.
An implication of this is that if we could effectively identify the likelihood that a
query may improve with reformulation techniques, and only perform reformulation on
these queries, then the overall results would improve. A deep learning classifier could
be a suitable approach to this idea.
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