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Abstract 
We rigorously examine 2d-square lattices composed of classical spins isotropically cou-
pled between first-nearest neighbours. A general expression of the characteristic poly-
nomial associated with the zero-field partition function ZN(0) is established for any lat-
tice size. In the infinite-lattice limit a numerical study allows to select the dominant 
term: it is written as a l-series of eigenvalues, each one being characterized by a unique 
index l whose origin is explained. Surprisingly ZN(0) shows a very simple exact closed-
form expression valid for any temperature. The thermal study of the basic l-term allows 
to point out crossovers between l- and (l+1)-terms. Coming from high temperatures whe-
re the l=0-term is dominant and going to 0 K, l-eigenvalues showing increasing l-values 
are more and more selected. At T = 0 K l→+ and all the successive dominant l-eigen-
values become equivalent. As the z-spin correlation is null for T  0 K but equal to 1 (in 
absolute value) for T = 0 K the critical temperature is Tc = 0 K. Using an analytical 
method similar to the one employed for ZN(0) we also give an exact expression valid for 
any temperature for the spin-spin correlations as well as for the correlation length . In 
the T=0-limit we obtain a diagram of magnetic phases which is similar to the one derived 
through a renormalization approach. By taking the low-temperature limit of  we obtain 
the same expressions as the corresponding ones derived through a renormalization pro-
cess, for each zone of the magnetic phase diagram, thus bringing for the first time a 
strong validation to the full exact solution of the model valid for any temperature. 
Keywords: lattice models in statistical physics, magnetic phase transitions, ferrimagnet-
ism, classical spins 
1. Introduction 
Since the middle of the eighties with the discovery of high-temperature superconductors 
[1], the nonlinear -model has known a new interest for it allows to describe the proper-
ties of two-dimensional quantum antiferromagnets such as La
2
CuO
4 [2-10]. These anti-
ferromagnets, when properly doped, become superconductors up to a critical temperature 
T
c
 notably high compared to other types of superconducting materials.  
For studying the magnetic properties of such magnets Chakravarty et al. [6] have 
shown that it is necessary to consider the associated space-time which is composed of the 
crystallographic space of dimension d to which a time-like axis, namely called the i-
axis, is added. The space-like axes are infinite but the time-like axis has a finite length 
 J Curély 
 2  
 
called the "slab thickness" which is inversely proportional to the temperature T and hence 
goes to infinity as T goes to zero. As a result D = d + 1 is the space-time dimension and 
here d = 2 and D = 2+1. Thus the nonlinear -model in 2+1 dimensions has been conjec-
tured to be equivalent at low temperatures to the two-dimensional Heisenberg model 
[11,12], which in turn can be derived from the Hubbard model in the large U-limit [13].  
In a seminal paper, Chakravarty et al. [6] have studied this model using the method of 
one-loop renormalization group (RG) improved perturbation theory initially developed 
by Nelson and Pelkovits [14]. These authors have related the -model to the spin-1/2 
Heisenberg model by simply considering [6,10]:  
(i) a nearest-neighbour s = 1/2 antiferromagnetic Heisenberg Hamiltonian on a square 
 lattice characterized by a large exchange energy;  
(ii) very small interplanar couplings and spin anisotropies.  
In addition, they have pointed out that the long-wavelength, low-energy properties are 
well described by a mapping to a two-dimensional classical Heisenberg magnet because 
all the effects of quantum fluctuations can be resorbed by means of adapted renormaliza-
tions of the coupling constants. A low-temperature diagram of magnetic phases has been 
derived. It is characterized by three different magnetic regimes: the Renormalized Clas-
sical Regime (RCR), the Quantum Critical Regime (QCR) and the Quantum Disordered 
Regime (QDR). For each of these regimes Chakravarty et al. [6] have given a closed-
form expression of the correlation length  exclusively valid near the critical point Tc = 0 
K. Finally these authors have shown that the associated critical exponent is  = 1.  
A little bit later Hasenfratz and Niedermayer published a more detailed low-tempera-
ture expression of the correlation length for the Renormalized Classical Regime, exclu-
sively [15]. Finally, also using a renormalization group technique, Chubukov et al. [10] 
reconsidered the work of Chakravarty et al. [6] by detailing the static but also the dy-
namic low-temperature magnetic properties of antiferromagnets described by a two-di-
mensional classical Heisenberg model. They notably published exact expressions of the 
correlation length  and the magnetic susceptibility  (restricted to the case of compen-
sated antiferromagnets), also exclusively valid near the critical point Tc = 0 K, for each of 
the three zones of the magnetic diagram.  
From an experimental point of view, at the end of the nineties, the first two-dimen-
sional magnetic compounds appeared [16-18]. Some of them were composed of sheets of 
classical spins (i.e., manganese ions of spin S = 5/2) well separated from each others by 
nonmagnetic organic ligands, thus ensuring very weak intersheet dipole-dipole interac-
tions i.e., good two-dimensional magnetic properties. In other words the three-dimension 
magnetic ordering only appeared at temperatures T3d very close to absolute zero. The 
sheets of magnetic ions were characterized by a square unit cell. In addition, within each 
sheet, the ions were themselves largely separated by organic ligands, thus considerably 
diminishing the dipole-dipole interactions within the sheet and ensuring a quasi isotropic 
nature of coupling between first-nearest spin neighbours through a mechanism of super-
exchange [19]. These two-dimensional magnetic compounds were the first ones whose 
low-temperature magnetic properties were characterized by a quantum critical regime.   
Therefore the necessity of fitting experimental susceptibilities as well as the important 
theoretical conclusions of the respective works of Chakravarty et al. [6] and Chubukov et 
al. [10] motivated us to focus again on the two-dimensional-classical O(3) model devel-
oped on a lattice showing a square unit cell and (2N)2 sites [20-23]. 
The mathematical framework common to our first series of articles was the following 
one: 
(i) we first considered the local exchange Hamiltonian
ex
jiH , associated with each lat-
 tice site (i,j) which is the carrier of a classical spin showing Heisenberg (isotropic) 
 couplings with its first-nearest neighbours; in that case the evaluation of the zero-
 field partition function Z
N
(0) necessitates to expand each local operator        
 exp(−
ex
jiH , ) on the infinite basis of spherical harmonics Yl,m; 
(ii) each harmonics is thus characterized by a couple of integers (l,m), with l  0 and 
 m[−l, +l] and is nothing but the eigenfunction of each operator exp(−
ex
jiH , ); the 
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 corresponding eigenvalue )( Jl − is the modified Bessel function of the first kind 
 )()2/( 2/1
2/1
JIJ l − + where  = 1/kBT is the Boltzmann factor and J the exchan-
 ge energy between consecutive spin neighbours.  
As a result the polynomial expansion describing the zero-field partition function Z
N
(0) 
directly appears as a characteristic l-polynomial, for the considered lattice. Each term is 
composed of a radial factor i.e., a product of the )(
,
J
jil
− 's and an angular factor com-
posed of a product of integrals Fi,j containing spherical harmonics (with one eigenvalue 
)(
,
J
jil
−  and one eigenfunction i.e., one harmonics per bond).    
We observed that, for most of the examined compounds showing a low-temperature 
quantum critical regime, when fitting the corresponding experimental susceptibilities, the 
characteristic l-polynomial associated with the theoretical susceptibility  could be re-
stricted to the dominant term characterized by l = 0, in the physical case of an infinite lat-
tices. It also meant that the characteristic l-polynomial associated with Z
N
(0) was itself re-
duced to the term l = 0. In other words, for both characteristic l-polynomials which share 
a common part, no mathematical study was necessary in spite of the fact that this assump-
tion gave good results for the involved exchange energies J i.e., the exact corresponding 
tabulated experimental values, with a Landé factor value very close to the theoretical one 
G = 2 (in B/ unit). However we also discovered that, for some compounds character-
ized by the same low-temperature quantum critical regime, it was necessary to take into 
account the terms l = 0 but also l = 1 (with m = 0) in the l-expansion of  for obtaining a 
good fit of experimental susceptibilities.     
Thus, from a theoretical point of view, the condition leading to choose the term l = 0 
exclusively or the terms l = 0 and l = 1 (m = 0) in the common l-polynomial part shared 
by Z
N
(0) and  remained a puzzling question. For all the experimental fits, the lowest 
possible value reached by temperature for ensuring a pure two-dimensional magnetic 
behaviour was T = T3d when the 3d-magnetic ordering appears. We then observed that, if 
restricting the l-expansion of  to the term l = 0, we had to fulfil the numerical condition 
kBT3d/|J|  0.255. But, if compelled to consider the terms l = 0 and l = 1 (m = 0), we had 
kBT3d/|J|  0.043. Finally the low-temperature theoretical diagram of magnetic phases was 
restricted to a single phase, the quantum critical regime, in contradiction with the results 
derived near Tc = 0 K, from a renormalization technique which points out three different 
magnetic regimes [6,10].    
In order to solve these difficulties a full study of the characteristic l-polynomial asso-
ciated with Z
N
(0) appeared as unavoidable. This is the aim of the present paper. Even if 
starting with the same mathematical considerations common to the first series of papers 
previously published [20-23] this paper is intended as a new work because, in section 2 
and for the first time, we establish the complete closed-form expression of the charac-
teristic l-polynomial associated with Z
N
(0), valid for any lattice size, any temperature and 
any l.  
The examination of the case of a finite lattice is out of the framework of the present 
article [24]. Then we exclusively consider the physical case of an infinite lattice (i.e., the 
thermodynamic limit) in section 2. We numerically show that, if studying the angular part 
of each l-term of the characteristic l-polynomial, the value m = 0 is selected. In addition 
we formally prove that the higher-degree term of the characteristic l-polynomial giving 
Z
N
(0) is such as all the l's are equal to a common value l0. Surprisingly we then obtain a 
very simple closed-form expression for Z
N
(0), valid for any temperature and any l. 
Finally, in section 2, we report a further thermal numerical study of the l-higher-
degree term. Thus and for the first time, this study allows to point out a new result i.e., 
thermal crossovers between two consecutive l- and (l+1)-eigenvalues. It means that the 
characteristic l-polynomial can be reduced to a single l-term within a given temperature 
range but, for the whole temperature range, all the l-eigenvalues must be kept.  
Thus, if coming from high temperatures, we now explain why the value l= 0 charac-
terizes the dominant term for reduced temperatures such as kBT/|J|  0.255. For 0.255  
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kBT/|J|  0.043 we have l = 1 and so on. Finally l-eigenvalues )( Jl  , with increasing    
l > 0, are successively dominant when temperature is decreasing down to 0 K. In the 
vicinity of absolute zero the dominant term is characterized by l→ +. As all the l-
eigenvalues show a very close low-temperature behaviour we then deal with a continuous 
spectrum of eigenvalues, confirming the fact that the critical temperature is Tc = 0 K, in 
agreement with Mermin-Wagner's theorem [25]. 
In section 3 we analytically show that the spin correlation is such as <Sz> = 0 for T  
0 K whereas <Sz> = 1 for T = 0 K, again confirming the fact that Tc = 0 K. Then, for the 
first time, in the thermodynamic limit, we obtain the exact closed-form expression of the 
spin-spin correlation  ',0,0 kkSS .  between any couple of lattice sites (0,0) and (k,k'), 
valid for any temperature.  
For doing so we first show that all the correlation paths are confined within a closed 
domain called the "correlation domain" which is a rectangle whose sides are the bonds 
linking sites (0,0), (0,k'), (k,k') and (k,0) (theorem 1). Second we prove that open or closed 
loops are forbidden so that all the correlation paths show the same shortest possible 
length between any couple of lattice sites. All of them have the same weight i.e., they are 
composed of the same number of horizontal (respectively, vertical) bonds as the horizon-
tal (respectively, vertical) sides of the correlation domain (theorem 2). This allows to 
derive an exact expression of the correlation length  also valid for any temperature.  
 In section 4 we examine the low-temperature behaviour of the )( Jl  's. We retrieve 
the low-temperature magnetic phase diagram. It is strictly similar to the one derived from 
a renormalization technique [6,10]. The low-temperature magnetic properties are de-
scribed in terms of universal parameters kBTs and kBT where s and  are the spin 
stiffness and the T=0-energy gap between the ground state and the first exited one, re-
spectively. By taking the low-temperature limit of the correlation length  we obtain the 
same expressions as the corresponding ones derived through a renormalization process, 
for each zone of the magnetic phase diagram, thus bringing for the first time a strong 
validation to the full exact solution of the model valid for any temperature. At Tc = 0 K 
we retrieve the critical exponent  = 1, as previously shown [6,10].  
In addition, near the critical point, the correlation length x can be simply expressed 
owing to the absolute value of the renormalized spin-spin correlation |
~
1,00,0  SS . | be-
tween first-nearest neighbours i.e., sites (0,0) and (0,1). In addition 
~
1,00,0  SS .  and x 
can also be written with the derivative of the logarithm of the dominant eigenvalue 
)( Jl   with respect to |J|, in the limit l→ +,  thus justifying the detailed study of 
ZN(0) in this article. 
Section 5 summarizes our conclusions.  
The appendix gives all the detailed calculations necessary for understanding the main 
text, notably the low-temperature study of key physical parameters. 
2. Exact expression of the zero-field partition function of an infinite lattice 
2.1 Definitions 
The general Hamiltonian describing a lattice characterized by a square unit cell composed 
of (2N + 1)2 sites, each one being the carrier of a classical spin Si,j, is given by: 
 )( mag,
ex
, jiji
N
Ni
N
Nj
HHH +=  
−= −=
,                                                      (1) 
with N → + in the case of an infinite lattice on which we exclusively focus in this arti-
cle and 
 jijijiji JJH ,,121,1
ex
, ).( SSS ++ += ,                                                               (2) 
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 BSGH
z
jijiji ,,
mag
, −= ,                                                                                  (3)  
where: 
 G
i,j 
= G  if i + j is even or null, G
i,j
 = G' if i + j is odd.                               (4) 
In equation (2) J
1
 and J
2
 refer to the exchange interaction between first-nearest neigh-
bours belonging to the horizontal lines and vertical rows of the lattice, respectively. J
i 
 0 
(respectively,  J
i 
 0, with i = 1, 2) denotes an antiferromagnetic (respectively, ferromag-
netic) coupling. Gi,j is the Landé factor characterizing each spin Si,j and expressed in B/ 
unit. Finally we consider that the classical spins Si,j are unit vectors so that the exchange 
energy JS(S + 1)  JS2  is written J. It means that we do not take into account the number 
of spin components in the normalization of Si,j's so that S2 = 1.  
When =0 the zero-field partition function ZN(0) is defined as: 
 








−=   
−= −=−= −=
N
Ni
ji
N
Nj
ji
N
Ni
N
Nj
N HdZ
ex
,, exp)0( S ,                                    (5) 
where  = 1/kBT is the Boltzmann factor. In other words the zero-field partition function 
ZN(0) is simply obtained by integrating the operator )exp(
ex
H−  over all the angular va-
riables characterizing the states of all the classical spins belonging to the lattice.  
2.2 Preliminaries  
Due to the presence of classical spin moments, all the operators 
ex
, jiH  commute and the 
exponential factor appearing in the integrand of equation (5) can be written: 
 ( )ex,ex, expexp ji
N
Ni
N
Nj
N
Ni
ji
N
Nj
HH −=








−  
−= −=−= −=
.                                  (6) 
As a result, the particular nature of 
ex
, jiH  given by equation (2) allows one to separate the 
contributions corresponding to the exchange coupling involving classical spins belonging 
to the same horizontal line i of the layer (i.e., Si,j−1, Si,j+1 and Si,j) or to the same vertical 
row j (i.e., Si−1,j, Si+1,j and Si,j). In fact, for each of the four contributions (one per bond 
connected to the site (i,j) carrying the spin Si,j), we have to expand a term such as 
exp(−AS1.S2) where A is J1 or J2 (the classical spins S1 and S2 being considered as unit 
vectors). If we call 1,2 the angle between vectors S1 and S2, characterized by the couples 
of angular variables (1, ) and (2, ), it is possible to expand the operator 
exp(−Acos1,2) on the infinite basis of spherical harmonics which are eigenfunctions of 
the angular part of the Laplacian operator on the sphere of unit radius S2: 
 ( ) ( ) ( ) ( )212/1
2/1
2,1 ,
*
,
0
2
4cosexp SS mlml
l
lml
YYAI
A
A l 
+
−=
+
=
−




 
=− + .          (7)  
In the previous equation the (/2A)1/2Il+1/2(−A)'s are modified Bessel functions of the first 
kind; S1 and S2 symbolically represent the couples (1, ) and (2, ). If we set: 
 ( ) ( )jI
j
j ll −







=− + 2/1
2/1
2
,  j = J1 or J2 ,                                         (8) 
each operator ( )ex,exp jiH−  is finally expanded on the infinite basis of eigenfunctions (the 
spherical harmonics), whereas the l's are nothing but the associated eigenvalues. Under 
these conditions, the zero-field partition function ZN(0) directly appears as a characteristic 
polynomial.  
In the case of an infinite lattice edge effects are negligible so that it is equivalent to 
consider a lattice wrapped on a torus characterized by two infinite radii of curvature. Ho-
mag
, jiH
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rizontal lines i = −N and i  = N on the one hand and vertical lines j = −N and j  = N on the 
other one are confused so that there are (2N)2 sites and 2(2N)2 bonds, with N → +. As a 
result ZN(0) can be written as: 
( ) )()()4(0 2,1,,
,'
,','
,
,,
0,'0,)1(
2
)1(
8
JJFZ
jiljilji
jil
jiljim
jil
jiljimji
l
jil
N
j
N
Ni N
N
N −−= 
+
−=
+
−=
+
=
+
=−−= −−=
' ,(9) 
)()()()( ,
*
',',
*
,,,,',',, ,,,,1,1,,1,1 jimljimljimljimljiji jijijijijijijiji
YYYYdF SSSSS
−−++=              (10) 
where Fi,j is the current integral per site (with one spherical harmonics per bond).  
Using the following decomposition of any product of two spherical harmonics appear-
ing in the integrand of Fi,j [26] 
)(
)12(4
)12)(12(
)()( ,
0
00, 221121
2/1
21
21
21
2,211
SSS ML
ML
mlml
L
ll
L
LM
ll
llL
ml YCC
L
ll
YY ml 





+
++
= 
+
−=
+
−=
     (11) 
where 
33
2211
ml
mlml
C  is a Clebsch-Gordan (C.G.) coefficient and the orthogonality relation 
of spherical harmonics Fi,j can be expressed as the following C.G. series 
  
+
++++

= 

=
−+
12
1
)12)(12)(12)(12(
4
1
,
2/1
,,1,,1,
,
ji
jijijijiji
L
llllF
L
LjiL
''  
 
jiji
jijijiji
ji
jiji
jiji
jijijiji
ji
jiji
ML
mlml
L
ll
ML
mlml
L
ll
jiL
jiLjiM
CCCC
,,
,,,,
,
,,
,,
1,1,,1,1
,
1,,1
0
00
0
00
,
,,
'''''' −−++−+
+
−=
 . (12) 
The C.G. coefficients 
jiji
jijijiji
ML
mlml
C
,,
,,,, ''
 and 
jiji
jijijiji
ML
mlml
C
,,
1,1,,1,1 −−++ ''
 (with Mi, j  0 or Mi,j 
= 0) do not vanish if the triangular inequalities li,j − l'i,j ≤ Li,j  ≤ li,j + l'i,j and l'i+1,j − li,j−1 ≤ 
Li, j ≤ l'i+1,j + li,j−1 are fulfilled, respectively. As a result, we must have L  = max(l'i+1,j 
− li,j−1, li,j − l'i,j) and L  =  min(l'i+1,j + li,j−1, li,j + l'i,j).  
2.3 Principles of construction of the characteristic polynomial associated with 
the zero-field partition function 
The zero-field partition function given by equation (9) can be rewritten under the general 
form  
 ( ) ( )TuZ
jiljil
jil
jiljim
jil
jiljimji
l
jil
N
j
N
Ni N
N
N ,,,
,'
,','
,
,,
0,'0,)1(
2
)1(
8
)4(0 '
+
−=
+
−=
+
=
+
=−−= −−=
=  (13) 
with:  
 )()( 2,1,,,,, JJFTu jiljiljijiljil −−=



'' .                                                  (14) 
The examination of equation (13) giving the polynomial expansion of ZN(0) allows 
one to say that its writing is nothing but that one derived from the formalism of the 
transfer-matrix technique. Each current term appears as a product of two subterms:  
(i) a temperature-dependent radial factor containing a product of the various eigen-
 values l(−j), j = J1 or J2, of the full lattice operator )exp(
ex
H−  (with one ei-
 genvalue per bond); 
(ii) an angular factor containing a product of integrals Fi,j composed of spherical har-
 monics (the eigenfunctions) describing all the spin states of all the lattice sites 
 (with one integral per site).  
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Equation (13) can also be artificially shared into two parts labelled Part I and Part II 
of respective zero-field partition functions )0(
I
NZ  and )0(
II
NZ so that the zero-field parti-
tion function ZN(0) can be written as  
( ) )0()0(0 IIN
I
NN ZZZ += ,                                                                         (15) 
with 
( )
2
,',)1(
2 4
,
0 )1(
8
)4()0(
N
ll
l N
NI
N TuZ
l
ljim
l
ljim
N
j
N
Ni
 
+
= −−=
+
−=
+
−=−−=
= , 
( )TuZ
ji
jil
jiljim
jil
jiljim
jiji
jiji
ll
ll
ll
N
Nj
N
Ni
NII
N ,
'
,0'0)1()1(
8
,'
,','
,
,,
,,
,,
2
)4()0( 
+
−=
+
−=
+

=
+
=−−=−−=
=                         (16) 
where ( )Tu
ji ll ,
 is given by equation (14). As a result Part I contains the general term 
( ) ( ) 
2
)2(
21,
N
llji JJF −− i.e., all the bonds are characterized by the same integer l but 
we can have a set of different relative integers mi,j[− l,+l] and m'i,j[−l+ l] with mi,j = 
m'i,j or mi,j  m'i,j. Part II appears as a product of "cluster" terms such as 
( ) ( )  k
kk
n
llji JJF 2'1, −−  with nk < (2N)
2 and the condition n1 + n2 + ... + nk = (2N)2. 
Thus, only nk bonds are characterized by the same integers lk, l'k and a collection of 
different relative integers mi,j[−lk,+lk] and m'i,j [−l'k,+ l'k], with mi,j = m'i,j or mi,j  m'i,j.   
2.4 General selection rules for the whole lattice 
The non-vanishing condition of each current integral Fi,j due to that of C.G. coefficients 
allows one to derive two types of universal selection rules which are temperature-inde-
pendent.  
The first selection rule concerns the coefficients m and m' appearing in equation (12). 
We have (2N)2 equations (one per lattice site) such as: 
 mi,j−1 + m'i+1,j – mi,j – m'i,j = 0.   (SRm)                                                       (17) 
 
At this step we must note that, if each spherical harmonics ),()( ,, = mlml YY S  
appearing 
in the integrand of Fi,j is replaced by its own definition i.e., )(cos)exp(  ml
m
l PimC  
where 
m
lC  is a constant depending on coefficients l and m [26] and )(cos 
m
lP  is the 
associated Legendre polynomial, the non-vanishing condition of the -part directly leads 
to equation (17). As a result, we can make two remarks: the SRm relation is unique; due 
to the fact that the -part of the Fi,j-integrand is null, Fi,j is a pure real number.   
The second selection rule is derived from the fact that the various coefficients l and l' 
appearing in equation (12) obey triangular inequalities as noted after this equation [24]. If 
Mi,j  0 the determination of li,j's  and l'i,j's is exclusively numerical. If Mi,j = 0 we have a 
more restrictive vanishing condition [26]: 
 0
03
0201
=
l
llC , if l1 + l2 + l3 = 2g + 1,  
 KlC
lgl
ll 12)1( 3
3
03
0201
+−=
−
, if l1 + l 2 + l 3 = 2g,                               (18)     
where K is a coefficient depending on l1, l2, l3 and g [26]. In equation (12) 
0
00
,
,,
ji
jiji
L
llC '  
does not vanish if  li,j + l'i,j + Li,j = 2Ai, j  0  whereas, for 
0,
01,0,1
jiL
jiljil
C
−+'
, we must have 
li,j−1 + l'i+1,j + Li,j = 2A'i,j  0. Thus, if summing or substracting the two previous equations 
over l and l', we have (2N)2 equations (one per lattice site) such as: 
 li,j−1 + l'i+1,j + li,j + l'i,j = 2gi,j,  (SRl1)            
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 li,j−1 + l'i+1,j  − li,j − l'i,j = 2g'i,j,  (SRl2)                                                         (19) 
(or equivalentlyli,j + l'i,j − li,j−1 − l'i+1,j = 2g''i,j, with g''i,j = − g'i,j) where g'i,j or g''i,j is a 
relative integer. We obtain two types of equations which are similar to equation (17) but 
now, in equation (19), instead of having a null right member like in equation (17), we can 
have a positive, null or negative but always even second member. 
2.5 Zero-field partition function in the thermodynamic limit 
The case of thermodynamic limit (N → +) is less restrictive than that of a finite lattice 
studied in previous articles [24] because we deal with a purely numerical problem. For 
simplifying the discussion when necessary we shall restrict the study to the case J = J1 = 
J2 without loss of generality. If not specified we shall refer to the general case J1  J2.  
As previously explained in Subsec. 2.3 the characteristic polynomial associated with 
ZN(0) for N finite or infinite is composed of two parts: Part I of current term 
( ) ( ) 
2
)2(
21,
N
llji JJF −− and Part II whose current term is a product of "cluster" terms 
( ) ( )  knllji JJF 2'1, −− , with nk < (2N)2 and 2)2( Nn
k
k = , so that, in both cases, the 
numerical study concerns the common term ( ) ( )2'1, JJF llji −−  with l = l' or l  l'. 
The m's and l's (respectively the m' 's and l' 's) appearing in Fi,j (cf equation (12)) can vary 
or not from one site to another site.  
(i) First let us consider the case of the m's. We have to solve a linear system of (2N)2 
equations (17) (one per site) but with 2(2N)2 unknowns mi,j and m'i,j. As it remains 2(2N)2 
− (2N)2 = (2N)2 independent solutions over the set ℤ of relative integers mi,j and m'i,j (with 
here N → +) it means that there are (2N)2 different expressions (i.e., here an infinity) 
for each local angular factor appearing in each term of the characteristic polynomial 
giving ZN(0) so that the statistical problem remains unsolved. Thus, at first sight, this re-
sult means that there is no unique expression for ZN(0).  
In summary there are only (2N)2 independent solutions i.e., (2N)2 different sets of co-
efficients (mi,j,m'i,j) obeying equation (17). The simplest solution is given by the condition 
mi,j = m'i,j  0 or mi,j = m'i,j = 0, for the whole lattice.   
(ii) The study of l's is strictly similar to that of m's because we have to solve a linear 
system of (2N)2 equations (19) (one per site) with 2(2N)2 unknowns li,j and l'i,j. We have 
(2N)2 independent solutions over the set ℕ of integers li,j and l'i,j and the particular solu-
tion li,j = l'i,j  0 or li,j = l'i,j = 0, for the whole lattice. 
In other words, when N → +, a separate numerical study of integrals Fi,j must allow 
one to select a unique m-value so that Fi,j is maximum. First we restrict the set of integers  
li,j, li−1,j, l'i,j  and l'i+1,j appearing in the integrand of Fi,j to two different integers li and lj. In 
that case, if setting ),,(, mllFF jiji =  with li = lj  0 or li  lj, we have 
2
20
00, 12
1
4
)12)(12(
),,( 





+
++
== 
+
−=
mL
mlml
L
ll
ll
llL
ji
jiji jiji
ji
ji
CC
L
ll
mllFF .                    (20) 
In the infinite-lattice limit we expect that the highest eigenvalue must naturally arise in 
Part I of current term ( ) ( ) 
2
)2(
21,
N
llji JJF −− . If using equation (14) with li,j = l'i,j= l,  
let umax = Fi,jL(−J1) L(−J2) (where L = lmax) be this contribution. We make the as-
sumption that it dominates all the other terms inside Part I as well as all the ones com- 
posing Part II defined by equations (15) and (16) [24]. This can occur in the whole tem-
perature range or in a smaller temperature one if there exist thermal crossover phenomena 
among the set of eigenvalues. 
In that case the dominant eigenvalue l(−Ji) = l(−Ji/kBT) over a temperature range 
becomes subdominant when the temperature T is outside this range and a new eigenvalue 
previously subdominant becomes dominant and so on. In the case of 1d spin chains, we 
always have the same highest eigenvalue (within the framework described previously).  
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Figure 1. a) Numerical study of the ratio F(l, l, m)/F(0, 0, 0)  vs  l for various values of m (F(l, l, m) is  
   given by equation (20) and F(0, 0, 0) = 1/4); b) zoom for reduced l-values; c) numerical study of the 
          ratio F(l1, l2, 0)/F(0, 0, 0) for various values of l2  l1. 
 
In this respect we have first studied the integral Fi,j  = F(li,lj,m) given by equation (20) 
with li = lj = l  0. In Fig. 1a  we  have  reported  the ratio  F(l,l,m)/F(0,0,0)  vs  l  for  va-
rious m-values such as m  l (with F(0,0,0) = 1/4). We immediately observe that this 
ratio rapidly decreases for increasing m-values, for any l. However,  we  have  zoomed 
the beginning of each curve corresponding to the case m=  l. This trend is not followed 
but we always have F(l,l,m) < F(l,l,0)  (see  Fig. 1b).  Second,  in  Fig. 1c,  for  m = 0,  we   
observe that F(li,lj,0) decreases for lj  li. As a result, when N → +, the integral 
F(l,l,0) obtained if l = li = lj appears as the dominant one i.e., 
     
222
)2()2()2(
),,(),,()0,,(
N
ji
NN
mllFmllFllF  , li  = l   lj,  as N → +,               (21) 
so that the value m = 0 is selected. In addition this result shows that it is not necessary to 
consider 4 different integers li,j and l'i,j in the integral F(li,lj,m).  
For sake of simplicity we now restrict to the case J = J1 = J2. Under these conditions 
equation (13) can be rewritten in the thermodynamic limit:  
( ) 





 +
=
−= 
24
0
2 28 )0,,()4()0(
N
l
JllFZ l
N
N  
        ( ) ( )




−−+ 
+
=
+
=−−=−−=
JJllF
jlil
jlil
N
Nj
N
Ni
ji )0,,(
00)1()1(
''
, as N → +. (22) 
The notation 
+
=
+
= 00
''
jlil
 means that li and lj are chosen so that the corresponding current 
second-rank term cannot give back the first-rank one in which li = lj = l. 
In a first step we must wonder if all the current terms of the previous l-series must be 
kept in the first term of equation (22) i.e., if the series must be truncated, for a given ran-
ge of temperature [ ,ilT , ,ilT ]. As a result, for any T[ ,ilT , ,ilT ], we define the dominant 
term  
 ( )2,max Jfu LLL −= , fL,L = F(L,L,0), L = lmax                                         (23) 
where fL,L = F(L,L,0) is given by equation (10) reduced to m = m' = 0 as well as the fol-
lowing ratio: 
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Figure 2. a) Thermal variations of log10(rl+1/rl) for various values of l where the ratio rl+1/rl is defined by  
equation (24); b) zoom of the plot allowing to have a better insight of the crossover phenomena between 
       various l-regimes; c) plot of the crossover temperature TCO vs l. 
 
 
( )
( )
2
1 1
,
1,1








−
−
= +
+++
J
J
f
f
r
r
l
l
ll
ll
l
l , J = J1 = J2.                                                     (24) 
We have studied the thermal behaviour of rl+1/rl for various finite l-values. This work 
is reported in Fig. 2a. We observe that log10(rl+1/rl) shows a decreasing linear behaviour 
with  respect to  kBT/J. We have zoomed  Fig. 2a  in  the very low-temperature domain  
 (Fig. 2b). If rl+1/rl  1 log10(rl+1/rl)  0 and log10(rl+1/rl)  0 if rl+1/rl  1. We can then 
point out a succession of crossovers, each crossover being characterized by a specific 
temperature called crossover temperature TCO. TCO is the solution of the equation: 
 rl(TCO) = rl+1(TCO)                                                                                     (25) 
i.e., owing to equation (24):  
 
( )
( )
2/1
1,1
,
COB
COB1
/
/








=


++
+
ll
ll
l
l
f
f
TkJ
TkJ
.                                                               (26) 
For instance, for the reduced temperatures such as kBT/ J  0.255, the value l = 0 is 
dominant i.e., 0(−J) represents the dominant term of the characteristic polynomial. All 
the other terms l(−J) with l > 0 are subdominant. When 0.255  kBT/ J   0.043 l = 1 
is dominant so that 1(−J) is now the dominant term of the characteristic polynomial 
whereas 0(−J) has become the subdominant one as well as all the other terms l(−J) 
with l  1 etc... In that case the crossover temperature corresponding to the transition bet- 
ween the regimes respectively characterized by l= 0 and l= 1 is labelled 
1,0CO
T . We ha-
ve reported kBTCO/ J vs l in Fig. 2c.  
As expected we observe that TCO rapidly decreases when l increases. It means that, 
when the temperature tends to absolute zero, it appears a succession of closer and closer 
crossovers so that all the l-eigenvalues, characterized by an increasing l-value, succes-
sively play a role. But, when T  0 K, all these eigenvalues intervene due to the fact that 
the crossover temperatures are closer and closer. The discret eigenvalue spectrum tends 
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to a continuum. As a result we can say that T = 0 K plays the role of critical temperature 
Tc. This aspect will be more detailed later. 
How interpreting this phenomena? In the 1d-case (infinite spin chain) we always have 
0(−J) as dominant eigenvalue in the whole range of temperature, the integral F0,0 = f0,0  
being always equal to unity. In the 2d-case the situation is more complicated. The ap-
pearance of successive predominant eigenvalues is due to the presence of integrals fl,l ≠ 1, 
for any l > 0. A numerical fit shows that the ratio fl,l /f0,0 increases with l according to a 
logarithmic law, more rapidly than the ratio |l(−J)/ 0(−J)|2 which decreases when l 
increases for a given temperature. The particular case l→ + will be examined in a 
forthcoming section. 
Now, if taking into account the previous study, equation (22) can be rewritten as: 
 ( )    ),(),(1)()4(0 21
48
2
max
2 TNSTNSTuZ
NN
N ++= , T[ ,ilT , ,ilT ]  (27) 
where umax is given by equation (23) with lmax = li = lj = l and: 
( )
( )
( )
2
,
max,
1
4
max0
,
N
ll
Tu
Tu
TNS
lll






= 
+
=
, 
( )
( )Tu
Tu
TNS
jlil
iljl
jlil
N
j
N
i NN max
,
,00
2
)1()1(
),( 
+

=
+
=−−=−−=
=  .       (28) 
As the ratios | max, /)( uTu ii ll | and | max/)(, uTu ji ll | , li  lj (where )(, Tu ii ll  and )(, Tu ji ll  
are given by equation (14)) are positive and lower than unity S1(N,T) and S2(N,T) are 
absolutely convergent series.  
In Appendix A.1 we have studied ZN(0) in the thermodynamic limit (N → +), for 
temperatures T  0 K, in the whole range [0+,+[, with   1. We show that, for a 
given range [ ,ilT , ,ilT ], S1(N,T)  S2(N,T) (cf equation (A.6)) so that for any T 
(i) 1+S1(N,T)  S2(N,T) i.e., owing to equations (15) and (16) )0(
I
NZ   )0(
II
NZ  and 
 ZN(0)  )0(
I
NZ  if N → +, as conjectured after equation (20); 
(ii) S1(N,T)+S2(N,T) → 0 (cf equation (A.5)) i.e. ZN(0)  )0(
I
NZ 
22 4
max
8)4( NN u , with 
 L= lmax= l in equation (27). 
As the reasoning is valid for any [ ,ilT , ,ilT ] we finally have in the general case J1  J2 
 ( ) ( ) 
2
0
2 4
21,
8
)4()0(
N
llll
tN
N JJfZ
l
−−= 
+
=
, as N → +.                 (29) 
In the previous equation the special notation 
+
=0l
t recalls that the summation can be trun-
cated due to the fact that each eigenvalue ( )kl J−  is exclusively dominant within the 
range [ ,lT , ,lT ]. But, if considering the whole temperature range all the l-eigenvalues 
must be kept. 
We must also note that, if dealing with a distribution of constant exchange energies J1 
and J2 characterizing the horizontal and vertical lattice bonds, respectively, the infinite 
lattice can be described by the translation of these bonds along the horizontal and vertical 
axes of the lattice in the crystallographic space. As a result, if using a similar reasoning as 
the one used for expressing ZN(0), we can define a zero-field partition function per lattice 
site symbolically written 
2
4/1
)0()0(
N
NN Zz = with 
 ( ) ( )21,
0
2
)4()0( JJfz llll
t
N
l
= 
+
=
, as N → +.                                 (30) 
3. Spin correlations and correlation length 
3.1 Definitions 
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We first define the spin-spin correlation   
=  ++++−−++ .........)0(
1
. ',',,,,',, kjkikjkijijiNN
N
kjkiji ddd
Z
SSSSSSS  








−  
−−= −−=
N
Ni
ji
N
Nj
NN Hd
)1(
ex
,
)1(
, expS .    (31) 
In the thermodynamic limit (N → +) ZN(0)  )0(
I
NZ  (cf equation (29)). As a result the 
characteristic polynomial giving the numerator of  ++ ',, . kjkiji SS  is derived from 
)0(
I
NZ  in which li,j =l'i,j = l, mi,j =m'i,j = 0.    
The zero-field spin correlation  uS , with u = (i,j) or (i+k,j+k') can be obtained 
from equation (31) by replacing Si+k,j+k' or Si,j by unity. As we deal with isotropic (Heisen-
berg) couplings, we have the following properties for the site u = (i,j) or (i+k,j+k'): 
= ++++ ',,',, .
3
1
. kjkiji
v
kjki
v
ji SS SS ,  v = x, y or z, = u
v
uS S
3
1
.           (32) 
The correlation function k,k' is: 
 −= ++++ ',,',,', . kjkijikjkijikk SSSS                                  (33) 
if (i,j) is the site of reference. In this article we choose (0,0). In addition, due to the iso-
tropic nature of couplings, we have 3/',', kk
v
kk = , v = x, y or z.   
The general definition of the correlation length is: 
2/1
'
',
'
',
22
)'(













+
=


k k
kk
k k
kkkk
.                                                            (34) 
Along a horizontal lattice line k = 0 (x-crystallographic axis of the lattice)  = x (respec-
tively, k' = 0 and  = y for a vertical lattice row, y-crystallographic axis of the lattice).  
Using the general definition of the spin-spin correlation given by equation (31) and 
expanding the exponential part of the integrand on the infinite basis of spherical harmon-
ics (cf equation (7)), we can write: 
( ) ( )2,1,,
,,,,
2
'
',',)1()1(
8
',0,0
',0,0 '
)0(
)4(
.
,
JJF
ZSS
SS
jijiji
jijijiji
ll
mmll
N
Nj
N
NiN
N
z
kk
z
z
kk
z
−−

=











−−=−−=
    (35) 
where jiF ,'  is the following current integral 
)()()()(' ,
*
',',
*
,,,,',',,, ,,,,1,1,,1,1 jimljimljimljimljijiji jijijijijijijiji
YYYYXdF SSSSS
−−++=            (36) 
for any site (i,j) (and a similar expression for site (i+k,j+k')). When , jiji FF ,,' =
(cf equation (10)). Thus, if calculating 
z
S 0,0  (or 
z
kkS ', ) we have a single integral 
0,0'F  (or ',' kkF ) containing 
z
S 0,0 = X0,0 = cos0,0  (or 
z
kkS ', = X k,k' = cosk,k') whereas for 

z
kk
z
SS ',0,0 .  we have two integrals 0,0'F  and ',' kkF  in the product of integrals appearing 
in equation (35). 
3.2 Calculation of the spin correlation  zuS ; consequences 
In this subsection we wish to calculate the numerator of the spin correlation 
z
uS . It is 
given by equations (35) and (36) in which we have 1
21,
=kkX  except at the current site u 
= (i,j) or u = (i+k,j+k') where we use the following recursion relation: 
 )()()(cos
,,,,,,,,,
,11,,11,,, jijijijijijijijiji
mlljimlljimlji YCYCY SSS −−++ +=        (37) 
1, =jiX
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with here mi,j = 0 and m'i,j = 0 for any site (i,j), in the thermodynamic limit (N → +). 
Then 1, +jilC and 1, −jilC  reduce to 
 
)32)(12(
1
,,
,
1,
++
+
=+
jiji
ji
l
ll
l
C
ji
 , 
)12)(12( ,,
,
1,
−+
=−
jiji
ji
l
ll
l
C
ji
 .              (38) 
In the particular case 0, =jil  which occurs at the beginning of each l-series expansion, 
we have 3/11 =+C and 01 =−C . For the calculation of the spin correlation this trans-
form can be equivalently applied to each of the four spherical harmonics appearing in 
jiF ,' given by equation (36). For instance, if wishing to calculate 
z
jiS , , we directly 
apply equation (37) to )()( ,0,,
*
0, ,, jiljil jiji
YY SS = . As a result jiF ,'  can be written as: 
 1,11,1, ,,,,,,' −−++ += jijijijijiji llllllji fCfCF               
                                       (39) 
with: 
)()()()( ,0,',0,,0,,0,',,
,,1,,1,,
jiljiljiljiljill
jijijijijiji
YYYYdf SSSSS
++ −+= ,  = ±1,               (40) 
with li+1,j  = li,j−1 = li,j = l'i,j = l. We immediately retrieve the calculation of integrals 
appearing in that of the zero-field partition function. As a result, if using the expansion of 
any product of two spherical harmonics given by equation (11) and their orthogonality 
condition in +jiji llf ,, , , we can readily write ++ = llll ff jiji ,, ,,  i.e., 
2
0
00
0
00
)2,2min(
1
2/12/3
,
12
1
4
)1)(2()12(




+
+++
=
+
+
=
+ 
L
ll
L
ll
ll
L
ll CC
L
ll
f ,  = ±1.       (41) 
The non-vanishing condition of the current integral +llf , which is due to that of the in-
volved C.G. coefficients allows one to write down a universal temperature-independent 
selection rule concerning integers l (cf equation (19)). We now have 0
0
00

+
L
ll
C  (with 
 = ±1) and 0
0
00

L
ll
C  if respectively: 
 2l +  + L = 2g ,  2l + L = 2g'.                                                                  (42) 
Reporting the L-value derived from the first equation i.e., L = 2g − (2l+ ) in the second 
one, we have 2g −  = 2g'. The unique solution is   = 0 which is impossible in the present 
case because  = ±1, exclusively. As a result 
0
00
L
ll
C
+
 and 
0
00
L
ll
C  do not vanish sim-
ultaneously but their product is always null. We immediately derive 0, =+llf  ( = ±1) 
and jiF ,' = 0 so that 1', =
z
kkS for T = 0 K, 0', =
z
kkS  for T  0 K and consequently 
  ',kkS = 0, = ',0,0', . kkkk SS , T  0 K.                                          (43) 
This result rigorously proves that the critical temperature is absolute zero i.e., Tc  = 0 K. 
3.3 Spin-spin correlation between any couple of lattice sites  
In the thermodynamic limit (N → +) on which we exclusively focus, if considering the 
thermodynamic functions of interest, they are all obtained by deriving Z
N
(0)  )0(
I
NZ  
with respect to the temperature T (specific heat) or Z
N
(B) with respect to the magnitude of 
the applied external induction B in the vanishing B-limit (spin-spin correlations, correla-
tion length and susceptibility). As a result the numerator of all these functions show the 
same l-polynomial structure as Z
N
(0) which appears at their denominator.  
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For each l-term, the angular factor is such as mk,k' = m'k,k' = 0, for any lattice site. The 
radial factor is similar to that of ZN(0) i.e., ( ) 
2
4
,
N
lll Jf − multiplied by another factor 
(l)(−J)K coming from the adequate derivation of ZN(0) with respect to T or ZN(B) with 
respect to B as B → 0. (l) and K are characteristics of the thermodynamic function.   
As a result the numerator of each of these thermodynamic functions is directly ex-
pressed as a new characteristic l-polynomial characterized by a new set of l-eigenvalues 
( )  KlNlll JJf )()(4,
2
−−  . It means that, as for ZN(0), there also exist thermal cross-
overs between these new l-eigenvalues.  Their respective thermal domains of predomi-
nance are not necessary the same ones as those of eigenvalues l(−J) appearing in 
Z
N
(0). (l)(|J|)K, (l) and K will be identified below in the case of spin-spin correlations 
(cf equation (48c)).  
The z-z spin-spin correlation  z kk
z SS ',0,0 .  is given by equations (31) and (35). We 
restrict the following study to k  0 and k'  0, without loss of generality. Due to the pres-
ence of cos0,0 and cosk,k' appearing in the integrals F'0,0 and F'k,k' which characterize the 
spin orientations at sites (0,0) and (k,k') we have to reconsider a new integration process. 
This process is similar to that one used for calculating ZN(0). It can be mainly carried out 
through two methods:  
(i) integrating simultaneously over all the sites from the four lattice lines i = N, i = 
 −(N−1), j = N and j = −(N−1)  in the direction of the lattice heart; 
(ii) integrating from horizontal line i = −(N−1) to i = N between vertical lines j =  
 −(N−1) and j = N (lines i or j = N and i or j = −N being confused on the torus, res-
 pectively) or vice versa. 
It is useful to combine both methods. In a first step we choose method (i). In the domi-
nant l-term the integrals Fi,j involving sites located far from correlated sites (0,0) and (k,k') 
are characterized by a collection of integers l'i+1,j = li,j−1 = li,j = l'i,j = l for reasons explained 
in Subsec. 2.5. This part of the lattice constitutes the wing domain. When reaching the 
horizontal lattice lines i = 0 and k and the vertical ones j = 0 and k' whose respective inter-
sections two by two are sites (0,0), (0,k'), (k,k') and (k,0) a special care must be brought. 
The inner domain defined by these two couples of lines is the correlation domain. 
A consequence of method (i) is that all the bonds located outside the correlation do-
main (or out-bonds) are characterized by the integer l, notably all the bonds linked to the 
frontier of the correlation domain. All the previous results are summarized in the follow-
ing theorem:  
Theorem 1 (confinement theorem)  
In the thermodynamic limit, for calculating the numerator of the spin-spin correlation 

z
kk
z
SS ',0,0 . , it is necessary to take into account two domains: a correlation domain 
which is a rectangle of vertices (0,0), (0,k'), (k,k') and (k,0) within which all the correla-
tion paths are confined, and a remaining domain called wing domain. In both domains, 
for an infinite lattice, we have m = 0. All the bonds of the wing domain are characterized 
by the same integer l, including the bonds linked to the correlation domain.  
In a second step we use the integration method (ii) i.e., line by line. The decomposi-
tion law given by equation (37) only intervenes at the correlated sites (0,0) and (k,k') for 
which we have l0,−1 = l'0,0 = l and l'k+1,k' = lk,k' = l, respectively, due to the integration in the 
wing domain. The corresponding integrals characterizing these sites are F'0,0 and F'k,k' gi- 
ven by equations (36), (39) and (40). The other integrals describing the spin states of the 
current sites (i,j) involved in the integration process inside the correlation domain are Fi,j-
like given by equation (10) except for sites belonging to the correlation path.  
First let us consider for instance site (0,0). The integrand of integral F'0,0 given by 
equation (36) is   )()()(cos 0,00,'0,00,20,00,0,0 0,10,0 SSS lll YYY  as l0,0 and l'1,0 characterize 
bonds  of  the correlation domain  not yet examined  through  the integration process. The 
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Figure 3. a) Correlation paths (thick lines) along the frontier between the correlation and the wing domains 
 (cases 1 and 2); for a given path all the bonds are characterized by l+1 or l−1; the other bonds not involved 
 in the correlation path (thin lines) are characterized by l; b) examples of correlation paths inside the corre-
 lation domain (case 3).  
 
decomposition law can be applied to the spherical harmonics )( 0,00, SlY , )( 0,00,0,0 SlY  or 
)( 0,00,' 0,1 SlY . The integrand of F'0,0 becomes )()()()( 0,00,'0,00,0,00,10,00, 0,10,0 SSSS llll YYYY 
(integrand 1),   )()()( 0,00,'0,00,120,00, 0,10,0 SSS lll YYY   (integrand 2) and   
2
0,00, )(SlY  
)()( 0,00,1'0,00, 0,10,0 SS  ll YY  (integrand 3), respectively. We immediately retrieve the cal-
culation of integrals appearing in that of the zero-field partition function. We express the 
products of pairs of spherical harmonics as C.G. series (cf equation (11)). For instance, if 
examining integrand 1, we can use the following combinations  
)(
)12(4
)1'2)(12(
)()( 0,00,
2
0
0'0
2/1'
'
0,00,'0,00, 0,1
0,1
0,1
0,1
0,1
SSS L
L
ll
ll
llL
ll YC
L
ll
YY 











+
++
= 
+
−=
,                 (44)
 
)(
)1'2(4
)1)1(2)(12(
)()( 0,00,'
2
0'
010
2/11
)1('
0,00,10,00, 0,0
0,0
0,0
0,0
0,0
SSS L
L
ll
ll
llL
ll YC
L
ll
YY 











+
++
=

+
−=
  . 
Introducing these C.G. series in integral F'0,0 given by equation (36) and using the or-
thogonality condition of spherical harmonics leads to L = L' i.e., notably L = L' and L = 
L'. Recalling that the characteristic polynomial associated with the numerator of 
 z kk
z SS ',0,0 .  is derived from ZN(0)  )0(
I
NZ  where l'i+1,j = li,j−1 = li,j = l'i,j = l for any site 
(i,j) the unique solutions are l0,0 = l 1, l'1,0 = l (case 1) and l0,0 = l, l'1,0 = l 1 (case 2). All 
the other combinations between pairs of spherical harmonics lead to the same couple of 
solutions l0,0  and l'1,0, for integrand 1 but also for integrands 2 and 3. From a mathemati-
cal point of view it also means that, for case 1 or 2, there are only two channels of inte-
gration leading to: a path beginning with a bond such as l0,0 = l +1 and another one with 
l0,0 = l −1 (case 1) or a path with l'1,0 = l +1 and another one with l'1,0 = l −1 (case 2).   
 (i) Case 1 (see Fig. 3a)  
We apply the decomposition law to the spherical harmonics )( 0,00, SlY  (integrand 1). 
We choose l'1,0 = l. Integral F'0,0 given by equation (39) can be written as 
1,11,1 0,00,00,0
' −−++ += llllll fCfCF ,                                                       (45a) 
where 1lC is defined by equation (38) and with: 
   )()()( 0,000,0020,00,0,0, ,,0,00,0 SSSS ++ = lllll YYYdf ,  = ±1.                (45b) 
As just seen the non-vanishing condition of integral +llf ,0,0  imposes l0,0 = l + ,  = ±1. 
Thus all the bonds linked to (0,0) are characterized by the integer l whereas the unique 
bond of the correlation domain (or in-bond) is characterized by l0,0 = l ± 1. We have 
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,1,'
,1,'
0,01,111,110,0
0,01,111,110,0
−=+=
+=+=
−−−+−+
−
−+−+++
+
llfCfCF
llfCfCF
llllll
llllll
                                           (46) 
with 
  20
00'
0
00
0
2/1
,'
12
1
4
)1)'(2)(1)(2()12(






+
+++++
=
++
=
++ 

L
ll
L
ll
L
L
ll CC
L
lll
f ,  
 = ±1, ' = ±1,   (47) 
and L> = min(2l, 2l +  + '). In the previous equation 
0
00
L
ll
C does not vanish if 2l + L = 
2g  and 
0
00'
L
ll
C
++
if 2l +  + ' + L = 2g'. Thus the product of C.G.'s does not vanish if 
 + ' = 2(g' − g) i.e.,  + ' = 2 ( = '= 1),  g' − g = 1 and  + ' = 0 ( = −'= 1),  g' 
= g.  
As a result the corresponding contribution of site (0,0) to the numerator of 

z
kk
z
SS ',0,0 .  is ( )110,0' JF l − 

 where ( )11 Jl −   and 

0,0'F  are respectively given by 
equations (8) and (45)-(47). In other words, in case 1, the beginning of the correlation 
path is constituted by the bond between sites (0,0) and (0,1) characterized by l0,0 = l ±1.  
Now we consider the other sites of line i = 0 i.e., sites (0,1) to (0,k'). At site (0,1) there 
is no decomposition law. We have 10,0 = ll  due to integration at site (0,0) and ll =1,0'  
due to integration in the wing domain.
 
As a result, if examining integral F0,1 given by 
equation (10), the integrand is nothing but )()()()( 1,0011,001,00'1,00, ,,1,0,1,1 SSSS llll YYYY .  
As seen after equation (44) all the decompositions of products of spherical harmonics 
pairs as C.G. series only lead to two possible choices. If l'1,1 = l the non-vanishing 
condition of F0,1 (cf equation (47)) imposes l0,1 = l0,0 = l ±1 and the correlation path con-
tinues along the horizontal line i = 0 (case 1). If l0,1 = l  the non-vanishing condition of 
F0,1 now imposes l'1,1 = l ±1 and the correlation path continues along the vertical line j = 
1: we then deal with a new correlation path called case 3 and detailed below (see Fig. 3b).  
In summary, in case 1, we have two types of correlation path between sites (0,0) and 
(0,1): the bond is characterized by l+1 (F0,1 = fl +1,l +1) or l−1 (F0,1 = fl −1,l −1). This situation 
is similar for all the sites of line i = 0 i.e., between sites (0,1) and (0,k'−1). As a result the 
corresponding contribution to the numerator of 
z
kk
z
SS ',0,0 .  is ( ) 1,10,0 /' llfF  
( )( ) '11,1 1 klll Jf −  . In addition, due to the integration process which has swept all the 
in-bonds of the correlation domain not involved in the correlation path we have lK,K' = 
l'K,K' = l for all the horizontal and vertical bonds except for those of vertical line j = k'. 
Arriving at site (0,k') we have to determine l'1,k' because l0,k' = l'0,k' = l due to the wing 
contribution and l0,k'−1 = l 1 due to the non-vanishing condition of integral F0,k'−1 =fl 1,l 1.  
That of integral F0,k' gives l'1,k' = l 1 and F0,k' = F0,k'−1 = fl 1,l 1.  Then the work of integra-
tion is similar for the remaining sites of the vertical line j = k' between sites (1,k') and 
(k−1,k'), with for this later site l'k,k' = l 1.  The corresponding contribution to the numera-
tor of 
z
kk
z
SS ',0,0 .  is ( )( ) 1,111,1 /2  − llklll fJf .  
Arriving at site (k,k') the integers l'k+1,k' and lk,k' have been already determined in the 
wing domain (l'k+1,k' = lk,k' = l) or along the correlation path (l'k,k' = l 1). Concerning inte-
gral 

',' kkF  an independent study similar to that achieved at site (0,0) can be done. We 
have 

= 0,0', '' FF kk  where the integral 

0,0'F is given by equations (45a)-(47). Here the 
unique solutions are l'k,k' = l 1, lk,k'−1 = l (case 1) and l'k,k' = l, lk,k'−1 = l 1 (case 2). The 
final contribution of all the sites to the correlation path between sites (0,0) and (k,k') is 
( ) ( )( ) ( ) 1,1211,1'11,1
2
0,0 /' 1 





−− ll
k
lll
k
lll fJfJfF (case 1). 
In summary all the horizontal bonds of the correlation path are characterized by l0,K'= l 
1 (0K'k'−1) between sites (0,0) and (0,k') on the one hand and all the vertical bonds 
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by l'K,k' = l1 (1Kk) between sites (0,k') and (k,k') on the other one. All the bonds of the 
correlation domain not involved in the correlation path are characterized by the integer l.    
(ii) Case 2 (see Fig. 3a)  
Now we impose l0,0 = l. The work is strictly similar but the correlation path concerns 
the vertical bonds between sites (0,0) and (k,0) for which l'K,0 = l 1 (1Kk) and the 
horizontal ones between sites (k,0) and (k,k') for which lk,K' = l 1 (0K'k'−1). 
(iii) Case 3 (see Fig. 3b)   
 This case is a mix of cases 1 and 2. At each current site (i,j) belonging to the corre-
lation domain we can have li,j = l 1, l'i+1,j = l or l'i+1,j = l 1, li,j = l.  
Due to the fact that it is impossible to go backwards when the integration process has 
been carried out any loop of the correlation path is forbidden. In addition the expression 
of the numerator of the spin-spin correlation is independent of the bond orientation cho-
sen for the integration process i.e., between sites (0,0) and (k,k') or vice versa.   
We conclude that 
(i) all the correlation paths contain the same number of horizontal and vertical bonds; 
 as a result all these paths show the same expression i.e., all the spin-spin correla-
 tions show  a unique expression, as expected for this kind of lattice;  
(ii) these correlation paths correspond to the shortest possible length through the 
 bonds involved between sites (0,0) and (k,k'); their total number is simply n =
 






 +
'
'
k
kk
; thus there are nl+1 = n paths whose bonds are characterized by the integer 
 l+1 and nl−1 = n paths showing bonds characterized by l−1; they have the same 
 weight wl+1 = wl−1 = nl1/2n = 1/2. 
Theorem 2  
As loops are forbidden for all the correlation paths these paths have the same length 
inside the correlation domain. This length is the shortest possible one through the lattice 
bonds between any couple of correlated sites. Each path respectively involves the same 
number of horizontal and vertical bonds as the horizontal and vertical sides of the corre-
lation rectangle, for a 2d-infinite square lattice.  
As a result the spin-spin correlation 
z
kk
z
SS ',0,0 .  can be written: 
( ) ( ) ( ) ( ) klkllklkllNl
l
t
N
N
z
kk
z
PPKPPKz
Z
SS 1,2
'
1,1
2
11,2
'
1,1
2
1
4
0
8
',0,0
2
2
)0(2
)4(
. −−−+++
+
=
+

= 

, 
k > 0, k' > 0,
 
as N → + (48a) 
where 
( ) ( )21, JJfz lllll = , 






+=
−
−
+
+


ll
ll
l
ll
ll
l
ll
ll
l
f
f
C
f
f
C
f
f
K
,
1,1
1
,
1,1
1
1,1
,
1 ,  

+
=
=
0
4
2
)0(
l
N
lN zZ ,
( )
( )il
il
ll
ll
li
J
J
f
f
P
−
−
= 


1
,
1,1
1, , i = 1,2.                           (48b) 
The integrals fl,l and fl1,l1 are given by equations (20) and (47). In  the  previous equation 
the special notation  
+
=0l
t  has been defined after equation (29)  but  here  it concerns the 
new l-eigenvalues Pi,l1. Finally, owing to equation (32) one can express  ',0,0 . kkSS . 
As explained at the beginning of this subsection the current term of the spin-spin cor- 
relation has the announced form ( ) 
2
4
,
N
lll Jf − (l)(−J)
K . When J1 = J2 
'
1
2
11 )()(
kk
ll
K
l JKJ
+

−=− , 11 )(  =− ll PJ , (l) = l 1, K = k + k'                (48c) 
and a similar but functional equation when J1  J2.   
 J Curély 
 18  
 
                                           
0.6
0.7
0.8
0.9
1.0
1.1
0 5 10 15 20
R
l
f
l+1,l+1
/f
l,l
f
l-1,l-1
/f
l,l
f
l+1,l-1
/f
l,l
K
l+1
K
l-1
 
 
Figure 4. Plots of the ratios R = fl+1,l+1/fl,l, fl−1,l−1/fl,l, and 
fl+1,l--1/fl,l where integrals fl+,l+' ( = 1, ' = 1) are 
defined by equations (10), (20), (45b) and (47) as well 
quantities Kl+1 and Kl−1 given by equation (48b).  
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Figure 5. Plots of log10(kBTCO/|J|), log10(kBTCO,l+1/|J|) 
and log10(kBTCO,l−1/|J|); the crossover temperatures TCO, 
TCO,l+1 and TCO,l−1 are defined by the transcendental 
equations (26) and (50), respectively. 
 
3.4 Properties of spin-spin correlation  
Due to the classical nature of spin momenta (cf equation (6)), we have seen that the full 
lattice operator )exp(
ex
H−  can be written as the product )exp( ex,HH−   
)exp(
Vex,
H−  where )exp( ex,HH−  and )exp( ex,VH−  are the respective operators of 
the set of horizontal and vertical lattice lines. As a result each term of the l-summation 
giving ZN(0) i.e., each l-eigenvalue, appears as the product of the corresponding eigen-
values ( ) ( )VlHl JJ −− . This property also exists for the spin-spin correlation. In-
deed, if examining the closed-form expression given by equation (48a), it can be written  
+
=
+
+
=
= 

lklk
N
l
l
t
N
kk z
Z
',00,0
1
0,0,0
4
0
',0,0 ..
)0(2
1
.
2
SSSSSS ,      (49) 
with ( )+++ = lillvu PfK ,,0,0 .SS , 3=f , i = 1, u = , v =  = k', i = 2, u =  = k, v = 0. 
The factor =
l
N
l
N
lN
N
l zzZz
222
444
/)0(/ appears as the weight of the l-state. 
When d = 1 (D = 2) there is no path characterized by l−1 and no l-summation (in the 
thermodynamic limit the l-series is restricted to l = 0) so that equation (49) reduces to 
= + kuuk SSSSSS ... 100 . In the case d = 2 (D = 3) this property only concerns the 
l-current term ++++ = lkululk 0,0,10,0,00,0,0 ... SSSSSS  and = +lk ',00,0 .SS   
+++  lkvlv ',01,0,00,0 .. SSSS i.e., for each l-state of the whole lattice. 
As a result, if considering the susceptibility  =
k k
kkG
'
',0,0 .SS  of a lattice 
composed of spin momenta showing the same Landé factor G, one can predict that it can 
be put under the form ( ) +
+
= =
−
=  l
l
N
lN zZ
0 1
41
2
)0(2 , with 
V
l
H
ll +++ =  where 
H
l + (re-
spectively, 
V
l +  ) is the susceptibility of the full horizontal (respectively, vertical) lattice 
lines. The study of  is out of the present article framework. 
Now we have to examine the ratios Pi,l+1 and Pi,l−1 (i = 1,2) defined by equation (48b). 
For physical reasons we must have |Pi,l1|  1. In Fig. 4 we have reported the various 
ratios of integrals fl+1,l+1/fl,l, fl−1,l−1/fl,l and fl+1,l−1/fl,l. We have fl+1,l+1/fl,l  1, but fl−1,l−1/fl,l  1, 
fl+1,l−1/fl,l  1 as well as Kl+1  1 and Kl−1  1. 
As a result, for a given relative temperature (i = 1,2), we always have
, with fl+1,l+1/fl,l  1, so that |Pi,l+1|  1 or |Pi,l+1|  1 which has no 
TkJJ ii B/=
( ) ( )ilil JIJI  ++ 2/12/3
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physical meaning. Similarly  we  have , with fl−1,l−1/fl,l  1, and 
we can deal with |Pi,l−1|  1 or |Pi,l−1|  1.  
We proceed as for the thermal study of the current term of the l-polynomial expansion 
of ZN(0) where we have defined a crossover temperature TCO through equation (26) so  
that the eigenvalue  is dominant within the range [ , ] and becomes sub-
dominant outside this range. Similarly, for studying the ratio ( ) ( )JJ ll   /1  appear-
ing in (l)(|Ji|) = |Pi,l1|, we impose max(|Pi,l1|) = 1. As a result, from equation (48b) we 
respectively define two new crossover temperatures TCO, l+1 and TCO, l−1 by 
( )
( ) 1,1
,
1CO,B
1CO,B1
/
/
+++
++
=


ll
ll
ll
ll
f
f
TkJ
TkJ
,
( )
( ) 1,1
,
1CO,B
1CO,B1
/
/
−−−
−−
=


ll
ll
ll
ll
f
f
TkJ
TkJ
                    (50) 
in the simplest case J = J1 = J2 without loss of generality. It can be extended to the case J1 
 J2. As for equation (26) we have numerically solved this transcendental equation.  
We find that |Pl−1|  1 if T  TCO,l−1 and |Pl−1|  1 if T  TCO,l−1 on the one hand but |Pl+1| 
 1 if T  TCO,l+1 and |Pl+1|  1 if T  TCO,l+1 on the other one. Thus, this is the competition 
between the smooth decreasing l-law of the ratio fl+1,l+1fl,l  1 (see Fig. 4) which tends 
towards unity when l → + (i.e., when T tends to Tc = 0 K) and the T-law of the ratio 
l+1(|J|)/l(|J|)  1 involved in |Pl+1| which is responsible of such a crossover. For |Pl−1| 
the competition is between the increasing l-law of the ratio fl−1,l−1fl,l  1 and the T-law of 
the ratio l−1(|J|)/l(|J|)  1.     
Finally, owing to the numerical study reported in Fig. 5, we have TCO < TCO,l+1 < 
TCO,l−1. As a result it becomes possible to determine the new domains of thermal 
predominance [  ,1lT ,  ,1lT ] of the eigenvalues |Pl1|. Their detailed classification is out 
of the framework of the present article. When l → + i.e., as T approaches Tc = 0 K, all 
the l-eigenvalues become equivalent but a common limit can be selected.  
3.5 Correlation length    
The correlation length can be derived owing to equation (34). We have 
( ) ( ) 
 
22
2/1
11
4
0
1111
4
0
2
2
yx
ll
N
l
l
t
y
l
y
l
x
l
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l
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l
t
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NNNNz
+=













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−+
+
=
−+−+
+
=




, as N → +                           (51a)  
with on condition that 1, liP  1 
( ) ( ) 








−
+
−
=+



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1,2
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l
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l
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l
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l
P
P
P
P
DNN ,
( )( )
( )( )1,21,1
1,21,12
11
11
11



−−
++
=
ll
ll
ll
PP
PP
KD .       (51b)                                                                                                
zl, Pi,l+ (i = 1,2) Kl+ and the integral fl,l appearing in zl are respectively given by equations 
(48b) and (20) in which li = lj = l, m = 0. Kl+ → 1 as l → +. 
In equation (51b), if considering the spin-spin correlation between first-nearest neigh-
bours derived from equation (48a) and setting 1,1111,00,0 .  = lll
zz
PKSS , 
1,2110,10,0 .  = lll
zz
PKSS , the l-contribution to the spin-spin correlation is 
( ) 2/. 1,111,111,00,0 −−++ += llll
l
zz
PKPKfSS  (
l
zz
SS  0,10,0 .  is derived from 
l
zz
SS  1,00,0 . by 
exchanging 1 against 2); the factor f given after equation (49) can be omitted in equation 
(51a). As a result we can write  
( ) ( )ilil JIJI  +− 2/12/1
( )il Ji  ,ilT ,ilT
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with 
11,00,011,00,01,00,0 ...21 −+ +−= l
zz
l
zz
l
zzx
l SSSSSSD , 
10,10,010,10,00,10,0 ...21 −+ +−= l
zz
l
zz
l
zzy
l SSSSSSD .                          (52b) 
It is not necessary to express 
x
lN  and 
y
lN because the behaviour of the correlation length 
 near Tc = 0K is essentially ruled by its denominator. Due to its definition (cf equations 
(32)-(34)) 
z
kk
z
SS ',0,0 .  can be replaced by  ',0,0 . kkSS  in equation (51a).  exactly 
shows the same thermal crossovers as  ',0,0 . kkSS . Thus, in the temperature range 
[Tl,,Tl,] where the l-eigenvalue of the spin-spin correlation is dominant, we have 
x
l
lx
x
D
N ,
 ,
y
l
ly
y
D
N ,
 , 
x
l
x
l
lx
N
N
N
',
= , 
y
l
y
l
ly
N
N
N
',
= , T[Tl,,Tl,].           (52c) 
Near Tc = 0K, we have previously shown that l → +. Under these conditions  
1.. 11,00,01,00,0  lSSSS  and  1.. 10,10,00,10,0  lSSSS  so that  
( )− 1,00,0, .12/ SSlxx N , ( )− 0,10,0, .12/ SSlyy N , as l → +.  (52d) 
It means that the spin-spin correlation between first-nearest neighbours plays a funda-
mental role near the critical point. This is a hidden consequence of equation (49) itself 
derived from the classical character of spin momenta (cf equation (6)). 
4. Low-temperature behaviours 
4.1 Preliminaries 
For sake of simplicity we again reduce the study to the simplest case J = J1 = J2 without 
loss of generality. We examine the low-temperature behaviour of the ratios Pi,l+ involved 
in the spin-spin correlation (cf equations (48a), (48b)), with here Pi,l+ = Pl+ (i = 1,2). 
We first consider the ratio fl+,l+/fl,l(=±1) where integrals fl,land fl+,l+ are respec-
tively given by equation (47). The l-behaviour of each of these ratios has been reported in 
Fig. 4. fl+1,l+1fl,l  1 and fl−1,l−1fl,l  1 but fl1,l1fl,l → 1 as l→+  i.e., near the critical tem-
perature Tc = 0 K. Indeed, if expressing the spherical harmonics involved in the definition 
of integral Fl,l given by equation (10) in which m = 0, we have in the infinite l-limit [26]  
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
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,
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Ol
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Yl , 
           as l → +, '     − ' l/1'0   0    2.  (53) 
and the exact asymptotic result: 






+→
++
2
,
, 1
1
l
O
f
f
ll
ll
,  = ±1, as l→ +.                                              (54) 
Then, if taking into account equations (8) and (48b), Pl1 behaves as 
( )
( )JI
JI
P
l
l
l
−
−
 
1
1 , as T → 0 (l→ +, J1 = J2).                                                                (55) 
Intuitively, in the low-temperature limit, we must consider the three cases  |J|  l, |J|  
land |J|  l.The behaviour of the Bessel function ( )JIl −   in  the double limit l→ 
+  and  |J| → +  has been established by Olver [27]. In previous papers [24]  we have 
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Figure 6. Thermal variations of || given by equation (56a), for various values of lkBT/|J| = 1/|z|. 
 
extended this work to a large order l (but not necessarily infinite) and to any real argu-
ment |J| varying from a finite value to infinity. The study of the Bessel differential equa-
tion in the large l-limit necessitates the introduction of the dimensionless auxiliary va-
riables: 
















++
++−=
2
2
11
ln1
z
z
z
J
J
, 
l
J
z

=                              (56a) 
which corresponds to the following transform of the argument of the Bessel function 
llzJ = , as T → Tc = 0 K.                                                           (56b) 
Thus || plays the role of the inverse of an effective dimensionless coupling near Tc. The 
correspondence with the writing of Chakravarty et al. is || = t−1 [6]. The numerical study 
of || is reported in Fig. 6. We observe that there are two branches. || vanishes for a 
numerical value of z0−1 very close to /2 so that there are 3 domains which will be 
physically interpreted in next subsection. Let T0 be the corresponding temperature 
2
0B =
J
Tk
l .                                                                                              (57) 
In the formalism of renormalization group T0 is called a fixed point. In the present 2d case  
we have l → +. We then derive that T0 → Tc = 0 K as l → + so that the critical 
temperature can be seen as a non trivial fixed point. In other words it means that all the 
thermodynamic functions can be expanded as series of current term T − T0  near T0  Tc = 
0 K, in the infinite l-limit. Finally Fig. 6 is nothing but the low-temperature diagram of 
magnetic phases and || defined by equation (56a) gives the analytic expression of bran-
ches. 
For convenience, we introduce the dimensionless coupling constant g at temperature 
T as well as its reduced value g : 
J
Tk
g B= ,
cT
T
g = .                                                                                    (58) 
g measures the strength of spin fluctuations. g  is a universal parameter and is l-indepen-
dent. At the critical point T0  = Tc we have g  = 1. Owing to equation (57) the critical cou-
pling gc can be written as:  
; 
l
g
2
c

= or 
2
c

=lg .                                                         (59) 
Chubukov et al. have found that, at the critical temperature Tc, the critical coupling is gc = 
4/ where  = 2/a is a relativistic cutoff parameter (a being the lattice spacing) [10]. 
Thus −1 appears as a length scale. Haldane has evaluated gc in the case of a classical 
spin lattice [11,12]. He proposed Sadg /2
H
c =  
or equivalently Sag /2
H
c =  if referring to 
the vertical rows or horizontal lines of the 2d-lattice characterized by the same exchange 
energy J = J1 = J2. In our case S = 1 so that if comparing both results for gc 
J
Tk
g cBc =
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ag 2
H
c = ;


=
4
cg  or = 4cg , 
a

=
2
.                                             (60a) 
At this step the question is: how to relate the results given by equations (59) and (60a) 
i.e., gcl = /2 and gc = 4?  
In the first case gcl = /2 is obtained by a pure numerical method because this is the 
zero of the function || = f(1/|z|) given by equation (56a) with 1/|z| = gl. The second case 
gc = 4 supposes to take into account the volumic density of gc. According to Chubukov 
et al., for D = 3, gc is such as PdPg
3231
c )2( 
−−−
= (for D = 3) where P = (k,/c) is 
the relativistic momentum associated with the spin wave of wave vector k and energy .  
First we examine the problem of volumic density. As we focus on the static aspect 
i.e., the volume available to the spin momentum, the relativistic momentum P/ reduces 
to S (in -unit). As a result the extremity of the classical spin can sweep the surface of a 
(D−1)-dimensional sphere i.e., a d-sphere. Thus the elementary volume is ddS = sdSd−1dS 
where sd = 2d/2/(d/2) is the surface of the d-sphere. If referring ddS per unit angle we 
have ddS/(2)d = [sd/(2)d]Sd−1dS. Finally we must take into account the multiplicity of 
the spin 2S + 1  2S as S  1 so that the final elementary volume per degree of 
multiplicity is ddS/2S(2)d i.e., dVS = [sd/2(2)d]Sd−2dS. Due to our conventional writing S 
varies between 0 and unity; the integration gives VS = sd/2(2)d(d − 1) and  
d
S
K
d
Vg
)1(21
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=
−
−
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.                         (60b) 
This is precisely the result derived by Chakravarty et al. as the mathematical solution of 
the recursion relations established between g and t = ||−1 through a one-loop renorma-
lization process [6]. Thus gc = 0 when d = 1 as expected and gc = 4 when d = 2.   
Second, for obtaining a relation between l and , we must also consider the volume of 
the lattice unit cell of spacing a. For sake of simplicity we restrict to the case D = 3. In 
equation (59) we introduce the density of exchange energy |J|S(S+1)/a2  |J|S2/a2 = |J|/a2 
as S = 1 in our conventional writing. In the associated D-space-time (D = 3) the volume 
of the phase space is V = VSa3 = a3/4. It means that the value of g per phase space 
volume is g/V = (4/a3)g.  
As a result g = gcl given by equation (59) becomes g = (4/a3).lkBT/(|J|/a2) → 
(4l/a).kBTc/|J| i.e., g = 2lgc = 
**
cg as T0 → Tc = 0 K so that the new scale is  
* = 2l   as  l → +; 
*
* 2
a

= ,
*
*
2
a
a
l =


= .                             (60c) 
Thus the l-index of the Bessel functions appears as the ratio of two different scales of re-
ference  and *, respectively associated with the lattices of spacing a and a*= a/2l  a.  
 
We introduce:  
(i) the thermal de Broglie wavelength DB;  
(ii) the low-temperature spin wave celerity /22 SaJc =
 
along the diagonal of the 
 lattice of spacing a if J = J1 = J2, with 1)1( =+SS ; if J1  J2 the celerity compo-
 nents become /2 aJc ii =  
along the lattice horizontal lines (i = 1, x-axis) or the 
 vertical ones (i = 2, y-axis) and the propagation axis shows the angle  with res- 
 pect to the x-axis such as tan = cy/cx = |J2/J1|; 
(iii) the slab thickness L of the D-space-time along the i-axis (D = 3):  
= L2DB , 
Tk
c
L
B

=  .                                                                  (61) 
By definition we must have  
DB   a                                                                                                   (62) 
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i.e.,  = 2/a  2/DB or equivalently with * = 2l 
    L−1 or *−  −  L.                                            (63) 
Thus −1 (or *−) appears as a short distance cutoff. No such intrinsic cutoff exists for 
the imaginary variable . At the critical point Tc = 0 K DB → + (as well as L) and spins 
are strongly correlated. For T  Tc DB and L  become finite and diminish as the spin-spin 
correlation magnitude when T increases. The adequate tool for estimating this correlation 
between any couple of spins is the correlation length . As a result DB (or L) appears as 
the good unit length for measuring .  
Under these conditions we generalize the application of the cutoff parameter . z 
defined by the second of equation (56a) can be rewritten if using equations (58) and (60c) 
g
zJ
|z|
*
*
c
*
=


= ,  

=
4
1*
cz , 
 = 2l                                                        (64) 
and, for a lattice such as J = J1 = J2, Jlz|z|
*
==
*
 finally appears as 
22
*
a
L
J|z|
* ==                                                                                 (65a) 
owing to the relation SaJc 22=  (with S = 1). For a general lattice such as J1  J2 one 
can use the relation SaJc iu 2=  where cu is the spin-wave celerity along the x- (u = x, i 
= 1) or the y-axis (u = y, i = 2). As a result the previous equation is slightly modified. 
Finally the ratio TkB
**
/ = can be seen as a new temperature scale. 
If examining equation (65a) and noting that 
*
 ||J
*
near Tc = 0 K (cf equa-
tion (56b) in the - or in the *-scale) with 22
*
c ag =  (along the diagonal of the lattice) 
we can write = L||gJa
* **
c22  i.e., with g =
**
cg in the 
*-scale 
**
 L||g
*
.                                                                                       (65b) 
L* = 2DBl/a = DB/a* (cf equation (60c)) is the dimensionless slab thickness of the D-
space-time (with D = d + 1) in the time-like direction. We retrieve the result found by 
Chakravarty et al. i.e., c||gtg ==/ when establisting the recursion relations between g 
and t through a one-loop renormalization process, thus allowing to analyze the equilib-
rium magnetic properties of the 2d-nonlinear  model [6].  
The result given by equation (65b) is universal near Tc so that at the critical point we 
can write cBcccc // Tkc||gtg == . Owing to equation (60b) and the fact that, when d = 2 
(D = 3) || c diverges (tc = 0) when g tends to Tc = 0 K. The unique solution for tc is 
dK
d
||t
2
cc
−
==
−
, )2/(2
2/11
dK
dd
d =
−−
.                                               (65c) 
Thus we again retrieve the result of Chakravarty et al. [6]. It means that, when d  2, tc 
and || c  become finite.  
Finally, if considering the correlation length as a scaling parameter near the critical 
point Tc = 0 K, its measure  along the diagonal of the lattice (if J = J1 = J2) characterized 
by a spacing a (i.e., in the -scale) is  =  22a (or = 24 ) and   = L along 
the slab thickness of the D-space-time (i.e., the i-axis), due to scale invariance. These 
respective notations can be generalized to a lattice such as J1  J2 and for any renormali-
zable physical parameter. As a result we have the dimensionless relations near Tc = 0 K  

 =

=
La 22
, J
a
L
==

 


22
, J = J1 = J2, as T → Tc = 0,                                      

 =

=
La
u
u
2
, , i
u
J
a
L
==

 


2,
, J1  J2 (u = x, i =1; u = y, i = 2), as T → Tc = 0. (66)   
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4.2 Low-temperature behaviours of the spin-spin correlation  k'k,SS .0,0   
As previously seen (cf equations (48a), (48b)) the spin-spin correlation is expressed 
owing to the ratios )(/)()(/)( 111 zlIzlIzlzlP lllll  =  near the critical point Tc = 0  K. 
As the argument zl is replaced by 
**
z  it is easy to show that, owing to the behaviour of 
Bessel functions when l→+ (→+), )(/)(1 zlzl ll    )(/)(
****
*
1
* 

zz  i.e., 
Pl1
1
*

P  as T → Tc = 0 (see Appendix A.3). Simultaneously ||l must be replaced by 
*
 ||
*
.  
At first sight all these quantities seem to strongly depend on * whereas they must 
show a universal behaviour near the critical point. As a result scaling parameters i.e., 
parameters which are *-independent must be introduced so that the spin-spin correlation 
as well as the correlation length are scale-independent near Tc = 0 K, as expected.  
Chakravarty et al. [6] have introduced the physical parameters s and  defined as: 
 
)1(s gJ −= , )1( −= gJ .                                                              (67) 
 
In the 2d-case s and  have the dimension of an energy JS2 (in our case J). s is the spin 
stiffness of the ordered ground state (Néel state for an antiferromagnet) and  is the T=0-
energy gap between the ground state and the first excited state. In the framework of the 
classical spin approximation the spectrum is quasi continuous. In our case it means that 
 is very small.  
At the critical point Tc = 0 K g = 1: s and  vanish and, near critically, we have 
s  J and   J where J finally appears as the bare value of s  and   i.e.,  their va-  
lue at 0 K. For all the previous reasons we are then led to introduce the following parame-
ters:  
cB
s 11
ggTk
−=

 (T  Tc) , 






−=

ggTk
11
4
cB
 (T  Tc)
                        
(68) 
where the factor 4 appears in  for notational convenience. As a result we can define the 
following scaling parameters:  
s
B
1

=
Tk
x , 

=
Tk
x B2                                                                              (69) 
where the factor 2 also appears for notational convenience. As s and  vanish at T0 = 
Tc, x1 and x2 become infinite at this fixed point. They are scaling parameters as well as 
*
c/z|z|
*
 and 
*
 ||
*
 (see Appendix A.2). From a physical point of view and as noted by 
Chakravarty et al. [6] as well as by Chubukov et al. [10], these parameters control the 
scaling properties of the magnetic system. 
There is an analytical continuity between x1 and x2 when T0 = Tc. As a result there are 
only  3  domains  of  predominance:  x1 
 1  (T  Tc   and   /4  1− g ,  Zone 1)   i.e.,      
s  kBT, x2 
 1 (T  Tc and  /4  g − 1, Zone 2) i.e.,   kBT; finally x1 
 1 (T 
  Tc and  /4  1− g , Zone 3) i.e., s  kBT and x2 
 1 (T   Tc and  /4  g − 1, 
Zone 4) i.e.,   kBT. Along the line T = Tc ( g  = 1), we directly reach the Néel line (see 
Fig. 7). Each of these domains previously described corresponds to a particular magnetic 
regime. The physical meaning of each regime can be derived from the low-temperature 
study of the ratio )(/)(
****
11
*** 

zzP  vs x1 or x2.  
The first step consists in expressing 
*
 ||
*
appearing in 
1
*

P  as a scaling parameter 
vs x1 or x2 (cf equation (A.22)). In Appendix A.2 we have rigorously shown that 
( )





 −

2
/1exp
arcsinh2 1
* x
||
*
, (Zones 1 and 3),                                        (70) 
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Figure 7. Thermal variations of ||/4 vs g respecti-
vely defined by equations (56a) and (58) and domains 
of predominance vs dimensionless parameters x1 and 
x2 defined by equation (69). 
 
0
1
2
3
0 1 2 3 4 5 1/x
i
Zone 1 (x
1
 << 1)
Zone 2 (x
2
 << 1)
Zone 3 (1/x
1
 << 1)
   Zone 4 
(1/x
2
 << 1)




 
 
Figure 8. Plot of |*|* vs the scaling parameters x1 
and x2 defined by equation (69). 
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2
2/1exp
arcsinh2 2
* x
||
*
, (Zones 2 and 4).                                        (71) 
The corresponding behaviours are reported in Fig. 8. The asymptotic expansions of 
*
 ||
*
 
can then be derived for the four zones of the magnetic diagram. We have 
( )1
*
/1exp x||
*
− , x1  1 (Zone 1);                                                      (72) 
( )2
2
*
/1exp2
1
x
x
||
*
−+ , x2  1 (Zone 2);                                            (73) 
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||
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−
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

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 , x1  1 (Zone 3),                                         (74) 
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+

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




 +
 , x2  1 (Zone 4).                                        (75) 
At the common frontier between Zones 3 and 4, when directly reaching Tc, x1 and x2 
become infinite and the respective expressions of 
*
 ||
*
show the common limit: 
424962.0
2
51
ln2
**
c =






 +
== ||C , x1 → +, x2 → +.                         (76) 
The ratio  = 2/)51( + is the golden mean. As a result, starting from a closed expression 
of 
 
given by equation (56a) we directly obtained for 
*
 ||
*
the result of Chubukov et al. 
derived from a renormalization technique and called Xi(xi), i = 1,2 [10]. 
Consequently, in a second step, the ratio )(/)(
****
11
*** 

zzP can be 
expressed vs x1 or x2 near Tc = 0 K as well as the spin-spin correlation = k'k,SS .0,0  

z
kk
z
SS ',0,0 .3 (cf equations (32) and (48)). This work is detailed in Appendix A.3 where 
it has appeared that, for physical reasons explained at the end of this appendix,
1
*

P  must 
be renormalized (see Appendix A.4).    
If
1
~
~

P is the renormalized expression of 
1
*

P , with the condition 
1
~
~

P → 1 as T → Tc 
= 0 K , the low-temperature renormalized spin-spin correlation can be written as the fol-
lowing asymptotic limit     
 ...~~
2
1 '
1
~
'
1
~~',0,0',0,0
~~
++
+
−
+
+
kkkk
kkkk PPSSSS .. , as T → 0, 
~
→+  (77) 
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with the correspondence ==
~~* z|z|J
*
( 
~
= *). The low-temperature expressions 
of 
1
~
~

P are given by equation (A.25) for the zones 1 to 4 of the magnetic phase diagram. 
We have shown in Appendix A.4 that the key renormalized spin-spin correlation between 
first-nearest neighbours 
~
1,00,0  SS .  can be put under the following form if J = J1 = J2  
 
)
~~(
)
~~(ln
...
~~
2
1 ~
1
~
1
~~1,00,01,00,0
~~


−++ 
−+ |z|d
|z|d
J
J
PPSSSS .. , as T → 0               (78a) 
where )
~~(~ 

|z|  is the dominant eigenvalue in the infinite 
~
-limit or equivalently 
 ...)(1
~
010,0 +−− ixf
J
J
SS . , as T → 0,                                              (78b) 
with 

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)( 1111
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e
xf ,
*
11
~~
 ||
*
,  Zone 1 (x1  1), as T → 0, 
*
222
~~
)( = ||xf
*
, Zone 2 (x2  1) , as T → 0, 
*
333
~~
)( = ||xf
*
, Zone 3 (x1 1), Zone 4 (x2 1), as T → 0,                             (79) 
due to the fact that 
*
 ||
*
 is a scaling parameter given by equations (72)-(75) and where 
21
~
,
~
 and 3
~
 are defined in equation (A.25). 
Thus, in Zone 1 (x1  1), f(x1)  → 0 as T → 0 and  1,00,0 SS .  → 1. In Zone 2 (x2  
1), due to equation (73) 
**
222
~~
x 1)/1exp(21 22 →−+ xx , f(x2) → 1 as T → 0 
and  1,00,0 SS . 0)/1exp( 22 →− xx . We tend towards an assembly of non-correlated 
spins. In Zones 3 (x1  1) and 4 (x2  1)  1,00,0 SS .  → 1 as in Zone 1. As a result this 
is the low-temperature behaviour of the correlation length  which is going to allow the 
characterization of the magnetic order nature.   
4.3 Low-temperature behaviours of the correlation length  
If using the expression of the correlation length given by equation (51a) as well as the 
scale invariance property near Tc = 0 K given by equation (66) the measure  of x and  
is such as 
1*1
B
,
*
,
)())((
/222
*
−− ==



=



= ||xf
Tkcaaa
*
i
xxx

, i = 1,3, as T → 0                        (80) 
where a is the lattice spacing as well as a*=a/2l. It means that we can immediately derive 
the low-temperature correlation length .  
Recalling that x1 = kBT/2s where s is the spin stiffness, the lattice spacing a is such 
as
 
with Js  
as g = T/Tc vanishes with T near Tc = 0 K. For a lattice of 
spacing a we finally derive in Zone 1 owing to equations (79) and (80): 
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, x1  1 (Zone 1).                           (81) 
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Figure 9. Magnetic regime for each domain of predominance of ||/4 vs g  respec-
   pectively defined by equations (56a) and (58); the abbreviations stand for Renorma-
   lized Classical (RC), Quantum Critical (QC) and Quantum Disordered (QD) regimes. 
 
We exactly retrieve the result first obtained by Hasenfratz and Niedermayer [15] and 
confirmed by Chubukov et al. [10]. This characterizes the Renormalized Classical Regi- 
me (RCR) for which s  kBT: the divergence of  describes a long-range order when T  
approaches Tc = 0 K. Spins are aligned (J  0) or antialigned (J  0) inside quasi rigid 
quasi independent Kadanoff square blocks of side  if J = J1 = J2. 
In Zone 2 (x2  1) where x2 = kBT/ we have owing to equations (79) and (80): 


c
, x2  1 (Zone 2)                                                                   (82) 
We deal with the Quantum Disordered Regime (QDR) characterized by   kBT. Owing 
to equation (69) we have   = kBT/x2 so that   Lx2  L as x2  1. Equivalently, due 
to the fact that L = Tkc B/ and  we have x  2ax2  2a: we then pass from 
no T=0-order to a short-range order when T increases. The magnetic structure is made of 
spin dimers or aggregates of spin dimers organized in Kadanoff blocks of small size 
 that we can assimilate to blobs weakly interacting between each others. We deal with a 
spin-fluid. The detailed study is out of the framework of the present article. From a 
formal point of view it is often phrased in term of Resonating Valence Bonds (RVB) be-
tween pairs of quantum spins (considered here in the classical spin approximation) [29]-
[31].   
In Zones 3 (x1  1) and 4 (x2  1) we have  

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xCTk
c
C

, x1  1 (Zone 3),    
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−

2B
1
5
1
1
xCTk
c
C

, x2  1 (Zone 4)                                          (83) 
where C is given by equation (76). We now deal with the Quantum Critical Regime 
(QCR). In Zone 3 we have s  kBT whereas in Zone 4   kBT. The divergence of   
describes a medium-range order when T approaches Tc = 0 K. Spins are aligned (J  0) or 
antialigned (J  0) inside quasi rigid quasi independent Kadanoff square blocks of side  
if J = J1 = J2. But, if comparing with the Renormalized Classical Regime (RCR) and the 
Quantum Disordered one (QDR), we have QDR  QCR  RCR. Thus Kadanoff blocks 
show a smaller size when passing from Zone 1 to Zone 2 through Zones 3 and 4.  
As a result each behaviour of the correlation length characterizes a magnetic regime. 
All the predominance domains of these regimes are summarized in Fig. 9.  
At the frontier between Zones 3 (s  kBT) and 4 (  kBT) i.e., along the vertical 
line reaching the Néel line at Tc, x1 and x2 become infinite so that: 
Tk
c
C
B
1 −
 , T = Tc.                                                                               (84) 
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i.e.,    L as C
−1 is close to unity, as predicted by the renormalization group analysis 
[6,10]. As   diverges according to a T
−1-law the critical exponent is: 
 = 1                                                                                                          (85) 
 
in the D-space-time. Owing to previous results the correlation length can also be written 
as 
~
1,00,01
1
−

SS .
x , as T → 0,                                                                (86) 
where 
~
1,00,0  SS .  is the renormalized spin-spin correlation between first-nearest neigh-
bours (0,0) and (0,1) as J = J1 = J2, expressed near Tc = 0 K. We retrieve the result pre-
dicted in equation (52d). If using the expression of 
~
1,00,0  SS .  given by equation (78a) 
the correlation length x can also be expressed as 
)
~~(
)
~~(ln
1
1
~


−
=

|z|d
|z|d
yx , J = J1 = J2, as T → 0, 2x= .                    (87)                     
When J1  J2  a similar expression can be derived for x and y with here x  y and 
22
yx += ; in equation (86) 
~
1,00,0  SS .   is replaced by 
~
0,10,0  SS . in y and, in 
equation (87), |J||z| =
~~ becomes |J||z| ii =
~~ , i = 1,2.  
This result is exclusively valid for 2d magnetic systems characterized by isotropic cou-
plings because the correlation function reduces to the spin-spin correlation.  
As a result it becomes possible to characterize the nature of magnetic ordering owing 
to the T-decreasing law derived from equation (86) 
1
1,00,0 )(1)(
~
−
−= TTfuSS . ,  as T → 0                                             (88a) 
where u recalls the nature of the magnetic regime: u = RCR (Zone 1), QCR (Zones 3 and 
4) and QDR (Zone 2). As previously seen we have QDR  QCR  RCR so that 
)()()( RCRQCRQDR TfTfTf  , as T → 0.                                         (88b)                   
Thus, in Zone 1 (Renormalized Classical Regime), we have a strong long range order in 
the critical domain whereas in Zones 3 and 4 (Quantum Critical Regime) the magnitude 
of magnetic order is less strong. In Zone 2 (Quantum Disordered Regime) we deal with a 
very short magnitude characteristic of a spin fluid.    
5. Conclusion 
In this paper we have presented the exact general theory of the two-dimensional Heisen-
berg square lattice composed of classical spins. In the thermodynamic limit a numerical 
study has allowed to select the higher-degree term of the characteristic l-polynomial asso-
ciated with the zero-field partition function ZN(0). Under these conditions we have de-
rived an exact closed-form expression of ZN(0) valid for any temperature.  
A thermal study of the basic l-term of ZN(0) has allowed to point out thermal crosso-
vers between two consecutive eigenvalues l(−J) and l+1(−J), for the first time. When 
T reaches zero, l → +; all the successive dominant eigenvalues become equivalent so 
that the critical temperature is Tc = 0 K. If using a similar method employed for express-
ing ZN(0) we have derived an exact expression for the spin-spin correlations and the cor-
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relation length  valid for any temperature. They show new thermal crossovers which are 
similar to those of ZN(0).  
By assuming the T=0-limit of the eigenvalues l(−J) we have obtained the low-tem-
perature diagram of magnetic phases characterized by three regimes: the Renormalized 
Classical Regime (RCR), the Quantum Critical Regime (QCR) and the Quantum Disor-
dered Regime (QDR). This diagram is similar to the one derived through a renormaliza-
tion approach [6,10].  
For each of these regimes, if taking the T=0-limit of the general closed-form expres-
sion of the correlation length  valid for any temperature, we obtain the same expression 
as the corresponding one derived through a renormalization process by several authors 
but exclusively valid near the critical point Tc = 0 K [6,10]. In addition we retrieve the 
good value  = 1 for the critical exponent. All these results bring a strong validation to 
the closed-form expressions obtained for ZN(0), the spin-spin correlations and the correla-
tion length, respectively. 
Finally we have shown that, for the first time, the low-temperature correlation length 
can be simply expressed by means of the renormalized spin-spin correlation between 
first-nearest neighbours 
~
1,00,0  SS . but also with the derivative of the logarithm of the 
dominant eigenvalue )( Jl   with respect to |J|, in the limit l→ +,  thus justifying the 
detailed study of ZN(0) in this article. 
This result is exclusively valid for 2d magnetic systems characterized by isotropic 
spin-spin couplings.  
Appendix  
A.1 Expression of the zero-field partition function in the thermodynamic limit 
For T  0 K, between two consecutive crossover temperatures ,ilT
 and ,il
T , we have 
shown in the main text that, in the thermodynamic limit (N→+), ZN(0) can be written as  
( )    ),(1)()4(0
2
max
2 48 TNSTuZ
NN
N +=  with ),(),(),( 21 TNSTNSTNS += (cf equa-
tions (27) and (28)). umax is the dominant eigenvalue in [ ,ilT , ,ilT ] according to equation 
(23).  
Due to the numerical property of )(, Tu ii ll
 and )(, Tu ji ll (li  lj), a classification in the 
decreasing modulus order can be globally written so that S(N,T) has the form   
 ),(),(
0
TNXTNS k
k

+
=
= , 0  Xk(N,T)  1,                                           (A.1)  
with X1(N,T)  X2(N,T)  …  X(N,T). 
Now we artificially share the infinite series S(N,T) into two parts: 
 ),(),(),( EB TNSTNSTNS
ii kk
+= ,T[ ,ilT , ,ilT ],                                   (A.2) 
with ),(),(
0
B
TNXTNS k
k
k
k
i
i 
=
= , ),(),(
E
TNXTNS k
i
i
kk
k 
+
=
= . ),(
B
TNS
ik
 and ),(
E
TNS
ik  
are the beginning and the end of S(N,T), respectively.  
We have the natural inequalities ),(
B
TNS
ik
 S(N,T) and ),(
E
TNS
ik
 S(N,T). As we 
deal with an infinite (absolutely convergent) series made of positive vanishing current 
terms Xk(N,T)  1 it is always possible to find a particular value ki  = k1 of the general 
index k such as: 
 ),(B
1
TNSk = ),(
E
1
TNSk = 
2

, S(N,T) = , 0    1, T [ ,ilT , ,ilT ].  (A.3) 
If increasing N  1 of n > 0 we automatically have  
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TnNSk +  ),(
K
1
TNSk = 
2

, K = B, E, T[ ,ilT
, ,il
T ]                 (A.4) 
because the inequality 0   Xk(N,T)   1 imposes 0   Xk(N+n,T)   Xk(N,T)  1. Finally, if 
calling S(N + n,T) the sum ),(
B
1
TnNSk + + ),(
E
1
TnNSk + we have S(N + n,T)  S(N,T) = 
, T [ ,ilT
, ,il
T ]. As a result we derive 
 S(N,T) = S1(N,T) + S2(N,T) → 0, as N → + , for T [ ,ilT
, ,il
T ],      (A.5) 
and due to equation (27) ( )  
22 4
max
8
)()4(0
NN
N TuZ  , as N → +, for any T [ ,ilT
,
,il
T ].    
This reasoning can be repeated for each new range of temperature [ ,jlT , ,jlT ], with 
j  i.  
In addition, for any predominance range [ ,jlT , ,jlT ], if comparing the current terms 
)()()0,,( 21, JJllFTu llilil =


  and )()(),,( 21, JJmllFTu ililjlil ji =


 of S1(N,T) 
and S1(N,T) given by equation (28), it is always have possible to find  






  TuTu
jlililil ,,
 
for li  = l   lj (cf Fig. 2b). 
Consequently, if summing these terms over all the ranges [ ,il
T , ,ilT ] so that 
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due to the fact that 1  |uTu|
ii ll max,
)/(   |uTu|
ji ll max,
/)(   0. As a result 
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, as N → +.            (A.7) 
A.2 Calculation of |*|* near the critical point 
In the thermodynamic limit each expression of the thermodynamic functions (spin-spin 
correlations, correlation length...) involves ratios of Bessel functions I(z*). These 
functions have to be evaluated in the double limit |J| = |z*|*→ +, * → +. In that 
case Olver has shown [27] that the argument |J| = |z*|* must be replaced by |*|* where    

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
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J
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At the fixed point = 4/1*cz  we exactly have ||
*
 = 0. Near this critical point (see Fig. 6),
|z|z||z
*
])11/[ln(1
2*2*
+++  for any Zone 1 to 4. As a result equation (A.8) reduces to 
|z|z||||
*
)1ln(
2*1* −−
++  or equivalently ||z||||
*
)arcsinh(
1* −
  as 
*
cz|z|
*
→ . 
Near = 4/1*cz , for T  Tc or T  Tc, equation (A.8) can also be written |ln( |z|
*
/2)| 
which depends on *. As the ratio TTz|z|
*
// c
*
c=  is independent of 
*  1 a scaling form 
of 
**
 ||  can be )2/(ln2 2/*c
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*

 |zz|||
*
 or )2/(ln2
2/*
c
*

|zz|
*
, as 
*
cz|z|
*
→ . Due to the 
previous remarks we must have 
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If 
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 ||  is a scaling parameter we must show that 
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is *- 
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> *cz  so that, from the definition of 
s (cf equation (68)), we have Tkz|z|
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*
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Using the well-known relation )exp()/1(
*
*
uu =
 , as *→ +, we derive from equa-
tion (A.10) that, near *cz   
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 (A.11)  
As x1 and x2 are scaling parameters the ratios 
*
)/(
*
c

z|z|
*
and 
*
)( /
*
c

|z|z
*
are themselves 
scaling parameters as well as 
**
 || given by equation (A.9). 
Due to the behaviour of 
**
 ||  (cf Fig. 8), if ** czz   (T  Tc) 
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*z  as *z → 
*
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*
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
.  
As a result, if taking into account these remarks for the previous equations, we can 
write 
( )


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** x
||  (Zones 2, 4). 
     (A.12) 
The various asymptotic expansions of 
**
 ||  are given in the main text.  
A.3 Asymptotic expansions of modified Bessel functions of the first kind of large 
order; application  to the low-temperature spin-spin correlations  
The expression of spin-spin correlations involves ratios such as )(/)(1 zlzl ll    i.e., 
)(/)(1 zlIzlI ll  where Il(zl) is the Bessel function of the first kind, with z = −J/l.  
In the main text, we have seen that, near Tc = 0 K, l must be replaced by * = 2l and 
more generally by any new scale ' = l, as l → + , with the imposed condition 
==
*
|z|lz
*
J|z| ='' . We then have )''()()(
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*
. When l → +  
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l , ' = l → + , ''|z|  → +                        (A.13)                      
with a similar relation if l + 1 is replaced by l − 1.  
Then, if using equations (8) and (48b), the recurrence relations between )(
*
* 

|z|I
*
,    
)(
*
1
* 
+
|z|I
*
 and )(
*
1
* 
−
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*
 and the condition 
1*1
)2(
−−
 |z||z|
**
as * → +, we have 
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Due to the polynomial structure of the spin-spin correlation = k'k,SS .0,0   

z
kk
z
SS ',0,0 .3  detailed in the main text (cf equation (48)), we have the asymptotic 
behaviour as T → Tc = 0 K (cf equation (78a)) 
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In Zone 1 exclusively, we have )/2exp(
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*  (cf equation (A.11)) so that 
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      Zone 3 (x1  1), Zone 4 (x2  1), (A.16) 
where  2/K  is the floor function which gives the integer part of K/2. 
Olver has shown [27] that the Bessel function )(
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*
as well as )(' ** 
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be expanded as the following series in the double infinite-limit * → + and 
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where 
*
 ||
*
 is given by equation (A.12) and 2*1/1* zu +=  with 
*
/= J|z|
*
. The 
coefficients Us( *u ) and Vs( *u ) which are u*-polynomials are detailed in [27,28]. 
Introducing the previous series in the ratios appearing in equation (A.16) we have 
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as T → 0 where each u*-series of equation (A.17) has been written ( )*1 uXX  +=  with  
X = U or V and 
+
=
=
1
.)/()()(
***
s
s
s
uXuX  
Near Tc = 0 K exclusively, as 
*
 ||
*
is a scaling parameter, we can then define a new 
scale *' such as 
''
2
**
= ||||
**
i.e., *' = 2* as *' → +. 
**''
 ||||
**
has been 
calculated near = 4/1
'*
cz  in Appendix A.2; the corresponding asymptotic expansions 
are given in the main text (cf equations (72)-(75)). 
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The u*-coefficients of series U(u*) and V(u*) become u*' and their corresponding 
series U(u*') and V(u*'). Similarly z* becomes z*' but == 4/1
' *
c
*
c zz .  
Now it is necessary to know the respective values of these series vs = 4/1
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cz . Using 
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Equation (A.18a) imposes to express the dimensionless quantity |*'|  defined by equation 
(56a) near 
'*
cz . As 
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cz  is small we have |
*'| )2/
'
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cz+ . In addition, when 
*'  1, 
the second part in the first of equation (A.17) vanishes so that, by identifying the 
remaining part and equation (A.18b), we have 
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it becomes possible to obtain a relation between series U+(
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u ) and V+(
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u ). Thus, near 
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'*
cz  and when 
*'  1 it is easy to show that  
2
2
'
1
)
'
(
)
'
(
*
c
*
c
*
c

















+
+
z
zV
zU
;                                                                       (A.19a) 
the sign + of the second member (respectively, the sign −) refers to Us(
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u ) (respectively, 
V+(
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u )).  
A similar reasoning allows to derive the series U−(
'*
u ) and V−(
'*
u ) but the function    




 

'' **
c'* zI  must be replaced by the other Bessel function 


 

'' **
c'* zK . Near the fixed 
point 
'*
cz  and when 
*'  1, we find: 

















+
+
−
−
)
'
(
)
'
(1
)
'
(
)
'
(
*
c
*
c
*
c
*
c
zV
zU
ezV
zU
                                                                     (A.19b) 
with the same conventional writing defined after equation (A.19a). 
A detailed study shows that equation (A.18) must be used exclusively for Zone 1. For 
Zones 2, 3 and 4 it is just necessary to expand the series of equation (A.18). We have 
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For Zone 1 (x1  1), we derive from equation (A.10) that u*'/*'   |z|
*'
*'  x1/2
'*
cz . 
For Zone 2 (x2  1) |z|
*'
 = 4/1
'*
cz  and u
*'/*'  x2. In Zones 3 (x1  1) and 4 (x2  
1), the current term u*'/*'   *' vanishes as *' → +.  
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We skip the intermediate steps which show no difficulties and give the final results: 
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Under these conditions, if taking into account all the previous results and remarks, we can 
write the low-temperature spin-spin correlation 
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Zone 3 (x1 1), Zone 4 (x2 1), (A.22) 
where the scaling parameter 
**''
 ||||
**  is respectively given by equations (72)-(75). 
In Zones 1 and 3 
'' *
 ||
*
< 1 near Tc = 0 K. In Zones 2 and 4 
'' *
 ||
*
> 1 (see Fig. 8). 
We note that except for Zone 1
1
'*

P does not tend to unity due to the technique used 
for establishing the low-temperature expansions of the various Bessel functions [27]. As 
pointed out by Olver [27] these expressions are defined within a numerical factor. As they 
are expressed with scaling parameters it becomes possible to renormalize them near Tc. 
A.4 Renormalized expressions of  the low-temperature spin-spin correlations  
We finally focus on the renormalization of the low-temperature spin-spin correlations 
near Tc = 0 K. We define a new scale 
~
 such as ==
~~'' * z|z|J
*
 with 
~
= *'.  
Owing to the multiplication theorem of the functions )(*' xI 

, for finite x  0,   0, 
we have )()( *'
*'
*' xIxI



  at first order due to the *'-infinite limit [28]. As a result 
==
+++
)
~~('/)
~~(')
''
('/)
''
('' *****
1
****
11
zIzIzIzIP )
''
('/)
''
('
****
1
**

+
zIzI . In 
the infinite *'- and 
~
-limits and due to equation (A.13) we finally have 
1
1
~
'
~
*
+
+
 PP . 
1
'*
−
P can be expressed as 
1
'*
+
P i.e., with the ratio )''('/)
''
('
****
**'


zIzI  character-
ized by the factor 
1*
c
*
c )
''
(
−
zuK (cf equations (A.21) and (A.22)). 
 As a result the dilation factor  for 
1
'*

P is such as  
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1
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K
z
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z
'
'
1
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c
*
c
*
c
2

+
= , 
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= *'                                       (A.23) 
In the main text we have seen that the spin-spin correlation  0,10,0 .SS  plays a major 
role. We must have 1. 0,10,0 = SS  at Tc = 0 K. Thus the renormalization of the first of 
equation (A.22) finally imposes to have 1
~
1
~ →

P . Owing to equations (8) and (A.14) we 
can define the renormalized spin-spin correlation  0,10,0 .SS  as 
 
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PPSS . , as T → 0            (A.24) 
where )
~~(~ 

|z|  is the dominant eigenvalue (in the limit 
~
→+). In the limit T → 0, as 
x1 and x2 are scaling parameters, we have 
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Zone 3 (x1 1), Zone 4 (x2  1) (A.25) 
where C is given by equation (76).  
Near Tc = 0 K the key renormalized spin-spin correlation 
~
1,00,0  SS .  given by equa-
tion (A.24) can also be written  
 ...)(1
~
010,0 +−− ixf
J
J
SS . , as T → 0,                                            (A.26) 
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)( 1111
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333
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)( =xf , Zone 3 (x1 1), Zone 4 (x2 1)                                                       (A.27) 
with 
**''~~
 ||||
**
ii  for Zone i (i = 1 to 3) as 
*
 ||
*
is a scaling parameter near Tc.  
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