The robust periodic trajectory tracking problem is tackled by employing acceleration feedback in a hybrid learning-adaptive controller for n-rigid link robotic manipulators subject to parameter uncertainties and unknown periodic dynamics with a known period. Learning and adaptive feedforward terms are designed to compensate for periodic and aperiodic disturbances. The acceleration feedback is incorporated into both learning and adaptive controllers to provide higher stiffness to the system against unknown periodic disturbances and robustness to parameter uncertainties. A cascaded high gain observer is used to obtain reliable position, velocity and acceleration signals from noisy encoder measurements. A closed-loop stability proof is provided where it is shown that all system signals remain bounded and the proposed hybrid controller achieves global asymptotic position tracking. Results obtained from a high fidelity simulation model demonstrate the validity and effectiveness of the developed hybrid controller.
Introduction
Learning-based controllers have gained remarkable importance for robotic manipulators that perform the same task repeatedly. This type of controller improve system performance by utilizing previous error signals into the control input. However, the standard learning control algorithms may not reject aperiodic disturbances. This motivates the design of hybrid controllers such as adaptive/learning control (Benosman, 2014; Dixon et al., 2002) , adaptive iterative learning control using a fuzzy neural network (Wang and Chien, 2015) , adaptive learning PD (AL-PD) control (Ouyang and Zhang, 2004) , hybrid control based on Fourier series expansion (Delibasi et al., 2010; Del Vecchio et al., 2003) and backstepping adaptive iterative learning control (Wang et al., 2013) . Dixon et al. (2002 Dixon et al. ( , 2003 proposed a hybrid adaptive/ learning control scheme to achieve global asymptotic link position tracking despite unknown robot dynamics with periodic and aperiodic components. The authors applied the saturation function to the standard learning control law and solved the boundedness problem by showing that the proposed learning feedforward term is bounded for all times. Ngo et al. (2012) also designed an adaptive iterative learning control (AILC) of uncertain robot manipulators in task space for trajectory tracking. Benosman (2014) concentrated on the use of well-known extremum seeking (ES) theory in the learning-based adaptive control structure. The local integral input-to-state stability (iISS) feedback controller with a model-free ES algorithm is combined to obtain a learningbased adaptive controller. Wang and Chien (2015) developed an observer-based adaptive iterative learning control using a filtered fuzzy neural network. A state tracking error observer is introduced to design the iterative learning controller using only the measurement of joint position. An observation error model is derived based on the state tracking error observer. Then, by introducing some auxiliary signals, the iterative learning controller is proposed based on the use of an averaging filter. Ouyang and Zhang (2004) developed a new control method called adaptive learning PD (AL-PD) control. While PD control acts as a basic feedback control part, learning feedforward control is an iteratively updated term to cope with the unknown robot dynamics. When the number of iterations increase, AL-PD control guarantees the tracking errors converge arbitrarily close to zero.
Del Vecchio et al. (2003) proposed a hybrid adaptive learning control scheme to solve the periodic tracking problem for single-input, single-output uncertain feedback linearizable systems with maximal relative degree and matching unstructured uncertainties, that is, no parametrization is available for uncertain nonlinearities. The authors have developed the unknown periodic reference input signal with a known period in Fourier series expansion. The proposed controller learns the reference control signal and identifies the Fourier-coefficients of any truncated approximation. Liuzzo and Tomei (2008) developed the input reference signals as Fourier series expansion and designed AL-PD control that learns the input reference signals by identifying their Fourier coefficients. When the Fourier series expansion of each input reference signal is finite, global asymptotic tracking and local exponential tracking of both the input and the output reference signals are obtained. Delibasi et al. (2010) proposed a self tuning, desired compensation adaptation law based adaptive controller with disturbance estimation based on Fourier Series Expansion. The proposed hybrid controller guarantees global asymptotic link tracking. Ghasemi et al. (2016) proposed a new type of sliding mode based fractional-order iterative learning control (ILC) for nonlinear systems in the presence of uncertainties. For the first time, a sliding mode controller is combined with fractional-order ILC. This sliding mode based D a and PD a -type ILC is applied on a nonlinear robot manipulator model. The effectiveness of the proposed method is investigated on a single-link robot manipulator through simulations. Wang et al. (2013) designed a backstepping adaptive iterative learning control (AILC) where the backstepping like procedure is used to design the main structure of the AILC. The developed controller has two parts; a fuzzy neural network (FNN) is utilized to approximate unknown certainty equivalent controller, and a robust learning term is used to compensate for uncertainty from the network approximation error. Thus, the boundedness of internal signals is guaranteed. Tracking error asymptotically converges to zero. Kim et al. (2017) developed an adaptive iterative learning controller (AILC) with input learning technique for uncertain multi-input multi-output (MIMO) nonlinear systems in the normal form. The proposed AILC learns the internal parameters of the state equation as well as the input gain parameter, and also estimates the desired input using an input learning rule to track the whole history of command trajectory. Since the input learning rule is simple, it can easily be implemented in industrial applications. Single-link and twolink manipulators are presented as simulation examples to confirm the feasibility and performance of the proposed AILC.
Yu and Li (2017) investigated the robustness problem in adaptive iterative learning control for discrete-time nonlinear systems with time-iteration-varying parameters. The time iteration varying parameter can be expressed as the sum of an iteration-invariant time-varying part and a bounded iterationdrift term. Then, a novel dead-zone method is utilized in the estimations of the iteration-invariant part and the drift bound simultaneously. The efficiency of the proposed method is illustrated through simulations. Liu et al. (2017) considered the boundary control problem of a flexible manipulator in the presence of system parametric uncertainty and external disturbances. The dynamic behavior of the flexible manipulator is represented by partial differential equations (PDEs). An adaptive iterative learning control scheme for trajectory tracking and vibration suppression of the flexible manipulator is proposed based on Lyapunov theory. The proposed control scheme is designed using both a proportional-derivative (PD) feedback structure and an iterative term. The learning convergence of the iterative learning control is achieved through rigorous analysis without any simplification or discretization of the PDE dynamics. Finally, the performance of the controller is verified through numerical simulations.
Jin (2017) presented a novel iterative learning control (ILC) scheme for a class of joint-position constrained robot manipulator systems with both multiplicative and additive actuator faults. Unlike most of the ILC studies in literature that require identical reference trajectory from trail to trail, the reference trajectory can be non-repetitive over the iteration domain without assuming the identical initial conditions. A tan-type Barrier Lyapunov function is proposed to deal with the constraint requirements that can be both time and iteration varying. ILC update laws are adopted to learn the iteration-invariant system uncertainties and robust methods are used to compensate for the iteration and time varying actuator faults and disturbances. An illustrative example on a two degree-of-freedom robotic manipulator is presented to demonstrate the effectiveness of the proposed control scheme. Razmjou et al. (2017) developed a novel controller called adaptive iterative learning sliding mode (AILSM) to control linear and nonlinear fractional-order systems. This controller applies a hybrid structure of adaptive and iterative learning control into the sliding mode method. It can switch between adaptive and iterative learning control in order to use the advantages of both controllers simultaneously and therefore achieve better control performance. This controller is designed in a way to be robust against the external disturbance. It also estimates unknown parameters of the fractional-order system. It is shown that the controller performs well in partial and complete observable conditions. Illustrative examples verify the performance of the proposed control in the presence of unknown disturbances and model uncertainties. Wang et al. (2012) analyzed the working principle and characteristics of a valve-controlled asymmetrical cylinders (VCAC) with particular focus on the asymmetry problem. The movement of the hydraulically driven six degrees of freedom (6-DOF) parallel platform is driven by six sets of valvecontrolled asymmetrical cylinders (VCACs), so the precision of the platform is mainly determined by the control precision of the VCACs. In order to improve the precision of both VCAC control and 6-DOF parallel platform movement, a PD-type iterative learning control (ILC) method is presented and applied to a hydraulically driven 6-DOF parallel platform. Experiments on both the single VCAC system and the parallel platform were developed to verify the validity and effectiveness of this control method. The theoretical analysis and testing results, compared with those for the conventional PID control, proved that the proposed PD-type ILC method can acquire higher precision on the 6-DOF parallel platform without needing to build a mathematical model or obtain accurate loading conditions.
In this paper, a new hybrid acceleration based learningadaptive controller is developed to achieve global position tracking for n-rigid link robotic manipulators despite the parameter uncertainties and unknown periodic dynamics. It is known that the use of acceleration feedback is effective for the disturbance rejection in industrial applications such as servo control machines and robot arms that continuously interact with the environment and work under different loads. Therefore, acceleration feedback is incorporated into both learning and adaptive controllers to improve the robustness of the system against periodic and aperiodic disturbances, respectively. Since it is difficult to obtain reliable velocity and acceleration signals from noisy encoder measurements, a cascaded high gain observer (CHGO) is utilized to estimate reliable position, velocity and acceleration feedback signals. The proposed hybrid controller uses these estimated signals as feedback in a high fidelity simulation model to achieve periodic trajectory tracking for a pan-tilt system. The main contributions are as follows:
A new linear parametrization property is introduced where the unknown parameter vector includes both actuator moment of inertia and friction parameters and the regressor matrix depends not only on link velocities but also accelerations. Thus, acceleration feedback is incorporated into the adaptive controller to improve the robustness of the system against unknown aperiodic disturbances. A hybrid learning-based adaptive controller has been developed by integrating acceleration based adaptive and learning controllers. The hybrid controller increases the robustness of the system against aperiodic and periodic disturbances. Closed-loop stability proof of the proposed hybrid controller is provided to show that all system signals remain bounded and global asymptotic position tracking is ensured.
The remainder of this paper is organized as follows. Section II presents a CHGO to estimate reliable position, velocity and acceleration signals. In Section III, a hybrid acceleration based learning-adaptive controller is developed and the closed-loop stability proof is obtained. Section IV provides simulation results where the performance of the proposed hybrid control is assessed on a high fidelity pan-tilt model. Finally, Section V concludes the paper with some important remarks.
Link position, velocity and acceleration estimation by a CHGO
A CHGO is developed to estimate reliable link velocities,ẑ o1 , and accelerations,ẑ o2 , in addition to link positions,x o1 , by utilizing noisy position measurements from an encoder. This observer consists of two high gain observers in a cascaded structure, as depicted in Figure 1 .
The first HGO uses position measurements from an encoder to estimate position and velocity signals. The second HGO, on the other hand, utilizes estimated velocities by the first HGO to provide estimates of link accelerations. The first HGO is designed as
wherex o1 2 R n andx o2 2 R n are the estimated link positions and velocities,x o t ð Þ =x o1xo2 ½ T 2 R 2n denotes the observer state vector, y 1 = q m 2 R n is the encoder link position measurement, that is, q m = q 0 + b e + h e . Here, q 0 2 R n is the true encoder measurement, b e 2 R n and h e 2 R n represent the encoder bias and time correlated noise, respectively. The observer gains are defined as
for some positive constants b 1 , b 2 2 R, and e 1 ( 1. Similarly, the dynamics of the second HGO is given as
whereẑ o1 2 R n andẑ o2 2 R n are the estimated link velocities and accelerations,ẑ o t ð Þ =ẑ o1ẑo2 ½ T 2 R 2n denotes the observer state vector, y 2 =x o2 2 R n is the estimated velocity by the first HGO, and L 3 , L 4 are the observer gains designed as
, and
for some positive constants b 3 , b 4 2 R, and e 2 ( 1. These observers are termed as high gain observers because larger observer gains, L 1 , L 2 , L 3 and L 4 , are used in order to achieve zero estimation errors. High gain observers suffer from socalled ''peaking phenomenon'' owing to sufficiently small e 1 and e 2 . This phenomenon is handled by saturating the control input. For more details, the readers are referred to Khalil and Praly (2014) .
Acceleration-based hybrid learning controller for robotic manipulators
This section develops a new hybrid learning-based adaptive controller using the acceleration feedback to achieve global position tracking for an n-rigid link robotic manipulator (e.g. a pan-tilt system where n = 2) as in Figure 2 , despite the parameter uncertainties and unknown periodic dynamics. The proposed hybrid controller utilizes learning-based feedforward terms to compensate for periodic disturbances, and adaptive based feedforward terms to reject aperiodic disturbances. Pan and tilt axes can also be referred as azimuth and elevation axes. The nonlinear model of the pan-tilt system in Tao and Ma (1999) is obtained based on the Euler-Lagrange formulation as
where
where q, _ q, € q 2 R 2 are the joint angles, velocities and accelerations, M q ð Þ 2 R 2 3 2 denotes the symmetric and positivedefinite inertia matrix, and D q ð Þ 2 R 2 3 2 is the robot inertia matrix, J 1 2 R and J 2 2 R are motor inertias, C q, _ q ð Þ 2 R 2 3 2 is the centripetal-Coriolis matrix, G q ð Þ 2 R 2 is the gravity vector, F v _ q ð Þ and F s _ q ð Þ 2 R 2 3 1 are constant, diagonal, positivedefinite, viscous and static friction coefficient matrices, sgn _ q ð Þ is the signum function applied to the joint velocities, t 2 R 2 is the torque control input vector. m 1 2 R and m 2 2 R are the masses of pan and tilt mechanisms, l 1 2 R is the radius, l 2 2 R is the length, v 1 2 R and v 2 2 R are viscous friction coefficients, and k 1 2 R and k 2 2 R are static friction coefficients.
Some dynamical parameters in (5) can change unpredictably owing to variations in the environmental conditions. This problem may also occur because the system parameters are slowly time-varying. Unmeasurable changes of the process parameters lead to unsatisfactory control performance. An adaptive controller adjusts itself to tackle unknown parameter uncertainties. Large variations generally occur in static friction coefficients. However, large variations may also occur in motor inertias. This motivates us to include both motor moment of inertia terms and static friction coefficients in the unknown parameter vector. To this end, a new linear parametrization property is introduced. For the subsequent control development and stability analysis, the following important properties will be utilized:
Property 1: Symmetric and positive-definite inertia matrix The robot inertia matrix, D q ð Þ, is symmetric and positivedefinite, and satisfies the following inequality
where b 1 , b 2 2 R are known positive constants, : k k denotes the standard Euclidean norm.
Property 2: Skew-symmetry The inertia and centripetal-Coriolis matrices satisfy the following skew-symmetric relationship
where _ D is the time derivative of the inertia matrix.
Property 3: Bounding ınequalities
The upper bounds for the norms of the centripetal-Coriolis, gravity and viscous friction terms can be obtained as follows
where s c1 , s g , s fv 2 R represents known positive constants and : k k i' is the induced infinite norm of a matrix.
Property 4: Linearity in the motor moment of ınertia and static friction parameters
The motor moment of inertia terms and static friction coefficients in (5) can be linearly parameterized as
where unknown parameter vector, F 2 R 2n , consists of motor moment of inertia terms and static friction coefficients. Regression matrix, W q, _ q ð Þ 2 R n 3 2n , includes both known velocities and accelerations.
Using the parametrization property in (10), the robot dynamics given by (5) can be rewritten as
Remark 1: Using the assumptions given in (7)- (9), it can be concluded that the torque control input is bounded when all the terms on the left-hand side of (11) are bounded provided
Controller design
The control objective is to design the torque control input signal, t t ð Þ, such that the robot link positions will converge to desired trajectories despite the parameter uncertainties in the dynamic model given by (11), that is, q t ð Þ ) q d t ð Þ as t ) '. To quantify the control objective, the position tracking error, denoted by e t ð Þ 2 R n , is defined as follows
where q d t ð Þ 2 R n is the desired link position. The control objective is based on the assumption that q t ð Þ, _ q t ð Þ and € q t ð Þ are all measurable, or q t ð Þ is measurable and _ q t ð Þ and € q t ð Þ can be estimated by a CHGO developed in the previous section, and the desired link positions, velocities and accelerations are bounded, periodic functions of time that are defined as follows
and
with a known period of T. To facilitate the subsequent control development and stability analysis, the order of the robot dynamics in (11) is reduced by defining a filtered tracking error variable, r h t ð Þ 2 R n as follows
where _ e 2 R n is the velocity error, that is,
n 3 n are constant, diagonal and positive-definite controller gain matrices. After taking the time derivative of (14) and multiplying the resulting expression by the inertia matrix, D q ð Þ, the open loop error system is obtained as
where the auxiliary expressions q, j 2 R n are defined as follows
Since the real system parameters are not exactly known, the auxiliary signal, q, as a function of desired periodic trajectories, is an unknown periodic signal. In light of (7), (9) and (13), it follows that
where a i = a 1 . . . a n ½ 2 R n is a vector of known, positive bounding constants.
By utilizing (7), (9), (12) and (14), and motivated by the result in Dixon et al. (2003) , one can obtain the following bounding inequality
where d : ð Þ 2 R is a known and positive bounding function and the auxiliary signal Z t ð Þ 2 R 3n is defined as
On the basis of the structure of the open-loop error system in (15), the proposed hybrid control law is designed by using an adaptive controller along with a learning-based feedforward term as
where L 2 R n 3 n is a constant, diagonal, positive-definite controller gain matrix, k 2 R is a constant positive gain,q 2 R n is an estimate of q in (16) and generated by incorporating acceleration feedback into the standard feedforward term in Dixon et al. (2003) q
where € e 2 R n is the acceleration error, i.e. € e ¼ D € q d À € q, and K 1 , K 2 2 R n 3 n represent constant, diagonal, positive-definite learning control gain matrices. The adaptive controller, t a , is designed as
with the update law given by
where Y h 2 R 2n 3 2n is a constant, diagonal, positive-definite adaptation gain matrix. Saturation function is denoted by sat a :
ð Þ and defined using the known, positive bounding constants given by (18)
with 8z i 2 R, i = 1, 2, . . . , n. In light of (25), the following inequality will be utilized in the subsequent stability analysis
where 8 z 1i j j a i , z 2i 2 R, i = 1, 2, . . . , n: When (21) is substituted into (15), the closed-loop error system for r h t ð Þ is obtained as
where the parameter estimation errorFs 2 R 2n is defined as
andq 2 R n is the learning estimation errorq
In light of (13), (16), (18) and (25), the following is derived
q is obtained by substituting (22) and (30) into (29)
Closed-loop stability analysis
Theorem 1: The proposed hybrid controller developed in (21)- (24) can asymptotically drive the position error to zero, that is
where the controller gains G 1 , L, K 1 and K 2 given in (14), (21) and (22) are selected to satisfy the following sufficient condition
where : is the 2-norm of a matrix, and there exists a first-order differentiable, positive-definite function V 1 e, _ e, € e, t ð Þ2 R such that
where I 2 R n 3 n is the identity matrix.
Proof: To prove the conclusion of Theorem 1, a Lyapunov function candidate, V t ð Þ is defined as
Taking the time derivative of (35), and using the Leibniz's Rule provided in the Appendix and the assumption given in (34) yields
Using (8) and (27), the following is obtained
The expression given in (37) can be rewritten based on (19) and (31) as follows
By expanding the last line of (38), and performing cancellations, one obtains
By exploiting the property given in (26), completing the square on the bracketed term in the last line of (39), and using (20), (39) can be simplified as
where : k k is the 2-norm of a matrix. Signal chasing: When (33) is satisfied, it follows that V t ð Þ 2 L ' is based on (35) and (40). Since the signals in V t ð Þ must remain bounded, it can be concluded that r h t ð Þ,Fs t ð Þ 2 L ' . If the sufficient condition in (33) is satisfied, then in light of Lemma 1 given in the Appendix, it follows that
The definition of Z t ð Þ given in (20) implies that e t ð Þ, r h t ð Þ, € e t ð Þ 2 L 2˙L' . Since r h t ð Þ 2 L ' , it follows from the definition of r h t ð Þ in (14) that _ e t ð Þ 2 L ' . Since e t ð Þ, _ e t ð Þ 2 L ' and e t ð Þ 2 L 2 , Barbalat's Lemma in the appendix implies (32) in Theorem 1.
In light of (12) and (13), and using the boundedness of e t ð Þ, _ e t ð Þ, € e t ð Þ, it follows that q t ð Þ, _ q t ð Þ, € q t ð Þ 2 L ' . By exploiting the fact that the learning feedforward term given in (22) is composed of a saturation function, and r t ð Þ, € e t ð Þ 2 L ' , it can be concluded thatq t ð Þ 2 L ' . Since F represents bounded static friction coefficients andF t ð Þ 2 L ' , it follows from (28
. Therefore, all system signals remain bounded.
Remark:
The period for the disturbance is assumed to be known in this study. When the period is unknown, adaptive control methods can be used. Mishra et al. (2004) proposed a period estimator to identify the period of the disturbance. This algorithm consists of an adaptive recursive least mean square method. It is shown that this adaptive controller can reject the disturbance with an unknown period and guarantee the stability of the adaptive closed-loop system including the period estimator.
Simulation results
The performance of the developed hybrid learning-based adaptive controller given in (21)- (24) is evaluated on the pantilt platform and compared with the performance of the hybrid learning-based adaptive controller where acceleration feedback signals are not used. The desired trajectories that are presented in Figure 3 are generated based on the following periodic functions Position and filtered errors reduce after each period of the desired trajectory and globally asymptotically converge to zero as depicted in Figures 4 and 5. Peaks occur in the position errors owing to the integration of discontinuities created by signum functions in the static frictions terms of the dynamic model given in (5).
Figures 6-9 depict the torque control inputs and the learning feedforward control inputs. Owing to the desired periodic trajectories, control inputs oscillate to reject the unknown periodic disturbances. The proposed controller outperforms the hybrid controller without acceleration feedback as shown in Tables 1 and 2 
Conclusion
A new hybrid control method is developed for the trajectory tracking control of robot manipulators where acceleration based learning and adaptive controllers are designed and combined. Utilization of acceleration feedback in the learning control provides more robustness to the system against unknown periodic disturbances with a known period. Adaptive controller, on the other hand, compensates for the uncertainties in the actuator moment of inertias and the static friction parameters. For closed-loop stability analysis, a filtered error is defined where integral of the position error is also included. A CHGO is designed to estimate reliable position, velocity and acceleration signals from noisy encoder measurements. Lyapunov-based stability analysis show that all system signals remain bounded, and the proposed controller ensures global asymptotic position tracking for an n-rigid link manipulator. The proposed hybrid controller is tested on a high fidelity simulation model of a pan-tilt platform and satisfactory performance has been obtained.
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