This paper attempts to provide a desirable solution to hardware/software partitioning of the embedded system. For this purpose, the author developed a discrete multi-objective optimization method based on the cuckoo search (CS) algorithm (MODCS) and the elite strategy of stratification and congestion degree comparison. Then, the MODCS was compared with two other typical simulation algorithms. The results show that the MODCS is superior to typical optimization algorithms in terms of many indices, including diversity, stability and generational distance (GD) of optimal solution. The superiority is positively correlated with the number of modules. The findings shed new light on the bionic optimization of hardware/software partitioning.
Introduction
The human brain contains over ten billion neurons, each of which is attached with numerous dendrites capable of detecting sensory stimuli like sound, motion, touch, etc. With these dendrites, the neurons are connected into a vast network. If a person is particularly knowledgeable in an aspect, the neural network will be extremely dense in the corresponding brain region. Thus, his/her brain can transmit and process the relevant information in a rapid manner.
Inspired by the biological neural networks in human brain, the perceptron, the perceptron, the first model on artificial neuron, came into being in the 1960s. Since then, remarkable advancement has been made on the ANN, as the artificial neuron network (ANN) evolved from the perceptron, multilayer neural network, and deep neural network to artificial intelligent neural network.
Over the years, the ANN has been applied in many fields, including but not limited to image processing, speech recognition, pattern recognition, and automatic control. In particular, the ANN is often combined with the genetic algorithm (GA) and other bionic algorithms to deal with hardware/software partitioning of the embedded system. For example, Guo et al., (2006) proposed hardware /software partitioning method for system on a chip (SoC) embedded design based simulated annealing algorithm to hardware partitioning. On the upside, this algorithm is simple and immune to the local minimum trap; on the downside, the algorithm consumes too much time, faces difficulty in setting the initial and annealing temperatures, and requires repeated experiments. Zhang et al., (2008) adopted artificial immune principles for 750 hardware/software partitioning; their strategy achieves good results but fails to consider the power and area constraints of objective function. Wiang et al., (2002) successfully resolved hardware/software partitioning with tabu search and the system of reward and punishment. Through intelligent algorithm optimization, Savage, M. J. W. et al., (2004) treated the problem in the extended genetic algorithm etc. In light of the above, this paper presents a discrete multi-objective optimization method based on the cuckoo search (CS) algorithm (MODCS) and the elite strategy of stratification and congestion degree comparison, aiming to provide a desirable solution to hardware/ software partitioning of the embedded system.
Problem Model
Hardware/software partitioning, an important issue of hardware/software co-design, is an NPhard problem (Garey and Johnson, 1979) . The goal of the problem is to determine whether a system module should be hardware or software, without violating the system requirements on runtime, cost, area, reliability, power consumption, and communication overhead. Both hardware and software modules have their merits and defects. The hardware option features fast operating speed and a high cost, while the software option brings about a low operating cost and a slow speed. Here, the author attempted to achieve the optimal runtime and power consumption under the constraints of cost, embedded area and communication overhead. The target problem is, in essence, a discrete multiobjective optimization problem with constraints.
For a multi-objective optimization problem, it is unlikely to optimize the multiple objectives at the same time. The optimization of one objective may dampen the performance of the other objectives. Taking hardware/software partitioning for example, the minimization of runtime may come at the cost of high power consumption.
Therefore, trade-offs are unavoidable to solving multi-objective optimization problems.
Unlike single-objective optimization, no single solution exists that simultaneously optimizes each objective for a multi-objective optimization problem. Instead, there exists a possibly infinite number of Pareto optimal solutions. A solution is called the optimal solution or non-dominated optimal solution.
Definition: For any point y in the search space, it is a non-dominated optimal solution if and only if there exists no i(i=1,2,3...n) in the search space that satisfies fi (x) < fi(y). The collection of all such solutions is called the Pareto optimal set of multi-objective optimization problem.
For simplicity, the hardware/software partitioning problem was illustrated with a directed acyclic graph (DAG) (V, E) below. In Figure 5 , the DAG is formed by a collection of vertices Vi and directed edges, each edge connecting onevertex to another, such t hat there is no way to start at some vertex and foll ow a sequence of edges that eventually loops back to it again. The set of all vertices is denoted as V. It is assumed that the system contains N vertices. For vertex Vi (1≤i≤N), the variable wi∈ {0,1} indicates the selection of hardware (wi=1) or software (wi=0). For the option of hardware, the runtime, embedded area, cost, power consumption and communication overhead are denoted as thi, ahi, chi, phi, and comhi, respectively; for the option of software, the runtime, power consumption and communication overhead are denoted as tsi, csi, and comsi, respectively.
Let Time and Pow be the runtime and power consumption of the system, respectively. Then, the goals of our optimization problem: the minimal runtime and power consumption can be expressed as:
Time w th w ts
Suppose the maximum runtime and maximum power consumption of the system are UTime and UPow, respectively. Then, the runtime and power consumption constraints can be expressed as:
Similarly, the cost, embedded area, and communication cost of the system are Cost, Area and Com, respectively, and the maximum cost, embedded area and communication overhead of the system are UCost, UArea and UCom, respectively. Then, the cost, embedded area, and communication overhead constraints can be expressed as:
Our goal is to find the Pareto optimal solutions of runtime and power consumption under the constraints of cost, embedded area and communication overhead.
MODCS

DC search
There are many traditional methods to solve multi-objective optimization problem, such as linear weighting, efficiency coefficient method and stratified sequencing. With the development of Bionic algorithm (Deb, 2001; Konak et al., 2006) , recent years has seen the emergence of the multiobjective optimization algorithm based on swarm intelligence. Currently, some of the most popular and mature multi-objective optimization algorithms are non-dominated sorting genetic Algorithm (NSGA) (Srinivas and Deb, 1994) , NSGA-II (Deb et al., 2002 ) and multi-objective particle swarm optimization (MOPSO) algorithm (Coello and Lechuga, 2002; Zhang et al., 2003) . For instance, the NSGA-II is mainly implemented in the following steps:
1. Initialize the population P0 randomly, rank P0 with the NSGA, and initialize the rank value of every individual.
2. t=0; 3. Select individuals from Pt, and produce a new-generation population Qt through overlapping and variance operation; 4. Combine Pt and Qt to produce a composite population Rt = Pt UQt ;
5. Rank Rt with the NSGA, and select N individuals to form a new-generation population Pt+1 through displacement and elite selection; Return to Step 3 and repeat the above steps till the termination condition is fulfilled.
In this research, a discrete multi-objective optimization strategy, denoted as MODCS, was created based on the CS search algorithm.
Inspired by the parasitism and reproduction of cuckoos, the CS search is an emerging heuristic algorithm for optimization problem (Yang and Deb, 2009 ). In the algorithm, the Le flight (Barthelemy et al., 2008 ) is adopted to satisfy the heavy tailed probability distribution. As a result, the algorithm boasts a more effective random search than the GA and other swarm intelligence algorithms. Besides, it is known for its strong global search ability and limited number of parameters. Over the years, the CS search algorithm has been extensively used in areas like project scheduling, function optimization, structure optimization and integer programming (Yang and Deb, 2010; Yang, 2010 
2) When r > pr 
Where s is the step size of Lévy flight: s = α * μ/|(| /) , with μ~N(0, , -) and v~N(0,1) .
Specifically, the , -can be expressed as:
In general,α = 0.01 and β = 1.5. The procedure of the MODCS is detailed below:
Step 1. Initialize the probability that the egg laid by a foreign bird can be discovered by the host bird pa, binary coding control parameter pr, population size n, maximum number of iterations G, and the parameter of the t-th iteration t = 0. Generate n host nests as the initial population Initialize the optimal position of host nest bestIndex = 4 of every individual 4 in the population and find the optimal fitness of every individual bestfit = 678 4 .
Step 2. Terminate the algorithm if t＞G.
Step 3. The cuckoo chooses a new host nest by Lévy flight. The position of the new nest H depends on (8) Step 4. Compare a random number with the probability that the egg laid by a foreign bird can be discovered by the host bird pa. If r>pa, perform crossover operation to search r= Random[0,1] new host nest, update the value of H , and compare it with the optimal fitness bestfit .
Step 5. Perform Steps 2~5 repeatedly and produce the population P0.
Step 6. Initialize n=0.
Step 7. Perform crossover and mutation operations for the population P0 generated from Steps 2~5.
Step 8. Produce a new parent generate by applying the elite strategy to offspring generation Qn and parent generation Pn.
Step 9. Update the current iterations: t = t + 1, and return to Step2; Otherwise, go to Step 10;
Step 10. Rank Pt+1 by the NSGA, and treat the top solution as the Pareto optimal solution.
Elite strategy
The elite strategy was introduced to Step 8 to enhance the accuracy of sampling space and optimization result. The strategy is usually implemented in four steps. First, combine the new population and parent generation into Un, whose population size is 2N; Second, divide Un into L layers of non-dominate solution set Zi (1≤i≤L) Stratification and congestion degree comparison are two main techniques of the elite strategy. Below is a description of each of the two techniques.
Stratification
The population is divided into a Pareto nondominated set and a dominated set, such that the individuals of the non-dominated set are not dominated by any individual of the current or subsequent non-dominated set. For this purpose, the non-dominated individuals dominated by other individuals are deleted from the population in each iteration; this process is repeated until the entire population is replaced. The pseudo-code is as follows: def fast_nondominated_sort(P): 2) If individual i and individual j are located at the same non-dominated layer, and the congestion degree of individual i is higher than that of individual j, i.e. leveli= levelj and di>dj.
Comparison Experiments Comparison indices
To compare performance of the MODCS with NSGA-II and MOPSO, generational distance (GD) and Pareto diversity (PD) were introduced to this research.
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The GD measures the proximity between the Pareto optimal solution to be solved and the optimal Pareto solution obtained by brute-force search (hereinafter referred to as the authentic Pareto solution). The value of the GD is positively correlated with the physical proximity between Pa and Pa*. This index is defined as: (12) Where disti is the Euclidean distance between individual i and the corresponding authentic Pareto frontier; m is the number of objective functions.
The PD reflects the diversity of Pa. The value of PD is negatively correlated with the variety of Pareto optimal solutions. This index is defined as: where Q^_8```` is the mean value of all dist; Q7_8 Y is the boundary value distance between Pa and Pa* for objective i.
Experimental setup
The experimental parameters were divided into the parameter set of test cases and parameter set of algorithms. A total of 6 different test cases were adopted, respectively containing 10, 12, 14, 16, 18 and 20 vertices. These test cases are denoted as TEST1, TEST2, TEST3, TEST4, TEST5 and TEST6. Then, MODCS, NSGA-II and MOPSO were contrasted with the authentic Pareto solution. The experiments were performed in the environment of Intel Core Duo i5-3337U 1.8 GHz CPU, 4GB RAM, and Matlab R2012b. To control the data randomness, the MODCS, NSGA-II and MOPSO were run ten times in each of the six test cases, respectively, and then the mean ab```, 9b```and variance , cd , , ed of GD and PD were computed one by one.
Results and Discussion
According to the above figures and tables, the mean PDs of MODCS, NSGA-II and MOPSO algorithms were 0.176, 0.350018 and 0.957023, respectively. Thus, the three algorithms were ranked as MODCS<NSGA-II<MOPSO by mean PD, indicating that MODOC has a more diverse Pareto solution set than the contrast algorithms. The mean GDs of MODCS, NSGA-II and MOPSO algorithms are 0.036283, 0.286683 and 0.313597, respectively. Thus, the three algorithms were ranked as MODCS<NSGA-II<MOPSO by mean GD. This means the Pareto solution set of MODOC is closer to the authentic solution set than those of NSGA-II and MOPSO. To sum up, the experiments show that MODCS performs much better than NSGA-II, MOPSO in terms of GD, PD and stability.
Conclusions
Targeting at the hardware/software partitioning of the embedded system, this paper proposes the MODCS, a bionic algorithm based on discrete DC, and includes the elite strategy into the algorithm. Thanks to the stratification and congestion degree comparison of the strategy, the MODCS enjoys a strong global searching ability, a large and diverse sampling space of population, and thus highly accurate optimization results. Through comparison experiments, it is proved that the MODCS is superior to typical optimization algorithms in terms of many indices, including diversity, stability and GD of optimal solution. The superiority is positively correlated with the number of modules. Of course, MODOC also has a shortcoming, the long runtime incurred by Lévy flight, which can be solved through hardware upgrading and parallel computing.
