This work investigates protograph-based lowdensity parity-check (LDPC) codes for the additive white Gaussian noise (AWGN) channel with on-off keying (OOK) modulation. A non-uniform distribution of the OOK modulation symbols is considered to improve the power efficiency especially for low signal-to-noise ratios (SNRs). To this end, a specific transmitter architecture based on time sharing is proposed that allows probabilistic shaping of (some) OOK modulation symbols. Tailored protograph-based LDPC code designs outperform standard schemes with uniform signaling and off-the-shelf codes by 1.1 dB for a transmission rate of 0.25 bits/channel use and by 0.9 dB for 0.67 bits/channel use.
I. INTRODUCTION
Free-space optical (FSO) communication has numerous advantages: large bandwidth, license free spectrum, high data rate, and easy deployment. Intensity modulation (IM) schemes, such as on-off keying (OOK) and pulse-position modulation (PPM) are widely used for direct detection (DD) receivers [1, Sec. V], since they do not require an optical phase-locked loop to track the carrier phase at the receiver. Non-coherent schemes are currently considered for deep-space communications, near earth communications and space-to-ground communications [2] , [3] .
We study average power constrained additive white Gaussian noise (AWGN) channels with low transmission power. For such channels, OOK with a uniform distribution on the two levels shows a significant loss compared to the optimal signaling using a non-uniform distribution. We can generate a nonuniform distribution by using PPM. However, PPM requires symbol metric decoding (SMD) for good performance, i.e., the forward error correction (FEC) decoder must operate on the whole PPM symbol. Instead, if binary codes with bit-metric decoding (BMD) are considered, bit-wise soft-information is obtained by marginalizing over the bit-levels of the PPM symbols and their correlation is not exploited, which generally leads to a performance loss. While this loss is small for some modulation schemes with a proper choice of the binary labeling (e.g., quadrature amplitude modulation (QAM) with a binary reflected Gray code (BRGC) [4] ), BMD with PPM experiences significant losses with respect to channel capacity [5] . This is illustrated in Fig. 1 , where a gap of 1.66 dB between OOK with a capacity achieving input distribution and 8-PPM with BMD at a rate of 0.2 bits/channel use (bpcu) is visible. To reduce this gap, iterations between the decoder and the demodulator have been considered [5] but this increases receiver complexity.
In general, the combination of probabilistic shaping (PS) with FEC is challenging as conventional schemes (e.g., [6, Sec. 6.2], [7] ) place the shaping operation after FEC encoding so that it needs to be reversed before (or performed jointly with) the FEC decoding. This is prone to error propagation, synchronization issues [8, Sec. IV-A] or requires a joint and thus inflexible shaping/FEC code design. Recently, probabilistic amplitude shaping (PAS) was proposed [9] , which avoids these difficulties by reverse concatenation [10] . PAS exploits the symmetry of the capacity achieving input distribution, but PAS cannot be used for OOK, as the optimal input distribution is not symmetric around the origin. Following the idea of sparse-dense transmission [11] , we propose a time sharing (TS) scheme which combines non-uniform signaling for OOK with FEC. Using a binary FEC code of block length n and code rate R C with systematic encoding, a number of R C · n OOK symbols is transmitted with a non-uniform distribution, while the remaining (1 − R C ) · n parity bits are sent with a uniform distribution. A similar approach for coherent higher order modulations with non-binary low-density parity-check (LDPC) codes was suggested in [12] , while binary codes were investigated for a nonlinear Fourier transform based, optical transmission system in [13] without a tailored LDPC code design.
In this work, we describe a PS approach for the average power constrained AWGN channel with OOK modulation via TS and calculate achievable rates for this signaling strategy. We distinguish two cases. In the first one, both shaped and uniform symbols have the same amplitude. In the second case, the amplitudes may be chosen differently allowing an additional degree of freedom. For the protograph-based lowdensity parity-check (P-LDPC) code design, we use extrinsic information transfer (EXIT) analysis with the surrogate approach of [14] . The proposed PS scheme yields gains of up to 1.1 dB with respect to uniform OOK and off-the-shelf DVB-S2 codes [15] .
II. SYSTEM MODEL AND OPTIMAL SIGNALING FOR OOK
Consider transmission over an average power constrained AWGN channel with
for n channel uses. The Gaussian noise N has zero mean and variance σ 2 . The distribution on the OOK constellation symbols X ∈ X = {0, A} is denoted as P X . The average power constraint is E X 2 ≤ P , where
Without loss of generality, let P = 1. We define the signalto-noise ratio (SNR) as E s /N 0 = 1/(2σ 2 ). An achievable rate is given by the mutual information I (X; Y ) and the maximum achievable rate is the solution to the following optimization problem
We refer to (3) as the "OOK capacity", which is shown in Fig. 1 . Note that the inequality constraint of the average power constraint is always active, so that the amplitude is A = 1/P X (A). If a uniform distribution is chosen, i.e., P X (0) = P X (A) = 0.5, we observe a significant degradation in power efficiency.
III. PROBABILISTIC SHAPING VIA TIME SHARING
We use a linear FEC code of dimension k and block length n. The code rate is R C = k/n. Its systematic generator matrix is of the form G = (I P ), where I is the k ×k identity matrix and P is the k × (n − k) parity forming part. For encoding, the length k information vector u ∈ {0, 1} k is multiplied with G yielding the codeword c = (u p) with p = uP . The parity bits p are approximately uniformly distributed, since they are the result of a modulo-2 sum of many information bits (see [9, Sec. IV-A] for details). In contrast, the distribution of the information bits can be chosen at will, as explained later. This observation gives rise to a TS sharing scheme which has been named sparse-dense transmission in [11] , [16] .
In the following, we distinguish between a modulated information symbol X S and modulated parity symbol X U . For the information part, i.e., for a number of k = R C · n channel uses, we use the signaling set X S = {0, A S }. For the remaining (1−R C )·n channel uses involving the parity bits, the signaling set
A constant-composition distribution matcher (CCDM) is used to realize the non-uniformly distributed symbols [17] . The CCDM encodes k uniformly distributed bits into a length k shaped information bit sequence u which is then FEC encoded. The distribution matcher (DM) is characterized by its matching rate
For long k the DM rate (4) approaches the entropy of the output distribution [17] . Therefore, we may write R DM = H (X S ) for large k and the overall transmission rate is
Thus
For the general signaling set X , the receiver performs softdemapping and calculates the soft-information values
Note that the prior term is zero for the parity bits. The softinformation serves as an input to an LDPC decoder which performs belief propagation decoding. The system setup is depicted in Fig. 2 .
IV. RATES FOR THE TIME SHARING SCHEME A. Transmission Rate
An achievable rate of the TS scheme is given by
From (5), reliable communication is guaranteed as long as R TX ≤ R TS . In the following, we distinguish two cases.
B. Case 1: Same Pulse Amplitudes
Consider the case where both pulse amplitudes are the same, i.e., A S = A U = A. The average power constraint (2) is
and the optimization problem for (8) is
As for (3), the power constraint is always active. Thus, for a fixed P X S (A) 
Block diagram of the proposed TS transceiver architecture for probabilistic shaping with OOK.
C. Case 2: Individual Pulse Amplitudes
We now permit different pulse amplitudes A S and A U . The power constraint (2) becomes
Similar to the first case, we have
Again, the average power constraint is always active. Thus, for a given P X S (A S )) the amplitude A U is given by
D. Numerical Comparison of Both Cases
We plot the achievable rates for both time sharing schemes in Fig. 3 for the code rates R C = 0.5 and R C = 0.75. The dashed curves show the transmission rates (5) with the optimized pulse probabilities P X S (A) and P X S (A S ) according to (10) and (12), respectively. The crossing of the R TS and R TX curves indicates the optimal operating points for the chosen code rates. Comparing (3) and (8), we observe that using a low code rate, e.g., R C = 0.5 in Fig. 3 , increases the gap as the fraction of transmission symbols with a uniform distribution also increases with lower R C . The gap to the OOK capacity is about 1.0 dB for R C = 0.5, while it reduces to 0.3 dB for a rate R C = 0.75 code at the respective optimal transmission rates given by (5) . These results motivate using a high rate code, even for low transmission rates. This requires using a pulse probability different from the optimal one from (10) or (12) . However, it provides an increased shaping gain due to the higher fraction of shaped symbols. For example, consider the first TS scheme. In order to operate at R TX = 0.25 bpcu as in Fig. 3 (a) , instead of R C = 0.5 we may use R C = 0.75 with P X S directly given by (6) . In the following, we discuss the choice of the code rate for a desired transmission rate.
E. Signaling for a Fixed Transmission and FEC Code Rate
As pointed out in Sec. IV-A, for a target transmission rate R TX and fixed code rate R C , the probability P X S (A S ) is directly given by (6) . Thus, for the first TS scheme, the average power constraint in (9) determines A and there are no additional degrees of freedom for the optimization in (10) . The second TS scheme has an additional degree of freedom by optimizing over either A S or A U .
A practical communication scheme usually uses of a family of channel codes of different rates. For any target transmission rate we are interested in choosing the code rate to minimize the required E s /N 0 . We proceed as follows. 1) Consider a set R C of code rates. 2) For a target R TX , determine the E s /N 0 for all possible R C ∈ R C , such that R TX = R TS * i , i ∈ {1, 2}. Since R TX is fixed, for a certain R C the pulse probabilities P X S (A) (for R TS1 ) and P X S (A S ) (for R TS2 ) are obtained from (6) . 3) Among all R C ∈ R C use the code rate R C * that requires the smallest E s /N 0 .
As an example, consider the set of code rates R C = {0.25, 0.33, 0.5, 0.67, 0.75, 0.8, 0.9}. For different transmission rates in the range 0.2 bpcu ≤ R TX ≤ 0.85 bpcu we determine the required E s /N 0 for the code rates in R C , and choose for each R TX the code rate R C * with the lowest E s /N 0 requirement. Table I gives an overview of the code rates R C * for some R TX . The gray colored curves in Fig. 4 represent the corresponding achievable rates versus E s /N 0 for the first and second TS schemes using code rates from Tab. I. Observe from the table that for the second TS scheme it is beneficial to use high code rates, even if low transmission rates are targeted. 
V. PROTOGRAPH-BASED LDPC CODE DESIGN
We now discuss the design of P-LDPC codes [18] for the two TS schemes. Protographs are small bipartite graphs which serve as a template for a larger LDPC code [18] . A protograph can be represented by an M ×N basematrix B which contains elements from N 0 . An element b i,j indicates the number of parallel edges between a variable node (VN) V j and a check node (CN) C i .
The LDPC code is obtained by a copy and permute operation applied to the Tanner graph of the protograph.
We use P-EXIT analysis to determine the decoding threshold of a protograph ensemble [19] , [20] . The decoding threshold is the smallest E s /N 0 such that the probability of symbol error vanishes as the blocklength (as well as the number of decoding iterations) goes to infinity. To briefly describe the algorithm, during each decoding iteration the mutual information between a message at each VN/CN output and the corresponding codeword bit is tracked. The analysis assumes that the messages are Gaussian distributed and that they fulfill the consistency condition [21] . This implies that the mean µ m and the variance σ 2 m of the messages are related to each other as µ m = σ 2 m /2.
A. Surrogate Channel Design
For our setting, the decoder soft-information does not fulfill the consistency condition, which is needed for the all-zero codeword assumption and the analysis by P-EXIT. Evaluating (7) for OOK, we obtain
The prior for the information symbols breaks the consistency condition. Observe that y is a realization of a Gaussian random variable with mean µ ∈ {0, A} (depending on the transmitted symbol X) and variance σ 2 . Thus, (13) is a realization of a Gaussian random variable with mean (±A/(2σ 2 ) + log(P X (A)/P X (0)) and variance A 2 /σ 2 . As a workaround, we use a surrogate channel approach [22] . Following [14] , we use a binary-input AWGN channel with uniformly distributed inputs as a surrogate channel, i.e., we haveỸ =X +Ñ withX ∈ {−1, +1} andÑ ∼ N (0,σ 2 ). We match the surrogate and the target channel by choosing the surrogate channel parameterσ 2 such that they have the same conditional entropy H (X|Y ).
B. EXIT Analysis for the Time Sharing Schemes
For given protograph dimensions M × N and design code rate R C , we assume that R C · N is integer valued and proceed as follows:
1) For E s /N 0 = 1/(2σ 2 ), we determine the parameters of the surrogate channels for the shaped and uniform parts as described in Sec. V-A, i.e., we determinẽ Fig. 4 . Achievable rates and thresholds versus Es/N 0 for various protographs.
While (14) must be solved numerically, we obtain a closed form solution forσ 2 U as
2) Initialize the channel noise variances of the first R C N VNs of the protograph withσ 2 S and of the last (1−R C )N VNs withσ 2 U . 3) For the target E s /N 0 , determine the a posteriori mutual information at the protograph VNs (after a sufficiently large number of iterations) by standard P-EXIT analysis as described in [20] . In order to obtain the iterative decoding threshold of a protograph code ensemble, the above procedure is repeated for different E s /N 0 . The lowest E s /N 0 , for which the a posteriori mutual information approaches one for all VNs is the iterative decoding threshold of the protograph ensemble.
C. Protograph Search
To find good protograph ensembles, we use differential evolution [23] , [24] . Differential evolution is a genetic optimization algorithm that finds capacity approaching protograph ensembles for various settings. We allow for a maximum number of M − 1 VNs of degree 2 [25] and set the highest base matrix entry to 4.
VI. NUMERICAL RESULTS

A. Asymptotic Results
We present the decoding thresholds for optimized protograph ensembles in Fig. 4 . For the TS scheme one, we consider R C ∈ {0.5, 0.67, 0.75, 0.8, 0.9}. For the TS scheme two, we found optimized codes for R C ∈ {0.67, 0.8}. A comparison to the achievable rates from Sec. IV-E shows that the thresholds are close to the limits. At R TX = 0.25, we obtain a threshold of −3.82 dB for TS scheme one. For the TS scheme two, the threshold is decreased to −4.49 dB. The gaps to the achievable rates are 0.25 dB and 0.3 dB, respectively.
Note that for transmission rates 0.4 < R TX < 0.85 bits/channel use, TS scheme one has a significant advantage with respect to uniform signaling and PPM with BMD. For R TX < 0.5 bits/channel use, TS scheme two gains with respect to PPM with BMD, uniform signaling and TS scheme one. At R TX = 0.25, the protograph thresholds of TS scheme two gain 0.67 dB over TS scheme one.
B. Simulation Results
To verify our asymptotic findings, we construct finite length codes and compare to state-of-the-art off-the-shelf codes. Fig. 5 shows the codeword error rate (CER) versus E b /N 0 for two different P-LDPC codes with R C = 0.5 (C 1 ) and R C = 0.67 (C 2 ) with a block length of n = 64800 bits and for a transmission rate of R TX = 0.25 bpcu. For R C = 0.5 we consider TS scheme one while for R C = 0.67 we use TS scheme two. For comparison, the performance of an offthe-shelf DVB-S2 code [15] with uniform signaling with R C = 0.25 is shown. Also, the performance of two offthe-shelf DVB-S2 codes with shaping (i.e., for R C = 0.5 and R C = 0.67) is shown. We observe that in the waterfall region shaping gains 0.1 dB for case 1 and 0.35 dB for case 2, using codes from the DVB-S2 standard. However, the DVB-S2 LDPC codes show visible error floors. Our designs gain 0.35 dB for case 1 and 1.06 dB for case 2, respectively. Fig. 6 depicts the scenario for R TX = 0.67 bpcu and TS scheme one. Here we did not consider TS scheme two, since the achievable rate curves in Fig. 4 suggest only small gains. Let n = 64 800 and R C = 0.75 for C 3 . With shaping, the DVB-S2 code of R C = 0.75 gains 0.8 dB with respect to a DVB-S2 code of R C = 0.67 with uniform signaling. A dedicated 3.5 P-LDPC code shows gains 0.92 dB with respect to the uniform case.
VII. CONCLUSIONS
We proposed a PS technique for OOK modulated AWGN channels. We design P-LDPC codes using a surrogate AWGN channel approach. The proposed PS scheme outperforms standard OOK with a uniform distribution by 0.35 dB at a transmission rate of 0.25 bpcu if the parity and information OOK symbols are constrained to have the same pulse amplitude. Different amplitudes gain 1.1 dB at a transmission rate of 0.25 bpcu.
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APPENDIX A BASE MATRICES OF THE SIMULATED CODES
In the following, we provide the optimized base matrices B 1 , B 2 and B 3 for code C 1 , C 2 and C 3 , respectively. For B 1 the first column is punctured. 
