As robot tasks in space, nuclear, and medical environments become more widespread, the issues of reliability and safety for robots are becoming more critical. Attempts to address these issues have resulted in Q recent surge of activity in robot fault tolerance. W e conwirimte on fault tolerance in the robot controller, and highlight the importance and potential of multiprocessor control architectures from the fault tolerance perspective. The issue of performance versus reliability is discussed. This paper also summarizes other work by our group at Rice University in the area of fault tolerance for robotics.
I n t r o d u c t i o n
There is much ongoing interest in deployment of robots in remote and hazardous environments. Applications include hazardous waste management and clean-up [SI and space-based operations [5] . In these spheres of operation, the use of humans to perform tasks is limited to short periods of time, and the work is often dangerous as well as difficult. The inherent problems in having humans perform tasks safely in these environments make robots an attractive, if not mandatory, alternative. However, the remoteness of such environments, the safety-critical tasks required, and the difficulty of repairing the robots after failure make fault tolerance and reliability more critical issues than in conventional applications [7] . Recently, there has been increasing interest in robot fault tolcrance, and the subject has been investigated from a number of points of view. Ongoing However, there appears to have been little work in utilizing multiprocessor architectures to obtain increased reliability. Multiprocessor controllers have bcen proposed for increased performance in robotics, but the opportunity for fault tolerance inherent in multiprocessor architectures has not been fully exploited. We are performing ongoing research in this area [12, 131. In this paper, we present a discussion of the issues involved in designing reliable parallel multiprocessor controllers for robotics, together with some recent results. We also briefly describe other work in robot fault tolerance at Rico University.
Multiprocessor Fault Tolerance
Multiple processors can hc used to provide processor fault tolerance. Redundancy in the software that performs the control calculations allows detection of processor failures through data comparibons. Hardware redundancy allows recovery from processor failures by having the program from a failed processor continue executing on a working processor.
Hardware Redundancy
The number of processors available to do work determines the number of processor failures that can be tolerated. The processors working together and comparing iterative results are called the "working set". When a failure O C C I I~S , thr working set size is reduced, and the existing hardwarc is reconfigured. The niaximum number of processor failures that can be tolerated is m , where n -m = 2 and n is the number of processors originally in the working set. This allows two processors to continue working and comparing after all others have failed If a disagreement occurs with only two processors in the working set, it is not possible to determine which processor is faulty. When this happens, the robot can discontinue operation, or one processor can be chosen to continue working based on a log of previous maintenance or results of self-testing by each processor. Either option is no worse than the case for a uniprocessor controller, in which the failure would not be detected at all. In our architecture, the working set size is initially the number of degrees of freedom of the robot. Thus, the number of failures that can be tolerated will be two less than the degrees of freedom [13].
Software Redundancy
There are two basic options for providing software redundancy.
The simplest is to have all processors execute the same code to perform an operation. As long as all processors are fault-free, they should produce the same results. The results of intermediate calculations are compared, and a working set is derived for sending data t o the robot. The number of comparisons that take place per iteration is dependent upon the level of fault tolerance desired. Exact agreement in the data must be maintained in this case.
Another opt,ion is to have each processor perform the same operation, but in a different way. For a robot controller system, for example, the processors could receive input from different types of sensors. Each would make calculations based on the data received from its corresponding sensor. This approach takes into account the possibility of generic faults in the software by using different versions of the software to produce the same rcsult. This programming option may also be used to mask sensor failures [25] . Using this approach, the working processors may not all produce exactly the same results. Thus, some type of convergent voting algorithm must be used to maintain approximate agreemcnt. Allowing software (and hardware) design diversity complicates fault detection, as well as system management.
In our architecture, each processor executes the same code. Checking for exact agreement in the comparisons takes less time than checking for approximate agreement because it requires fewer instructions. Also, only one program needs t o be maintained for this fault tolerance scheme (121.
Speedup Techniques
Robotic systems are typically compute-bound. That is, system performance is directly related to how fast the kinematics and dynamics computations can be performed. Most of the literature discussing the use of parallel algorithms and multiprocessors for robot control have the sole goal of providingfaster responses from the controller [l, 14, 18, 281. Real-time control is mandatory for a robot to be useful, and fast control offers greater possib for robot usage. Parallel algorithms exist to solve both the forward and inverse dynamics and kinematics [4, 10, 301. There are also parallel algorithms for computing the inertia matrix [9, 151. Currently, we are using a parallel dynamics algorithm only, because the inverse dynamics is by far the most computationally intensive part of robot control. Furthermore, a general approach to parallelizing the code, such as ours, could be applied to the kinematics, as well as the dynamics.
One of the variations in controller architectures is in the memory structure (data communication). Both shared memory multiprocessors and message-passing multiprocessor architectures have been utilized as robot controllers. Due to the interdepcndence of joint information in robotics control, all prorwmrfi must have access to data pertaining to every joint. Thus, we utilize shared memory because our goal is to provide the greatest efficiency in a fault-tolerant system. A distributed private memory architecture would require explicit communication between processors due to the data interdependence, which would adversely affect the response time of the controller [12] .
Multiprocessor Architecture
Multiprocessor control architcctures have been presented as the solution to the processor fault tolerance problem, as well as the controller latency problem. However, the notion of addressing both issues with a single architecture has not been considered. We are using a multiprocessor architecture to provide controller speedup and processor fault tolerance. Intuitively, solutions t o these two problems conflict. The fastest program would have each processor executing different code so that the entire task would be completed in minimum time. Use of redundant code and additional code for data comparisons hinders the performance gains of such an algorithm. However, it is possible to combine the two efforts to achieve an efficient, fault tolerant control architecture. If processor fault tolerance is most important, then more time can be dedicated to ensuring that the control processors are fault-free. On the other hand, if fast controller response is more critical, fewer precautions will be taken t o recover from failures so that the coniputations complete sooner. A good balance of efficient parallel code and redundancy can provide better performance than a uniprocessor robot controller.
The speedup tcchnique that we are investigating, called zero- We are incorporating zero-order prediction into our Lagrangianbased control algorithm, as well as our Newton-Euler-based algorithm. We expect that the use of this technique, along with careful task decomposition, will result in an efficient parallel algorithm.
In our Lagrangian algorithm, each matrix (or vector) calculation is a single task. One processor is assigned to each joint. Therefore, the tasks being executed on a processor are those associated with the corresponding joint. For the case where a task corresponds to more than one joint, tasks are assigned so that the processors will complete all of their tasks at nearly the same time. The Newton-Euler algorithm that we use is more difficult to parallelize because of its recursive structure, and will require a different processor assignment. In this algorithm, a single task is a smaller portion of a complete equation. Making the calculation of the angular velocity, for example, of one joint into a single task would force the processors to operate serially. Instead, a matrix/vector multiplication that is only part of the calculation of the angular velocity is delegated to a single processor. A second processor performs another portion of the angular velocity calculation.
Previously, we implemented several Lagrangian-based control programs to demonstrate the validity of our approach [12, 131.
The first, a serial program, was used as a benchmark for the study. Following that program was a multiprocessor controller in which each processor executed exactly the same algorithm and compared calculation results at designated points. This program was slower than the serial program because there was no overlapping of tasks and data comparison code was added. The third program developed was a parallel algorithm in which the tasks were divided among the processors in the working set. Only a t certain points would the processors perform the same operation and compare results for failure detection. This control program executed faster than the serial controller and detected processor failures as well [12] . Through comparison of the first and third programs described, we showed how a parallel algorithm with some redundant code can be much more efficient than a serial algorithm. This work utilized the task decomposition method described for the Lagrangian-based controller. However, no additional speedup techniques were used. In our current work, we use zero-order prediction for improved performance [2] . Processor fault tolerance can be implemented as it was in our preliminary work.
Using multiple control programs, we are investigating the performance/fault tolerance tradeoff that exists when faster control and processor fault tolerance are provided in a single architecture.
Other Ongoing Fault Tolerance Work at Rice
In addition to the work just described, we have developed a new overall fault tolerance framework [25] that contains an expert system and a hierarchical software control environment. The framework, incorporating a fault tree database, covers all levels from the operator to the robot itself, including both system control software and sensor/motor hardware. [26] are performed at a lower level interface layer covering the robot sensor and actuator hardware. Status signals from the interface level propagate back up to the fault tree database and critic layer. Portions of this integrated testbed have been implemented on the Sequent Symmetry multiprocessor, and on a Silicon Graphics workstation, using the CLIPS expert system.
Conclusions
Fault tolerance is becoming increasingly important for robotics. Key problems include addition of structural and functional redundancy, fault detection, and graceful degradation and recovery from faults. Performance versus reliability tradeoffs are inherent at several levels of the robot architecture. This paper has described several efforts under way at Rice University covering these issues. We have concentrated on reliability issues in the controller, and pointed out the value of multiprocessor controllers for fault tolerance as well as performance.
