The rapid technological development of classical computing will soon reach fundamental limitations resulting from device miniaturization. However, the quantum regime and integration of optics on existing computing platforms offer a wide range of possibilities for overcoming the obstacles of Moore's law or charge carrier mobility.

First approaches to develop quantum technologies were made in atomic physics[@b1], while real-world applications are more likely to be realized in solid state quantum systems[@b2][@b3][@b4][@b5]. Self-assembled quantum dots (QDs) are particularly attractive due to their optical addressability, their narrow linewidths and ease of integration into optoelectronic devices. To make use of these promising characteristics, complete coherent control of the quantum device is a necessity. For QDs this has already been widely explored in excitons[@b6][@b7][@b8]. Yet, the operational-range and the physical properties of QDs are limited, in particular low emission rates impede their application as non-classical light sources in photonic devices. Furthermore, the strength of their coupling to light poses challenges for the on-chip realization of quantum networks.

In contrast, strongly coupled QD-cavity systems offer highly efficient out-coupling allowing for on-chip integration[@b9][@b10][@b11][@b12]. Moreover, they have proven to be extremely versatile, since the hybridization of electromagnetic waves and matter forms polaritons, yielding rich physical characteristics. In particular, it is possible to control the spontaneous emission of a QD in an optical cavity[@b13], while the interaction of excitons and phonons[@b14] allows for applications such as indistinguishable photon generation[@b15]. Future applications can profit from the systems' interesting and especially useful physics far beyond that offered by QDs alone. Examples include high-fidelity photon-blockade[@b16], non-classical light generation[@b17], single spin-photon interfaces enabling compact on-chip quantum circuits[@b18] and dynamic cavity frequency tuning with surface acoustic waves[@b19]. One crucial element that is needed for successful on-chip integration of strongly coupled systems is coherent control.

As discussed theoretically[@b20], dissipation hindered the complete coherent control of QD-cavity systems so far. In this work, we overcome this dissipation obstacle and demonstrate complete coherent control of a QD-photonic crystal cavity system. In experiments supported by simulations, we map out the excitation power and phase-dependent emission from a polaritonic system and we demonstrate full access of the Bloch sphere.

Results
=======

Strongly coupled QD-photonic crystal cavity system
--------------------------------------------------

A system composed of a single QD strongly coupled to an L3 photonic crystal cavity[@b21] is the focus of our investigations. This type of cavity offers very high quality factors as well as low mode volumes[@b22], which allows the light-matter interaction to reach the strong-coupling regime[@b23]. Details on the sample fabrication can be found in the Methods section.

The physics of a strongly coupled system is described by the Jaynes-Cummings (JC) model[@b24], with the Hamiltonian . The contributions are

with the cavity field Hamiltonian , the QD Hamiltonian and the QD-cavity interaction Hamiltonian , respectively. The cavity frequency is given by *ω*~*C*~, while *a* is the cavity mode photon annihilation operator, *σ* the QD's lowering operator, Δ the QD-cavity detuning and *g* the coupling strength of the quantum emitter and the cavity.

A full description of the system's complex eigenenergies is obtained by the addition of dissipation to the system and consists of a series of polariton rungs[@b25]:

where represents the energy of the *n*th rung, while *κ* and *γ* are the cavity and the QD energy decay rates, respectively.

The energy level structure resulting from [equation 2](#eq34){ref-type="disp-formula"}, called the JC ladder, is shown in [Fig. 1a](#f1){ref-type="fig"}. The polariton rungs are indexed by *n* and each rung is divided into a lower polariton (LP*n*) and an upper polariton (UP*n*). Red dotted lines indicate the energy levels of the uncoupled quantum emitter and blue dashed lines the ones of the cavity. The polariton branches show anticrossings which are known as a convincing signature of strong coupling[@b26][@b27].

Experimentally, the anti-crossing of the lowest energy rung can be measured using cross-polarized reflectivity[@b28]. The result of a typical measurement is presented in [Fig. 1b](#f1){ref-type="fig"}. Here, the detuning between QD and cavity is controlled by changing the sample temperature[@b23][@b28][@b29]. Fitting this data with [equation 2](#eq34){ref-type="disp-formula"} reveals values of  GHz and  GHz. The value of *γ* cannot be fitted directly as it is much smaller than the other rates due to the highly dissipative character of solid-state systems. Typical values in literature are  GHz[@b28][@b30]. Importantly, compared to QDs in a bulk environment, the QD energy decay rate is further reduced due to Purcell suppression in the photonic bandgap.

Coherent control of JC polaritons
---------------------------------

The coherent control of the population of exciton states in self-assembled QDs[@b7][@b31][@b32] or of quantum well-microcavity polaritons[@b33] is routinely performed. However, for polaritonic states of JC systems, the situation is more complicated due to the higher rungs of the JC ladder. In particular, for currently achievable system parameters and the QD in resonance with the cavity, a short-pulsed laser in resonance with the first rung would also be resonant with higher rungs of the ladder, preventing coherent control of a specific rung[@b16]. Moreover, the presence of the higher rungs results in strong coherent scattering of the excitation laser[@b34], which would dominate over the signal of interest at excitation powers needed for coherent control.

We will now detail how we overcome both of these obstacles. To achieve a coherent interaction with a specific rung, the excitation laser needs to be spectrally narrow enough to prevent overlap with other rungs. At the same time, the pulse length needs to be shorter than the state lifetime to prevent re-excitation. At zero QD-cavity detuning all resonances of the JC ladder are very close. However, with increasing detuning between the QD and cavity, the energy difference between the two polariton branches within one rung becomes larger as the polaritons gradually evolve into the bare QD and cavity states[@b16]. Importantly, when exciting the QD-like polaritonic branch with increasing detuning, the overlap with higher rungs decreases[@b16]. Moreover, when the state becomes more QD-like, then the lifetime increases. This allows for a compromise between laser spectral width and pulse length to resonantly access the individual polariton branches (see [Fig. 1a,b](#f1){ref-type="fig"}).

Note that the polaritons are a superposition of the bare QD eigenstates and the bare cavity eigenstates. During the experiments we will focus on detunings of Δ = 6.75 *g* and Δ = 8.5 *g*. At a detuning of 6.75 *g* we find UP1 to be approximately 97.9% QD-like and 2.1% cavity-like, while it is approximately 98.7% QD-like and 1.3% cavity-like at a detuning of 8.5 *g*. Although the influence of the cavity seems to be insignificant, the QD-like polariton emits almost only through the cavity mode. This is due to the Purcell suppression of non-cavity modes and is true for detunings of up to approximately 60 *g*[@b16]. In fact, the cavity completely determines the system's dynamics and the strong coupling leads to emission rates and an oscillator strength that is three orders of magnitude stronger than in the weak coupling regime. Thus, it is extremely difficult to observe the emission of a weakly coupled system in standard cross-polarized resonance fluorescence since the coherent scattering of the laser light dominates the signal.

We exploit the efficient exciton-phonon coupling to avoid the strong coherent scattering of the excitation laser dominating the resonance fluorescence signal. Investigations of the polariton-phonon interactions have led to a better understanding of the system dynamics[@b14][@b35]. Specifically, it was found that exciton-phonon coupling leads to a population transfer between the polariton branches[@b17][@b36]. This allows us to monitor the coherent interaction between a laser and the polariton rung UP1 by monitoring the spectrally-filtered emission from LP1. Intuitively, one would expect this phonon-assisted emission to be weak. However, for a positive detuning of the QD, the radiative recombination rate of UP1 is strongly Purcell suppressed (as a result of the photonic bandgap), while the radiative decay rate of LP1 is very fast. Therefore, at detunings of , where the phonon-assisted population transfer rate from UP1 to LP1 is large compared to , most emission actually occurs from LP1[@b17].

In order to further reduce a leakage of the coherently scattered light into our detection channel, the technique of self-homodyne suppression (SHS)[@b34] is applied, where we carefully adjust polarization and focus to interfere the JC coherently scattered light with light scattered from above-the-light-line modes destructively.

Rabi oscillations
-----------------

Rabi oscillations are a fundamental signature of the coherent interaction between the polaritons and the excitation laser. To this end, we perform power-dependent measurements, where we resonantly excite UP1 while we detect the emission from LP1 as discussed above. Note that we did not subtract a background from the data, since the laser light is spectrally separated from the emission of LP1 and thus is excluded by spectral filtering. A typical measurement for a QD-cavity detuning of Δ = 6.75 *g* with 18 ps long pulses and increasing excitation power is presented in [Fig. 1c](#f1){ref-type="fig"}. Clearly, strongly damped oscillations are observed.

We drive the system resonantly as illustrated with a blue arrow in [Fig. 1a](#f1){ref-type="fig"}. In the Bloch sphere this can be described by an excitation pulse inducing a rotation of the Bloch vector about a rotation axis *x*. This pulse can generate superpositions of the ground and excited state. With increasing excitation power, the Bloch vector is brought all the way to the excited state and further to the ground state, again. A pulse with the area of (*m* + 1)*π*, with results in the excited state yielding maximum emission from the system, while a pulse with the area of 2*mπ* results in the ground state yielding minimum emission.

In order to get a better understanding of the damping mechanisms, we developed a quantum optical model based on a phenomenological two-level system using the Quantum Toolbox in PYTHON (QuTiP)[@b37]. A fit to the data with this model is shown in [Fig. 1c](#f1){ref-type="fig"} as a red line and produces good overall agreement. This simulation reveals that dephasing originating from phonons[@b8] and excitation pulses is causing the strong damping observed in the measurements.

Ramsey fringes
--------------

To obtain the system's coherence properties, we performed two-pulse experiments. For that purpose, the excitation path was altered as illustrated in [Fig. 2a](#f2){ref-type="fig"}. A 50:50 beamsplitter divides the excitation pulse, sending one pulse through a linear delay line. This allows for variable pulse delays in the ps-regime, while fine tuning of the delay in the fs-regime is realized with a piezo-controlled retroreflector. Therefore, we are able to excite the system using two pulses with precise control of the inter-pulse time delay.

From the Rabi oscillations in [Fig. 1c](#f1){ref-type="fig"}, the excitation power for each arm of the delay line is carefully chosen to be . Typical results of such a two-pulse experiment are presented in [Fig. 2b](#f2){ref-type="fig"}. Here, the QD-cavity detuning is , while the coarse pulse separation is set to be  ps and is altered in the range of 0--11 fs. Clear oscillations - Ramsey fringes - are observed. The rotation of the Bloch vector is illustrated in [Fig. 2c](#f2){ref-type="fig"}. Starting in the ground state, the first -pulse pivots the Bloch vector about the rotation axis *x*, resulting in a superposition lying on the equator of the Bloch sphere (illustrated in red in [Fig. 2c](#f2){ref-type="fig"}). In the rotating frame, the Bloch vector does not precess on the equator. Instead, the phase difference of the two excitation pulses introduces a second rotation axis *x*′ (green dashed line in [Fig. 2c](#f2){ref-type="fig"}). Finally, the second -pulse pivots the Bloch vector about *x*′, which is either towards the ground state (as shown in orange in [Fig. 2c](#f2){ref-type="fig"}) or towards the excited state, depending on the phase difference of the two pulses. Thus, the final state is strongly dependent on the pulse separation. This dependence can be monitored by detecting the emission from the excited state. After the arrival of the second excitation pulse, the system can end up in the excited state corresponding to the maxima in the Ramsey fringes, the ground state corresponding to the minima (as illustrated in [Fig. 2c](#f2){ref-type="fig"}), or states in between.

To simulate this experiment, we take the measured polariton lifetime (65 ± 5 ps at Δ = 6.75 *g*)[@b17], the damping parameters obtained for the Rabi oscillations (presented above) and the alternated pulse separation into account. Then we calculate the population probability of the excited state. The results are presented in [Fig. 2b](#f2){ref-type="fig"} as a red line and show good agreement with the measured emission from LP1.

In order to experimentally determine the dephasing time of our system, we repeat the Ramsey fringe measurements for coarse pulse separations from 0 ps to \>100 ps. The evolution of the fringe amplitudes with increasing pulse separation for QD-cavity detunings of Δ = 6.75 *g* and Δ = 8.5 *g* are shown in [Fig. 2d,e](#f2){ref-type="fig"}, respectively.

We extract the dephasing times by fitting the data with an exponential decay function, resulting in  ps and  ps, respectively.

Using the same model as in [Fig. 2b](#f2){ref-type="fig"} and the experimentally obtained polariton lifetimes of 65 ± 5 ps (Δ = 6.75 *g*) and 71 ± 7 ps (Δ = 8.5 *g*)[@b17], we can reproduce the measured data in simulations. The results are presented as red solid lines in [Fig. 2d,e](#f2){ref-type="fig"}, showing good agreement. Our simulations reveal that the dephasing time is mainly limited by an excitation power-dependent and a phonon-induced dephasing[@b38][@b39]. Only for small delay times, the measured amplitudes are smaller than the simulated ones. The mismatch for small pulse separations between data and simulation may result from the interference of the excitation pulses when they overlap in time. Although the model takes this into account, it is not perfectly consistent with the data, probably due to the experimentally limited stability of the phase, which is extremely sensitive when the pulses overlap.

Complete Coherent Control
-------------------------

We now turn our attention to complete coherent control of the polariton on the Bloch sphere. To this end, we perform experiments in which we vary both, the excitation power and phase difference in a two-pulse experiment.

In [Fig. 3a](#f3){ref-type="fig"} we present the measured emission from LP1 under resonant excitation of UP1 with two pulses. The pulse separation in this measurement is set to ≈40 ps and altered by 0--11 fs, while the excitation pulse powers are independently increased.

The data clearly reveals first-order maxima at an excitation power of per pulse, followed by minima at an excitation power of *π* per pulse. We note here that resolving the second-order maxima with sufficient contrast is extremely difficult, since the strong power-dependent damping resulting from the polariton-phonon coupling increases with the laser power. This effect originates from the hybridization of the polariton levels. With increasing excitation power higher rungs start to mix with UP1, opening up channels for more phonon interaction within the system[@b17]. Another effect reducing the visibility of the second-order maxima is a very small sample drift in the He flow cryostat during the long measurement time of 30 min and longer. Due to this drift, the effect of the sensitive technique SHS is reduced. In addition to that, the excitation and the detection efficiency suffer from the drift.

Again, we can explain the experiment in the Bloch sphere picture: Depending on the excitation power, the first pulse will rotate the Bloch vector to a corresponding superposition of ground and excited state. Thus, using the phase difference between the pulses, the second pulse can rotate the Bloch vector across the sphere and we can access any point on the Bloch sphere by varying the excitation power.

For our experimental results this means that complete coherent control is successfully demonstrated. The whole Bloch sphere can be accessed with an excitation power of *π* per pulse, which corresponds to the first-order minima in the complete coherent control measurements.

Our simulations with the quantum optical model that already show good agreement for Rabi oscillations and Ramsey fringes support our experimental findings and are presented in [Fig. 3b](#f3){ref-type="fig"}.

Conclusion
==========

In this work, we investigate the possibility to perform coherent optical control of a QD strongly coupled to a photonic crystal cavity. The strong exciton-phonon interaction within the system facilitates a population transfer from the upper to the lower polariton, which significantly increases the emission rates and allows for sophisticated excitation-detection schemes. Using a cross-polarized setup combined with spectral filtering and self-homodyne[@b34] suppression allows us to infer the population of the polariton state after the interaction with one or two short optical pulses.

With the observation of Rabi oscillations, we provide fundamental confirmation of the coherent interaction between the laser and a polaritonic state. Moreover, the successful demonstrations of Ramsey fringes and finally complete coherent control provide evidence that on-chip integrated photonic crystal cavity polariton-based quantum optical systems can be controlled. Compared to QDs alone, we can benefit from all advantages of the QD-photonic crystal cavity system, such as the efficient photonic interface[@b9][@b15][@b23][@b40][@b41] and unprecedented fast emission rates in non-classical light generation[@b17], while retaining full access to the Bloch sphere.

To support, understand and interpret the experimental results, we also developed a phenomenological quantum optical model, which produces good overall agreement with the measurements. We find significant phonon-induced dephasing, which comes along with a population transfer from UP1 to LP1, facilitating single photon emission from LP1[@b17] and indistinguishable photon generation at elevated temperature and unprecedented fast emission rates from UP1[@b15]. This interaction also has a strong influence on the excitation conditions for high-fidelity photon blockade[@b16][@b17]. In particular, the phonon interaction shortens the lifetime of the polaritons and shorter excitation pulse lengths are required to reach the lowest second order coherence values. Combining our demonstration of coherent control with efficient coupling to waveguides[@b42], would make strongly coupled QD-photonic crystal cavity systems viable candidates for non-classical on-chip photonic devices.

Methods
=======

Sample fabrication
------------------

The MBE-grown structure consists of an \~900 nm thick Al~0.8~Ga~0.2~As sacrificial layer followed by a 145 nm thick GaAs layer containing a single layer of InAs QDs. Our growth conditions result in a typical QD density of (60--80) *μm*^−2^. Using 100 keV e-beam lithography with ZEP resist, followed by reactive ion etching and HF removal of the sacrificial layer, we define the photonic crystal cavity. The photonic crystal lattice constant was *a* = 246 nm and the hole radius *r* \~ 60 nm. The cavity fabricated is a linear three-hole defect (L3) cavity. To improve the cavity quality factor, holes adjacent to the cavity were shifted.

Optical spectroscopy
--------------------

All optical measurements were performed with a liquid helium flow cryostat at temperatures in the range 20--30 K. For excitation and detection, a microscope objective with a numeric aperture of NA = 0.75 was used. Cross-polarized measurements were performed using a polarizing beam splitter. To further enhance the extinction ratio, additional thin film linear polarizers were placed in the excitation/detection pathways and a single mode fibre was used to spatially filter the detection signal. Furthermore, two waveplates were placed between the beamsplitter and microscope objective: a half-wave plate to rotate the polarization relative to the cavity and a quarter-wave plate to correct for birefringence of the optics and sample itself. Photons are detected after spectral filtering with a single photon avalanche diode.

The thin film polarizers and polarizing beamsplitters allow us to achieve an extinction ratio of 10^−7^ between excitation and detection path on bulk. This suppression ratio is large enough such that light geometrically rotated by the high NA objective plays little role in the ultimate laser suppression. Instead, the amount of light classically scattered into the detection channel is determined by the fidelity of the self-homodyne effect. Experimentally, we previously found that this effect was capable of interferometrically cancelling \>95% of the light scattered through the L3 cavity's fundamental mode[@b34]. In light of this strong suppression, no background has been subtracted from the experimental data.

Throughout the measurements we use a picosecond pulsed laser with 80.2 MHz repetition rate with 3-ps laser pulses. We use a 4f pulse shaper with an 1800 lines/mm grating and a 40 cm lens to create 18 ps long pulses.

Simulations
-----------

The simulations in this paper are performed using the Quantum Toolkit in PYTHON (QuTiP)[@b37]. The model contains of a two level system described by the Hamiltonian , where

is the unperturbed term in the rotating frame with the ground state frequency *ω*~*cgs*~ = 0, the eigenfrequency of the system *ω*~0~ and the frequency of the excitation laser *ω*~*L*~ = *ω*~0~. While the driving term is given by

with excitation power Ω. The model includes excitation with either one excitation pulse for Rabi oscillations or with two laser pulses with a pulse separation of Δ*t*, introducing a phase shift, for Ramsey fringes and complete coherent control. For all experiments the evolution of the population of the excited state is calculated with respect to the time. In order to do so, the evolution of the density matrix is calculated in the rotating frame

and we numerically integrated [equation 5](#eq32){ref-type="disp-formula"}. Each collapse operator *c*~*j*~ is included in the model as a Lindblad superoperator . The collapse operators used are: The radiative decay

with the detuning dependent radiative decay rate *γ*, the phonon dephasing

with a phonon dephasing rate of , and a dephasing term that depends on the excitation power

with the fitting parameter . This sum of population directly corresponds to the photon emission of the system[@b43] and produces good agreement to all experiments presented throughout this paper.
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![Characteristics of a strongly coupled QD-photonic crystal cavity system.\
(**a**) Energy level structure of a strongly coupled system resulting from the Jaynes-Cummings model ([equation 2](#eq34){ref-type="disp-formula"}). Resonant excitation of UP1 is illustrated by a dark blue arrow, while the spectral width of the excitation pulse is illustrated with a sequence of blue arrows. The purple arrow illustrates phonon-assisted population transfer between the polariton branches and the red arrows illustrate radiative recombination. (**b**) Measurement of the strongly coupled QD-cavity system emission acquired in cross-polarized reflectivity. The QD frequency is tuned in and out of the cavity resonance by changing the crystal lattice temperature. (**c**) Rabi oscillations for resonant excitation of UP1, while detecting emission from LP1. Quantum optical simulations to the data are shown as a red line.](srep25172-f1){#f1}

![Ramsey fringes of the strongly coupled QD-cavity system.\
(**a**) Illustration of the setup for two-pulse experiments. The separation of the excitation pulses is tuned with a linear delay line in the ps- and a piezo-controlled retroreflector in the fs-regime. (**b**) Ramsey fringes obtained by detecting emission from LP1 while exciting UP1 with two pulses, separated by Δ*t* ≈ 43 ps and altered by 0--11 fs. Simulations to the data are shown as a red line. (**c**) Illustration of the Bloch sphere with \|0〉 as the ground state and UP1 as the excited state. Under two-pulse excitation, the Bloch vector gets rotated about the *x* axis onto the equator by the first -pulse (illustrated in red). The phase difference between the first and the second excitation pulse introduces a new rotation axis *x*′ (green dashed line). Finally, the second -pulse rotates the Bloch vector about the *x*′ axis towards the ground state (illustrated in orange). Evolution of the amplitude of Ramsey fringes for QD-cavity detunings of (**d**) Δ = 6.75 *g* and (**e**) Δ = 8.5 *g* with increasing pulse separation. The red lines represent simulations to the data, based on measured lifetimes[@b17] of 65 ± 5 ps and 71 ± 7 ps, respectively. The simulation is normalized to the maximum contrast of the experimental data. An exponential fit of the decay reveals dephasing times of  ps and  ps.](srep25172-f2){#f2}

![Complete coherent control of the strongly coupled QD-photonic crystal cavity system.\
(**a**) Excitation power and inter-pulse separation dependent measurement for a coarse pulse separation of 40 ps. (**b**) Quantum optical simulation of complete coherent control, showing good agreement with the experimental data. The emission intensity of the data resulting from experiment and simulation share the same colorscale.](srep25172-f3){#f3}
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