Introduction
Essentially all experimental X-ray charge density studies rely on the accurate evaluation of electrostatic properties that carry some physicochemical significance (Coppens, 1997; Tsirelson & Ozerov, 1996; Flierler & Stalke, 2012; Gatti & Macchi, 2012) . For example, the topological features of the electron density and the analysis of the electrostatic potential have been found to reveal the nature and strength of interatomic and intermolecular interactions (Bader, 1990; Coppens, 1997; Tsirelson & Ozerov, 1996; Flierler & Stalke, 2012; Gatti & Macchi, 2012) . Another important property in molecular crystals that is intimately related to those mentioned above is the electrostatic interaction energy, E es , which is often considered to be the most important contribution to the total interaction energy (Stone, 2013) .
The electrostatic interaction energy between two continuous molecular charge distributions (molecules) A and B, E es ðABÞ, is defined as a six-dimensional integral over all space: and ðRÞ is the usual, positive, electron density.
The pseudoatom model (Hirshfeld, 1971; Stewart, 1976; Hansen & Coppens, 1978; Coppens, 1997; Tsirelson & Ozerov, 1996) represents molecular charge distributions as a superposition of nuclei-centered pseudoatoms. In the simplest case, each pseudoatom J is defined with respect to a local coordinate system r 0 J (the need for the 'prime' notation will be evident shortly) whose axes are parallel to those of the global coordinate system, and origin moved to nucleus J located at R J in the global coordinate system. As such, E es ðABÞ can be expanded in terms of pairwise electrostatic interactions between pseudoatoms a and b:
E es ðABÞ ¼ P where the expression for each E es ðabÞ term in the summation is similar to (1) with A ! a, B ! b, and the charge density of each pseudoatom defined in the local coordinate system: 
In our earlier study , we reported a simple method, called EP/MM, for an accurate calculation of E es ðabÞ, and consequently E es ðABÞ. At high internuclear separations of pseudoatoms a and b, i.e. when R ab ¼ jR a À R b j is large, integral (4) can be evaluated essentially exactly via a multipole moment (MM) expansion (Buckingham, 1967 (Buckingham, , 1978 Buckingham et al., 1988) . When R ab is below a user-defined criterion R cutoff (for the second-row atoms, the optimal R cutoff value was found to be 4 Å ), the exact potential (EP) integral (4) is first conveniently expanded into the nuclear-nuclear (E nn ), electron-nuclear (E en ) and electron-electron (E ee ) interaction terms: 
where Z J and V nuc J are the nuclear charge and nuclear potential of pseudoatom J, respectively, and each E en ðJKÞ term represents the interaction of the electron charge of pseudoatom J with the nuclear charge of pseudoatom K. Then, the E en ðabÞ, E en ðbaÞ and E ee terms are evaluated numerically on a nuclei-centered grid of points via a three-dimensional quadrature integration (Becke, 1988) . For the E ee term, this is achieved by rewriting it as a function of the electronic potential, V elec : 
In general, our technique is similar to the fast multipole method (Greengard & Rokhlin, 1987) and the QM/MM approach (Warshel & Levitt, 1976) in the sense that an accurate approximation is introduced at higher internuclear separations leading to a significant computational speedup without loss of accuracy. The EP/MM method, as outlined above, has been incorporated in the XDPROP program of the XD package (Volkov et al., 2016) . The original implementation of the MM component of the EP/MM method was based on generic yet relatively slow evaluation of interaction tensors T at vector R (Buckingham, 1967 (Buckingham, , 1978 Buckingham et al., 1988) , T ... = ð4" 0 Þ À1 r r . . . r R À1 , as implemented in the XDINTER program (Abramov et al., 2000) . To speed up the MM calculations we replaced the XDINTER-based code for evaluation of the T tensors with highly optimized subroutines from the program MIN16 (Kisiel, 2001 (Kisiel, , 2004 ; MIN16 was originally developed for evaluation of intermolecular electrostatic interaction energies within the framework of the distributed multipole analysis (DMA) model (Buckingham & Fowler, 1985; Buckingham et al., 1987) and was used, for example, to rationalize geometries of clusters of ethylene derivatives with HCl Kisiel, Fowler, Legon, Devanne et al., 1990) .
Provided an adequate R cutoff is used, the MM component of the EP/MM method is now extremely fast and accurate. However, the original implementation of the EP integrals (5) is limited in terms of speed and accuracy by the numerical three-dimensional integration.
The three-dimensional quadrature integration is performed on a set of radial and angular grid points (Becke, 1988) . The orientation of the angular grid is not expected to be an issue as the Lebedev quadrature (Lebedev & Laikov, 1999) employed for this purpose possesses octahedral rotation and inversion symmetry. However, the speed and accuracy of the numerical integration are directly related to the number of radial and angular grid points, something that was not fully investigated by . Indeed, decreasing the number of grid points speeds up the calculation but may lead to a significant loss of accuracy and vice versa. We also note that in order to obtain a single E es ðabÞ value, numerical integrations over both pseudoatoms a and b are required, which increases the numerical EP (nEP) calculation time by a factor of two: (i) Integration over pseudoatom a:
and
(ii) Integration over pseudoatom b:
The integration over pseudoatom b cannot be eliminated because the required E en ðbaÞ term is difficult to describe via numerical integration over a quadrature grid centered on nucleus a (and if one could devise such a grid, the computational cost would likely be prohibitive). The integrals E ee ðabÞ and E ee ðbaÞ represent the electron-electron repulsion energy, and should agree within a desired limit. In the original implementation , the comparison of E ee ðabÞ and E ee ðbaÞ integrals served as an accuracy check for the numerical integration, as were the integrals
that are expected to return the exact electron count for each pseudoatom, known from the sum of core and valence density population parameters (Stewart, 1976; Hansen & Coppens, 1978; Coppens, 1997; Tsirelson & Ozerov, 1996) . One way to increase the speed of a numerical integration without the loss of accuracy is to employ the so-called 'grid pruning' technique (Murray et al., 1993; Gill et al., 1993) that has been extensively and successfully used in quantummechanical calculations. Though the implementation of 'grid pruning' is relatively straightforward, this path was rejected in a search for an analytical solution.
Alternatively, Spackman (2006) suggested an elegant way to correct for the penetration energy term, missing in the MM expansion (Buckingham, 1967 (Buckingham, , 1978 Buckingham et al., 1988) , with the help of promolecular (Hirshfeld & Rzotkiewicz, 1974; Spackman & Maslen, 1986 ) charge densities. The resulting approximate technique was found to be fast and produced E es values within 0.2-8.4 kJ mol À1 from those obtained via the nEP method for 11 dimers of -glycine, l-(+)-lactic acid and N-acetylglycine (Spackman, 2006) . While it would have been relatively easy to incorporate Spackman's approach in XDPROP, it was not used for the same reason as grid pruning.
In the following, we present a fully analytical approach for evaluation of all integrals in the EP part [equation (5)]. This technique, dubbed the analytical EP (aEP) method, when used in combination with the MM (aEP/MM) method instead of the nEP integration has been found to be very accurate and numerically stable, while at the same time being fast enough for calculation of E es for large (tested up to the dodecapeptide size) molecules.
Analytical EP (aEP) method
We start by noting that the electron density of each pseudoatom J, J ðr 0 J Þ, can be written as a linear combination of the nucleus-centered density-normalized Slater-type functions (Slater, 1932 ) J ðr 0 J Þ, of the general form (Stewart, 1976; Hansen & Coppens, 1978; Coppens, 1997; Tsirelson & Ozerov, 1996) :
J Þ is defined in the local coordinate system centered on nucleus J with coordinate axes parallel to those of the global coordinate system, n J , l J and m J are the integers similar to quantum numbers, J is the effective exponent, Nðn J ; J Þ is the normalization coefficient, and
J Þ is the real density-normalized spherical harmonic function (Stewart, 1976; Hansen & Coppens, 1978; Paturle & Coppens, 1988; Coppens, 1992; Michael & Volkov, 2015) . Because Nðn J ; J Þ is a constant, we shall exclude it from all the derivations below since it is trivial to account for it in any expression, as is the case for the linear expansion coefficients (multipole populations P l J m J ).
Evaluation of the electron-nuclear interaction energy, E en
Considering the electron density as a linear combination of functions (11), all electron-nuclear interaction integrals E en in equations (5), (8a) and (9a) immediately reduce to a well known in quantum mechanics two-center, one-electron nuclear attraction integral (NAI) (Barnett & Coulson, 1951; Harris & Michels, 1967; McLean & Yoshimine, 1968; Weatherford & Jones, 1982) : Þ within the pseudoatom formalism is given by Volkov et al. (2006) and Spackman (2007) . In this study, we have elected to use the electronic potential equations expanded in terms of an incomplete gamma function as given by Volkov et al. (2006) . Since the electronic potential integrals have already been programmed in XDPROP (Volkov et al., 2016) , evaluation of all NAI integrals becomes trivial.
Evaluation of the electron-electron interaction energy, E ee
Evaluation of the electron-electron repulsion integrals E ee in equation (6) is more complicated. When each of the electron densities of pseudoatoms a and b is represented via a linear combination of density functions (11), the problem is reduced to evaluation of a number of well known in quantum mechanics two-center, two-electron Coulomb electron repulsion integrals (ERI) (Barnett & Coulson, 1951; Harris & Michels, 1967; McLean & Yoshimine, 1968; Weatherford & Jones, 1982) defined in terms of Slater-type functions (Slater, 1932) :
where, as before, each function is defined in its local coordinate system with axes parallel to those of the global system:
There is a significant body of literature devoted to this topic, for example, Barnett & Coulson (1951) , Ruedenberg et al. (1956) , Wahl et al. (1964) , Geller (1964) , O-Ohata & Ruedenberg (1966) , Silverstone (1966) , Harris & Michels (1967) , McLean & Yoshimine (1968) , Todd et al. (1970) , Guseinov (1970) , Zimont & Mar'yaskin (1972) , Filter & Steinborn (1978) , Weatherford & Jones (1982) , Shestakov (1992) , Fernandez Rico et al. (2000), Lesiuk & Moszynski (2014) . The list is not exhaustive -it highlights the most relevant (from our point of view) to our case studies. From this plethora of methods, we have chosen to use the so-called Lö wdin -function expansion technique (Lö wdin, 1956; Sharma, 1976; Silverstone & Moats, 1977; Jones & Weatherford, 1978 ). This method is (i) ideally suited for evaluation of integrals (13), and (ii) relatively simple to code. The integration in equation (13) is not straightforward because a ðr (Cromer et al., 1976; Su & Coppens, 1994 ) to a new coordinate system with the origin defined at nucleus a [thus assigning Cartesian coordinates (0, 0, 0) to nucleus a], and the new Z axis directed along the a!b vector so that nucleus b is located at (0, 0, z). The resulting functions are a ðr a Þ and b ðr b Þ. However, because nucleus a is now located at the origin, r a ! r, where r ðr; ; ') is defined in this new coordinate system. Thus, a ðr a Þ ! a ðrÞ.
(ii) The function b ðr b Þ centered at (0, 0, z) is expanded about the new origin (located at nucleus a) in an infinite series of spherical harmonics with functional coefficients, Lö wdin -functions (Lö wdin, 1956; Sharma, 1976; Silverstone & Moats, 1977; Jones & Weatherford, 1978) , determined via the Jones and Weatherford C-matrix method (Jones & Weatherford, 1978 , 1989 Jones, 1980 Jones, , 1981 Jones, , 1984 Jones, , 1991 Jones, , 1992 Jones, , 1993 . The resulting function b ðrÞ is now defined in the same coordinate system as function a ðrÞ.
As a result of these transformations, we have for b ðrÞ (Jones & Weatherford, 1978 , 1989 Jones, 1980 Jones, , 1981 Jones, , 1984 Jones, , 1991 Jones, , 1992 Jones, , 1993 
The general form of the Lö wdin -function is given by (Jones & Weatherford, 1978 , 1989 Jones, 1980 Jones, , 1981 Jones, , 1984 Jones, , 1991 Jones, , 1992 Jones, , 1993 where (Jones & Weatherford, 1978 , 1989 Jones, 1980 Jones, , 1981 Jones, , 1984 Jones, , 1991 Jones, , 1992 Jones, , 1993 H ij ðz; rÞ ¼ expðÀzÞ½ðÀ1Þ j expðrÞ À expðÀrÞ; r < z expðÀrÞ½ðÀ1Þ i expðzÞ À expðÀzÞ; r > z & ð18Þ and C nlm l 0 ði; jÞ is the (i, j)-th element of the C-matrix generated by the following expression (Jones, 1984 (Jones, , 1992 (Jones, , 1993 :
vþq 0 þpþp 0 þl
where (Jones, 1984 (Jones, , 1992 (Jones, , 1993 )
In a simplified form, b ðr b Þ can now be written as
ð20Þ where
research papers (Jones, 1981 (Jones, , 1991 (Jones, , 1993 :
where 
where n = n a + l a + 2 and m = n a À l a + 1. After combining equations (20) and (27), ERI becomes
The orthonormality of spherical harmonics immediately eliminates all terms in the outer sum in which l 0 6 ¼ l a or m b 6 ¼ m a . Hence, ERI can be reduced to a summation of finite non-zero terms, where l 0 ¼ l a and m b ¼ m a :
To carry out the integration in equations (35)- (37), the following basic formulas (Jones, 1981 (Jones, , 1993 are used: 
Z 1 a r n expðÀbrÞ dr
It has been empirically found that when n > À 1 and the absolute value of ba is very small compared with n, the evaluation of the integral R a 0 r n expðÀbrÞ dr using formula (39) leads to a significant loss of precision. In such cases, the integral is obtained via numerical evaluation of the generalized lower incomplete gamma function, ðp; xÞ = R x 0 s pÀ1 expðÀsÞ ds, using the continued fraction technique recently proposed by Abergel & Moisan (2016) :
As discussed by the authors, the generalized lower incomplete gamma function can be evaluated with a mantissa-exponent representation: ðp; xÞ ¼ mðx; pÞ expðÀx þ p log xÞ, and the mantissa mðx; pÞ is expressed as a continued fraction (cfrac) and computed using the modified Lentz's method (Lentz, 1976) : (Destro et al., 2000) . ‡ Tyrosyl-glycyl-glycyl-phenylalanyl-leucine trihydrate (Tyr-Gly-Gly-Phe-Leu)Á3H 2 O; CSD code GEWWAG01 (Pichon-Pesme et al., 1992; Wiest et al., 1994) . § Methyl N-(t-butoxycarbonyl)leucylleucyl-2-methylalanylleucylleucyl-2-methylalanylleucylleucyl-2-methylalaninate N,N-dimethylacetamide solvate; Boc-(l-Leu-l-Leu-Aib) 2 -l-Leu-d-Leu-Aib-OMe, where Aib is -aminoisobutyric acid, Leu leucine, Boc tert-butyloxycarbonyl; CSD code DOWCEZ . } Methyl N-(t-butoxycarbonyl)leucyl-2-methylalanylleucyl-2-methylalanylleucyl-2-methylalanylleucyl-2-methylalanylleucyl-2-methylalaninate methanol solvate hydrate; Boc-(l-Leu-Aib) 5 -OMe; CSD code IPUNAK (Demizu et al., 2016) . † † Methyl N-(t-butoxycarbonyl)leucyl-leucyl-2-methylalanyl-leucyl-leucyl-2-methylalanyl-leucyl-leucyl-2-methylalanyl-leucyl-leucyl-2-methylalaninate butan-2-one solvate; Boc-l-Leu-l-Leu-Aib-(d-Leu-d-Leu-Aib) 2 -l-Leu-l-Leu-Aib-OMe; CSD code VUQZUE .
where
To be more consistent and precise in determining whether formula (39) or (42) should be used to evaluate the integral R a 0 r n expðÀbrÞ dr for n > À 1, a parametric number p lim , following a suggestion by Abergel & Moisan (2016) , is introduced: 
Benchmark systems
The aEP method and its hybrid counterpart (aEP/MM) have been implemented in the in-house version of the program XDPROP, a part of the XD package (Volkov et al., 2016) . The speed and accuracy of the methods have been tested on a total of 28 dimers of five molecular systems (Table 1 ). The size of each monomer ranged from three atoms (water) to 225 atoms (dodecapeptide). Among the benchmark systems were six dimers of -glycine, included for consistency with the two previous studies Spackman, 2006) . As before, crystal structures of the benchmark systems were extracted from the Cambridge Structural Database (Groom et al., 2016) . The program LSDB (Volkov, Li et al., 2004; Dominiak et al., 2007; Volkov et al., 2007) was used to extend hydrogen atoms to the standard neutron distances (Allen, 1986 ) and assign pseudoatom parameters (at the hexadecapole level, l max = 4, for the non-hydrogen atoms and at the quadrupole level, l max = 2, for the hydrogen atoms) from the University at Buffalo Aspherical Atom Databank ( Table 2 Deviations for E es (in kJ mol
À1
) evaluated using the nEP method with the different quadrature grids (number of radial points Â number of angular points) relative to those obtained with the newly developed aEP approach. electron count for each system predicted by the databank was always within 1% from the 'true' electron count (0.28% for leu-enkephalin, 0.52% for nanopeptide, 0.44% for decapeptide and 0.60% for dodecapeptide). Nevertheless, to satisfy the total electroneutrality, valence population parameters for all atoms were scaled in LSDB using the Faerman and Price method (Faerman & Price, 1990 ). Molecular dimers used for benchmark calculations were identified using the program PLATON (Spek, 2009 ).
Performance of the aEP method 4.1. Intermolecular electrostatic interaction energies
To assess the numerical accuracy of the aEP method, the electrostatic interaction energies (E es ) for all dimers calculated with aEP were compared with those evaluated using the nEP method with four different sets of (radial Â angular) points: 50 Â 194, 70 Â 302, 200 Â 1202 and 400 Â 5810 ( Table 2) . As in the previous study , Gauss-Chebyshev (Becke, 1988) and Lebedev (Lebedev & Laikov, 1999) quadratures were used for the radial and angular parts, respectively. Radial coordinates and weights were remapped using the formula (M4) of Treutler & Ahlrichs (1995) .
As expected, the aEP results show the best agreement with those from nEP integrations with the largest (400 Â 5810) grid (columns 2 and 3 of Table 2 ). The root mean square (RMS) difference between these methods over all benchmark systems is only 0.4 kJ mol À1 , with the largest discrepancies of 1.2 kJ mol À1 for the first dodecapeptide dimer and 0.9-1.0 kJ mol À1 for three other (Nonapep1, Nonapep2 and Decapep1) dimers. These discrepancies are likely due to a deficiency of numerical integrations over pseudoatoms at high separations since all these discrepancies are essentially removed when nEP is replaced with nEP/MM (see column 4 of Table 3 ).
Reducing the number of quadrature points in nEP, in general, increases the discrepancy between the aEP and nEP values (columns 4-6 of Table 2 ). The RMS differences for nEP , respectively. Discrepancies of 1-2 kJ mol À1 are common with only a few extending beyond 2 kJ mol À1 . The differences of 2.1 (Gly2 and Lenk4) and 2.8 kJ mol À1 (Dodecapep1) for the 50 Â 194 nEP integrations are not surprising, which is not the case for the largest difference of 4.5 kJ mol À1 obtained with the 70 Â 302 grid for the Lenk7 dimer. It shows that increasing the number of the quadrature grid points does not always lead to better energies, a definite weakness of the numerical integration technique.
The results presented in Table 2 clearly demonstrate the superiority of the analytical EP method over the numerical EP method, as expected.
Individual Coulomb integrals
In the process of the manuscript review, one of the referees mentioned that the accuracy of the aEP method cannot be tested against the nEP approach, as both may provide biased results, and suggested that external reference is needed. To address this very much justified concern, we have performed an additional analysis of the accuracy and precision of the aEP energies.
When considering the expansion of E es [equation (5)] we note that the E nn term in both methods (nEP and aEP) is evaluated exactly. The two electron-nuclear interaction terms, E en (ab) and E en (ba), are also evaluated in aEP essentially exactly within the double-precision (64-bit) floating-point arithmetic and thus should be more accurate than any numerical integration in nEP. As such, the only term that is evaluated with some degree of uncertainty is E ee , which is a sum of two-center Coulomb integrals over all core, valence and deformation Slater-type functions (Coppens, 1997) for each pair of atoms in a dimer.
To check the accuracy and numerical precision of the E ee part of our aEP code, it was initially decided to evaluate a number of published two-center Coulomb integrals and compare our results with the literature values (Jones, 1993; Magnasco et al., 1998; Magnasco & Rapallo, 2000; Guseinov & Mamedov, 2000; Ö zmen et al., 2003; Gü mü ş, 2005; Yakar et al., 2006) . However, it turns out that (i) many of those integrals include a very short internuclear distance and (ii) for many integrals the published values are not consistent. To circumvent the problem, we followed the recently published approach by Silverstone (2014) and created a Mathematica (Wolfram Research, Inc., 2016) code that is capable of evaluating two-center Coulomb integrals to the desired precision (Volkov et al., 2018) . In brief, the code uses a combination of the Fourier-transform technique (Prosser & Blanchard, 1962; Geller, 1964; Silverstone, 1966; Harris & Michels, 1967) and numerical contour integration available in Mathematica. The number of significant digits in the calculated integrals is controlled using Mathematica's WorkingPrecision and AccuracyGoal options (Wolfram Research, Inc., 2016) . The original method (Silverstone, 2014) was shown to easily give 36-digit accuracy and beyond for overlap integrals. Using our own contour integration implemented in Mathematica, we were able to reproduce all digits in the 12 overlap integrals with the integer-n Slater-type functions listed by Silverstone (2014) , which in turn are in excellent agreement with the values published earlier by Bag cı & Hoggan (2014) .
The Mathematica contour integration code (with the WorkingPrecision option set at 90, which makes Mathematica maintain 90 digits in all internal computations, and the AccuracyGoal option set at 70, which requests 70 digits in the final numerically evaluated integral) was used to evaluate all 89 875 two-center Coulomb integrals between Slater-type functions in the first glycine dimer (Gly1) with at least 36-digit accuracy. To simplify the analysis, the Coulomb integrals were separated into three distinct groups:
(i) 70 225 integrals between the spherical core/valence functions of the two atoms (a and b). For this type of integral, the aEP method in XDPROP was able to reproduce on average 13AE1 digits. The minimum number of reproducible digits was found to be 9 in only 19 out of all 70 225 integrals in this group.
(ii) 15 900 integrals between the spherical core/valence functions of atom a (b) and the deformation density functions of atom b (a). The average number of digits reproduced by our aEP method for this type of integral was 10AE2. Out of 15 900 integrals, only two integrals were found to be determined to 3 digits, 72 integrals to 4 digits and 408 integrals to 5 digits. All the remaining integrals in this group were determined to 6 or more digits.
(iii) 3750 integrals between the deformation density functions of atoms a and b. The aEP method was able to reproduce on average 9AE2 digits for this type of integral. Only two integrals ended up having 2 reproducible digits, 12 integrals 3 digits and 51 integrals 4 digits. The remaining integrals were all determined to !5 digits.
The results of this comparison are conveniently summarized in Fig. S1 (in the supporting information) , in which the number of digits in individual Coulomb integrals over pairs of Slater functions reproduced by the aEP method in XDPROP is plotted as a function of the integral magnitude (represented using the log-10 scale). It shows that the most important Coulomb integrals (i.e. those with the largest magnitude) belong to the first group (core/valence-core/valence group), and are determined to 10 or more digits. The number of digits lost in the very small number of integrals belonging to the other two groups is not of much concern, as these integrals have markedly smaller values (note the log-10 scale) and therefore are not significant.
The performed analysis confirms (independently from the comparison with the nEP values) conclusions regarding the accuracy of the aEP electrostatic interaction energies (E es ) drawn in the previous section,
We note that when calculating values for some of the published two-center Coulomb integrals (Jones, 1993; Magnasco et al., 1998; Magnasco & Rapallo, 2000; Guseinov & Mamedov, 2000; Ö zmen et al., 2003; Gü mü ş, 2005; Yakar et al., 2006) we discovered that our aEP code does not work well for integrals with small internuclear separations (below '0.3 Å ) and very high values of n, l and m [equation (11)]. However, since the proposed aEP method is designed for calculation of intermolecular E es , the internuclear separation is never lower than 0.3 Å . Because the level of the multipolar expansion in XD (and thus in XDPROP) is currently limited to l max = 4 (hexadecapoles), the issues with high values of l and m can also be disregarded. Finally, the pseudoatom density functions with large values of n are primarily confined to the first group of integrals (spherical core/valence-spherical core/valence) for which l = 0 and m = 0, which are evaluated well by our code. That said, we are in the process of testing the analytical contour integration technique for evaluation of Coulomb integrals (Todd et al., 1970) which should remove limitations of the current implementation.
The choice of R cutoff in the aEP/MM method
In the previous study ) the optimal internuclear cutoff distance R cutoff that is used in the EP/MM method to switch from the EP integration to the MM approximation was found to be 4 Å . To verify this numerical value, we compared the aEP results for the six glycine dimers with those obtained via the aEP/MM approach at different R cutoff values: 4.0, 4.2, . . . , 5.2 Å (Fig. 1) .
As expected, the absolute differences ÁE es = jE es ðaEPÞ À E es ðaEP=MMÞj, averaged over all glycine dimers, decrease on increasing the R cutoff value. The drop is steep between 4.0 and 4.4 Å , but levels off beyond 4.6 Å . That said, even at 4.0 Å , the mean deviation introduced in aEP/MM is under 0.2 kJ mol
À1
. Fig. 1 also illustrates the dependence of the computational cost of aEP/MM on the R cutoff parameter. As expected, the aEP/MM computation time increases with R cutoff . For the glycine dimers, when R cutoff = 4.0-4.2 Å the aEP/MM calculation is essentially two times faster than the full aEP calculation, but slows down as R cutoff is increased. Depending on the desired accuracy of E es , the appropriate value of R cutoff may be chosen anywhere between 4 and 5 Å , as illustrated in Fig. 1 . We note that once the heavier elements are included in the charge density model, the R cutoff parameter will likely need to be increased.
In all subsequent aEP/MM and nEP/MM calculations presented in this study, the R cutoff value was set at 5 Å .
6. Performance of the aEP/MM method 6.1. Accuracy
The accuracy of the hybrid aEP/MM method has been evaluated via comparison with the 'new' aEP and 'old' nEP/ MM techniques (Table 3 ). The agreement between aEP, aEP/ MM and nEP/MM/400 Â 5810 (with R cutoff = 5 Å for the two hybrids) is excellent -the RMS deviations are on the order of 0.1 kJ mol
. The agreement between aEP and aEP/MM is not unexpected -it is what the hybrid method is designed for. Perhaps the most surprising result is a significant improvement in the nEP/MM energies compared with nEP (Table 2) , especially evident for the Decapep1, Dodecapep1, Nonanep1 and Nonapep2 dimers. For these systems, the error drops from about 1 kJ mol À1 in nEP/400 Â 5810 down to 0.2 kJ mol À1 and below in nEP/MM/400 Â 5810. As mentioned above, this can be attributed to some difficulties for the nEP procedure (even with an extended grid) to evaluate Coulomb integrals over pseudoatoms at high separations. The MM approach (despite being an approximation) helps to correct for that. In fact, one can possibly argue that for large separations the MM approximation may even be more accurate than the aEP procedure since the evaluation of the exponential terms expðÀrÞ and expðrÞ in the analytical integrals may lead to numerical instabilities . The analysis of the total intermolecular E es energies and Coulomb integrals over the individual Slater functions clearly shows that the aEP method is reliable even at large separations as long as n, l and m [equation (11)] are not too high (see discussion at the end of x4.2). Note that for the two largest dimers in our benchmark study (decapeptide-decapeptide dimer 1, Decapep1, in which the interatomic separations, R ab , are between 2.0 and 36 Å , and dodecapeptide-dodecapeptide dimer 1, Dodecapep1, in which 1.9 Å R ab 40 Å ) the aEP and aEP/MM results are in excellent ('0.1 kJ mol . However, there is no improvement for some other dimers (such as Gly2, Lenk4, Lenk7 etc.) which means that there is a problem with the numerical integration over pseudoatoms at separations less than 5 Å . At this time, there is really no need for further investigation as the implemented aEP method is clearly superior in terms of accuracy to the 'old' nEP technique.
Speed
While accuracy is undoubtedly essential, it is not of much use if the accurate method is too computationally demanding or too time consuming. For example, the numerical EP and The mean absolute difference between E es (kJ mol À1 ) (full circles/solid line) from the aEP and aEP/MM methods for six dimers of -glycine plotted as a function of R cutoff (Å ) at which the aEP/MM method switches from the aEP integration to the MM approximation. Also, the mean ratio of the elapsed times of aEP/MM and aEP (in %) is shown as a function of R cutoff (empty squares/dashed line).
EP/MM methods with the 400 Â 5810 grid are rather accurate, but slow, especially nEP.
While we have collected timings for all nEP runs, we shall omit those from our discussion below as this technique is clearly cost prohibitive for large systems. For example, it took 2.6 days (d) to perform an nEP/MM/400 Â 5810 calculation for each enkephalin-enkephalin dimer, and a whopping 19 d to complete the dodecapeptide-dodecapeptide calculation. Table 4 lists elapsed times (in seconds) for all aEP, aEP/MM and nEP/MM calculations of the E es values listed in Table 3 . All runs were performed using a 2.8 GHz AMD Opteron 6348 processor (Piledriver-based 'Abu Dhabi' model released in 2012). No special optimization options beyond -O2 were used in GFortran when compiling XDPROP. Note that the singlethreaded PassMark score (PassMark Software, 2018) for this 6-year-old processor is not very high (about 1200), while that for an entry-level AMD Ryzen 3 1300X processor released in 2017 is 50% higher (1879). This is to show that we did not artificially inflate performance of our aEP and aEP/MM methods by using one of the latest processors, such as, for example, Intel Core i7-7700K whose single-threaded PassMark score is 2582. That said, in order to estimate the speedup one would achieve when using a modern processor, we have included timings for the largest calculations obtained with a 2.8 GHz Intel Xeon E3-1505M v5 'Skylake' processor with a PassMark score of 1905.
The timings presented in Table 4 clearly show the superiority of the newly developed aEP/MM method: it is hands down the fastest of all tested techniques. For larger molecules, where the computational time is crucial, the aEP/MM method is more than ten times faster than the closest competitor, nEP/ MM/50 Â 194, all the while providing more accurate electrostatic interaction energies. At no times does the aEP/MM computation exceed 4 s on the AMD Opteron 6348 CPU, even when processing interactions in the decapeptide-decapeptide and dodecapeptide dimers. Using a faster Xeon E3-1505M v5 processor (whose PassMark score is about 1.6 times higher than that of Opteron 6348) speeds up the aEP/MM calculations by a factor of '1.3, which is not unusual.
It is expected that for even larger systems, such as proteins and enzymes, the aEP/MM calculation timings will not drastically increase as in most of the cases there is a limited number of atoms in the two monomers with separations below 5 Å . Table 4 Elapsed time (seconds) for calculation of E es using the aEP method, aEP/MM method and nEP/MM method with grids of various sizes.
All calculations were performed using a 2.8 GHz AMD Opteron 6348 processor (Piledriver-based 'Abu Dhabi' model released in 2012). No special optimization options beyond -O2 were used in GFortran when compiling XDPROP. We note that the timings of all EP/MM (both analytical and numerical) computations can be further reduced by lowering the R cutoff criterion from 5 Å down to 4-4.2 Å at the expense of a slight reduction in accuracy of the calculated E es values (Fig. 1) .
Surprisingly, even the aEP method holds its ground against the hybrid nEP/MM techniques, in most cases being faster than nEP/MM/200 Â 1202 and even nEP/MM/50 Â 194. For smaller molecules, i.e. glycine and water-water dimers, the aEP method is significantly faster than the nEP/MM/50 Â 194 method, and sometimes (for example, glycine dimers) is almost as fast as aEP/MM. That said, there is no reason to use the aEP method for production runs as the aEP/MM approach (when combined with the appropriate R cutoff criterion) provides just as accurate E es energies at a significantly lower computational cost.
Concluding remarks
The existing EP/MM method for the calculation of electrostatic interaction energies from pseudoatom-based molecular electron densities is further improved in terms of speed and accuracy by replacing the numerical (quadrature) evaluation of the electron-nuclear attraction (NAI) and electronelectron repulsion integrals (ERI) of the exact potential with an accurate, stable and fast analytical technique (aEP).
The electron-nuclear attraction integrals are evaluated using the electronic potential, V elec ðrÞ, formulas derived in our previous study (Volkov et al., 2006) , though any other fast and accurate analytical method is applicable; see, for example, any of the Jones' formulas (Jones, 1981 (Jones, , 1991 (Jones, , 1993 or methods listed by Volkov et al. (2006) , Spackman (2007) .
The electron-electron repulsion integrals are evaluated with the help of the Lö wdin function (Lö wdin, 1956; Sharma, 1976; Silverstone & Moats, 1977; Jones & Weatherford, 1978) and C-matrix of Jones and Weatherford (Jones & Weatherford, 1978 , 1989 Jones, 1980 Jones, , 1981 Jones, , 1984 Jones, , 1991 Jones, , 1992 Jones, , 1993 . For a two-atom system, this technique shifts the origin of the coordinate system to one of the atoms and expands functions of the other about this common origin in an infinite series of spherical harmonics. Following the Jones approach (Jones & Weatherford, 1978; Jones, 1980 Jones, , 1981 Jones, , 1984 Jones, , 1991 Jones, , 1992 Jones, , 1993 , we were able to obtain analytical, numerically stable (at the desired internuclear distances and not too high values of n, l and m) implementation for evaluation of the electron-electron repulsion integrals.
The resulting standalone version of the aEP method and its combination with the MM approximation, named aEP/MM, have been tested on a number of molecular systems composed of H, C, N and O atoms, ranging from water-water to dodecapeptide-dodecapeptide dimers, whose aspherical molecular electron densities were constructed using the University at Buffalo Aspherical Atom Databank Dominiak et al., 2007) .
A series of hybrid aEP/MM calculations performed at different values of R cutoff show that with R cutoff = 5 Å (which was found to give slightly more accurate energies for this type of molecular system than the previously recommended value of 4 Å ; the value of R cutoff will likely need to be increased if heavier elements are present), the aEP/MM method produces results that are within 0.2 kJ mol À1 from those obtained via a fully analytical integration (aEP) and the nEP/MM method with the 400 Â 5810 grid (the latter has no practical applications due to extremely high computational cost). On the contrary, the aEP/MM method is numerically reliable and fast, even for large systems. The benchmark aEP/MM calculations never exceeded 4 s when running on a 6-year-old 2.8 GHz AMD Opteron 6348 processor, even for nonapeptide, decapeptide and dodecapeptide dimers. On a more modern processor (2.8 GHz Intel Xeon E3-1505M v5), no benchmark aEP/MM calculation exceeded 3 s.
As such, the newly developed hybrid aEP/MM scheme is highly recommended for calculation of electrostatic interaction energies in molecular systems of various sizes as long as their electron densities are defined within the pseudoatom electron density formalism. The latest version of the XDPROP code incorporating the described technique is available upon request from one of the authors (AV).
