The purpose of this article is to investigate the possibility of the automation of sophisticated subject indexing of medical journal articles. Approaches to subject descriptor assignment in information retrieval research are usually either based upon the manual descriptors included in the database or the attempted generation of alternative search parameters, using statistical, probabilistic or natural language methods or concept networks. A description of the principles of the Medline indexing system is presented, followed by a summary of the outcome of a pilot project, based upon the Amed database. The results suggest that a more extended study, based upon Medline, should encompass various components: 1. Extraction of "concept strings" from titles and abstracts of records, based upon a detailed analysis of linguistic features characteristic of the domain. 2. Mapping rules to associate the concept strings with entries in the Unified Medical Language System (UMLS, a consolidation of various medical vocabularies produced by the National Library of Medicine). 3. Coordination of the descriptors, utilising features of the Medline indexing system and a feedback mechanism relating to the original input. The emphasis should be on system manipulation of data, based upon input, available resources and specifically designed rules, avoiding any implication of system "understanding".
Introduction
The inclusion of subject indexing terms in the records of bibliographic databases is a common practice. While the sophistication of indexing systems may vary considerably, the objective of this activity is to facilitate effective and comprehensive information retrieval from the databases. The purpose of this article is to consider various aspects relevant to the automation of sophisticated subject indexing. While the utility of such subject indexing may be contentious, the assumption underlying the article is that it does have a useful, even essential, function. A brief overview of some general considerations regarding databases and indexing is presented. Reference is made especially to Medline, one of the best known databases, produced by the National Library of Medicine (NLM), as an exemplar of a database utilising a sophisticated subject indexing system. Next, some of the main lines of information retrieval research are briefly considered with respect to how this research has related to subject indexing. This is followed by a description of the manual subject indexing process, conducted by trained indexers, for the Medline database. The results of a pilot project investigating some aspects of the automation of the indexing process are then presented. These suggest that the possibility of automated subject indexing system is worth investigating in more detail though with more sophisticated techniques than were used in the pilot project. Finally, some underlying principles of a more comprehensive approach are suggested. These form the basis of an ongoing project.
Some General Considerations Concerning Indexing for Bibliographic Databases
Publicly available bibliographic databases are often of considerable size. For example, Medline, contains more than 10 million records [1] . It is therefore important to ensure that the results of searches on such systems are both relevant and of a manageable quantity.
The utility of subject indexing, based upon descriptors selected from a controlled vocabulary, has been a topic of discussion in the Library and Information Service community over a long period.
Nevertheless, there is no doubt that the practice of including subject descriptors in bibliographic records is widespread. The Medline database, originally available only directly by on-line access to the NLM systems (and those of its agents in various countries) is now widely available through a variety of information service providers, in various formats. While some of these organisations originally provided access to versions of the database without controlled subject heading fields, this seems to be no longer the case. It seems reasonable to infer that feedback from users has indicated that use of the subject descriptors can improve the quality of searching. The increasing sophistication of the Medline indexing system can be demonstrated by inspection of the instructions in the Medline Indexing Manual [2] concerning the indexing of, for example, material in molecular biology or haematology. Embase, the main competitor to Medline in the area of general medical databases, currently uses a system of indexing comparable in some respects to Medline. Many databases in other subject fields including, for example, Library and Information Systems Abstracts, use some form of subject indexing.
However, the inclusion of subject descriptors in database records has undesirable consequences, including increased production costs and processing time and reduced currency of the database. Where online indexing systems exist, thery are usually aids to rather than automation of indexing. Subject indexing generally requires the employment of highly trained teams of indexers. The numbers of indexers employed and the extent of their training and experience may vary with the sophistication of the indexing process but the cost and time implications are clear. To reduce the cost and time of database production and improve currency seems a desirable objective and automation may contribute to this.
Information Retrieval Research and Subject Indexing
The considerable research effort aimed at resolving the difficulties of information retrieval has been comprehensively reviewed by Ellis [3] . This section aims to identify the relationship of the main approaches with respect to subject indexing. Some examples characteristic of these approaches are cited, though not described in detail.
Early experimental studies
The earliest research preceded the wide public availability of online databases but anticipated the potential of such systems. In the well-known Cranfield studies, [4, 5, 6 ] artificial databases were constructed, which essentially consisted of sets of citations. The objective was to assess the effectiveness of different indexing methods. On the other hand, Lancaster [7] studied the Medline database, attempting to establish searching methods to obtain the best possible retrieval. Both of these sets of studies utilised relevance judgements in assessing system performance. The results suggested (or have been taken to suggest) that for information retrieval by subject, the value of sophisticated indexing systems utilising a controlled indexing vocabulary was doubtful. Such a conclusion was at the time and remains a topic of considerable discussion. One of the principal reasons for the controversy seems to have concerned judgements of relevance which, while intuitively obvious, are subjective and arguably not a basis for objective assessment.
These investigations are considered to have established an experimental approach to information retrieval research, analogous to that of the physical sciences [3] . The information system is conceived essentially as a physical system, the aim being to examine the role of indexing systems in information retrieval. Though the results have raised doubts concerning the usefulness of human indexing activities, these conclusions were and remain controversial.
Statistical and Probabilistic Approaches
Statistical and probabilistic methods are based upon the implicit or explicit assumption that the subject matter of a documents can be expressed in terms of statistical or probabilistic relationships between components of the language used in the document and that these relationships may be utilised in searching. Though all investigations have distinguishing features, a typical example of the statistical approach is the SMART system [8] , based upon a discrimination model using term frequency (here, "term" means, roughly "word in the text"). It was suggested that terms of medium frequency were those of significance, very frequent terms being insufficiently discriminative and very infrequent terms too rare to be of value for the purpose of information retrieval. A document is characterised by vectors based upon this principle. The search request undergoes a complex analysis to identify similar vectors and retrieval is based upon the similarity between the two sets of vectors.
The underlying idea of the probabilistic approach is that documents should be ranked in order of decreasing probability or relevance to the user. Retrieval is based upon attempts to estimate or calculate this probability. These attempts, as for example by Robertson and Sparck Jones [9] , are usually associated in some way with judgements of relevance by the user, with respect to the total number of documents in the database having the property judged relevant.
An idea similar in some respects is that of document clustering, which assumes that closely associated documents tend to be relevant to the same requests. A typical profile of user need for information is produced and the clusters of documents nearest to this profile is retrieved. An early application of clustering to information retrieval was developed by Van Rijsbergen [10] .
Essentially, these methods use a different type of representation for user needs and documents or document sets. While interesting, the results of these studies seem not to have established decisively that this approach can be superior (at least in all cases) to other methods of information representation and retrieval.
The Cognitive Approach
While there are differences of detail between the different methods embodying the cognitive approach to information retrieval, there is a common theme. The cognitive approach is an attempt to model the user need based upon iterative feedback. Thus, in response to user input of some kind, document representations are displayed and the user response results in further refinement of the model to produce a further series of document representations. This continues until the user is satisfied. Thus, these systems were designed to enable the user to navigate the database being searched in an effective way, appropriate to the specific need for information. Relevance is effectively determined by the series of user responses as the process continues.
One of the earlier initiatives of this kind was the THOMAS program described by Oddy [11] . During the dialogue with the user, the program creates an "image" of the user's perceptions and requirements. It attempts to match this image to images of the documents in the database, defined by a network of associations between documents, authors and subject terms (again, "terms" means words appearing in the document record) in the database. The document with the image most closely resembling that of the user image is displayed for response by the user, which determines the further refinement of the user image.
A further development of the idea of user need was the concept of "anomalous state of knowledge", described by Belkin [12, 13, 14] . The chief characteristic of this idea was that the user need is essentially a gap, an anomaly, in knowledge which, as in its very nature this is unknown, cannot be defined. Belkin's system also utilises an association network of concepts to represent the documents in the database and feedback to the user to iteratively define those documents corresponding to the anomaly.
A primary characteristic of the cognitive approach to information retrieval is that relevance is determined by the user as the iterative search progresses. However, where complex association networks are created, the design effort and system maintenance seems considerable and becomes forbiddingly complex for databases of a realistic size. Also, as the conclusion of the search is determined when the user is satisfied with the output, the adequacy of different forms of subject representation is not necessarily determined.
Expert Systems and Information Retrieval
Expert systems have been used in information retrieval research in an attempt to replace what is usually referred to as the expert intermediary. The expertise referred to in this case is that necessary to construct a search appropriate to the user's needs and the functioning of the system. The components therefore include knowledge of how to interrogate the system, how to identify the appropriate search terms and how to link these by Boolean operators or other methods. While in general users can learn to formulate searches, systems may be of such complexity that methods for obtaining optimal information retrieval are far from self-evident. In practice, much searching even of the most heavily used databases is probably not optimal.
Systems have either focussed directly on the construction of search query statements, which can be used to interrogate the system or on modeling the interaction between user and database expert. An example of the former is the CANSEARCH system described by Pollitt [15] , which was limited to searches of Medline for any aspect of cancer, while MONSTRAT [16] attempts to utilise domain knowledge in the development of retrieval strategies. While in some respects similar to the cognitive approach, these systems tend to be complex in design and construction and may be limited in application e.g. CANSEARCH is restricted to searches on topics related to cancer. A broader perspective is adopted in GRATEFUL MED, an interface to Medline announced in 1986 by the National Library of Medicine [17] and described by Snow, Corbett and Brahmi [18] . This is now widely known and used. GRATEFUL MED is a front-end to the Medline system and incorporates detailed expert knowledge of how descriptors, assigned to records by specialist indexers using the controlled vocabulary, Medical Subject Headings (MESH), may be utilised in searches.
In general, these systems or interfaces are dependent on the indexing systems of the databases concerned. The implicit or explicit assumption is that the design of the indexing and retrieval facilities is indeed appropriate for the purpose, there being no attempt to evaluate whether or not this is in fact correct. The systems may be supplemented by domain knowledge i.e. information about the subject area of the database.
Artificial Intelligence and Information Retrieval
The application of artificial intelligence in information retrieval research basically involves processing of source text to identify the roles of words and phrases and the relationships between them. The results of this processing are used to identify appropriate indexing expressions. Natural language processing, and semantic and neural networks have been used for this purpose.
Natural Language Processing
The basic idea is to process the text of documents to generate indexing terms. Methods focusing on the lexical level, attempting to identify grammatical classes or parts of speech of individual words together with machine readable dictionaries to index documents, have according to Ellis [3] produced "disappointing results".
At the syntactic level, there have been attempts to examine the interconnections between words. An example of this is IOTA [19] which uses both co-occurrences of pairs of terms and threshold distances (number of words between two terms). While these notions seem intuitively reasonable, difficulties include the fact that different constructs may be used for the same meaning and no account is taken of word order. Dependency trees have been used in an attempt to resolve the consequent ambiguities, for example by Schwarz [20] , further developed by semantic level processing involving contextual knowledge, typified by Berrut [21] .
The ideas of co-occurrence and threshold distance may be seen as an attempt to address the issue of coordination (relationships between subject descriptors). Smeaton [22] , commenting on the overall contribution of natural language processing to information retrieval, has suggested that it "does not really address issues of retrieving information for users based on the language used in queries or texts." If this opinion is valid, it would seem to imply that while the processing may be ingenious, practical applications for retrieval purposes have not yet been fulfilled.
Semantic Networks
This approach is based upon a network of expertise or knowledge, the elements of which are associated with the documents represented in the database. A characteristic example is the ALLOY system, described by Jones et. al. [23] . An expert system shell consists of an appropriate conceptual hierarchy and a dictionary of the appropriate subject area. This is created by analysis of subject information by experts in the subject area. Associated with each node in the hierarchy is relationship information for navigating the system and document references. Searching basically consists of browsing the network.
Another example is GRANT [24] , which utilised a semantic network of research topics for matching research funding agencies with researchers. The network nodes were linked by 48 different kinds of relationship, which may be constrained in various ways. The agencies were in a database with a control structure for matching proposals with agencies and an interface for input (the query) and output (agencies matching the query). Compared with an unconstrained search, results obtained by either successively applying constraints (broad first) or successively reducing them were to obtain more matches but with less precision. ADVISER [25] is a system for monitoring and locating research projects and personnel; initially, subject retrieval relied upon words in source documents but more recently has involved the creation of a hierarchical classification system.
Neural Networks
Neural networks consist of interconnected nodes associated with various kinds of information including document references. However, neural networks differ from semantic ones in that the connections are weighted instead of being "constrained" and, crucially, the weightings may be modified by user feedback. This consists of relevance judgements on the nodes displayed in response to the initial search enquiry.
An example is Belew's [26] Adaptive Information Retrieval (AIR) system. The system consists of document references, authors and "keywords" derived from the words in the titles. On input from the user e.g. a search query, certain nodes are activated and presented to the user. Relevance judgements cause further activation determined by the weightings of the connections between the nodes to be propagated throughout the system. Connection weightings are modified and retained. The process may continue until the user decides the search is complete. In order to establish an effective network, considerable input is required from a variety of users.
Some elements of artificial intelligence approaches to information retrieval are similar to some aspects of statistical approaches, the cognitive approach and the use of expert systems. Artificial intelligence approaches do not necessarily exclude data provided as subject descriptors but the complexity and variety of natural language seems to have resulted in the application of such approaches to information retrieval being far from straight forward.
Summary and Conclusions
This brief survey has indicated a considerable research effort into the problems of information retrieval from bibliographic databases and a wide range of approaches. A number of authors have commented on the apparent fact that key problems appear still await resolution [3, 30, 31] . A common theme seems to be an inadequate theoretical foundation. It is not the purpose in this paper to further contribute to this discussion. Our observations are limited to the relationship of the various approaches to the question of controlled vocabulary indexing by human indexers. It has been a common experience by the providers of large, public bibliographic systems that such indexing is necessary in order to enable a "reasonable" degree of search effectiveness.
This survey also indicates that information retrieval research has involved various ways of representing the subject matter of documents and various mechanisms for retrieving relevant documents. The relationship between representation type and retrieval mechanisms does not seem to be one-to-one and none of the combinations seems to have achieved general superiority over others. It has been suggested that information retrieval should utilise several different forms of representation [27] . In view of this suggestion -which seems a reasonable one if practicableand the widespread use of subject descriptors in large public systems, the automation of the assignment of descriptors from controlled vocabularies would seem to be a desirable objective.
Admittedly, this objective, especially respect to a sophisticated system like Medline, seems of formidable difficulty. A recent preliminary report by Humphrey [28] describes a method of automatic production of controlled vocabulary terms for Medline records. Instead of utilising the full MESH vocabulary this system is based upon the descriptors used for journals in the SERLINE database (consisting of records of the serial collections of NLM). As yet, no retrieval results have been described and whether the use of a general vocabulary for journal articles can be effective remains to be seen. Our own approach is based upon a belief that detailed analysis of textual features of the input can be used to achieve automated indexing using an extensive controlled vocabulary. Before considering this further, a sophisticated indexing system (Medline) is described.
The Subject Indexing Process: a Description of Key Elements and Procedures for Medline Indexing

Introduction
This account is based on the Medline system for the following reasons: it is widely known and used, it is sophisticated and unambiguously based upon the indexing of concepts, it is (arguably) typical of controlled subject indexing and one of us has many years experience in indexing for the database.
The information is presented under a series of headings. In practice however, the indexing process is interactive in the sense that each of the topics described to some extent informs the others. This "interaction" tends to increase as indexers become more experienced, the general result being greater speed. Perhaps the most important general ideas regarding indexing are:
a) The whole article is not read. To ensure the time spent indexing is not unduly long, indexers must learn to quickly focus on those parts of the article which are crucial. These are usually the title, introduction and results. b) Concepts are indexed only if the article contains significant new information (not including speculative discussion) concerning them. Though articles are not read in their entirety, any section may be inspected for confirmatory purposes or for additional information. c) Indexing is based upon the contents of the article not just the abstract (though an abstract of any quality should be an accurate summary of the article). d) Controlled subject indexing is not a word mapping exercise. It is concept indexing, requiring the accurate identification of all significant concepts and their interrelationships and the reflection of this understanding in the accurate selection of coordinated descriptors. The NLM uses the word descriptors (frequently referred to as MESH terms) because this word denotes their function, though they are not of course directly derived from the contents of individual texts. e) Indexing is specific. The most specific term available is always used e.g. HEPATITIS (if correct) not LIVER DISEASES.
Concept identification
The basic instructions for indexers begin as follows. Read and understand the title. Read the introduction. In practice, those parts of the introduction; where, for example, work already done relevant to the topic is briefly reviewed, may be only quickly scanned. This material may be of little interest for indexing purposes. However, a sentence beginning "The purpose of this article is..." or something similar is a key one and should confirm but may also amplify understanding of the title.
At this stage, the indexer will probably consult the "Results" if such a section is included in the article. If not, the portions of the text describing the results must be located. This text may contain important additional information but only concepts which are "discussed" are indexed, a "mere mention" being ignored. How this is interpreted depends considerably on the nature and length of the article or the description of the results. It will be apparent that competence in locating indexable material requires considerable experience. In addition to identifying the concepts the indexer must decide in what context they are discussed, with a view to the correct application of subheadings (described below). For example: is the issue diagnosis, treatment, pathology etc.?
Certain concepts, "check tags", are an exception to the previous point concerning discussion. Check tags are descriptors very frequently required and include human, animal, common species, age tags (humans), historical period tags (for historical articles). They are always included in the indexing if the relevant information is indicated. The "check tag" name simply indicates that the terms are listed on the indexing form or online screen and merely require checking rather than typing.
The indexer must decide which of the indexable concepts identified, are the most important, which are subordinate and which "check tag". The title may be the starting point for this analysis but some concepts in the title may be subordinate, while important concepts may not appear in the title. For example, the title may mention a group of drugs and the article text indicates one or more specific members of this group. The process of identifying the relevant, specific concept is frequently more complex than this example may suggest. A number of additional concepts must also be identified if present. These frequently concern methodology. For example, if a study is stated to have employed a double blind methodology, this is always considered significant, though it may be indicated only briefly in the text.
Finally, the general nature of the article must be determined: editorial, clinical trial (various types), review (various types), letter etc.
Descriptor Location
The word "descriptor" is a synonym for "MESH term" or "subject heading", each of which denotes unambiguously a single concept. Frequently, descriptors consist of more than one word (they are pre-coordinated e.g. LIVER NEOPLASMS). In what follows and in general usage, the word "descriptor" is understood to include subheadings and check tags, as well as the main contents of Medical Subject Headings. Descriptors are located using a range of indexing tools. 
Subheadings
Subheadings are about 30 "qualifiers" which are (selectively) attached to descriptors and "qualify" them (make them more specific). They are very general concepts e.g. therapy, diagnosis, pathology, and are not used independently (but some of them have equivalent descriptors, used when a general subject or speciality is to be indexed). There are (very complex) restrictions on the application of subheadings to categories and sub-categories of descriptors. The recent trend is for each descriptor to have a unique subset of applicable subheadings. Indexers must assign all applicable subheadings appropriate for the article to each descriptor. Correct descriptor-subheading coordination is a complex aspect of indexing.
Coordination:
In addition to the pre-coordination inherent in many descriptors, the main types of coordination are: a) Descriptor -Descriptor: a descriptor implies or requires another descript or. b) Descriptor -subheading: applicable subheadings are normally added to all relevant descriptors; some subheadings require a descriptor from another categor y to be added e.g. if "drug therapy" is appropriate for a disease term (category C) then a term for the drug(s) (category D) is also required with the subheading "therapeutic use". c) Descriptor -check tag: for example, a disease term requires "human" if clinical, "animal" if experimental and possibly age or species tags. d) Check tag -check tag: some tags require others e.g. "rats" also requires "animal"
The indexer must ensure that descriptors are fully coordinated. The effect of this is that the list of descriptors is integrated rather than each being independent, reflecting the relationships between the indexed concepts. While some aspects of coordination are relatively straightforward, some are not.
General
For each concept identified as indexable, the indexer locates the MESH descriptor (s) and appropriate subheadings and check tags using the above tools. As previously mentioned, a distinction is made between concepts considered central to the article and those which are subsidiary. Experienced indexers need the Supplementary tools and Authorities relatively infrequently and can frequently immediately identify the appropriate descriptor in Annotated MESH. While indexers may recall frequently used descriptors, it is often still necessary to consult Annotated MESH due to the importance of the information in the annotations.
Appropriate descriptors to indicate the "type" of article e.g. editorial, clinical trial, review, letter etc. are added. More than one may be required; journal article is the default, typically for standard clinical and experimental reports. The completed indexing should be reviewed including a comparison of the overall result with the main topic of the article, checking that all necessary coordination is complete and that all necessary check tags have been indicated.
All indexing is subject to "revision" (by a specially trained, experienced indexer). The extent of revision varies greatly with the expertise and experience of the indexer. A typical example of completed indexing for a relatively short article is given, with comments, in Appendix 1.
7, Training of indexers
This section is included to further illustrate the complexity of the indexing task. Initial training for new indexers consists of working through about 40 exercises on various aspects. The results for each exercise are reviewed by and discussed with a personal trainer (a reviser). For most people this takes about a fortnight full-time. This is followed by carefully supervised indexing of "easy" journals, again reviewed and discussed in detail. This may continue for about 6 months.
Individual supervision continues -for about two years, the period necessary for most people to achieve reasonable competence on a wide range of material. Following this, indexing is subject to standard revision procedures. Great emphasis is placed on the "neutral" attitude to article content by indexers requiring a suspension of any personal criticisms or opinions. An analytic and critical approach to understanding what the article is about (but not necessarily the factual detail) is however clearly necessary.
Final Comment
It will be apparent that the primary purpose of the Medline indexing system is the representation of the principal concepts of journal articles. This is done in a way that preserves the main relationships between the concepts while, for each article there are multiple access points, corresponding to each concept. This should facilitate a flexible system of combining concepts by an automated information retrieval mechanism. It follows that the primary purposes of such a system will be to provide lists of references about appropriate combinations of topics or concepts. The question of relevance has of course been a problematic issue in information retrieval and it is not our purpose here to contribute further to this discussion. However, the following observations seem pertinent. The restriction of relevance to "aboutness" may be presumed to be a reasonably frequent requirement of databases principally consisting of academic journal articles. The automation of subject indexing based upon "aboutness" would therefore seem to be a reasonable starting point for investigating the topic.
A Pilot Project in Automated Subject Indexing
A number of considerations seem pertinent to the idea of automating subject indexing. The automated selection of indexing descriptors from a controlled vocabulary to a standard comparable with that achieved by human indexers, using sophisticated concept indexing, is an ambitious undertaking. Initially, it may be judicious to limit analysis to titles and abstracts of journal articles. While the use of full text may be desirable, some simplification of the task seems may be more practical initially and still viable in demonstrating the principle of automated subject indexing. Further, since the overall objective was to identify and index the main and important subsidiary concepts -those central to the overall topic of the article and/or for which new information appeared -a detailed sentence by sentence analysis may not be necessary or appropriate. The system would identify strings of text corresponding to the required concepts. In view of these considerations, a simplified pilot project was considered advisable in order to obtain an indication of whether the methodology may be feasible, before embarking on a lengthy and detailed project. This section contains a brief report of this pilot study.
The Database
The database selected for the pilot project was Allied and Alternative Medicine (AMED), produced by the Health Care Information Service (HCIS) of the British Library, for the following reasons:
i)
The indexing system for this database, while based upon the principles of controlled vocabulary subject indexing, is less complex, with fewer descriptors per record, than Medline. In particular, the thesaurus is much more amenable to the development of the system within the constraints of a pilot project, especially concerning time available. ii)
Records and the AMED Thesaurus were readily available.
Appendix 2 contains example AMED records. A general description of the database has been produced by Roberts [29] .
The Controlled Vocabulary
The controlled vocabulary used with AMED consists of a file of about 2500 records structured as follows:
MH: the controlled vocabulary term which constitutes a valid subject descriptor. 
Analysis of Titles and Abstracts
As article titles do not usually contain verbs, the approach adopted with regard to titles was to eliminate from titles those words without significance for indexing e.g. definite and indefinite articles etc. Conjunctions and prepositions were regarded as "concept delimiters". The analysis results in a list of "concept strings" which, it was presumed, would be essential to index as they were derived from the title. This presumption is informed by many years of indexing experience and is, in practice justified with few exceptions. Examples of exceptions include routine technical detail or a specific location of a study. An example of the latter could be "Leeds General Infirmary" indicating only the incidental fact that the study was carried out there. In general, this kind of information is relatively rare in titles and not relevant for indexing purposes.
The syntactic structure of text in abstracts is more complex than that of titles; abstracts are much longer and frequently contain detail not relevant for indexing e.g. statistical data. However, indexing based only on the titles is usually insufficient for a complete description of the essential content of the article and the abstract may be a source of important supplementary information even when the title is descriptive and accurate. Two assumptions with regard to the identification of indexable material from abstracts were made. The first assumption was that the appropriate word would appear in the abstract more than once. The second assumption was that an analysis based upon single words rather than "concepts" would be a sufficient indicator of indexable material, together with the indexing derived from the title, to enhance the indexing accurately. While these assumptions are also informed by indexing experience, they may be not so secure as that mentioned previously with respect to the title. In practice however, with this system, the assumptions seemed to some extent valid. The requirement for analysing abstracts therefore was to eliminate words not required (the same as those not required for the title) and to identify from the remainder those occurring more than a certain number of times. The word frequency which seemed appropriate was surprisingly low, three. A number of concepts in the AMED system are analogous to the check tags in MESH, as previously described. These are always indexed, even if only appearing once. The abstracts are searched separately for these.
Finding the Controlled Vocabulary Descriptors
The analysis results in a list of concept strings, each of one or more words located in the title, and a list of words appearing in the abstract at least three times. In what follows the expression "concept string" refers to components of either kind of list. The general approach to locating descriptors in the Thesaurus consists of a series of operations designated indexing rules. These modify the concept before attempting to locate appropriate descriptors. The indexing rules formulated were: Rule 1: concept string unchanged. Rule 2: add "s" to the concept string. Rule 3: remove the last letter from the concept string. Rule 4: interchange the words "disease" and "disorder" appearing at the end of a concept string. Rule 5: concept string as a component of a descriptor. Rule 6: words in a concept string are a descriptor or a component of a descriptor.
The first four rules require an exact match; the last two the best match possible.
Comments on the Rules
Rule 1 is self-explanatory. Rules 2 and 3 are intended to account for the majority of cases where the concept string in singular form may be required to map to a plural descriptor and vice versa. While in general the formation of plurals in English is very much more diverse than this, descriptors tend to consist of words which take regular plurals. In practice therefore Rules 2 and 3 are a reasonable approximation of what may be encountered. In an extended system, common irregular plurals could be included if necessary. Rule 4 concerns the use of the words "disease" and "disorder" in the medical literature. To be brief, there is in general no consistency -they are used interchangeably. Rules 5 and 6 are used to assemble a selection of possible descriptors for a concept (in the frequent cases where there is more than one possibility) from which a choice may be made later in the processing. The chief arbiter of such choices was the degree of similarity of the concept string to the possible descriptors.
There is no logical guarantee that these rules will produce the optimum result. However, there is also some degree of imprecision in the human indexing process, though the nature of this imprecision may differ from that of the rules used for this system. A principal issue of this investigation was the degree of similarity between the results of the two methods of selecting descriptors.
Implementation
The system was developed in a Windows NT environment using Visual Basic. The records and the thesaurus are accessible as MS Word files and output is either displayed on the screen or output to MS Word for detailed comparison with human indexing of the same records. This is a convenient arrangement as MS Word can be run directly from the application. Visual Basic also incorporates an extended series of commands appropriate for word processing manipulations e.g. finding, copying and pasting sections of text. Other information, including lists of prepositions and conjunctions was built directly into the application in array structures. Processing time was considerably extended when indexing rules 5 and 6 were called by the system but seemed to be 2-3 minutes per record on a typical Pentium desktop personal computer.
The Indexing Process: Illustration and Results
Before presenting a summary of the overall results, a specific example is described:
Title:
Multiple sclerosis presenting as spinal cord disease.
Concept strings:
Multiple sclerosis presenting
Spinal cord disease
This simple title is split at the word "as". The word "presenting" is not included in the words eliminated during the analysis and is therefore included in the concept string. In this example (and many similar occurrences in the records processed) such circumstances do not necessarily prevent location of the appropriate descriptor.
Descriptors located based on the title: Keywords: MULTIPLE SCLEROSIS, SPINAL CORD DIS Minor Terms: (none)
The word "presenting" has, in effect, been ignored though all the indexing rules would be called to achieve this result. The correct "DIS" descriptor has also been found; there is a special procedure which abbreviates all "disease(s)" at the end of a concept string as all such descriptors in the AMED system are abbreviated in this way (but not if "disease" occurs elsewhere in a descriptor).
The abstract for this record follows. Words listed from the abstract by the system were:
Words not of significance for indexing (prepositions, conjunctions etc.) are excluded from the list. Also, words corresponding to check tags are also excluded though the appropriate descriptors are added as Minor Terms. The automated system has added the Keyword, DEMYELINATING DIS, and four Minor Terms. Based upon the abstract, the selection of DEMYELINATING DIS seems reasonable and may be regarded as an improvement by the automated system. The word "demyelination" has also resulted in the addition of the compulsory coordinate, PATHOLOGY. The first three of the additional Minor Terms are all required if they occur once (the "Class" field of the appropriate thesaurus entry indicates this requiremen). The inclusion of "spinal" and "cord" in the list of words have no effect as they both occur in a term already selected, SPINAL CORD DIS. There are no descriptors in the AMED Thesaurus containing the word "intramedullary" so this word produced no result.
The human indexer included only MULTIPLE SCLEROSIS as a Keyword with SPINAL CORD DIS as a Minor Term. Also as a Minor Term was DIAGNOSIS DIFFERENTIAL though ADULT and FEMALE were omitted.
As the "spinal cord disease" concept appeared in the title, it would seem more appropriate to index it as a Keyword, not a Minor Term. The automated result in this respect would therefore seem preferable. The use of the term DIAGNOSIS DIFFERENTIAL is specially defined within the rules of the indexing system. It is for the situation where a health care practitioner is trying to distinguish between two or more conditions i.e. differentiating the diagnosis. The expression "presenting as" in the title is a characteristic indicator of this situation. The human indexing is in this case correct within the scope of the indexing rules. This is of course an example of just the kind of circumstances which are especially difficult to design a computer system to process correctly.
The omission of the terms, ADULT and FEMALE, is a definite error by the human indexer and an example of the kind of circumstances in which a computer system can be more efficient than a human indexer.
Finally, the indexer assigned the term NERVOUS SYSTEM NEOPLASMS. This is implied by the use of the words "tumor" and "mass" in the abstract and may be clarified and confirmed by the full text. This is an example where arbitrary processing rules have resulted in an omission of a coordinate descriptor and illustrates the difficulty of designing such rules to simulate comprehensively human processing. A facility to do this would, in principle, be possible utilising the hierarchical organisation of the descriptors but this was not developed in this preliminary project.
Overall, for this record, there are positive and negative features with respect to the performance of the system as judged by comparing the indexing with that of a human indexer. This is emphasised and reflected in the results of processing a series of records. These results are now summarised.
Results of Processing
Selection of Records
It was necessary to impose certain constraints on the selection of records for processing: a) A descriptive and precise title is necessary since the analysis of the title is the main way of identifying the principle concepts. The underlying (and usually reasonable) assumption is that titles of articles in professional journals will usually meet this requirement. Articles with very general or misleading titles were therefore excluded from those processed. This may be viewed as a bias in the sample or a constraint on the capability of the system. b) All articles selected must have an abstract since processing of a title alone is unlikely to be adequate. Sometimes very long abstracts contain numerical and statistical data and other details not relevant to the indexing process. To limit the processing time such material was removed from the abstracts concerned. This does not affect the operation of the system but merely reduces the quantity of material to be processed. c) Titles and abstracts must be in the English language. d) Articles on specialities within the medical domain may present a particular problem for automated indexing. While appropriate concepts may be identified, they are not infrequently of a general nature e.g. rehabilitation, physiotherapy and may therefore be allocated as Minor Terms rather than Keywords. The approach was not to exclude such articles but to ensure they are not over represented as a proportion of the articles processed. Subject to these constraints an attempt was made to include in the articles selected for processing a range of subject areas e.g. rehabilitation, physiotherapy, palliative care, physiology, biomechanics. We estimate that at least 80% of articles in AMED (excluding letters and editorials) are standard articles with titles of good quality and that any bias in the selection of records would not significantly affect our overall conclusions regarding the possibility of developing automated indexing.
Results
The numbers of descriptors for human and automated indexing for 100 processed records were as follows: The records were processed in two batches of approximately equal size. Though there were some differences between the batches, the figures were broadly comparable so the table shows data for the two batches combined. The comparison was initially based on an assumption that descriptors included by human indexers were correct. Indexing errors in AMED are usually omissions rather then incorrect inclusion of descriptors. Erroneous addition of descriptors by the automated system was usually evident from inspection of the titles and abstracts. The main difficulty therefore in the comparison was in relation to descriptors included by the automated system and omitted, apparently incorrectly, by human indexers. A cautious approach was adopted in looking for evidence in titles and abstracts (it was assumed a descriptor was added erroneously unless evidence suggested the contrary). While of course there is subjectivity in judging that a descriptor should have been included, as mentioned previously, these judgements were informed by indexing expertise. In many cases, as in the above example, these judgements seemed reasonably secure. A notable trend is that the automated system tends to assign more Keywords and fewer Minor Terms.
Keywords
The total number of errors was 464 (4.6 per record). Against this, the system was judged to have selected 112 (1.1 per record) descriptors omitted by indexers but which were appropriate. Substracting the latter from the former gives a net difference figure of 3.5 per record, which may be considered as an indicator of net error rate. Ideally, this figure would be zero or negative, indicating that automated indexing is as good as or better than human indexing.
The errors in the automated indexing were examined to try to determine the cause. For omitted terms (both Keywords and Minor Terms) a classification was possible as follows: Coordination: 147 Semantic e.g. synonyms: 25 Not apparent: 59
Word form e.g. adjectival form: 32
Coordination generally involves adding descriptors to create intellectual links between selected descriptors. Compulsory coordinates are indicated in the CC field of the thesaurus. Coordination requirements however often cannot be specified in this way or are discretionary. The "Not apparent" category includes cases where it seems that the system should have produced the term omitted but for some reason did not. Such cases merit further investigation in an extended project.
There were no detectable trends or patterns in the descriptors incorrectly included by the automated indexing. In general, these errors seemed to be related to the analysis process rather than descriptor selection.
Discussion
The results from the processed records, summarised above, can only be regarded as a general indication of the quality of indexing possible in an automated system. Reasons for this include: a) Only a relatively small number of records were processed (there are currently about 85,000 in AMED), for various practical reasons. It seems likely however that the number processed was adequate to establish that the system is working broadly as intended. b) There may be some bias in the selection of records, though an attempt was made to achieve a broad and "typical" selection, subject to the capacity of the system. c) Various aspects are incompletely developed. It was always recognised that the analysis of the input (titles and abstracts) would be relatively unsophisticated and that a complete system would require more attention to coordination of the descriptors. A further desirable feature would be some kind of internal feedback mechanism to monitor and modify the contents of the controlled vocabulary, according to the contents of the literature being processed.
The broad picture indicated is that the automated system produced, on average 5.5 descriptors per record of which 3.5 were correct, and 2.6 omitted. Based upon descriptors included apparently correctly by the system but omitted by indexers, there should be on average 6.1 descriptors per record. While the automated system has considerable deficiencies, in some respects it represents an improvement.
The results may be considered to suggest that in relation to what is required the automated system was rather more than 50% correct. However, it is clear that a viable automated indexing system would have to achieve considerable improvements both in terms of identifying correct descriptors and omitting incorrect ones.
The purpose of bibliographic databases, the ability to find information relevant to a need, to perform effective information retrieval, has not been directly addressed. An underlying assumption has been that a system based upon controlled indexing and concept mapping can result in effective information retrieval. The immediate objective was to establish if a more substantial research effort in automated subject indexing has some prospects of success. The evaluation of such a system would involve not only an inspection and comparison of the indexing produced but an attempt to determine its information retrieval performance. The next section outlines some principles which may inform a more sophisticated approach to automated concept indexing.
A sophisticated automated indexing system: principles
In our view, the results of the pilot project are sufficiently encouraging to suggest that the possibility of an automated indexing system deserves serious investigation. This should be informed by the following considerations.
1. Language is to be considered as a tool used for specific purposes, and having characteristics corresponding to that purpose. In this case, the purpose is the presentation of the results of clinical and experimental research to an audience of researchers and others interested i.e. people who read the journals. This broadly follows Wittgenstein's later views, as described by Blair [30] and Brier [31] . 2. An analysis of the features and regularities of the language characteristic of documents to be represented will be indispensable. Biber [32] has described an extended investigation of language features which can be used to classify the genre of natural language sub-corpora. While, for the purpose of indexing medical journal articles, the necessary features and regularities required are likely to be different from those determined by Biber [32] , the investigation would be in the spirit of his approach. 3. The principle task of the system is the representation of documents [30] . This is to be done in a way appropriate for the purpose, specifically regarding subject content. A primary characteristic of the representations will be the preservation of essential elements of the context of word uses in the literature. Aspects of the system supporting the identification and preservation of context in the representations include: restriction to a domain (both subject and type of text), analysis of texts for features and regularities, coordinated indexing vocabulary, integration of the indexing descriptors (coordination). 4. Following the critique of Frohmann [33] , a mentalistic conception of indexing is rejected.
Indexing "rules", for both human and automated indexing, are created for the specific purpose. The representations in a computer system in no way imply an "understanding" of the material. This is a matter for human beings, with respect to creation of original documents and design and use of automated systems. 5. Development embodies the explicit recognition that algorithmic computer processing does not necessarily simulate human cognitive processes. The system produces representations of documents which humans can use for specific, defined purposes.
6. The system will be based upon a suitable, controlled subject vocabulary as its primary "lexicon". This should be based upon the practice of indexing rather than be some theoretical construct. Important advantages of the vocabulary include the use of coordinated descriptors and the elimination of semantic ambiguity with respect to the domain. In medicine, the Unified Medical Language System [34] , an extensive consolidation of medical vocabulary systems, produced by the National Library of Medicine, seems an appropriate choice.
Conclusion
While the use of controlled subject indexing in bibliographic records has been a topic of considerable discussion, controlled vocabulary descriptors do seem to be valued in searching. Attempts to devise alternatives have met with limited success, at least with respect to major public databases. The discussion may be influenced by an awareness of the growing difficulty of maintaining such features. Aspects of these difficulties include the ever increasing number of documents published, the great and continuing improvements in the physical (but not intellectual) accessibility of documents through computer systems and the relative scarcity and cost of indexing expertise. A further factor may be the perceived difficulty of devising an automated method of producing subject indexing of a quality comparable to that of human indexing. The sophistication and complexity of indexing for Medline has been illustrated in this article. While the automation of subject indexing is undoubtedly a task of formidable difficulty, this article has suggested that a serious investigation of this possibility may prove fruitful, at least with respect to original experimental and clinical reports in medicine. The pilot project described a relatively simple approach to the automation of the indexing for a small and relatively specialised database. In the light of the known deficiencies and constraints, the results obtained seemed modestly encouraging. The final section of the paper outlined some basic principles of further development with the objective of much improved results. Particular characteristics of the approach are identification of features and regularities of linguistic usage of texts within the domain and the use of an extended "lexicon" of medical vocabulary (UMLS). While drawing from a variety of sources, UMLS has been integrated into MESH, which has resulted from many years of subject indexing and may therefore be a tool appropriate for the task. This extended project is ongoing. Comments: a) This is a clinical trial of ventricular tachycardia in pregnant patients treated by one or more anti-arrythmia agents (ventricular tachycardia is a type of arrythmia). The author has stated that a double blind methodology was used. b) * indicates a primary or central concept c) Note the "matching" pair of subheadings (drug therapy and therapeutic use) d) PREGNANCY COMPLICATIONS, CARDIOVASCULAR is a required coordinate, bringing together the concepts pregnancy and the disease condition. Such coordinates take all appropriate subheadings and are required to facilitate effective and comprehensive searching. e) The authors presented information on aspects of ventricular function in these patients (function in a disease is physiopathology) at least partly based on electrocardiographic investigations. Note that in addition to the organ (HEART VENTRICLE) the subheading is added to the relevant disease descriptors. f) ELECTROCARDIOGRAPHY is added to indicate a method used. The subheading "methods" is only added if the specific method (of ECG in this case) is a particular issue (for example, if there is something different about how the ECG was done). The criteria for adding technique descriptors to indicate a method used routinely are somewhat flexible and seem to depend more on indexer experience than precise rules or guidelines. g) "Check tags" are always required if the relevant information is given. A mention is sufficient (Check tag indexing may be viewed as more like classification than descriptive indexing). h) The study is described as a randomized trial using the double blind method. The indexer does not attempt to evaluate if this is correct -it is assumed that what is reported is true. Whether the methodology is of sufficient rigour to justify the description as a double blind randomized trial is the responsibility of the authors, peer reviewers and journal editors. i) This quantity of indexing is likely to result from a fairly short account e.g. a typical contribution of 4 or 5 pages in the British Medical Journal. Articles may require more terms or fewer. For example, the indexing of Brief Reports, Case Reports, letters etc. may be relatively economical.
