Many compressible ow and aeroacoustic computations rely on accurate nonre ecting or radiation boundary conditions. When the equations and boundary conditions are discretized using a nitedi erence scheme, the dispersive nature of the discretized equations can lead to spurious numerical reections not seen in the continuous boundary value problem. These re ections can lead to p o o rconvergence to a stationary state, and can lead to selfforcing of ows. We have constructed numerically nonre ecting boundary conditions which account for the particular nite-di erence scheme used, and are designed to minimize these spurious numerical reections. These extend our earlier work on onedimensional boundary conditions to the multidimensional case. Stable boundary conditions which are nonre ecting to arbitrarily high-order-of-accuracy are obtained. Various test cases are presented which show excellent results.
Introduction
The development of accurate and robust nonre ecting boundary conditions has been one of the principle di culties in the development of computational aeroacoustic codes 1, 2, 3 . The basic goal of such boundary conditions is to truncate computational domains for problems which are de ned on a in nite or semi-in nite space. Ideally, the computational domain would need only include regions of the ow where signi cant production of acoustic waves o ccurs, or where the acoustic eld is scattered or refracted by nonuniform ow conditions or solid b o dies. Outside such a region, the acoustic waves are in many cases governed by linear equations whose solution can b ewritten in terms of integrals.
Boundary conditions have typically been developed by rst constructing the boundary conditions for the continuous equations, and then discretizing them in an ad hoc way, for example by using onesided di erences for derivatives near the boundary. This approach can lead to serious inaccuracy and or instability because it does not recognize that discretizations of hyperbolic equations are usually dispersive, and waves which are resolved with varying numbers of grid points propagate at di erent speeds, e.g. 4, 5 . While boundary conditions which account for this dispersive nature have been developed in some special cases 6, 7 , there is no general formulation for the linearized Euler equations LEE.
The goal of this paper is to present a generalized framework which we have developed for constructing numerically discretely nonre ecting boundary conditions for LEE. We have derived stable boundary conditions which can b eextended to arbitrarily high order-of-accuracy. Both physical re ections due to local approximations in the modi ed dispersion relations and spurious numerical re ections due to dispersive e ects at nite resolutions may b eminimized in this approach. There are some tradeo s numerical nonre ectivity vs. physical nonre ectivity which depend on the speci c problem under consideration, but in general we show that the performance of the boundary conditions is excellent. Many of the details of the analysis are algebraically complicated, and are b e y ond the scope of this paper. Here we will simply outline the steps necessary to derive the conditions and present the results of various tests of their accuracy. The reader is referred to our manuscript 8 which may b eobtained at http: green.caltech.edu tc.html for the details. This paper is organized as follows. In section 2 we describe the approximations we use to construct local continuous boundary conditions for the LEE. These schemes, by themselves, give very accurate results when discretized in a typical ad hoc way. By this we mean that the boundary conditions and interior points are discretized using biased or onesided nite-di erence FD approximations near the boundary when derivatives normal to the boundary are needed. However, more robust and accurate discrete boundary conditions are derived in section 3, by explicitly considering the dispersive nature of the FD discretization at the outset. Thus we construct numerically nonre ecting conditions. These latter schemes are, of necessity, restricted to particular FD schemes, and we choose the standard three point central FD both explicit and Pad e to illustrate the 1 American Institute of Aeronautics and Astronautics analysis. The results of various test cases are presented in section 4. A brief summary of the results and directions for future work are given in section 5.
2 Continuous Boundary Conditions 2.1 Background Two distinct approaches have been used in deriving boundary conditions for the continuous LEE. We brie y review the basic ideas | recent reviews 9, 10, 1 give further references to the relevant literature 9 .
The rst method involves so-called radiation boundary conditions, which are based on asymptotic expansions of the solution produced by anite source region. Very accurate local and nonlocal boundary conditions based on this expansion have been developed for the wave equation e.g. 11 , but radiation techniques for the linearized Euler equations 12, 10 are more limited. In a comparison 13 of many di erent boundary conditions, the accuracy of these conditions were found to b eroughly comparable to Giles boundary conditions, discussed below.
The second technique goes back to the early work on Enquist and Majda 14, 15 and involves the decomposition of the solution in a linear region into Fourier Laplace modes. Exact boundary conditions are then constructed by eliminating those modes which have a group velocity which is directed into the computational domain. The exact conditions are nonlocal in space and time, but local approximations to these can b econstructed. These involve rational function approximations to p 1 , z 2 , where z is the wavenumb e rin the direction tangent to the boundary divided by the frequency of the wave. Note that multiplication of a variable by p 1 , z 2 in Fourier Space corresponds to a nonlocal operation in real space. The function p 1 , z 2 arises when the dispersion relation for acoustic waves is split into incoming and outgoing modes at a boundary. For the simple wave equation, Trefethen and Halpern 16 have developed a theory which shows that certain rational function approximations lead to stable boundary conditions. These do not include Taylor series expansions TSE about z = 0 higher than secondorder. However stable Pad e approximations can b e constructed which reproduce the TSE to arbitrarily high order. The Pad e approximations are exact for normal waves, and give the highest error for waves whose group velocity is tangent to the boundary.
Unfortunately, the extension of the results for the simple wave equation to the LEE has not been straightforward. Giles 17 found that the secondorder TSE of the modi ed dispersion relation led to ill-posed boundary conditions. By an ad hoc procedure, he modi ed these conditions to obtain boundary conditions which are stable, but have limited accuracy.
More recently, Goodrich and Hagstrom 18 described in ow and out ow boundary conditions for the LEE which are well-posed for arbitrarily high accuracy. Hagstrom 19 has also developed a series of nonlocal boundary conditions, and a local approximation which is equivalent to the Pad e approximation to p 1 , z 2 . Using a somewhat di erent approach, described in more detail in section 2.2, we have derived a similar hierarchy. Interestingly, the proof of well-posedness for our boundary conditions leads to conditions on rational function approximations to the square root which are identical to those derived for the simple wave equation by Trefethen and Halpern 16 . This opens the possibility of a wide variety of boundary conditions which may b e speci cally tailored to the problem at hand. We give an example of such a scheme in section 4.
Analysis
The starting point for the analysis is the isentropic linearized Euler equations. We write them in a matrix form, using the one-dimensional characteristic variables, q = v ;u+p; u , p, where u and v are the velocities in the x and y directions, respectively, which have been normalized with respect to the constant sound speed of the base ow. The pressure p is normalized by the ambient density times the sound speed squared. For simplicity we consider the two-dimensional case: the extension to three spatial dimensions is straightforward. Note that we may transform to a new set of independent variables in which the uniform velocity in the normal direction is zero. That is, we take t 0 = t + y = V. The nonlocal boundary conditions may b eshown to b ew ell-posed. However, when we replace z by a rational function approximation such that we obtain a local boundary condition when we take the inverse Fourier-Laplace transform an analysis of the well-posedness 8 shows that they boundary conditions are ill-posed for any rational function approximation for z. This is the situation reported by Giles 17 for the special case when z is approximated by 1 i.e. z is approximated by the rst term in its TSE.
However, it is possible maintain exact nonre ectivity and well-posedness by modifying the matrix Q I as discussed in 18 , and further ampli ed in 8 . We omit the details here, giving, for simplicity, only =,2z U1 , 1+ 6
The right boundary condition is the same as before. Note that equation 5 was previously implemented for a particular approximation to z in Goodrich and Hagstrom 18 . We have shown 8 that these boundary conditions are well-posed, subject to certain constraints on the choice of the rational function used to approximate z. These constraints are identical now to those determined by Trefethen and Halpern 16 for the simple wave equation. Conveniently, the constraints are met for many common categories of approximations. In particular, if the rational function approximation for z is of degree m; n i.e. the numerator and denominator are polynomials of degree m and n respectively, and is a Pad e, Chebyshev, or least-squares approximation to the square root, the constraints are met if m = n or m = n + 2.
We note in passing that in the case of supersonic ow U 1, all modes are either incoming our outgoing at a boundary. This implies that at the right boundary, there are no boundary conditions, while at the left boundary, all incoming waves may b especi ed. In the case of no incoming waves, then it su ces, in the continuous case, to set q = 0. This is not the case when we discretize the equations, as discussed in the next section, because the dispersive nature of the FD scheme gives waves which propagate in both direction, even in supersonic ow.
Finally, an analysis of the re ection coe cients 8 e.g. the amplitude of an incoming wave as a function of an outgoing wave shows that for any rational function approximation for z, the re ection coefcient for acoustic-acoustic re ections becomes one for the glancing waves where = 0. This is intuitively obvious as well, since it is impossible, locally, 3 American Institute of Aeronautics and Astronautics to discern a left-going wave and right-going wave when = 0 since 2 = 3 at that point.
Discrete Boundary Conditions
The local boundary conditions for the continuous LEE must b ediscretized and combined with FD equations for the interior points. Typically, details of this implementation have not been discussed in the literature. Often implementation involves ad hoc boundary closures for FD schemes one-sided schemes at the boundaries, and special schemes for near boundary nodes when large stencil interior schemes are used. Some speci c schemes have been presented for compact FD schemes 20 , and for DRP schemes 12 . However, a detailed analysis of accuracy and stability of these schemes has not been carried out when they are applied to various boundary conditions. In a more rigorous treatment, Carp e n ter et al. 21 have proposed particular boundary closures for high-order FD approximations to onedimensional hyperbolic systems. These schemes are constructed to couple physical boundary conditions to the boundary closure of the FD scheme and can b eproven to b estable. However, the boundary conditions they use do not account for the dispersive nature of the FD scheme and do not attempt to control the extent to which spurious waves" are re ected by smooth waves.
Spurious waves whose speci c mathematical definition is discussed more fully below are an artifact of the discretization, and have been extensively analyzed by Vichnevetsky 4 . In a previous paper 7 , we showed how to develop closures for both downstream and upstream boundaries of one-dimensional linear hyperbolic equations. These maintain the desired order of accuracy of the interior scheme, are stable, and minimize re ection of smooth and spurious waves at arti cial boundaries. The closure for a downwind" boundary is similar to a closure of the FD scheme, at least up through the order of accuracy of the interior scheme. Upwind boundary closures, however, are not derivative operators but instead are designed to eliminate any re ection of upstream propagating spurious waves. The hierarchy of upwind conditions contains, as a special case, the upwind boundary conditions developed by Vichnevetsky 4 .
We rst brie y review this previous work and then show how it may b eextended to the 2D local boundary conditions discussed in the previous section. Because the analysis is involved, we only outline the steps taken here. The details of the derivations are given in ref. 8 . We divide the analysis into three parts. In section 3.1, we consider a system of onedimensional equations and apply the methods developed previously for the simple advection equation to obtain numerically nonre ecting boundary conditions. In section 3.2, we show how these results may b eapplied directly to supersonic ow. Finally, in section 3.3 we generalize these for application to the subsonic 2D equations of section 2. The methodology used in this paper may b eapplied to any FD scheme, but we restrict our attention to the family of three-point central FD schemes given by u x j+1 + u x j + u x j,1 = a h u j+1 , u j,1 : 9 where we have introduced a uniform grid in x, with mesh spacing h, and where u j t denotes the approximation to uj h ; t . See 20 for a detailed discussion of compact di erence schemes. For our purposes, it su ces to note that if = 0 and a = 1=2, we recover the standard second-order central di erence scheme, and if = 1=4 and a = 3=4, we obtain the fourthorder Pad e scheme. For the schemes given by 9, the modi ed dispersion relation is
which is plotted in Figure 1 for the second-and fourth-order schemes. k which satisfy the dispersion relation: a physical" solution which travels in the correct direction c g 0, and a spurious" solution which travels in the opposite direction c g 0, while for the continuous equation there was only one wavenumb e rk for each frequency !. The two numerical solutions are uncoupled in the interior, but are usually coupled by the boundary conditions. Even in the simple one-way advection equation, physical waves re ect as spurious waves at the downwind boundary, with the opposite re ection at the upwind boundary.
If we wish to develop numerically nonre ecting" boundary conditions, we must consider how the physical and spurious solutions are coupled at the boundary, and attempt to minimize this re ection. For later application to the 2D equations, it is useful to rst generalize the previous analysis 7 to a one-way system of equations: u x = ,M u t 10 in the domain x 2 0; L , where u is a vector with n components, and M is an nn positive-de nite matrix. Note that if the matrix M were diagonalizable, we could decouple equation 10 into a system of n scalar equations using a similarity transform. This case is treated previously 7 . Here we need to con- were tabulated in 7 , and a subset of these are repeated in Table 1 for convenience. All the schemes presented in the table are computed for the fourthorder scheme.
It is helpful to introduce a more compact notation for the numerical boundary conditions. At the right out ow boundary, we write the boundary condition as 
2D Superonic Boundary Conditions
We noted at the end of section 2 that in the case of supersonic ow, the exact nonre ecting boundary conditions are simply that all the ow variables are zero at the right boundary, and no boundary conditions need b eimposed at the downstream boundary. The analysis of the previous section shows that, in fact, spurious waves travel upstream even in supersonic ow, and so it is important to use a numerically nonre ecting boundary condition to avoid arti cial communication upstream in the ow. For 2D supersonic ow, we merely apply the boundary conditions de ned in equations 18 and 19 to the downstream and upstream boundaries, respectively. This can b e rst carried out in Fourier-Laplace space, by applying these to equation 2, and then taking the inverse Fourier-Laplace transform of the result. This procedure is entirely equivalent to interpreting the right hand sides of equations 18 and 19 as closures for the FD derivatives in the streamwise direction. Because the matrix E involves potentially highorder rational functions of z ik=s, the boundary conditions 27 are partial di erential equations that involve potentially high-order mixed partials. In order to e ciently implement them, it is desirable to write the high order equations instead as systems of rst order equations. Note that if the matrix E in 27 is a rational function of z, we may transform 27 into a system which is polynomial in z by multiplying each row by its least common denominator. 
Performance Tests
In this section we give the results of test problems which we have constructed to assess the accuracy of the various approximations which have b e e nmade in obtaining numerically nonre ecting boundary conditions. Speci cally, we have used several di erent rational function approximations for z, and several of the di erent schemes for boundary closures reported in Table 1 . In particular, we have considered the 2,0,2,2,4,4, and 8,8 Pad e approximations to Note that 2,0 Pad e is the equivalent of the 2nd order TSE. Note also that the 4,4 scheme is equivalent to the continuous version of the boundary conditions in ref 18 . We also compare our schemes with Giles' boundary conditions. Finally, we have implemented a 4,4 rational function approximation which is chosen to interpolate the function z at speci c points and will b ereferred to as 4,4 Interp" in the discussions b e l o w. The interpolation points were chosen so that the performance of the approximation for nearly glancing waves would b eimproved. The speci c points are z = 0; 1=4; 1=2; 3=4; and 1.
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In assessing the e ects of using the numerical nonre ecting boundary closures, it is useful to compare our schemes with results which we obtain by using an ad hoc" boundary closure. In this closure, we attempt to reproduce what we believe is the standard way of implementing nonre ecting boundary conditions. That is, we implement equation 5 directly and use a 4th-order explicit closure for the FD in the streamwise direction whenever necessary.
In all tests, we compute the solution on a 2D domain which is periodic in the y direction. The fourth
order Pad e scheme a = 3=4, = 1=4 is used for the spatial derivatives, and 4th-order Runge-Kutta time advancement is used to advance all equations, boundary conditions, and state variables. We have observed that the CFL constraint of the scheme is una ected by the boundary conditions or boundary closures, though we have no proof of this in the general case. The results given below all use a maximum CFL numb e rof 1.
Convection of a vortex
In the rst test, we consider the propagation of a vortex in a uniform stream with U = 1=2. To avoid the slowly decaying tangential velocity associated with nite circulation in 2D, we chose an initial sombrero" vorticity distribution which has zero total circulation, given by: tively. In the plots, lengths are given w.r.t. , and time is normalized by and the sound speed of the base ow. Regardless of the choice of rational function, the continuous boundary conditions are exactly nonreecting for the vorticity wave. Thus the vortex should merely propagate through the right boundary and subsequently the energy in the domain or pressure or vorticity should rapidly decay to zero. Thus this test is useful in assessing the choice of boundary closure from Table 1 and to compare these to results found by using the ad hoc 4th-order closure. Figure 2 shows the rms value of the vorticity over x and y as a function of time. Near t = 10, the vortex is passing through the right boundary. If there were no spurious re ections, then the energy within the domain would decrease to zero. However, the exiting vorticity produces a spurious vorticity wave which propagates upstream. The strength of this wave is evident b e t w een times 12 and 22, and is drastically reduced as the order of the boundary closure for the outgoing smooth waves at x = L is increased.
The ad hoc boundary closure which uses a fourth order one-sided FD scheme for closure, produces nearly the same results as boundary condition b c 4 in this regime. However, the spurious wave eventually re ects at the upstream boundary, and the re ected energy is again greatly reduced by using the high order nonre ecting boundary closures. The ad hoc boundary closure clearly has a large re ection of this spurious wave at the in ow boundary. 
Propagation of a pressure pulse
In the next test, an initially Gaussian distribution of pressure spreads out as a cylindrical acoustic wave in the domain with a uniform velocity U = 1=2. This problem on both periodic 18 and nonperiodic domains 12 has been suggested several times as a test of the e cacy of boundary conditions, since the numerical solution may b ecompared to the exact solution, which may b eeasily b ereduced to a problem of quadrature. In the present case, we compare with the exact" solution which we nd by performing the computation on a much larger domain, until that time when it rst becomes contaminated by reections physical or spurious from the boundaries. This procedure is useful for isolating errors associated with the boundary conditions alone, since in the present case these can, for the most accurate boundary conditions, b esmaller than other truncation errors.
The Gaussian pulse is initially given by p = exp ,r = 2 ,where is the initial width of the pulse. Again the amplitude is unity, and is used 9 American Institute of Aeronautics and Astronautics for the length scale in the nondimensionalization. The grid is identical with the one for the vortex test discussed above. In Figure 3 , pressure contours of the solution are plotted at several di erent times and show the propagation of the wave. Since the domain is periodic, waves from images of the initial condition are evident beginning at time t = 10. After an earlier time of t = 6, we see that a signi cant component of the wave motion corresponds to nearly glancing waves. As discussed at the end of section 2, all of the rational function approximations in the continuous boundary conditions give pure reection in the limit of glancing waves. Note that for U = 1=2, glancing waves have wavefronts at an angle sin ,1 U = 30 to the horizontal. In Figure 4 , we show the rms value over the domain of the error b e t w een the exact and numerical solution as a function of time for several di erent rational function approximations for z. All of these are implemented using the nonre ecting boundary closure b c 4for the incoming waves and outgoing waves at each boundary. Note the log scale in the plot. At early times t 5 when the acoustic wave is leaving the right boundary at nearly normal incidence, the error in all the boundary conditions is very small, but increasing as the wave near the right boundary rotates towards glancing incidence near t = 6. For the most accurate schemes, the error for times less than t = 5 is apparently dominated In Figure 5 , we again plot the error b e t w een the exact and numerical solution, but for di erent numerical boundary closures, all using the 2,2 Pad e approximation for z. At early times, the bene t right in table 1 Now, at glancing incidence, the ability to distinguish b e t w een incoming and outgoing modes is degraded as the approximation to z becomes worse, and therefore both operators d i and d o are wrongly applied to both incoming and outgoing disturbances which are near glancing incidence. We are applying the wrong operator to each wave. Since the most nearly glancing waves are smooth waves that have not yet re ected o the boundary, the main error This behavior is further con rmed by noting that in the gure we have included the results for the 4th-order ad hoc" boundary closure. We have also shown results for an incoming scheme which we label as scheme bc0. This scheme is one for which the coe cients d k are all set identically to zero. Note that this is not equivalent to the ad hoc" boundary closure. The application of the b c 0scheme for d i is seen to give the best results for long time when most of the waves are near glancing incidence.
To further illustrate this point, it is interesting to simulate the e ect of having a poorly resolved initial condition to see if the high-order incoming wave boundary closures are e ective for this case. To do this, we initialize the calculation with the pressure pulse but we multiply it by a sawtooth wave which oscillates b e t w een plus and minus 1 every other grid point. Thus we shift the energy from the well-resolved waves near k h=0in Figure 1 to the poorly resolved waves at k h= .The exact" solution is again obtained by solving the same problem on the larger domain. The solution not shown is nonphysical, but is, in essence, similar to that of the well-resolved pulse, except that the x-component of the group velocity is negative and about 3 times i.e. the slope of the dispersion relation of gure 1 near k h= the speed of the smooth acoustic waves of gure 3.
The error for this case is plotted in gure 6 for the same schemes considered in gure 5. The curves show exactly the opposite trends as the previous case, with the ad hoc" and b c 0closures performing most poorly. For long time, when the sawtooth wave is again near glancing incidence to the boundaries, we see the largest error is generated by using the schemes with the highest-order operator for the smooth waves. Both of the last tests really demonstrate the extreme possibilities for the performance of the boundary conditions. In both cases, the highest-order nonre ecting boundary closures e.g. scheme b c 6 give the best results for early times before the approximation to z breaks down when most of the waves in the domain are at nearly glancing incidence to the boundaries. Many physically realistic acoustic elds will not involve waves near glancing incidence and in those cases one would expect uniformly bet-11 American Institute of Aeronautics and Astronautics ter results as the accuracy of the approximation is increased, and as the order-of-accuracy of the nonre ecting boundary closures is increased.
Summary
We have developed a framework for constructing local, strongly well-posed boundary conditions for FD solutions of the linearized Euler equations. These boundary conditions take explicit account of the dispersive character of the FD approximation, and are designed to minimize the re ection of spurious waves at the boundaries. As such, they are dependent on the particular FD scheme, and we have used a 3 point Pad e centered FD scheme to illustrate the analysis. The analysis leads to di erent boundary closures which need to b eapplied to incoming and outgoing waves at each boundary.
The boundary conditions rely on a rational function approximation to the function z which is obtained when waves are decomposed into modes with positive and negative group velocites in Fourier space. As in previous boundary conditions for the simple wave equation 16 , we have shown that a variety of rational function approximations lead to stable, well-posed boundary conditions. The scheme can thus b eextended to arbitrarily high order-ofaccuracy.
In general, various tests of the boundary conditions show that the highest-order schemes and most accurate rational function approximations perform the best. However, there can exist situations where the higher-order boundary closures give inferior results to low-order boundary closures and certain other ad hoc boundary closures. These situations always involve waves which are near glancing incidence to the boundary where the error in the rational function approximation to z is a maximum. If such waves are expected in practical calculations, then one should use the lower-order closures for the incoming waves.
In the future, we intend to apply these boundary conditions to more complicated problems. In particular, there is an urgent need for accurate boundary conditions when the equations near the boundary are either nonlinear as in a turbulent out ow or have non-constant coe cients. We hope that providing a general framework, wherein all the errors due to arti cial boundary conditions have been analyzed, will aid in the development of techniques for more complex ows.
