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Abstract—We present the NePTune approach and supporting
system architecture for sensor network optimization. NePTune
relies on a control loop strategy with performance monitoring,
dynamic source code generation, and network reprogramming.
We present an application of the system architecture and explore
its efﬁcacy in the context of a resource utilization problem —
speciﬁcally, to minimize the memory consumption of a neighbor-
hood management service. All experiments are conducted using
a physical network testbed consisting of 80 Tmote Sky nodes.
Index Terms—Sensor network, optimization, network monitoring,
code generation, software generators, network reprogramming
I. INTRODUCTION
A simple observation serves as our point of departure: The
behavior, performance, and resource utilization of wireless
sensor network systems can be improved given increased a
priori knowledge of their respective deployment environments.
It is based on this observation that we have developed NePTune
(for Network Parameter Tuning), a new approach and sup-
porting system architecture for sensor network optimization.
In this paper, we present the basic tenets of NePTune and
explore its application using a prototype implementation of
the architecture for a network testbed environment. The results
are exploratory, but exciting. Indeed, we believe that this work
represents the birth of a new paradigm for wireless sensor
network development.
Sensor network developers are required to make implemen-
tation decisions with imperfect information about the quality
of their choices. This is an instance of the classic binding-
time problem: Implementation decisions are bound too early,
before developers have sufﬁcient information to make optimal
choices [1]. Questions that may arise include: Which routing
approach will offer the best network yield? How much storage
capacity should be reserved for routing tables, data caches, and
transmission buffers? In desktop- and server-class systems, a
standard strategy is to include all of the binding choices as
part of the application image, and to dynamically select the
binding choices that offer the best performance. The resource
capacity of in situ platforms precludes this possibility for most
networks. But the point remains: Binding decisions are better
made after a network has been ﬁelded — a fact evidenced
by the common trial-and-error process of sensor network
development and deployment.
The NePTune approach is inspired by the principles of
dynamic binding, but achieves network optimality in a man-
ner amenable to implementation on resource-poor platforms.
The binding process is recast as a shared responsibility of
resource-poor sensor nodes and one or more resource-rich
basestations. The optimization process is governed by a control
loop that includes runtime monitoring of network performance,
dynamic source code generation, and on-demand network
reprogramming. We have implemented a prototype of the
NePTune architecture integrated within a testbed environment
to experiment with the optimization approach, and present
initial results applying the approach to a resource optimization
problem. Speciﬁcally, we apply the approach to minimize the
memory usage of a neighborhood management service. All
experiments are conducted on a physical network consisting
of 80 Tmote Sky nodes [2].
Paper Organization. Section II presents the NePTune
approach and supporting system architecture. Section III de-
scribes the case-study involving the prototype system imple-
mentation. Section IV considers elements of related work.
Finally, Section V concludes with a summary of contributions,
potential impact, and plans for future work.
II. THE NEPTUNE APPROACH
Dynamic binding mechanisms enable component imple-
mentations to be assigned —or “bound”— to component
references at runtime1. This in turn enables developers to defer
implementation decisions until the necessary context data is
available to make the best choices: At startup, the system
inspects its runtime environment and selects component imple-
mentations most appropriate to this environment. The choices
may be based on network connectivity, resource availability, or
other factors that are difﬁcult (or impossible) to predict at the
point of system construction. The result is a system tuned to its
environment, even if the environment’s precise characteristics
were unknown at the point of compilation.
But the beneﬁts come at a price; dynamic binding imposes
signiﬁcant resource requirements on application hosts. Be-
yond the additional resources required to support the binding
mechanism itself, dynamically-bound systems must include
additional components as part of each application image.
Consider, for example, a system that binds its routing protocol
based on an estimate of its neighborhood density. If there
are three possible choices, the system includes two protocol
implementations that are never used in a given run; yet all
three protocols must be included.
While dynamic binding can be leveraged to great effect
for desktop- and server-class systems, it is generally inap-
plicable as an optimization mechanism for sensor networks.
First, the mechanism itself is not well-supported by standard
programming platforms. TinyOS [3], for example, enforces
static binding requirements; all component dependencies are
1We use the term component in a general sense; its precise deﬁnition
depends on the implementation technology used.bound at compile-time. The more signiﬁcant factor is the lack
of available memory resources. Standard in situ platforms
provide between 48kB and 128kB of program memory, and
4kB to 10kB of data memory [2], [4]. This scarcity presents
problems for even simple applications; storing multiple com-
ponent implementations for each binding target is not possible.
To extend the optimization beneﬁts afforded by dynamic
binding to resource-constrained sensor platforms, NePTune
partitions the binding process across application images and
network tiers. To begin, the context inspection step used to
guide binding decisions is separated from the application
core and implemented as an independent application. Context
information collected by the latter is used to inform binding
decisions applied in the former. This division of responsibility
maximizes the resources available to satisfy the network’s
main function. Further, it maximizes the resources available
to the inspection application, increasing the level of sophis-
tication that can be achieved. A binding decision inﬂuenced
by network link quality variation, for example, may require
time-series data concerning the links between a host and each
of its neighbors. Depending on the number of neighbors and
the amount of history that must be recorded, the required
memory usage could preclude the integration of the inspection
logic with the application core. NePTune avoids this problem;
the inspection application can consume all of the available
resources without interfering with the main application.
Next, NePTune factors out the binding step, deferring
binding decisions and corresponding component assignments
to a resource-rich basestation. Context data is collected at
each sensor node using the relevant inspection application.
The data is transmitted to a basestation, where it is used to
construct a global context snapshot. Using this snapshot and
knowledge of the available binding choices, the basestation
chooses component realizations that optimize the network’s
performance. After component assignments have been made,
the bound application is installed on the network. In fact,
depending on the basestation’s level of sophistication, each
node can be programmed with an application image tailored
to its local environment, enabling per-node optimizations.
Note that the approach is independent of the reprogramming
strategy used.
Binding choices are normally permanent; however, in many
cases, this approach is inappropriate. As a host’s environment
evolves, so too might the binding decisions that offer the best
performance2. Hence, there is a need to support rebinding
strategies triggered in response to environmental changes.
Consider again the scenario in which binding decisions are
based on link quality data. In low-power wireless networks,
link quality tends to vary signiﬁcantly over time, especially
in mid-quality link regions [5], [6]. For nodes within these
regions to exhibit optimal performance across a network’s
lifetime, binding decisions must be periodically re-evaluated.
There are myriad other examples where network performance
2We use the term environment in a general sense to refer to the set of
external factors that inﬂuence system performance.
can be improved by altering binding decisions in response to
changes in network health, noise ﬂoor, transmission barriers
(e.g., vehicles), or other environmental factors.
To address the dynamism inherent in sensor network de-
ployments, NePTune extends the binding-based optimization
approach to enable continuous performance tuning. The ap-
proach relies on a control loop strategy. Each application
includes one or more performance monitor(s) designed to
check whether the host’s performance is within a speciﬁed
threshold3. We emphasize that this component implements a
lightweight check to prevent interference with the application
core. The host activates the component periodically and signals
a tuning request if performance is deemed unacceptable over
a given time-period. (Short bursts of degraded performance
are typically tolerated to avoid unnecessary reprogramming.)
When received by the basestation, the request indicates that
a new optimization cycle is required. The process is identical
to that performed at system startup: The basestation installs
the appropriate inspection application to collect the relevant
context data. This data is then used to guide the selection of the
new binding choices that optimize network performance. The
new image is then reinstalled on the host device. This process
repeats indeﬁnitely, tuning the network over its lifetime.
A natural question that arises is how to determine the
set of components that may serve as options for a given
binding decision. Each of these components must be available
to the basestation when handling tuning requests. There are
two problems here: First, the component set is likely to be
large, possibly inﬁnite. Different environmental conditions call
for different implementation choices. Second, the particular
components that should be used during the system’s lifetime
depend on the environmental conditions that will be encoun-
tered — which cannot be known a priori. Hence, the NePTune
approach relies on dynamic code generation. The basestation is
not deployed with static component variants for each binding
choice. Instead, the basestation includes component models
that can be used to generate corresponding implementations.
These models are conﬁgured dynamically based on the col-
lected context data and used to produce tailored realizations.
Hence, NePTune ensures that component implementations are
precisely optimized to the current environment.
At this point it is useful to consider the system architecture
used to support the NePTune approach. The main components
of the architecture are illustrated in Figure 1.
The top section of the ﬁgure illustrates the architecture’s
sensor-tier. The main application is installed by the basesta-
tion and optimized for the current deployment environment,
potentially on a per-node basis. It additionally includes a set of
lightweight performance monitors used to measure the relevant
aspects of network performance. Speciﬁcally, each monitor
is associated with a binding decision and is responsible for
measuring the performance properties relevant to that decision.
When a monitor determines that its performance measures are
3This component should not be confused with the context inspection
application, which is installed independently of the main application image.Main Application
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Fig. 1: NePTune System Architecture
no longer within the allowable range, it signals a request to
reconsider the corresponding binding choice. This is achieved
by issuing a tuning request to the basestation.
When a tuning request is received, the basestation must
collect the context data required to re-evaluate the binding
decision. This is achieved by installing an inspection applica-
tion on the requesting device. In general, a basestation may
receive tuning requests from multiple performance monitors
hosted by a single node. If, for instance, the noise ﬂoor
within a deployment region changes dramatically, it will likely
affect multiple binding decisions. These include decisions
related to network routing, message buffering, and packet
retransmission. Hence, the inspection application installed on
a given node may include multiple context inspectors, each
responsible for collecting the context data relevant to a binding
decision being reconsidered. After the context data has been
received from each inspector, the basestation uses the collected
data to guide re-binding and code generation.
The bottom portion of the ﬁgure highlights the main com-
ponents of the basestation-tier of the NePTune architecture.
First, the basestation includes a skeleton of the application to
be optimized. The skeleton contains all of the implementation
logic that remains invariant across optimization cycles. In
effect, the structure serves as a template, with the portions
of the application subject to optimization serving as template
parameters. To generate an optimized application, the skeleton
is instantiated with appropriate code fragments. We refer to the
code fragments used to instantiate a skeleton as components.
To generate components optimized for the current environ-
ment, the basestation maintains a component generator for
each binding point. The generator associated with a given
binding point is responsible for generating the source code
necessary to optimize performance with respect to the decision
associated with that binding point. Code generation is guided
by a global context snapshot constructed using the basesta-
tion’s context cache. The cache stores context data received
from the inspectors installed during each optimization cycle.
It contains all of the network performance data material to
binding selection. In principle, the cache can store all collected
performance data. In practice, however, only the most recent
data is likely to be relevant to binding selection. Finally, the
basestation maintains a repository of the performance monitors
and context inspectors required by the network application
being optimized.
We conclude this section by emphasizing that the NePTune
approach describes an architecture rather than an implementa-
tion. It does not, for instance, specify requirements on the
representation of a skeleton, a performance monitor, or a
context inspector. Different sensor network systems will call
for different implementations of these concepts.
III. CASE STUDY: RESOURCE UTILIZATION
We now present a case study that demonstrates the NeP-
Tune approach and illustrates its optimization beneﬁts. The
optimization objective is to minimize the memory resources
used by a neighborhood management service developed as
an enhancement to the Dynamic Embedded Sensor-Actuator
Language (DESAL) runtime system [7], [8]. The challenge is
to ensure that each node allocates the optimum storage space to
maintain information about its potential neighbors. We present
the case study in the context of a network testbed environment.
A. System Implementation
The testbed environment consists of a sensor- and a
basestation-tier 4. The sensor-tier consists of 80 Tmote Sky [2]
nodes arranged in a regular grid with 5 rows of 16 nodes each;
nodes are spaced approximately 6 inches apart. The Tmote Sky
platform consists of a 16-bit microcontroller running at 8MHz,
a 2.4GHz ZigBee transceiver, 10kB of RAM, 8kB of ROM,
and 1MB of EEPROM storage. The devices are directly con-
nected to the basestation via USB to simplify reprogramming
and basestation communication. All applications installed on
the network are implemented using TinyOS [3] version 2.0.2,
and nesC [10] version 1.2.8. The basestation is a server-
class machine with an Intel Pentium 4 processor running
at 3GHz with hyperthreading technology and 1GB of main
memory. The hosting operating system is GNU/Linux version
2.6.23 (Gentoo) with simultaneous multithreading enabled.
The Java virtual machine used to host the NePTune server
application is Sun’s Standard Edition Runtime Environment,
version 1.6.0 03. The following paragraphs describe the soft-
ware components hosted at each tier.
Sensor-Tier. The optimization target executed on the
sensor-tier includes a neighborhood management service ini-
tiated at system startup. We deﬁne a node’s neighborhood as
the set of nodes within the incoming transmission range of
the host, with a packet reception rate (PRR) above a speciﬁed
threshold on the associated link. (The latter condition helps to
4The deployment is part of a permanent network testbed described in [9].
Portions of the testbed software infrastructure were leveraged to support device
reprogramming and serial communication.ensure neighborhood stability.) At startup, the host’s neighbor-
hood is empty. Each node broadcasts a beacon message every
∆b seconds. Upon receipt of a beacon from a candidate i, the
beacon counter associated with i, ni, is incremented. (This
counter is initiallized to 0 at boot time.) Every ∆c seconds,
where ∆c >> ∆b, the host determines, for each candidate i,
whether ni is greater than the required threshold. The threshold
is based on the number of packets that could be received during
the period ∆c (∆c/∆b), and the required PRR. If ni is above
the threshold, i is included in the neighbor set. Finally, the
counter is cleared; the process repeats indeﬁnitely.
The neighborhood service uses two multi-bit vectors to
store membership status and beacon count data, respectively.
The data structure reduces storage space by allocating a
ﬁxed number of bits per entry; the number need not be a
multiple of 8. The membership vector contains one bit for
each candidate; A value of 1 at a given position indicates
that the candidate associated with that position is a member
of the host’s neighborhood; a value of 0 indicates a non-
neighbor. Beacon count data is stored in an analogous vector;
the number of bits per entry is based on the maximum number
of beacon messages that could be received during the period
∆c (∆c/∆b). The vector interface provides operations for
accessing individual elements and externalizing vector data.
The service uses a hash function to map each node’s address
to a corresponding vector index. In the simple case, the
function returns the node address as the index. However, this
trivial hashing strategy requires one entry for each node in the
network. In the more interesting case, the function supports
sparse membership; nodes which cannot serve as candidates
are not allocated space within the vectors. This, of course, runs
the risk of allocating too little space, precluding legitimate
candidates from joining a host’s neighborhood.
There are two binding decisions to consider. First, the server
will attempt to optimize the capacity of the bit vectors. Second,
the server will attempt to optimize the hash function used to
index into these vectors. Speciﬁcally, data received from the
inspection application will be used to generate a perfect hash
function. The overall optimization objective is to associate one
vector index per candidate, with no unused vector entries.
The inspection application is responsible for identifying
each host’s candidate set (i.e., the set of nodes that could
participate as neighbors of the host). This set is transmitted
back to the basestation where it is used to determine the
required storage capacity of the vectors and to generate the
corresponding hash function. We investigate two versions of
the inspection application. In the ﬁrst version, the candidate
set includes any node that succeeds in transmitting to the
host. The second version incorporates a PRR threshold check;
the candidate set includes only those nodes above a speciﬁed
threshold. In each case, a value of -1, which is returned by
the hash function when a node cannot be matched to an
index, indicates that a new candidate has been identiﬁed. When
the hash function is used in an optimized application, the
return value of -1 indicates that the application should signal
a tuning request since the candidate set has changed since
the last tuning cycle. In the second version of the inspection
application, a value of -2 indicates that the corresponding node
was heard from during the last tuning cycle, but the associated
link falls below the required PRR threshold. Hence, a tuning
cycle is not required5.
Basestation-Tier. The server application consists of an
application manager that controls program installation, data
collection, program tuning, and dynamic code generation.
When the server is activated, it installs the target application
on the test network. Neighborhood capacity is initialized to
zero, and an empty hash function is used (i.e., returning -
1 regardless of input). In sparse networks, this initialization
choice enables isolated nodes to conserve resources that would
otherwise be devoted to neighborhood management. In the test
environment, however, network density is high. Hence, upon
installation, tuning requests are signaled from every node.
To reduce the number of tuning cycles, tuning requests are
batched by the server. When the ﬁrst tuning request is received,
a timer is set to expire after 30 seconds. If another request
is received before it expires, the timer is reset. This process
continues until the timer does expire, at which point a tuning
cycle is initiated.
The tuning cycle begins with the server installing the
inspection application on the test network. Note that the
requesting nodes are the only nodes affected; non-requesting
nodes continue to execute the target application6. The appli-
cation allocates space to record information about the entire
network, treating all nodes as candidates. While the approach
is not suitable for a target application, the allocation strategy
is acceptable. Context inspectors can consume all available
resources without interfering with the target application.
When the inspection application has been installed on the
network, the application manager establishes a serial link to
each node and signals the network to begin context inspection.
(Context inspection and its corresponding application may
involve only a subset of the network.) After the server allows
the inspection process to continue for 12 minutes, it sends
requests to retrieve the collected context data. In response,
each node transmits its candidate set to the basestation, which
uses the data to update its context cache. In this application, the
cache consists of the candidate set associated with each node.
The serial links are then disconnected, and the updated cache
is used to determine the required neighborhood capacities and
to generate the new hash function. The application skeleton is
then instantiated for each node based on the corresponding
capacity requirements and hash function. The instantiated
applications are compiled and installed, optimizing memory
5There is a subtle issue here: Consider a node n that falls below the required
PRR threshold during a tuning cycle. After the optimized application has been
installed, node n might increase its transmission strength. Its PRR to a given
host, h, is likely to increase, perhaps above the required threshold. However,
node h will not trigger a tuning cycle based on this signaling strategy. Node
n can be reconsidered as a candidate during the next cycle — but the cycle
can only be initiated by a new node transmitting to h.
6The inspection application shares the beacon message structure used by
the target application, which enables the inspector to collect data consistent
with the live application.usage on a per-node basis.
Finally, the server re-establishes a serial link to each node,
and begins monitoring the network for tuning requests. Over
time, the arrival rate of tuning requests should decrease as the
nodes within the network approach their optimal conﬁguration.
We emphasize that the program images are likely to vary
across the network. Interior nodes, for instance, will typically
have more candidates than nodes on the perimeter of the grid.
B. Experimental Results
We now analyze the performance of the test system. Ex-
perimental results collected using both implementations of the
inspection application are reported. The beaconing period, ∆b,
was 10 seconds across all experiments. The radio power level
of each device was set to the lowest value, -40.97dBm, to
emulate a more geographically distributed environment.
For the ﬁrst scenario, we tested the system’s performance
using version 1 of the inspection application, which does not
impose a PRR threshold on the candidate set. The results are
somewhat surprising. Even at the lowest power level, every
node receives a message from every other node almost im-
mediately. Consequently, the network stabilizes after a single
tuning cycle. Each node records a candidate set that includes
the entire network (except itself), and relays this information
to the basestation. The basestation in turn generates a neigh-
borhood service implementation that allocates space for the
whole network and uses a trivial indexing function.
From the perspective of continuous optimization, the ex-
perimental results collected using the second version of the
inspection application are more interesting. In this scenario,
we ran one set of experiments using a PRR threshold of 71%,
and another using a threshold of 91%. The checking period,
∆c, was 70 seconds in the ﬁrst case, and 150 seconds in the
latter. The results are summarized in Figure 2.
Notice that in each case the system took approximately 15
hours to stabilize. The number of tuning cycles performed
during this period was relatively low (exactly 27 cycles). More
important, 15 hours is a small percentage of a network’s
lifetime for most deployment scenarios.
Figures 2a and 2b summarize the average neighborhood
capacity and size across the network, measured in terms of
vector entries7. The main result is that the NePTune approach
reduces the required storage capacity by approximately 50%
and 60% with a PRR threshold of 71% and 91%, respectively
(when compared to an un-optimized application). Note that
there is still unused capacity. The average neighborhood size
is 27 and 19 for the 71% and 91% cases, respectively —
well below the size of the network. This additional capacity
is required to handle nodes in the transitional region near
the PRR threshold. These nodes, we speculate, periodically
transition in and out of one or more neighborhoods.
7The decrease in average neighborhood size over time may seem surpris-
ing. This is an artifact of the reprogramming strategy. To avoid USB bus
contention, the network is reprogrammed sequentially, 8 nodes at a time. As
additional nodes join the network, congestion increases, and the average PRR
is reduced network-wide. The average neighborhood size falls proportionally.
Figures 2c and 2d summarize the corresponding standard
deviation values. As one would expect, neighborhood size and
capacity are (marginally) less variable when the PRR threshold
is increased. This is explained by the observation that high-
quality links tend to experience low variability over time as
compared to their mid-quality counterparts [6].
Finally, Figures 2e and 2f summarize the pattern of tuning
requests received over time. Initially, a large number of re-
quests are signaled from the network since each node begins
with zero capacity. As knowledge of the candidate set is im-
proved at each host, and capacity is correspondingly increased,
the number of nodes requiring a tuning cycle decreases. Hence,
the overall trend is decreasing, with no additional requests
received between hours 15 and 18, indicating that the network
has stabilized. We speculate that the spikes in the graph are
due to increased external interference or the presence of new
obstructions (e.g., graduate students).
IV. RELATED WORK
We claim that the NePTune approach represents a new
paradigm for sensor network development. This is supported
by the literature. There has been no prior work exploring
techniques for generating optimized network implementations
based on performance feedback. Other authors have, however,
considered sensor network optimization, as well as runtime
adaptation mechanisms. We summarize key results.
Network Optimization. Khanna et al. describe an approach
to minimizing network energy consumption by optimizing the
placement of network clusters and selecting efﬁcient routing
paths to basestation nodes [11]. Their approach relies on a
genetic algorithm that assigns node responsibilities at runtime.
Braginsky and Estrin describe a protocol for routing event
queries to event regions [12]. The protocol relies on agents
that traverse the network to establish event routing paths;
routing tables are updated when shorter paths are identiﬁed.
Protocol parameters can be adjusted to trade-off delivery
reliability with energy consumption.
Cerpa and Estrin describe an adaptive protocol for managing
network participation in a multi-hop context to conserve
energy and prolong network lifetime [13]. The approach relies
on over-provisioning of the physical network, with adaptive
selection and duty-cycling of the nodes that participate in
the topology. Network parameters such as loss rate and node
density guide the decisions.
Karnik and Kumar describe an analytical model for opti-
mizing sensor network throughput and demonstrate the signif-
icance of network topology and transmission rate parameters
using this model [14]. Several algorithms for choosing optimal
values for these parameters are presented, along with corre-
sponding simulation results.
As compared to our work, these authors focus on speciﬁc
optimization problems with few optimization parameters. By
contrast, NePTune is a generalized framework applicable to a
range of optimization tasks. Further, while these techniques
support parameter tuning, there is no equivalent notion of
implementation tuning. 0
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Fig. 2: Optimization Performance
Adaptation Mechanisms. Several authors have discussed
the importance of runtime adaptation in sensor networks
and proposed supporting mechanisms. One approach is to
reprogram the target network. Hui and Culler describe Deluge,
a whole-network, whole-image reprogramming protocol [15].
Deluge provides facilities for disseminating program images
and ensuring execution consistency across the network. Han et
al. describe SOS, a sensor network operating system with
support for dynamic linking and loading [16]. Facilities are
provided for deploying new program modules at runtime and
for uninstalling unused program modules.
A related approach relies on lightweight program interpre-
tation using compact instruction sets. Levis and Culler de-
scribe Mat´ e, a virtual machine for resource-constrained sensor
nodes [17]. The platform provides facilities for propagating
program capsules throughout a network. Each capsule contains
up to 24 high-level virtual machine instructions executed in
response to Mat´ e events. Adaptation is achieved by installing
new program capsules at runtime. Corsini et al. describe a
similar approach, but focus only on data processing [18]. Their
virtual machine serves as a conﬁgurable data interceptor that
wraps the host’s ADC driver.
These authors focus on the adaptation mechanisms them-
selves, rather than the use of the mechanisms in optimizing
network performance. It is worth noting, however, that these
mechanisms could be used to implement the reprogramming
phase in a realization of the NePTune architecture. We intend
to explore this possibility as part of our future work.V. CONCLUSION
We began with the observation that the performance of
sensor network systems could be improved if developers
were endowed with detailed knowledge of target deploy-
ment environments. Increased a priori knowledge of network
characteristics would enable system designers to make better
implementation choices, choices that would tailor systems to
their target environments. But the inherent dynamism of in situ
networks makes this impossible. The characteristics material to
network performance cannot be accurately predicted. Further,
these characteristics vary due to changes in network load, fault
patterns, external interference, and other factors. Periodic in
situ inspection is required to gauge these characteristics with
high ﬁdelity, after a system has been deployed.
To enable developers to leverage a posteriori measurement
data in an a priori manner, we presented NePTune, a new ap-
proach to optimizing sensor networks. The approach calls for a
control loop optimization process and supporting system archi-
tecture. When applied, network development spans two tiers:
the sensor-tier and the basestation-tier. Network basestations
are responsible for generating the application images installed
on lower-tier devices. These devices are in turn responsible
for monitoring the performance characteristics material to
network optimization. When a node determines that system
performance is no longer acceptable, an optimization cycle is
triggered at the basestation. The cycle involves collecting the
relevant network context data, generating new program images
optimized for the current environment, and reprogramming the
affected devices. We explored the efﬁcacy of the approach
using a prototype system in which NePTune was applied to
minimize the memory usage of a neighborhood management
service. Experiments conducted on a testbed consisting of 80
nodes indicate a promising future for the approach — memory
usage was reduced by as much as 50%-60% as compared to
the original service implementation.
NePTune represents a new paradigm for developing sensor
network systems. While the case-study results are exploratory,
they suggest a promising future. There are myriad facets of
system performance that could beneﬁt from the optimization
approach — from resource utilization, to network yield, to
fault recovery. But beyond improving performance, the ap-
proach may actually reduce the difﬁculty of developing sensor
network systems. This claim is based on the hypothesis that
much of the development difﬁculty associated with these
systems stems from imperfect knowledge of the intended
deployment environments. Network developers are tasked with
constructing services to identify stable neighborhoods, reliable
basestation routes, efﬁcient fusion points, etc. Implement-
ing these services on resource-constrained platforms presents
signiﬁcant challenges, both in terms of resource usage and
system complexity. Deferring these tasks to a resource-rich
basestation, which in turn deploys simpliﬁed device images,
is likely to offer signiﬁcant beneﬁts.
There is much work that remains to evaluate NePTune’s
suitability as a new development paradigm. First, we plan
to apply the approach to additional optimization problems.
As a starting point, we plan to apply NePTune to identify
network routing structures that maximize yield in a standard
monitoring network. Second, we plan to explore the tradeoff
between the beneﬁts afforded by reprogramming a device with
an optimized image and the energy required to transmit and
install the image. Developing appropriate control mechanisms
to balance performance optimization and network longevity is
an important component of future work.
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