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Abstract
In the paper we study the existence and uniqueness of bounded solutions for differential equations of
the form: x′ − Ax = f (t, x), x′′ − Ax = f (t, x), where A ∈ L(Rm), f :R×Rm →Rm is a Carathéodory
function and the homogeneous equations x′ −Ax = 0, x′′ −Ax = 0 have nontrivial solutions bounded on R.
Using a perturbation of the equations, the Leray–Schauder Topological Degree and Fixed Point Theory, we
overcome the difficulty that the linear problems are non-Fredholm in any reasonable Banach space.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
We shall study the existence of a solution bounded on R of the differential equations
x′′ −Ax = f (t, x), (1)
x′ −Ax = f (t, x), (2)
with x′ − Ax, x′′ − Ax denoted by L (linear part) and the nonlinear part, the operator
x → f (·, x(·)), denoted by N (in the appropriate function spaces).
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work in the Banach space BC(R,H)—the space of all bounded continuous functions x :R→ H
with the norm
‖x‖∞ = sup
t∈R
∥∥x(t)∥∥,
then the operator L for Eqs. (1) and (2) is actually non-Fredholm because the range of L is
not a closed subspace in any reasonable Banach space. For instance, the existence of bounded
solutions on R for the equation x′ = h(t) (A = 0, h :R → R) means that h is an element of
the range of L iff we have supt∈R |
∫ t
0 h(s) ds| < ∞; this condition is not satisfied for every
continuous and bounded functions h and if it is satisfied, then all solutions are bounded. It is
the case when we cannot use the Green function (like in [1,2,5]) and moreover we cannot apply
the scheme of Mawhin (cf. [7,4]). Therefore for the existence of solutions we need additional or
stronger assumptions.
Our technique involves a family of equations dependent on a real parameter λ ∈ [0, λ1],
namely we shall use the perturbation of the linear part L
x′ −Ax + λPx = f (t, x),
x′′ −Ax + λPx = f (t, x),
where P is a linear projector. Then, for λ = 0, we get the studied equations with a non-Fredholm
operator, and, for λ > 0, the linear part is invertible (we can use Fixed Point Theory or Leray–
Schauder Degree Theory, cf. [3,6,7]).
In this paper we will consider Eqs. (1) and (2) with the assumption, that the function
f :R × Rm → Rm is a Carathéodory function: a map measurable with respect to the first vari-
able, continuous with respect to the second one and complying with the condition that for any
r ∈ R there exists a locally integrable function Mr :R → R that ‖f (t, x)‖Mr(t) for ‖x‖ r .
We shall obtain existence and uniqueness of bounded solutions on R for Eqs. (1) and (2), using
the technique mentioned above.
2. Preliminaries
2.1. Some useful theorems, lemmas and remarks
Before considering the main results of this paper, let us recall and produce few theorems
and lemmas. Firstly, we will formulate the criterion of compactness in the space BC(R,E)
(E—a Banach space).
Theorem 2.1. (See [8].) A set D ⊂ BC(R,E) is relatively compact, if
(1◦) {x(t): x ∈ D} is relatively compact in E for any t ∈R,
(2◦) for each a > 0, the family Da := {x|[−a,a]: x ∈ D} is equicontinuous,
(3◦) D is stable at ±∞, that means
∀ε>0 ∃T>0, δ>0
{‖x(T )− y(T )‖ δ ⇒ ‖x(t)− y(t)‖ ε for t  T ,
‖x(−T )− y(−T )‖ δ ⇒ ‖x(t)− y(t)‖ ε for t −T ,
where x and y are arbitrary functions in D.
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Secondly, we need estimates for the norm of the exponential function of the operator A. Let
A ∈ L(X) and SpA ⊂ {λ: Reλ < 0}. Then, for any ν such that Reλ < −ν for all λ ∈ SpA, we
find N > 0 for which∥∥eAt∥∥< Ne−νt (t > 0)
(cf. [1]). In the case when X =Rm and A is self-adjoint operator, the condition for the spectrum
of A means that SpA ⊂ (−∞,0) and it is a finite set.
Next, we shall say that measurable function f :Ω →Rm is essentially bounded, if there exists
the set P of the zero measure that f is bounded on the set Ω \ P. Then
ess sup
t∈Ω
∣∣f (t)∣∣
will mean
inf
{
M: μ
{
t ∈ Ω: ∣∣f (t)∣∣M}= 0}.
By L∞(Ω) we shall denote the space of the equivalent classes of the functions f :Ω → Rm,
which are essentially bounded (f ∼ g ⇔ f = g almost everywhere). It is the linear space with
the norm
‖f ‖L∞ = ess sup
t∈Ω
∣∣f (t)∣∣
and complete.
In the end, we consider a nonlinear operator S : BC(R,Rm) → BC(R,Rm) given by
Sx(t) :=
+∞∫
−∞
G(t, s)f
(
s, x(s)
)
ds. (3)
Suppose that G :R×R→ L(Rm) satisfies the following conditions:
(a) it is a continuous function for t = s,
(b) there exist finite limits lims→t+ G(t, s), lims→t− G(t, s),
(c) ‖G(t, s)‖Ne−α|t−s| for every t, s ∈R, where N and α are positive constants.
Theorem 2.2. Suppose that f :R × Rm → Rm is a Carathéodory function and there exists
a bounded measurable function b :R → Rm such that for any M,ε > 0 there exists T > 0 such
that ‖f (t, x)− b(t)‖ ε, where ‖x‖M , |t | T and conditions (a)–(c) hold. Then operator S
given by (3) is completely continuous.
Proof. The proof is due to [8] with the small change: f is not continuous but it is a Carathéodory
function. 
Remark 1. When we suppose existence of measurable function b :R → Rm, which satis-
fies condition ‖f (t, x) − b(t)‖  ε for ‖x‖  M, |t |  T , we can take really any element
b ∈ L∞(R)/∼—the space of equivalency class with relation ∼ defined by
b ∼ b′ ⇐⇒ lim
T→+∞ ess sup|t |T
∥∥b(t)− b(t ′)∥∥= 0.
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∀M>0 ∃mM : R→R
∥∥g(t, x)∥∥mM(t)
for every t ∈ R and ‖x‖  M, where mM is an integrable function, then operator
S : BC(R,Rm) → BC(R,Rm) given by
Sx(t) =
t∫
−∞
g
(
s, x(s)
)
ds
is completely continuous.
Proof. It easy to see that S : BC(R,Rm) → BC(R,Rm) and it is continuous.
We shall show that the image of {x ∈ BC(R,Rm): ‖x‖∞ M} under S is relatively compact.
We prove the conditions (1◦)–(3◦) of Theorem 2.1.
Take t ∈R and ε > 0. Since∥∥∥∥∥
t∫
−∞
g
(
s, x(s)
)
ds
∥∥∥∥∥
∣∣∣∣∣
+∞∫
−∞
mM(s)ds
∣∣∣∣∣< ∞,
then the set At := {Sx(t): ‖x‖∞ M} is relatively compact in Rm for any t ∈R.
Now for any a > 0 and ε > 0 we have an estimation
∥∥Sx(t ′)− Sx(t)∥∥= ∥∥∥∥∥
max{t,t ′}∫
min{t,t ′}
g
(
s, x(s)
)
ds
∥∥∥∥∥
max{t,t ′}∫
min{t,t ′}
mM(s)ds  ε
for ‖x‖∞  M and t, t ′ ∈ [−a, a], |t − t ′| < δ. We see that the functions from the set
{Sx|[−a,a]: ‖x‖∞ M} are equicontinuous.
Finally, take ε > 0. There exists T > 0 such that
∫
|s|>T mM(s) ds 
ε
4 . Fix ‖x‖∞,‖y‖∞ M ,
δ = ε2 . If t −T , then
∥∥Sx(t)− Sy(t)∥∥ t∫
−∞
∥∥g(s, x(s))− g(s, y(s))∥∥ds  2 t∫
−∞
mM(s)ds 
ε
2
< ε,
but if t  T , then for ‖Sx(T )− Sy(T )‖ δ we have∥∥Sx(t)− Sy(t)∥∥ ∥∥Sx(T )− Sy(T )∥∥+ 2 ∫
s>T
mM(s) ds 
ε
2
+ ε
2
= ε. 
Remark that Theorem 2.2 is not the consequence of this lemma, because∥∥G(t, s)f (s, x)∥∥Ne−α|t−s|MM(s)
and the right-hand side does not have to be integrable.
3. Existence of solutions
Consider now A ∈ L(Rm)—a self-adjoint operator (i.e. A∗ = A). Then SpA = σ− ∪ σ0 ∪ σ+
(where λ ∈ σ− means that SpA  λ < 0; λ ∈ σ+ means that SpA  λ > 0 and σ0 = {0}).
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subspaces, such that exp tA|H− → 0, when t → +∞, exp tA|H+ → 0, when t → −∞, with
an exponential rate of convergence. Denote by P+,P0,P− the projectors onto corresponding
subspaces. Then P+ + P0 + P− = I. Next, denote f0 := P0 ◦ f , f+ := P+ ◦ f , f− := P− ◦ f
for the function f :R × Rm → Rm. We shall use also the notation x = (x+, x0, x−), where
x+ := P+x, x− := P−x, x0 := P0x (cf. [1]). Moreover, denote β := 12 min{λ: λ ∈ σ+} and
α := − 12 max{λ: λ ∈ σ−}.
3.1. Existence of solutions for the first-order equations
Theorem 3.1. If A ∈ L(Rm) is a self-adjoint operator and 0 is its eigenvalue, f :R×Rm →Rm
is a Carathéodory function and
(1◦) limt→±∞ ‖f (t, x)‖ = 0 (uniformly for ‖x‖ L for every L > 0);
(2◦) ∃M+>0 ∀t∈R,‖x+‖M+ (x+, f+(t, x)) 0;
(3◦) ∃M−>0 ∀t∈R,‖x−‖M− (x−, f−(t, x)) 0;
(4◦) ∃M0>0 ∀t∈R,‖x0‖M0 (x0, f0(t, x)) 0 (or (x0, f0(t, x)) 0),
then the equation
x′ −Ax = f (t, x) (4)
has a solution bounded on R.
Proof. Equation (4) can be written down in the following form:⎧⎪⎨⎪⎩
x′+ = Ax+ + f+(t, x),
x′0 = f0(t, x),
x′− = Ax− + f−(t, x),
where x = (x+, x0, x−).
Step 1. For λ > 0 we perturb the equation and we embed it in the family continuously depend-
ing on the real parameter μ ∈ [0,1]:⎧⎪⎨⎪⎩
x′+ = Ax+ +μf+(t, x),
x′0 = −λx0 +μf0(t, x),
x′− = Ax− +μf−(t, x).
(5)
Then the system of corresponding integral equations has the form:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x+(t) = −μ
∞∫
t
exp
[
A(t − s)]f+(s, x(s))ds,
x0(t) = μ
t∫
−∞
exp
[−λ(t − s)]f0(s, x(s))ds,
x−(t) = μ
t∫
exp
[
A(t − s)]f−(s, x(s))ds.
(6)−∞
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ponent operators and assumption (1◦). It is sufficient to prove that there exist solutions for
system (6). For μ ∈ [0,1], define a function
hμ : BC(R,H+ ⊕H0 ⊕H−) → BC(R,H+ ⊕H0 ⊕H−)
by the formula
hμ(x+, x0, x−)(t) =
(
x+(t) +μ
∞∫
t
exp
[
A(t − s)]f+(s, x(s))ds,
x0(t)−μ
t∫
∞
exp
[−λ(t − s)]f0(s, x(s))ds,
x−(t)−μ
t∫
−∞
exp
[
A(t − s)]f−(s, x(s))ds).
Then hμ = I − μSλ, where Sλ : BC(R,H+ ⊕ H0 ⊕ H−) → BC(R,H+ ⊕ H0 ⊕ H−) is defined
by the right-hand side of system (6) and is completely continuous according to Theorem 2.2 and
assumption (1◦).
Now, we show that hμ(x+, x0, x−) = 0 has no solution for μ ∈ [0,1] and x = (x+, x0, x−) be-
longing to the boundary of the product of the balls B = B(0, M̂+)×B(0, M̂0)×B(0, M̂−), that is
∂B = ∂B(0, M̂+)×B(0, M̂0)×B(0, M̂−)∪B(0, M̂+)× ∂B(0, M̂0)×B(0, M̂−)∪B(0, M̂+)×
B(0, M̂0)× ∂B(0, M̂−), for M̂+ > M+, M̂− > M−, M̂0 > M0, where M+,M0,M− are the pos-
itive constants from conditions (2◦)–(4◦).
Suppose that there exists a solution of the equation hμ(x+, x0, x−) = 0 with μ ∈ (0,1] and
x ∈ ∂B. Then x+ ∈ ∂B(0, M̂+) or x0 ∈ ∂B(0, M̂0), or x− ∈ ∂B(0, M̂−).
Consider the case when x+ ∈ ∂B(0, M̂+). Let ϕ+ :R → R be defined by ϕ+(t) = ‖x+(t)‖2.
Then (by (2◦)) for almost every t , for which ϕ+(t)M2+, we have
ϕ′+(t) = 2
(
x+(t), x′+(t)
)
= 2(x+(t),μf+(t, x(t))+Ax+(t))
= 2μ(x+(t), f+(t, x(t)))+ 2(x+(t),Ax+(t))
 2μ
(
x+(t), f+
(
t, x(t)
))+ 2βϕ+(t) 2βϕ+(t).
Since x+ ∈ ∂B(0, M̂+), then for some t0 ∈ R the inequality ϕ+(t0)M2+ holds and for t > t0,
such that ϕ+(t)M2+, we get
t∫
t0
ϕ′+(s) ds 
t∫
t0
2βM2+ ds,
ϕ+(t) ϕ+(t0)+ 2βM2+(t − t0). (7)
As a consequence, for almost every t > t0 is ϕ+(t)M2+, i.e. we can use the above estimations.
From inequality (7) we get that ϕ+(t) → +∞ as t → +∞, which contradicts the boundedness
of this function.
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∂B(0,M0) and x− ∈ ∂B(0,M−) with μ > 0 (condition h0(x) = 0 means that x = 0, which
excludes x ∈ ∂B). We use conditions (4◦) or (3◦). Therefore, by the properties of the Leray–
Schauder topological degree,
d(h1,B,0) = d(hμ,B,0) = d(h0,B,0) = 1,
i.e. system (5) with μ = 1 has a solution in B.
Step 2. Now let λn → 0 and let xn = (xn+, xn0, xn−) denote a bounded solution of system (6)
with λ = λn. Let (xn) be a bounded sequence. There exists a positive constant L such that
‖xn‖∞  L. We shall show that the functions xn are equicontinuous on compact sets.
For xn+ we fix a > 0, ε > 0 and take T1 (from the condition (1◦)), such that∥∥f+(s, x)∥∥ 1 for ‖x‖L, |s| > T1.
Next, we take T  T1, such that∫
|s|>T
e−β|t−s| ds  ε
3 · 2 ·Nβ
for every t ∈ [−a, a]. By similarly reasoning as in the proof of Theorem 2.2, we get existence of
δ > 0, such that for |h| δ holds the inequality:∥∥exp[A(t + h− s)]− exp[A(t − s)]∥∥ ε ·(12 ∫
|s|T
ML(s) ds
)−1
for every |s|  T and either t, t + h ∈ [−a,min(s, a)) or t, t + h ∈ (max(s,−a), a]. Finally, if
‖xn‖ L and t, t + h ∈ [−a, a], |h| δ, then∥∥xn+(t + h)− xn+(t)∥∥

( ∫
|s|T , s /∈[t,t+h]
+
∫
|s|T , s∈[t,t+h]
)∥∥exp[A(t + h− s)]− exp[A(t − s)]∥∥
· ∥∥f+(s, xn(s))∥∥ds
+
∫
|s|>T
∥∥exp[A(t + h− s)]− exp[A(t − s)]∥∥ · ∥∥f+(s, xn(s))∥∥ds
+
t+h∫
t
∥∥exp[A(t − s)]∥∥ · ∥∥f+(s, xn(s))∥∥ds
 ε
12
∫
|s|T ML(s) ds
·
∫
|s|T , s∈[t,t+h]
ML(s) ds + 2Nβ
∫
|s|T , s∈[t,t+h]
ML(s) ds
+ 2Nβ
∫
|s|>T
sup
|t |a
e−β|t−s|
∥∥f+(s, xn(s))∥∥ds +Nβ t+h∫
t
ML(s) ds
 ε
12
+ 2Nβ · ε12N + 2Nβ
ε
3 · 2 ·N · 1 +Nβ ·
ε
12N
= 8
12
ε < εβ β β
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t
ML(s) ds‖ ε12Nβ with s ∈ [t, t + h], |h| δ, if we make δ less, in need).
Our reasoning is similar when proving, that functions xn−|[−a,a] are equicontinuous.
Now, consider the case of xn0. Take a, ε like before. Since λn → 0, then there exists δ > 0,
such that |e−λnh − 1| ε2·L for |h| < δ and for every n and
∫ t+h
t
ML(s) ds  ε6 · e−λnδ. Then, for
t ∈ [−a, a] we obtain∥∥xn0(t + h)− xn0(t)∥∥

∥∥∥∥∥
t+h∫
−∞
(
e−λn(t+h−s) − e−λn(t−s))f0(s, xn(s))ds
∥∥∥∥∥+
∥∥∥∥∥
t+h∫
t
e−λn(t−s)f0
(
s, xn(s)
)
ds
∥∥∥∥∥

∥∥∥∥∥
t∫
−∞
e−λn(t−s)
(
e−λnh − 1)f0(s, xn(s))ds
∥∥∥∥∥
+ 3e−λnh
t+h∫
t
sup
|t |a
e−λn(t−s)
∥∥f0(s, xn(s))∥∥ds

∣∣e−λnh − 1∣∣∥∥xn0(t)∥∥+ 3 t+h∫
t
ML(s) ds 
∣∣e−λnh − 1∣∣ ·L+ 3 · ε
6
 ε
2 ·L ·L+ 3 ·
ε
6
= ε.
Therefore, the functions xn are equicontinuous on compact sets. Now, by the Arzéla–Ascoli
criterion, which can be applied due to the above arguments, we can choose a subsequence (x1n)
uniformly convergent on the interval [−1,1]. The same reasoning can be repeated inductively to
get a sequence (xkn)n∈N uniformly convergent on the interval [−k, k] for any k ∈N. The diagonal
subsequence (xkk )k∈N =: (yk)k∈N is, obviously, uniformly convergent in any compact subset on R
to some function x. We shall prove that x is a solution of Eq. (4).
Take any closed interval [a, b] ⊂R. It is left to the reader to see that f (t, yk(t)) converges to
f (t, x(t)) for almost every t ∈ [a, b]. Furthermore, for y′k(t) given by⎧⎪⎨⎪⎩
y′k+(t) = A|H+yk+(t)+ f+
(
t, yk(t)
)
,
y′k0(t) = −λkyk0(t) + f0
(
t, yk(t)
)
,
y′k−(t) = A|H−yk−(t)+ f−
(
t, yk(t)
)
,
we have for almost every t ∈ [a, b]:∥∥y′k+∥∥ ‖A|H+yk+‖ + ∥∥f+(t, yk)∥∥ ‖A|H+‖ ·L+ML(t),∥∥y′k0∥∥ sup
k∈N
|λk|‖yk0‖ +
∥∥f0(t, yk)∥∥ sup
k∈N
|λk| ·L+ML(t),∥∥y′k−∥∥ ‖A|H−yk−‖ + ∥∥f−(t, yk)∥∥ ‖A|H−‖ ·L+ML(t).
Hence, for L̂ = max{‖A|H+‖ · L, supk∈N |λk| · L,‖A|H−‖ · L} we get ‖y′k‖  L̂ + ML(t) for
t ∈ [a, b] and
yk(t) =
t∫
y′k(s) ds + yk(a).a
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x(t) =
t∫
a
lim
k→∞y
′
k(s) ds + lim
k→∞yk(a) =
t∫
a
[
Ax(s) + f (s, x(s))]ds + x(a)
for almost every t ∈ [a, b], i.e. x′(t) = Ax(t)+ f (t, x(t)).
Step 3. In the last part of the proof we shall show that the sequence xn is bounded. Suppose that
this sequence is unbounded. Then at least one of the sequences (xn+), (xn0), (xn−) is unbounded.
If a sequence (xn+) is unbounded, then, for some n, we have ‖xn+‖∞ > M+. Define the
function ϕ+ :R→R by ϕ+(t) = ‖xn+(t)‖2. From condition (2◦) we get
ϕ′+(t) = 2
(
xn+(t), x′n+(t)
)= 2(xn+(t), f+(t, xn(t))+Axn+(t))
= 2(xn+(t), f+(t), xn(t))+ 2(xn+(t),Axn+(t)) 2β∥∥xn+(t)∥∥2 = 2βϕ+(t)
for almost every t, such that ϕ+(t) M2+. If ϕ+(t0) was large enough (> M2+), we would get
(by integrating inequality ϕ′+(t) 2βϕ+(t) for t > t0):
t∫
t0
ϕ′+(s)
ϕ+(s)
ds 
t∫
t0
2β ds
and
ϕ+(t) ϕ+(t0)e2β(t−t0).
It means that ϕ+(t) → +∞ for t → ∞, which contradicts the boundedness of xn+.
In this way, by condition (3◦) and by the definition ϕ−(t) = ‖xn−(t)‖2 for ‖xn−‖∞ > M−,
we get
ϕ′−(t)−2αϕ−(t).
By integrating the above inequality for t < t0 (for ϕ−(t0) > M2−), we get
ϕ−(t) ϕ−(t0)e2α(t0−t),
which means: ϕ−(t) → +∞, for t → −∞ and xn− cannot be bounded.
To show that the sequence (xn0) cannot be unbounded we define the function ϕ0 :R → R by
ϕ0(t) = ‖xn0(t)‖2, where ‖xn0‖∞ > M0, as n is fixed. Form condition (4◦) we get
ϕ′0(t) = 2
(
xn0(t), x
′
n0(t)
)= 2(xn0(t), f0(t, xn(t))− λnxn0(t))
= −2λn
∥∥xn0(t)∥∥2 + 2(xn0(t), f0(t, xn(t)))−2λnϕ0(t).
As before, by integrating the inequality ϕ′0(t)−2λnϕ(t) for t < t0, we get
ϕ0(t) ϕ0(t0)e2λn(t0−t).
Then we get the contradiction with the fact that t → −∞, implies ϕ0(t) → +∞ and xn0 is
bounded.
If we use the optional condition (x0, f0(t, x))  0, then the second equation in (5) should
have the form:
x′0 = λx0 +μf0(t, x).
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x0(t) = −μ
∞∫
t
exp
[
λ(t − s)]f0(s, x(s))ds,
for the second equation of system (6) and the inequality
ϕ′0  2λnϕ0(t),
for Step 3. 
Remark 2. We see that the bounded and measurable function b :R → Rm from Theorem 2.2,
which satisfies
lim|t |→+∞b(t) = 0,
we can replace (from the condition ‖f (t, x) − b(t)‖ ε for ‖x‖M, |t | T ) by any function
b′ ∈ L∞(R)/∼, which is in relation with b. So, we can use the zero function, as well. However,
if there exists the sequence |tn| → ∞ for n → ∞, for which ‖b(tn)‖  ε for some ε > 0, then
the conditions (2◦), (3◦), or (4◦) contradicts (1◦).
Theorem 3.2. If A ∈ L(Rm) is a self-adjoint operator, 0 is its eigenvalue, f :R × Rm → Rm
is the bounded Carathéodory function and f satisfies conditions (1◦) and (4◦) of Theorem 3.1,
then Eq. (4) has a solution bounded on R.
Proof. Step 1. Like in the proof of Theorem 3.1, we write Eq. (4) as the system (6) (with the
constant μ = 1). Operator Sλ : BC(R,H+ ⊕ H0 ⊕ H−) → BC(R,H+ ⊕ H0 ⊕ H−) given by the
right-hand side of the system (with constant μ = 1) is completely continuous by Theorem 2.2
and condition (1◦). Since for λ > 0
‖P+ ◦ Sλx‖∞  sup
t∈R
∞∫
t
∥∥exp[A(t − s)]∥∥ · ∥∥f+(s, x)∥∥ds
 sup
t∈R
∞∫
t
Nβe
− β2 (s−t)
∥∥f+(s, x)∥∥ds  2Nβ
β
sup
s,x
∥∥f+(s, x)∥∥R1
(and analogously P− ◦ Sλx  2Nαα sups,x ‖f−(s, x)‖R3),
‖P0 ◦ Sλx‖ sup
t∈R
t∫
−∞
exp
[−λ(t − s)]∥∥f0(s, x)∥∥ds  1
λ
sup
s,x
∥∥f0(s, x)∥∥R2,
for some positive R1, R2, R3, then for every λ > 0 operator Sλ maps the ball B(0,R1) ×
B(0,R2) × B(0,R3) =: B into itself. Due to the Schauder Fixed Point Theorem we get the
existence of a solution of the system (6) in BC(R,Rm).
We cannot expect a priori that xλ, λ > 0, is a bounded family because the radius R2 of the
ball B(0,R2) tends to infinity as λ → 0.
Step 2. That part of the proof is the same like in Theorem 3.1.
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is unbounded. Let take (xn+) and define ϕ+ :R→R by ϕ+(t) = ‖xn+(t)‖2. Then
ϕ′+(t) = 2
(
xn+(t), x′n+(t)
)= 2(xn+(t), f+(t, xn(t))+Axn+(t))
= 2(xn+(t), f+(t, xn(t)))+ 2(xn+(t),Axn+(t)) β∥∥xn+(t)∥∥2 − 2C∥∥xn+(t)∥∥,
where C = supt,x ‖f (t, x)‖. Since the function x → βx2 − 2Cx tends to +∞, as x → +∞,
then for ϕ+(t0), large enough, we get for t > t0,
ϕ′+(t) > ε > 0,
which means: ϕ+(t) → +∞, as t → +∞. It is contradiction with the fact that the functions xn+
are bounded. For the sequence (xn−) we define the function ϕ− :R→ R by ϕ−(t) = ‖xn−(t)‖2.
By similar reasoning, we get
ϕ−(t)−α
∥∥xn−(t)∥∥2 + 2C∥∥xn−(t)∥∥.
Since x → −αx2 + 2Cx tends to −∞, as x → +∞, then for ϕ−(t0), large enough, we obtain
ϕ′−(t) < ε < 0, for t > t0.
To prove that (xn0) cannot be unbounded our reasoning is similar as in the proof of Theo-
rem 3.1 (condition (4◦)). 
3.2. Existence of solutions for the second-order equations
Now, we shall consider the existence of solutions bounded on R for the second-order equa-
tions. We remark that it is not equivalent to the looking for the bounded solutions for the equation:{
x′ = y,
y′ = Ax + f (t, x),
like in previous subsection, because we would obtain solutions which are bounded and their first
derivative is bounded.
Theorem 3.3. If A ∈ L(Rm) is a self-adjoint operator and 0 is its eigenvalue, f :R×Rm →Rm
is the Carathéodory function, satisfies conditions (1◦) and (2◦) of Theorem 3.1 and
(3◦) ∃M0>0 ∀t∈R,‖x0‖>M0 (x0, f0(t, x)) 0;
(4◦) ∃mˆ : R→R‖f−(t, x)‖ mˆ(t) for t ∈R, x ∈Rm,
where mˆ is integrable on R, then the equation
x′′ −Ax = f (t, x) (8)
has a solution bounded on R.
Proof. Equation (8) can be written down (like in previous subsection) in the following form:⎧⎪⎨⎪⎩
x′′+ = Ax+ + f+(t, x),
x′′0 = f0(t, x),
x′′ = Ax + f (t, x).− − −
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embed this equation in the family continuously depending on the real parameter μ ∈ [0,1]:⎧⎪⎨⎪⎩
x′′+ = Ax+ +μf+(t, x),
x′′0 = λx0 +μf0(t, x),
x′′− = Ax− +μf−(t, x).
(9)
Then the system of corresponding integral equations has the form:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x+(t) = −μ2 (A|H+)
− 12
+∞∫
−∞
exp
[−(A|H+) 12 |t − s|]f+(s, x(s))ds,
x0(t) = −μ
2
√
λ
+∞∫
−∞
exp
[−√λ|t − s|]f0(s, x(s))ds,
x−(t) = μ(−A|H−)−
1
2
t∫
−∞
sin
[
(−A|H−)
1
2 (t − s)]f−(s, x(s))ds.
(10)
The integrals are well defined as a consequence of properties of Carathéodory functions, expo-
nent and sinus operators and assumptions (1◦) and (4◦). It is sufficient to prove that there exist
solutions for system (10). Like before (see Theorem 3.1), define the operator
Sλ : BC(R,H+ ⊕H0 ⊕H−) → BC(R,H+ ⊕H0 ⊕H−)
by the right-hand side of system (10). It is completely continuous according to Theorem 2.2 and
assumption (1◦) (for operators P+ ◦ Sλ and P0 ◦ Sλ) and according to Lemma 2.1 and assump-
tion (4◦) (for operator P− ◦ Sλ). Remark, that from condition (4◦) we have∥∥∥∥∥
+∞∫
−∞
f−
(
s, x(s)
)
ds
∥∥∥∥∥
+∞∫
−∞
mˆ(s) ds W
for some W > 0. We can estimate
‖P− ◦ Sλx‖∞  sup
t∈R
1√
α
t∫
−∞
∥∥sin[(−A|H−) 12 (t − s)]f−(s, x(s))∥∥ds
 sup
t∈R
1√
α
+∞∫
−∞
∥∥f−(s, x(s))∥∥ds
 1√
α
+∞∫
−∞
mˆ(s) ds  W√
α
.
It means that P− ◦ Sλ|H− :B(0, Wα ) → B(0, Wα ).
Define now the function hμ for μ ∈ [0,1] by hμ = I −μSλ. We show that hμ(x+, x0, x−) = 0
has no solution for μ ∈ [0,1] and x = (x+, x0, x−) belonging to ∂B, where B was defined
in the proof of Theorem 3.1 with constants M̂+ > M+, M̂0 > M0, M̂− > Wα (M+, M0—
constants from assumptions (2◦) and (3◦)). Suppose that there exists a solution of the equation
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sider the first case. If h0(x+, x0, x−) = 0, then x+(t) ≡ 0, which contradicts the fact that
x+ ∈ ∂B(0, M̂+). If now μ ∈ (0,1], we define the function ϕ+ :R → R by ϕ+(t) = ‖x+(t)‖2.
There exists the interval (t1, t2) such that ϕ+(t) > M2+. From condition (2◦) we have on this
interval
ϕ′′+(t) = 2
(
x+(t), x′′+(t)
)+ 2∥∥x′+(t)∥∥2
 2βϕ+(t)+ 2μ
(
x+(t), f+
(
t, x(t)
))+ 2∥∥x′+(t)∥∥2
 2βϕ+(t)+ 2
∥∥x′+(t)∥∥2  2βϕ+(t) > 2βM2+
for almost every t . If for some t0 we have ϕ′+(t0) = 0, then we can integrate twice the inequality
ϕ′′+(t) > 2βM2+ and we obtain
t∫
t0
ϕ′′+(s) ds 
t∫
t0
2βM2+ ds,
ϕ′+(t) ϕ′+(t0)+ 2βM2+(t − t0) = 2βM2+(t − t0),
t∫
t0
ϕ′+(s) ds 
t∫
t0
2βM2+(s − t0) ds,
ϕ+(t) ϕ+(t0)+ βM2+(t − t0)2 M2+ + βM2+(t − t0)2.
If for t0 we have ϕ′+(t0) > 0, for t > t0 such that ϕ+(t) > M2+, then we get (integrating twice)
t∫
t0
ϕ′′+(s) ds 
t∫
t0
2βM2+ ds,
ϕ+(t)M2+ + ϕ′+(t0)(t − t0)+ βM2+(t − t0)2.
We can take any t > t0 and ϕ+(t) → +∞, if t → +∞, which is the contradiction to the x+ ∈
BC(R,Rm).
If ϕ′+(t0) < 0, then there exists t < t0, such that
t0∫
t
ϕ′′+(s) ds 
t0∫
t
2βM2+ ds,
ϕ′+(t0)− ϕ′+(t) 2βM2+(t0 − t),
which means
ϕ+(t) ϕ+(t0)+ ϕ′+(t0)(t − t0)+ βM2+(t − t0)2
M2+ + ϕ′+(t0)(t − t0)+ βM2+(t − t0)2.
Then ϕ+(t) → +∞, if t → −∞, which is contradiction to the x+ ∈ BC(R,Rm).
Our reasoning is similar when proving that there is no solution for equation hμ(x) = 0 for
x0 ∈ ∂B(0, M̂0), because for ϕ0(t) = ‖x0(t)‖2 we have
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(
x0(t), x
′′
0 (t)
)+ 2∥∥x′0(t)∥∥2
= 2μ(x0(t), f0(t, x(t)))+ 2(x0(t), λx0(t))+ 2∥∥x′0(t)∥∥2
 2λϕ0(t)+ 2
∥∥x′0(t)∥∥2  2λϕ0(t) > 2λM20
for almost every t ∈R, hence there exists the interval (t1, t2), where ϕ0(t) > M20 . The contradic-
tion is identical, like before. In the end, hμ(x) = 0 has no solution for x− ∈ ∂B(0, M̂−), because
Sλ|H− :B(0, Wα ) → B(0, Wα ).
Therefore, by the properties of the Leray–Schauder topological degree,
d(h1,B,0) = d(hμ,B,0) = d(h0,B,0) = 1,
i.e. system has a solution in B for any λ > 0.
Step 2. Now let λn → 0 and let xn = (xn+ , xn0, xn−) denote a bounded solution on R of
system (9) (with μ = 1) with λ = λn. Let (xn) be a bounded sequence. Then there exists constant
L > 0, such that ‖xn‖∞  L. To chose the subsequence almost uniformly convergent to the
solution of Eq. (8) it is sufficient to show that the functions xn are equicountinuous on compact
sets.
Take any interval [−a, a] ⊂ R. Denote λˆ := supn∈N |λn| and let ‖A‖  C1. Then for t ∈
[−a, a] we have estimations:∥∥x′′n+∥∥ ‖A|H+xn+‖ + ∥∥f+(t, xn)∥∥ C1 ·L+ML(t),∥∥x′′n0∥∥ sup
n∈N
|λn|‖xn0‖ +
∥∥f0(t, xn)∥∥ λˆ ·L+ML(t),∥∥x′′n−∥∥ ‖A|H−xn+‖ + ∥∥f−(t, xn)∥∥ C1 ·L+ML(t),
so, for M̂L(t) := CL+ML(t), where C = max{C1, λˆ}, we get∥∥x′′n(t)∥∥ M̂L(t),
with M̂L(t)—integrable function on [−a, a]. We can write
x′n(t) = x′n(s) +
t∫
s
x′′n(τ ) dτ (11)
for t, s ∈ [−a, a]. One can suppose that there exist s ∈ [−a, a] and R > 0, such that∥∥x′n(s)∥∥R (12)
for n ∈ N. If not, then (x′n(s))n∈N would be unbounded and for its subsequence we would have
limn→∞ ‖x′n(s)‖ = ∞. There would exists interval (s−δ, s+δ), such that limn→∞ ‖x′n(s)‖ = ∞
for t ∈ (s − δ, s + δ). For t = s we would obtain
xn(t) = xn(s) +
t∫
s
x′n(τ ) dτ ,
i.e.
∥∥x′n(ξ)∥∥= 1t − s
∥∥∥∥∥
t∫
x′n(τ ) dτ
∥∥∥∥∥ 1t − s ∥∥xn(t)− xn(s)∥∥ 2Lt − s ,
s
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c ∈Rm and∥∥x′n∥∥∞ R +
a∫
−a
M̂L(τ) dτ =: R̂
for n ∈N and t ∈ [−a, a]. In the end, we can write
xn(t) = xn(−a)+
t∫
−a
x′n(s) ds. (13)
By the boundedness of (xn) and (x′n) we get the equicontinuity of functions xn on compact sets.
Now, we can choose a subsequence (x1n) uniformly convergent on the interval [−1,1]. The
same reasoning can be repeated inductively to get a sequence (xkn)n∈N uniformly convergent
on the interval [−k, k] for any k ∈ N. The diagonal subsequence (yk)k∈N := (xkk )k∈N is, obvi-
ously, uniformly convergent on any compact interval to some function x. We shall show that
x = limk→∞ yk is a solution of Eq. (8). Similarly to Step 2 of the proof of Theorem 3.1, we can
write
Ayk(·)+ f
(·, yk(·))→ Ax(·)+ f (·, x(·)),
for almost every t ∈ [−a, a]. From (11) we have
y′k(t) = y′k(s) +
t∫
s
[
Ayk(τ) + f
(
τ, yk(τ )
)]
dτ → c +
t∫
s
[
Ax(τ)+ f (τ, x(τ ))]dτ
for t ∈ [−a, a], whereas (13) means that
x(t) = lim
k→∞
[
yk(−a)+
t∫
−a
y′k(s) ds
]
= x(−a)+
t∫
−a
{
c +
t∫
s
[
Ax(τ)+ f (τ, x(τ ))]dτ}ds,
i.e. x satisfies Eq. (8) in [−a, a].
Step 3. Suppose then the sequence (xn) is unbounded. Then at least one of the sequences
(xn+), (xn0) is unbounded because from Step 1 the sequence (xn−) is bounded by W√α . If the
sequence (xn+) is unbounded, then for some n we have ‖xn+‖ > M̂+. Define the function
ϕ+ :R→R by ϕ+(t) = ‖xn+(t)‖2. Form condition (2◦) (likely to Step 1) we obtain
ϕ′′+(t) 2βϕ+(t)+ 2
∥∥x′n+(t)∥∥2  2βϕ+(t)
for almost every t and we get the contradiction like in Step 1. If (xn0) is unbounded, then for
some n we have ‖xn0‖ > M̂0. For the function ϕ0 :R → R given by ϕ0(t) = ‖xn0(t)‖2 we get
(from condition (3◦)):
ϕ′′0 (t) 2λnϕ0(t)+ 2
∥∥x′n0(t)∥∥2  2λnϕ0(t)
for almost every t and ϕ0 cannot be bounded, with contradicts boundedness of the func-
tion xn0. 
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is a bounded Carathéodory function, the conditions (1◦), (3◦) from Theorem 3.3 are satisfied
and
∀r>0 ∃mr : R→R
∥∥f−(t, x)∥∥mr(t) for t ∈R, ‖x‖∞  r,
where mr is an integrable function on R, then Eq. (8) has a solution x :R→Rm bounded on R.
Proof. Equation (8) can be perturbed and written as the system (9) with μ = 1 and λ > 0 and
next as the system (10) with μ = 1. Then the operator Sλ given like in Step 1 of the proof of
Theorem 3.3 is completely continuous. Since function f is bounded we get ‖f (t, x)‖ R, for
some R > 0, and∥∥∥∥∥
+∞∫
−∞
f−
(
s, x(s)
)
ds
∥∥∥∥∥
+∞∫
−∞
mL(s) ds W,
for some W > 0 and ‖x‖∞ < L (L > 0). Therefore we obtain
‖P+ ◦ Sλx‖∞  sup
t∈R
1
2
√
β
+∞∫
−∞
∥∥exp[−(A|H+) 12 |t − s|]f+(s, x(s))∥∥ds
 sup
t∈R
1
2
√
β
+∞∫
−∞
Nβe
−√β|t−s|∥∥f+(s, x(s))∥∥ds
 1
2
√
β
· 2Nβ√
β
·R = NβR
β
,
‖P0 ◦ Sλx‖∞  sup
t∈R
1
2
√
λ
+∞∫
−∞
∥∥exp[−√λ|t − s|]f0(s, x(s))∥∥ds
 sup
t∈R
1
2
√
λ
+∞∫
−∞
e−
√
λ|t−s|∥∥f0(s, x(s))∥∥ds
 1
2
√
λ
· 2√
λ
·R = R
λ
,
‖P− ◦ Sλx‖∞  sup
t∈R
1√
α
t∫
−∞
∥∥sin[(−A|H−) 12 (t − s)]f−(s, x(s))∥∥ds
 sup
t∈R
1√
α
+∞∫
−∞
∥∥f−(s, x(s))∥∥ds
 1√
α
+∞∫
mL(s) ds 
W√
α
.−∞
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R0 = max{L, Rλ }, R− = max{L, W√α }. Due to Schauder Fixed Point Theorem, Sλ has a fixed point
in the ball, which is a solution of (9) (with μ = 1) in BC(R,Rm).
We cannot expect a priori that {xλ: λ > 0} is a bounded family because the radiuses of the
balls tends to infinity as λ → 0. However, for λ = λn the sequences (xn+) and (xn−) are bounded
by NβR
β
and W√
α
, respectively. The unboundedness of (xn0) contradicts assumption (3◦) as in the
proof of Theorem 3.3.
The final part of the proof is the same as in Theorem 3.3. 
4. Uniqueness of solutions
In this section we shall use the ideas of monotonous and dissipative function f :R ×
R
m →Rm with respect to the second variable. We shall say that f is (with respect to the second
variable):
 monotonous, if (x − y,f (t, x)− f (t, y)) 0,
 strongly monotonous, if (x − y,f (t, x) − f (t, y)) > δ‖x − y‖2,
 dissipative, if (x − y,f (t, x) − f (t, y)) 0,
 strongly dissipative, if (x − y,f (t, x) − f (t, y)) < −δ‖x − y‖2
for x, y ∈Rm, t ∈R and for some δ > 0.
Theorem 4.1. If the assumptions of Theorem 3.1 are satisfied and f+ is a monotonous function,
f0 is a strongly dissipative function and f− is dissipative with respect to the second variable,
then Eq. (4) has unique solution bounded on R.
Proof. The existence of a solution bounded on R we have from Theorem 3.1. Suppose that,
x, y :R → Rm are two different bounded solutions of Eq. (4). Define the function ϕ+ :R → R
(on H+) by
ϕ+(t) =
∥∥x+(t)− y+(t)∥∥2.
Then, for almost every t ∈R, we get
ϕ′+(t) = 2
(
x+(t) − y+(t), x′+(t)− y′+(t)
)
= 2(x+(t) − y+(t), f+(t, x) − f+(t, y))+ 2(x+(t)− y+(t),A(x+(t)− y+(t)))
 2β
∥∥x+(t)− y+(t)∥∥2 = 2βϕ+(t).
If for some t = t0 we have ϕ+(t0) > 0, then there exists the interval (t1, t2), where ϕ+(t) > 0.
Therefore for t, t0 ∈ (t1, t2) and t > t0 we get
t∫
t0
ϕ′+(s)
ϕ+(s)
ds 
t∫
t0
2β ds,
i.e.
ϕ+(t) ϕ+(t0)e2β(t−t0).
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x+ − y+.
Defining the function ϕ0 :R → R (on H0) by ϕ0(t) = ‖x0(t) − y0(t)‖2 we get, for almost
every t ∈R,
ϕ′0(t)−δ
∥∥x0(t) − y0(t)∥∥2 = −δϕ0(t).
Integrating the above inequality, we obtain
t0∫
t
ϕ′0(s)
ϕ0(s)
ds 
t0∫
t
−δ ds
and
ϕ0(t) ϕ0(t0)eδ(t−t0).
It means that ϕ0(t) → +∞, if t → −∞, which contradicts the boundedness of the function
x0 − y0.
To prove that there is only one solution on H− we define the function ϕ− :R→R by ϕ−(t) =
‖x−(t)− y−(t)‖2 and we get
ϕ′−(t)−2α
∥∥x−(t)− y−(t)∥∥2 = −2αϕ−(t).
Integrating, like before, we obtain ϕ−(t) → +∞, as t → −∞, which contradicts the bounded-
ness of x− − y−. 
Remark 3. Instead of the assumption that f0 is strongly dissipative, we can suppose that it is
strongly monotonous with respect to the second variable. Then we would get inequality
ϕ′0(t) δ
∥∥x0(t)− y0(t)∥∥2.
Theorem 4.2. If the conditions of Theorem 3.2 are satisfied and f+ is a monotonous function,
f0 is strongly dissipative (or strongly monotonous) and f− is a dissipative function with respect
to the second variable, then Eq. (4) has unique solution bounded on R.
Theorem 4.3. If the conditions of Theorem 3.3 are satisfied and f+ monotonous function, f0 is
strongly monotonous with respect to the second variable and H− is a trivial subspace (which
means that we do not need the assumption (4◦)), then Eq. (8) has only one solution bounded
on R.
Proof. The existence of bounded solution we get from Theorem 3.3. Suppose that x, y :R→Rm
are two bounded solutions of Eq. (8). As before, define function ϕ+ :R→R (on H+) by ϕ+(t) =
‖x+(t)− y+(t)‖2. Then we get
ϕ′′+(t) = 2
(
x+(t)− y+(t), x′′+(t)− y′′+(t)
)+ 2∥∥x′+(t)− y′+(t)∥∥2
= 2(x+(t)− y+(t), f+(t, x) − f+(t, y))
+ 2(x+(t)− y+(t),A(x+(t) − y+(t)))+ 2∥∥x′+(t)− y′+(t)∥∥2
 2βϕ+(t)+
∥∥x′+(t)− y′+(t)∥∥2  2βϕ+(t)
for almost every t ∈R.
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ϕ′′+(t) > 0, for t > tˆ, then the function ϕ+ is strongly convex. Moreover, for some t2 we get
that there exists t1 ∈ (tˆ , t2), such that
ϕ+(t2)− ϕ+(tˆ )
t2 − tˆ = ϕ
′+(t1),
i.e.
0 ϕ+(t2)
t2 − tˆ = ϕ
′+(t1).
Then ϕ+(t2) = 0, which means that x+(t2) = y+(t2), or ϕ+(t2) > 0, which means that
ϕ′+(t1) > 0, so the function ϕ+ is growing. Since ϕ+ is convex and growing for t > tˆ, it can-
not be bounded. Our reasoning is similar, if we take t < tˆ. If ϕ+(t) > 0 instead, for every t, then
ϕ′′+(t) > 0, which means that it is strongly convex and we get contradiction with the boundedness
of x+ − y+.
Define the function ϕ0 :R→R by ϕ0(t) = ‖x0(t)− y0(t)‖2, we can estimate
ϕ′′0 (t) δ
∥∥x0(t) − y0(t)∥∥2
and, by analogously reasoning, we get the existence of unique solution on H0. 
Theorem 4.4. If the conditions of Theorem 3.4 are satisfied and f+ is a monotonous function,
f0 is strongly monotonous with respect to the second variable and H− is a trivial subspace, then
Eq. (8) has only one solution bounded on R.
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