The concept of generalized order statistics has been introduced as a unified approach to a variety of models of ordered random variables with different interpretations. In this paper, we develop methodology for constructing inference based on n selected generalized order statistics (GOS) from inverse Weibull distribution (IWD), Bayesian and non-Bayesian approaches have been used to obtain the estimators of the parameters and reliability function. We have examined Bayes estimates under various losses such as the balanced squared error (balanced SEL) and balanced LINEX loss functions are considered. We show that Bayes estimate under balanced SEL and balanced LINEX loss functions are more general, which include the symmetric and asymmetric losses as special cases. This was done under assumption of discrete-continuous mixture prior for the unknown model parameters. The parametric bootstrap method has been used to construct confidence interval for the parameters and reliability function. Progressively type-II censored and k-record values as a special case of GOS are considered. Finally a practical example using real data set was used for illustration.
Introduction
Udo Kamps [1,2] has introduced GOS as random variables having certain joint density function, which includes as a special case the joint density functions of many models of ordered random variables such as ordinary order statistics (OS) (David [3] , Castillo [4] and Arnold, Balakrishnan and Nagaraja [5] ), sequential order statistics (SOS) (Cramer and Kamps [6, 7] ), record values, K th record values, and Pfeifer's records (Nevzorov [8] and Ahsanullah [9] ), Progressive Type-II censoring order statistics (PCOS) (Soliman [10] [11] [12] [13] , Balakrishnan and Asgharzadeh [14] , and Sarhan, Ammar and Abuammoh [15] ). The structural similarities of these models are based on the similarity of their joint density function. Therefore, all of these models are contained in the model of GOS.
For Bayesian estimates, the performance depends on the form of the prior distribution and the loss function assumed. The prior information can be expressed by the experimenter, who has some belifs about the parameters of his parametric model. Traditionally, most authors use the simple quadratic loss function and obtain the posterior mean as the Bayesian estimate. However, in practice, the real loss function is often not symmetric. For example, the conesquences of overestimates, in loss of human life, are much more serious than the consequences of underestimates. In this case an asymmetric loss function is more appropriate.
Recently, many authors consider asymmetric loss functions in reliability, such as [Wahed [16] , Alicja [17] , Abd Ellah [18] [19] [20] and Sultan [21] .
In this paper based on n selected GOS from the inverse Weibull model, we consider the problem of Bayesian and non-Bayesian estimation for parameters and reliability function of the model. This was done under assumption of discrete-continous mixture prior for the unknown parameters. It well know that in Bayesian setting, for making optimum decision, importance should be given on the choice of loss function and not just the choice of prior distribution. So, the results are presented under the balanced versions of symmetric and asymmetric loss functions. Progressively type-II censored and record values as a special case of GOS are considered. The rest of paper is organized as follows. In Section 2, we first present some preliminaries.
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Balanced Type Loss Functions
The class of balanced type loss function (BLF) we can write it in the form (see Ahmadi et al. [27] ).
where  estimating of parameter   
and the Bayes estimation of   
and the Bayes estimation of  
Maximum Likelihood Estimation (MLE)
are n GOS drawn from inverse Weibull distribution whose pdf is given by (1), based on this set of GOS the log-likelihood function is
=log , = ln ln 1 ln ln 1 exp 1 ln 1 exp . 
The required estimates ˆM L  and ˆM L  are to be found by solving simultaneously the two Equations (11) and (12) . Clearly that the calculation of the MLE requires iterative procedures. We can use the well known New- , (6) [34, 35] . In this section we will consider two special cases of GOS, namely, the progressively Type-II censored sample and lower record values.
Progressively Type-II Censored Data
A progressively Type-II censored sample is observed as follows: n units are placed on a life-testing experiment and only m ≤ n are completely observed until failure. The censoring occurs progressively in m stages. The m stages are failure times of m completely observed units. At the time of the first failure (the first stage), R 1 of (n -1) surviving units are randomly withdrawn from the experiment, R 2 of the (n -R 1 -2) surviving units are withdrawn at the time of the second failure (the second stage) and so on. Finally, at the time of the m th failure (the m th stage), all the remaining (R m -n -m -R 1 --R m-1 ) surviving units are withdrawn. We will refer this to as progressively Type-II censoring scheme (R 1 , R 2 , , R m ) Then, we shall denote the m completely observed failure times , ,
is a special case of the GOS with the parameters and =1,2, , 1 i n [36] .
From Equations (11) and (12) 
The ML estimate of reliability is given by
are be found from the numerical solution of the Equations (13) and (14).
Lower k-Record Values
Let   
the ML estimates of  and  can be obtained from (16) by solving the following two equations as then
The ML estimate of reliability is given by 
Bayes Estimation
In this section, we estimate the two parameters  and  of IWD and The reliability based on GOS by  
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considering both of balanced SEL and balanced LINEX loss function. Progressively type-II censored and k-record values as a special case of GOS are considered.
Bayes Estimation Based on GOS
When both of the two parameters  and  are assumed to be unknown, Soland [37] (19) by using the Bayes theorem, the conditional posterior density function of  is given by
where
On applying the discrete version of Bayes theorem, the marginal probability distribution of  is given by
, and . 
 
,
and
are to be found by solving (11) and (12) ( ) 
re whe
ower k-Record Values 21), (22) and (27) 
.
Similarly From (21), (22) and (27) 
 (See Efron [38] and Efron et al. [39] for detailed dis- We can obtain the values of   See Martez and Waller [40] . By using the nonparametric approach of the reliability function , (47) we set t 1 = 0:.031 and t 2 = 0.124 in (47), we get S(t 1 ) = 0:5 and S(t 2 ) = 0.36.
For =10 concerning the value of the MLE of the parameter  which be found by solving the Equation (17) following equans using Newton-Raphson me 0.031 1 1 = 0.5, Table 4 ). Table 5 shows the values of the hyp -param ers and er et posterior probabilities obtained for each j  .
By using the algorithm the entries of 
