This paper presents a 64-bit fixed-point vector multiply-accumulator (MAC) architecture capable of supporting multiple precisions. The vector MAC can perform one 64x64, two 32x32, four 16x16 or eight 8x8 bit signed/unsigned multiply-accumulates using essentially the same hardware as a scalar 64-bit MAC and with only a small increase in delay. The scalar MAC architecture is "vectorized" by inserting mode-dependent multiplexing into the partial product generation and by inserting mode-dependent kills in the carry chain of the reduction tree and the final carry-propagate adder. This is an example of "shared segmentation" in which the existing scalar structure is segmented and then shared between vector modes. The vector MAC is area efficient and can be fully pipelined which makes it suitable for high-performance processors and possibly dynamically reconfigurable processors.
I. INTRODUCTION
The addition of vector capabilites to a processor architecture can provide a significant boost in performance for multimedia type applications [1] . However, the addition of vector capabilities is typically expensive in terms of area. This paper presents a 64-bit fixed-point vector multiplyaccumulator (MAC) architecture capable of supporting multiple precisions using essentially the same hardware as a 64-bit scalar MAC with only a small increase in delay. The vector MAC can perform one 64x64, two 32x32, four 16x16 or eight 8x8 signed/unsigned multiply-accumulates. The multiplier is based on a radix-4 Booth encoder and a Wallace carry-save adder (CSA) reduction tree. The final 128-bit carry propagate adder is a modified carry-lookahead (CLA) adder. The scalar MAC architecture is "vectorized" by inserting mode-dependent multiplexing into the partial product generation and by inserting mode-dependent kills in the carry chain of the reduction tree and the final carry-propagate adder. This is an example of "shared segmentation" in which the existing scalar structure is segmented and then shared between vector modes. This method can also be applied to other arithmetic algorithms.
The remainder of this paper is organized as follows. First the basic architecture of the 64-bit vector MAC is presented. Then the details of each part of the scalar 64-bit MAC are presented along with the required modifications necessary to support the vector functionality. Next some existing alternative implementations are discussed for the purposes of comparison. Following that, a VLSI implementation of the vector MAC is presented with a delay and area comparison against the scalar version of the MAC.
II. MULTIPLY-ACCUMULATE (MAC) ARCHI-TECTURE

II.I. Overview
The block diagram of the vector MAC unit is shown in Fig. 1 . The vector MAC unit consists of a modified Booth [2] recoder partial product generator, a Wallace [4] carrysave adder (CSA) reduction tree and a final carry-propagate adder (CPA). The CPA is implemented using a carry-lookhead adder (CLA) consisting of 4-bit carry-lookahead blocks. The accumulator is fed into the Wallace tree and only adds one extra stage of CSA delay. This is a fairly typical MAC design. The mode [3:0] control signals determine which of the vector modes the MAC is to operate in. The unsigned control signal selects unsigned multiplication. The details of the implementation which facilitate the vector functionality will be covered in the proceeding sections. 
II.II. Scalar Partial Product Generator (PPG)
The Scalar Partial Product Generator (PPG) uses radix-4 Booth recoding which reduces the number of partial products from n to (n/2+1) for an n x n bit multiplication. The extra partial product is for handling signed/unsigned multiplication and is generated when the multiplier is sign extended. The partial products use sign encoding instead of sign extension for handling the negatively weighted most significant bit [3] , [6] . This avoids having to sign extend the partial products to the full width of the 128-bit result. The radix-4 Booth algorithm encodes groups of three multiplier bits overlapping by one bit into five possibilities -selze ("zero"), selp1 ("+1"), selp2 ("+2)", seln1 ("-1") and seln2 ("-2). As mentioned previously, the last partial product is used to handle signed and unsigned numbers. Note that each partial product is appended with two bits, one of which may be a "1" if the previous partial product is being twoscomplemented. Hence these extra two bits are the seln2 and seln1 Booth selects from the previous partial product and are known as "hot ones" [3] .
II.III. Vector Partial Product Generator (VPPG)
The block diagram for the Vector PPG is shown in Fig. 2 and is identical to a scalar PPG except for some additional multiplexing of the multiplicand and some masking applied to the multiplier. The Vector Partial Product Generator (VPPG) must be able to generate the correct partial products for each of the supported vector modes. Each of the vector modes has a corresponding array of partial products. Each of these arrays of partial products can be overlayed on top of the array of partial products required for the 64-bit scalar mode as shown in Fig. 3, Fig. 4 and Fig. 5 . A more detailed example of the partial product array for the 8x8 vector mode is shown in Fig. 6 . In this example, each subgroup of partial products corresponds to an 8x8 bit vector element multiplication. Note that the fourth partial product of each subgroup has been truncated by one bit since it overlaps by one bit with the first partial product of the next subgroup. Furthermore, take special note of the last partial product which is used to support unsigned mode for all vector elements instead of having an extra partial product for each vector element. We will next examine what needs to be done to enable these partial product arrays to be merged. First we will consider changes to the multiplier (B) operand path through the Booth recoder and then the multiplicand (A) operand path through the Booth muxes. 
II.IV.I. Vector Booth Recoder
In the vector MAC, the Booth recoder is the same as that used for the scalar MAC except that the multiplier operand (B) input changes depending on the vector mode. This is illustrated in Fig. 7 which shows the Booth recoder multiplier input for each vector mode.
In the scalar PPG, the first partial product is generated by assuming B[-1] = 0. In the vector Booth Recoder, this "0" must be inserted at vector element boundaries for the first partial product of each subgroup. These are the extra "0" bits in Fig. 7 . For example, in the 8-bit vector mode, the fifth partial product uses bit triplet {B [9] ,B [8] ,"0"} instead of {B [9] ,B [8] ,B [7] } as used in the scalar PPG. The zero insertion is implemented by masking the multiplier operand bits with a signal that is a function of the mode and bit position. Hence an extra two-input nand gate is added to the critical path. To support unsigned numbers, the scalar PPG generates an additional partial product since the multiplier operand is extended by two bits to form the bit triplet. Similarly, each vector element of the multiplier operand B must be extended by two bits. This is indicated in Fig. 7 by the additional "sign" bits that are denoted by s i where i is the vector element index.
Hence the vector Booth PPG must generate an additional partial product for every vector element. The sign bits are different for each vector element and are formed according to equation (1) .
where MSB is the most significant bit of the vector element i.
The sign bits are used to generate the extra partial product for each vector element which are then combined into a single partial product that is twice the width of the operands i.e. 128-bits. This combination can be done because the extra partial products for each vector element do not overlap. They do however cross the vector element boundaries and need to be truncated by 3 bits i.e. the sign encoding bits are truncated at the MSB end. Note that the Booth select for the last partial product is either selze ("select zero") or selp1 ("select plus one") and therefore does not need the "hot ones" bits.
II.V.II. Vector Booth Muxes
The MSB of each partial product generated by the PPG is negatively weighted. Consequently, the partial products must be either sign extended out to the full width of the result or sign encoded as mentioned earlier. In sign encoding, the negatively weighted MSB is replaced by {p,n,n} for the first partial product or {1,p} for the remaining partial products where n is the MSB or sign-bit of the multiplicand operand and p=~n [6] . In the Vector PPG, the sign encoding must be performed at each vector element boundary using the appropriate sign-bit for that vector element. The sign-bit is dependent on the vector mode, the vector element in question and whether signed or unsigned mode is selected.
The final complication in the Vector PPG involves handling the two's complement of the multiplicand when one the Booth selects seln1 ("select -1") or seln2 ("select -2") are asserted. The two's complement requires inverting the multiplicand and then adding one to the LSB. To avoid adding extra partial products for the sole purpose of performing the increment, the extra ones are simply appended to the next partial product. Thus the extra bits appended are {seln2,seln1} for the previous partial product. This is a standard practice [3] . However, in the vector PPG, these extra "hot one" bits must be inserted at vector element boundaries which vary depending on the mode.
It appears that each vector mode has a unique set of partial products. The naive or non-optimal approach to merging these partial products would be to form the partial products for each mode and select the correct partial product based on the vector mode as shown in Fig. 8 . This requires an additional five 64-bit 4:1 multiplexers for each partial product. The Booth recoder is usually the critical path so adding the extra 4:1 mux delay prior to the Booth muxes does not add to the critical path except for the appending of the "hot one" bits {seln2,seln1}. These bits are the Booth selects for the previous partial product.
The naive approach can be improved by observing that at most bit positions there are less than four unique data to select from. Infact, at some bit positions there is no additional logic required at all compared to the scalar Booth PPG. This is illustrated in Fig. 9 which shows a selection of partial products and how they overlap for each mode. In the worst case a 4-input mux is required, such as for the sign encoding bits in partial product 30. The remaining bits require either a 3-input mux, a 2-input mux, a 2-input "and" gate or no extra logic at all depending on significance. The mux selects are a function of the mode control signals, significance and partial product number. Similarly, one input to the "and" gate is a function of the mode control signals, significance and partial product number. This "and" gate input simply masks the other input which is the multiplicand. The 2-input and 3-input mux inputs are either tied to ground, the multiplicand, the sign encoding bits, or the seln1 and seln2 Booth selects for the previous partial products. A more detailed example of the partial product overlap is given in Fig. 10 . Note that the last partial product cannot be generated this way and requires full multiplexing as in Fig. 8 . This is because the Booth selects for the last partial product are different for each vector element and each mode. The last partial product is also the full width of the result (128 bits) and thus enters the Wallace tree in one of the last two stages.
The theoretical critical path is from the multiplier B, through the vector masking, the Booth Recoder, the vectormode muxes and finally the booth mux. The extra 2-input "nand" gate used for the masking of the multiplier occurs in parallel with part of the Booth recoder logic and therefore does not add delay to the critical path. It is assumed the mask is precalculated to avoid adding to the critical path. The vector mode muxing is designed to allow for the late "seln1" or "seln2" Booth select and inserts the delay of a 2-input mux. The delay of the 2-input mux will occur in parallel to the significant buffering of the Booth selects 
II.VI. Scalar Partial Product Reduction Tree (PPRT)
The Scalar Partial Product Reduction Tree (PPRT) reduces the set of partial products down to two for the final carry-propagate addition. A Wallace CSA Tree consisting of 3:2 compressors or full-adders (FAs) is used to implement the scalar PPRT [4] . The accumulator is also added where N = total number of partial products
For the MAC the number of partial products is . One of the two additional partial products is for supporting signed/unsigned numbers and the other is the accumulator. Hence the Wallace tree has . The total number of full adders required is 3088.
II.VII. Vector Partial Product Reduction Tree (PPRT)
There are two methods for vectorizing the scalar PPRT. The first method observes that the 16-bit vector mode reduction trees can be created from the 8-bit vector mode reduction trees with the two's complement partial product and accumulator excluded. An additional 4:2 stage is used to reduce these partial products and produce the result for each of the 8-bit vector elements. The vector result for the 8-bit mode is formed by concatenating the vector element results. This is then applied recursively until the reduction tree for the 64-bit mode is created. The vector results for each mode must then be multiplexed together to form the final two partial products. The first method is illustrated in Fig. 11 . Note for each mode only one branch of the vector reduction tree is shown fully. The second method involves killing the carries which cross the vector element boundaries at every level of the CSA tree. The bit positions of the vector boundaries depend on the vector mode. The second method could be applied equally well to a Wallace tree or a Dadda [5] tree and will be elaborated below. The killing of carries in the second method can be achieved by inserting a 2-input "and" gate at each vector element boundary to mask the carry-in input of each corresponding full-adder. Since a CSA does not have a carry-propagate path, the carry-kill "and" gate can be incorporated into the full-adder design such that it does not add any additional delay through the CSA tree as shown in equation (3). (3) A possible realization of the full-adder is illustrated in equation Fig. 12 . which clearly shows that the addition of the kill signal will not significantly increase delay since the extra gate is in parallel with other terms. The second method was chosen for the vector MAC because it does not add delay to the critical path and does not require much extra hardware. The first method adds a 4-input mux to the critical path and requires several extra rows of CSAs.
II.VIII. Scalar Final Carry Propagate Adder (CPA)
The final CPA sums the two remaining partial products generated by the Wallace Tree. The scalar MAC uses a standard 128-bit carry-lookahead (CLA) adder comprised of 4-bit CLA blocks. This adder was chosen because it is a fast adder and can easily be modified to create a vector adder. It should be noted that CLA adders comprised of 4-bit CLA blocks are most efficient for data widths that are powers of 4. Thus there are probably better choices for a fast 128-bit adder. For the purposes of this paper this can be overlooked. 
II.IX. Vector Final carry Propagate Adder (CPA)
There are essentially two methods for vectorizing the final CPA. The first method involves extending the width of the adder by one bit at every potential vector element boundary and conditionally inserting zeros in order to kill the carries. Hence this requires that the adder is extended by the number of vector elements supported by the lowest granularity vector mode. In the case of the 64-bit vector MAC we require an extra 8 bits since for 8-bit mode there are 8 vector elements. The total width of the adder would thus be 136 bits. For each extra significance, there is a pair of inputs. Both inputs are set to zero if a carry kill is required. Alternatively, one of the inputs is set to a one and the other to zero if a carry propagate (no carry kill) is required. The extra bits are then dropped when forming the final result.
The second method involves killing the carries which cross the vector element boundaries that are determined by the vector mode selected. This is the same method used in the Vector Wallace tree. The extra 2-input "and" gate can be combined into the 4-bit CLA blocks without adding additional delay to the critical path. The 4-bit CLA equations with the carry-in kill term are given in equation (4) . (4) In the scalar 4-bit CLA block, the critical path is from the carry-in c in and the group generate inputs since the group propagates are available much earlier. Therefore the c in and the group generate inputs are typically placed close to the output in the circuit topology. This means that there is less capacitance to discharge when the critical signals finally change. In the vector CLA block the extra kill term is also available early. Consequently, it does not add additional capacitance to discharge provided the critical inputs remain closest to the output. The vector MAC was implemented using the second method since it does not add extra delay to the critical path.
III. EXISTING IMPLEMENTATION SCHEMES
There are essentially two existing schemes for implementing a vector multiply-accumulator [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] . The first scheme involves having separate hardware for each vector element of each mode and then muxing the result at the end. Hence to achieve the equivalent of the MAC presented in this paper, the first scheme requires one 64-bit MAC, two 32-bit MACs, four 16-bit MACs and eight 8-bit MACs. This is a brute force scheme and wastes a great deal of area. In addition, the delay of the final 4:1 result mux is inserted into the critical path. Such a design can be fully-pipelined without causing pipeline stalls.
The second scheme involves building wider vector elements out of several of the narrower vector elements and then adding the multiple results together. This can be done consecutively or by recirculating the data back through the unit over more than one cycle. For instance, a 2Nx2N multiplier can be built out of four NxN multipliers by generating four 2N products which can then be added to form the 4N product. This scheme is not suited to supporting more than two vector modes. Furthermore, if the data is recirculated back through the MAC unit, then the pipeline feeding the MAC must stall. This is unsuitable for high performance processors since it complicates the instruction scheduling. Typically a vector MAC will use a combination of the above schemes.
IV. IMPLEMENTATION
The vector MAC presented in this paper was implemented in Verilog HDL at a structural level and then synthesized, placed and routed in a 0.13 um bulk-silicon technology. Synopsys Physical Compiler was used for synthesis and initial placement. Cadence QPlace/Warp was used for final placement and routing. A "SPICE-accurate" in-house static timing tool was used to determine propagation delays. In addition, the scalar MAC design was also implemented for direct comparison. The results are shown in Table 1 for both MAC designs with no pipeline registers. There was a 8% increase in delay and a 2% increase in area over the scalar 64-bit MAC.
TABLE 1. IMPLEMENTATION SUMMARY
The vector MAC was tested by cycling through all possible combinations of inputs in which the two most-significant bits and two least significant-bits for each vector element were varied while the intermediate bits were all ones or all zeros. In addition, some random pattern generation was used. 
V. CONCLUSIONS
In this paper, we presented the design and implementation of a vector multiplier-accumulate (MAC) unit that can perform one 64x64, two 32x32 bit, four 16x16 or eight 8x8 signed/unsigned multiply-accumulates using essentially the hardware as a 64-bit multiplier-accumulator and without significantly more delay. The concept of "shared segmentation" is introduced in which the existing scalar hardware structure is segmented and then shared between vector modes. In the case of the MAC, the scalar architecture is "vectorized" by inserting mode-dependent masking into the partial product generation and by inserting modedependent kills in the carry chain of the reduction tree and final carry-propagate adder. The "shared segmentation" concept can be applied to other arithmetic units such as floating-point addition or multiplication.
FUTURE WORK
We are in the process of designing and implementing other vector arithmetic units by applying the "shared segmentation" concept with particular focus on floating-point addition and multiplication. We are also evaluating different interconnection strategies in which an array of such "vectorized" execution units are connected together to form a powerful execution engine suitable for computationally intensive applications such as multimedia and digital signal processing.
