Abstract-Based on association rules and fuzzy pattern theory, this paper presents a data mining model to extract patterns using two-dimensional fuzzy pattern rules, focusing on the discretization of the time series of dependent and independent variables. The referential vector distance is established as a similarity function, and K-means clustering method is used to acquire the basic trend features. The silhouette coefficient is used to test and analyze the clustering result. Due to the potential delay of the influence of the independent variable on the dependent variable, we determine the optimal lag phase with the sort rule of J-measure based on the principle of maximum entropy. The fuzzy pattern rules of the influence of the independent variable on the dependent variable are determined and interpreted according to the trend features and the fuzzy pattern definitions. The obtained character sets are adjusted and iterated several times based on the definitions of the stage characteristics to locate and interpret the inherent periodic characteristics of the couple of time series. The reliability of the proposed model is tested with an empirical analysis of the effect of the price of corn on that of the pork.More importantly, the analysis unit of this model can be as accurate as the time of a day, suggesting its potential advantages in analyzing the short-term characteristics of time series.
INTRODUCTION
Time series is a particular temporal data object widely existing in the real life. With the extension of time, this data object will experience an explosive growth, suggesting the necessity to establish a reasonable model for knowledge discovery and pattern mining. The conventional mining method is focused on building a strict mathematical model and testing the model by hypothesis verification and parameter estimation [1, 2, 3] , which needs to be performed under strict assumptions, resulting in a poor effect in solving practical problems. The data mining method, however, is concentrated on the construction of a model with big data [4] , which can produce a result similar to the actual situation due to the effective Reduction of the noise and redundant data.
Time series data mining is usually performed as follows: The target sequence is discretized first, followed by analyzing the discretized sequence with measuring similarity and clustering [5, 6] . Finally, the pattern is mined and extracted based on the clustering results to predict the developing trend in the future.
It is difficult to describe the similarity and the pattern in time series data mining. The similarity of two time series is usually described directly by Euclidean Distance, namely if ε < − || || X Y , then two sequences of this group is considered similar, and vice versa [7] . However, ALCOCK [8] pointed out that, when measuring two similar curves, this method may cause serious mistakes in clustering results due to the large distance of the two curves resulting from different starting points in calculation, and the calculation can also be expensive. Rafiei [9] proposed the adoption of the Discrete Fourier Transformation to compress the time series before measuring the similarity of signal with the Euclidean Distance. This method can effectively compress the information redundancy and enhance the calculation speed, but it sometimes may fail to extract the most important features of time series. Jun [10] and Z. Yu [11] proposed the symbolization of time series by endowing them the status of down, smooth or up with -1, 0 and 1 before measuring the similarity. However, this method fails to reveal the speed and time of the transformation of local trends. Based on the theory of Meta-Model,and Nanopoulos [12] proposed a feature-based method for the similarity, but this description is not suitable for the time series with unequal length. Currently, Dynamic Time Warping (DTW) is frequently used to handle time series data with unequal length [13, 14] . But this method is not suitable for multidimensional time series because of the huge consumption of time and space. For pattern induction and extraction, Gautam Dans [15] presented a pattern to discretize time series with sliding window [16] first, followed by clustering the subsequence space with similarity function defined on the set of the subsequences, then symbolizing the sequence and finally obtaining the strong temporal association rules from the symbol sequence. Additionaly, [17] proposed to solve the problem of association rules with rough set techniques, which could produce a good effect for practical questions but not for the extraction of multivariate time series data.
In light of the aforementioned research results and theories, this paper introduces the concept of referential vector distance into similarity measuring based on the idea of meta-model and the principal component [18] , and sets the similarity function as the basis of clustering. In the process of extraction and induction of sequential patterns, this paper proposes the concept of fuzzy pattern to facilitate sequence analysis and the concept of classification trees in the prediction of time series to improve the accuracy of the prediction result.
When mining the association between two time series, we consider the pattern features of time series separately, calculate their local similarity indirectly and extract the rules by using the Bayes principle to enhance the credibility of the extracted rules.
II. DISCRETIZATION OF TIME SERIES
In the process of time series discretization,Lin [19] , Keogh [20] , and Liu [21] discretized the sequence to vector by clustering discretization. Based on clustering discretization and sliding window algorithm, we slide the time series to discretize the time sequence to a series of sub-sequences with the length of w , which is described as follows.
First, we suppose a time series S and a given slide window, the length of which is w . For S , every window is composed 
(1) This method [22] depends to some extent on the selected length and footstep of window, but to a large extent on the scope of local characteristics considered by the researchers. The larger is the window length, the closer will be the sequence characteristics to the macro characteristics. Otherwise, the sequence characteristics will be closer to the micro characteristics.
III. SIMILARITY OF TIME SERIES AND CLUSTERING Definition 1: Fluctuating Value. This value can be obtained by 
When constructing the similarity function, we take the fluctuating value, trend value and range into consideration based on the idea of the meta-model, which can effectively reduce the information redundancy and reserve useful information.
In the process of clustering, we use referential vector distance as the basis of clustering, i.e., if
, then the time series 2 1 ,C C will be clustered into the same class, and if not, they will be clustered into two different classes ( Figure 1 ). Here, the K-means clustering method [23, 24] is adopted to reduce time complexity. The silhouette coefficient is one of the important indexes on estimating the clustering results [25, 26] . In general, the silhouette coefficient value of the sample will fluctuate in the range of [-1, 1]. The value of close to 1 indicates that the sample is correctly classified, the value of close to 0 suggests the sample should be set between this class and another class, and the value of close to -1 means that the sample should belong to another class. The silhouette coefficient values in class and in sample have the same properties. However, in the real experimentation, we define a threshold value of 0.5 as the silhouette coefficient. If most silhouette coefficient values of a class are higher than 0.5, the sample is believed to be well clustered, and vice versa. Now we can calculate the information content by using the obtained probability distributions between A and B,and choose the proper lag with the maximum information content. When calculating the information under every lag phase, we adopt the sort rule of J-measure [27] , which is defined as follows. If the fuzzy pattern of every sequence group is divided into five classes ( 
2) Stage Characteristics
It is known to all that, in the long time series, a feature formed by the two sequences is likely to concentrate on several 
is stable. Given a larger data set, we can obtain an approximate value to reveal the probability of the appearance of . By repeated adjustment and multiple iterations, we can find the interval with the strongest knowledge learning, which is defined as the phase interval, and the characteristics in that interval are determined as phase characteristics.
VI. EMPIRICAL ANALYSIS

A. Data Sources and Pretreatment
For empirical analysis, we have chosen a set of important indicators such as the prices of pork and corn in time series of agricultural production from the published data of Chinese animal husbandry website. The time interval is from Jan. 8, 2010 to March 31, 2014.
All the data are pretreated to meet the requirements of experiment. The missing data are filled by the average value or piecewise fitting. Additionally, the original data are interpolated for short-term pattern mining because they are recorded in the unit of week. Figure 3 shows the clustering result of the couple of time series of pork and corn prices through discretization and clustering.
B. Discretization of Time Series and Cluster Subsequences of Pork and Corn Prices
Based on the aforementioned clustering validity analysis method, we tested the clustering effectiveness of the two time series and obtained the silhouette coefficient values shown in Figure 4 . From the values, it can be concluded that the clustering effects based on reference distance are more significant than those based on Euclidean distance.
FIGURE IV. COMPARISON OF SILHOUETTE COEFFICIENTS
C. Selection of Optimal Lag Phase
In practice, we selected 42 days as the optimal lag phase due to its coverage of the largest amount of information. Under this optimum lag phase, we obtained the probability distributions about the fluctuation trends of pork prices relative to different corn prices (Table 2) . Meanwhile, the chart of corn price fluctuation trends is shown in Figure 5 . As shown in Figure 5 , the first class shows a slow-decline trend, the second class a rapid rise, the third and the fifth classes a slow rise, the fourth and the sixth classes a smooth fluctuation, and the seventh class a sharp decline.
From Table 4 and Figure 5 , it can be seen that, under the lag phase of 42 days, when the corn price presents a slowdecline trend, the pork price shows a slow downward trend 42 days later with a possibility of 27%. When the corn price shows a sharp rise, the pork price will experience a smooth fluctuation with a possibility of 64%. When the corn price shows a slow rising trend, the pork price will fluctuate stably under the probability of 34% and rise slowly under the probability of 24%. When the corn price is in a steady state, the pork price FIGURE V. FLUCTUATION TRENDS OF CORN PRICES will fluctuate stably under the probability of 44%. When the corn price sharply declines, the pork price will have a stationary fluctuation under the probability of 34%. All of the above trends are summarized in Figure 6 . 
D. Extraction of Fuzzy Pattern and Mining on Pork and Corn Prices
We extracted and mined the fuzzy patterns of the pork and corn prices using the methods described above.
With the concepts defined above, we can obtain the shortterm(42 days) and long-term(140 days) state transition probability matrixes of pork prices (Table 3 and Table 4 ).
According to the classification criteria, the first and the fifth classes belong to the slow-rise pattern, the second class the sharp-rise pattern, the third and the fourth classes the slowdecline pattern, and the seventh class the smooth and steady pattern.
In the short term matrix, the pork price has a great possibility to maintain the original state. With a slow rise of the pork price, there is a 50% possibility for the price to enter a state of sharp decline. With a sharp rise of the pork price, there is a 34.375% possibility of a slow rise state for the pork price. Conversely, with a sharp drop in the pork price, there is a 26.351% possibility for the price to enter a state of sharp decline. With a slow decline, the possibility to entrer a slowrise sate is 32.766%. Additionally, with a smooth fluctuation , there is a 37.5% probability for the price to enter a slowdecrease state or maintain a steady state.
But in the long-term matrix, if the pork price rises slowly, the probability for the price to maintain the upward trend is 71.8%. If the price sharply rises, the probability to keep stable is 22.876%. When the price declines slowly, the probability to be transformed into a slow-rise pattern is 37.5%. When the price decreases sharply, the probability to be turned into a slow-rise state is 37.838%. When the pork price remains stable, maintaining the price in a stable state will be very difficult, which is likely to account for a sharp decline under the possibility of 58.794%.
VII. CONCLUSIONS
This paper has presented a new method for extracting patterns in time series. First, the original time series is discretized, followed by clustering the subsequences of the independent variable and the dependent variable using the proper similar function and K-means Algorithm. Secondly, a proper lag phase is determined based on the hysteresis effect between the two variables and the sort rule of J-measure. Finally, we can extract patterns and analyze the patterns with the obscured variables under the proper lag phase. The design ideas can provide reference for other similar studies.This method gives sufficient consideration to the hysteresis effect and the coarse-grained pattern rules between the two variables. A large data set is the precondition of the proposed method. With a large data set, the influence of the noise and redundancy in the data is small, which helps to reduce the spatial expenditure of data pretreatment. Additionally, this method can obtain the probability distributions of samples approximately without making any assumption or estimation and thus the result is more reliable. However, there are still some limitations in this method. For example, the time and space will become expensive with the increase of the dimensions of time series and the calculation speed will become slow. Further studies should focus on how to balance the relationship between the accuracy and efficiency of pattern mining. 
