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Al~traet--Systems of autonomous first-order ordinary differential equations are considered ( imension 
n). The stability of periodic solutions i determined bythe eigenvalues of the monodromy matrix M. A 
standard way of calculating M requires storage proportional to n 2. In this paper, new algorithms for 
calculating M are proposed. One algorithm requires storage proportional ton, another algorithm involves 
nearly no work, provided the periodic solution was Calculated by shooting. Features of the new algorithms 
are discussed. 
1. INTRODUCTION 
A wide variety of phenomena in physics and other natural and engineering sciences can be 
described by periodic solutions of ordinary and partial differential equations. Roughly speaking, 
solutions are stable if they are not affected by small perturbations. An extensive mathematical 
framework has been developed resulting, for example, in Floquet theory [1, 2]. Recently, the 
investigation of bifurcation phenomena nd the concern about possible routes to turbulence has 
focused the interest on the loss of stability [3-5]. Related phenomena like period doubling and onset 
of tori are possible with equations that are governed by at least one real parameter p, 
Yc =f (x ,p) .  (1) 
Equation (1) describes a system of ordinary differential equations consisting of n components; 
equation (1) may be the result of a semidiscretization of partial differential equations. Typically, 
the procedure of investigating equation (1) includes three steps. This sequence 
(a) fix a new value ofp (or another epresentative of the periodic orbit to be calculated next) 
(b) calculate a corresponding periodic orbit x(t) 
(c) investigate the stability 
has to be carried out repeatedly. It is the third step (c) that we are going to discuss. Methods related 
to steps (a~ and (b) will be discussed in Ref. [61. 
A stability analysis can be based on a simulation. In this paper, we follow the more deterministic 
approach that investigates the monodromy matrix. In Section 2, we briefly summarize some known 
results on the monodromy matrix. A standard method for calculating the monodromy matrix 
requires storage proportional to n 2. In Section 3, one method is proposed with storage requirements 
proportional to n. Another method, based on shooting, does not require any labor at all (S~tion 
4). Finally, certain drawbacks and numerical problems will be discussed, illustrated by examples. 
2. THE MONODROMY MATRIX 
In this section we recall the definition and application of the monodromy matrix. Let x(t) be 
a periodic solution of equation (1) with period T that belongs to a particular parameter value p. 
Let Z(t)  be solution of the matrix differential equation 
= af(~xP) Z, Z(0) = I. (2) 
In this initial-value problem I denotes the identity matrix. 
505 
506 R. SEYDEL 
Definition 
i = i (p ) :  = Z(T) 
is called the monodromy matrix. 
For periodic x one eigenvalue of M is always = 1. The other n - 1 eigenvalues of M determine 
the stability and bifurcation behavior of periodic orbits [3]. Let us summarize briefly (C means unit 
circle in the complex plane). 
- -x ( t )  is stable if all eigenvalues are inside C. 
--Unstable if there is an eigenvalue outside C. 
--Period doubling if one eigenvalue crosses C at -1 .  
--Birth or annihilation of limit cycle, transcritical or pitchfork bifurcation if one 
eigenvalue crosses C at + 1. 
--Bifurcation into toil if a pair of eigenvalues crosses C with nonzero imaginary part 
(resonance has to be excluded [7]). 
The numerical importance of the monodromy matrix is well known [8]. M can be calculated as 
follows. 
Let Xo be a vector of initial values on the profile of x(t), Xo = X(to) for any t o. The matrix fx of 
the partial derivatives in equation (2) depends on x(t)  and thus on t; this matrix needs to be 
evaluated for any t. This can be accomplished by coupling equations (1) and (2), leading to the 
initial-value problem (3), 
\ z (o )  - I /=  o. (3) 
By integrating equation (3) until t = T one obtains the monodromy matrix. This one system in 
equation (3) has the dimension  + n2; its integration requires storage of that order, which is 
tolerable only for small or moderate values of n. In Ref. [8], the integration of equation (3) is part 
of the solution procedure applied to calculate x(t). Thus the method of Ref. [8], for small n, 
conveniently yields a periodic solution and i simultaneously. For larger values of n as it typically 
arises if equation (1) results from semidiscretization, however, the dimension of equation (3) is too 
large. This calls for a search for alternatives. 
3. 







A METHOD WITH REDUCED STORAGE REQUIREMENTS 
uation of dimension 2n + 2 was introduced, 
Tf(x,  p) 
0 
0 
Tfx(X, p) h 
(4) 
h(t) is a vector function. This differential equation was proposed for the calculation of Hopf 
bifurcation points (for the phenomenon of Hopf bifurcation see, for example, Ref. [10]). System 
(4) incorporates a transformation f the interval 0 ~< t ~< T to the unit interval 0 < t ~< 1. The r.h.s. 
of system (4) can also be used conveniently to calculate the monodromy matrix. Let us denote by 
ek the kth unit vector of R", and let Vk be the kth column of M. It can be easily seen that the 
following algorithm calculates the monodromy matrix. 
Algorithm A 
For j = 1 . . . . .  n do: ] 
integrate system (4) for 0 ~< t ~< 1 with initial values 
x (0) = x0, h (0) = ej. 
Then vj = h(1). 
(5) 
The stability of periodic solutions 507 
Upon carrying out system (5) one integrates n times a (2n + 2)-system. Thereby, storage problems 
are by far not as stringent as in integrating problem (3). The two trivial differential equations for 
the constants p and T can be dropped. Note that this algorithm needs the vector Xo of a periodic 
solution; thus system (5) can only be applied after a periodic solution with period T has been 
calculated. Algorithm A is slower than integrating (3), taking about twice the time (for non-stiff 
problems). This disadvantage can be removed if system (5) is modified in the following way. The 
first n components of system (4) are dropped. Instead of keeping x(t) available by integrating 
equation (1), the periodic profile x(t) is replaced by some suitable interpolation if(t) as for instance 
a Hermite polynomial. The modified algorithm then reads 
Algorithm A' 
For j  = 1 , . . . ,n  do: ] 
integrate h' = Tfx(~, p)h 
for 0 ~ t ~< 1 with initial values h (0) = ej. 
Then h (1) approximates vj
(6) 
Algorithm A' is efficient concerning both storage and computing time. However, system (6) is not 
convenient, in that storing £ is by far more tedious than saving Xo. Also the error control of system 
(6) takes more effort. Therefore, in this paper, we use system (5) rather than the modification (6). 
Algorithm A is convenient as it only requires a standard integration routine. 
It has to be pointed out that M still is n2-dimensional, memory savings are restricted to the 
calculation. For large n, the Jacobian fx is usually sparse, and no matrix of order n 2 needs to be 
stored for system (4). Concerning M, sparsity can not be expected, and it may be necessary to store 
column vectors of M externally. In this sense Algorithms A and A' can be seen as requiring only 
storage of order n. 
4. CALCULATION OF THE MONODROMY MATRIX 
BY USING MULTIPLE SHOOTING 
In case a periodic solution has been calculated by multiple shooting in "condensed form", the 
monodromy matrix is immediately available. Following Ref. [11], the multiple shooting method 
for solving a boundary-value problem 
=f(x,p) 
r(x(0), x(1)) = 0 (7) 
involves the matrices 
A: = Or(x(O), x(1)) 
Ox(O) 
B: = Or(x(O), x(1)) 
ax(]) 
6j: =Z(tj+,), fo r j  = 1 . . . . .  m - 1, (8) 
where Z is the solution of the initial-value problem with r.h.s, of equation (2) and initial-value 
Z(tj) = I. Hereby, the tj 
0= t] < t2 <. ' -  < t,,= 1, 
are the m nodes of multiple shooting. The iteration matrix of shooting in condensed form is 
E: = A+ BG=_, - . .  G,. (9) 
If the boundary conditions in equations (7) are the conditions of periodicity, 
r(x(O), x(1)) = x(0) -- x(1), (10) 
then we have A = I and B = - I. By the definitions of the monodromy matrix M and the matrices 
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Gj, one realizes that in case of a periodic x(t)  the equation 
E=I -G~_ I . . .G1  
= I -  M (11) 
holds. Thus, if E has b~n calculated then M is known, M = I - E. However, as noted earlier, M 
has unity as eigenvalue and, as a consequence, E is singular. The question is how to calculate a
periodic x and this n 2 matrix E. 
A standard way of calculating a periodic solution x(t)  of equation (1) with unknown period T 
is to fix a phase condition s(x) = 0 and to solve a (n + 1)-system instead of expressions (7) and (10), 
(..0p.)rx.0. 
\ s(x(O),p) ] = O. (12) 
Examples for phase conditions are 
S = .~1(0)  - -  C = 0 ,  C in the range of xl(t) 
S = .~1(0) =f l (X (0) ,  p )  = 0, 
see, for example, Refs [6, 8, 9]. Now, the matrices in equations (8) and (9) corresponding to the 
boundary-value problem (12) are (n + 1) 2 matrices. Let us denote by E* the multiple shooting 
iteration matrix calculated when solving equation (12). Then, for practically all choices of phase 
conditions and parameters p this (n + 1) 2 matrix E* is nonsingular. Only at branch points of the 
type where M has an additional eigenvalue unity (Hopf bifurcations, pitchfork bifurcations, 
turning points) E* becomes ingular. By investigating the structure of equation (12) and the 
definitions of the matrices in expressions (8) and (9) one realizes that E is the leading n 2 submatrix 
of E*. Summarizing the results of this section we have the following algorithm. 
Algorithm B 
Assume (x(t), T) is a solution of equation (12) obtained by (multiple) shooting with 
iteration matrix g*. Take the leading n 2 submatrix g of [*. Then M = I - g. 
Thus, the monodromy matrix is just part of the known iteration matrix. Usually, E* is obtained 
by numerical differentiation. As will be discussed in the concluding section, this strongly affects 
the accuracy of M. 
5. NUMERICAL RESULTS 
In this section, some of the numerical results are reported iscussing features of Algorithms A 
and B. Concerning the amount of work, at first glance, Algorithm B seems to be deafly "the 
cheapest" as the monodromy matrix is readily obtained from the shooting matrix I:*. However, 
the underlying assumption that the periodic orbit x was calculated by shooting solving equation 
(12) simplifies the matter. New questions arise concerning this assumption: how easy or how 
accurate can x and t:* be calculated by shooting techniques? The problems will be illustrated by 
means of two examples. 
Example 1 (a "Brusselator" problem, from Ref. [•2]) 
A specific biochemical reaction is described by 
xl = 2 - (p + 1)xl + x2x2 + (x3 - Xm) 
"~2 = pX l  - -  X2X2 + 4(X4 --  X2) 
x3 = 2 - (p + 1)X 3 "~- X]X  4 - -  (X 3 - -  XI) 
Yq = px3 -- x ~ x4 - 4(x4 - x2). 
Various types of periodic solutions depending on the parameter p were calculated. The choice of 
solutions ("branch tracing") was carded out by the methods of the bifurcation software package 
BIFPACK [13], see also Ref. [6]. Among other phenomena, there is a pitchfork bifurcation of 
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periodic orbits at Po = 5.637 (a second eigenvalue of the monodromy matrix gets unity). In a 
neighbourhood of this point of a change of stability we find unstable orbits for p < Po and stable 
orbits for p > po. The stable orbits are "surrounded" by unstable orbits emanating at po. 
Example 2 (from Ref. [14]) 
A model related to nerve impulses is given by 
-rl = x l  - ~ x~ - -  x2 + x3 + P 
:¢2 = 0.08(x~ + 0.7 - 0.8 x2) 
"~3 = 0 .0006(  - -  X 1 - -  0.775 - x3). 
A variety of periodic solutions were found, starting from the values of Ref. [14] with parameter 
values around p = 0.3125 and from a Hopf bifurcation at Pt = 0.13825, the latter one calculated 
with the methods of Ref. [9]. A branch of stable periodic solutions emerges at Pl. This branch loses 
its stability at P2 = 0.14014, this is a Hopf bifurcation of periodic orbits (bifurcation into torus). 
The branch of unstable periodic drbits extends for larger values of the parameter p. A point of 
period doubling was found at P3 = 0.31415 (eigenvalue of the monodromy matrix is - 1). For p ,~ P3 
the values of the periods are "high" with T ~ 230. 
Summarizing the features of the above two examples as far as the calculation of stability is 
concerned, let us point out that all of the effects reported in Section 2 arise. That is to say, there 
are stable and unstable (periodic) orbits with three different types of loss of stability. The numerical 
experiments based on shooting were run using the code from Ref. [15] with a Runge- 
Kutta-Fehlberg integrator of order seven [16]. The experiments were performed on a CYBER with 
a 48-bit mantissa. 
Some notations. Let Iql' be a monodromy matrix obtained by numerical approximation. Let the 
eigenvalues of Iql and M' be denoted by /~k and/a;,, respectively (k = 1 . . . . .  n). Without loss of 
generality we assume ~1 = 1. In order to measure how shooting behaves we need some numerical 
criterion. In connection with the eigenvalues of the monodromy matrix one criterion is to check 
6: = l1 -- kt'~] < E, (13) 
for some "small" E > 0. It is important to realize that, in several instances, this criterion is hard 
to evaluate. A value too large of E may cause troubles in finding the "right"/t~, whereas a value 
too small of E may be unrealistic when the integration errors are large. The latter situation 
frequently occurred in the range p ~ P3. We shall call the orbit weakly unstable if the/~;, satisfy 
n 
maxlt~;,I < 103. (14) 
k=2 
The bound 103 is artificial, it can be enlarged when numerical integration is carried out with high 
accuracy. Broadly speaking, based on our numerical results, shooting seems to be working well 
with stable and weakly unstable periodic orbits. As a rule, shooting is not accurate nough when 
applied to strongly unstable orbits, with eigenvalues /~k not satisfying criterion (14). In a small 
number of problems with unstable orbits backward shooting might help. Fortunately, the 
interesting changes of stability take place for stable and weakly unstable orbits. Therefore, shooting 
can be expected to behave well in a wide range of practical situations occurring with periodic orbits. 
For the same range of periodic orbits where shooting behaves well also the Algorithm A for 
calculating the monodromy matrix works well. This has been expected since Algorithm A can be 
considered as a kind of shooting. As a conclusion, we postulate that Algorithm A can be 
recommended for stable and weakly unstable periodic orbits. The results are so accurate that the 
defect 6 from equation (13) has taken values of the order of the accuracy of the employed 
integration procedure (6 ~ 10-6) .  
The cheaper Algorithm B, as a rule, is by far less accurate than Algorithm A. There are several 
reasons explaining this observation. First, the entries of I:* (see the previous ection) are usually 
based on numerical differentiation [11]; the results are therefore, not only affected by the 
discretization error of the integration method but also influenced by the discretization due to the 
numerical differentiation. Typically, however, corresponding results are still acceptable yielding di 
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values of for instance 6 ~ 0.002. The major difficulties of Algorithm B arise from another fact: in 
order to save work, an iteration matrix as E* is frequently updated by rank-I approximations; see, 
for example Ref. [11]. Generally, these rank-1 approximations may cause bad performance of 
Algorithm B exhibiting insufficient accuracy. A value of 6 ~ 0.08 as it typically arose easily leads 
to problems of finding the r ight/z '  1 . One might think of overcoming the drawbacks of rank-I 
approximations by carrying out one final numerical differentiation at the solution. This is possible, 
however, the cost would be nearly the same as upon using Algorithm A or Algorithm A' thereby 
not reaching their accuracy. 
6. CONCLUSION 
The benefits and advantages of both algorithms recommended the following strategy: 
(a) Calculate the periodic solution by shooting solving boundary-value problem 
(12); 
(b) with Algorithm B calculate M'  and #~ and 6 from equation (13); 
(c) if 6 ~< E with, e.g. E = 5 • 10 -3 then accept /~ as approximations to #k; 
(d) if 6 > E carry out Algorithm A (or A'),  evaluate 6 again. I f  one of the criteria 
(13) or (14) is not satisfied then the numerical approximation of the periodic 
solution is very likely to be not trustworthy. 
This strategy is to be refined towards further occasional evaluations of Algorithm A (or A' )  when 
a loss of stability is close. 
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