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Diese Arbeit betrachtet das Cograph Editing Problem im Kontext der Rekonstruk-
tion phylogenetischer Bäume. Insbesondere muss dafür ein Cograph rekonstruiert
werden, der durch Rauschen verzerrt wurde. Liu et al. zeigten, dass Cograph Editing
NP-vollständig ist. Damit ist das Problem für große Graphen wahrscheinlich nicht
in realistischer Zeit korrekt lösbar. Diese Arbeit stellt daher eine Greedy-Heuristik
für die Lösung des Cograph Editing Problems vor. Dabei werden Editieroperationen
als günstig betrachtet, wenn sie die Anzahl an induzierten P4 in dem Graphen mini-
mieren. Es wird ein on-line Algorithmus zur Berechnung dieser Heuristik vorgestellt
und analysiert. Anschließend wird ein Greedy-Algorithmus formuliert, der eine heu-
ristische Lösung des Cograph Editing Problems in O(|V |4) Zeit und unter Nutzung
von O(|V |2) Speicher berechnet. Eine Implementierung dieses Greedy-Algorithmus
wird auf zufällig generierten Testdaten untersucht. Parallel dazu wird auch eine
Implementierung für die korrekte Lösung des Cograph Editing Problems getestet.
Dabei werden die Qualität der Ergebnisse und die Laufzeit gemessen und verglichen.
Hier zeigte sich, dass der Greedy-Algorithmus bei der Rekonstruktion von durch
Rauschen verzerrter Cographen vergleichbar gute Ergebnisse erzielen konnte.
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Cographen haben eine Reihe von verschiedenartigen Anwendungsfeldern. Cographen
sind perfekte Graphen und lassen sich außerdem als Bäume darstellen (sog. Cotrees,
Abb. 4b, siehe auch [2]), weshalb sich einige Probleme in polynomieller Zeit auf
Cographen lösen lassen, die auf allgemeinen Graphen NP-vollständig sind. So lassen
sich unabhängige Menge, Knotenüberdeckung und das Cliquenproblem in Linearzeit
auf Cographen lösen[6]. Deshalb ist es oft hilfreich, ein Problem auf Cographen
beschränken zu können und es nur für Cographen zu lösen. Jedoch sind empirische
Daten meist fehlerbehaftet, weichen damit von den theoretischen Erwartungen ab und
liefern mitunter keine Cographen (Abb. 1). Cograph Editing kann dazu dienen, den
wahren Cograph abzuschätzen und dabei die Cograph-Eigenschaft zu gewährleisten.
Das Problem, einen allgemeinen Graphen mittels Editieroperationen auf den Kanten
in einen Cographen zu überführen, ist als Cograph Editing bekannt.
1.2 Problemstellung
Diese Arbeit befasst sich mit Cograph Editing im Kontext der Rekonstruktion phylo-
genetischer Bäume, siehe Abb. 2. Dabei baut der Prozess auf einer engen Beziehung
zwischen Gen-Relationen und Cographen und damit auch zwischen phylogenetischen
Bäumen und Cotrees auf. 2 Gene nennt man ortholog, wenn sie durch Speziation
eines Gens von dem letzten gemeinsamen Vorfahren stammen[4]. Dies definiert auf
der Menge der Gene eine orthologe Relation. Insbesondere zeigten Hellmuth et al.
[7]: Eine symmetrische Relation R auf einer Menge von Genen ist eine ortholge
Relation gdw. die Repräsentation von R als Graph mit Genen als Knoten und
Kanten zwischen den orthologen Genen ein Cograph ist. Den Ausgangspunkt der
Rekonstruktion bildet jedoch eine Abschätzung der orthologen Relation Θ, deren
Repräsentation anders als die der wahren orthologen Relation Θ∗ nicht zwangsläufig
ein Cograph ist. Während über die Knotenmenge (Menge an Genen) eine sichere


























































Abbildung 2: (a) Spezies Baum mit zugrundeliegendem Gen Baum, Abb. entnommen
aus [10], (b) Workflow zur Rekonstruktion des Spezies Baums, Abb. entnommen aus
[9]
Cograph-Eigenschaft wiederherzustellen und Θ∗ abzuschätzen, wird hier Cograph
Editing eingesetzt (siehe Abb 2b). Cograph Editing ist jedoch NP-vollständig[11]
und sehr zeitintensiv in der Berechnung. Für größere Knotenmengen kann daher eine
exakte Lösung des Problems wahrscheinlich nicht in einer realistischen Zeit erfolgen.
1.3 Zielstellung
Diese Arbeit entwickelt und untersucht daher einen heuristischen Greeedy-Ansatz zur
Lösung des Cograph Editing. Dabei wird das asymptotische Laufzeit- und Speicherver-
halten des Algorithmus analysiert. Außerdem werden anhand einer Implementierung
des Algorithmus empirische Daten zur Laufzeit und Qualität der erzeugten Ergebnisse
erhoben, ebenso für eine korrekte Implementierung, die bisher für die Rekonstruk-
tion phylogenetischer Bäume benutzt wird[8, 9]. Die Daten werden analysiert und
ausgewertet und sollen zeigen, ob ein heuristischer Ansatz vergleichbare Ergebnisse
erzielen kann bei besserer Performance.
1.4 Idee
Die Idee für diesen Algorithmus ist ein Greedy-Ansatz basierend auf einer Bewertung
(Heuristik) der möglichen Editieroperationen auf dem aktuellen Graphen. Nach dem
Ausführen der am besten bewerteten Editieroperation, werden die Bewertungen
dynamisch angepasst (on-line). Dies wird so lange wiederholt, bis der Graph ein
Cograph ist. In dieser Arbeit wird nach den theoretischen Grundlagen zunächst die
Bewertung der Editieroperationen des Graphen diskutiert und danach der dynamische
Algorithmus zur Berechnung der Heuristik erläutert. Danach wird der gesamte Greedy-




Definition 1 (induzierter Teilgraph). Der durch V ′ ⊆ V induzierte Teilgraph von
G = (V,E) ist G[V ′] = (V ′, {{v1, v2} | v1, v2 ∈ V ′ ∧ {v1, v2} ∈ E})
Definition 2 (P4). Ein ungerichteter Graph G = (V,E) ist ein P4
⇔ V = {v1, v2, v3, v4} und E = {{v1, v2}, {v2, v3}, {v3, v4}}
Im Folgenden wird ein induzierter Teilgraph G[V ′] = (V ′, E ′), der ein P4 ist, als
induzierter P4 bezeichnet.
Definition 3 (Cograph). Ein Cograph ist ein ungerichteter Graph G = (V,E) der
keinen induzierten P4 enthält[2].
Definition 4. G = (V,E) ist Cograph
⇔ G ist ungerichtet und enthält keinen induzierten P4
⇔ E = {{v1, v2} | v1, v2 ∈ V } ∧ @V ′ ⊆ V :
G′ = G[V ′] = (V ′, E ′),
|V ′| = 4, V ′ = {v1, v2, v3, v4},
E ′ = {{v1, v2}, {v2, v3}, {v3, v4}}
Ein Cograph ist ein ungerichteter Graph G = (V,E), der den Graphen aus Abb.
3 nicht als induzierten Teilgraphen enthält, er enthält keinen induzierten P4. Es
existieren jedoch auch eine Reihe weiterer Charakterisierungen von Cographen[2].
Abb. 4a zeigt einen Cographen. Insbesondere sind auch alle leeren und vollständigen
Graphen Cographen.
2.2 Cograph Editing
Für einen (ungerichteten) Graphen bezeichnet Cograph Editing das Problem, welches
zu diesem Graphen eine (kleinste) Menge an Editieroperationen auf den Kanten
(Entfernen oder Hinzufügen) findet, die, angewendet auf G, einen Cographen erzeugen.













Abbildung 4: Ein Cograph und der dazugehörige Cotree
Definition 5 (Editieroperation). Für einen Graphen G = (V,E) bezeichnet eine
Editieroperation eine Menge {v1, v2} mit v1 6= v2 und v1, v2 ∈ V .
Sei nun weiterhin E(V ) = {{v1, v2} | v1, v2 ∈ V und v1 6= v2} die Menge aller
2-elementigen Mengen von Knoten aus G = (V,E) und somit die Menge aller
möglichen ungerichteten Kanten bzw. aller möglichen Editieroperationen auf der
Knotenmenge V . Die Editierungsfunktion fGe bzgl. eines Graphen G ordnet einer
Menge an Editieroperationen denjenigen Graphen zu, der aus G entsteht, indem man
die Operationen auf G anwendet.
Definition 6 (Editierungsfunktion). Sei O eine Menge an Editieroperationen, also
O ⊆ E(V ). Sei ΓV die Menge aller ungerichteten Graphen über der Knotenmenge V.
Dann bezeichne fGe die Editierungsfunktion bzgl. G mit
1. fGe : P(E(V ))→ ΓV
2. fGe (O) = G′ = (V,E ′) = (V, (E \O) ∪ (O \ E))
Formal kann daher das Cograph Editing wie folgt beschrieben werden:
Definition 7 (Cograph Editing). Sei G=(V,E). Cograph Editing ist das Problem,
zu G eine Menge an Editieroperationen O ⊆ E(V ) zu finden, so dass:
1. fGe (O) = G′ ∧G′ ist Cograph
2. ∀O′ ⊆ E(V ) : (fGe (O′) = G′′ ∧G′′ ist Cograph)→ |O| ≤ |O′|
Die Bedingung 2 garantiert hier ein Minimum an Editieroperationen. Alternativ
dazu definieren Liu et al. das parametrisierte Cograph Editing [11]:
Definition 8 (parametrisiertes Cograph Editing). Sei G=(V,E). Cograph Editing
ist das Problem, zu G eine Menge an Editieroperationen O ⊆ E(V ) zu finden, so
dass:
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1. fGe (O) = G′ ∧G′ ist Cograph
2. |O| ≤ k
Außerdem zeigten Liu et al., dass das parametrisierte Cograph Editing Problem
NP-vollständig ist. Es lässt sich demnach, vermutlich nicht effizient (in polynomieller
Zeit) lösen.
Satz 1 (Komplexität des Cograph Editing Problem). Liu et al. zeigten:
Das parametrisierte Cograph Editing Problem ist NP-vollständig.
Es lässt sich lösen in O(4.612k + |V |4.5). [11]
Da jede Lösung des Cograph Editing Problems mit der Minimalitätsbedingung 2
auch eine Lösungen für jedes parametrisierte Cograph Editing Problem vorgibt, ist
dieses mindestens genauso schwer. Da umgekehrt, die Lösung aller parametrisierten
Cograph Editing Probleme für k ≤ |V |∗(|V |−1)2 ∈ O(|V |2) (nur polynomiell viele) die
Lösung des minimalen Cograph Editings vorgibt, ist es auch in NP. Daher ist das
minimale Cograph Editing ebenfalls NP-vollständig.
Das folgende Theorem erläutert den Zusammenhang zwischen induzierten Teil-
graphen und Editieroperationen und stellt ein grundlegendes Resultat dieser Arbeit
dar. So ist der durch V ′ ⊆ V induzierte Teilgraph des editierten Graphen fGe (O)[V ′])
identisch mit dem Graphen, den man erhält, wenn man die Operation nur auf dem
durch V ′ induzierten Teilgraphen des ursprünglichen Graphen ausgeführt hätte, das
ist fG[V ′]e (O ∩ E(V ′). Dabei ist zu beachten, dass wenn man zuerst den Teilgraphen
bildet, man auch die Operationsmenge anpassen muss. Für alle Operationen, die
außerhalb V ′ operieren, würde die Anwendung auf G[V ′] keinen Sinn machen, daher
wird nur O ∩ E(V ′) auf G[V ′] angewandt.
Lemma 1. Sei G = (V,E) und V ′ ⊆ V . Dann gilt:
G[V ′] = (V ′, E ′)⇔ E ′ = E ∩ E(V ′)
Beweis. E ′ = {{v1, v2} | v1, v2 ∈ V ′ ∧ {v1, v2} ∈ E}
Wir betrachten Graphen ohne Schleifen, deshalb folgt aus {v1, v2} ∈ E auch v1 6= v2
und damit: E ′ = {{v1, v2} | v1, v2 ∈ V ′ ∧ {v1, v2} ∈ E ∧ v1 6= v2}
E ′ = {{v1, v2} | {v1, v2} ∈ E} ∩ {{v1, v2} | v1, v2 ∈ V ′ ∧ v1 6= v2}
E ′ = E ∩ E(V ′)
Theorem 1. Sei O ⊆ E(V ) und V ′ ⊆ V . Dann gilt:
fG[V
′]
e (O ∩ E(V ′)) = fGe (O)[V ′]
Beweis. Sei G = (V,E), fG[V ′]e (O ∩ E(V ′)) = (V ′, E ′) und fGe (O)[V ′] = (V ′, E ′′),
dann gilt wegen Lemma 1 G[V ′] = (V ′, E ∩ E(V ′)) und damit:
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E ′ = ((E ∩ E(V ′)) \ (O ∩ E(V ′))) ∪ ((O ∩ E(V ′)) \ (E ∩ E(V ′)))
Wegen A \ B = A ∩ BC und nach Anwenden von De Morgan und Distributivität
ergibt sich:
E ′ = ((E ∩ E(V ′)) ∩OC) ∪ ((E ∩ E(V ′)) ∩ E(V ′)C) ∪
((O ∩ E(V ′)) ∩ EC) ∪ ((O ∩ E(V ′)) ∩ E(V ′)C)
Wegen Assoziativität und E(V ′) ∩ E(V ′)C = ∅ (Vereinigung mit dem Komplement)
gilt nun:
E ′ = (E ∩ E(V ′) ∩OC) ∪ (O ∩ E(V ′) ∩ EC)
Wegen Distributivität lässt sich E(V ′) nach außen stellen:
E ′ = ((E ∩OC) ∪ (O ∩ EC)) ∩ E(V ′)
Wegen A \B = A ∩BC ergibt sich:
E ′ = ((E \O) ∪ (O \ E)) ∩ E(V ′)
Weil fGe (O) = (V, (E \O) ∪ (O \ E)) nach Def. fGe und nach Lemma 1 folgt nun:
E ′ = E ′′
2.3 Dynamischer Algorithmus
Angelehnt an die Definition von Nikolopolus et al.[12] und von Even et al.[3] sei ein
dynamischer Algorithmus wie folgt definiert:
Definition 9 (Dynamischer Algorithmus). Ein dynamischer Algorithmus für einen
ungerichteten Graphen G ist ein Algorithmus auf G, der die Ergebnisse seiner
Berechnung nach einer Reihe von Editieroperationen O ⊆ E(V ) auf G aktualisiert.
Das bedeutet, dass nach dem Ausführen der Editieroperationen auf G, der Algorithmus
die Ergebnisse für fGe (O) berechnet.
Definition 10 (on line Algorithmus). Ein dynamischer Algorithmus arbeitet on line,
wenn der Algorithmus zu einer Folge von Editieroperationen (o1, . . . , on) auch das
Ergebnis für die Zwischenschritte berechnet, also ebenfalls für G1 = fGe ({o1}), G2 =
fG1e ({o2}), G3 = fG2e ({o3}), . . . , Gn = fGn−1e ({on}).
Ein dynamischer Algorithmus ist dann sinnvoll, wenn eine Neuberechnung der
Ergebnisse teurer ist als eine Aktualisierung der alten. Dabei wird meist ausgenutzt,
dass eine Menge an Operationen nur lokalen Einfluss auf die Ergebnisse des Algo-
rithmus hat. Diese Arbeit wird einen Greedy-Algorithmus zum Cograph Editing
vorstellen, der auf Maßzahlen auf den Kanten beruht. Anstatt diese nach jeder
Ausführung einer Editieroperation auf dem Graphen komplett neu zu berechnen,
werden diese Maßzahlen stattdessen on line berechnet.
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2.4 Anzahl an P4
Im Folgenden wird eine Heuristik auf den Kanten und möglichen Kanten des Graphen
vorgestellt und diskutiert. Aufgrund Definition 3 der Cographen durch induzierte
P4 erschien es zunächst sinnvoll, die Anzahl an P4 zu zählen, an denen eine Kante
beteiligt ist.
Definition 11 (Anzahl an P4). Für einen Graphen G = (V,E) sei
σP4G (e) die Anzahl an P4 in G, die e beinhalten.
σP4G : {{v1, v2} | v1, v2 ∈ V } → N
σP4G (e) = |{G′ | G′ = (V ′, E ′) ist induzierter P4 von G und e ∈ E ′}|
σP4(G) sei die Anzahl aller P4 in G.
σP4(G) = |{G′ | G′ = (V ′, E ′) ist induzierter P4 von G}|
Theorem 2. σP4G (e) = 0 für alle e /∈ E
Beweis. Sei e /∈ E beliebig, fest. Für alle induzierten Teilgraphen G[V ′] = (V ′, E ′)
gilt nach Definition E ′ ⊆ E, demnach e /∈ E ′. Insbesondere gilt dies auch für alle
induzierten P4.





Beweis. Sei G′′ = G[{v1, v2, v3, v4}] = ({v1, v2, v3, v4}, {{v1, v2}, {v2, v3}, {v3, v4}})
ein induzierter P4 in G, dann wird G′′ nur für genau diese 3 Kanten gezählt, d.h.
dann gilt:
{{v1, v2}, {v2, v3}, {v3, v4}} ⊆ E
G′′ ∈ {G′ | G′ = (V ′, E ′) ist induzierter P4 von G und e ∈ E ′}
für alle e ∈ {{v1, v2}, {v2, v3}, {v3, v4}} und
G′′ /∈ {G′ | G′ = (V ′, E ′) ist induzierter P4 von G und e ∈ E ′}
für alle e /∈ {{v1, v2}, {v2, v3}, {v3, v4}} und
|{{v1, v2}, {v2, v3}, {v3, v4}}| = 3
Theorem 4. σP4(G) = 0⇔ G ist Cograph
Beweis. G ist Cograph
⇔ {G′ | G′ = (V ′, E ′) ist induzierter P4 von G} = ∅
⇔ |{G′ | G′ = (V ′, E ′) ist induzierter P4 von G}| = 0
⇔ σP4(G) = 0
Theorem 5. ∀e ∈ E(V ) : σP4G (e) = 0⇔ G ist Cograph
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Abbildung 5: Beim Löschen der rot markierten Kante entstehen 2 neue P4(grün)
Abbildung 6: Beim Einfügen der grün markierten Kante werden 2 P4(rot) zerstört
Beweis. G ist Cograph





G (e) = 0 nach Theorem 3
⇔ ∀e ∈ E(V ) : σP4G (e) = 0 mit Theorem 2 und
weil ∀e ∈ E(V ) : σP4G (e) ≥ 0 da Kardinalität einer Menge nach Def. 11
Abb. 5 demonstriert jedoch, dass das Entfernen einer Kante jedoch nicht nur P4
zerstören kann, sondern auch erzeugen. Außerdem kann auch das Hinzufügen einer
Kante die Anzahl an P4 in einem Graphen reduzieren (Abb. 6). Deshalb führen wir
folgende Heuristik auf E(V ) ein:
Definition 12 (σG). Für einen Graphen G = (V,E) sei
σG : E(V )→ Z
σG(e) = σP4(G)− σP4(fGe ({e}))
Abb. 7 illustriert die Vorteile der Verwendung von σG gegenüber σP4G . σG(e)
zieht alle Änderungen bzgl. σP4(G) in Betracht, die bei Änderung von e ∈ E(V )
vollzogen würden. Auch muss e keine Kante des Graphen sein, sondern kann auch
eine potentielle Kante sein, sodass auch das Hinzufügen einer Kante eine heuristische




Abbildung 7: Ausführen der jeweils am besten bewerteten Operationen (größter
Wert) unter links σP4G und rechts σG.
Abbildung 8: Keine Operation auf diesem Graphen zerstört mehr P4 als sie gleichzeitig
erzeugt.
als welche zu entfernen, insbesondere ist jeder vollständige Graph ein Cograph. Auch
kann trotz Beteiligung an vielen P4 das Entfernen einer Kante mehr P4 erzeugen,
als zerstören. Deshalb ist σG als Heuristik ggü. σP4G vorzuziehen. Jedoch lässt sich
anhand σG nicht mehr ablesen, ob ein Cograph vorliegt:
Theorem 6. (∀e ∈ E(V ) : σG(e) ≤ 0) 6⇒ G ist Cograph
Beweis. Abb. 8 zeigt ein Gegenbeispiel.
So ist dennoch σP4G zumindest für alle Kanten zu bestimmen, um mittels Theorem
5 festzustellen, wann ein Cograph vorliegt. Abb. 9 illustriert weitere Probleme bei der
Verwendung dieser Heuristik. So erhalten möglicherweise mehrere Kanten dieselbe
beste Bewertung (Abb. 9 links). Ebenso ist nicht garantiert, dass mit dieser Heuristik
wirklich eine minimale Menge an Editieroperationen gefunden wird (Abb. 9 Mitte). So
ist diese Heuristik nicht zwangsläufig optimal. Dies ist jedoch für alle in polynomieller
Zeit berechenbaren Algorithmen für das Cograph Editing zu erwarten (siehe Satz 1
zur NP-Vollständigkeit). Evtl findet sich jedoch keine „streng monoton absteigende“





Abbildung 9: Probleme der Heuristik σG
obwohl G kein Cograph ist und weiter editiert werden müsste. Dies kann dadurch
behoben werden, dass man bei schweren Fällen auf σP4G als Heuristik zurückgreift,
um zu garantieren, dass der Algorithmus terminiert, siehe dazu Kapitel 3.3. Diese
Probleme sind jedoch für einen heuristischen Ansatz zu erwarten und daher erscheint
die Verwendung von σG als Heuristik und σP4G als „Backup“-Heuristik sinnvoll und
wird im Folgenden verwendet, um den Greedy-Algorithmus zu formulieren.
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3 Algorithmus
Zunächst wird in diesem Kapitel die on-line Berechnung von σG und σP4G erläutert. Dies
bedeutet, dass jeweils die Initialisierung und das Update bei einer Editieroperation
betrachtet werden. Es wird gezeigt, dass eine Editieroperation nur lokalen Einfluss auf
die induzierten Teilgraphen des editierten Graphen hat. Dies wird dann genutzt, um
die Updates möglichst ressourcensparend umzusetzen. Schließlich wird der Greedy-
Algorithmus formuliert und analysiert.
Im Folgenden wird G nicht mehr im Index von σ und σP4 aufgeführt, um zu
verdeutlichen, dass es sich um vom Algorithmus berechnete Zwischenergebnisse
handelt, die nicht zu jeder Zeit mit σG bzw. σP4G übereinstimmen.
3.1 Initialisierung
Die Initialisierung von σP4 erfolgt durch Überprüfen aller vier-elementigen Teilmengen
von V auf P4.
1 σP4(e)← 0, e ∈ E(V );
2 for V ′ ⊆ V mit |V ′| = 4 do
3 if G[V ′] = (V ′, E ′) ist ein P4 then
4 σP4(e)← σP4(e) + 1, e ∈ E ′;
5 end
6 end
Algorithm 1: Initialisierung von σP4(e)
Theorem 7. Zu überprüfen, ob G[V ′] mit V ′ ⊆ V mit |V ′| = 4 ein P4 ist (Zeile 3)
benötigt O(1) Zeit.
Beweis. G[V ′] = (V ′, E ′) ist P4 ⇔ ∃V ′ = {v1, v2, v3, v4} : E ′ = {{v1, v2}, {v2, v3}, {v3, v4}}.
Das sind 4! = 24 ∈ O(1) mögliche Konfigurationen, die überprüft werden müssen.
Theorem 8. Alg. 1 berechnet σP4 korrekt, d.h. nachdem der Algorithmus terminiert,
gilt: σP4 = σP4G .
Beweis. Jeder P4 in G ist eindeutig bestimmt durch ein V ′ ⊆ V mit |V ′| = 4 und
für diese wird genau einmal Zeile 4 ausgeführt, für alle solchen V ′, für die G[V ′] kein
P4 ist wird Zeile 4 nicht ausgeführt. Damit wird für jede Kante e für jeden P4, an
dem e beteiligt ist, genau einmal σP4(e) erhöht, sonst nicht.
Theorem 9. Alg. 1 benötigt O(|V |4) Zeit und O(|V |2) Speicher.
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Beweis. Zeile 1 führt für alle e ∈ E(V ) genau 1 primitive Rechenoperation aus, das
sind |V |∗(|V |−1)2 ≤ |V |2. Offensichtlich hat ein P4 genau 3 Kanten, damit wird Zeile
4 maximal drei mal pro Schleifendurchlauf ausgeführt. Zeile 3 wird genau einmal
pro Schleifendurchlauf ausgeführt, nach Theorem 7 in O(1) Rechenoperationen.
Die Schleife wird |V | ∗ (|V | − 1) ∗ (|V | − 2) ∗ (|V | − 3) ≤ |V |4 mal durchlaufen.
Insgesamt braucht der Algorithmus demnach |V |2 +O(1) ∗ |V |4 = O(|V |4) primitive
Rechenoperationen. Gespeichert werden muss nur σP4(e) für alle e ∈ E(V ), das sind
O(|V |2).
Die Initialisierung von σ erfolgt durch Überprüfen aller vier-elementigen Teilmen-
gen von V auf Editieroperationen, die einen P4 erzeugen würden oder zerstören.
1 σ(e)← 0, e ∈ E(V );
2 for V ′ ⊆ V mit |V ′| = 4 do
3 if G[V ′] = (V ′, E ′) ist ein P4 then
4 σ(e)← σ(e) + 1, e ∈ E(V ′);
5 else
6 for e ∈ E(V ′) do
7 if fG[V ′]e ({e}) ist ein P4 then





Algorithm 2: Initialisierung von σ
Theorem 10. Zu überprüfen, ob für ein V ′ ⊆ V mit |V ′| = 4 und ein e ∈ E(V ′),
fG[V
′]
e (e) ein P4 ist (Zeile 7) benötigt O(1) Zeit und O(1) Speicher.
Beweis. fG[V ′]e (e) zu konstruieren benötigt 4 ∗ 3/2 = 6 Speicherplätze (Darstellung
als Adjazenzmatrix und V ′ besteht aus 4 Knoten) und 6 Rechenoperationen: Setzen
aller Einträge zu e ∈ E(V ′) \ {e} auf den selben Wert wie in der Adjazenzmatrix für
G und den Eintrag für e auf das Inverse vom Eintrag für e in G. Zu überprüfen, ob
fG[V
′]
e (e) ein P4 ist braucht O(1) Zeit nach Theorem 7.
Theorem 11. Alg. 2 berechnet σ korrekt, d.h. nachdem der Algorithmus terminiert,
gilt: σ = σG.
Beweis. Sei e ∈ E(V ) bel., fest. Sei P die Menge an P4 in G, also:
P = {G′ | G′ ist ind. P4 von G}
und P ′ die Menge an P4 in fGe ({e}), also:
P ′ = {G′′ | G′′ ist ind. P4 von fGe ({e})}
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Sei weiterhin D die Menge an P4, die e zerstört, also:
D = P \ P ′
und C die Menge an P4, die e neu erzeugt, also:
C = P ′ \ P
Dann gilt:
(P \D) ∪ C = (P ∩ (P ∩ P ′C)C) ∪ (P ′ ∩ PC)
= (P ∩ PC) ∪ (P ∩ P ′) ∪ (P ′ ∩ PC)
= P ′ ∩ (P ∪ P ′) = P ′
und offensichtlich: C ∩ P = ∅, C ⊆ P ′ und D ⊆ P . Damit:
|P | − |D|+ |C| = |P ′| und damit
σG(e) = |P | − |P ′| = |D| − |C|
Sei also V ′ ⊆ V bel., fest.
Fall 1: Falls G[V ′] = (V ′, E ′) ein P4 ist, ist G[V ′] ∈ D ⇔ e ∈ E(V ′), da fGe ({e})[V ′] =
fG[V
′]
e ({e} ∩ E(V ′)).
(a): Für e /∈ E(V ′) ist fGe ({e})[V ′] = fG[V ′]e (∅) = G[V ′] unverändert und damit immer
noch P4. Damit gilt auch: fGe ({e})[V ′] ∈ P ∩ P ′ und damit fGe ({e})[V ′] /∈ C.
(b): Für e /∈ E(V ′) ist fGe ({e})[V ′] = fG[V ′]e ({e}) = (V ′, E ′ \ {e} ∪ {e} \ E ′) und hat
damit entweder 3 oder 5 Kanten ist also kein P4 mehr. In beiden Fällen folgt jedoch
fGe ({e})[V ′] /∈ P ′ und damit fGe ({e})[V ′] /∈ C.
Fall 2: Falls G[V ′] kein P4 ist, ist offenbar G[V ′] /∈ D, da D ⊆ P .
(a): Wenn e /∈ E(V ′) ist fGe ({e})[V ′] = fG[V ′]e (∅) = G[V ′] unverändert und damit
immer noch kein P4 und damit: fGe ({e})[V ′] /∈ P ′. Es folgt fGe ({e})[V ′] /∈ C.
(b): Für e ∈ E(V ′) ist fGe ({e})[V ′] = fG[V ′]e ({e}) = (V ′, E ′′) = (V ′, E ′ \{e}∪{e}\E ′)
und damit ist fGe ({e})[V ′] ∈ P ′ ⇔ fG[V ′]e ({e}) ist P4. Da e ∈ E ′′ ⇔ e /∈ E ′, folgt,
dass fGe ({e})[V ′] kein induzierter Teilgraph von G ist und somit fGe ({e})[V ′] /∈ P .
Es folgt daher: fGe ({e})[V ′] ∈ C ⇔ fG[V ′]e ({e}) ist P4
Somit gilt:
σ(e) wird um 1 erhöht ⇔ G[V ′] ∈ P und e ∈ E(V ′)⇔ G[V ′] ∈ D.
σ(e) wird um 1 verringert ⇔ fG[V ′]e ({e}) ist P4⇔ fGe ({e})[V ′] ∈ C.
Da σ(e) mit 0 initialisiert wird, folgt Korrektheit.
Theorem 12. Alg. 2 benötigt O(|V |4) Zeit und O(|V |2) Speicher.
Beweis. Zeile 1 führt für alle e ∈ E(V ) genau 1 primitive Rechenoperation aus, das
sind |V |∗(|V |−1)2 ≤ |V |2. Sei nun V ′ ⊆ V mit |V ′| = 4. Zu überprüfen, ob G[V ′] ein P4
ist, braucht O(1) Zeit nach Theorem 7.
17
Fall 1: Falls G[V ′] ein P4 ist, werden |E(V ′)| = 4∗32 = 6 ∈ O(1) elementare Rechen-
operationen durchgeführt.
Fall 2: Falls G[V ′] kein P4 ist, wird die Überprüfung der Bedingung in Zeile 7 für
alle e ∈ E(V ′) ausgeführt. Das sind nach Theorem 10 O(1) ∗ |E(V ′)| = O(1 ∗ 6) =
O(1) Rechenoperationen. Ggf. wird zusätzlich noch eine Rechenoperation in Zeile
8 ausgeführt. Insgesamt sind das O(1) + O(1) = O(1) Rechenoperationen für die
Abarbeitung des Fall 2.
Damit werden pro Schleifendurchlauf O(1) Rechenoperationen benötigt. Die
Schleife wird für alle V ′ ⊆ V mit |V ′| = 4 durchlaufen, das sind O(|V |4). Insgesamt
werden somit O(|V |4) Rechenoperationen benötigt. Gespeichert werden muss lediglich
σ(e) für alle e ∈ E(V ), das sind O(|V |2).
3.2 Update
Das Update nutzt die Lokalität einer Editieroperation aus. Es lässt sich zeigen,
dass eine Editieroperation nur Einfluss auf Teilgraphen haben kann, in denen die
entsprechende Kante bzw. Nicht-Kante enthalten ist.
Theorem 13. Für G = (V,E), V ′ ⊆ V , e ∈ E(V ) und e 6⊆ V ′ gilt:
G[V ′] = fGe ({e})[V ′]
Beweis. Es lässt sich leicht sehen, dass e bei der Ausführung auf G keinen Einfluss
auf Teilgraphen besitzt, die nicht beide Knoten in e beinhalten.
Sei also e ∈ E(V ) bel., fest. Sei ferner V ′ ⊆ V mit e 6⊆ V ′ beliebig, fest. Wir benutzen
nun Theorem 1:
fGe ({e})[V ′] = fG[V ′]e ({e} ∩ E(V ′))
Nach Voraussetzung gilt e 6⊆ V ′, damit ist mindestens ein Knoten aus e nicht in
V ′. Für e ∈ E(V ′) müssten jedoch beide Knoten in e aus V ′ stammen. Damit gilt
{e} ∩ E(V ′) = ∅ und damit:
fGe ({e})[V ′] = fG[V ′]e (∅) = G[V ′]
Mit dieser lokalen Beschränkung des Effektes einer Editieroperation auf die indu-
zierten Teilgraphen lassen sich nun Algorithmus 3 und 4 formulieren, die ein effizientes
Update realisieren. Die Algorithmen unterscheiden sich von der Initialisierung (siehe
Algorithmus 1 und 2) nur geringfügig. Hauptsächlich dadurch, dass man statt aller
vier-elementigen V ′ ⊆ V nur diejenigen überprüft, die sich nach Theorem 13 auch
geändert haben können. Das sind genau die, die o als Teilmenge beinhalten. Für
diese erfolgt stets ein „Rollback“ der Werte des ursprünglichen Graphen (umgekehrte
Vorzeichen im ersten Teil) und danach eine Berechnung für den neuen Graphen.
Daher ergibt sich:
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1 for V ′ ⊆ V mit |V ′| = 2 do
2 if G[V ′ ∪ o] = (V ′ ∪ o, E ′) ist ein P4 then
3 σP4(e)← σP4(e)− 1, e ∈ E ′;
4 end
5 if G∗[V ′ ∪ o] = fGe ({o})[V ′ ∪ o] = (V ′ ∪ o, E ′′) ist ein P4 then
6 σP4(e)← σP4(e) + 1, e ∈ E ′′;
7 end
8 end
Algorithm 3: Update von σP4(e) bei der Ausführung der Editieroperation o ∈ E(V )
1 for V ′ ⊆ V mit |V ′| = 2 do
2 if G[V ′ ∪ o] = (V ′ ∪ o, E ′) ist ein P4 then
3 σ(e)← σP4(e)− 1, e ∈ E(V ′);
4 else
5 for e ∈ E(V ′ ∪ o) do
6 if fG[V ′∪o]e ({e}) ist ein P4 then




11 if G∗[V ′ ∪ o] = (V ′ ∪ o, E ′′) ist ein P4 then
12 σ(e)← σP4(e) + 1, e ∈ E(V ′);
13 else
14 for e ∈ E(V ′ ∪ o) do
15 if fG∗[V ′∪o]e ({e}) ist ein P4 then





Algorithm 4: Update von σ(e) bei der Ausführung der Editieroperation o ∈ E(V )
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Theorem 14. Alg. 3 berechnet σP4 korrekt. D.h. wenn vor der Ausführung der
Editieroperation σP4 für einen Graphen G korrekt war, also σP4 = σP4G , dann ist nach
der Ausführung der Editieroperation o ∈ E(V ) und des Algorithmus σP4 immer noch
korrekt. Das bedeutet, für G∗ = fGe ({o}) gilt dann: σP4 = σP4G∗.
Beweis. Sei G = (E, V ) der Graph und o ∈ E(V ) eine beliebige, fortan feste Edi-
tieroperation auf G. Sei weiterhin G∗ = fGe ({o}) = (V,E∗) der Graph nach der
Ausführung. Sei P die Menge an P4 auf G vor der Ausführung, P ∗ die Menge an
P4 auf G∗, demnach nach der Ausführung. Es werden wieder alle Teilmengen von
V betrachtet und dabei die induzierten P4 identifiziert, die zerstört bzw. erzeugt
wurden.
Sei G′ = G[V ′] = (V ′, E ′) ein P4, der durch o zerstört wurde, gdw. G′ ∈ P \ P ∗.
Dies gilt gdw. G′ ∈ P und G′ 6= G∗[V ′]. Der zweite Teil gilt gdw. G′ 6= fGe ({o})[V ′].
Dies gilt nach Theorem 1 gdw. G[V ′] 6= fG[V ′]e({o} ∩ E(V ′)) gdw. {o} ∩ E(V ′) 6= ∅.
Das bedeutet, dass G′ ∈ P \ P ∗ ⇔ G′ ∈ P und o ⊂ V ′. Demnach wird für jede
Kante genau für jeden zerstörten P4, an der sie beteiligt ist, genau einmal Zeile 3
ausgeführt.
Sei G′ = G∗[V ′] = (V ′, E ′) ein P4, der durch o erzeugt wurde, gdw. G′ ∈ P ∗ \P . Dies
gilt gdw. G′ ∈ P ∗ und G′ 6= G[V ′]. Der zweite Teil gilt gdw. fGe ({o})[V ′] 6= G[V ′].
Dies gilt nach Theorem 1 gdw. fG[V ′]e({o} ∩ E(V ′)) 6= G[V ′] gdw. {o} ∩ E(V ′) 6= ∅.
Das bedeutet, dass G′ ∈ P ∗ \ P ⇔ G′ ∈ P ∗ und o ⊂ V ′. Demnach wird für jede
Kante genau für jeden erzeugten P4, an der sie beteiligt ist, genau einmal Zeile 6
ausgeführt.
Damit wird für jede Kante e für jeden P4, an dem e beteiligt ist, genau einmal σP4(e)
verringert, wenn der P4 zerstört wurde, genau einmal σP4(e) erhöht, wenn der P4
erzeugt wurde und sonst nichts geändert.
Theorem 15. Alg. 3 benötigt O(|V |2) Zeit und O(|V |2) Speicher.
Beweis. Zeile 2 und 5 brauchen O(1) Zeit nach Theorem 7, Zeile 3 und 6 sind
elementare Rechenoperationen. Die Schleife wird für alle V ′ ⊆ V mit |V ′| ≤ 2
durchlaufen, das sind O(|V |2) mal. Insgesamt ergibt sich, dass der Algorithmus
O(|V |2) ∗ O(1) = O(|V |2)) Rechenoperationen benötigt. Gespeichert werden muss
σP4(e) für alle e ∈ E(V ), das sind O(|V |2).
Theorem 16. Alg. 4 berechnet σ korrekt. D.h. wenn vor der Ausführung der Edi-
tieroperation σ für einen Graphen G korrekt war, also σ = σG, dann ist nach der
Ausführung der Editieroperation o ∈ E(V ) und des Algorithmus σ immer noch korrekt.
Das bedeutet, für G∗ = fGe ({o}) gilt dann: σ = σG∗.
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Beweis. Die Idee des Beweises ist, zu zeigen, dass für alle Teilgraphen, welche im
Algorithmus nicht betrachtet werden, sich das Verhalten ggü. e nicht geändert hat,
d.h. sie immer noch bei Ausführung von e ∈ E(V ) einen P4 erzeugen oder zerstören.
Für alle anderen werden die zuvor berechneten Werte im ersten Teil zurückgerechnet
und die neuen Werte im zweiten Teil (ab Zeile 11) erneut berechnet, wie in der
Initialisierung in Algorithmus 2.
Sei nun o ∈ E(V ) bel., fest, die Editieroperation, die ausgeführt wurde. Seien G
und G∗ definiert wie im Beweis von Theorem 14. Sei weiterhin e ∈ E(V ) bel., fest,
die Editieroperation, für die wir zeigen wollen, dass σ(e) = σG∗(e) nach Ausführung
des Algorithmus. Sei weiterhin vor Ausführung des Algorithmus σ(e) = σG(e). Sei
P die Menge an P4 in G, P ′ die Menge an P4 in G′ = fGe ({e}), P ∗ die Menge an
P4 in G∗, P ∗∗ die Menge an P4 in G∗∗ = fG
∗
e ({e}). Sei Vo = {V ′ ⊆ V | |V ′| =
4, o ⊆ V ′}. Dann bezeichne Do = (P \ P ′) ∩ {G[V ′] | V ′ ∈ Vo} die Teilmenge
aller P4 , die durch ein V ′ ∈ Vo induziert werden und durch e zerstört werden,
analog: Co = (P ′ \ P ) ∩ {G[V ′] | V ′ ∈ Vo}, D∗o = (P ∗ \ P ∗∗) ∩ {G∗[V ′] | V ′ ∈ Vo},
C∗o = (P ∗∗ \ P ∗) ∩ {G∗∗[V ′] | V ′ ∈ Vo}. Dann berechnet offenbar der erste Teil des
Algorithmus, vor Zeile 11, −σG|o = −(|Do|−|Co|) (wegen Vertauschen der Vorzeichen
und Einschränkung auf diese Teilmengen) und der zweite Teil σG∗|o = |D∗o| − |C∗o |.
Der Beweis hierfür ist analog zu dem Beweis in Theorem 11.
Zu zeigen ist jedoch, dass für alle V ′ ⊆ V mit o 6⊆ V ′ und |V ′| = 4 gilt: G[V ′] ist
genau dann ein von e in G zerstörter bzw. erzeugter P4, wenn G∗[V ′] ein von e in G∗
zerstörter bzw. erzeugter P4 ist. Denn für diese V ′ erfolgt nicht die Abarbeitung analog
zu der in Algorithmus 2. Aus Theorem 13 ergibt sich: Sei so ein V ′ gegeben, dann
ist G[V ′] = fGe ({o})[V ′], da o 6⊆ V ′ und weil fGe ({o}) = G∗ gilt nun: G[V ′] = G∗[V ′]
und verhält sich demnach auch identisch ggü. e.
Jetzt gilt: C \Co = C∗ \C∗o und D \Do = D∗ \D∗o und damit: C∗ = (C \Co)∪C∗o
und weil die Mengen disjunkt sind (C \Co = C∗\C∗o ) und offensichtlich Co ⊆ C, folgt:
|C∗| = |C| − |Co|+ |C∗o |. Analog für |D∗| = |D| − |Do|+ |D∗o|. Daraus folgt wiederum
durch Einsetzen und Umstellen: σG∗(e) = |D∗| − |C∗| = (|D| − |C|)− (|Do| − |Co|) +
(|D∗o| − |C∗o |). Ersetzen der Terme ergibt: σG∗(e) = σG(e) − σG|o(e) + σG∗|o(e). Da
σ(e) mit σG(e) vorbelegt ist (Vor.) und −σG|o(e) + σG∗|o(e) addiert werden (siehe
oben), ergibt sich Korrektheit.
Theorem 17. Alg. 4 benötigt O(|V |2) Zeit und O(|V |2) Speicher.
Beweis. Die Berechnung von G∗ kann in O(|V |2) erfolgen (simples Kopieren der
Adjazenzmatrix und Ändern maximal aller Einträge, was nur quadratisch viele sind),
O(|V |2) Speicher wird dafür benötigt. Diese Kosten fallen einmalig an.
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Die Fallunterscheidungen in Zeile 2 und 11 brauchen insgesamtO(1)+O(1) = O(1)
Zeit nach dem Beweis von Theorem 10. Damit benötigt ein Schleifendurchlauf
O(1) Zeit. Die Schleife wird für alle V ′ ⊂ V mit |V ′| ≤ 2 durchlaufen, das sind
O(|V |2) mal. Insgesamt ergibt sich, dass der Algorithmus O(|V |2) ∗ O(1) = O(|V |2))
Rechenoperationen benötigt. Gespeichert werden muss σ(e) für alle e ∈ E(V ) und
G∗, das sind O(|V |2) Speicher.
3.3 Greedy-Algorithmus
Aufbauend darauf wird nun ein Greedy-Algorithmus für das Cograph Editing formu-
liert. Dabei wird immer die durch σ am besten bewertete Editieroperation ausgewählt
und ausgeführt. Anschließend wird diese Operation markiert. Markierte Operationen
werden dann bei der Auswahl der besten Operation nicht mehr beachtet. Dies wird
solange wiederholt, bis ein Cograph erzeugt wurde oder alle Operationen markiert
sind. Insbesondere kann nicht garantiert werden, dass ein Cograph erzeugt wird.
Falls alle Kanten editiert wurden und noch kein Cograph vorliegt, wird das Verfahren
wiederholt (mit neuer Markierung), aber diesmal σP4 an Stelle von σ zur Auswahl
der Operationen verwendet. Daher werden dann nur noch Kanten gelöscht und
der Algorithmus wird spätestens nach Löschen aller Kanten, einen leeren Graphen
erzeugen und damit einen Cographen. Eine solche Lösung wird im Folgenden auch
als "Backup-Lösung"bezeichnet.
1 Initialisiere σ und σP4 ;
2 Initialisiere Markierungen für o ∈ E(V );
3 while G ist kein Cograph und es existieren noch unmarkierte Operationen do
4 o← arg max σ(e) für e ∈ E(V ), e nicht markiert;
5 G← fGe ({o});
6 Update für σ und σP4 ;
7 Markiere o;
8 end
9 if G ist noch kein Cograph then
10 while G ist kein Cograph do
11 o← arg max σP4(e) für e ∈ E(V );
12 G← fGe ({o});
13 Update für σP4 (und σ);
14 end
15 end
Algorithm 5: Greedy-Algorithmus, um einen Graphen in einen Cographen zu
überführen
Falls in Zeile 4 bzw 11 mehrere Maxima existieren, so wird unter Gleichverteilung
eine der besten Operation zufällig ausgewählt (Abb. 9 links). Dies führt dazu, dass
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trotz gleicher Eingabe unterschiedliche Ergebnisse produziert werden können. Kapitel
4.4 stellt eine Möglichkeit vor, dann eine Lösung auszuwählen. Der Algorithmus
ist nicht optimal, aber arbeitet in polynomieller Zeit (terminiert insbesondere) und
produziert korrekte Ergebnisse:
Theorem 18. Alg. 5 arbeitet korrekt. D.h. wenn er terminiert, erzeugt er einen
Cographen.
Beweis. Damit der Algorithmus terminiert, muss die Bedingung in Zeile 9 verletzt
sein, oder die Schleife in 10 abgeschlossen werden (letzte Anweisung).
Fall 1: Bedingung in Zeile 9 ist verletzt, dann ist G ein Cograph und es folgt die
Behauptung.
Fall 2: Die Schleife in 10 wurde abgeschlossen. Dann ist G ein Cograph und es folgt
die Behauptung.
Theorem 19. Alg. 5 benötigt O(|V |4) Zeit und O(|V |2) Speicher.
Beweis. Für Zeile 1 und 2 müssen Speicherplätze für σ, σP4 und die Markierungen
reserviert und initialisiert werden. Daher müssen für alle e ∈ E(V ) 3 Speicherplätze
reserviert werden (Matrix bzw. Array). Da |E(V )| = |V |∗(|V |−1)2 ∈ O(|V |2) ist dafür
O(3∗|V |2) = O(|V |2) Speicher nötig. Das Initialisieren von σ und σP4 wird nach Theo-
rem 9 und 12 in 2∗O(|V |4) = O(|V |4) ausgeführt und benötigt 2∗O(|V |2) = O(|V |2)
Speicher. Die Initialisierung der Markierungen erfordert das Setzen eines Eintrages
(„nicht markiert“) für alle e ∈ E(V ), das sind |E(V )| ∈ O(|V |2) Rechenoperation.
Insgesamt erfolgt die Initialisierung des Algorithmus in O(|V |4)+O(|V |2) = O(|V |4))
Zeit und benötigt O(|V |2) Speicher.
Um zu überprüfen, ob G ein Cograph ist, wird Theorem 5 benutzt: ∀e ∈ E(V ) :
σP4G (e) = 0 ⇔ G ist Cograph. Dies sind offenbar |E(V )| Rechenoperationen (Addi-
tion). Um zu überprüfen, ob noch unmarkierte Operationen existieren, muss die
Markierung für alle e ∈ E(V ) überprüft werden, dies benötigt |E(V )| Zeit. Insgesamt
benötigt die Überprüfung der Schleifenbedingung demnach 2 ∗ |E(V )| ∈ O(|V |2) Zeit
pro Schleifendurchlauf. Die Maxima in Zeile 4 können durch einmalige Iteration über
alle Einträge von σ(e) für alle e ∈ E(V ) ermittelt werden. Gleichzeitig kann die Anzahl
an Maxima bestimmt werden, eine Operation zufällig auszuwählen benötigt offenbar
O(1) Zeit (zufälligen Index bestimmen). Daher benötigt auch die Bestimmung des
Maximums |E(V )| ∈ O(|V |2) Zeit pro Schleifendurchlauf. Das Updaten des Graphen
ist mit Ändern 1 Eintrages in der Adjazenzmatrix verbunden, benötigt daher O(1)
Zeit. Das Update für σ und σP4 wird nach Theorem 17 und 15 in 2∗O(|V |2) = O(|V |2)
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ausgeführt und benötigt 2 ∗ O(|V |2) = O(|V |2) Speicher. Das Markieren der Opera-
tion ist mit dem Ändern eines Eintrages einer Matrix verbunden, das benötigt O(1)
Zeit. Pro Schleifendurchlauf werden daher 3 ∗ O(|V |2) + 3 ∗ O(1) = O(|V |2) Rechen-
operationen ausgeführt. Die Schleife wird maximal für alle e ∈ E(V ) durchlaufen,
danach sind alle e ∈ E(V ) markiert und die Vorbedingung ist verletzt. Dies bedeutet
die Schleife wird in O(|V |2) ∗ O(|V |2) = O(|V |4) Zeit abgearbeitet. Es wird stets
O(|V |2) Speicher benötigt.
Das Überprüfen der Bedingung in Zeile 9 benötigt O(|V |2) Zeit (siehe Schleifen-
bedingung). Falls die Bedingung nicht erfüllt ist terminiert der Algorithmus. Falls die
Bedingung erfüllt ist, wird die zweite Schleife in 10 abgearbeitet. Analog zur ersten
Schleife ergibt sich hier eine Berechnungszeit von O(|V |2) pro Schleifendurchlauf und
eine Belegung von O(|V |2) Speicher. Die Schleife wird maximal für alle e ∈ E(V )
durchlaufen, denn es können nur noch Operationen ausgewählt werden, die Kanten
löschen. Denn es gilt für jede Nichtkante e ∈ E(V ) \ E nach Theorem 2: σP4(e) = 0,
damit wird ein solches e nur dann als Maximum ausgewählt, wenn für alle e′ ∈ E(V )
gilt: σP4(e′) = 0, da sigmaP4(e) ≥ 0 nach Definition 11 (Kardinalität einer Menge).
Dann wäre nach Theorem 5 G jedoch Cograph und daher wäre die Schleife bereits
abgebrochen. Daher können maximal alle Kanten gelöscht werden und G ist dann
ein leerer Graph und damit Cograph. Daher terminiert die Schleife nach maximal
O(|E(V )|) ∈ O(|V |2) Durchläufen. Damit wird für den gesamten Durchlauf der
Schleife O(|V |2) ∗ O(|V |2) = O(|V |4) Zeit und O(|V |2) Speicher benötigt.
Insgesamt ergibt sich, dass der Algorithmus 3 ∗ O(|V |4) = O(|V |4) Zeit und
3 ∗ O(|V |2) = O(|V |2) Speicher benötigt.
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4 Methode
In dieser Arbeit wird das Problem des minimalen Cograph Editing im Kontext der
Rekonstruktion phylogenetischer Bäume untersucht. Hier steht demnach vor allem
die Genauigkeit der Rekonstruktion eines Cographen im Vordergrund. Kapitel 4.1
soll klären, was mit einer genauen Rekonstruktion gemeint ist. Kapitel 4.2 erläutert
welche Daten zu welchen Testläufen erhoben werden. Wie die Testdaten erzeugt
werden, wird in Kapitel 4.3 erläutert. Kapitel 4.4 erläutert eine Möglichkeit aus
mehreren Lösungen des Greedy-Algorithmus eine Lösung auszuwählen.
4.1 Qualität der Ergebnisse
Für das Problem des minimalen Cograph Editing ist offenbar die Anzahl an benö-
tigten Editieroperationen ein Kriterium der Qualität. Für den Anwendungsfall der
Rekonstruktion eines Cographen, ist die Editierlänge jedoch weniger aussagekräftig.
Abb. 10 illustriert das Problem. Der wahre Cograph Gˆ wurde durch ein Rauschen 
als Graph G = f Gˆe () aufgefasst. Das Ergebnis eines Algorithmus für Cograph Editing
liefert O1 als mögliche Editieroperation, so dass fGe (O1) = G1 ist ein Cograph. Ein
zweiter Algorithmus liefert O2, aber ebenfalls gilt fGe (O1) = G2 ist ein Cograph.
Aber trotz |O1| < |O2| kann G1 sich mehr vom ursprünglichen Graphen Gˆ unter-
schieden, als G2. Um die Entfernung zweier Graphen über derselben Knotenmenge
zu bestimmen, wird folgende Abstandsmetrik definiert:
Definition 13 (Abstand zweier ungerichteter Graphen). Seien G1 = (V,E1) und
G2 = (V,E2) zwei ungerichtete Graphen über derselben Knotenmenge V .
d(G1, G2) = 1− |E1 \ E2|+ |E2 \ E1||E(V )|
Aus |E(V )| = |V |∗(|V |−1)2 folgt direkt:
d(G1, G2) = 2
|E1 \ E2|+ |E2 \ E1|
|V | ∗ (|V | − 1)
In den Tests werden wir die Ergebnisse in Vergleich zum ursprünglichen Graphen
setzen. Dabei wird die Entfernung der Rekonstruktion zum Originalgraphen in
Abhängigkeit zur relativen Editierlänge des Rauschen gemessen. Im Folgenden wird
2 ∗ |||V |∗(|V |−1) auch als Noise-Lvl bezeichnet.
Theorem 20. Sei  ⊆ E(V ) eine Menge an Editieroperationen. Dann erzeugt  von






Abbildung 10: Mehr Editieroperationen können auch zu besseren Ergebnissen führen.
d(Gˆ, G) = 2 |||V | ∗ (|V | − 1)
Beweis. Aus E ′ = (E \ ) ∪ ( \ E) folgt:
E \ E ′ = E \ ((E \ ) ∪ ( \ E))
Mit De Morgan ergibt sich das zu:
E \ E ′ = (E \ (E \ )) ∩ (E \ ( \ E))
Dann folgt: E \ E ′ =  ∩ E ∩ E =  ∩ E
Für E ′ \ E = (E \  ∪  \ E) \ E ergibt sich wegen Distributivität:
E ′ \ E = ((E \ ) \ E) ∪ (( \ E) \ E)
Wegen (E \ ) \ E = ∅ ergibt sich:
E ′ \ E = ( \ E) \ E =  \ E.
Daraus folgt: (E ′ \E)∪ (E \E ′) = ( \E)∪ (∩E) =  und weil die beiden Mengen
jeweils disjunkt sind, folgt:
|E ′ \ E|+ |E \ E ′| = | \ E|+ | ∩ E| = || und damit die Behauptung.
4.2 Vorgehensweise
Wir werden demnach 2 Anwendungsfälle betrachten:
1. Lösen des Cograph Editing auf zufälligen Graphen.
2. Rekonstruktion mit Rauschen belegter zufälliger Cographen.
Für zufällige Graphen wird die Editierlänge und für die Rekonstruktion von Co-
graphen wird der Abstand zum Original-Cograph gemessen. Dabei wird die Im-
plementierung des Greedy-Algorithmus mit der Implementierung des Paraphylo-




• 100 zufällige Graphen
• 100 Samples der Greedy-Lösung pro Graph
• 1 korrekte Lösung (minimale Editierlänge) des Paraphylo-Algorithmus pro
Graph
Dabei wurden folgende Daten erhoben:
• Editierlänge
• Laufzeit
Diese Arbeit setzt den Fokus jedoch auf das Untersuchen des Anwendungsfall 2.
Hierfür werden folgende Testfälle betrachtet:
• 20, 30, 40, 50, 60 Knoten
• 100 zufällige Cographen (pro Knotenanzahl)
• 18 Noise-Lvl: 1-15%, 20%, 30%, 50%
• 100 verschiedene Graphen pro Cograph und Noise-Lvl (durch zufällige Editier-
operationen aus dem Original-Cographen erzeugt, die Editierlänge wird dabei
entsprechend des Noise-Lvl gewählt)
• 100 Samples der Greedy-Lösung pro Graph
• 1 korrekte Lösung (minimale Editierlänge) des Paraphylo-Algorithmus für jeden
Graphen mit 20 Knoten und 30 Knoten mit 1-15% Noise-Lvl.
Da die korrekte Implementierung sehr viel Zeit und Speicher auf größeren Graphen
benötigt, war es aufgrund begrenzter Ressourcen nicht möglich, größere Proble-
minstanzen für die korrekte Lösung zu untersuchen. Um das Skalierungsverhalten
zu testen, wurden außerdem noch folgende Testfälle für den Greedy-Algorithmus
getestet:
• 50, 100, 150
• 100 zufällige Cographen (pro Knotenanzahl)
• 2 Noise-Lvl: 5%, 50%
• 1 Graph pro Cograph und Noise-Lvl (1 zufällige Editieroperationen)
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• 1 Sample der Greedy-Lösung pro Graph
Dabei wurden folgende Daten erhoben:
• Editierlänge
• Distanz der Lösung zum Original-Cograph
• Laufzeit
Für die Greedy-Lösung wurde außerdem erhoben, ob die Backup-Lösung verwendet
wurde (siehe Kapitel 3.3). Außerdem werden für die 100 Sample pro Graph ein
Centroid errechnet und dessen Lösung markiert, siehe Kapitel 4.4.
4.3 Zufällige Graphen, Cographen und Editieroperationen
Um zufällige Graphen zu erzeugen, wird mit einer Wahrscheinlichkeit von 50% eine
Kante zwischen 2 Punkten gesetzt, ansonsten nicht. Das Erzeugen zufälliger Cogra-
phen ist etwas aufwendiger, dabei wird folgende Charakterisierung der Cographen
benutzt, übernommen von Gurski et al. aus [6]:
Definition 14. Ein Graph G = (V,E) ist ein Co-Graph, falls er sich mit den
folgenden drei Regeln aufbauen lässt:
1. Der Graph mit genau einem Knoten ist ein Co- Graph.
2. Für zwei Co-Graphen G1 und G2 ist
G1 ∪G2 = (V1 ∪ V2, E1 ∪ E2) ein Co-Graph.
3. Für zwei Co-Graphen G1 und G2 ist die disjunkte Summe
G1 ×G2 = (V1 ∪ V2, E1 ∪ E2 ∪ {{v1, v2} | v1 ∈ V1, v2 ∈ V2}) ein Co-Graph.
Um einen Cographen mit n Knoten zu erzeugen, wird mit der Menge an n
Cographen gestartet, die jeweils einen Knoten enthalten. Schrittweise werden dann
jeweils 2 Cographen zufällig ausgewählt aus denen ein neuer Cograph entsteht. Dabei
wird entweder Regel 2 oder 3 angewandt, jeweils mit 50%-iger Wahrscheinlichkeit.
Die ursprünglichen Cographen werden nach diesem Schritt aus der Grundmenge
entfernt. Dies wird solange fortgesetzt, bis nur noch 1 Cograph mit n Knoten übrig
ist. Um zufällige Editieroperationen zu erzeugen, wird aus der Menge aller möglichen
Editieroperationen E(V ) ohne Zurücklegen gezogen. Dabei entspricht die Anzahl der
Ziehungen der Editierlänge und wird daher entsprechend des geforderten Noise-Lvl
gewählt (siehe auch Theorem 20).
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4.4 Centroid
Der Greedy-Algorithmus wählt bei mehreren besten lokalen Operationen, eine Ope-
ration zufällig aus, die er ausführt, siehe Kapitel 3.3. Dadurch können bei mehreren
Läufen auf dem selben Graph unterschiedliche Ergebnisse erzeugt werden. Wir
betrachten 100 Sample pro Graph (Kapitel 4.2). In einem realen Anwendungsfall
müsste jedoch eine Lösung ausgewählt werden. Da die Editierlänge nur begrenzt
aussagekräftig ist (Kapitel 4.1), wird ein Centroid wie folgt berechnet: Gegeben sei
eine Folge an Graphen (G1, . . . , G100). Man beachte, dass hier eine Folge vorliegt und
der Greedy-Algorithmus auch den gleichen Graphen ≥ 2 mal als Lösung errechnen
kann. Auch lässt sich das Konzept hier leicht auf n Graphen erweitern, doch werden
in dieser Arbeit immer 100 Samples errechnet. Dann ergibt sich der Centroid als der




Der Centroid besitzt demnach im Mittel den geringsten Abstand zu allen anderen
produzierten Lösungen. Falls, mehrere solche Gi existieren, wird der erste, d.h.
derjenige Graph mit minimalen i gewählt.
4.5 Implementierung und Hardware
Die Implementierung erfolgte in Java. Dabei wurden jedoch geringfügige Änderungen
vorgenommen, so wurde bspw. die Differenz σ(e)−σP4(e) an Stelle von σ(e) berechnet.
Auch wurde an allen Stellen, an denen eine konstanten Anzahl an Konfigurationen
überprüft wird in Kapitel 3.1 und 3.2, stattdessen diese Konfigurationen vorberechnet
und der entsprechende Ausschnitt aus der Adjazenzmatrix ggf. auf die entsprechende
Konfiguration abgebildet. Bspw. sind dies für das Update 2( 4∗32 −1) = 25 = 32 unter-
schiedliche Konfigurationen. Dies ergibt sich aus 4∗32 = 6 Kanten bzw. Nichtkanten
im Teilgraph mit 4 Knoten. Davon wird eine editiert, die Einträge in der Über-
gangsmatrix für das Löschen/Hinzufügen dieser Kante/Nichtkante unterscheiden
sich jedoch nur in den Vorzeichen der Einträge. Dadurch wird der konstante Faktor
im Laufzeitverhalten verbessert, dies ändert aber nichts am asymptotischen Verhal-
ten. Als Framework für dynamische Graphen und Algorithmen wurde Graphstream
verwendet[5]. Für die Tests und die damit verbundenen Laufzeitmessungen wurde
das Benchmarking Framework von Brent Boyer verwendet[1]. In seinem Artikel geht
er auch auf die generellen und speziellen Probleme des Benchmarking mit Java ein
(JVM, dynamische Optimierung, Garbage Collection, etc.). Insbesondere erfolgte vor
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allen Tests ein Code Warmup für jeden Algorithmus mit 50 zufälligen Graphen (15
Knoten). Die Auswertung der Daten erfolgte mittels R[13] und RStudio, insbeson-
dere wurde zum Plotten ggplot2[14] verwendet. Für die Tests wurde Hardware mit
folgenden Spezifikationen benutzt:
Tests für die Greedy-Implementierung:
• 8 Dual-Core AMD OpteronTM Processor 8218 × 2.6GHz
• 16GB RAM
Tests für die Paraphylo-Implementierung:
• 12 Six-Core AMD OpteronTM Processor 2435 × 2.6GHz
• 32 GB RAM
Zu beachten ist hierbei, dass die Paraphylo-Implementierung Multithreading nutzt,





Für zufällige Graphen betrachten wir die Editierlänge, d.h. die Anzahl an Editopera-
tionen, die nötig waren, um den Graphen in einen Cographen zu überführen. Da die
Paraphylo-Implementierung eine minimale Editierlänge garantiert, wird die Editier-
länge des Greedy an der jeweils minimalen Editierlänge für diesen Graphen gemessen.
Sei Op die Menge an Editieroperationen, die von der Paraphylo-Implementierung
berechnet wurde, um den Graphen in einen Cographen zu überführen. Sei Og die
Menge an Editieroperationen, die vom Greedy-Algorithmus berechnet wurde, dann
betrachten wir die relative zusätzliche Editierlänge:
|Og| − |Op|
|Op|
Abb. 11 zeigt das Ergebnis. Links sind die Ergebnisse aller Runs aufgeführt (100
pro Graph, insgesamt 104). Jedoch würde man in einem Anwendungsfall, in dem
man explizit minimale Editierlänge erreichen will, aus den 100 Runs denjenigen
mit der kleinsten Editierlänge auswählen. Diese Ergebnisse sind rechts aufgeführt (1
pro Graph, insgesamt 100). Alle Ergebnisse des Greedy-Algorithmus (links) sind im
Mittel ca. 20% länger als die minimale Editierlänge. Die Varianz der Ergebnisse ist
jedoch recht hoch. Wenn man nur das Minimum der 100 Runs betrachtet (rechts), so
erhält man im Mittel nur ca. 15% längere Editieroperationen. Auch ist die Varianz
deutlich geringer. In der Stichprobe von 100 Graphen mit 20 Knoten war für das
Minimum der 100 Runs die zusätzliche Editierlänge nie mehr als 30%.
5.2 Mit Rauschen belegte Cographen
Für den Anwendungsfall der rekonstruierten Cographen, betrachten wir die Entfer-
nung zum ursprünglichen Graphen. Sei Gˆ der ursprüngliche Cograph, G der Graph,
der aus Gˆ durch Rauschen entsteht, Gp die Lösung der Paraphylo-Implementierung
für das Cograph Editing Problem mit Eingabe von G und Gg die Greedy-Lösung.
Dann betrachten wir d(Gˆ, Gp) bzw. d(Gˆ, Gg). Abb. 12a zeigt die Ergebnisse für 20
und 30 Knoten (für Noise-Lvl ≤ 15%), wobei für jeden Boxplot der Greedy-Lösung
jeweils 104 Datenpunkte (100 Runs pro Graph) zur Verfügung stehen und für die
Paraphylo-Lösung jeweils 100 Datenpunkte. Die Ausdehnung der Boxen ist ähnlich
zueinander, auch wenn die Lage der Greedy Boxen etwas nach oben verschoben














































Abbildung 11: Die relative Differenz der Editierlängen
auf. Durch Auswahl des Centroids kann die Anzahl dieser Ausreißer jedoch deutlich
verringert werden, siehe Abb. 12b.
Die Lage und Ausdehnung der Boxen suggeriert eine ähnliche, leicht verschobene
Verteilung der Ergebnisse. Wir betrachten daher für die Centroid-Lösungen des
Greedy-Algorithmus und die Lösung der Paraphylo-Implementierung die Verteilung
der Paardifferenzen in Abb. 13. Die Daten sind über das Noise Lvl und die Anzahl
an Knoten gruppiert, es wurden jeweils 100 Graphen pro Gruppe getestet. Pro Box
bzw. Datenpunkt liegen demnach 100 Paardifferenzen vor. Tatsächlich scheinen die
Paardifferenzen ungefähr symmetrisch um 0-2% verteilt. Daher wird für jede Gruppe
getestet, ob die Verschiebung der Lage der Verteilungen nicht größer als 1% bzw. 2.5%
ist. Dabei wird der Wilcoxon-Vorzeichen-Rang-Test verwendet. Als Signifikanzniveau
wird α = 5% gewählt, es wird einseitig getestet und die p-Werte werden mittels
der Bonferroni-Methode auf multiples Testen korrigiert (einfache Multiplikation mit
den Anzahl der Tests, in diesem Fall 33 ∗ 2 = 66). Für jede Gruppe von Paaren
ist die Nullhypothese, daher, dass die Ergebnisse der Greedy-Lösung im Mittel um
mindestens δ ∈ {0.01, 0.025} schlechter sind als die der Paraphylo-Lösung. Falls der
korrigierte p-Wert pc < 0.05 ist, lehnen wir die Nullhypothese ab und können so
zeigen, dass die Verschiebung signifikant geringer ausfiel.
H0 : d˜g ≥ d˜p + δ
H1 : d˜g < d˜p + δ
Tabelle 1 (Anhang) zeigt die Ergebnisse der Tests für δ1 = 0.01 und δ2 = 0.025.
Diese geben einen starken statistischen Hinweis darauf, dass bzgl. der Distanz zum
Original-Graphen die Ergebnisse der Greedy-Lösung in unserer Stichprobe vergleich-






















































































































































































































































































































































































































































































Abbildung 12: Die relative Entfernung der Lösung zum Original für kleine Noise-Lvl
(rot - Greedy, blau - Paraphylo)
kleine Noise-Lvl ≤ 8% war die Lageverschiebung signifikant kleiner als 1%, für alle
Noise-Lvl war die Verschiebung signifikant geringer als 2, 5%. Das bedeutet, dass
im Mittel die Ergebnisse des Greedy-Algorithmus nur zusätzliche 1% oder weniger
weit vom Original entfernt sind als die Lösungen des Paraphylo-Algorithmus (bzw.
2, 5% für Noise-Lvl > 7%). Für große Noise-Lvl zeigt Abb. 16a bzw 16b (Anhang)
die Ergebnisse. Auch dort liefert die Greedy-Centroid-Lösung ähnliche Ergebnisse
wie die Paraphylo-Lösung. Jedoch nimmt für beide Verfahren die Entfernung des
rekonstruierten Graphen zum Original Graphen für große Noise-Lvl stark zu. Für
Noise-Lvl größer als 9% liefert die Greedy-Implementierung im Mittel Rekonstruk-
tionen mit mehr als 5% Distanz zum Original. Aber auch für die korrekte Lösung
der Paraphylo-Implementierung ist dieser Wert ab einem Noise-Lvl von 11% erreicht.
Für Graphen mit vielen Knoten fehlen für die Paraphylo-Implementierung aufgrund
von hohen Laufzeiten Messwerte (siehe Kapitel 4.2) und damit eine Vergleichsbasis.
Für die Greedy-Implementierungen nimmt mit zunehmender Anzahl an Knoten auch
























































































































































































































(b) Mittelwert und Standardabweichung
Abbildung 13: Die Paardifferenzen zwischen der relativen Entfernung der Greedy-
Lösung (Centroid) und der rel. Entfernung der Paraphylo-Lösung
5.3 Laufzeit
Die Ergebnisse zu den Laufzeiten der beiden Algorithmen sind in Abb. 14 vergleichend
dargestellt. Die mittlere Laufzeit des Paraphylo-Algorithmus ist dabei deutlich größer
als die des Greedy-Algorithmus. Auch zeigt sich für die Laufzeiten der Paraphylo-
Implementierung eine höhere Varianz. Insbesondere skaliert sie exponentiell mit der
Anzahl an benötigten Operationen (siehe dazu auch Satz 1) und damit mit der Anzahl
an Knoten und auch mit dem Noise-Lvl. Dagegen skaliert der Greedy-Algorithmus
vor allem mit der Anzahl an Knoten und fast nicht mit dem Noise-Lvl. Auch zeigt
sich bei der Greedy-Implementierung kein exponentielles Wachstum (siehe Abb. 15a).
Stattdessen zeigt sich Wachstum proportional zu |V |4 (siehe Abb. 15b). Dies bestätigt





















































































Abbildung 14: Die Laufzeit der beiden Algorithmen (1 Run), logarithmische Skala,




































(b) quartische Skala (Grad 4)
Abbildung 15: Die Laufzeit des Greedy-Algorithmus (1 Run), dargestellt sind Mittel-
wert und Standardabweichung, Dreiecke - Max./Min.
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6 Zusammenfassung
Diese Arbeit leitete aus der Definition der Cographen eine Greedy-Heuristik für das
Cograph Editing Problem ab. Editieroperationen werden dabei als günstig betrachtet,
wenn sie die Anzahl an induzierten P4 in dem Graphen minimieren. Dadurch soll
die Anzahl an P4 mit möglichst wenig Operationen soweit reduziert werden, bis
der Graph keinen P4 mehr enthält und damit ein Cograph ist. In dieser Arbeit
wurde ein on-line Algorithmus zur Berechnung dieser Heuristik formuliert. Dabei
wurde gezeigt, dass eine einzelne Editieroperation nur lokal beschränkten Einfluss
auf die bereits berechneten Werte nimmt und wie dies genutzt werden kann, um
das Update möglichst effizient zu gestalten. Darauf aufbauend wurde ein Greedy-
Algorithmus formuliert, der eine heuristische Lösung für das Cograph Editing Problem
in O(|V |4) berechnet und dabei O(|V |2) Speicher nutzt. Eine Implementierung dieses
Algorithmus wurde auf zufällig generierten Testdaten untersucht und mit einer
Implementierung für die korrekte Lösung des Cograph Editing Problems verglichen.
Die Editierlänge der Lösungen des Greedy-Algorithmus waren für zufällige Graphen
mit 20 Knoten im Mittel 20% länger als das Optimum. Dennoch konnte der Greedy-
Algorithmus vergleichbar gute Ergebnisse bei der Rekonstruktion von durch Rauschen
verzerrter Cographen erzielen. Der Unterschied in der Genauigkeit der Rekonstruktion
von Cographen, die mit Rauschen von ≤ 8% verzerrt wurden, betrug weniger als
1% ggü. der korrekten Lösung (bzw. 2, 5% allgemein). Weiterhin konnte auch das
theoretische Laufzeitverhalten des Greedy-Algorithmus in den Tests bestätigt werden.
Insgesamt zeigte sich, dass der in dieser Arbeit vorgestellte Greedy-Algorithmus zur
heuristischen Lösung des Cograph Editing Problems gute Ergebnisse in O(|V |4) Zeit
liefert.
Zukünftige Arbeiten könnten die Auswahl der nächsten Editieroperation unter-
suchen. In dieser Arbeit wurde lediglich aus der Menge der am besten bewerteten
Operationen unter Gleichverteilung zufällig eine ausgewählt. Dieses Konzept könnte
jedoch erweitert werden. Bspw. könnte man stattdessen unter allen Editieroperationen
zufällig auswählen, wobei besser bewerteten Operationen höhere Wahrscheinlichkei-
ten zugeordnet werden. Auch könnten neben der Auswahl eines Centroid noch weitere




Node Count Noise p.c Decision p2.c Decision 2
1 20 0.01 0.00000 H_1 0.00000 H_1
2 20 0.02 0.00000 H_1 0.00000 H_1
3 20 0.03 0.00000 H_1 0.00000 H_1
4 20 0.04 0.00000 H_1 0.00000 H_1
5 20 0.05 0.00000 H_1 0.00000 H_1
6 20 0.06 0.00000 H_1 0.00000 H_1
7 20 0.07 0.00001 H_1 0.00000 H_1
8 20 0.08 0.02747 H_1 0.00000 H_1
9 20 0.09 0.09579 H_0 0.00000 H_1
10 20 0.10 1.00000 H_0 0.00000 H_1
11 20 0.11 1.00000 H_0 0.00000 H_1
12 20 0.12 1.00000 H_0 0.00000 H_1
13 20 0.13 0.10354 H_0 0.00000 H_1
14 20 0.14 1.00000 H_0 0.00000 H_1
15 20 0.15 1.00000 H_0 0.00005 H_1
16 20 0.20 1.00000 H_0 0.00022 H_1
17 20 0.30 0.82020 H_0 0.00001 H_1
18 20 0.50 1.00000 H_0 0.00126 H_1
19 30 0.01 0.00000 H_1 0.00000 H_1
20 30 0.02 0.00000 H_1 0.00000 H_1
21 30 0.03 0.00000 H_1 0.00000 H_1
22 30 0.04 0.00000 H_1 0.00000 H_1
23 30 0.05 0.00000 H_1 0.00000 H_1
24 30 0.06 0.00000 H_1 0.00000 H_1
25 30 0.07 0.00000 H_1 0.00000 H_1
26 30 0.08 0.00000 H_1 0.00000 H_1
27 30 0.09 0.00000 H_1 0.00000 H_1
28 30 0.10 0.00024 H_1 0.00000 H_1
29 30 0.11 0.05220 H_0 0.00000 H_1
30 30 0.12 0.09917 H_0 0.00000 H_1
31 30 0.13 1.00000 H_0 0.00000 H_1
32 30 0.14 1.00000 H_0 0.00000 H_1
33 30 0.15 1.00000 H_0 0.00000 H_1
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