We consider a bivariate rational generating function
Introduction
Consider a power series F (z) = r a r z r , where r varies over integer vectors in the orthant (Z + ) d and z r denotes the monomial z
We say that F is the (ordinary) generating function for the array {a r }. In analytic combinatorics, our aim is to derive estimates for a r , given a simple description of F as an analytic function. An apparatus for doing this for various classes of function is developed in a series of papers [PW02, PW04, BP08, Pem10] ; see also the survey [PW08] . Most known results on multivariate asymptotics concern either rational functions or quasi-powers. In the case of rational functions F (z) = P (z)/Q(z), the analysis centers on geometric properties of the pole variety V := {z : Q(z) = 0}.
When V has singularities, tools are required such as iterated residues, resolution of singularities or generalized Fourier transforms, and analyses exist only for specific examples. When V is smooth, if certain degeneracies are avoided, asymptotic formulae for a r may be given in terms of certain algebraic and topological invariants of V. Denote normalized vectors bŷ Asymptotic formulae for a r depend on the directionr in which r is going to infinity. For example, Theorem 3.9 of [Pem10, Theorem 3.9] gives an asymptotic formula for a r in terms of a sum over a set Ξ of quantities that are easily computed via standard saddle point techniques. The set Ξ = Ξ(r) is a subset of the set × Ð × of saddle points of the function h : V → R defined by The set × Ð × is readily computed but membership in the subset Ξ is not easily determined, and in fact there is no known algorithm for doing so.
The main result in this paper is a characterization of Ξ when d = 2 and the complex algebraic curve V is smooth. This leads to a completely effective and rigorous algorithm for asymptotically computing a r . Precise statements of these results are somewhat technical, so we refer to the main text. The organization of the paper is as follows.
Section 2 reviews background results from elsewhere which reduce the computation of asymptotic formulae to identification of the set Ξ and of some path segments through each σ ∈ Ξ. In particular, Section 2 begins with the integral representation of the general coefficient a r , Section 2.1 defines the residue of a meromorphic form, Section 2.2 reduces the integral for a r to a lower-dimensional integral with some parameters yet to be specified, and Section 2.3 selects a chain of integration for this integral that results in an explicit asymptotic estimate in terms of × Ð ×, Ξ and the so-called critical height c * (Theorem 2.13).
The new material begins in Section 3. Beginning with the topology of V near the coordinate axes (Theorem 3.2), we give a topological characterization of the critical minimax height c * to which the cycle of integration can be lowered (Theorem 3.4) and of the set Ξ of contributing saddles (Theorem 3.5). Section 4 demonstrates how these topological computations of c * and Ξ can be made completely effective (Algorithm 4.8 and Theorem 4.9). Details of implementation are given, as well as a discussion of uniformity and boundary cases.
Background
In this section we review the framework for deriving estimates for a r , beginning with results for general F , then specializing to rational functions, and smooth pole variety V. This section may be skipped by readers who want only to understand the effective computation and not the underlying analysis. Most of the material in this section is valid for any number of variables. When we need to assume a bivariate function, we will state this but will also change the notation to use x and y in place of z 1 and z 2 and (r, s) in place of r.
Computation of a r via complex analytic methods begins with the multivariate Cauchy integral formula.
Here the torus T is any product of a circles in each coordinate sufficiently small so that the product of the corresponding disks lies completely with the domain of holomorphy D of F . This version of Cauchy's formula can be found in most textbooks presenting complex analysis in a multivariable setting, and follows easily as an iterated form of the single variable formula; see, for example, [Sha92, page 19 ]. The integrand is may be written as z −r ω where 
where Res (·) is the residue operator defined in Section 2.1 and α is the intersection class defined in Section 2.2. Putting these together and specializing to d = 2 leads to Lemma 2.4 below:
The residue form
The residue form Res (η) is a holomorphic (d − 1)-form on V . The specification of this form will not be important for the subsequent analysis, but for completeness we include the following definition.
If η = (P/Q) dz is any meromorphic form on a domain U with simple pole on a set V ⊆ U , then we define
where θ is any solution to
Existence and uniqueness are well known, and a proof can be found in [DeV10, Proposition 2.6] among other places (see, e.g., [AY83] ). One important property of the residue form is that if
In particular, Res (z −r ω) = z −r Res (ω).
The intersection class
3) is really a homology class known as the intersection class of T with V . The construction of the intersection class is quite general and may be found in the literature. Conditions are given in [PW12, Appendix A] for the intersection class to be uniquely defined. When it is not, however, the integral over α must be the same for any choice of intersection class, α, so we will not pursue it further here.
Because we will need an explicit construction of a cycle in this class, we will give a quick construction of α and derivation of (2.3). We begin with a form of the Cauchy-Leray residue theorem, which may be found in [DeV10, Theorem 2.8]. 
Remarks 2.3. One sees that the orientation of C must be chosen so that the boundary of its product with a positively oriented disk in the normal slice is homologous to M 1 − M 2 . Also note that result is true when H \ W is any cobordism: we used only that
Let T be the torus
Fix > 0 and suppose that for sufficiently large L, the torus T ,L does not intersect V. We claim that for r d sufficiently large,
where β is the degree of the rational form ω. The chain of integration has volume O(L), from which we conclude that
constant for sufficiently large L, hence zero, establishing (2.6).
The intersection class may now be constructed as follows. Let H L be the homotopy defined by
Suppose that H L [T ] intersects V transversely. We let
This is independent of L once L is sufficiently large. We take the orientation of C as in the remark following Corollary 2.2.
Summing up the residue and intersection cycle constructions we have:
Lemma 2.4 (Residue representation of a r ). Suppose d = 2. Then for sufficiently small > 0,
holds with Res defined as in (2.4) -(2.5) and the intersection class α defined in (2.7).
Proof: Let S be the set of x ∈ C such that there is a sequence (x n , y n ) in V with x n → x and y n → ∞. The set S is finite and therefore min{|x| : x ∈ S, x = 0} is strictly positive. Taking less than this minimum guarantees that for sufficiently large L, the torus T ,L does not intersect V. The set of (x, y) ∈ V where ∂Q/∂y vanishes is also finite. Again, taking less than the least nonzero modulus of such a point guarantees that the homotopy H L intersects V transversely. Having verified these two suppositions, the construction of α is completed. Now apply Corollary 2.2 with
where is small enough so that T ⊆ D. Using (2.6) to see that M2 η = 0 and combining with Cauchy's integral formula gives 
Morse theory
Saddle point integration techniques require that we choose a chain of integration C in the class α to (roughly) minimize the modulus of the integrand z −r ω. It will suffice to minimize the factor of z −r , the form ω being bounded on compact chains. The log modulus of
which explains our definition of h in (1.1). It will be helpful to consider the manifold V from a Morse theoretic viewpoint with height function h. Q(x, y) = 0 (2.9)
Here and henceforth, we use subscript notation for partial derivatives.
When h : V → R is the height function hr above, by convention we extend h to V taking h(0, y) = h(x, 0) = +∞, so that points of V \ V are in every V ≥c . Example 2.9 (bivariate harmonic case). Suppose d = 2. Let σ be a critical point of h on V at height c and suppose that locally h is the real part of an analytic function. Then there is an integer k ≥ 2 and there are local coordinates ψ : U → V on a neighborhood of the origin in C 1 such that equivalent to a disk modulo k boundary arcs. Let γ j denote an arc from the boundary to the center that remains in the j th local component of {h < c}. Then H 1 (M) is generated by the relative
We remark that our assumptions imply that h has no local extrema on M. Therefore, as c decreases, the connected components of M ≥c can merge but new components never arise.
This leads to a canonical form in dimension d = 2 for classes in H 1 (V ), choosing a representing cycle so as to be in position for saddle point integration. 
The cycle γ is homologous in H
As promised, integrals of the residue form Res (x −r y −s ω F ) are known. To summarize this, we let F = P/Q be rational, with ω defined in (2.2) and Res (ω) defined in Section 2.1. With γ i as in Figure 1 , we then have the following explicit integration estimates. Note that the magnitude of
when (x, y) ∈ Ξ, which makes the remainder term exponentially smaller than the summands. (
Lemma 2.11 (saddle point integrals). Let
σ = (x 0 , y 0 ) ∈ × Ð ×, satisfy
the critical point equations (2.9). Denote the order of vanishing of
(iii) When k > 2, the constant K(σ, i) is the leading term in a series expansion for λ near σ. The explicit formula involves partial derivatives of P and Q up to order k and may be derived from, e.g., [PW02, Theorem 3.3].
Putting together Lemma 2.4 with Proposition 2.10 and Lemma 2.11 leads to the following asymptotic expression for a r , which has appeared several times before; for example, when σ is a minimal point, this goes back to [PW02, Theorem 3.1]; for an alternative formulation see [BBBP08, Theorem 3.3].
Theorem 2.13 (smooth point asymptotics)
.
This completes the summary of known results. We now turn to the main work which is to identify and compute the quantities c * , Ξ and Ô Ø ×(σ) appearing in Theorem 2.13 and formula (2.10).
Identifying c * and Ξ
We begin by constructing the intersection class. We will take a homotopy which keeps the torus small in the x-coordinate. If V intersects the y-axis transversely at (0, y), then the set V ∩ {|x| ≤ } will have a component that is a topological disk nearly coinciding with a component of V ≥c with c = −r log . To see that something like this holds more generally, we recall some facts about Puiseux expansions. Consider the multivalued function x → y(x) that solves Q(x, y(x)) = 0. When x is in a sufficiently small punctured neighborhood of 0, there is a finite collection of convergent series of the form
where j 0 ∈ Z, k ∈ Z + , and c j0 = 0; such a series yields k different values of y for each x; together, the collection of series yields each solution to Q(x, y) = 0 exactly once. We always assume that k is chosen as small as possible. A proof of these facts may be found in [FS09, Theorem VII.7]. Our assumption that Q(0, 0) = 0 implies j 0 ≤ 0 in every Puiseux series solution. Those with j 0 = 0 correspond to points at which V intersects the x-axis, the y-value being equal to the coefficient c 0 .
Under the assumption that V is smooth, for each such y-value there will be only one series 6 . If k = 1, the intersection with the y-axis is transverse but it is possible that k ≥ 2 and V is smooth but with non-transverse intersection. Finally, series with j 0 < 0 correspond to components of V ∩ {|x| ≤ } with y going to infinity as x goes to zero. We begin by showing that each series gives a single component and describing the embedding of the component. First, to clarify, we give an example in which all these possibilities occur.
Example 3.1. Let Q(x, y) = 1 − 3y + 2y 2 − 6xy 4 + x 3 y 5 . It is easy to check that V is smooth.
The total number of solutions should be the y-degree of Q, namely 5. Setting x = 0 we find two points (0, 1) and (0, 1/2) of V on the y-axis. These correspond to two series solutions with j 0 = 0 and k = 1:
There are also two series solutions with j 0 < 0, one with k = 1 and one with k = 2:
The former of these yields two solutions. Although we do not need it here, we remark that these five solutions can be enumerated by counting y-displacement along the Northwest boundary of the Newton polygon: going up from (0, 0) to (0, 2) counts the first two solutions, going from (0, 2) to (1, 4) yields the two solutions y ∼ ±1/ √ 3x and going from (1, 4) to (3, 5) yields the solution 
) .
We will show that G is a diffeomorphism onto its image. For sufficiently small the images of the punctured -disk under different Puiseux series are disjoint, which will finish the proof of (i) and (ii).
First we check that G is one-to-one on a sufficiently small punctured disk. If not then we may find arbitrarily small x 1 and x 2 such that x
). This means that there is some k th root of unity ξ and such that g(x) = g(ξx) for arbitrarily small x. For some m, the functions
and x m g(ξx) are holomorphic, and if they agree on a sequence converging to zero then they must define the same function on U . It follows that their Taylor expansions agree, and hence that the only nonzero coefficients are those indexed by a multiple of k. This contradicts the minimality of k in the Puiseux series representation and we conclude that g is one-to-one on a sufficiently small disk. For any smooth function φ, the function (x k , φ(x)) → x is diffeomorphism near any x = 0 because x k → x is locally smooth except at 0. This proves that G is a diffeomorphism onto its image, establishing (i) and (ii). To continue, we need a lemma. 
where the remainder φ satisfies φ(x) = o(1) and xφ (x) = o(1) as x → 0. Plugging this into the function H(x, y) := −r log x −ŝ log y gives
because we have assumedŝβ −r = 0. The function h is the real part of H, which along with the chain rule yields
which finishes the proof of the lemma. Let B be a component of X ≥c where c is sufficiently large so that the projection onto x is contained in a sufficiently small disk so that Lemma 3.3 applies. A radial homotopy in the xcoordinate (one that maps x := ρe iθ to f (θ)x and maps y(x) to y(f (θ)x)) then shrinks B to the same component with any specified greater value of c, or the corresponding component of V ∩ {|x| ≤ } with as long as is at most the in-radius of the original x-neighborhood. This establishes (iv) and also that either type of component remains in the same homotopy class as c or is varied.
Switching the roles of x and y in Theorem 3.2, it follows that for sufficiently large c, the set V ≥c is the disjoint union of X ≥c and Y ≥c . Define c xy to the least value of c for which this remains true, which is also that greatest value of c such that V ≥c has a component containing both a point Figure 3 . Because we added a boundary, this is homologous to ∂X ci+ .
But also it is homotopic to ∂X ci+ : within the parametrized neighborhood, the lines may be shifted so as to coincide with ∂X ci+ , while outside this neighborhood the downward gradient flow provides a homotopy. In the case where there is more than one critical point at height c i , we may add the boundary of a polygon separately near each critical x-point, that is, each point that is a limit as ↓ 0 of points in X ci+ .
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The only relation among these is that the sum of all of them vanishes. It follows that a sum of some subset of these vanishes if and only the subset is all or none. Referring back to Figure 3 , it is clear that the cycle ∂X ≥cxy is represented in H 1 (V cxy+ , V ≤cxy− ) by the sum of the γ i+1 − γ i over those i for which the shaded sector between these two path segments is an x-region. By the definition of c xy , the point σ is a limit point of both x-regions and y-regions. In other words, the subset of shaded sectors that are in X ≥cxy is a proper subset of all k shaded sectors. It follows that ∂X ≥cxy does not vanish in H 1 (V, V ≤cxy− ), and we have our contradiction. This establishes (ii) of Theorem 3.4 in the case of only one critical point at height c * and also gives the characterization of C σ in part (ii) of Theorem 3.5 in this case.
When there is more than one critical point σ with h(σ) = c * , it follows from the definition of c xy that for at least one such σ, the k local regions include at least one x-region and at least one y-region. The formula in part (ii) of Theorem 3.5 continues to hold at each σ. This vanishes when all the regions are of one type, giving the characterization of Ξ in part (i) of Theorem 3.5. The direct sum decomposition in part (ii) of Theorem 2.7 allows us to write C * as σ∈Ξ C σ , establishing part (iii).
Effective computation
By describing c * , Ξ and C * in terms of x-and y-regions, Theorems 3.4 and 3.5 give us a means to compute c * , Ξ and C * . One possible approach is as follows. Instead of following ∂V ≥c down from c = ∞ to c * , we follow paths upward from each critical point until we find what we're looking for. A critical point of order k has k computable steepest ascent directions. The backbone of our computation will therefore be:
1. Compute the critical points and order them by decreasing height.
2. For the highest saddle, for each of the k ascent paths, check whether it converges to the x-axis or the y-axis.
3. if there is at least one of each type, set c * equal to the height of this saddle, set C σ according to part (ii) of Theorem 3.5, and do the same for any other saddles at this height.
4. If all are of the same type, then continue to the next lower saddle and iterate.
It should be clear that no new theorems are required in order to implement this program. However, a number of computational apparati are required in order to make such a program completely effective; this section, which contains no major theorems, is devoted to implementation.
Chief among the needed computational apparati is a way to compute ascent paths. Discretizing, we have the problem: given (x, y) ∈ V, produce a point (x , y ) with h(x , y ) > h(x, y) such that there is a strictly ascending path in V from (x, y) to (x , y ). Assuming we can do this, we must also ensure that this process ends after finitely many steps with identification as an x-component or a y-component. This, together with some computer algebra, will complete our preparation for implementation.
Ball arithmetic and Mathemagix
For our implementation we have chosen the platform Mathemagix [vdHLM + 02]. This platform was designed for rigorous computations with objects of both algebraic and analytic nature. On the one hand, the algorithms in this paper indeed rely on purely symbolic pre-computations, which will be done using Gröbner bases. On the other hand, our ascent paths are a special case of rigorous computations with analytic functions. Interval arithmetic is a systematic device for carrying out such computations [Moo66, AH83, Neu90, MKC09, Rum10]. We will use a variant, called ball arithmetic [vdH09] , which is more suitable for computations with complex numbers. The use of interval arithmetic to achieve full rigor contrasts to other homotopy continuation methods such as the package Bertini [SW07] which use bootstrap testing that is extremely reliable but still heuristic. Although there is a large community for interval arithmetic, these techniques are not so common in other areas. For this reason, we will recall the basic principles of ball arithmetic.
Ball arithmetic
Given c ∈ C and r ∈ R 
B(c, r) · B(c , r ) = B(c · c , (|c| + r)r + r|c |)

Given * ∈ {+, −, ·} and B(c , r ) = B(c, t) * B(c , r ), these definitions have the property that z ∈ B(c, r) and z ∈ B(c , r ) =⇒ z * z ∈ B(c , r ) .
Similar definitions can be given for other operations, such as division, exponentiation, logarithm, and so forth. Notice that any element z ∈ Q[i] gives rise to a ball number B(z, 0).
In practice, Q is usually replaced by F p,q , the set of floating point numbers x = m2 e whose mantissa m ∈ Z and exponent e ∈ Z have bounded bit lengths p ∈ N and q ∈ N respectively. In that case the operations in F p,q have additional rounding errors, and the definitions of the operations on ball numbers must be adjusted to take into account these additional errors. Furthermore, we must allow for the case where r = +∞. For more details, we refer to [vdH09, Section 3.2].
Ball arithmetic allows for the reliable evaluation of more complicated expressions (or programs) f (z 1 , . . . , z k ) that are built up from the basic operations. Indeed, by induction over the size of the expression, it is easily verified that z 1 ∈ B(c 1 , r 1 ), . . . , z k ∈ B(c k , r k ) =⇒ f (z 1 , . . . , z k ) ∈ f (B(c 1 , r 1 ), . . . , B(c k , r k ) ) .
Furthermore, it can be shown that ball arithmetic remains continuous in the sense that the radius of f (B(c 1 , r 1 ), . . . , B(c k , r k ) ) will tend to zero if r 1 , . . . , r k all tend to zero.
Complex algebraic numbers
Thus far, we have no reliable zero test for ball numbers. In one direction, if B(c, r) ∩ B(c , r ) = ∅, then we can be sure that z = z for any z ∈ B(c, r) and z ∈ B(c , r ). However the converse does not hold: if B(c, r) ∩ B(c , r ) = ∅, then we do not know whether z = z for z ∈ B(c, r) and z ∈ B(c , r ). Of course, for some algorithms it is necessary to be able to decide equality. Fortunately, this can be accomplished for the subclass of algebraic numbers.
Represent a complex algebraic number z by a triple (P, c, r) where P ∈ Q[t] is a square free polynomial and B(c, r) is a ball number such that z is the unique root of P in B(c, r) . This representation is of course not unique. The condition that z be the unique root of P in B(c, r) may be replaced by a more explicit sufficient condition due to Krawczyk and Rump [Kra69, Rum80, Rum10] . Consider the expression
1) evaluated using ball arithmetic. If B(c , r ) is contained in the interior of B(c, r) then it is certified that P admits one and only one root z ∈ B(c, r). In particular, z = 0 if and only if P is divisible by t. Moreover, for any > 0, there exists an iterate B(c n , r n ) = Φ n (B(c, r)) such that r n < and z ∈ B(c n , r n ). In other words, the triple (P, c, r) may be replaced by a new triple (P, c n , r n ) for which the radius r n is arbitrarily small.
We will denote by A the set of complex algebraic numbers. Using the above representation, arithmetic operations in A are easy to implement. For instance, assume that we want to compute the sum of two algebraic numbers represented by (P, c, r) and (Q, c , r ). We first use symbolic algebra to compute the square free part R of the annihilator of all sums of a root of P and a root of Q. Replacing  B(c, r) Combining Gröbner basis techniques, e.g., [CLO98] , with algorithms for complex root finding of univariate polynomials [Sch82, BF00] , the following can be shown in a similar way: there exists an algorithm which takes as input a zero-dimensional ideal of Q[t 1 , . . . , t k ] and produces as output all complex solutions in the form of vectors of ball numbers describing disjoint poly-balls each containing a unique root.
Ascent paths
Given a point z 0 ∈ Q[i] with f (z 0 ) = 0 = f (z 0 ), it will be important to be able to compute a line segment of ascent, namely another rational complex number z 1 such that |f | increases on the line segment from z 0 to z 1 . First, we note the following procedure to check whether a ball lies entirely in the sector S π/4 of complex numbers whose arguments are strictly between −π/4 and π/4. We More generally, we will need to compute a segment of ascent for algebraic points where the derivative vanishes to some order k. The same argument as for Proposition 4.1 easily shows the following. 
where any choice of the k th root is allowed. Then when > 0 is sufficiently small, g (k) (B(0, )) ⊆ S π/4 and for such an , the magnitude of f will increase strictly on the line segment from z 0 to 
The use of ascent paths to compute invariants on V
We now harness these computational devices to compute the topological invariants of V that are required for asymptotics, namely c * , Ξ and Ô Ø ×. We begin by transferring ascent segments of a function (Propositions 4.1 and 4.3) to ascending paths on the Riemann surface V. Let W denote the set of points z = (x, y) ∈ V \ × Ð × with x ∈ Q[i] and ∂Q/∂x(z) = 0. We may represent elements of W as ball numbers with first coordinate radius zero and second coordinate radius small enough that the ball contains only one root of Q(x, ·). This gives the conclusion we desire except that x 1 may not be rational. To correct this, note that all we used about 1 was that was guaranteed to be in the interval [c 0 , 0 ] for some constant c. Having computed 1 , we may choose > 0.99 1 such that f (z 0 )/f (z 0 ) is rational. Denoting the endpoint of the new shorter lifted path by φ(z), the same argument as before now shows that h(φ(z)) − h(z) is bounded from below by a positive constant, finishing the proof.
Having defined a step from a point not near a saddle, we next find a way to ascend out of a saddle. The following proposition describes a way to do this. The proof is nearly identical to the proof of Proposition 4.4 and is omitted. The following proposition allows us to terminate an ascent path when it comes close enough to the x-axis or y-axis. Remark. The hypothesis is formulated so as to be easily checked using ball arithmetic: letting J be the ideal generated by the critical point equations (2.9), we take to be sufficiently small such that the ball solutions to J are disjoint from the ball B(0, ). Also note that the roles of x and y may be switched to yield an analogous result.
Proof: Let be as in the hypothesis. We know that the graph of V over B(0, ) is a union of graphs of Puiseux series. Recall that as x → 0 on one of these components, h → ∞ except possibly for some "low" components on which y is unbounded and h → −∞. By hypothesis, h cannot take on a critical value on any of these components, so we have h > c max on the high components and h < c min on the low components. This accounts for all solutions to |x| < r on V , hence |x| < r together with c > c min suffices to assure that a point (x, y) ∈ V is in X >cmax .
The next proposition allows ascent paths to terminate when they come sufficiently near a saddle. Without this improvement there is a danger that an ascent path could converge to a saddle along an infinite sequence of ever smaller steps. This necessary improvement is also a big time-saver.
Step 2 of the algorithm at the beginning of Section 4 calls for us to identify which axis is the limit of each ascent path from a given saddle. Proposition 4.7 classifies an ascent path once it comes near any higher saddle, thereby saving the remainder of the journey to the axes. Remarks. An identical result holds if X ≥c and X >c * are replaced by Y ≥c and Y >c * throughout.
Also, hypotheses (i) and (ii) are easily checked in ball arithmetic.
Proof: Our first hypothesis on implies that the set
is a graph over B(x 0 , ) of a univalent holomorphic function. Our second hypothesis implies that V =c * does not intersect S. Because V =c * is the boundary of V <c * this implies that the entire set S is contained in one component of V >c * . Because (x 0 , y 0 ) is an element of S and is also in X >c * , we conclude that S ⊆ X >c * which is the desired conclusion.
Let σ 1 , σ 2 , . . . , σ m be ball algebraic representations of the critical points in weakly descending order of height. Fixr / ∈ . The algorithm outlined at the beginning of Section 4 may now be described in detail, proved to terminate and proved to produce a correct answer. In the end, the index j 0 will be such that c j0 = c * ; each critical point will be classified as x, y, mixed or unclassified; the set Ξ will be the set of mixed saddles; the unclassified saddles will be the ones lower than c * . 
(initialization)
• Set j := 1.
• Let be as in Proposition 4.6 and let be the analogous quantity with x and y switched.
• For 1 ≤ j ≤ m set Ð ××(σ j ) := "unclassified".
• Set c * := −∞.
(main loop)
Repeat while h(σ j ) ≥ c * :
• Set z 0 := σ j .
• Apply Proposition 4.5 with (x 0 , y 0 ) = z 0 for each of the k choices of 1/k power and let z i for 1 ≤ i ≤ k denote the other endpoint of the resulting line segment.
• For i = 1 to k, initialize ×Ù Ð ×× i to "unclassified".
• •
-else set Ð ××(σ j ) := "mixed".
• If c * = "undefined" and Ð ××(σ j ) = "mixed" then set c * := h(σ j ).
• j := j + 1.
(finishing the computation)
• Set Ξ = ∅.
• For i = 1 to j, if Ð ××(σ i ) ="mixed" then do:
-Ξ := Ξ ∪ {σ j }.
-Compute C σj via Theorem 3.5 with Y (i) = 1 ×Ù Ð ××i=y .
Theorem 4.9. This algorithm terminates and correctly computes c * , Ξ and {C σ : σ ∈ Ξ}.
Proof: The sequence z 0 , z i , φ(z i ), φ(φ(z i )), . . . defines a polygonal path in x whose lifting to V is an ascent path for h along which the value of h on each step increases by an amount bounded away from zero. We must therefore reach the terminal conditions of the ÓÒ loop in a number of steps bounded by L, where L = M − c min divided by this minimum step increase and M is the greatest height of any (x, y) ∈ V with |x| = . The k(σ) ascent paths from each critical point σ verify whether each of the k regions is and x-region or a y-region; the algorithm computes c xy and thus, by Theorem 3.4, computes c * . Theorem 3.5 shows that the remainder of the algorithm computes Ξ and C * .
Uniform asymptotics asr varies
Let ÑÓÒ Ý := {r : hr has a degenerate critical point } where degenerate means having order 3 or higher. We use this name because the degenerate saddle of order 3 is called a "monkey saddle" (downward regions for both legs and the tail). which vanishes exactly when the Wronskian λ x Q y − λ y Q x vanishes. Using the explicit formula (4.5) for λ shows the Wronskian, up to some factors of y and Q y , to be the third of the given generators of J. Vanishing of the derivative of λ on V is a necessary condition for the coalescing of two solutions to λ = c on V. This proves the main conclusion. If there is no elimination polynomial for f in J then λ is constant on V which implies that Q is binomial. We have assumed not, from which the last statement follows.
LetÃ := ∪ ÑÓÒ Ý denote the set of troublesome directions. We see from Proposition 4.10 and the definition of thatÃ is readily computed. Its complement in the arc ofr in the positive quandrant is a finite union of intervals with endpoints whose slopes are algebraic. On each interval inÃ c , the asymptotic estimate for a r in Lemma 2.11 is uniform over compact sub-intervals. This allows us effectively to give uniform asymptotics in all nondegenerate directions.
Algorithm 4.11.
• ComputeÃ
• Enumerate the intervals ofÃ c in the open arc parametrized by λ ∈ (0, ∞) and choose one rational value r(I) in each interval I.
• for each interval I do:
-Setr = r(I) -Use Algorithm 4.8 to compute c * , Ξ and C * -Use Lemma 2.11 to write a uniform estimate for a r withr ∈ I by summing (2.10) over σ ∈ Ξ and i ∈ Ô Ø ×(σ).
• Interpret the formula as holding uniformly over compact subintervals of I, where multi-valued quantities depending onr are extended by homotopy from their values at r(I).
Discussion of remaining directions
To complete the asymptotic analysis of a r , we need to know what happens in the remaining directions. For eachr ∈ ÑÓÒ Ý, we have a formula given by inserting the estimates from Lemma 2.11 into Algorithm 4.8. These estimates are known to extend to Airy functions on the rescaled window r = λs + O(s 1/2 ). Because the focus of this paper is how to make the computation of Ξ and Ô Ø × effective, we do not discuss the extensions of (2.10) to Airy function estimates in the present work.
When r/s = λ 0 ∈ , there is a projective point of V of finite height. It is possible that this point is a smooth point and not a critical point, in which case a change of chart maps gets rid of it; the formulae for the two adjacent intervals I and I will agree and will be valid throughout the union I ∪ I ∪ {λ 0 }. More often, however, the projective point fails to be a smooth point. In this case the formulae on I and I will in general be different and asymptotics in the direction λ 0 will be given by something other than (2.10).
