We prove that the spaces of C ∞ orientation-preserving actions of Z n on [0, 1] and nonfree actions of Z 2 on the circle are connected.
Introduction

General setting
The theory of foliations is closely related to the study of smooth actions of a finitely generated group. For instance, given closed manifolds M, N , any action ρ : π 1 (M ) → Diff(N ) of the fundamental group π 1 (M ) on N induces, by suspension, a foliation transverse to a N -fiber bundle over M whose holonomy group is ρ(π 1 (M )). More generally, the transverse structure of a foliation is decribed by the action of a pseudo-group of diffeomorphisms.
Foliations and group actions are natural generalisations of dynamical systems, and their studies share many concepts, questions and arguments. However, the study of dynamical systems uses in a fundamental way perturbation arguments. The idea is that describing the behavior of every system may be hopeless, but small perturbations could avoid fragile pathological behaviors. Very few works in foliation theory use this strategy (see however [BoFi, Br, Ts] ). The main reason is that there are very few perturbation lemmas and that we don't know in general how to perform a non trivial perturbation of a foliation or of a group action.To be concrete, here, we focus on actions of Z n on the segment [0, 1] or on the circle T 1 = R/Z. In other words we consider n-tuples of commuting diffeomorphisms (f 1 , . . . , f n ). One can easily perturb each of the f i but keeping the commutative relations leads to important difficulty. Let us illustrate this difficulty by an example. One can find in [RoRo, 1975] 
the following sentence:
Thus G is a foliation of T 3 by planes R 2 , and we must admit (with much consternation) that we do not know if a stable foliation of T 3 by planes does exist. This is an important problem. The underlying problem can be rephrased as follows: Question 1. Does there exist r ≥ 1 and a pair of commuting C r -diffeomorphisms f, g of T 1 with irrational rotation numbers such that any commuting diffeomorphismsf ,g sufficiently C r -close to (f, g) are jointly (topologically) conjugated to (f, g)?
As far as we know, this question remains open for any C r -topology. In the same spirit, the following question (also attributed to Rosenberg) can be found in [Yo] :
Question 2. Consider the subset of Diff r (T 1 ) 2 consisting of commuting diffeomorphisms. Is it locally connected?
This question too remains open for any topology. It was one of the motivations for the deep understanding of the diffeomorphisms of the circle, by M. Herman and J-C. Yoccoz. However, their works did not provide an answer to this precise question which remained ununderstood for many years. Note, however, that the (global) connectedness of the space of C 1 -actions of Z n on T 1 has been proved by A. Navas very recently [Na2] .
This question is intimately related to the question of local connectedness of the space of C r codimension 1 foliations on a given manifold. In 2007, A. Larcanché [La] presented a first relevant progress in that respect, concerning 3-manifolds. The precise question was:
Question 3. Is there a one-to-one correspondance between the connected components of the space of C r -codimension one foliations, r ∈ {1, . . . , ∞}, on a given closed 3-manifold and those of the space of plane fields ?
The fact that any homotopy class of plane fields contains a foliation is due J. Wood [Wo] . Larcanché showed that codimension 1 foliations of a 3-manifold in the neighborhood of a taut foliation can be connected by (long) smooth pathes of foliations. Then, in her thesis [Ey1] , the second author reduced Question 3 for C ∞ -foliations to the problem of the connectedness of the space of Z 2 C ∞ -actions on [0, 1] . The aim of this paper is to solve this last question, providing the last piece that was missing in [Ey1] . Therefore, the (positive) solution of Question 3 for C ∞ -foliation will be the aim of [Ey4] .
Precise results
Let N denote either the segment [0, 1] or the circle T 1 = R/Z, and Diff (ii) [Ey2] contained a weaker result: any representation of Z n into Diff ∞ + [0, 1] can be connected to (id, ..., id) by a path of C 1 representations (continuous for the C 1 topology). This has recently been greatly improved by A. Navas [Na2] who proved that the space of representations of Z n into Diff 1 + [0, 1] (endowed with the C 1 topology) is connected. While the techniques used in the present article are very similar to those used in [Ey2] (based on the rigidity of the commutativity condition in regularity at least C 2 ), they are very different from those used in the C 1 regularity case in [Na2] .
(iii) Our proof really uses infinite differentiability and does not seem to adapt to finite differentiability (even ≥ 2).
(iv ) It is not hard to see, using some "Alexander's trick"-like argument, that the space of orientationpreserving C 0 actions of Z n on [0, 1] is contractible.
Idea of the proof. The cases n = 0 and n = 1 are trivial since the space Diff ∞ + [0, 1] is contractible. Let us now consider the case n = 2. Of course, deforming a given pair of diffeomorphisms (f, g) into another one is not difficult if one forgets about the commutativity condition, but this constraint adds a lot of rigidity to the problem. Namely, if we restrict to the case of diffeomorphisms f , g which are nowhere infinitely tangent to the identity in (0, 1) (such pairs will be referred to as "nondegenerate" in Section 2), classical results by N. Kopell [Ko] , G. Szekeres [Sz] and F. Takens [Ta] (cf. 2.1) imply that f and g belong either to a common infinite cyclic group generated by some C ∞ diffeomorphism h of [0, 1] or to a common C 1 flow (C ∞ on (0, 1) but in general not C 2 on [0, 1]). Then, our strategy is as follows.
• In the first case, any isotopy t ∈ [0, 1] → h t from id to h yields a path t → (h
) is actually in the path-connected component of (id, id) (C id ) and we have nothing to do.
• In the second case, however, extra-work is called for. If f and g are the time-α and β maps of a C 1 vector field ξ (C ∞ on (0, 1)), the idea is to construct a C ∞ vector fieldξ whose time-α and β maps ϕ α and ϕ β are arbitrarily C ∞ close to f and g respectively. The pair (ϕ α , ϕ β ) is then easily connected to (id, id) by a continuous path of pairs of commuting
One can then conclude that (f, g) belongs to the closure of C id .
In other words, what we show is that, among "nondegenerate" pairs, those made of iterates of a same smooth diffeomorphism or of elements of a same smooth flow (we call such pairs "clean" in section 2) form a dense and path-connected subset.
Then, deriving the general result from the restricted one we just mentionned is elementary and is done in section 2.3. The case n > 2 is similar (cf. 2.4).
The strategy seems very simple. But let us stress that, in the second case above, a random smoothing of the vector field ξ near the boundary won't do in general, for the resulting flow would be no more than C 1 close to that of ξ. So first, one needs to derive some nice estimates on ξ from the knowledge that some times of its flow are C ∞ (cf. 2.2 and 4). More precisely, if ξ is not C ∞ near a point of the boundary, say 0, according to Takens [Ta] , f and g are necessarily infinitely tangent to the identity at that point. What we show in that case is that, though the derivatives of ξ globally diverge when one approaches 0, arbitrarily close to 0, one can find whole intervals (disjoint from 0) where they are arbitrarily small. These estimates are a generalization of those obtained by F. Sergeraert in [Se] and constitute the heart of this article. Then the rough idea to constructξ is simply to replace ξ between 0 and such a "nice interval" by something smooth and "C ∞ -small" (the latter being made possible precisely by the estimates on ξ in the "nice interval"), leaving it unchanged outside this small region. Then the time-α and β maps of the new vector fieldξ basically coincide with f and g away from the boundary and are very close to the identity there, as are f and g ! Note, to conclude, that what our strategy provides in the situation above is an approximation of (f, g) by clean pairs, not a continuous deformation, simply because between the "nice intervals" essential to our construction lie "nasty" ones. Precisely there lies the gap between connectedness and path-connectedness.
We can then derive a similar result on the circle, but only for the subspace of R T 1 n made of the Z n -actions which admit no free sub Z 2 -action:
Theorem B. The space R T 1 n,nf is connected. More precisely, the path-connected component C id of (id, ..., id) is dense in R T 1 n,nf . In other words, every smooth Z n -action on T 1 without free sub Z 2 -action can be C ∞ -approached by smooth Z n -actions isotopic to the identity.
Remarque 1.2. The nonfreeness condition on the action of Z 2 on T 1 defined by a pair (f, g) is equivalent to the existence of (p, q) ∈ Z 2 \ {(0, 0)} such that pρ(f ) + qρ(g) ∈ Z, where ρ(f ) and ρ(g) denote the rotation numbers of f and g (cf. Notations and formulae).
Conclusion
Let us conclude this introduction by summerizing what remains to be done in order to get the connectedness of the space of smooth Z 2 -actions on T 1 . If, contrary to our setting, the action defined by (f, g) ∈ R T 1 2 is free, ρ(f ) and ρ(g) are irrational numbers and either do or do not satisfy a joint diophantine condition (cf. [F-K] for the precise meaning of this).
• If they do, B. Fayad and K. Khanin [F-K] proved that f and g are simultaneously conjugate to the rotations of angle ρ(f ) and ρ(g), denoted by R ρ(f ) and R ρ(g) respectively, by an element ϕ of Diff
• If they do not, (f, g) is not necessarily smoothly conjugate to (R ρ(f ) , R ρ(g) ). Nevertheless, according to M. Benhenda [Be] , there exists a Baire-dense subset B of T 1 such that, if ρ(f ) or ρ(g) belongs to B, (f, g) can be approached by pairs which are smoothly conjugate to (R ρ(f ) , R ρ(g) ). Thus (f, g) belongs to the closure of the path-connected component of (id, id).
It is not known, however, whether this last fact holds for any pair (ρ(f ), ρ(g)) ∈ (R \ Q) 2 . A positive answer would imply the connectedness of the whole space of Z 2 -actions on the circle.
Remark 1.3. In this general case, what is already known from [Yo] is that f and g can be approached seperately by diffeomorphisms which are smoothly conjugate to R ρ(f ) and R ρ(g) respectively. What is not known is whether the same conjugating diffeomorphism can be used for f and g.
Notations and formulae
Derivatives. Let k ∈ N, I be an interval of R, f a C k function on I and J a subset of I. We write
If g is a C 2 orientation preserving diffeomorphism of I, we define :
The operator L satisfies the following "derivation" formulas:
A function is said to be C k -flat (resp. infinitely flat ) at some point if its derivatives of order 0 to k (resp. all its derivatives) exist and vanish at this point.
Fixed points. We denote by Fix(f ) the set of fixed points of a diffeomorphism f . We say that f is C k -tangent to the identity (resp. infinitely tangent to the identity) at a point if f − id is C k -flat (resp. infinitely flat) at this point. We will abbreviate "infinitely tangent to the identity" by "ITI", and denote by ITI(f ) the set of points where f is ITI.
Diffeomorphisms of the circle. We denote by D 
Vector fields vs. functions. We will often make no difference between a vector field ν∂x on I ⊂ R and the function ν on the same interval, x denoting the coordinate on R, and, consequently, between the pull-back h * (ν∂x) of ν∂x by a diffeomorphism h and the function ν • h/Dh. by R. The first (and key) step towards Theorem A is to prove the connectedness of a particular subclass R ⋆ ⊂ R of "non-degenerate" representations (cf. 2.1 and 2.2). The generalization to the whole space R is then carried out in 2.3.
Rigidity results for commuting interval diffeomorphisms
Before introducing R ⋆ , let us recall some classical facts about commuting interval diffeomorphisms. Along with the original references, we refer the reader to [Na1] and [Yo] for detailed proofs and much more.
Original statements
Let a < b be two real numbers.
Remark 2.2. In general, "C 1 " cannot be replaced by "C r−1 " in the above statement. Indeed, in [Se] , F. Sergeraert constructed an f in Diff ∞ [a, b) without fixed point in (a, b) and which does not imbed in a C 2 flow.
Theorem 2.3 (Kopell's Lemma [Ko] ). Let f and g be commuting diffeomorphisms of [a, b) of class C 2 and C 1 respectively. If f has no fixed point in (a, b) and g has at least one, then g = id.
Corollary 2.4. Let f ∈ Diff r [a, b), r ≥ 2, without fixed point in (a, b). There exists a unique C 1 -vector field on [a, b) having f as time-1 map. We call it the Szekeres vector field of f and denote it by ξ
consists of the flow maps of this vector field and is thus a one-parameter group of C 1 -diffeomorphisms.
Of course, similar results hold for diffeomorphisms of (a, b].
, it is the time-τ map of the Szekeres vector field of f for some τ ∈ R, which we refer to as the translation number of g with respect to f . In the next section, we will see that this notion of translation number extends to certain pairs (f, g) ∈ R under some non-degeneracy condition. But beforehand, let us introduce one last classical result: . We say that α is the relative translation number of g with respect to f , and denote it by τ g/f ; If f = id and g = id, we write τ g/f = 0. Conversely, if f = id and g = id, we write τ g/f = ∞.
Let us summerize this as follows:
⋆ . Then f and g belong either to a common infinite cyclic group generated by a
Remark 2.9.
(i) Of course, given (f, g) ∈ R ⋆ \ {(id, id)}, one can define τ f /g in the same way and check that τ f /g = (τ g/f ) −1 . Indeed, in the situation of (i) in 2.7, by uniqueness of the (standard)
, and f | (a,b) coincides with the time-(τ g/f ) −1 maps of both.
(ii) In 2.7(iii), even though the time-t maps of ξ f are C ∞ on all of [0, 1] for all t in some dense subset Z + αZ of R, the vector field ξ f is no more than C 1 at ∂ in general (cf. [Ey3] ).
Idea of the proof of 2.7. (i) comes from corollary 2.6.
In (ii), the fact that g belongs to the flow of both Szekeres vector fields of f between two consecutive fixed points comes from Corollary 2.4. That the corresponding time is the same for the left and right vector fields is a matter of relative combinatorics of the orbits of f and g. Finally, that the time does not depend on the connected component of [0, 1] \ Fix(f ) comes from Takens's Theorem 2.5, since f is nowhere ITI in (0, 1).
In (iii), the equality between the left and right Szekeres vector fields is elementary: their time-1 and α maps coincide, so the same holds for their time-(p + αq) maps for all p, q ∈ Z, and extends to all t ∈ R by continuity of the flow and density of Z + αZ in R, α being irrational. The C ∞ regularity of ξ f on (0, 1) then comes from Takens 2.5. The C 1 regularity at 0 and 1 is a consequence of an observation by Yoccoz [Yo] concerning the continuous dependance of the Szekeres vector field (in C 1 topology) with respect to its time-1 map (in C 2 topology): if 0 (resp. 1) is an isolated fixed point, C 1 regularity of ξ f at 0 simply comes from Szekeres' Theorem 2.1; otherwise, f must be ITI there, so C 2 -close to id on some small enough neighbourhood, which, according to Yoccoz, results in the C 1 -smallness of ξ f there (see 2.20, case n = 0, for a precise statement and its proof).
As for (iv), simply take h = f r • g s , where (r, s) ∈ Z 2 satisfy rq + sp = 1.
Clean representations
We want to prove the connectedness of R ⋆ ∂ , for any ∂ ⊂ {0, 1}. The idea is to find a subset of it which is both dense and path-connected. Given Corollary 2.8, R c ∂ below is a natural candidate:
⋆ is said to be clean if f and g belong either to a common C ∞ flow on [0, 1] or to a common infinite cyclic group generated by a C ∞ -diffeomorphism of [0, 1]. We denote by R c ⊂ R ⋆ the subspace of clean representations and by R
Density of clean representations in the irrational translation number case
From now on, for any f ∈ Diff
Approximation result
We obtain proposition 2.13 as a consequence of the following: 
Of course, there is a similar statement for the case {1} ⊂ ∂ ⊂ {0, 1}. In Proposition 2.14, we use (f, g) ∈ R ⋆ ∂,R\Q \ {(id, id)} only for ensuring the existence of a Szekeres flow for f defined on [0, 1), even if f admits infinitely many non-flat fixed points tending to 0. Then Proposition 2.14 performs a perturbation smoothing the Szekeres flow at 0. We think that such a statement may be useful even in other settings than Z 2 -actions. Therefore, let us reformulate Proposition 2.14 as follows:
Proposition 2.15. (Smoothing the Szekeres flow) Let f be a smooth diffeomorphism of [0, 1), without ∞-flat fixed points in (0, 1) and such that f is the time one map of the flow of a C 1 vector field ξ on [0, 1) (notice that ξ is necessarily smooth on (0, 1)).
Then, for all ε > 0, a ∈ (0, 1] and k ∈ N, there exists x 0 ∈ (0, a] and a vector field on [0, 1) coinciding
Remark 2.16. The method we use to prove 2.14 (cf. 2.2.3) does not necessarily produce a vector field without infinitely flat zeros in (0, x 0 ). This must be taken into account in the proof of 2.13 below, where we want to build a vector field nowhere infinitely flat in (0, 1).
Proof of 2.13. We restrict to the case ∂ = {0}, the cases ∂ = {1} and ∂ = {0, 1} being similar. Let (f, g) ∈ R ⋆ ∂,R\Q \ {(id, id)}. Permuting f and g if necessary, we can assume that |τ g/f | < 1. Denote by ξ the global Szekeres vector field of f on [0, 1] (cf. 2.7(iii)). Let η > 0 and k ∈ N. We want to build a pair (f ,g) ∈ R c ∂,R\Q η-C k -close to (f, g). This is done in two steps: first we construct an approximation (f ,ḡ) belonging to a smooth flow, and then we modify it slightly to suppress the potential infinitely flat fixed points in (0, 1). Since f and g are ITI at 0, there exists a > 0 such that
Now according to Proposition 2.14, given any ε > 0, there exists x 0 ∈ (0, a] and a C ∞ vector fieldξ on [0, 1] infinitely flat at 0 and such that
As a consequence, for all |t| ≤ 1, the time-t map ofξ coincides with that of ξ on [f ±1 (x 0 ), 1] and, provided ε > 0 is chosen small enough, is
In particular, iff andḡ denote the time-1 and τ g/f maps ofξ,
So in the end, given (3),
But (f ,ḡ) belongs to R c ∂,R\Q only ifξ is nowhere infinitely flat outside of {0}, which is not guaranteed by Proposition 2.14. Assumeξ does have infinitely flat fixed points in (0, 1). Those necessarily belong to (0, x 0 ) forξ coincides with ξ on [x 0 , 1] and ξ is nowhere infinitely flat there by definition of R ⋆ ∂ .
Let b < x 0 ≤ a be the biggest of them, let
. This time, (f ,g) belongs to R c ∂,R\Q and, provided a has been chosen small enough at the beginning, h b (b < a) is C k -close enough to the identity for (f ,g) to be η 2 -C k -close to (f ,ḡ), and thus η-C k -close to (f, g).
The proof of Proposition 2.14 consists of two steps: first (cf. 2.2.2 below) obtain bounds on the derivatives of the global Szekeres vector field of f in some specific disjoint regions closer and closer to 0 (while no such bounds exist, in general, on whole neighbourhoods of 0), and then interpolate between such regions and 0 to replace ξ f there by some C ∞ (and C ∞ -small) vector field (cf. 2.2.3).
Local control on the derivatives of a global Szekeres vector field
Proposition 2.17 below, which is the key to Proposition 2.14 (cf 2.2.3), claims that, though the global Szekeres vector field of an element of Diff
when it is well-defined) is only C 1 near ∂ in general, arbitrarily close to ∂, there are regions where it is "C ∞ -small". This statement and its proof are widely based on the proof by Sergeraert that, under some non-oscillation condition, a C ∞ diffeomorphism of [0, 1) without fixed point in (0, 1) and ITI at 0 has a C ∞ Szekeres vector field (cf. [Se] Theorem 3.1). For our purpose, however, we need to extend Sergeraert's ideas to the case of diffeomorphisms of the closed interval with possibly infinitely many fixed points.
Assume f is the time-1 map of a vector field ξ C 1 on [0, 1] (and necessarily C ∞ on (0, 1) by 2.5). Then for all δ > 0, k ∈ N and i ∈ ∂, there exists x 0 = f (x 0 ) arbitrarily close to i such that
The proof is a combination of the following lemmas (in increasing order of difficulty). While Lemma 2.18 is elementary (see proof below), we dedicate a whole section to the proofs of 2.19 and 2.20 at the end of the article (cf. 4). Let us stress again that such results were already known for diffeomorphisms f of [0, 1) without fixed points in (0, 1) and ITI at 0 (see [Se] 2.9 and [Se] 3.6 for analogs of 2.19 and 2.20 respectively). What we do in Section 4 is check that Sergeraert's arguments also work for diffeomorphisms with (possibly) infinitely many non-ITI fixed points accumulating on 0. Though no new idea is involved, this unfortunately requires a whole rewriting of Sergeraert's proofs, in more details. Indeed, one could be tempted to simply apply his results to f | [a,b) 
But first of all, strictly speaking, the results we mentionned only apply to diffeomorphisms which are ITI at the boundary of the interval under consideration, which is not the case of f | [a,b) unless a = 0, and more importantly, we need to make sure that Sergeraert's estimates are uniform in the sense that, in our setting, they can be made independent of the component of [0, 1] \ Fix(f ) we apply them to. What makes the adaptation even more tedious (though this is mainly a matter of notation) is that the expression of the Szekeres vector field of f | [a,b) , for a given connected component (a, b) of [0, 1] \ Fix(f ), depends on the sign of f − id on (a, b).
Lemma 2.19. Let f and ξ be as in Proposition 2.17. Then
Lemma 2.20. Let f and ξ be as in Proposition 2.17, with 0 ∈ ∂. For all n ∈ N * and all η > 0,
Proof of 2.17. Let f and ξ be as in 2.17, δ > 0, k ∈ N, and assume i = 0 ∈ ∂, to fix ideas. According to Lemma 2.20, there exist C > 0 and x 1 > 0 such that, for all x ∈ (0,
Now according to 2.18, 2.19, and more generally to the ITI-ness of f at 0, there exists x 2 ∈ (0,
and (4), (5) and (6) hold for all
In particular f (
so, for all n
|ξ(x)| n−1 by (7)
which concludes the proof of Proposition 2.17.
Now Df , Df −1 and Df −2 are bounded on [0, 1] and since f is C 1 -tangent to id at 0, sup [x,f ±2 (x)] |D(f −id)| goes to 0 when x goes to 0, which concludes the proof, according to (8).
2.2.3 Interpolation (proof of Proposition 2.14 using 2.17)
In this section, we prove that Proposition 2.17 implies Proposition 2.14.
Let 0 ⊂ ∂ ⊂ {0, 1}, (f, g) ∈ R ⋆ ∂,R\Q \ {(id, id)} with |τ g/f | < 1 (so in particular f = id), and let ξ denote the global Szekeres vector field of f on [0, 1]. Let ε > 0, k ∈ N and a ∈ (0, 1]. We first describe, given any x 0 ∈ [0, a] \ Fix(f ), a specific way to construct a C ∞ vector fieldξ on [0, 1] coinciding with ξ on [x 0 , 1] and infinitely flat at 0. Then we prove that x 0 can be chosen so thatξ is ε-
Step 1: construction ofξ for any 
Then, by induction on 1 ≤ i ≤ k, define
Note that, for all 1
By construction,ξ is C ∞ on [0, 1], infinitely flat at 0 and coincides with ξ on [x 0 , 1].
Step 2: choice of x 0 . Fix δ ∈ (0, 1) and take x 0 as in Proposition 2.17, i.e such that
Remember that such an x 0 can be found arbitrarily close to 0. Let us estimate the
Next, for all x ∈ [0, x 0 ] and all 0 ≤ l ≤ k,
Now for all such x, ψ(x) belongs to [f ∓1 (x 0 ), x 0 ], so given (10),
and by induction on i between 0 and k, using (9) and (10),
So for all x ∈ [0, x 0 ], (12) and (13) give
and consequently
Finally, f is ITI at 0 so for x 0 small enough, the right-hand sides of (11) and (14) are less than ε, and thus ξ
which terminates the proof of Proposition 2.14.
From R ⋆ to R (proof of Theorem A)
Like for R ⋆ , the strategy to prove the connectedness of R is to find a subset of it which is both dense and path-connected. Given 2.6, a natural candidate for a dense subset would be the set of representations (f, g) ∈ R whose restriction to the closure of any connected component of
2 -actions on a given segment being defined just like on [0, 1]). But bearing in mind that our candidate must also be path-connected, we make the additional requirement that these connected components are in finite number: Definition 2.21. A representation (f, g) ∈ R is said to be piecewise-clean if
is a finite union of intervals;
• for any such interval I, (f |Ī , g |Ī ) is clean.
We denote by R pc ⊂ R the subset of piecewise-clean representations.
Theorem A is a corollary of the following, since (id, id) belongs to R pc .
Proposition 2.22. R pc is path-connected and dense in R.
We now need to check that this proposition follows from its nondegenerate analog 2.11, or more precisely from the (trivial) generalization of the latter to any segment J ⊂ [0, 1], Proposition 2.23 below, whose statement requires a (trivial) generalization of our previous notations. Let
• Diff ⋆ J be the subset of Diff ∞ + J made of the identity and the diffeomorphisms that are nowhere ITI in the interior of J, So let us now focus on the density of R pc in R. Let (f, g) ∈ R. We want to prove that for all ε > 0 and all k ∈ N, there exists (f ,g) ∈ R pc such that
Let Ω = [0, 1] \ ITI(f ) ∩ ITI(g), K be the union of the closures of all the connected components I of Ω satisfying f − id k,Ī ≤ ε and g − id k,Ī ≤ ε,
Claim 2.24. Ω ′ has finitely many connected components.
Proof. The endpoints of the connected components of Ω ′ belong to {0, 1} ∪ (ITI(f ) ∩ ITI(g)). If they are infinitely many, they accumulate on a point, which necessarily belongs to ITI(f ) ∩ ITI(g). Then f and g are ε-C k -close to id on some neighbourhood of this point. But such a neighbourhood contains (infinitely many) connected components of Ω ′ = Ω \ K, which is incompatible with the definition of K.
We can now define (f ,g):
• by definition of Ω ′ , for each connected component
∂ . Define (f |Ī ,g |Ī ) as such a pair.
The resulting mapsf ,g are as closed as required from f and g, and they are smooth since the diffeomorphisms we glue together to build them are ITI at the "gluing points" (∂Ω ′ ), which are finitely many. Remark 2.25. It follows directly from this proof that if f and g are ITI at 0 and 1, the pairs (f ,g) approaching (f, g) and the paths connecting them to (id, id) also are. This will be useful in part 3 when we extend our connectedness result to actions on the circle. The aim of this section is the proof of Theorem 1.2, that is, the connectedness of the space of Z n orientation preserving actions on the circle T 1 without free sub Z 2 -action; more precisely the pathconnected component of the trivial action is dense in R T 1 n,nf . We proceed by induction. Observe that the case n = 1 is easy and classical. Thus we assume now that Theorem 1.2 has been proved for 1, . . . , n − 1, and we will prove it for n > 1.
Let F : Z n → Diff ∞ + T 1 be a group morphism, and hence a Z n action on T 1 . We assume that this action has no free sub Z 2 -action. We need to show that F admits arbitrarily C ∞ -small perturbations which are isotopic to the trivial action.
The non-injective case
First assume that F is not injective. Then the quotient Z n / ker F is an abelian group. As a consequence Z n / ker F is a direct sum (abelian product) G × T where T is a finite group and G is isomorphic to Z m , m ∈ {0, . . . , n − 1}.
Any finite group of Diff ∞ + T 1 is smoothly conjugated to a rotation group. Thus, up to a smooth conjugacy, one may assume that F (T ) is a finite rotation group. The quotient of T 1 by F (T ) is a smooth circle, we denote it by T T . As F is an abelian action, every diffeomorphism in F (Z n ) commutes with F (T ) and therefore passes to the quotient in a diffeomorphism of T T .
Let
One easily checks the following statement:
Lemma 3.1. Every perturbation of F T can be lifted in a perturbation of F | G which commutes with F (T ), and hence defines a perturbation of F .
Idea of the proof. Every generator of the perturbed action on the quotient can be lifted in a perturbation of the corresponding generator of F (G). The commutator of two of these lifts is a diffeomorphism close to the identity map, and whose projection on T T is the identity. One deduces that this commutator is the identity.
Remark 3.2. F T does not admit any free sub Z 2 -action.
Now the induction hypothesis implies that F T admits C ∞ -small perturbations on the path-connected component of the trivial action. According to Lemma 3.1 this means that F admits a C ∞ -small perturbationF isotopic to a Z n -action which projects on T T as the trivial action. In other words,F is isotopic to an action by rational rotations, hence is isotopic to the trivial action.
This ends the proof of Theorem 1.2 in the case where F is not injective. From now on we assume that F is injective.
Infinite rotation number group
The rotation number ρ is a classical invariant built by Poincaré for orientation preserving homeomorphisms of the circle. It is not a group morphism on Diff ∞ + T 1 . However, it defines a morphism in restriction to any abelian group. In particular it induces a morphism ρ :
Then one of the elements f of F (Z n ) has an irrational rotation number. In particular, Denjoy theorem implies that f is topologically conjugate to an irrational rotation. Now F does not admit any free sub Z 2 -action. Therefore, the kernel of ρ is isomorphic to Z n−1 . Every element g in this kernel has at least one fixed point x 0 . But since f commutes with g, the orbit f i (x 0 ), i ∈ Z, consists of fixed points of g. This orbit is dense, so g is the identity map, which contradicts the injectivity hypothesis on F (recall n > 1).
Finite rotation number group: the two cases
We assume, from now on, that the image of F (Z n ) by the rotation number homomorphism ρ is finite. Let G ⊂ Z n be the Kernel of ρ • F . It is a sub-lattice isomorphic to Z n and the quotient Z n /G is finite. The image ρ(F (Z n )) is a finite subgroup of T 1 hence is isomorphic to some Z/kZ: in other words
Lemma 3.3. There is a basis (f, g 2 , . . . , g n ) of Z n with g i ∈ G and such that ρ(
, there is noting to do. Let us assume now k > 1. Let h ∈ Z n be an element such that ρ(F (h)) = 1 k . Then R.h ∩ Z n (here we consider Z n as a subgroup of R n ) is isomorphic to a discrete subgroup of R, hence is an infinite cyclic group. We set f as a generator of this group. The group generated by ρ(F (f )) contains
Since f is not a multiple, it can be completed into a basis (f, h 2 , . . . , h n ) of Z n . Set g i = h i + n i f with n i = −βkρ (F (h i ) ).
Consider now a fixed point x 0 of an element h ∈ G such that h does not coincide with the identity map in the neighborhood of x 0 , that is, x 0 does not belong to the interior of Fix(h). Then, as a consequence of Kopell's lemma, x 0 is a fixed point of every g ∈ G. Furthermore, the contact order with the identity at x 0 is the same for every g, unless g is the identity map in the neighborhood of x 0 . As a consequence, one gets:
Lemma 3.4. If x 0 is a C ∞ -flat non interior fixed point for some h ∈ G, then x 0 is a flat fixed point for every g ∈ G.
Notice that, if h = id has a flat fixed point, it also has a non-iterior flat fixed point. So the two cases G with flat fixed points and G without flat fixed point are well-defined.
The existence or non-existence of flat fixed points lead to different arguments.
Existence of flat fixed points
In this section we assume that x 0 is a common flat fixed point for G. Remark 3.5. Since Z n /G is finite, one easily checks that the orbit of x 0 under Z n is finite: just notice that every element of Z n can be written as g i • g where g ∈ G and g 1 , . . . , g k are representatives of the elements of Z n /G.
. . , x k−1 be the the orbit of x 0 under Z n endowed with an indexation which is cyclically ordered on the circle T 1 . We denote by I i the oriented segment [x i , x i+1 ], i ∈ Z/kZ. Any h ∈ Z n acts on this orbit by x i → x i+j where j k is the rotation number ρ(h), and thus h(I i ) = I i+j . Let (f, g 2 , . . . , g n ) be the basis of Z n given by Lemma 3.3. Then f (x i ) = x i+α and f (I i ) = I i+α for every i. Notice that the first return of f in a segment I i is f k and admits ∂I i as flat fixed points.
Lemma 3.6. Under the hypothesis above, (f, g 2 , ..., g n ) admits an arbitrarilly C ∞ -small perturbation isotopic to the trivial action (id, ... id).
Proof. According to Theorem 1.2 there is an arbitrarilly C ∞ -small perturbation (h 1 , . . . h n ) of the restriction of (f k , g 2 , . . . , g n ) to I 0 and isotopies h 1,t , . . . , h k,t with the following properties:
• the h i,t are all flat at ∂I 0 ,
• for every t the h i,t , i ∈ {1, . . . , n} define a Z n action on I 0 ,
• h i,1 = id for every i.
Now define f t as follows:
• for i = −α, the restriction of f t to I i is f .
• the restriction of f t to I −α is h 1,t • f
1−k
Notice that the restriction of f
, and therefore commutes with h j,t for every j ∈ {2, . . . , n}.
For every such j, we define g j,t on I iα , i ∈ Z, by g j,t = f
t . This is well-defined because f k t | I0 commutes with h j,t so that
only depends on the class of i in Z/kZ. For every i, the restriction of g j,t to I iα is flat on the boundary, so the global map g j,t is a smooth diffeomorphism of the circle T 1 . One easily checks that (f t , g 2,t . . . , g n,t ) realises an isotopy of actions F t , t ∈ [0, 1], of Z n on T 1 such that F 0 is an (arbitrarilly) C ∞ -small perturbation of F and F 1 is (f 1 , id, id, . . . , id). Finally, F 1 is isotopic to the trivial action, ending the proof.
No flat fixed points: relative translation numbers... two cases
We are now left with the case where no non-trivial element of F (Z n ) has an infinitely degenerate fixed point. However, every g i (cf. Lemma 3.3) has fixed points and all the non-trivial elements of G have the same set of fixed points (cf. 2.6). Let x 0 be a fixed point for the action of G. Notice that (f k , g 2 , . . . , g n ) defines a nondegenerate Z n action on the oriented segment [x 0 , x 0 ] obtained by cutting T 1 at x 0 . Therefore, since f k = id, the relative translation numbers τ gi/f k are well-defined (cf. 2.7). Futhermore τ ./f k is a morphism from < f k , g 2 . . . g n >≃ Z n to R. If this morphism is not injective, then two elements of < f k , g 2 . . . g n > have the same translation number with respect to f k and therefore coincide, which contradicts our injectivity hypothesis on F .
No flat fixed point: irrational translation numbers
We are left to consider the case where τ ./f k is injective. If n > 1 this implies that the group τ ./f k (< f k , g 2 . . . g n >) contains an irrational number. An easy adaptation of 2.7 to the circle case gives:
Lemma 3.7. Under the hypotheses above, there is a unique C ∞ vector field X on T 1 such that f k = X 1 and g i = X ti for some t i ∈ R. Furthermore, f leaves the vector field X invariant, that is f * (X) = X.
We conclude the proof by defining an isotopy of the action F keeping f unchanged by g i,t = X (1−t).ti , for t ∈ [0, 1]. For t = 1 one gets an action generated by f, id, . . . , id which is isotopic to the trivial action.
Estimates for the Szekeres vector field
This section is devoted to the proofs of Lemma 2.19 and 2.20. Let us stress again (cf. 2.2.2) that, though long and rather technical, these proofs essentially repeat arguments by Sergeraert (cf. [Se] 2.9 and [Se] 3.6), only in the more general setting of diffeomorphisms with possibly infinitely many fixed points.
Henceforth, f is an element of Diff (15) and (16) below). Those are the starting point to prove estimates 2.19 and 2.20. We refer the reader to [Se] , [Yo] or [Na1] , among others, for a proof of these formulas.
Let η 0 denote the
±k coincides with either f k or f −k , and thus induces a C ∞ diffeomorphism. Then, for every connected component (a,
and
(part of the argument of Szekeres' theorem 2.19 consists in proving that the sequence and series above converge uniformly on every compact subset of [a, b)).
Proof of Lemma 2.19
We want to prove that log 
Recall that τ a = log Df (a)
Moreover,
Thus log ξ f −id is bounded on [0, 1] \ Fix(f ). Now if f is C 2 -tangent to id at 0,
So by (19),
Now f −1 is also C 2 -tangent to id at 0 and also has a global Szekeres vector field on [0, 1], which is none but −ξ, so similarly,
which concludes the proof of Lemma 2.19.
Proof of Lemma 2.20
Here again, f is an element of Diff
, whose global Szekeres vector field ξ is well-defined. We assume in addition that ∂ contains 0, i.e that f is ITI at 0. We want to prove that for all n ∈ N * ,
This is done by induction.
Preliminaries
For n = 1, (E n ) becomes:
We will see that this estimate follows from expression (16) for Dξ. To prove Lemma 2.20 in general, the idea is to establish (by induction) expressions similar to (16) for higher derivatives of ξ (cf. 4.1 below), which will in turn provide the wanted estimate (E n ) (again by induction). More precisely, we are going to prove that, for all n ≥ 1, on [0, 1] \ Fix(f ),
for some P n and ϕ n defined below, where c 1 : It will prove handy, to carry out the induction, to use the Lie derivative along ξ rather than the usual derivative (mainly because of relations (21) below). We will denote it by L ξ : for every differentiable function ϕ on an open subset U of (0, 1),
Finally, for readability reasons, let us introduce the following notations:
the first two being defined on (0, 1) and the last one on [0, 1] \ Fix(f ). With these notations,
which, by induction, leads to the following lemma. In this statement (for n = 1), a polynomial (function) in 0 variables composed with a 0-tuple of functions (resp. of monomials in one variable) is to be understood as a constant (resp. a constant polynomial in 1 variable). We adopt this (controversial) convention only to make the statement and its proof simpler.
Lemme 4.1. For all n ≥ 1,
for some polynomials P n and Q n,q in n − 1 variables, independent of f , with nonnegative (integer) coefficients, satisfying P n (X, ..., X n−1 ) = α n X n and Q n,q (X, ..., X n−1 ) = β n,q X n−1−q ( * n )
for some α n , β n,q ∈ N.
The proof is given in the next section 4.2.2. To prove Lemma 2.20, we combine these inductive formulas to the following estimates proved by Sergeraert in [Se] using Hadamard inequalities. This time, his proofs adapt without any change to our setting. Lemme 4.4. For all n ∈ N * , for all η > 0,
Proof of Lemma 4.1
Base case. For n = 1, the statement follows directly from the definitions of µ 1 , Φ 1 and ϕ 1 :
and ( * 1 ) is satisfied for α 1 = 0 and β 1,0 = 1.
Inductive step. Assume the statement is true for some n ∈ N * (let us stress that with our convention, what follows works for n = 1 as well). Then
In particular,
Now by the induction hypothesis, P n (X, ..., X n−1 ) = α n X n , which, after differentiation, gives
with α n+1 = n − 1 + nα n .
Obtaining the formula for ϕ n+1 is not harder, but more tedious, so we strongly advise the reader against thoroughly reading what follows (which, again, works for n = 1 as well):
.., µ n−1 ) by the induction hyp.
with, for 1 ≤ q ≤ n − 1,
and for q = n, Q n+1,n (X 1 , ..., X n ) = Q n,n−1 (X 1 , ..., X n−1 ), (which shows, in particular, that for all n ∈ N * , Q n,n−1 is constant equal to 1).
by the induction hypothesis, the equality
being once again obtained by differentiating the induction hypothesis on Q n,q :
with β n+1,q = β n,q−1 + nβ n,q .
For q = 0 and q = n, a similar argument gives Q n+1,0 (X, ..., X n ) = β n+1,0 X n with β n+1,0 = nβ n,0 and Q n+1,n (X, ..., X n ) = β n+1,n X 0 with β n+1,n = β n,n−1 = 1. 
Proof
For all such x, for all i ∈ N, f ∓i (x) ≤ x ≤ x 1 so
As a consequence, 
Proof of Lemma 4.4: inductive step
Let n ≥ 1, and assume (i) q to (iv) q are satisfied for all q ≤ n (for all η > 0). Let δ > 0.
(i) n+1 : According to (iv) n and (i) 2 to n , there exist C > 0 and x 1 ∈ (0, 1] such that, for all x ≤ x 1 , x / ∈ Fix(f ), 
For all such x, |µ n (x)| = |Φ n (x) − P n (µ 1 (x), ..., µ n−1 (x))| according to Lemma 4.1, ≤ |Φ n (x)| + P n (|µ 1 (x)|, ..., |µ n−1 (x)|) since the coefficients of P n are positive, [0,x] , and this extends to x ∈ Fix(f ) ∩ (0, x 1 ] by continuity, which proves (i) n+1 .
(ii) n+1 : According to (i) 2 to n+1 , there exist C > 0 and x 1 ∈ (0, 1] such that, for all x ∈ (0, x 1 ],
In particular, for all such x, for all q ∈ [[0, n]], . Furthermore, ξ is continuous and thus bounded on [0, 1]. Finally, µ 1 = Dξ, ..., µ n = ξ n−1 D n ξ are continuous on (0, 1) by 2.7 and extend continuously to [0, 1) by estimates (i) 2 to n+1 . Naturally, if f is ITI at 1, similar estimates hold near 1. And if f is not ITI at 1, ξ is C ∞ on a neighbourhood of 1, so µ 1 ,...,µ n are too. So in the end, µ 1 ,...,µ n extend continuously to [0, 1], so they are bounded on [0, 1], and so is Q n+1,q (µ 1 , ..., µ n ).
(iii) n+1 : Note that
So what we want to prove is that the symbol interversion ( * ) below is licit:
To that end, it is sufficient to prove that the last series converges uniformly on every segment contained in [ For all x ∈ J, for all i ∈ N, f ∓ i(x) ≤ x, so
So since i≥0 (f ∓i − f ∓(i+1) ) converges uniformly on J (towards id −a), so does i≥0 ϕ n+1 • f ∓i and this concludes the proof of (iii) n+1 .
(iv) n+1 : According to (ii) n+1 and Lemma 2.19, there exist C > 0 and x 1 ∈ (0, 1] such that, for all x ≤ x 1 , x / ∈ Fix(f ),
So for all such x,
by (26), which concludes the proof of (iv) n+1 and thus the proof of Lemma 2.20.
