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Abstract
In this paper we present a procedure which allows to transform a subset A of
Zp into a set A
′ such that |2 Â′| ≤ |2 Â|, where 2 Â is defined to be the set
{a+ b : a 6= b, a, b ∈ A}. From this result, we get some lower bounds for |2 Â|.
Finally, we give some remarks related to the problem for which sets A ⊂ Zp
we have the equality |2 Â| = 2|A| − 1. Keywords: restrited sumsets; addition
theorems; Erdős-Heilbronn problem
Math. Subj. Class.: 11P99, 11B2
1 Introduction
In Additive Number Theory, two types of problem are studied: the so called direct
problems and the inverse ones. Let G be an Abelian group and a nonempty finite
subset A ⊂ G. The problem of determining properties of a sumset
2A = A+ A = {a+ b : a, b ∈ A}
from properties of A is called a direct problem. Inverse problems consist of determining
properties of set A from properties of sumset 2A. These problems are also studied for
the so-called restricted sumsets
2 Â = {a + b : a 6= b, a, b ∈ A}
∗Supported by SEP–PRODEP through project UAM-PTC-630.
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In 1963, the Erdős-Heilbronn conjecture [4] was established by Paul Erdős in a
conference at the University of Colorado. The conjecture states that
|2 Â| ≥ min{p, 2k − 3},
where A ⊂ Zp and p is a prime number.
Several mathematicians obtained partial results of the conjecture, for example Rick-
ert [9], Mansfield [8], Rödseth [10] and Freiman, Low and Pitman [5]. After more than
30 years, Dias da Silva and Hamidoune [3] published a proof of the conjecture. They
showed the more general inequality
|h Â| = |{a1 + a2 + ... + ah : ai ∈ A, ai 6= aj, i 6= j}| ≥ min{p, h |A| − h
2 + 1},
where h ≥ 2. The proof is based on the representation theory of symmetric groups and
advance linear algebra. A bit after, Alon, Nathanson and Ruzsa [1, 2] gave a shorter
proof using the so-called polynomial method. In 2005, Károlyi [6] proved that the
equality in the conjecture holds for h = 2 when the set A (|A| ≥ 5) is an arithmetic
progression even for Abelian groups. These are typical examples of inverse problems
for restricted sums. In particular, it is worth stating the main result of the paper
mentioned before.
Theorem 1. Let A ⊂ Zp such that p is a prime number, p > 2 |A| − 3 and |A| ≥ 5.
Then |2 Â| = 2 |A| − 3 if and only if A is an arithmetic progression.
More recently, Károlyi and Paulin [7] present a shorter proof of the result stated by
Dias da Silva and Hamidoune for the case h = 2 using the same techniques. Moreover,
they use this method to obtain the above theorem.
We notice that as a consequence of Theorem 1, one can conclude that 2 Â is also
an arithmetic progression. In this paper, we go further and consider sets A ⊂ Zp not
in arithmetic progression and ask for bounds of |2 Â|. For this purpose, let us define
A = [0, l − 1] ∪ B written in its normal form, where B ⊂ Zp is arbitrary set. In this
case, the restricted sumset 2 Â can be expressed as
2 Â = 2̂[0, l − 1] ∪ ([0, l − 1] +B) ∪ 2 B̂.
The main goal of this paper is to find lower bounds of |2 Â| in the cases when
i) 2̂[0, l − 1] ∪ (B + [0, l − 1]) is an interval,
ii) 2 Â is an interval and
iii) 2̂[0, l − 1] ∪ 2 B̂ is an interval.
The paper is organized as follows. Section 2 contains some preliminary results. In
Section 3, we prove the already mentioned lower bounds for |2 Â|. As consequences
of the theorems established, we can conclude that in Cases i) and ii), we have that
|2 Â| ≥ 2 |A| − 1. In Case iii), the same inequality is valid for some special instances
of Theorem 8.
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2 Preliminaries
We define Zp as the additive group of congruence classes modulo p, where p is a prime
number. We define a total order ≤ in Zp as follows: for a1, a2 ∈ Zp, a1 ≤ a2 if and
only if a1 ≤ a2 for a1, a2 ∈ {0, 1, 2, ..., p− 1}. We will omit the over line of the elements
of Zp when there is no confusion. We define the function w : Zp × Zp → N0 as
w(a1, a2) =
{
|a1 − a2| − 1, a1 6= a2
0, a1 = a2
.
The function w measure the width between two elements of Zp. For instance, w(0, p) =
0, w(2, 3) = 0, w(0, p− 1) = p− 2. For A ⊆ Zp, let us define
min(A) := {a ∈ A : a ≤ b, ∀ b ∈ A} ,
max(A) := {a ∈ A : a ≥ b, ∀ b ∈ A} ,
and
min(∅) = max(∅) = ∅.
For a1, a2 ∈ Zp, with a1 ≤ a2, we define the integer interval as
[a1, a2] =
{
{a1, a1 + 1, a1 + 2, ..., a2}, a1 6= a2
{a1}, a1 = a2
.
Let A and B be nonempty subsets of Zp. We define the (unrestricted) sumset
A+B = {x | x = a + b, a ∈ A, b ∈ B} ,
and the restricted sumset
A +̂ B = {x | x = a+ b, a ∈ A, b ∈ B, a 6= b} .
We enumerate some other definitions (t ∈ Zp):
A− B = A+ (−B) ,
−A = {−a | a ∈ A} ,
t ∗ A = {ta | a ∈ A} ,
A \ {t} = {a ∈ A | a 6= t},
A− t = {a− t | a ∈ A}, t ∈ Zp,
A = {a′ ∈ Zp | a
′ /∈ A}.
Let a, d ∈ Zp, with d 6= 0 and r ∈ N. The set
{a+ id : 0 ≤ i ≤ r − 1} (1)
is an arithmetic progression of length r.
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3 Results
Let A′ be a subset of Zp and |A
′| = m ≥ 2. Since any set with two elements is an
arithmetic progression, then there always exists a maximum subset of A′ which is an
arithmetic progression with at least two elements. We suppose that the maximum
arithmetic progression of A′ has l ≥ 2 elements. It follows that A′ can be written as
A′ = {a+ id : i = 0, 1, 2, ..., l− 1} ∪B′,
where |B′| = k and l + k = m. We define
A = d−1 ∗ (A′ − {a}).
A simple computation yields that
A = [0, l − 1] ∪ B, (2)
with B = {a1, a2, ..., ak} ⊂ Zp an ordered set, that is, for i, j ∈ [1, k], if i ≤ j, then
ai ≤ aj . This process is called the normalization of the set A
′ and the set A is called
the normal form of the set A′. The set A always be written in its normal form (2). A
important property of the normal form is that
|2 Â | = |2 Â′ |.
The normal form of (1) is the interval [0, r − 1]. When we refer to an arithmetic
progression we will write this as an interval. In what follows, we suppose that 2 Â 6= Zp.
The restricted sumset of (2) is given by
2 Â = 2̂[0, l − 1] ∪ 2 B̂ ∪ ([0, l − 1]+̂B) . (3)
As well, we suppose that |B| = k ≥ 1, since if |B| = 0, then A is an arithmetic
progression.
Remark 2. Observe that 0, 1 ∈ A and if we suppose that 2̂[0, l − 1] ∪ ([0, l − 1] +B)
is an interval in (3), then the interval 2 ̂ [0, l − 1] ∪ ([0, l − 1] +B) must have one
of the next forms: [1, ak + l − 1], [a1, p] ∪ [1, 2l − 3] or [as+1, p] ∪ [1, as + l − 1] with
a1, ak, as, as+1 ∈ B and for a fixed s ∈ {1, 2, ..., k}.
In the next theorem we suppose that 2 Â is not an interval.
Theorem 3. Let A ⊆ Zp as in (2) with |A| = m = l+k ≥ 4 and A is not an arithmetic
progression. Suppose that |2 Â | < p− 1. If 2̂[0, l− 1]∪ (B + [0, l − 1]) is an interval,
then
a) If 2̂[0, l − 1] ∪ (B+̂[0, l − 1]) is of the form [1, ak + l − 1] and amin = min{a ∈
B : l + k ≤ a}, then
|2 Â | ≥ 2 |A| − 3 + w(l + k − 2, amin).
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b) If 2̂[0, l−1]∪(B+̂[0, l − 1]) is of the form [a1, p]∪[1, 2l−3] and amax = max{a ∈
B : a ≤ p− k + 1}, then
|2 Â | ≥ 2 |A| − 3 + w(amax, p− k + 1).
c) If 2̂[0, l − 1] ∪ (B+̂[0, l − 1]) is of the form [as+1, p − 1] ∪ [0, as + l − 1] where
s ∈ [1, k − 1] is fixed, amin = min{a ∈ B : l + s ≤ a} and amax = max{a ∈ B :
a ≤ p− k + s− 1}, then
|2 Â | ≥ 2 |A| − 3 + w (l + s− 2, amin) + w (amax, p− k + s+ 1) .
Proof. a) Let A = [0, l− 1] ∪B. Since 2̂[0, l− 1] ∪ (B+̂[0, l − 1]) = [1, ak + l− 1],
we can rewrite (3) as
2 Â = [1, ak + l − 1] ∪ 2̂B.
Since the set A is not an arithmetic progression, we have that {a ∈ B : l + k ≤
a} 6= ∅, so there exists amin = min{a ∈ B : l + k ≤ a}. Define A1 = [0, l] ∪ B1,
where B1 = B\{ak}. It is easy to see that |A| = |A1| and
2 Â1 = 2̂[0, l] ∪ ([0, l]+̂B1) ∪ 2 B̂1.
Observe that 2̂[0, l]∪ ([0, l]+̂B1) remains an interval. From the fact that ak−1+
l ≤ ak + l − 1 we obtain that
2̂[0, l] ∪ ([0, l]+̂B1) ⊂ 2̂[0, l − 1] ∪ ([0, l − 1]+̂B) . (4)
On the other hand, since B1 ⊂ B it follows that
2̂B1 ⊆ 2̂B. (5)
From (4) and (5) we conclude
2 Â1 ⊆ 2 Â,
and
|2 Â1| ≤ |2 Â| .
Now, if A1 = [0, l + k − 2] ∪ {amin} or A1 = [0, l + q − 1] ∪ [l + q + 1, amin] for
some q ∈ [1, k − 2], then the procedure stops. Otherwise, we recursively go on
with the procedure until we obtain on of the following cases:
i) Aj = [0, l + k − 2] ∪ {amin} for some j ∈ [2, k − 1],
ii) Aj = [0, l+ q− 1]∪ [l+ q+1, amin], for some j ∈ [2, k− 2] and q ∈ [1, k− 2],
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iii) Aj = [0, l + k − 3] ∪ {l + k − 1, amin} for some j ∈ [2, k − 2].
Remark 4. After applying the procedure, we get that 2 Âj+1 ⊆ 2 Âj, with j ∈
[1, k − 3] in the cases ii) and iii) and j ∈ [1, k − 2] in the case i). Moreover,
2 Âj ⊆ 2 Â (and consequently, |2 Âj | ≤ |2 Â| ) for every possible j ∈ [1, k − 2].
Accordingly, we consider the following cases:
1. If Aj = [0, l + k − 2] ∪ {amin}, for some j ∈ [1, k − 1], then
2 Âj = [1, amin + l + k − 2]
= [1, 2l + 2k − 3] ∪ [2l + 2k − 2, amin + l + k − 2]
Observe that amin = l + k − 1 + w(l + k − 2, amin). Hence
|2 Âj | = 2|A| − 3 + w(l + k − 2, amin).
From this result and Remark 8 we conclude that
|2 Â| ≥ 2|A| − 3 + w(l + k − 2, amin).
2. If Aj = [0, l+q−1]∪ [l+q+1, amin], for some j ∈ [2, k−2] and q ∈ [1, k−2],
then
2 Âj = [1, 2amin − 1].
It is not difficult to see that amin = l + k. Then
|2 Âj | = 2(l + k)− 1
≥ 2 |A| − 2
= 2 |A| − 3 + w(l + k − 2, amin)
From this result and Remark 4 we conclude
|2 Â| ≥ 2|A| − 3 + w(l + k − 2, amin).
3. If Aj = [0, l+k−3]∪{l+k−1, amin} (with l+k ≤ amin) for some j ∈ [2, k−2],
then amin = l + k − 1 + w(l + k − 2, amin) and
2 Âj = [1, l + k − 3 + amin] ∪ {l + k − 1 + amin}
= [1, 2(l + k)− 4 + w(l + k − 2, amin)] ∪ {l + k − 1 + amin}.
Now, observe that l+ k− 1+ amin /∈ [1, 2l+2k− 4+w(l+ k− 2, amin)] since
if p+ 1 ≤ l+ k− 1 + amin, then p− 1 ≤ l+ k− 3 + amin which is impossible
(|2 Â| < p− 1). From the above and Remark 4, we conclude that
|2 Â| ≥ |2 Âj | = 2|A| − 3 + w(l + k − 2, amin).
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b) This case is a special case of a). Observe that
A′ = −A+ {l − 1} = [0, l − 1] ∪B′,
with B′ = {p − ak + l − 1, p − ak−1 + l − 1, ..., p − a1 + l − 1}. Therefore,
the set A′ satisfy the case a) and w(amax, p − k + 1) = w(amin, l + k) where
amax = max{a ∈ B : a ≤ p− k − 1} and amin = min{a ∈ B
′ : l + k ≤ a}. Hence
|2 Â| ≥ 2|A| − 3 + w(amax, p− k + 1).
c) Let A = [0, l − 1] ∪ B, where B = B1 ∪ B2 with B1 = {a1, a2, ..., as}, B2 =
{as+1, as+2, ..., ak}, and 2 ≤ s ≤ k−1. Recall that amin = min{a ∈ B1 : l+s ≤ a}
and amax = max{a ∈ B2 : a ≤ p−k+s−1}. Define Λ
(i) = [0, l−1]∪Bi, (i = 1, 2).
We apply the case a) to Λ(1) and obtain Λ
(1)
j1
for some j1. Let A
(1)
j1
= Λ
(1)
j1
. We
apply the case b) to Λ(2) and obtain Λ
(2)
j2
for some j2. Let A
(2)
j2
= −Λ
(2)
j2
+ l − 1.
Finally, we set
A′ = A
(1)
j1
∪A
(2)
j2
= [c, d] ∪B′1 ∪ B
′
2,
where c ≤ p − 1, d ≥ l + 1, B′1 is one of the following sets {amin}, [d + 2, amin]
or {d + 2, amin}, and B
′
2 is one of the following sets {amax}, [amax, c − 2] or
{amax, c−2}. Therefore, we should consider nine possible cases for A
′. Note that
2̂[c, d] ∪ ([c, d] + (B′1 ∪ B′2)) is still an interval by construction and the Remark
4 is still valid.
i) If A′ = {amax} ∪ [p− k+ s+1, p− 1]∪ [0, l+ s− 2]∪ {amin}, then we define
A′′ = A′+{k−s−1} = {amax + k − s− 1}∪[0, l+k−3]∪{amin + k − s− 1}.
It is clear that
|2 Â′| = |2 Â′′|, (6)
and
2 Â′′ = [amax + k − s− 1, p− 1] ∪ [0, amin + 2k + l − s− 4]∪
{amin + amax + 2k − 2s− 2}.
In this case,
amin = l + s− 1 + w(l + s− 2, amin),
and
amax = p− k + s− w(amax, p− k + s + 1).
A simple computation yields
|2 Â′′| ≥ 2|A| − 3 + w(amin, l + s− 2) + w(amax, p− k + s+ 1). (7)
From (6), (7) and Remark 4, we deduce that
|2 Â| ≥ 2|A| − 3 + w(l + s− 2, amin) + w(amax, p− k + s+ 1).
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ii) If A′ = {amax} ∪ [p − k + s + 1, p − 1] ∪ [0, l + q − 1] ∪ [l + q + 1, amin] for
some q ∈ [1, s− 2], then we define
A′′ = A′ + {k − s− 1}
= {amax + k − s− 1} ∪ [0, l + i+ k − s− 2]∪
[l + i+ k − s, amin + k − s− 1].
We recall that
|2 Â′| = |2 Â′′|. (8)
In this case,
amin = l + s,
so w(l + s− 2, amin) = 1, and
amax = p− k + s− w(amax, p− k + s + 1).
Hence
2 Â′′ = [amax + k − s− 1, p− 1] ∪ [0, 2l + 2k − 3],
and
|2 Â′′| = p− (amax + k − s− 1) + 2l + 2k − 2
= p− k + s− amax + 2l + 2k − 1
≥ 2|A| − 3 + w(l + s− 2, amin) + w(amax, p− k + s+ 1).
(9)
From (8), (9) and Remark 4, we get that
|2 Â| ≥ 2|A| − 3 + w(amax, p− k + s+ 1) + w(l + s− 2, amin).
iii) If A′ = [amax, p − q − 2] ∪ [p − q, p − 1] ∪ [0, l + s − 2] ∪ {amin} for some
q ∈ [1, k − s− 2], then we apply Case ii) to the set −A′ + {l + s − 2} and
we get the result.
iv) If A′ = {amax}∪[p−k+s+1, p−1]∪[0, l+s−3]∪{l+s−1, amin}, then we define
A′′ = A′+{k−s−1} = {amax+k−s−1}∪[0, k+l−4]∪{l+k−2, amin+k−s−1}.
Observe that
amax = p− k + s− w(amax, p− k + s + 1),
and
amin = l + s− 1 + w(l + s− 2, amin).
Hence
2 Â′′ = [amax + k − s− 1, p] ∪ [1, amin + 2k + l − s− 5]∪
{amax + 2k − s− 3, amin + 2k + l − s− 3, amax + amin + 2k − 2s− 2}.
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By hypothesis, |2 Â| ≤ p− 2 and so
amin + 2k + l − s− 5 ≤ amax + k − s− 4,
and
amin + 2k + l − s− 3 < amax + k − s− 1.
Therefore
|2 Â| ≥ |2 Â′′| ≥ |[amax + k − s− 1, p− 1]|+ |[0, amin + 2k + l − s− 5]|+ 1
= 2|A| − 3 + w(l + s− 2, amin) + w(amax, p− k + s+ 1).
v) If A′ = {amax, p− k+ s} ∪ [p− k+ s+2, p− 1]∪ [0, l+ s− 2]∪ {amin}, then
we apply Case iv) to the set −A′ + {l + s− 2} and we obtain the result.
vi) If A′ = [amax, p − q2 − 2] ∪ [p − q2, p− 1] ∪ [0, l + q1 − 1] ∪ [l + q1 + 1, amin]
for some q1 ∈ [1, s− 2] and q2 ∈ [1, k − s− 2], then we define
A′′ = A′ + {p− amax}
= [0, p− amax − j − 2] ∪ [p− amax − j, p− amax]∪
[p− amax + 1, aj + p+ l + i− amax − 1]∪
[p− amax + l + i+ 1, p− amax + amin].
In this case, amin = l+ s and amax = p− k + s− 1, so w(l+ s− 2, amin) = 1
and w(amax, p− k + s+ 1) = 1. On the other hand, we have
|2 Â′| = |2 Â′′|. (10)
Then
2 Â′′ = [1, 2p− 2amax + 2amin − 1].
A simple computation yields
|2 Â′′| = 2p− 2(p− k + s− 1) + 2(l + s)− 1
= 2|A| − 3 + 4
≥ 2|A| − 3 + w(l + s− 2, amin) + w(amax, p− k + s+ 1).
(11)
From (10), (11) and Remark 4, we deduce that
|2 Â| ≥ 2|A| − 3 + w(l + s− 2, amin) + w(amax, p− k + s+ 1).
vii) If A′ = [amax, p− q − 2] ∪ [p− q, p− 1] ∪ [0, l + s− 3] ∪ {l + s− 1, amin} for
some q ∈ [1, k − s− 2], then we define
A′′ = A′ + {p− amax} = [0,2p− q − amax − 2]∪
[2p− q − amax, 2p− 1− amax]∪
[p− amax, p+ l + s− 3− amax]∪
{p+ l + s− 1− amax, p+ amin − amax}.
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In this case,
amax = p− k + s− 1
and
amin = l + s− 1 + w(l + s− 2, amin).
On the other hand, it is not difficult to see that
2 Â′′ = [1, 2p+ amin− 2amax + l+ s− 3]∪ {2p+ l+ s− 2amax + amin− 1},
and
|2 Â′| ≥ |2 Â′′|. (12)
It follows that
|2 Â′′| ≥ |[1, 2p+ amin − 2amax + l + s− 3]|
= 2p− 2(p− k + s− 1)+
(l + s− 1 + w(l + s− 2, amin)) + l + s− 3
= 2|A| − 3 + w(l + s− 2, amin) + 1
≥ 2|A| − 3 + w(l + s− 2, amin) + w(amax, p− k + s+ 1).
(13)
The last inequality is true because w(amax, p − k + s + 1) = 1. From (12),
(13) and Remark 4, we get that
|2 Â| ≥ 2|A| − 3 + w(l + s− 2, amin) + w(amax, p− k + s+ 1).
viii) If A′ = {amax, p−k+ s}∪ [p−k+2+2, p−1]∪ [0, l+ q−1]∪ [l+ q+1, amin]
for some q ∈ [1, s− 2], then we apply Case vii) to the set −A′ + {l+ q − 1}
and we get the result.
ix) If A′ = {amax, p−k+s}∪ [p−k+s+2, p−1]∪ [0, l+s−3]∪{l+s−1, amin},
then
amin = l + s− 1 + w(l + s− 2, amin)
and
amax = p− k + s− w(amax, p− k + s + 1).
Define
A′′ = A′ + {k − s− 2}
= {amax + k − s− 2, p− 2} ∪ [0, l + k − 5]∪
{l + k − 3, amin + k − s− 2}.
As in the above cases, we have that
|2 Â′| ≥ |2 Â′′|.
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Let B1 = {amax + k − s− 2, p− 2} and B2 = {l + k − 3, amin + k − s− 2}.
Accordingly
2 Â′′ = [amax + k − s− 2, p− 1] ∪ [0, amin + 2k + l − s− 7]∪
2̂B1 ∪ (B1 +B2) ∪ 2̂B2
An important property of the above equality is that
|2 Â′′| ≥ 2|A| − 5 + w(l + s− 2, amin) + w(amax, p− k + s+ 1).
Observe that
amin + 2k + l − s− 7 < amax + 2k + l − s− 5,
and
amin + 2k + l − s− 5 < amax + k − s− 2.
It follows that
l+k−3+amax+k−s−2 /∈ [amax+k−s−2, p−1]∪ [0, amin+2k+ l−s−7],
and
l+k−3+amin+k−s−2 /∈ [amax+k−s−2, p−1]∪ [0, amin+2k+ l−s−7].
The above elements are different because amin < amax. Therefore
|2 Â′′| ≥2|A| − 5 + w(l + s− 2, amin) + w(amax, p− k + s+ 1) + 2
= 2|A| − 3 + w(l + s− 2, amin) + w(amax, p− k + s+ 1).
Remark 5. Suppose that the conditions of the previous theorem are valid and w(l +
k− 2, amin) = 2 in the part a). Then, we must have that amin = l+ k+1. Therefore A
cannot be of the form [0, l− 1]∪ [l+ 1, l+ k]. Otherwise, if A = [0, l− 1]∪ [l+ 1, l+ k]
with k = 1, hence A = [0, l − 1] ∪ {l + 1} which implies that |2 Â| = 2|A| − 2. For
k ≥ 2, since 2̂[0, l − 1] ∪ ([0, l − 1] + [l + 1, l + k]) is an interval, we have that
2 Â ⊇ [1, 2l + 2k − 1].
Therefore, |2 Â| ≥ 2|A|−1. A similar argument can be used for part b) of the previous
theorem. For part c), since w(l + s − 2, amin) ≥ 1 and w(amax, p − k + s + 1) ≥ 1, we
have that A cannot be of the form [0, l− 1] ∪ [l + 1, l + k] for k ≥ 1. We conclude that
under the conditions of the previous theorem it is always true that |2 Â| ≥ 2|A| − 1.
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Suppose that 2 Â is an interval. Since 0, 1 ∈ A, we can suppose that it is of the
form [d, p−1]∪ [0, c] with c, d ∈ Zp. We partition B into two sets B1 and B2 as follows:
B1 =
{
a ∈ B : (a +̂ [0, l − 1]) ⊂ [0, c]
}
, (14)
and
B2 =
{
a ∈ B : (a +̂ [0, l − 1]) ⊂ [d, p− 1] ∪ [0, 2l − 3]
}
, (15)
with |B1| = s and |B2| = k − s.
Theorem 6. Let A ⊆ Zp such as in (2) with |A| = m = l + k ≥ 4 and A is not an
arithmetic progression . If 2 Â is an interval with |2 Â| < p− 1, then
a) If 2 Â is of the form [1, c] and amin = min{a ∈ B : l + k ≤ a}, then
|2 Â| ≥ 2 |A| − 3 + w(l + k − 2, amin).
b) If 2 Â is of the form [d, p] ∪ [1, 2l − 3] and amax = max{a ∈ B : a ≤ p− k − 1},
then
|2 Â| ≥ 2 |A| − 3 + w(amax, p− k + 2).
c) If 2 Â is of the form [d, p] ∪ [1, c], amin = min{a ∈ B1 : l + s ≤ a} and amax =
max{a ∈ B2 : a ≤ p− k + s− 1} with B1, B2 as in (14),(15); respectively, then
|2 Â| ≥ 2 |A| − 3 + w (l + s− 2, amin) + w (amax, p− k + s+ 1) .
Proof. Observe that if 2 Â is an interval, then it does not imply that 2̂ [0, l − 1] ∪(
[0, l − 1]+̂B
)
is an interval. However, 2̂ [0, l − 1] ∪ ([0, l − 1]+̂B) ⊂ 2 Â (properly
contained). In cases a) and b) of the Theorem, the results are immediate consequence
of Theorem 3. For case c), apply the recursive procedure of Theorem 3 to A, B1 and
B2 as defined in (14) and (15).
Remark 7. Suppose that the conditions of Theorem 6 are valid. If we apply the same
arguments of Remark 5 to Theorem 6, then we can conclude that it is always true that
|2 Â| ≥ 2|A| − 1.
Let A ⊆ Zp not an arithmetic progression. Define
A =
r⋃
m=1
Im, r ≥ 2
and Im are disjoint intervals (m = 1, . . . , r). Let H : A→ N0 defined by H(A) = r−1.
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Now suppose that 2̂[0, l− 1] ∪ 2̂B is an interval and 2 Â is not. We partition B
into three sets as follows:
B = {a1, a2, ..., an−1} ∪ {an, an+1, ..., aN} ∪ {aN+1, ..., ak} = B1 ∪B2 ∪B3, (16)
where
an = min
{
a ∈ B : (a+̂[0, l − 1]) ∩ (2̂[0, l − 1] ∪ 2 B̂) = ∅} , (17)
and
aN = max
{
a ∈ B : (a+̂[0, l − 1]) ∩ (2̂[0, l − 1] ∪ 2 B̂) = ∅} . (18)
The elements an and aN are well defined elements of B since the set 2 Â is not an
interval.
Theorem 8. Let A = [0, l − 1] ∪ B ⊆ Zp with |A| = m = l + k ≥ 4. Suppose that A
is not an arithmetic progression. If 2̂[0, l− 1] ∪ 2 B̂ is an interval and 2 Â is not an
interval, then
|2 Â| ≥ 2 |A| − 2 +H(B2).
Proof. We define B = B1∪B2∪B3 as in (16) and an, aN as in (17) and (18), respectively.
Consider
2 Â = 2̂[0, l − 1] ∪ 2 B̂ ∪ (B1+̂[0, l − 1])∪(B2+̂[0, l − 1]) ∪ (B3+̂[0, l − 1]). (19)
It is easy to see that B2+̂B is a subset of the interval 2̂[0, l − 1] ∪ 2̂B, then
B2+̂B ⊆ [an, aN ] +̂B ⊆ 2̂[0, l − 1] ∪ 2 B̂. (20)
We define B′2 = [an, an + N − n]. Observe that |B
′
2| = |B2| = N − n + 1. From (20)
and the fact that an +N − n ≤ aN , we obtain
B′2 +̂B ⊆ 2̂[0, l − 1] ∪ 2̂B. (21)
An important fact is that 2̂B′2 ⊆ 2̂[0, l − 1] ∪ 2̂B. We define
A′ = [0, l − 1] ∪B′
with B′ = B1 ∪ B
′
2 ∪B3. Observe that 2̂B′ ⊆ 2̂[0, l − 1] ∪ 2̂B. Hence
2 Â′ = 2̂[0, l − 1] ∪ 2 B̂′ ∪ (B1+̂[0, l − 1]) ∪ (B′2+̂[0, l− 1]) ∪ (B3+̂[0, l − 1])
⊆ 2̂[0, l − 1] ∪ 2 B̂ ∪ (B1+̂[0, l − 1]) ∪ (B′2+̂[0, l − 1]) ∪ (B3+̂[0, l − 1]) (22)
Using (19),(21), and (22), we obtain that
2 Â′ \
(
B′2+̂[0, l − 1]
)
⊆ 2 Â \
(
B2+̂[0, l − 1]
)
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and ∣∣2 Â′ \ (B′2+̂[0, l − 1])∣∣ ≤ ∣∣2 Â \ (B2+̂[0, l − 1])∣∣ . (23)
Since B2+̂[0, l − 1] and B
′
2+̂[0, l − 1] are subset of 2 Â and 2 Â
′; respectively, then
|2 Â′ \
(
B′2+̂[0, l − 1]
)
| = |2 Â′ | −
∣∣(B′2+̂[0, l − 1])∣∣ , (24)
and ∣∣2 Â \ (B2+̂[0, l − 1])∣∣ = |2 Â | − ∣∣(B2+̂[0, l − 1])∣∣ . (25)
From (23), (24) and (25) it follows that
|2 Â′ |+ (|B2 + [0, l − 1]| − |B
′
2 + [0, l − 1]|) ≤ |2 Â | . (26)
By hypothesis A′ is not an arithmetic progression, then |2 Â′| ≥ 2|A′| − 2, see [6].
Therefore
|2 Â′| ≥ 2|A| − 2, (27)
since |A| = |A′|. On the other hand, it is not difficult to see that
|B2 + [0, l − 1]| − |B
′
2 + [0, l − 1]| ≥ H(B2). (28)
From (26),(27) and (28) we conclude that
|2 Â | ≥ 2|A| − 2 +H(B2),
Remark 9. Under the conditions of Theorem 8, it is easy to verify that A can never
be of the form [0, l − 1] ∪ [l + 1, l + k]. If H(B2) = 0, then B2 is an interval of the
form [an, an +N − n] with |B2| = N − n+ 1 ≤ l. Suppose that B1 = B3 = ∅. We will
consider some cases related with the structure of B2.
• If B2 =
[
p+1
2
, p+1
2
+
⌊
l+1
2
⌋
+ i
]
, i = 0, 1, 2, ..., then [0, l − 1] would not be the
longest arithmetic progression. The longest arithmetic progression would be the
one that begins at a = 0 and have difference d = p+1
2
.
• If B2 =
[
p+1
2
, p+1
2
+
⌊
l+1
2
⌋
− 1
]
, then |B2| =
⌊
l+1
2
⌋
and
2 Â = [1, 2l − 3] ∪
[
p+ 1
2
,
p+ 1
2
+
⌊
l + 1
2
⌋
+ l − 2
]
.
On the other hand, it is true that∣∣∣∣[p+ 12 , p+ 12 +
⌊
l + 1
2
⌋
+ l − 2
]∣∣∣∣ = ⌊ l + 12
⌋
+ l − 1.
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It is not difficult to see that
2
⌊
l + 1
2
⌋
+
⌊
l
2
⌋
− 1 =
⌊
l + 1
2
⌋
+ l − 1.
It follows that
|2 Â| = 2|A| − 3 +
⌊
l
2
⌋
− 1.
Observe that if l = 2, 3, 4, 5, then the hypothesis of theorem are not valid. Even
so, suppose that l = 4. We have that A = [0, 3] ∪ [12, 13] and this set can be
transformed to A′ = 2 ∗ A = [0, 4] ∪ {6} and so |2 Â| = |2 Â′| = 2|A′| − 2 = 10.
The case l = 5 can be handled in a similar way. If l ≥ 6, then we get that
|2 Â| ≥ 2|A| − 1.
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