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Laburpena
Master Amaierako Lan honek medikuntza domeinuko euskara eta gaztelera arteko
itzulpen automatiko sistema bat garatzeko helburuarekin emandako lehenengo urratsak
aurkezten ditu. Corpus elebidun nahikoaren faltan, hainbat esperimentu burutu dira
Itzulpen Automatiko Neuronalean erabiltzen diren parametroak domeinuz kanpoko
corpusean aztertzeko; medikuntza domeinuan izandako jokaera ebaluatzeko ordea, eskuz
itzulitako corpusa erabili da medikuntza domeinuko corpusen presentzia handituz
entrenatutako sistema desberdinak probatzeko. Lortutako emaitzek deskribatutako
helbururako bidean lehenengo aurrerapausoa suposatzen dute.
Abstract
This project presents the initial steps towards the objective of developing a Machine
Translation system for the health domain between Basque and Spanish. In the absence of
a big enough bilingual corpus, several experiments have been carried out to test different
Neural Machine Translation parameters on an out-of-domain corpus; while performance
on the health domain has been evaluated with a manually translated corpus in different
systems trained with increasing presence of health domain corpora. The results obtained
represent a first step forward to the described objective.
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1 Project definition
The objective of this Final Thesis for the Language Analysis and Processing Master
(HAP/LAP) is to analyze different techniques for Basque-to-Spanish and Spanish-to-
Basque Machine Translation (MT) on the health domain. Specifically, distinct configu-
rations of Neural Machine Translation (NMT) systems will be tested trying to adapt to
the resources available for the health domain in Basque and Spanish languages.
Basque is a minoritised language, which has its reflection also in the Basque public
health service, where mostly all of the health records are registered in Spanish so as to
any doctor can understand them. Nowadays, if any patient wants to consult his or her
health record in Basque, the translation of the health record is done by human translators
on demand. With a view to guaranteeing the linguistic rights of all doctors and patients,
the purpose of this project is to study different MT systems and parameters so as Basque
speaking doctors are able to write in Basque without worrying about who can not un-
derstand the health records; and from the patients’ point of view, to have access to their
health records in the language they choose without waiting for a manual translation.
The increasing availability of health records in a digital format, commonly known as
Electronic Health Records (EHR), makes possible this kind of MT techniques. However,
the main handicap of this project is the lack of bilingual corpora for the health domain in
Basque and Spanish. To alleviate this problem, different approaches will be tried such as
i) inserting a medical dictionary to an out-of-domain bilingual corpus, ii) creating artificial
sentences from a health-related ontology or iii) adding a health domain monolingual corpus
along with its machine translation.
Taking into account that data from the health domain are extremely sensitive, all
the personal information from patients have to be deleted from EHRs before using them
for developing MT systems. In addition to that, comparing with other purposes of MT
systems, in MT for the health domain accuracy of the results has to be even more important
when choosing different techniques or parameters, so other aspects like computation time
or hardware requirements will be less considered.
The thesis report has been organised as follows. In Chapter 2 we will describe the
basic approaches to Machine Translation and introduce the fundamental parameters of
Neural Networks that could be tested. In Chapters 3 and 4 we will explain the followed
methodology and our approach to this problem. In Chapter 5 we will show the results
obtained in each of the experiments, and finally, Chapter 6 will present some conclusions
and suggest future developments in this area.
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2 Antecedents
This chapter will be divided into two parts, in the first part (Section 2.1) we will briefly
describe the different approaches for MT, mentioning the works for MT between Basque
and Spanish for each of the approaches, and we will explain the basics of Neural Networks,
paying special attention to the different parameters we will test. Furthermore, we will
refer to previous work on automatic creation of Basque terminology for the health domain,
which could be useful also for this project. Finally, we will describe different methods of
evaluation for Machine Translation systems.
In the second part of this chapter (Section 2.2) we will specify the different approaches
to overcome the main challenges for the objective of this project, namely the difficulty of
performing NMT between linguistically different languages, as is the case of Basque and
Spanish; domain adaptation for NMT, with the specificities of the health domain; and the
aforementioned handicap of performing the NMT task with low resources
2.1 Machine Translation
Language is the most important way of communication between humans, and probably
the main characteristic that distinguises us from other species. However, the existence
of different languages is at the same time a communication barrier and a heritage to be
preserved. In this context, the use of technologies plays a fundamental role to overcome
this barriers and help maintaining language diversity.
Machine Translation is defined as the process to automatically translate a text from one
natural language to another. As in other areas of computational linguistics, there are two
main approaches for MT, one based on linguistic knowledge, usually referred as Rule-Based
Machine Translation (RBMT); and another set of methods based on extracting information
from already translated texts, grouped in the area of Corpus-Based Machine Translation
(CBMT). From the latter, nowadays there are two dominant approaches, which are Sta-
tistical Machine Translation (SMT) and the aforementioned Neural Machine Translation
(NMT). There exists also a third approach for CBMT called Example Based Machine
Translation (EBMT), based simply on searching for patterns of the input sentence on a
given bilingual corpus and recombine the corresponding translations to form an output
sentence. In this chapter we will not describe the basics of EBMT, but some of the sug-
gestions for future research make use of similar ideas to improve the results of other MT
approaches. For a clearer explanation, in the following we will not refer to the two groups
of systems (RBMT and CBMT) but to the specific techniques that will be considered in
this work (RBMT, SMT and NMT).
2.1.1 Rule-Based Machine Translation
Rule-Based Machine Translation systems make use of the linguistic knowledge previously
structured in the form of bilingual dictionaries, morphologic, syntactic and semantic an-
alyzers, and a set of rules that define the relation between source and target languages.
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These systems obtain better results for similar languages, and are difficult to maintain due
to the expected capability of the set of rules to define all the possible sentence structures.
Having said that, RBMT systems are predictable and easier to debug since they act as
deterministic systems.
The translation process carried out by a RBMT system can be divided into 3 steps:
analysis of the source language, tranfer of linguistic knowledge extracted from the input
sentence, and generation of the output sentence following the linguistic rules of the target
language. Depending on how deep is the analysis made, 3 kinds of RBMT systems can
be defined: direct systems, based on a word-to-word translation from source to target lan-
guage, transfer-based systems, in which some kind of linguistic analysis is carried out, and
interlingual systems, which make use of a language-independent abstract representation of
the input sentence. These ideas are plotted in the Vauquois triangle shown in Figure 1.
Figure 1: Vauquois triangle1
The first reference for Machine Translation between Basque and Spanish is Matxin
(Mayor, 2007), a rule-based open source tool developed by the IXA group in the University
of the Basque Country (UPV/EHU). An adaptation of Matxin to the health domain called
MatxinMed also exists (Perez-de-Vin˜aspre, 2017), but will not be used for this work since
it is implemented for English-to-Basque translation direction. Nowadays, we lack of any
open sourced RBMT system using Basque as source language, so we can not work with it
for domain adaptation.
2.1.2 Statistical Machine Translation
The increasing availability of more and more parallel corpora made possible for machines
to automatically learn how to translate, based on different appearances of the same word
1Source: www.wikipedia.org
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in different parts of a given bilingual corpus, and looking for the most probable translation
around similar positions on the sentence in the target language.
SMT systems are composed of 3 distinct elements: 1) the Translation Model, which
makes use of the parallel corpus to infer the relations between words in source and target
languages; 2) the Language Model, which measures the probability of a given sequence of
words in a monolingual corpus in the target language; and 3) the decoder, which performs
the translation by means of some algorithms that make use of the statistical information
extracted from Translation and Language Models. Figure 2 represents this kind of system.
Figure 2: Components of a Statistical Machine Translation system2
When new input text is introduced into the system, translation probabilities of different
possible output sentences are calculated and the ones with highest probability are given as
output of the system.
Original SMT models used words as basic units for translation (Brown et al., 1993),
but as the technique evolved more sophisticated systems based on phrases were developed
(Koehn et al., 2003).
In general, SMT systems achieve better results when translating between languages
with similar word ordering and morphology. On the other hand, ought to its dependence
on statistics extracted from parallel corpora, SMT systems are unable to translate words
that do not appear in the training corpus.
The reference tool for SMT between Basque and Spanish is EuSMT (Labaka, 2010). It
is foreseen also to adapt EuSMT for the health domain (Perez-de-Vin˜aspre, 2017), but as
for the techniques explored in this work, the unavailability of bilingual corpora act still as
a handicap.
2.1.3 Neural Machine Translation
Neural Machine Translation is the result of applying the theory of Neural Networks to
Machine Translation. The first works that suggested this possibility were Forcada and
N˜eco (1997) and Castan˜o and Casacuberta (1997), but the limitation on computational
capabilities did not allow to develop this area in that moment. It was not until more than
2Source: adapted from Elsherif and Soomro (2017)
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15 years after when works by Kalchbrenner and Blunsom (2013) and Sutskever et al. (2014)
recovered this idea with a real possibility of applying it.
The idea behind Neural Networks is to estimate complex functions simulating how the
neurons in the brain work, where the signal each neuron emits to other neurons depends
on the signals received by neighbouring neurons and some weights asociated to each of the
connections with different neurons. Figure 3 shows a representation of these real neural
networks (left), together with a simple artificial neural network (right), based on one layer
of hidden units with respective weights (w) for each of the connections with units from
input and output layers. Non-linear functions (δ) are used to outperform classical Machine
Learning approaches and be able to, in theory, approximate any given function.
Figure 3: Example of real and artificial neural networks3
Usual configurations of Neural Networks for Machine Translation consist on what is
known as encoder-decoder configurations, with one neural network such as the one shown
in the right side of Figure 3 (with the possibility of having more than one hidden layer) for
the encoder and another one for the decoder. The process of training a Neural Network
consists then on making a prediction starting with some initial weights, calculating the error
according to the training data, and updating the weights of the system using techniques
such as back-propagation (Rumelhart et al., 1986) until some loss function is minimised.
Then the trained model can be tested with new input data.
The main characteristic of NMT compared to previous techniques is that NMT systems
act as a black box that learn how to translate without making use of any linguistic or
statistical information, just trying to mimic the abstract process of translation. For doing
this, input text in source language is encoded into numerical values, representing word and
sentence meanings as vectors, which then will be decoded into output sentences in target
language.
Recently, NMT has shown to be the most effective system for Machine Translation
(Cho et al., 2014), making some significant improvements like the inclusion of an attention-
mechanism to automatically predict which are the most relevant words on a source sentence
to be translated into the next output word (Bahdanau et al., 2014), or using word segmen-
tation to improve the translation of rare words (Sennrich et al., 2015b).
3Source (left): http://www.neuraldump.net/2016/03/introduction-to-neural-networks/ Source (right):
https://medium.com/@curiousily/tensorflow-for-hackers-part-iv-neural-network-from-scratch-1a4f504dfa8
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These recent advances on NMT have also been tested for Basque-to-Spanish and Spanish-
to-Basque Machine Translation (Etchegoyhen et al., 2018), already improving the results
of SMT systems.
In the following points different characteristics of NMT systems will be defined, being
some of them the parameters that will be tested in next chapters to try to improve the
previous results in this area.
1) Architectures
The most general distinction we can make among different NMT systems is their archi-
tecture, that is, the way layers of neurons are arranged to encode or decode a given data.
Convolutional Neural Networks (CNN) are characterised by sharing some weights among
consecutive input data, so are better suited to process continuous data such as images.
Meanwhile, Recurrent Neural Networks (RNN) are better adapted to sequences of variable
length like text, since the information saved in one hidden unit is also processed by the
next hidden unit together with the current input data. Figure 4 shows an example of a
Recurrent Neural Network.
Figure 4: Example of a Recurrent Neural Network4
Recently, more complex architechtures like the Transformer (Vaswani et al., 2017) have
been defined to achieve state-of-the-art results for some language pairs. In our approach,
as in the majority of NMT systems, a RNN architecture will be used.
2) Attention-mechanism
Regardless of the neural network architecture, an attention-mechanism can be used to
improve the performance of the system when the task requires it. For instance, in the
case of CNNs, attention-mechanism can be used in image captioning systems to allow the
decoder to focus on specific parts of the input image when generating a new output word.
Similarly, RNNs used for Machine Translation can be highly benefited from an attention-
mechanism to focus on specific words from the input sentence when generating a new output
word. This idea is similar to the allignment needed in SMT systems, as can be shown when
representing the atention-weights for the different input and output word relations. Figure
5 shows an example extracted from Bahdanau et al. (2014) in which we can observe that
each output word corresponds mainly to another input word.
4Source: www.wikimedia.org
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Figure 5: Attention-weights on a RNN used for MT (Bahdanau et al., 2014)5
3) Number of layers
Once a specific architechture is chosen, one direct way of augmenting the network
complexity to try to improve the results is to increase the number of layers of the system.
However, this is not always possible since it is limited by the computational capabilities.
In practice, most of the NMT systems use only 1 layer (with a specificity that will be
described in the following section), and only researchers with access to much more powerful
systems can test a higher number of layers. Two examples of this are Britz et al. (2017), in
which they test different parameters of a NMT system including number of layers from 1
to 4, and the most advanced system used by Google for some language pairs which makes
use of 8 layers (Wu et al., 2016).
In this work we will use a RNN with 1 layer.
4) Directionality
One limitation of RNNs is that in the moment of predicting a given word they can only
access to the encoding of the sentence containing the meaning of previous words in the
original sentence, but as we know, word ordering can differ between different languages, so
it is necessary for the system to be able to read also future words from the input sentence.
To overcome that, bidirectional RNNs are used, in which one layer reads the sentence in
one direction and the other reads it in the opposite direction. This is the type of RNN that
we will use in this project, so when we say that we use a RNN with 1 layer we mean one
layer for reading from left to right and another one for reading from right to left. Figure
6 shows an example of a bidirectional RNN as the one used in this project.
5Source: https://blog.heuritech.com/2016/01/20/attention-mechanism/
Language Analysis and Processing
Basque/Spanish Machine Translation for the health domain 8/48
Figure 6: Example of a bidirectional RNN6
5) Unit type
Another drawback of using RNNs for Machine Translation is that, since the encoders
accumulate the meaning of a sentence after reading every input word, it is difficult to main-
tain the long-distance dependencies between words that share some syntactic or semantic
relation in long sentences. To overcome that, neurons can be replaced by more complex
units which are able to remember/forget specific information from a given sentence.
The original approach to solve this problem is based on Long Short-Term Memory
(LSTM) units (Hochreiter and Schmidhuber, 1997), but there exist also some simpler
adaptations of them, standing out from all of them the one called Gated Recurrent Units
(GRU) (Cho et al., 2014). In this project we will test both unit-types LSTM and GRU,
whose schemes are shown in Figure 7.
Figure 7: Schemes of LSTM and GRU unit-types7
6) Number of units
For each layer of the Neural Network, a number of units per layer will be specified
depending on the computational capabilities. In this project, a fixed number of 1024 units
per layer will be used.
6Source: http://colah.github.io/posts/2015-09-NN-Types-FP/
7Source: https://isaacchanghau.github.io/post/lstm-gru-formula/
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7) Basic elements
Given a specific NMT architecture, the most general distinction we can make is which
are the basic elements to be used as input for each unit of the neural network. The most
logical and simple approach could be to use just words, but recent studies have shown that
dividing the words into subwords can improve the translations of unknown words (Sennrich
et al., 2015b), specially for highly inflected languages as Basque.
A more complex technique called Character-based Machine Translation (Costa-Jussa`
and Fonollosa, 2016) has been taken into consideration because it could be appropiate for
morphologically rich languages as Basque, but has been discarded because of not achieving
good enough preliminary results (Etchegoyhen et al., 2018).
In this work we will use the aforementioned word segmentation method (Sennrich et al.,
2015b), commonly known as BPE word segmentation.
8) Vocabulary-size
As mentioned before, each element of input and output text is represented with nu-
merical values, commonly known in Natural Language Processing (NLP) as embeddings.
During the preprocessing, a number of embeddings will be created to represent the whole
corpus of each source and target languages, constrained by an input parameter that deter-
mines the maximum number of embeddings that could be created.
When applying this preprocessing, it is possible to share the vocabulary for both lan-
guages, in which case the maximum vocabulary-size will limit the number of embeddings
for one of the languages, using some of them to represent tokens for the other language.
This parameter will be conditioned by the computational capabilities, and for this project
a maximum vocabulary-size of 90,000 (sub)words will be used, with the option of sharing
the vocabulary between languages activated.
9) Embedding-size
For representing each of the tokens from the input and output texts, vectors of a
specified length will be used. In theory, embeddings of higher size will represent better the
semantics of each word, and can also obtain better results for NMT (Britz et al., 2017).
However, the embedding-size will also be conditioned by the computational capabilities,
requiring more memory to train systems with higher embedding-size. For this project,
embedding-sizes of 500, 512 and 1024 will be tested.
10) Optimization
The term optimization refers to the process carried out to search the minimum error
during the training process. Different techniques are used for this, with the possibility or
not of reaching the global minima in a shorter or longer time. Gradient descent, based on
the derivatives of the functions implemented by the Neural Network, is the simplest method
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used for optimization, but more complex methods using other parameters as momentum
and learning-rate have demonstrated to be more efficient.
In this project, two of these methods will be tested, named Adadelta (Zeiler, 2012) and
Adam (Kingma and Ba, 2014).
11) Batch-size
When it comes to updating the neural network parameters, an important feature is
how many training samples are taken into account between each update. In the simplest
scheme, with Stochastic Gradient Descent, all the neural network parameters are updated
after calculating the error for each training sample, which makes the training process
unnecessarily slow. On the other hand, updating the parameters after calculating the
errors for all the training dataset would require great amounts of memory, so in practice
the training set is divided into mini-batches of specific size and the parameters are updated
after training the network with each mini-batch.
In this work, batch-sizes of 30, 32 and 64 will be tested.
12) Learning-rate
The final step to update a given parameter is to substract its derivative to the current
value of the parameter. However, doing this can result in overfitting the value of the
parameters to the sample(s) considered in this step, so a parameter named learning-rate
is defined to measure to which extent have every sample or group of samples to be taken
into account when updating the parameters. With mostly used optimization methods like
the ones tested in this project the learning-rate is modified during the training process to
make it faster, so the specified value of learning-rate only refers to its initial value.
In this work, an initial learning-rate of 0.0001 is used.
13) Drop-out
As mentioned when defining learning-rate, one problem of neural networks is that their
parameters can be too much adapted to the data used in training process, producing
what is known as overfitting. Different regularization techniques have been developed to
overcome this problem, being drop-out the most common one. This method is simply
based on randomly dropping units from the neural network during training process to
avoid they became too dependent on the training data (Srivastava et al., 2014), and as
other regularization techniques, can improve the results when overfitting is detected.
In this work, drop-out is not used.
14) Beam-width
All the previously described parameters are related to the training process, but there
are also some parameters associated with the translation process. At each step of the
decoding process, the softmax layer will output the probability for each word of being the
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output word in this position, but it does not always happen that the most probable word in
a specific position is the one that will correspond to the most probable translated sentence.
In order to expand the search of the most likely output sentence, a parameter called beam-
width is defined referring to the number of possible outputs that will be considered when
choosing each of the most probable outputs of the decoder.
In this work, beam-widths of 6 and 10 will be tested.
15) Length-normalization and coverage-penalty
To calculate the probability of a given output sentence, the probability of each output
word will be multiplied, so the decoder will tend to choose sentences of shorter length.
This will make the results of translating longer sentences worse comparing to the results
of translating shorter sentences, so a parameter called length-normalization is included to
compensate this. In addition, another parameter called coverage-penalty is used to favour
sentences that cover all the words from the input sentence, with some improvements made
to the attention-module (Tu et al., 2016).
In this work, length-normalization is used with a value of 1, and coverage-penalty is
not used.
2.1.4 Automatic creation of Basque terminology for the health domain
Apart from explaining the basics of different Machine Translation systems, it is important
to mention the previous work done specifically in Basque language for the health domain.
As said before, there is a lack of Basque corpora in this domain, thus a first step to someday
have the possibility of having this corpora is to start by creating Basque terminology for
the health domain, so doctors and different health workers have a reference when writing
clinical texts.
Around the globe, there are different terminological databases and ontologies that
health workers use as reference, and from all of them SNOMED CT was chosen in Perez-de-
Vin˜aspre (2017) to automatically translate its terms to Basque. For doing that, different
resources and techniques were used, and here we will only mention the ones that could be
helpful for this project.
Regarding the resources used, information from different dictionaries was stored in a
database named ItzulDB that was later used to carry out the translation process, compiling
information from different sources such as Elhuyar Science and Technology dictionary,
UPV/EHU human anatomy atlas and nursery dictionary, International Classification of
Diseases dictionary and a health administration related dictionary.
With regard to the techniques used in Perez-de-Vin˜aspre (2017) that could be applyed
to this work, it is necessary to highlight the already mentioned RBMT system Matxin-
Med. This system, used in the final step of Perez-de-Vin˜aspre (2017) to automatically
create Basque health terminology from SNOMED CT, is designed for Basque and English
language pair, so it will not be used in this work but will be taken into account in the
future for being adapted to Basque/Spanish Machine Translation.
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Finally, one of the possible future works listed in Perez-de-Vin˜aspre (2017) is to obtain
a stable version of SNOMED CT in Basque, with its content being reviewed by medical
experts to certify its validity. Indirectly, this would be highly valuable for the objective of
this project as long as it will be very helpful to start creating the bilingual corpus needed
for Statistical and Neural Basque/Spanish Machine Translation for the health domain.
2.1.5 Evaluation in Machine Translation
Comparing to evaluation in other NLP tasks, evaluation in Machine Translation has to
deal with the fact of having more than one possible correct translation. To overcome this,
more than one reference translation can be used, with the consequent complexity added to
the system. However, no matter how many correct translations are included in the set of
reference translations, there could be always another possible translation, so evaluation in
Machine Translation always carries some degree of uncertainty.
There are two main forms of evaluating Machine Translation systems: human and
automatic. Usually, human evaluation is based on asking some people (who can be experts
or not) to score some characteristics of the translation within a given range of possible
values. The most common evaluated aspects are fluency, representing the naturalness of a
given output sentence; and adequacy, representing how much of the information contained
in the reference translation(s) is included in the output sentence. Another simpler approach
for human evaluation consists just in choosing the best translation among a given set of
translations, usually obtained with different systems. Human evaluation methods have the
advantage of giving linguistic information of the errors made by the system, but they have
the drawback of being inherently subjective and specially costly.
On the other hand, automatic evaluation consists in using some algorithm to auto-
matically compare a given output sentence with an available reference translation. These
methods have the advantage of being cheaper, faster and providing reproducible results,
but not always being representative of the translation quality. The most used method
for automatic evaluation of MT systems is BLEU (Papineni et al., 2002), which basically
consists in counting the number of consecutive words that appear in both reference and
system translation, with some corrective measure for too short outputs. In this project,
we will use BLEU to compare different NMT systems and finally we will design a human
evaluation method that would be carried out in the future on the best systems according
to automatic evaluation.
2.2 Related work
When approaching the objective of this work, that is, building a NMT system between
Basque and Spanish languages for the health domain, there are several perspectives that
have to be taken into account, which they can be mainly divided into three areas: NMT
between linguistically different languages, as is the case of Basque and Spanish; domain
adaptation for NMT, with the specificities of the health domain; and the aforementioned
handicap of performing the NMT task with low resources. In this Section, we will mention
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separately the diverse related works in each of these areas, even if in some cases the
developed techniques respond at the same time to more than one of the characteristics of
the described problem.
2.2.1 NMT between linguistically different languages
Despite most Basque language speakers live in a territory surrounded by Spanish or French
speakers, and almost all of the Basque speakers use also Spanish or French language in
their everyday lives, the characteristics of Basque language are very different from their
neighbouring languages. Indeed, Basque is an isolated language in the sense that there is
no other language that can be linguistically related to it apart from the terms imported
from other languages. Thus, while Spanish is a latin derived language sharing some char-
acteristics with other European languages, Basque has its own characteristics that need
specific treatment when approaching the NMT task.
In few words, Basque language can be described as a highly agglutinative language,
with a rich morphology, where words are usually created adding diverse suffixes that mark
different cases. The morphology of verbs is specially complex, including morphemes that
add information about the subject, object, number, tense, aspect, etc. Furthermore, the
order of the sentences is relatively free, which makes the development of NMT systems for
Basque a specially challenging task, particularly for evaluation purposes.
In a very recent work, Etchegoyhen et al. (2018) show that better results can be ob-
tained with NMT for Basque than with the traditional RBMT or SMT techniques. Specif-
ically, they approach the problem derived by a complex morphology testing different word
segmentation methods, from linguistically motivated ones to the well known BPE word
segmentation method (Sennrich et al., 2015b). They also tested the character-based NMT
(Lee et al., 2016), but in this case the results were worse than expected for a highly ag-
glutinative language as Basque. For the sentence order variability, on the one hand, they
manually created a second reference for the test set that accounted for this word order
variability; and on the other hand, they tested different models with different values for
length-normalization and coverage-penalty, based on the previous work by (Wu et al.,
2016).
In another recent work, Passban et al. (2018) approach the complexity of dealing with
morphologically rich languages as target language on NMT task by combining a traditional
RNN encoder with BPE word segmentation on the source side (in this case, for English
language) and a character-based decoder supplemented with morphology tables that are
used in a similar way of attention modules to choose the most likely next output character
depending on the morphologic information of the target language (in this work, German,
Russian and Turkish).
2.2.2 Domain adaptation for NMT
In the case of NMT, despite the overall results are nowadays better than the ones obtained
with SMT (Bojar et al., 2016), when the output of both systems is evaluated it is observed
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that NMT systems generate sentences with better fluency, thus sounding more natural,
while SMT systems are still better in terms of precision measured above each of the gener-
ated words (Koehn and Knowles, 2017). Since the NMT approach uses word embeddings
to represent input and output words, this worse precision is usually not a big problem
provided that the generated words are similar to or related with the correct output word,
but in the specific case of NMT for the health domain, in which precision is probably the
most important aspect to preserve, some action must be taken to improve this aspect.
In this sense, the recent works by Gu et al. (2017) and Zhang et al. (2018) represent
a promising research area to the specific task of domain adaptation for NMT, specially in
cases in which the sentences that form the training corpus tend to be similar, as is the case
of health records. Both cited works develop the same basic idea, look for similar sentences
to the input sentence before translating it, but differ in the way this sentence similarity
information is used. While Gu et al. (2017) use this information to add the k most similar
sentences to the training corpus, Zhang et al. (2018) simplify this process just using the
sentence similarity scores to rescore the possible output sentences before choosing the
desired output. Both works are tested with legal domain corpora, which is characterised
by having similar sentences as happens in health domain documents, obtaining significant
improvements up to 6 BLEU points.
2.2.3 NMT with low resources
Finally, we will refer to the specific task of NMT when low resources are available, as is
the case with minoritised languages as Basque, and more dramatically when the domain
is constrained like in this project oriented to the health domain. Even if NMT started to
obtain competitive results as large amounts of bilingual corpora in digital format became
available, this is still not the case for languages used by less people like Basque, despite
the enormous efforts of the Basque speaking community to generate this digital content,
compile it, and make it available for everyone who needs to make use of it. To overcome
this problem, shared with the majority of languages that are trying to survive in a highly
connected world with a few languages dominating the majority of digital content, a very
interesting research area is starting to be developed trying to perform the NMT task when
no bilingual data is available.
In this respect, the works by Artetxe et al. (2017) and Lample et al. (2017) have proved
to obtain good results in the new born area of Unsupervised Machine Translation, that is,
with no use of any bilingual corpora. These works, published only with one day difference,
make use of the information intrinsic to a given language by exploiting the information
contained on the word embeddings created with the available monolingual corpora, and
then studying the best ways to relate the embedding maps created for each of the languages
to be used in the translation process. Both works suppose a milestone that changes the
traditional paradigm that bilingual corpora is needed to perform the NMT task, but as
expected, they still not obtain state-of-the-art results when comparing to NMT systems
that make use of bilingual corpora.
In consequence, nowadays there are other well established techniques that help to
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achieve competitive results when low resources are available, as is the case of transfer
learning (Zoph et al., 2016), based on first training a system with a big enough general
corpus and then fine-tune some of the parameters training the system again with a smaller
corpus that can be from a specific domain; or backtranslation (Sennrich et al., 2015a),
based on including a monolingual corpus and its automatic translation to a similarly in
size bilingual training corpus. Both methods have shown to significantly improve the base-
line results when some bilingual data from the domain to be tested is available (in the case
of transfer learning), or a monolingual corpus of comparable size to the out-of-domain bilin-
gual corpora is available (for backtranslation), as is our case for Basque/Spanish Machine
Translation for the health domain.
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3 Methodology
In this section, we will present the system and resources that will be used to carry out
the experiments, along with a brief description of the equipment that will be used for the
NMT training and evaluation.
3.1 System
Nowadays, most of the NMT researchers publish their code so anyone can reproduce their
experiments, apply it to different language pairs, or even suggest improvements to the
developed code. In this project, we will use the system known as Nematus (Bahdanau
et al., 2014), which implements the aforementioned attention-mechanism and makes use
of Theano library, based on Python. Compared to newer systems like Sockeye (Hieber
et al., 2017) that can implement or even combine different architectures (CNN, RNN
and Transformer), Nematus has the disadvantadge of being restricted to RNNs, but we
have chosen it for being one of the systems that achieves state-of-the-art results on NMT
(Sennrich et al., 2016), and having been previously used for some of the projects developed
in IXA research group.
3.2 Resources
3.2.1 Corpora
As stated in the introduction, there is a lack of health domain bilingual corpora for Basque
and Spanish languages, so for most of the experiments an out-of-domain and big enough
corpus will be used.
Specifically, the basic corpus that will be used to train the NMT systems is formed by
a total of 4.5M sentences in TrueCase format. 2.4M of them are a 3 times repetition of
a news domain corpus, while the rest 2.2M sentences are from an out-of-domain corpus.
Without counting the repeated corpus, the effective data expressed in tokens would be
102M tokens in Spanish and 72M tokens in Basque. These corpora were compiled from
diverse sources such as EITB (basque public broadcaster), Elhuyar (research foundation)
and IVAP (official translation service of the Basque Government).
Furthermore, a Spanish monolingual corpus from the health domain will be included to
the previous corpus along with its automatic translation, following the work by Sennrich
et al. (2015a). This corpus is made up of 2 corpora containing real health records from
the hospitals of Galdakao-Usansolo and Basurto. The first one consists of 142,154 files
compiled during 5 years (2008-2012) with a total of 52M tokens, while the second one is
composed of 189,623 files collected in 2014 with a total of 57M tokens. Table 1 shows the
first 10 sentences of the Spanish monolingual corpus that will later be translated.
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First sentences of the Spanish monolingual corpus from the health domain
EKG: r´ıtmico a 65 x
tambie´n refiere que desde la operacio´n ha incrementado la dosis de noctamid hasta
2 mg al d´ıa y desde hace unos 3 meses bajo´ la dosis a 0-0-1.5 mg por la noche
- Deterioro cognitivo leve en seguimiento por Neurolog´ıa
no bebedor ni otros ha´bitos to´xicos
BRDHH e intervalo PR normal
abdomen: a su ingreso en planta normal, ruidos normales
tacto RECTAL: heces blandas en ampolla rectal
evolucion: durante su ingreso adema´s de la historia de alcoholismo ya reflejada, se
evidencia un trastorno del estado de animo de cara´cter cro´nico, con sentimientos de
vac´ıo, impulsividad y alteracio´n en relaciones interpersonales
no se aprecia flujo antero´grado
refieren que ha presentado mu´ltiples episodios de infecciones urinarias tratadas sin
problemas con augmentine
Table 1: First 10 sentences of the Spanish monolingual corpus from the health domain
3.2.2 Dictionaries and ontologies
Before including the health-related corpus, different experiments will be tried progressively
adding health domain information extracted from dictionaries and ontologies to the previ-
ous out-of-domain corpus. For these experiments, the work developed in Perez-de-Vin˜aspre
(2017) regarding SNOMED CT ontology will be taken as a reference.
For the first of the experiments, a dictionary will be built with all the created Basque
terms and their respective Spanish counterparts stored in ItzulDB for translating into
Basque the terms included in SNOMED CT. These Basque terms were automatically
created, and is expected that their validity could be soon certified by health domain experts.
For many of the Spanish terms refering to a specific SNOMED CT concept, more than one
possible Basque term was created; so in total, the dictionary used for this experiment will
have 151,111 entries corresponding to 83,360 unique Spanish terms. As a sample, Table 2
shows the first 10 elements of the dictionary.
For the second of the experiments, artificial sentences will be created making use of the
relations specified on the SNOMED CT ontology. Specifically, the Snapshot release of the
international version on RF2 format of the SNOMED CT delivery from 2017 July 31st will
be used. For the sentences to be representative, the most frequent active relations will be
taken into account, only considering the type of relations that appear more than 10,000
times. Table 3 shows the most frequent active relations along with their respective number
of appearances.
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Spanish term Basque term










Table 2: First 10 elements of the dictionary created using SNOMED CT Spanish terms
and automatically created Basque translations
3.2.3 Health record models and manual translations
All of the aforementioned health-related resources will be used to enrich the training corpus,
but for evaluating the performance of the system on the health domain, an additional corpus
will be used. Specifically, a total of 42 health record models of diverse specializations
written in Basque by doctors of Donostia Hospital (Joanes Etxeberri Saria V. Edizioa,
2014), and their respective manual translations into Spanish carried out by a bilingual
doctor will be used as reference for evaluating the systems’ performance on the health
domain. These original health record models in Basque are written in a correct and well
suited language, which makes them valuable not only for MT tasks but also as a model for
Basque speaking doctors that want to start writing health records in Basque.
After aligning the sentences obtained from this EHRs and their respective manual
translations, we will have a bilingual corpus consisting of a total of 2,076 sentences, that
will be randomly ordered and equally divided into 1,038 sentences for the development
(dev) set and another 1,038 sentences for the test set. As a sample, Table 4 shows the first
10 sentences that will be used for evaluation in Spanish and Basque.
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Procedure site - Indirect 20,066
Has active ingredient 19,294
Has interpretation 18,183
Temporal context 13,573




Has manufactured dose form 11,388
Table 3: Most frequent active relations and number of appearances on SNOMED CT
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3.3 Equipment
NMT training requires big computational capabilities, with a lot of derivatives to be cal-
culated and parameters to be updated at a time. To do all the calculations effectively,
parameters are vectorised and Graphics Processing Units (GPU) are used because of their
apropriateness to work with matrixes. In this project, two different GPU servers will be
used: the first one, called Arina, consists mainly on a Tesla K40 GPU with 12 GB of RAM.
This resource, external to IXA group, sends you a notification when a given job is finished,
including the required computation time. The second server, exclusive for IXA group, is
called Mamarro, from where a Titan Xp GPU with 12 GB is used. This system does not
let you know the required computation time, but even if the specified memory capacity
is the same, it is significantly faster than the previous one, resulting in around 2 days for
training a model comparing to 7 to 9 days for the same job with Arina.
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4 Our approach
In this section we will describe our approach for the experiments to be carried out in
this project, which will be divided into two parts: the first part will consist on training
different NMT systems on the bilingual out-of-domain corpus described in Section 3.2.1,
changing one parameter at a time, and choosing the one which obtains best BLEU eval-
uation results for following experiments. In the second part, the health domain corpus
defined in Section 3.2.3 will be used to automatically evaluate the best system according
to the experiments carried out in the first part; and after this, health-related resources in
the form of a dictionary, sentences created from SNOMED CT, or a Spanish monolingual
corpus (described in Section 3.2) will be progressively added to measure their effect on
the translation quality for the health domain. Finally, since automatic evaluation metrics
do not always reflect perfectly the translation quality, a human evaluation method will be
designed for the systems with best automatic evaluation numbers.
4.1 NMT parameters test
The corpus used for this part of the project will be the bilingual one specified in Section
3.2.1, with a total of 4.5M sentences. From this corpus, 2,000 sentences will be extracted for
the dev set and another 2,000 for the test set; but after manually inspecting the correction
of the sentences included in these sets, 1,994 sentences will be used as dev set and 1,678
sentences as test set. The rest of the sentences (4,530,683) will be used to train the system.
The starting point for this part of the project will be the NMT system developed for
the Modela project (Etchegoyhen and Labaka, 2017), whose basic parameters, including
the ones that will be tested in this work, are shown in Table 5.
When choosing the parameters to test, various sources were consulted, including several
articles and online courses, but most of the parameters and their possible optimal values
were taken from Britz et al. (2017). Table 6 shows all the parameters that will be tried
and their respective values, in the same order in which they will be tried.
The rest of the parameters will remain as specified in Table 5, and all the experi-
ments will be carried out for both translation directions Basque-to-Spanish and Spanish-
to-Basque. After comparing the results for different values of each parameter, the one with
higher BLEU values on the test dataset will be chosen for the next experiment, and only
if the results are significantly different for each translation direction a different parameter
value will be selected for each direction.
The experiments for optimization, unit-type, beam-width and batch-sizes of 30 and 32
will be carried out in Arina, so training time will also be included within the results. On
the other hand, the experiments for embedding-size and a batch-size of 64 will be carried
out in Mamarro, with no information about computation time.
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Parameter Value
Architecture RNN
Number of layers 1
Directionality Bidirectional
Unit type GRU
Number of units 1024










Table 5: Parameters of the baseline system
Parameter Values
Optimization Adadelta / Adam
Unit type GRU / LSTM
Beam-width 6 / 10
Batch-size 30 / 32 / 64
Embedding-size 500 / 512 / 1024
Table 6: Parameters tried in this project
4.2 Evaluation on the health domain
After testing different parameters on NMT systems trained with an out-of-domain corpus,
we will replace the evaluation corpus for the one specified in Section 3.2.3, and subsequently
add health domain corpora to the training corpus to evaluate their respective influence on
health domain Machine Translation. These experiments will be developed for both Basque-
to-Spanish and Spanish-to-Basque translation directions, except for the one including the
Spanish monolingual corpus and its translation into Basque, that will be performed only
for Basque-to-Spanish translation direction since the automatically translated corpus can
not be taken as target training corpora, as it is stated in the original paper describing
the backtranslation technique (Sennrich et al., 2015a). For these experiments the GPU
server known as Mamarro will be used, so no information about computation time will be
provided.
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1) Using the out-of-domain corpus
For the first of these experiments, we will just choose the system that achieves best
BLEU results on the out-of-domain corpus and evaluate it with the health domain corpus
specified in Section 3.2.3.
2) Including a health-related dictionary
Then, we will start to add different health-related resources to measure their contribu-
tion to a better translation. For the first of these experiments, the information extracted
from the dictionary specified in Section 3.2.2 will be used. For the results to be comparable
with the previous that only uses an out-of-domain corpus, the preprocessing applied after
including the dictionary will be the same, consisting of tokenization, TrueCase formatting
and BPE word segmentation.
3) Including artificial sentences created from SNOMED CT
For the second of the health-related experiments, artificial sentences created from the
relations on SNOMED CT ontology presented in Section 3.2.2 will be used. The reason for
adding these sentences apart from specific terms is that NMT systems not only learn how
to translate words but at the same time learn a language model from the training corpus.
To do so, we will first define two sentence models for each of the most frequent relations
specified in Table 3, whose values are shown in Tables 7 and 8.
Taking these sentence models as a reference, and using the concepts from SNOMED
CT as possible values of X and Y in Tables 7 and 8, for each of the concepts (X) concerning
a unique pair of Basque and Spanish terms, we will randomly choose one of the relations
that this concept has on SNOMED CT, restricting its possible values to the most frequent
relations specified in Table 3 and omitting the relations with terms (Y) that are not among
the translated ones. Finally, we will randomly choose one of the sentence models for this
specific relation, taking a pair of sentences either from Table 7 or Table 8.
Once these artificial sentences are created, the models associated with each of the
relation types will be reviewed, and in case the sentences are not appropiate for the majority
of specific X or Y terms and it is not possible to define a sentence model that can be valid
for all the possible X or Y values, the sentences associated with these relation types will
be removed.
As a result of this process, we first have to state that when randomly choosing one
relation for each of the terms available in Basque and Spanish, none of these relations
corresponded to the ’Subject relationship context’ type. Furthermore, as stated before,
after reviewing the automatically created sentences, the ones corresponding to the relations
’Occurrence’ and ’Direct substance’ were removed for not being appropiate for the majority
of specific terms used in each sentence, and not being possible to redefine a sentence model
valid for the diverse terms that appeared for these relation types.
Finally, for applying the morphological inflections to the specific X or Y terms needed
in some of the described sentences in Basque, a transductor will be applied following the
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inflection rules defined in the transductors of Xuxen spelling corrector (Agirre et al., 1992).
After this, a total number of 363,958 sentences were added to the corpus including the out-
of-domain corpus and the health-related-dictionary, and the same preprocessing carried
out when adding the dictionary will be applied before training the NMT system.
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4) Including a monolingual corpus and its translation
For this part of the project the EHRs included in the Spanish monolingual corpus
specified in Section 3.2.1 will be used. These EHRs will be first preprocessed to have 1
sentence in each line and then the order of the sentences of the set of EHRs will be randomly
changed to contribute to a better anonymization of the information included in each of
them. For making the translation process faster, repeated sentences will be removed from
the corpus before translate it, resulting in a total of 2,023,811 sentences that will be added
to the previous corpus. For translating this sentences into Basque, the system including a
health-related dictionary will be used.
Due to an error in the preprocessing, the training corpus used to perform the translation
will be slightly different to the one described in Section 3.2.2, because when applying BPE
word segmentation, instead of using a maximum number of 90,000 (sub)words sharing
the vocabulary between the Basque and Spanish corpora, a separated word segmentation
process will be applied for each of the monolingual corpora with a maximum number
of 45,000 (sub)words. It is not expected for this error to have significant influence on
the results obtained when including the monolingual corpus and its translation, since the
automatic evaluation results are very similar when using the aforementioned different BPE
segmentations on the corpus used for doing the translation.
4.3 Human evaluation
In this project we will only evaluate the MT results automatically, leaving the necessary
human evaluation as a future work. However, in this Section we will briefly describe how
this human evaluation could be done, leaving chance to future changes to adapt to the
actual systems to evaluate.
In this sense, at first it has to be said that it is expectable that the different approaches
described in Section 4.2 will achieve progressively better results as we add subsequent
health domain corpora, so the human evaluation method described here should be applied
to more diverse systems which obtain high but similar automatic evaluation results, as
they can be systems with different architectures or systems that make use of different
techniques.
Thus, the evaluation system should compare the at least 3 best different systems that
obtain similar automatic evaluation results, taking as a reference around 50 documents
containing the diverse kinds of sentences that can be expected in a real scenario in which
this kind of systems would be implemented. For the evaluation task, both linguists and
health domain experts should be involved, measuring the agreement level between their
evaluation results as a way to validate the human evaluation process.
Regarding the linguistic aspects to be evaluated, apart from the commonly used fluency
and adequacy measures briefly described in Section 2.1.5, special attention should be paid
to the accuracy of the translated terms, for being probably the most important aspect to
preserve when developing a MT system for the health domain.
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As a complement to this, broader human evaluation processes involving more people
could be carried out just asking to choose the best translation from a given set of output
sentences generated by the different MT systems to evaluate, providing more reliability to
the human evaluation results as the opinion of more people is taken into account.
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5 Results
In this chapter we will present the results of the experiments for both parts related to
testing different NMT parameters on an out-of-domain corpus (Section 5.1), and evaluating
Machine Translation for the health domain with the different systems including succesive
health domain corpora in the originally out-of-domain training corpus (Section 5.2). At
the end of each subsection we will include a summary to compare the contribution of each
of the experiments into the final results.
5.1 NMT parameters test
In this section we will show the obtained results for each of the parameters tested and
displayed in Table 6. For a better understanding of the results, in each of the tables
shown in this section the first row for each translation direction will correspond to the
results obtained with the parameter value selected according to the results shown in the
immediately previous section; except for the first table (Optimization), in which the first
row for each translation direction will represent the values obtained with the parameters
described in Table 5 corresponding to the baseline system.
For each of the tested parameter values and translation directions, BLEU values ob-
tained in dev and test sets will be shown, and training time will also be specified when
available (See Section 3.3 for more details). Basque-to-Spanish translation direction will be
represented in the tables as ’eu-es’, while Spanish-to-Basque will be represented as ’es-eu’.
5.1.1 Optimization
Table 9 shows the results obtained for the 2 tested optimization methods: Adadelta and
Adam. In this table we can see that Adam, apart from being significantly faster than
Adadelta, obtains better BLEU values for both translation directions and each dataset,
with the exception of the test set for Basque-to-Spanish translation direction, in which
there is a slight difference of 0.01 points in favour of Adadelta. Since this difference
is much higher for Spanish-to-Basque translation direction in favour of Adam (almost 0.3
points) and this trend is also perceived in the dev set, Adam will be chosen as optimization
method for succeeding experiments.
Translation direction Optimization Training time
(hh:mm:ss)
dev BLEU test BLEU
eu-es
Adadelta 213:55:59 26.51 28.98
Adam 175:24:24 26.87 28.97
es-eu
Adadelta 205:24:57 22.95 20.26
Adam 187:32:32 23.06 20.55
Table 9: Results for different optimization methods
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5.1.2 Unit-type
In Table 10 we can see the results obtained for different tested unit-types: GRU and
LSTM. Here we can see that LSTM requires much more training time, even if the showed
value for Basque-to-Spanish translation direction can be defined as unusual since it was
not reproduced for previous trials in which times more similar to the ones required for
Spanish-to-Basque translation direction were needed.
Regarding BLEU values, we can see that GRU obtains better results for Basque-to-
Spanish translation direction (same results in the dev set), while LSTM obtains better
results for Spanish-to-Basque translation direction. Since the differences in BLEU values
are on the edge of being considered significant (0.3 - 0.4 points), and the next experiment
consists on testing the beam-width, for which only the evaluation has to be repeated, no
decision will be taken for now about which unit-type to choose. Thus, different beam-width
values will be tested for both considered unit-types GRU and LSTM.
Translation direction Unit-type Training time
(hh:mm:ss)
dev BLEU test BLEU
eu-es
GRU 175:24:24 26.87 28.97
LSTM 265:57:12 26.87 28.68
es-eu
GRU 187:32:32 23.06 20.55
LSTM 218:04:42 23.37 20.96
Table 10: Results for different unit-types
5.1.3 Beam-width
This section differs from the others because instead of having only one table we will have
four tables, one for each fixed value of the parameters unit-type (GRU and LSTM) and
beam-width (6 and 10). This way, we will be able to compare easier the different obtained
BLEU values and select the optimal values of the tested parameters.
Table 11 shows the results of changing the beam-width for the fixed GRU unit-type.
Since beam-width is a parameter related to the evaluation process, we observe that the
training time is the same for each translation direction, fact that can be observed also in
Table 12.
With regard to BLEU values, we can see that for Basque-to-Spanish translation di-
rection the results are better for a beam-width of 10 for both dev set and test set, while
for Spanish-to-Basque translation direction the results are better for a beam-width of 6.
However, this difference is a bit higher in Basque-to-Spanish translation direction, with
around 0.3 point improvement for beam-width 10, while the advantage for beam-width 6
in Spanish-to-Basque translation direction is equal or lower than 0.2 points for both dev
and test sets.
In Table 12 we see the comparison of different beam-width values for the unit-type
LSTM. In this case, we can say that better general results are obtained with a beam-width
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Translation direction Beam-width Training time
(hh:mm:ss)
dev BLEU test BLEU
eu-es
6 175:24:24 26.87 28.97
10 175:24:24 27.21 29.28
es-eu
6 187:32:32 23.06 20.55
10 187:32:32 22.92 20.35
Table 11: Results for different beam-width values (unit-type: GRU)
of 10, except for the dev set in Basque-to-Spanish translation direction, where the results
are the same as with a beam-width of 6, and the test set in Spanish-to-Basque translation
direction, with a slight decrease of 0.03 points.
Translation direction Beam-width Training time
(hh:mm:ss)
dev BLEU test BLEU
eu-es
6 265:57:12 26.87 28.68
10 265:57:12 26.87 28.87
es-eu
6 218:04:42 23.37 20.96
10 218:04:42 23.64 20.93
Table 12: Results for different beam-width values (unit-type: LSTM)
After comparing the results obtained with different beam-width values for each of the
unit-types, now we will compare the results of different unit-types for each fixed values of
beam-width 6 and 10. In Table 13 we show the results for beam-width 6, which are the
same as shown in Table 10; so we will refer to Section 5.1.2 to analyze the results, only
reminding that better results are obtained with GRU for Basque-to-Spanish translation
direction, while LSTM outperforms GRU for Spanish-to-Basque translation direction.
Translation direction Unit-type Training time
(hh:mm:ss)
dev BLEU test BLEU
eu-es
GRU 175:24:24 26.87 28.97
LSTM 265:57:12 26.87 28.68
es-eu
GRU 187:32:32 23.06 20.55
LSTM 218:04:42 23.37 20.96
Table 13: Results for different unit-types (beam-width: 6)
Finally, Table 14 shows the results obtained with a beam-width of 10 for both unit-types
GRU and LSTM. Here we can see clearly that GRU obtains better results for Basque-to-
Spanish translation direction, while LSTM obtains better results for Spanish-to-Basque
translation direction. Furthermore, if we look at all the tables shown in this section, we
will see that the best results are obtained for a beam-width of 10, using GRU unit-types
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for Basque-to-Spanish translation direction and LSTM for Spanish-to-Basque translation
direction; with the only exception of a slight decrease of 0.03 comparing to the results
obtained with a beam-width of 6 for Spanish-to-Basque translation direction with LSTM,
as stated when commenting the results of Table 12.
Thus, for successive experiments a beam-width of 10 will be used, with GRU unit-types
for Basque-to-Spanish translation direction and LSTM unit-types for Spanish-to-Basque
translation direction.
Translation direction Unit-type Training time
(hh:mm:ss)
dev BLEU test BLEU
eu-es
GRU 175:24:24 27.21 29.28
LSTM 265:57:12 26.87 28.87
es-eu
GRU 187:32:32 22.92 20.35
LSTM 218:04:42 23.64 20.93
Table 14: Results for different unit-types (beam-width: 10)
5.1.4 Batch-size
In Table 15 we show the results for the different tested batch-size values of 30, 32 and
64. This is the first parameter for which we started to use Mamarro (See Section 3.3), so
no training time values are shown for a batch-size of 64. For the other 2 tested values,
the required training times are similar for each of the translation directions, with a slight
reduction for Basque-to-Spanish translation direction and an even smaller increase for
Spanish-to-Basque translation direction (note that different unit-types are used for each
translation direction).
Concerning BLEU values, we observe the general trend that increasing the batch-size
achieves worse results in the dev set but better results on the test set. This was not
observed for previously tested parameters except slight differences smaller than 0.05 points,
but since the results on the test set are more relevant than the ones on the dev set, higher
values of batch-size will be chosen for succeeding tests. Thus, even if the improvements
are lesser than 0.2 points and slightly better results are achieved with a batch-size of 32
for Basque-to-Spanish translation direction, a batch-size of 64 will be used in the following
experiments.
5.1.5 Embedding-size
Table 16 shows the results for different tested embedding-sizes of 500, 512 and 1024. First,
we observe that the embedding-size of 1024 could not be tested for Basque-to-Spanish
translation direction owing to memory restrictions, giving succesive trials an Out Of Mem-
ory (OOM) error. In any case, we see that the results on Basque-to-Spanish translation
direction clearly decrease when changing the embedding-size from 500 to 512 both for dev
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Translation direction Batch-size Training time
(hh:mm:ss)
dev BLEU test BLEU
eu-es
30 175:24:24 27.21 29.28
32 167:58:32 27.08 29.48
64 27.02 29.45
es-eu
30 218:04:42 23.64 20.93
32 222:17:53 22.88 20.65
64 23.05 21.12
Table 15: Results for different batch-size values
and test sets, so it is not expectable that the results could improve for an embedding-size
of 1024.
Regarding Spanish-to-Basque translation direction, we see that the results also decrease
for higher values of embedding-size on the test set, while a slight improvement of 0.04 points
is achieved on the dev set for both embedding-size values of 512 and 1024. Thus, we will
consider that this experiment did not led us to any improvement, so an embedding-size of
500 will be selected as optimal among the tested values.









Table 16: Results for different embedding-size values
5.1.6 Comparison with baseline
To sum up this section, a comparison between the results obtained with the initial baseline
model and the ones obtained with the optimal values of each of the tested parameters will
be carried out. To do so, in Table 17 we show the results of the baseline, characterised by
the parameter values described in Table 5, and the best results obtained with each of the
parameters tested for both translation directions in both dev and test sets. Note that we
do not include the results for embedding-size, since we did not observe any improvement
in the conducted experiments; and the results for unit-type correspond to different types
GRU and LSTM for each of the translation directions, as the results indicated this was
the best option.
When analysing the results on the test set, we observe that the set of experiments
carried out results in a 0.47 points increase for Basque-to-Spanish translation direction,
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Translation direction Parameter update dev BLEU test BLEU
eu-es
Baseline 26.51 28.98
Optimization → Adam 26.87 28.97
Unit-type → GRU 26.87 28.97
Beam-width → 10 27.21 29.28
Batch-size → 64 27.02 29.45
es-eu
Baseline 22.95 20.26
Optimization → Adam 23.06 20.55
Unit-type → LSTM 23.37 20.96
Beam-width → 10 23.64 20.93
Batch-size → 64 23.05 21.12
Table 17: Results for different tested parameters and baseline
and a 0.96 points improvement for Spanish-to-Basque translation direction. In the case of
Basque-to-Spanish translation direction, the improvement comes from changing the values
of beam-width and batch-size, while for Spanish-to-Basque translation direction the results
improved when changing the optimization method, unit-type and batch-size (we can not
say that changing the beam-width alone was bad because we did not compare it directly
with the baseline but with the updated parameters of optimization method and unit-type).
Therefore, we can conclude that the conducted experiments were mostly satisfactory,
except for the embedding-size, and further experiments would be carried out for both
beam-width and batch-size. In the case of beam-width this would be faster, since only
evaluation would have to be repeated; and regarding batch-size has to be said that the
current equipment of Mamarro allows to try higher values as the ones tested in Britz et al.
(2017).
5.2 Evaluation on the health domain
In this section we will use the health record models and their manual translations described
in Section 3.2.3 to firstly evaluate the optimal system among the ones tested in the previous
section on the health domain, and then subsequent health domain corpora will be added
to the out-of-domain training corpus to measure their influence on the translation task.
As in previous section, each of the experiments will be carried out for both translation
directions Basque-to-Spanish (’eu-es’) and Spanish-to-Basque (’es-eu’), with the aforemen-
tioned exception of including the monolingual corpus and its translation, that will only be
tested for Basque-to-Spanish translation direction. As before, BLEU values obtained in
dev and test sets will be shown for each of the conducted experiments. In this case, all
the experiments will be carried out using Mamarro (See Section 3.3 for more details), so
no information about training time will be provided.
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5.2.1 Using the out-of-domain corpus
Table 18 shows the results of the best system trained in the previous section with an
out-of-domain corpus, but in this case using a health domain corpus for evaluation.
Translation direction dev BLEU test BLEU
eu-es 10.69 10.67
es-eu 9.08 8.69
Table 18: Results on the health domain with the out-of-domain corpus
As expected when using different domain corpora for training and evaluation, the results
are very poor, so these will be interpreted just as a reference to see how much each of the
following experiments contribute to a better translation on the health domain.
5.2.2 Including a health-related dictionary
For the first of these experiments, a dictionary built with the SNOMED CT Spanish terms
and the corresponding automatically created Basque terms will be included to the out-of-
domain corpus. Table 19 shows the results for this configuration.
Translation direction dev BLEU test BLEU
eu-es 15.45 15.04
es-eu 10.75 10.44
Table 19: Results on the health domain including a health-related dictionary
In this case, we observe that the results have significantly improved for Basque-to-
Spanish translation direction in both dev and test sets, reaching an almost 4.4 points
gain in the test set comparing to the results obtained using only an out-of-domain corpus
for training. Regarding Spanish-to-Basque translation direction, we achieve a gain of 1.7
points in both dev and test sets, even if the results are still low. However, we remark
that the influence of the health-related dictionary has proved to be effective for both
translation directions, despite the big difference between the sizes of the original corpus
(4.5M sentences) and the added health domain dictionary (151,111 entries).
5.2.3 Including artificial sentences created from SNOMED CT
Regarding the inclusion of artificial sentences created from the relational information stored
in SNOMED CT, Table 20 shows the results after including these sentences to the previous
training corpus containing the out-of-domain corpus and the health domain dictionary.
Comparing with the results obtained only adding the health domain dictionary, we
observe that the results have slightly improved for Basque-to-Spanish translation direction,
gaining 0.6 BLEU points in the dev set and 0.4 points in the test set, while the results
have remained almost invariable for Spanish-to-Basque translation direction.
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Translation direction dev BLEU test BLEU
eu-es 16.08 15.48
es-eu 10.79 10.43
Table 20: Results on the health domain including artificial sentences created from
SNOMED CT
Looking for the possible reasons of this unexpectedly low or even zero improvement
when adding the artificial sentences, we have to point out that this inclusion did not
suppose any enrichment from the morphological perspective, since all the medical terms
had already been added when adding the dictionary; and from the syntactic point of view,
the results indicate that the defined sentence models, created according to the relations on
SNOMED CT, did not reflect the characteristic syntax of the health record models used
for evaluation.
5.2.4 Including a monolingual corpus and its translation
Finally, Table 21 shows the results for the Basque-to-Spanish translation direction after
including in the training corpus the Spanish monolingual corpus and its machine translation
in Basque.
Translation direction dev BLEU test BLEU
eu-es 22.52 21.07
Table 21: Results on the health domain including a monolingual corpus and its translation
In this case, we observe that the application of the backtranslation technique has been
greatly beneficial comparing to the previous systems including the dictionary and the
sentences created from SNOMED CT, improving the results up to 6.4 BLEU points in the
dev set and 5.6 points in the test set.
As a reference, in the original paper describing the backtranslation technique (Sennrich
et al., 2015a), improvements of around 3 BLEU points are reported; however, we have
to state that in this case our baseline system obtains much lower results and, on the
other hand, the added corpus is also helpful for domain adaptation to the health related
documents used for evaluation.
Regarding the size of the corpus used for backtranslation, a recent study showed that
the inclusion of more and more automatically translated data could be helpful as long as
it does not exceed the double of the size of the original bilingual corpus (Poncelas et al.,
2018). In our case, the available Spanish monolingual corpus is formed by less than half
of the number of sentences from the bilingual out-of-domain corpus (2,023,811 sentences
for backtranslation added to 4,530,683 sentences from the out-of-domain corpus), which
indicates that there is still room from improvement in case that more monolingual corpora
becomes available.
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5.2.5 Summary of results on the health domain
For measuring the influence of each of the experiments carried out in this section, Table
22 groups the results obtained when evaluating on a health domain corpus systems using
different corpora for training. As all the health domain corpora were successively added
to the out-of-domain corpus, ’+’ sign should be interpreted as an addition to the corpus
corresponding to the immediately upper row.
Translation direction Training corpus dev BLEU test BLEU
eu-es
out-of-domain 10.69 10.67
+ dictionary 15.45 15.04
+ art. sentences 16.08 15.48
+ backtranslation 22.52 21.07
es-eu
out-of-domain 9.08 8.69
+ dictionary 10.75 10.44
+ art. sentences 10.79 10.43
Table 22: Results on the health domain with different training corpora
Analysing the results globally, we observe that all the conducted experiments have
improved the results to a greater or lesser degree, except the inclusion of artificial sentences
that has not proved to be beneficial for Spanish-to-Basque translation direction.
Regarding the different translation directions, we observe that the inclusion of each of
the health-related corpora has been more useful for Basque-to-Spanish translation direc-
tion, specially for the system including only the dictionary, where a 4.4 BLEU points gain
was achieved in the test set for Basque-to-Spanish translation direction comparing to a 1.7
points gain in the same set for Spanish-to-Basque translation direction.
Finally, examining the results of including the different health domain corpora, we con-
clude that the inclusion of the Spanish monolingual corpus and its translation into Basque
has been the most beneficial, followed by the inclusion of the dictionary. Both results
reflect that health records make use of a very specific vocabulary and syntax, which is
showed by these great improvements with the inclusion of a relatively small dictionary and
a synthetic bilingual corpus formed by a monolingual corpus and its machine translation.
For future experiments, we have to point out that even if bilingual health domain
corpora would be available, the application of the backtranslation technique will also be
helpful, as most of the state-of-the-art systems make use of this technique to improve their
results.
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Translation examples
Before presenting the conclusions of this project, we will show some of the translations
carried out by the different tested systems of selected sentences from the dev and test sets.
Table 23 and 24 show two sentences from the dev set and another two from the test set
respectively, along with the translations generated by the systems trained with increasing
presence of health domain corpora for Basque-to-Spanish translation direction.
Analysing the sentences translated by different systems, we observe that the system
trained only with the out-of-domain corpus is unable to translate some basic medical
terms like ’reflujo’, ’glaucoma’ or even ’ojo’ (all in the first sentence selected from the dev
set), giving a strange translation for part of the second sentence extracted from the test
set (’tendinitis de hombro’: ’la avioneta de sorbalde’).
Regarding the system including the dictionary, we observe a great improvement in terms
of the vocabulary that is able to translate, as we can see with the aforementioned terms
from the first sentence selected from the dev set, or even ’antibio´tico’ in the second sentence
selected from the dev set; but it is still uncapable of translating other terms like ’maleolo’
in the first sentence extracted from the test set, or ’hombro’, translated like ’ce´sped’ in the
second sentence extracted from the test set.
With respect to the system including the artificial sentences created from SNOMED CT,
we only observe little improvements comparing to the system including the dictionaries,
as we can see in the first sentence selected from the dev set, where the system outputs
’dolores de cuello’ instead of the previous ’dolores collares’; or in the same examples from
the test set mentioned in the previous paragraph (’male´olo’ and ’hombros’, in this case
with an unnecesary plural suffix and associated with ’neumon´ıa’ instead of ’tendinitis’).
Finally, we can say that the system including the monolingual corpus and its translation
gives the best results not only in terms of the specific vocabulary that is able to translate,
as we can see with the term ’intravenoso’ in the second sentence selected from the dev set
or ’palpacio´n’ in the first sentence extracted from the test set; but also in terms of syntax,
as we can see in part of the second sentence extracted from the test set, being the only
system that translates correctly ’tendinitis de hombro y neumon´ıa’.
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6 Conclusions and future work
In this section we will present the conclusions drawn from the results obtained in the
different experiments (Section 6.1), and we will end mentioning the future work that could
be carried out in this area (Section 6.2):
6.1 Conclusions
Conditioned by the lack of bilingual corpora for the health domain in Basque and Spanish
languages, the conclusions of this project will be divided in the same way as the developed
experiments, taking on the one hand the results of the evaluation of different NMT param-
eters tested on systems trained with an out-of-domain corpus; and on the other hand, the
results of evaluating with health domain texts the systems trained with different corpora
with increasing presence of health domain corpora.
Regarding the use of different NMT parameters, we conclude that the conducted ex-
periments have been positive in general, with almost 0.5 points gain in BLEU for Basque-
to-Spanish translation direction, and almost 1 point improvement for Spanish-to-Basque
translation direction comparing to the results obtained with an already strong baseline. In
particular, we observe that the use of Adam as optimization method and LSTM as unit-
type has been beneficial for Spanish-to-Basque translation direction, while the increase
of beam-width to 10 has improved the results for Basque-to-Spanish translation direction
and the augmentation of batch-size to 64 has proved to be positive for both translation
directions.
In the case of adding different health domain corpora for evaluation on the health do-
main, we remark the great improvement achieved through the technique of backtranslation,
achieving a 5.6 BLEU points gain for the tested Basque-to-Spanish translation direction.
We also observe that the inclusion of the health-related dictionary has significantly im-
proved the results, specially for Basque-to-Spanish translation direction, obtaining a 4.4
BLEU points gain compared to a 1.7 points gain for Spanish-to-Basque translation direc-
tion. Altogether, the applied improvements have made possible to obtain an acceptable
result of 21.07 BLEU points for Basque-to-Spanish translation direction, even without
using bilingual health domain corpora.
However, we have to state that all the above conclusions are based on automatic eval-
uation metrics, which we know that not always reflect perfectly the quality of a given MT
system. Therefore, before developing a real system for Basque/Spanish Machine Transla-
tion for the health domain, a human evaluation process must be carried out to test the
quality of the developed systems.
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6.2 Future work
1) The first needed contribution to be able to develop a Basque/Spanish Machine Trans-
lation system for the health domain would be to collect a big enough corpus containing
EHRs in Basque and Spanish. This project is already underway with the Basque public
health service (Osakidetza), and is expectable that it will be available soon for future
research in this area.
2) Once this health domain bilingual corpus would be available, NMT systems as the ones
tried in Section 5.1 could be trained and tested directly with a health domain corpus.
3) Apart from this, as stated in Section 5.1.6, further experiments could be carried out
with higher values of beam-width and batch-size.
4) Meanwhile, other NMT architectures like the recently described Transformer (Vaswani
et al., 2017) could be tested, specially taken into account that they obtain better results
than other architectures when the available corpus is reduced.
5) Adding to the experiments done to test the effects of including a health domain dictio-
nary or a monolingual corpus to the out-of-domain bilingual corpus, more sophisticated
techniques like the ones expressed in Gu et al. (2017) and Zhang et al. (2018) could be
explored. These works extend the idea of NMT by using semantic similarity to search
sentences similar to the ones to translate and include them in the training corpus (Gu
et al., 2017) or use them to rescore the output probabilities of NMT systems (Zhang
et al., 2018), achieving BLEU improvements up to 6 points with legal domain corpora.
6) In addition to the different NMT settings that could be tried, already existing RBMT
and SMT systems for Basque language could be adapted and tested for the health
domain. To do so, English-to-Basque RBMT system for the health domain MatxinMed
(Perez-de-Vin˜aspre, 2017) should be adapted to Basque/Spanish language pair; and
already existing EuSMT (Labaka, 2010) should be trained with the expected health
domain corpus in Basque/Spanish.
7) Finally, MT technique hybridization could be tried, for instance, using the adapted
RBMT and SMT systems to translate a Spanish monolingual health domain corpus to
Basque and include the input and output sentences as training corpus for NMT systems.
This way, linguistic information from RBMT systems and statistical information from
SMT systems could be exploited by NMT systems.
8) For all of the possible systems described above or any other that could be tested in the
future, a human evaluation like the one designed in Section 4.3 should be done to have
a clearer comparison of the different developed systems.
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