The surface code, with a simple modification, exhibits ultra-high error correction thresholds when the noise is biased towards dephasing. Here we identify features of the surface code responsible for these ultra-high thresholds and show how to exploit them to achieve significant improvement in logical failure rate. First, we consider the infinite bias limit, meaning pure dephasing. We prove that the error threshold of the modified surface code for pure dephasing noise is 50%, i.e., that all qubits are fully dephased, and this threshold can be achieved by a polynomial time decoding algorithm. The sub-threshold behavior of the code is controlled by the parameter g = gcd(j, k), where j and k are dimensions of the surface code lattice. We demonstrate a significant improvement in logical failure rate with pure dephasing for co-prime codes that have g = 1. The effect is dramatic: the same logical failure rate achievable with a standard surface code and n physical qubits can be obtained with a co-prime surface code using only O( √ n) physical qubits. Finally, we use an approximate optimal decoder to demonstrate that this improvement persists for a general Pauli noise biased towards dephasing. In particular, we observe a significant improvement in logical failure rate against biased noise using a smaller co-prime (j−1)×j surface code compared with a square j×j surface code.
I. INTRODUCTION
Quantum error correcting codes are expected to play a fundamental role in enabling quantum computers to operate at large scale in the presence of noise. The surface code [1] , an example of a topological stabilizer code [2] , is one of the most studied and promising candidates, giving excellence performance for error correction while only requiring check operators (stabilizers) acting on a small number of neighboring qubits [3] .
The error correction threshold of a code family, which denotes the physical error rate below which the logical failure rate can be made arbitrarily small by increasing the code size, is strongly dependent on the noise model. The most commonly studied noise model is uniform depolarization of all qubits, where independent single-qubit Pauli X, Y , and Z errors occur at equal rates. However, in many quantum architectures such as certain superconducting qubits [4] , quantum dots [5] , and trapped ions [6] , among others, the noise is biased towards dephasing, meaning that Z errors occur much more frequently than other errors. Recently, it was shown that, with a simple modification, the surface code exhibits ultra-high thresholds with such Z-biased noise [7] .
In this paper, we identify and characterize the features of the modified surface code that contribute to its ultrahigh thresholds with Z-biased noise and demonstrate a further significant improvement in logical failure rate. We note that the modification of the surface code, described in Ref. [7] , simply exchanges the roles of Z and Y operators in stabilizer and logical operator definitions. Therefore, results for the modified surface code with Zbiased noise can equivalently be expressed in terms of the standard surface code with Y -biased noise, where Y errors occur more frequently than X or Z errors. In order to frame our analysis in the context of the familiar standard surface code, and to simplify comparison with other codes, we consider pure Y noise and Y -biased noise on the standard surface code throughout this paper. However, we emphasize that our results apply equally to the modified surface code with pure Z noise or the Z-biased noise prevalent in many quantum architectures.
Our main analytical result is a structural theorem that reveals a hidden concatenated form of the surface code. We show that, in the limit of pure Y noise, the surface code can be viewed as a classical concatenated code with two concatenation levels. The top level contains the socalled cycle code whose parity checks correspond to cycles in the complete graph. The bottom level contains several copies of the repetition code. We prove that the cycle code has the error threshold of 50% and give an efficient decoding algorithm that achieves this threshold. As a corollary, we show that the threshold of the surface code with pure Y noise is 50% thus answering an open question posed in Ref. [7] . The concatenated structure described above is controlled by the parameter g = gcd(j, k), where j and k are dimensions of the surface code lattice. In particular, the top-level cycle code has length O(g 2 ) while the bottom-level repetition codes have length O(jk/g 2 ). Two important special cases are co-prime codes and square codes that have g = 1 and g = j = k respectively. Informally, a co-prime surface code can be viewed as a repetition code, whereas a square surface code can be viewed as a cycle code (in the limit of pure Y noise). Although the repetition and the cycle codes both have 50% error threshold, we argue that the former performs much better in the sub-threshold regime. This suggests that co-prime surface codes may have an intrinsic advantage in correcting strongly biased noise.
We present further insights into the origins of the ultra- Logical failure rates f8×8 and f7×8 as a function of physical error probability p for small comparable square 8×8 and co-prime 7×8 codes, and the logarithm of the ratio of logical failure rates log(f7×8/f8×8) with noise biases η ∈ {0.5, 10, 30, 100, 300, ∞}. Data points are sample means over 60 000 runs using the BSV decoder [8] with approximation parameter χ = 96. Dotted lines connect successive data points for a given η.
high threshold by investigating the form of logical operators. We show that logical operators consistent with pure Y noise are much rarer and heavier than those consistent with pure X or Z noise, and their structure depends strongly on the parameter g. In particular, there are 2 g−1 Y -type logical operators of which the minimum weight is (2g − 1)(jk/g 2 ). This compares to 2 j(k−1) Xtype logical operators of which the minimum weight is j. In the case of co-prime codes there is only one Y -type logical operator and its weight is jk. Hence the distance of co-prime codes to pure Y noise is O(n) whereas for square codes it is O( √ n). Based on the intuitions behind these results, we define an exact optimal maximum likelihood Y -noise decoder that is efficient for co-prime codes and tractable for moderate-sized square codes. We use this decoder to confirm in numerical simulations the 50% threshold for the surface code with pure Y noise and demonstrate a significant reduction in logical failure rate for co-prime codes compared to square codes with pure Y noise. In particular, we demonstrate that the logical failure rate decays exponentially with the distance to pure Y noise such that a target logical failure rate may be achieved with quadratically fewer physical qubits by using coprime codes.
Finally, we demonstrate a remarkable property of surface codes: by removing physical qubits appropriately from square surface codes to yield one with linear dimensions that are co-prime, we observe a significant reduction in logical failure rate with biased noise. Specifically, we use the tensor network decoder of Ref. [8] , which is an approximate maximum likelihood decoder, to demonstrate the aforementioned significant reduction in logical failure rate against biased noise that is achieved using a smaller co-prime (j−1)×j code compared with a square j×j code. Fig. 1 summarizes this result, comparing logical failure rate as a function of physical error probability for a co-prime 7×8 code and a square 8×8 code across a range of biases, where bias η is the ratio of the probability of a Y error to the probability of an X or Z error occurring. We see that the advantage of the co-prime code over the square code is greatest in the limit of pure Y noise (η = ∞) and remains significant down to more modest intermediate bias, η = 100 (where Y errors are 100 times more likely than both X and Z errors). We further argue that the relative advantage of co-prime codes over square codes increases with code size, motivating the search for efficient near-optimal biased-noise decoders for co-prime codes.
Note this performance with biased noise is not shared by all topological codes; in stark contrast, the triangular 6.6.6 color code [9] exhibits a decrease in threshold with bias; see the Appendix.
The paper is structured as follows. Section II provides some definitions used throughout the paper. Our main analytical results for surface codes with pure Y noise are in Section III. Section IV presents our numerical results for surface codes with pure Y noise. The demonstration of the advantage of using co-prime codes with biased noise is detailed in Section V. Section VI includes a discussion of our results in the context of prior work and raises some open questions for future work.
II. DEFINITIONS
Surface code.-We consider j×k surface codes [1] on a square lattice with "smooth" top/bottom boundaries and "rough" left/right boundaries. Physical qubits are associated with edges on the lattice. Following the usual convention, stabilizer generators consist of X operators on edges around vertices, A v = e∈v X e , and Z operators on edges around plaquettes, B p = e∈p Z e . The stabilizer group is, therefore, G = A v , B p . TheX (Z) logical operator consists of X (Z) operators along the left (top) edge, such that X, Z ∈ C(G) \ G andXZ = −ZX, where C(G) = {f ∈ P : f g = gf ∀ g ∈ G} is the centralizer of G and P is the group of n-qubit Paulis.
As such, a j×k surface code encodes one logical qubit into n = 2jk − j − k + 1 physical qubits with distance d = min(j, k). Fig. 2 illustrates a 4×5 surface code. Surface code families -For j×k surface codes, we define the following code families: square where j = k; gcd(j, k) = g constant; and co-prime where g=1 (special case of g constant).
Y -type stabilizers and logical operators.-We define a Y -type stabilizer to be any operator on a code that is in the stabilizer group G and consists only of Y and identity single-qubit Paulis. We define a Y -type logical operator to be any operator on a code that is in C(G) \ G and consists only of Y and identity single-qubit Paulis. We define X-and Z-type stabilizers and logical operators analogously. As usual, the weight of an operator is the number of non-identity single-qubit Paulis applied by the operator.
Y -distance.-We define Y -distance, or distance d Y to pure Y noise, of a code as the weight of the minimumweight Y -type logical operator. X-and Z-distance are defined analogously. The overall distance of the code is defined in the usual way and is upper-bounded by
Y -biased noise.-Several conventions have previously been used to define biased Pauli noise models [4, 7, [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . We adapt the approach of Ref. [7] to Y -biased noise, by considering an independent, identically distributed Pauli noise model defined by an array p = (1 − p, p X , p Y , p Z ) corresponding to the probabilities of each single-qubit Pauli I (no error), X, Y , and Z, respectively, such that the probability of any error on a single-qubit is p = p X + p Y + p Z . We define bias η to be the ratio of the probability of a Y error to the probability of a non-Y error such that η = p Y /(p X +p Z ). For simplicity, we restrict to the case p X = p Z . With this definition η = 1/2 corresponds to standard depolarizing noise with p X = p Y = p Z = p/3 and the limit η → ∞ corresponds to pure Y noise, i.e., only Y errors with probability p. We define X-and Z-biased noise analogously.
III. FEATURES OF SURFACE CODES WITH PURE Y NOISE
In this section, we present our analytical results for surface codes with pure Y noise. We start by highlighting the specificities of syndromes of pure Y noise. Our main result reveals that error correction with the surface code with pure Y noise is equivalent to a concatenation of two classical codes: the repetition code at the bottom level and the cycle code at the top level. As a corollary, we show that the surface code with pure Y noise has a threshold of 50%. We also highlight that for j×k surface codes with small g = gcd(j, k), the more effective repetition code dominates the performance of the code. Finally, we give explicit formulas for the minimum weight and count of Y -type logical operators. These results explain the ultra-high thresholds of the surface code with Y -biased noise, as shown in Ref. [7] , and the lower logical failure rates seen with co-prime surface codes, presented in Sections IV and V.
A. Syndromes of pure Y noise
An obvious feature of Y noise on the surface code is that Y errors anticommute with both X-and Z-type stabilizer generators, providing additional bits of syndrome information. For comparison, Fig. 3 shows a sample of Yerror configurations alongside identically placed X-and Z-error configurations with corresponding anticommuting syndrome locations for each error type. In each case, we see that Y -error strings anticommute with more syndrome locations than X-or Z-error strings, providing the decoder with more information about the location of errors to be corrected. We remark that the displacement between the X-and Z-type stabilizer generators appears to be significant. For example, the color 6.6.6 code has co-located X-and Z-type stabilizer generators, so that, even if Y errors anticommute with more stabilizer generators, the number of distinct syndrome locations triggered by Y errors is no greater than for X or Z errors.
B. Structure of surface codes with pure Y noise
In this section we consider surface codes subject to pure Y noise. We describe a polynomial time decoding algorithm and prove that it achieves an error threshold of 50%. We also derive an exponential upper bound on the probability of logical errors in the sub-threshold regime. Our main result is a structural theorem that reveals a hidden concatenated structure of the surface code and highlights the role of the parameter g = gcd (j, k). The theorem implies that error correction with the surface code subject to Y noise can be viewed as a concatenation of two classical codes: the repetition code at the bottom level and the so-called cycle code at the top level. Both codes admit efficient decoding algorithms and have an error threshold of 50%, although the repetition code scores much better in terms of the logical error probability. We show that for a fixed number of qubits, the size of each code can vary drastically depending on the value of g. Loosely speaking, the error correction workload is shared between the two codes such that for small g the dominant contribution comes from the more effective repetition code. This explains the enhanced performance of co-prime surface codes (g = 1) observed in the numerics.
Concatenated structure
Consider a Pauli error
where y ∈ {0, 1} n . As described in Section III A, the syndrome of P (y) is given by
where v and p run over all vertices and all plaquettes of the lattice and the sums are modulo two. A decoding algorithm takes as input the error syndrome and outputs a candidate recovery operator P (y ) that agrees with the observed syndrome. The decoding succeeds if y = y and fails otherwise. (More generally, the decoder only needs to identify the equivalence class of errors that contains P (y), where the equivalence is defined modulo stabilizers of the surface code.) Consider a classical linear code of length n defined by the parity checks a v (y) = 0 and b p (y) = 0 for all v, p. We shall refer to this code as a Y-code. As described above, error correction for the surface code subject to Y -noise is equivalent to error correction for the Y -code subject to classical bit-flip errors. We shall now establish the structure of the Y -code. For any integer m ≥ 3, let K m be the complete graph with m vertices and e = m(m − 1)/2 edges. Consider bit strings x ∈ {0, 1} e such that bits of x are associated with edges of the graph K m . Let x i,j be the bit associated with an edge (i, j). Here it is understood that x i,j = x j,i . Define a cycle code C m of order m that encodes m − 1 bits into e bits with parity checks
Thus parity checks of C m correspond to cycles (triangles) in the graph K m . Note that Eq. (3) defines a redundant set of parity checks. It is well-known that any connected graph with m vertices and e edges has e − m + 1 independent cycles. Thus C m has e − (m − 1) independent parity checks. The number of encoded bits is m − 1. Note that C 2 is a trivial code (it has no parity checks). Let REP(m) be the repetition code that encodes one bit into m bits. We can now describe the structure of the Y -code.
Theorem 1 (Y -code structure). The Y -code is a concatenation of the cycle code C g+1 at the top level and g(g + 1)/2 repetition codes at the bottom level. The latter consists of repetition codes REP(jk/g 2 ), REP(2jk/g 2 ), and REP(4jk/g 2 ) with multiplicities 1, 2(g − 1), and g(g + 1)/2 − 2g + 1 respectively.
An important corollary of the theorem is that a decoding algorithm for the cycle code can be directly applied to correcting Y errors in the surface code. Indeed, a decoder for the Y -code can be constructed in a level-bylevel fashion such that the bottom level repetition codes are decoded first and the top level cycle code is decoded afterwards.
For example, Theorem 1 implies that, with pure Y noise, a co-prime (g = 1) surface code is essentially a single repetition code of size growing linearly with n, whereas a square surface code is equivalent to the concatenation of bottom-level fixed-size repetition codes REP(1), REP(2), REP(4) and a top-level cycle code of size growing linearly with n, where n is the number of physical qubits in the surface code.
Proof. Let us first prove the theorem in the special case of square surface codes, j = k = g. Let G ⊂ {0, 1} n be the codespace of the Y -code. We shall use a particular basis set of codewords called diagonals. The j × j lattice has j + 1 diagonals denoted δ 1 , δ 2 , . . . , δ j+1 ∈ G; see Fig. 4 . Given a codeword y ∈ G, let ∂y ∈ {0, 1} j be the restriction of y onto the top horizontal row of edges in the surface code lattice. We claim that y is uniquely determined by ∂y. Indeed let H 1 , . . . , H j be the rows of horizontal edges (counting from the top). Let V 2 , . . . , V j be the rows of vertical edges (counting from the top). By definition, the restriction of y onto H 1 coincides with ∂y. Suppose the restriction of y onto H 1 V 2 . . . H p is already determined (initially p = 1). Vertex parity checks a v (y) = 0 located at the row H p then determine the restriction of y onto V p+1 . Likewise, suppose the restriction
. Diagonals δ i for the 4 × 4 surface code. We consider the symmetry group R generated by reflections of the lattice against δ 1 and δ 5 . Note that any diagonal δ i is symmetric under reflections from R.
of y onto H 1 V 2 . . . H p V p is already determined. Plaquette parity checks b p (y) = 0 located at the row V p then determine the restriction of y onto H p+1 . Proceeding inductively shows that any codeword y ∈ G is uniquely determined by ∂y.
Define bit strings
Then ∂δ 1 = e 1 , ∂δ i = e i−1 +e i for 2 ≤ i ≤ j, and ∂δ j+1 = e j ; see Fig. 4 . It follows that ∂δ 1 , . . . , ∂δ j span the binary space {0, 1} j . Accordingly, the diagonals δ 1 , . . . , δ j span the codespace G and
In particular, dim (G) = j, that is, the Y -code encodes j bits into n bits. Let R ∼ = Z 2 × Z 2 be a group generated by reflections of the lattice against the diagonals δ 1 and δ j+1 . Note that any diagonal δ i is invariant under reflections from R, see Fig. 4 . Suppose f is an edge of the surface code lattice. Let R(f ) be the orbit of f under the action of R. The above shows that any diagonal δ i is constant on orbits of R, that is, R(f ) = R(g) implies that δ i f = δ i g . Since the diagonals δ i span the full codespace G, we conclude that any codeword y ∈ G is constant on orbits of R, that is, R(f ) = R(g) implies that y f = y g . Equivalently, each orbit of R of size m gives rise to the repetition code 6 for an example. Thus one can identify O with the set of edges of the complete graph K j+1 , whereas the vectors [δ i ] can be identified with "vertex stabilizers" in K j+1 . In other words, the support of each vector [δ i ] coincides with the set of edges incident to some vertex of K j+1 . We conclude that parity checks of L corresponds to closed loops in K j+1 . Thus the top-level code coincides with the cycle code C j+1 .
The above proves the theorem in the special case j = k. Consider now the general case j = k. Let us tile the surface code lattice by t = jk/g 2 tiles of size g × g as shown on Fig. 7 . Note that each horizontal edge is fully contained in some tile. Let us say that a vertical edge is a boundary edge if it overlaps with the boundary of some adjacent tiles. If one ignores the boundary edges, each tile contains a single copy of the g × g surface code. For each tile define the diagonals δ 1 , δ 2 , . . . , δ g+1 as above. Let G be the codespace of the Y -code for the full j × k lattice. Recall that any codeword y ∈ G is is fully determined by its projection ∂y onto the top horizontal row of edges. Using this property one can easily verify that the codespace G is spanned by "extended diagonals" ∆ consists of t copies of the diagonal δ i with some copies being reflected. Considering t copies of each codeword instead of a single copy is equivalent to replacing the repetition codes REP(1), REP(2), REP(4) in the above analysis by REP(t), REP(2t), REP(4t), where t = jk/g 2 is the number of tiles.
Decoding the cycle code
Here we consider the cycle code subject to random errors. We give a polynomial-time decoding algorithm that achieves the error threshold of 50%. Fix some integer m ≥ 3 and consider the cycle code C m defined in Section III B 1. Recall that C m has length n = m(m − 1)/2. We consider independent and identically distributed (i.i.d.) bit-flip errors such that each bit is flipped with probability p ∈ [0, 1/2). Define an error bias > 0 such that
Lemma 1 (Cycle code decoder). Let e ∈ {0, 1} n be a random iid error with a bias . There exists an algorithm that takes as input the syndrome of e and outputs a bit string e ∈ {0, 1} n such that
The algorithm has runtime O(m 3 ).
Proof. Recall that the cycle code C m is defined on the complete graph with m vertices such that each bit of C m is located on some edge (i, j) of the graph. Let e i,j be the error bit associated with an edge (i, j). We begin by giving a subroutine that identifies a single error bit e i,j . Without loss of generality, consider the edge (1, 2) . This edge is contained in m − 2 triangles that give rise to syndrome bits
Since errors on different edges of each triangle are independent, the conditional probability distributions of syndromes s j for a given error bit e 1,2 are
Furthermore, since different triangles in Eq. (6) 
This is an iid distribution of m − 2 bits which is -biased towards e 1,2 . Hoeffding's inequality gives
The desired subroutine outputs e 1,2 = 0 if s 3 + . . . + s m ≤ m/2 and e 1,2 = 1 otherwise. Clearly, the above calculations take time O(m). The full decoding algorithm applies the above subroutine independently to each edge of the graph learning error bits one by one. By the union bound, such algorithm misidentifies the error with probability at most 2m 2 exp (−2 2 m) since the complete graph K m has m(m − 1)/2 edges. The overall runtime of the algorithm is O(m 3 ).
Note that the decoding algorithm of Lemma 1 can be viewed as a single round of the standard Belief Propagation algorithm, which is commonly used to decode classical low-density parity check (LDPC) codes. Also recall that the cycle code C m has length n ∼ m 2 /2. Thus the probability of a logical error in Eq. (5) decays exponentially with √ n (this scaling is unavoidable since the cycle code C m has distance O(m)). As a consequence, the proposed decoder performs very poorly in the small bias regime. For example, reducing the error rate from 49% to 1% would require code length n ≈ 10 17 (here we used Eq. (5) as a rough estimate of the logical error probability). In contrast, the logical error probability of the repetition code REP(n) decays exponentially with n.
C. Threshold of the surface code with pure Y noise
The surface code with pure Y noise is equivalent to a concatenation of two classical codes, as shown above, and both of these classical codes have thresholds of 50%. These results lead directly to the fact that the threshold of the surface code with pure Y noise is 50%. Indeed, let us employ the level-by-level decoding strategy such that the bottom-level repetition codes are decoded first. Assume that the pure Y noise has error rate p < 1/2. Then the j-th repetition code makes a logical error with probability p j ≤ p < 1/2. The effective error model for the top-level cycle code is a product of symmetric binary channels with error rates p 1 , . . . , p m ≤ p, where m = g(g + 1)/2 is the length of the cycle code. One can easily verify that the decoder of Lemma 1 corrects such random error with probability given by Eqs. (4) Corollary 1 (Y -threshold). The error correction threshold for the surface code with pure Y noise is 50%. This error threshold can be achieved by a polynomial-time decoding algorithm.
A numerical demonstration of the 50% threshold of the surface code with pure Y noise is given in Section IV A.
In previous work [7] , we used the BSV decoder [8] to estimate the error threshold of the surface code with a range of biases including with pure Y noise (equivalently pure Z noise on the modified surface code of Ref. [7] ). The BSV decoder is tuned via an approximation parameter χ, which defines the scale of correlations between syndrome bits. With χ exponentially large in the number of physical qubits, the approximation becomes exact but decoding becomes inefficient. In order to keep the simulations tractable, we used χ = 48 and found that the decoder performance saturated for large bias, η ≥ 300, giving an estimate for the threshold with pure Y noise of 43.7(1)%, where error bars correspond to fitting variance not decoder approximation. We noted that, although clear thresholding behavior was seen, the BSV decoder had not completely converged with χ = 48. Corollary 1 indicates that the saturation of the decoder performance was likely a side effect of having too small a value of χ.
D. Y-type logical operators
The structure of surface codes with pure Y noise, described in Section III B, also manifests itself in the structure and, consequently, the minimum weight and count of Y -type logical operators, i.e. logical operators consisting only of Y and identity single-qubit Paulis. In this section, we give explicit formulas for the minimum weight and count of Y -type logical operators. Highlighting the cases of co-prime and square codes, as well as comparing the formulas to those for X-and Z-type logical operators, we remark on how the minimum weight and count of Y -type logical operators contributes to the performance advantage with pure Y noise and Y -biased noise seen in Ref. [7] , for surface codes in general, and in Sections IV and V, for co-prime codes in particular.
Logical operator minimum weight
We show that the minimum-weight Y -type logical operator is comparatively heavy. The X-distance, d X , of a code is the weight of the minimum-weight X-type logical operator. Clearly, the minimum-weight X-type logical operator on a j×k code is a full column of X operators on horizontal edges, and hence d X = j; similarly d Z = k. It is also clear that the minimum-weight Y -type logical operator on a square j×j code is a full diagonal of Y operators, and hence d Y = 2j − 1. From the proof of Theorem 1, it is apparent that, in the case of pure Y noise, a j×k surface code can be viewed as a tiling of jk/g 2 copies of a square g×g code, where g = gcd(j, k). Therefore, the Y -distance of a general j×k surface code is given by the following corollary.
Corollary 2 (Y -distance). For a j×k surface code, the weight of the minimum-weight Y -type logical operator, and hence the distance of the code to pure Y noise, is
where g = gcd(j, k).
The distances to pure noise for various surface code families are summarized in Table I . We note that, for all code families, Y -distance exceeds X-or Z-distance, which is consistent with the increase in error threshold of surface codes with biased noise seen in Ref. [7] . Furthermore, we note that the Y -distance of square codes is
where n is the number of physical qubits in a j×k surface code. This feature contributes to the significant improvement in logical failure rate of co-prime codes over square codes with pure Y noise and Y -biased noise, see Sections IV and V. (dP refers to the distance to pure P noise, where P ∈ {X, Y, Z}.)
Logical operator count
We show that Y -type logical operators are comparatively rare. The number c X of X-type logical operators is equal to the number of ways the logicalX operator can be deformed by X-type stabilizer generators. The number of X-type stabilizer generators (i.e. vertices) on a j×k surface code is j(k − 1), and hence c X = 2 j(k−1) ; similarly c Z = 2 (j−1)k . From the proof of Theorem 1, it is apparent that the g basis codewords of the Y-code correspond to a single logical operator and a full set of g − 1 linearly independent Y -type stabilizers of a j×k surface code, where g = gcd(j, k). Therefore, the number of Y -type logical operators of a general j×k surface code is given by the following corollary. The counts of pure noise logical operators for various surface code families are summarized in Table II . We note that, for all code families, the number of logical operators for pure Y noise is much lower than the number for pure X or Z noise, which is consistent with the increase in error threshold of surface codes with biased noise seen in Ref. [7] . Furthermore, we note that the number of Ytype logical operators for square codes is c Y = O(2 √ n ) while for co-prime codes it is c Y = O(1), where n is the number of physical qubits in a j×k surface code. This feature contributes to the significant improvement in logical failure rate of co-prime codes over square codes with pure Y noise and Y -biased noise, see Sections IV and V. 
IV. ADVANTAGE OF CO-PRIME SURFACE CODES WITH PURE Y NOISE
In Section III, we presented our analytical results for surface codes with pure Y noise, highlighting features that contribute to the ultra-high thresholds seen in Ref. [7] with Y -biased noise. Our analytical results also indicate that co-prime codes should achieve lower logical failure rates than square codes with pure Y noise.
Here we present our numerical investigation into the performance of surface codes with different g with pure Y noise. In particular, we present results for co-prime, g=4 and square surface code families, confirming the 50% error threshold. We also demonstrate a significant reduction in the logical failure rate for co-prime codes compared to square codes. Specifically, quadratically fewer physical qubits may be used to achieve a target logical failure rate by using co-prime codes.
We also define the exact optimal decoder for pure Y noise that we used in order to achieve optimal results and avoid the limitations of an approximate (see Section III C) or non-optimal (see Section III B) decoder.
A. Performance of surface codes with pure Y noise
We investigate the performance of surface codes with pure Y noise. Besides confirming the 50% threshold for the surface code, we demonstrate a significant reduction in logical failure rate for co-prime surface codes compared to square surface codes such that a target logical failure rate may be achieved with quadratically fewer physical qubits using co-prime codes in place of square codes.
That is, we demonstrate that logical failure rate decays exponentially with Y -distance for square and co-prime codes but since, in accordance with Corollary 2, the Ydistance of these codes is O( √ n) and O(n) respectively, the logical failure rate decays quadratically faster with n for co-prime codes, where n is the number of physical qubits.
In Fig. 9 , we plot logical failure rate f as a function of physical failure rate p for j×k surface codes belonging to the following families: square, g=4, and co-prime codes, where g = gcd(j, k). For co-prime codes, we see clear evidence of an error threshold at p c = 50%, consistent with Corollary 1. For g=4 and square codes, the data is consistent with a threshold p c = 50% but the 9 . Logical failure rate f as a function of physical error probability p for j×k surface code families: square, g=4, and co-prime, where g = gcd(j, k), subject to pure Y noise. Data points are sample means over 60 000 runs using the Y -decoder described in Section IV B. Dotted lines connect successive data points for a given code size. Exponential decay of the logical failure rate f with respect to code distance dY to pure Y noise in the regime of physical error probability p at and below the error threshold for j×k surface code families: square, g=4, and co-prime, where g = gcd(j, k), subject to pure Y noise. Data points are sample means over 60 000 runs using the Y -decoder described in Section IV B. Dotted lines indicate least squares fit to data for a given p and error bars indicate 1 standard deviation.
evidence is less definitive. Within a code family, it is expected that smaller codes will perform worse than larger codes below threshold. However, comparing the performance of smaller co-prime codes to square codes, we see a significant improvement in logical failure rate across the full range of physical error probabilities. For example, the 20×21 co-prime code clearly outperforms the 21×21 square code. This can be seen as a qualitative demonstration of the effect of the features of surface codes with pure Y noise identified in Section III. For g=4 codes, we see logical failure rates intermediate between square codes and co-prime codes, as expected.
In Fig. 10 , we plot logical failure rate f as a function of code distance d Y to pure Y noise at physical error probabilities p at and below the threshold p c = 50% for surface codes belonging to the following families: square, g=4, and co-prime codes. For each code family, we see exponential decay of the logical failure rate f ∼ exp(−αd Y ), where α is a function of (p c − p), which is consistent with the threshold p c = 50% predicted by Corollary 1. Considering j×k surface codes, according to Corollary 2, d Y = 2j − 1 for square codes and d Y = jk for coprime codes. That is, d Y = O( √ n) for square codes and d Y = O(n) for co-prime codes. As a result, based on the observed exponential decay, quadratically fewer physical qubits are required to achieve a target logical failure rate for a given physical error rate by using co-prime codes in place of square codes.
To investigate the performance of different families of surface codes with pure Y noise, we used the Y -decoder, defined in Section IV B, to sample the logical failure rate across a full range of physical error probabilities for square, g=4 and co-prime codes. We used code sizes: {5×5, 9×9, 13×13, 17×17, 21×21} for square codes, {4×8, 8×12, 12×16, 16×20, 20×24} for g=4 codes, and {4×5, 8×9, 12×13, 16×17, 20×21} for co-prime codes, and 60 000 runs per code size and physical error probability. In our implementation of the Y -decoder, we used the Python language with SciPy and NumPy libraries [23, 24] for fast linear algebra and the mathmp library [25] for arbitrary-precision floating-point arithmetic, enabling up to 50 decimal places of precision.
B. Exact optimal Y-decoder
Here we define the exact optimal decoder for pure Y noise that we used in our numerical simulations of Section IV A. As mentioned in Section III B, it is possible to decode Y noise on the planar code by treating it as the concatenation of a cycle code and repetition codes and decoding level-by-level. However, while efficient, such a decoder is not necessarily optimal. Also, as mentioned in Section III C, the performance of the approximate maximum likelihood decoder [8] used in previous studies [7] was found to saturate with pure Y noise when tuned for efficiency. Here we explicitly define an exact maximum likelihood decoder for the surface code with pure Y noise that is efficient for j×k surface code families with small gcd(j, k), such as co-prime codes, and tractable for moderate-sized square codes.
Consider a surface code with n physical qubits and m independent vertex and plaquette stabilizer generators. For a given syndrome s and probability distribution π on the Pauli group, the maximum likelihood decoder for pure Y noise can be implemented by constructing a candidate Y -type recovery operator f s consistent with s, and returning arg max f π(f G Y ) where f ∈ {f s , f sL } and
On a j×k surface code, the size of the group of Y -type stabilizers is |G Y | = c Y = 2 g−1 where g = gcd(j, k), see Corollary 3. Therefore, for surface codes with small g, such as co-prime codes, the Y -decoder is efficient, provided that a candidate Y -type recovery operator f s , the group of Y -type stabilizers G Y and logical operatorL can be constructed efficiently. In the next two subsections, we describe these constructions.
Constructing Y-type stabilizers and logical operators
The construction of Y -type stabilizers and logical operators for a j×k code is illustrated in Fig. 11 . A minimumweight Y -type logical operator is constructed by applying Y operators along a path starting at the top-left corner of the lattice and descending diagonally to the right, reflecting at boundaries, until another corner is encountered from within the lattice. We construct Y -type stabilizers similarly, starting at each of the next gcd(j, k) − 1 qubits of the top row and reflecting until the path cycles. Together these stabilizers generate the full group of 2 g−1 Ytype stabilizers, and combine with the minimum-weight logical operator to give the 2 g−1 Y -type logical operators of the j×k code. 
Constructing candidate Y-type recovery operators
The construction of a candidate Y -type recovery operator, consistent with a given syndrome, depends on whether the code is co-prime, square or neither.
For co-prime codes, it is possible to construct an operator, consisting only of Y and identity single-qubit Paulis, that anticommutes with any single syndrome location. We refer to such operators as Y -type destabilizers. Given a complete syndrome, a candidate Y -type recovery operator is then simply constructed by taking the product of Y -type destabilizers for each syndrome location. One way to construct Y -type destabilizers for co-prime codes is illustrated in Fig. 12 . For a given syndrome location, a partial recovery operator is constructed by applying seed Y operators along a path starting directly below the syndrome location and descending diagonally to the right until a boundary is encountered; further Y operators are applied along paths descending diagonally to the left of each of these seed Y operators, reflecting at boundaries, until the bottom boundary is encountered. The partial recovery operator then anticommutes with the original syndrome location and residual syndrome locations on the bottom boundary. A residual recovery operator is constructed for each residual syndrome location by applying Y operators along a line starting directly to the right of the syndrome location and ascending diagonally to the right, reflecting at boundaries, until a corner is encountered from within the lattice. The residual recovery operators then anticommute with the residual syndrome locations. The destabilizer for the original syndrome location is then simply the product of the partial and residual recovery operators. For square codes, Y -type destabilizers do not exist in general, and hence a different approach to constructing a candidate Y -type recovery operator must be adopted. Given a complete syndrome for a square code, a candidate Y -type recovery operator can be constructed by taking the product of partial recovery operators for each syndrome location, since the residual boundary syndrome locations cancel in the case of square codes, see Fig. 13 . For surface codes that are neither co-prime nor square, a candidate Y -type recovery operator is constructed by dividing the lattice into a co-prime region and square regions. Partial recovery operators are constructed for each region leaving residual syndrome locations only on plaquettes between regions. Residual syndrome locations can then be moved off the lattice using Y -type stabilizers on the square regions.
V. ADVANTAGE OF CO-PRIME SURFACE CODES WITH BIASED NOISE
In Section IV, we gave a demonstration that co-prime surface codes outperform square surface codes with pure Y noise in terms of logical failure rate. It is natural to ask if co-prime codes also outperform square codes with Y -biased noise, i.e., when X and Z errors may also occur. We demonstrate that a significant reduction in logical failure rate against biased noise can be achieved using a smaller co-prime (j−1)×j code compared to a j×j square code.
Our results are summarized in Fig. 1 . With standard depolarizing noise, i.e., η = 0.5, and with low bias, e.g. η = 10 (where Y errors are 10 times more likely than both X and Z), we see similar performance for the co-prime 7×8 and square 8×8 codes below the respective thresholds [7] of 18.9(3)% and 28.2(2)% for square codes with those biases. For bias as low as η = 30, we see a clear improvement in logical failure rate below threshold. In the limit of pure Y noise, we see the very large improvement, across the full range of physical error probabilities, that was already demonstrated in Section IV A. Most interestingly, the improvement remains large through the intermediate bias regime, η = 100, over a wide range of physical error probabilities, indicating that the advantage of co-prime codes over square codes persists with modest noise biases.
The advantage of co-prime codes with biased noise can be explained in terms of the features of surface codes with Y noise identified in Section III. The co-prime 7×8 code is only slightly more sensitive to X noise, having X-distance, d X = 7, which is only slightly less than the X-distance, d X = 8, of the square 8×8 code. The Zdistance, d Z = 8, of both codes is identical. However, the co-prime code is much less sensitive to Y noise, having a much larger Y -distance, d Y = 56, than the square code, d Y = 15, and having only one Y -type logical operator, c Y = 1, compared to many more such operators, c Y = 2 7 = 128, on the square code. Therefore, for sufficient bias, we expect co-prime (j−1)×j codes to outperform square j×j codes. Importantly, we also expect the relative advantage to increase with code size, as the slight increase in X-noise sensitivity becomes relatively smaller and the decrease in Y -noise sensitivity becomes relatively larger.
To compare the performance of co-prime and square codes with Y -biased noise, we sampled the logical failure rate across a full range of physical error probabilities for a co-prime 7×8 code and a square 8×8 code with noise biases η ∈ {0.5, 10, 30, 100, 300, ∞}. Sample means were taken over 60 000 runs per code, bias and physical error probability. To avoid any advantage being attributed to using a larger code, we chose the co-prime code to be smaller than the square code. Since the noise is biased, we could not use the Y -decoder for exact maximum likelihood decoding, so the natural choice was the BSV Decoder [8] , which approximates maximum likelihood decoding. The BSV decoder is tuned via an approximation parameter χ, which defines the scale of correlations between syndrome bits. With pure Y noise, we observed that larger χ was required to achieve a performance close to that of the Y -decoder for co-prime codes than for square codes, which is consistent with the larger Y -distance of co-prime codes. For this reason we used relatively small codes with a large χ = 96 to achieve good convergence and keep the computational requirements to a reasonable level.
VI. DISCUSSION
In this paper, we have described the structure of the surface code with pure Y noise and shown that this implies a 50% error threshold and a significant performance advantage in terms of logical failure rate with co-prime codes compared to square codes. Furthermore, we have provided numerics confirming our analytical results with pure Y noise and demonstrating the performance advantage of co-prime codes with Y -biased noise. It is important to note that our results apply equally to pure Z noise, i.e., dephasing noise, and the Z-biased noise prevalent in many quantum architectures, through the simple modification [7] of the surface code that exchanges the roles of Z and Y operators in stabilizer and logical operator definitions. We have, therefore, identified and characterized the features of surface codes that contribute to their ultra-high thresholds with Z-biased noise, seen in Ref. [7] , and to the further improvement in logical failure rate with co-prime codes demonstrated in this paper.
In the limit of pure Y noise, we have shown that the surface code is equivalent to a concatenation of classical codes: a single top-level cycle code and a number of bottom-level repetition codes. We have shown that this implies the surface code with pure Y noise has a threshold of 50% and, for j×k surface codes with small g = gcd(j, k), the more effective repetition code dominates leading to a reduction in logical failure rate. In terms of logical operators, we have shown that Y -type logical operators are rarer and heavier than X-or Ztype equivalents, and co-prime surface codes, in particular, have only one Y -type logical operator and its weight is O(n).
We have confirmed, numerically, the 50% error threshold of the surface code with pure Y noise, and demonstrated that co-prime codes with pure Y -noise significantly outperform similar-sized square codes in terms of logical failure rates such that a target logical failure rate may be achieved with quadratically fewer physical qubits using co-prime codes. Furthermore, we have demonstrated that this advantage persists with Y -biased noise. In particular, we found that a smaller co-prime code outperforms a square code, over a wide range of physical error probabilities, for biases as low as η = 30, where Y errors are 30 times more likely that X or Z errors. We argued that the relative advantage of co-prime codes over square codes increases with code size.
Although our analytical results focus on features of the surface code with pure Y noise, it is interesting to put our observations of the performance of surface codes with biased noise in the context of other proposals to adapt quantum codes to biased noise [4, [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . Several proposals have been made for constructing asymmetric quantum codes for biased noise from classical codes [10] [11] [12] [13] (see Ref. [12] for an extensive list of references) but of particular interest here are approaches that can be applied to topological codes. A significant increase in threshold with biased noise has been demonstrated by concatenating repetition codes at the bottom-level with another, possibly topological, code at the top-level [4, 14, 15] ; interestingly, this mirrors the structure we have found to be inherent to the surface code. Performance improvements with biased noise have also been demonstrated by modifying the size and shape of stabilizers in Bacon-Shor codes [16] [17] [18] and surface / compass codes [19] , by randomizing the lattice of the toric code [20] , or by concatenating a small Z-error detection code to the surface code [21] . These approaches are distinct from the use of co-prime codes (with the modification of Ref. [7] ), which maintains the size and locality of surface code stabilizer generators, and so they could potentially be combined to yield further performance improvements.
Looking forward, the identified features of surface codes and the insights behind them suggest several interesting avenues of research. For the surface code, specifically, different geometries may be more robust to logical errors than co-prime codes in the high bias regime, where a few well-placed X and Z errors can combine with strings of Y errors to produce more common and lighter logical operators. Similarly, certain geometries of surface code used to encode multiple qubits [26] may or may not maintain the high performance of simple surface codes with biased noise. For topological codes, more generally, one can ask which codes exhibit an increase in performance with biased noise and what are the family traits of such codes; we have seen, for example, that the standard triangular 6.6.6 color code does not exhibit an increase in performance. (Although this color code is equivalent, in some sense, to a folded surface code [27] , the mapping that relates the two does not preserve the biased noise model.)
Finally, although this paper focuses on features of surface codes with Y or Y -biased noise rather than the issue of efficient decoding, it may be possible to adapt the cycle code decoder or Y -decoder, defined herein, to implement a fast fault-tolerant decoder for biased noise. This would help to address the highly significant open question of whether the high performance of surface codes with biased noise can be preserved in the context of faulttolerant quantum computing.
(η = 0.5) depolarizing noise, 22.3(1)% with bias η = 3, 28.2(2)% with bias η = 10, 40.3(8)% with bias η = 100, and 43.7(1)% (analytically shown to be 50% assuming exact optimal decoding, see Section III C) in the limit of pure Y noise. Our decoder implementation and numerics are described below. The features of surface codes that contribute to their exceptional performance with biased noise are discussed in the body of the paper. [7] ), whose saturation at high bias is due to decoder approximation. Error bars indicate 1 standard deviation relative to the fitting procedure. The points at the largest bias value correspond to infinite bias, i.e. only Y errors. The gray line is the zero-rate hashing bound for the associated Pauli error channel.
Decoder.-In order to take account of correlations between X-and Z-type stabilizer syndromes, we implemented a tensor network approximate maximum likelihood decoder for triangular 6.6.6 color codes following the same principles as the BSV decoder [8] used in Ref. [7] for surface codes.
Consider a color code with n physical qubits and m independent stabilizer generators. Let P denote the group of n-qubit Pauli operators, let G denote the stabilizer group, and recall that the centralizer of G is given by C(G) = {f ∈ P : f g = gf ∀ g ∈ G}. If the result of measuring the stabilizer generators is given by syndrome s ∈ {0, 1} m and f s ∈ P is some fixed Pauli operator with syndrome s then the set f s C(G) of all Pauli operators with syndrome s is the disjoint union f s C(G) = f s G ∪ f sX G ∪ f sȲ G ∪ f sZ G, whereX,Ȳ and Z are the logical operators on the encoded qubit.
For a given syndrome s and probability distribution π on the Pauli group, the maximum likelihood decoder can be implemented by constructing a candidate recovery operator f s consistent with s, and returning arg max f π(f G) where f ∈ {f s , f sX , f sȲ , f sZ } and π(f G) = g∈G π(f g).
By analogy with the BSV decoder [8] for the surface code, we define a tensor network whose exact contraction yields the coset probability π(f G) for the color code. Fig. 15 (a-b) illustrates a distance 5 color code, whereas (c) illustrates a tensor network with the same layout of qubits and stabilizers. Bonds have dimension 4. Stabilizer tensors are defined such that each element has value 1 if all indices are identical, and value 0 otherwise. Qubit tensors are defined such that each element has the singlequbit probability π of the product of the restriction of f to that qubit with the Paulis associated with bond indices where indices map to Paulis as 0 → I, 1 → X, 2 → Y , 3 → Z. In this way, all possible combinations of stabilizers are applied to f and the exact contraction of such a tensor network yields the coset probability π(f G). The exact contraction of the tensor network is inefficient with a runtime exponential in the number of qubits n. However, by merging neighboring qubit tensors in pairs, the tensor network can be transformed into a square lattice, see Fig. 15 (d) , so that techniques, used in the BSV decoder [8] , can be applied to efficiently approximate the coset probability. The approximation is controlled by a parameter χ which defines the maximum bond dimension retained as the tensor network is contracted. We refer the reader to [8] for full details of the approximate contraction algorithm. We found that the performance of the decoder converged well for χ = 36 across all noise biases, see Numerics below.
Numerics.-We followed the general approach taken in Ref. [7] ; we give a brief summary here and refer the reader to Ref. [7] for full details. We used triangular 6.6.6 color codes of distances d = 7, 11, 15, 19. We estimated the threshold for biases η = 0.5, 1, 3, 10, 30, 100, 300, 1000, ∞, where η = p Y /(p X + p Z ) and p X = p Z , such that η = 0.5 corresponds to standard depolarizing noise and η = ∞ corresponds to pure Y noise (see Section II). We approximated maximum likelihood decoding using the decoder, described above, with approximation parameter χ = 36. The decoder converged well (generally better than in Ref. [7] ) across the full range of biases with weakest convergence in the low bias regime, see Fig. 16 . We ran 30 000 simulations per code distance and physical error probability. As in Ref. [7] , we used the critical exponent method of Ref. [31] to obtain threshold estimates with jackknife resampling over the code distances to determine error bounds. 16 . Decoder convergence, represented by shifted logical failure rate fχ − f36, as a function of χ near the threshold physical error probability p for distance d = 19 triangular 6.6.6 color codes. Each data point corresponds to 60 000 runs with identical errors generated across all χ for a given bias.
