The document-analysis and exploitation (DARE) paradigm 1 was sparked at Lehigh University based on observations of how current research is being conducted in computer-perception domains. While very significant advances have been made in these fields over the last decades, publish-or-perish reflexes have impacted reporting of results and the methods underlying research-problem definition.
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One can identify a recurring pattern in how problems are identified, addressed, and published. A problem is chosen, sometimes by the author. A solution is then formulated. Data is found to support the problem and solution. Testing and validation is conducted. Finally, experimental results are published and sometimes the final system is fielded. Given the tendency of defining one's own problem, and finding data to support and prove one's own findings, concerned research communities have adapted to preserve a research evaluation environment that is as objective as possible. This is effected by including stringent peer-review processes, creating and sharing common data sets, and organizing competitions.
These practices unnecessarily constrain research domains. DARE provides a collaborative community paradigm for machine-perception research that promotes new levels of reproducibility, reusability, and comparison of results. The main goals of machine perception are to develop algorithms that approach human levels of performance for specific tasks or invent new methods of improving known techniques. Unfortunately, they are often tested on small, overused data sets removed from the real world. This is partially related to the fact that data-set construction is costly and burdensome. Over time, developers get to know their data sets so intimately that, unconsciously and unwillingly, their implementation and experimental choices are unduly influenced and, therefore, fail to provide evidence of generality. Moreover, human levels of performance lack a rigorous definition, and even experts can disagree on all but the most trivial cases.
Consequently, how can we know when we have succeeded or improved? The need to compare against previously published results creates reliance on standard data sets, which increases the general trend to overuse them. However, re-implementation of published algorithms may be difficult because of incomplete descriptions, inherent conflicts of interest, and other reasons. Competitions and contests try to answer these shortcomings, but are often very domain-specific and sometimes infrequent. It is, therefore, extremely difficult to keep track of actual state-of-theart published-algorithm performance with respect to their effective impact toward evaluating human performance, apart from those operating in very specific and context-restricted situations.
DARE offers a new approach to considering experimental data and reporting experimental results. It builds upon five tenets. 2 First, there is no absolute truth associated with data. It is open to multiple and possibly contradictory interpretations, and can vary with context and user. Second, data, users, interpretations, and algorithms have reputations, depending on how they are accepted, rated, and used by the community. Users and algorithms, when interacting with data, modify their reputations and that of the data they handle. Third, all data and interpretations are persistent, fully queryable, and possess full provenance, i.e., their origin, uses, and interdependencies are known and stored. This implies that a user can request, for example, a 300 dotsper-inch image set containing printed text and handwritten annotations never before seen by the user and provide a perfectly reproducible and certified reference to this data set for others to verify. Fourth, automated algorithm-evaluation results are third-party certified, and evaluation conditions are reproducible. Finally, DARE is an open, decentralized, and community-driven model, allowing for storage, execution, annotation, and extension of data and algorithms without constraints.
This paradigm does not change in any way how actual core research is conducted. It simply extends it to a new level of reproducibility and reusability, significantly changes the manner in which researchers can report their results, and alters how a research community can assess its progress and identify advances and remaining challenges. The DARE paradigm, as well as the supporting technical platform (see Figure 1) , are freely available and open to extensions. 1 We highly encourage community appropriation by discussion and collaboration. 
