We introduce a form of the Hop eld model that is able to store an increasing number of biased i.i.d. patterns (it is well known that the standard Hop eld model fails to work properly in this context). We show that this new form of the Hop eld model with N neurons can store N log N or N biased patterns (depending on which notion of storage is used). The quantity increases with an increasing bias of the patterns, while decreases when the bias gets large.
Introduction
Neural networks, especially the so{called Hop eld model, have been in the centre of interest in the recent probabilistic and physical literature. Originally introduced by Pastur and Figotin FP77] as a simpli ed model of a spin glass the Hop eld model connects the ideas of neural computing with those of statistical mechanics. However, it was its re-interpretation as a neural network by Hop eld Ho82] that created the interest in the model. The basic idea behind this model is to choose the information to be stored { which usually is referred to as patterns { as the local minima of an appropriate Hamiltonian (this is going to be made more formal in the next section) on the set f1; : : : ; Ng which is thought of as the set of neurons. Hence the retrieval dynamics (usually a Monte{Carlo dynamics, possibly at zero temperature) will eventually converge to the stored patterns. Since, according to the other rules of neural networks, this is possible only up to a certain accuracy depending on the number of patterns to be stored, one may introduce the notion of a storage capacity of the Hop eld model as the critical number of patterns (depending on N, of course) up to which the model can successfully reconstruct these patterns.
To be more precise, at zero temperature there are two distinct de nitions of storage capacity: The rst one introduces the gradient (or zero temperature Monte{Carlo) dynamics on the energy landscape on f1; : : : ; Ng associated with the Hamiltonian of the system and requires that the patterns are xed points of this dynamics (and thus minima of the Hamiltonian). The second one going back to a seminal paper of Newman N88] de nes the notion of storage capacity more liberally requiring that a pattern is surrounded by an energy barrier of height proportional to N implying that it is close to a local minimum of the Hamiltonian. It is well known and rst was announced by McEliece et al. MPRV87] that the rst de nition leads to a storage capacity of at least N log N (where the possible values of range between 2 and 6 and basically depend on whether we are interested in results with high probability or in results for almost all patterns) for the Hop eld model with N neurons and randomly and independently chosen unbiased patterns (also see M92], B94], and the recent survey paper by Petritis P95] ). On the other hand the essential progress of Newman's work ( N88] ) was that he was able to give a proof for the non-rigorous result of Amit, Gutfreund and Sompolinsky AGS87] showing that the Hop eld model allows to store even N patterns (for an > 0 small enough), if small errors are tolerated. The value for obtained by Newman was = 0:056, which has been recently improved by Loukianova L94] to = 0:071 by a re ned large deviations analysis. The latest result concerning the critical storage capacity is due to Talagrand T95b], T96] who has given a bound of = 0:08, obtained via an improvement of Loukianova's idea. Nevertheless, it is still an open question, whether the prediction of = 0:14 in AGS87] on the basis of the non-rigorous replica method and computer simulations can be mathematically justi ed.
The other important source of interest in the Hop eld model is that it may serve as a simpli ed spin glass model, where the complexity of the random environment can be controlled by the number of stored patterns. As a matter of fact, if this number equals one the Hop eld model is (by a simple change of variables) equivalent to the classical Curie-Weiss model of a ferromagnet and thus the interactions are purely deterministic. Quite di erently in the region where the number of patterns roughly equals the number of neurons the model is expected to behave similar to the Sherrington{Kirkpatrick model of a spin glass. Motivated by such considerations one has achieved a fairly complete picture of the small -regime (where still = M N ) of the Hop eld model with i.i.d. unbiased patterns in the last few years. The results mainly were obtained in a series of papers by Bovier and Gayrard, partially in collaboration with Picco BGP94], BGP95a], BGP95b], BG95a], BG95b]. Another milestone certainly has been a very recent paper by Talagrand T96] , especially what concerns the high-temperature phase and the validity of the so{called replica{ symmetric solution in the Hop eld model. For a comprehensive review over the quick development in this area during the last few years we refer the reader to BG96]. If the patterns are not chosen to be i.i.d. and unbiased the picture is less clear. To our knowledge the only rigorous result concerning such sequences of patterns is given in L o96] where it is shown that weak semantical correlations of the patterns do not destroy the extensive storage capacity of the Hop eld model (although the numerical values for the number of patterns that can be store are somewhat lower than for i.i.d. patterns and decrease when the correlation become large). In this paper we will analyze the Hop eld model with biased patterns. Such a situation is, of course, interesting in its own right, since unbiasedness of the stored data is a simpli cation that usually is not ful lled in realistic situations (for example when storing images that are in average more black than white). Moreover, our results may be considered as a step towards showing the universality of the Hop eld model. Finally, the case of biased patterns often has served as some sort of a toy model for the case of spatially correlated data (which are a natural model e.g. for the storage of images) (see e.g. HK91] , FI91]) which we will analyze elsewhere. As has already been remarked in HK91] the \classical" Hop eld model is not at all able to store an increasing amount of biased patterns. This is due to the fact that a Hamiltonian with biased patterns tends to favor ferromagnetic states (all neurons i = +1 or all i = ?1) and hence for large numbers of biased patterns there are only two stable states (not related to the patterns anymore, of course), or in terms of a signal{to{noise analysis, the signal of a single pattern becomes deterministically smaller than the noise created by the bias of the other patterns. However, this problem is readily overcome by just centering the patterns in the Hamiltonian. Note that this is the most natural way to handle the problem (although e.g. HK91] propose to use the so-called pseudo{inverse rule, which not only contradicts the rules of neural computing in being non-local, but also seems to be inappropriate to our setup, since it was designed to eliminate correlations among the patterns (which our patterns do not have anyway)). With this setup the results we obtain strongly resemble the results of L o96]: The Hop eld model is shown to be able to store a number of biased patterns in the same order of magnitude as the number of unbiased patterns that can be stored (no matter whether the \dynamic" or the \static" (the latter being the one due to Newman) notion of storage is used). The storage capacities we obtain are below those for independent patterns (though similar techniques are employed) and the capacities decrease when the bias becomes larger.
We organize this paper in the following way: Section 2 will contain the basic setup, especially the type of patterns we consider and the de nition of the Hop eld model we have in mind. In Section 3 we give our results concerning the storage capacity of the Hop eld model with biased patterns. We analyze both the dynamic and the static notion of storage. Finally, Section 4 contains the proofs.
The Hop eld Model
Recall that each neural network consists of a set of neurons and a set of synapses which can appropriately be modeled as the vertices and edges of a (usually directed) (hyper-)graph. In the case of the Hop eld model this graph has a fairly simple structure, since it is given by the complete graph on N (labeled) vertices K N . Each of the \neurons" (i.e. each of the vertices of the K N ) i may assume one of two possible values: +1 (on) or -1 (o ). Hence the state of the network can be described by a vector of plus and minus ones of length N. To describe the \synaptic e cacies", i.e. the strength of the interaction between we rst of all have to introduce the information to be stored, called the patterns. So throughout the rest of the paper we consider a sequence ( ) 2N of patterns, each of them being itself a sequence of plus and minus ones. So altogether we have an N N array (( i ) i2N ) 2N 2 f?1; +1g N N . In this paper we will also assume that the i are randomly chosen and that the random variables i are i.i. (and we choose such a centring since it can be easily checked that the Hop eld model is not able to store any increasing amount of biased patterns that are not centred (see e.g. HK91])). Note that in the case of unbiased patterns (i.e. for p = 1 2 ) this choice agrees with the usual de nition of the Hop eld model (see e.g. P95]) and thus our setup can be regarded as a generalization of the standard Hop eld model. It was one of the main achievements of Hop eld Ho82] to observe that the synaptic e cacies always induce a Hamiltonian or energy function on the state space of the neurons. More precisely in our context the Hamiltonian of the Hop eld model on N neurons is de ned as
The idea behind the choice of this Hamiltonian is that it is in a way the "simplest" reasonable function of the so-called overlap vector given by
which measures how much a con guration agrees with one of the given patterns. More precisely we have
where jj jj 2 denotes the norm in l 2 .
Since the retrieval dynamics of the Hop eld model is assumed to be a Monte-Carlo dynamics on the energy landscape given by H N (which has the Gibbs-measure as its invariant measure) it is convenient to identify the Hop eld model itself with the Gibbs measure associated with H N ( ), i. Note that (at least for large enough) % N; ( ) favors con gurations with low energy, and the hope is that for M(N) small enough these con gurations agree with or at least are close to the stored patterns.
This motivates the following two de nitions of storage capacity. For the rst consider the Hop eld Hamiltonian (2) with M := M(N) patterns and note that it can be expressed in terms of the so called local elds (stressing that in physical terms the Hop eld model is a generalized mean-eld model)
The gradient (or zero temperature Monte-Carlo) dynamics T is supposed to work in the following way:
Pick a site i at random and ip the spin i if that lowers the energy of the con guration; otherwise stay with that spin. Mathematically this corresponds to a mapping T on the space f?1; +1g given by
where sgn is the sign function. We call a con guration = ( i ) i N stable if it is a xed point of T, i.e. i = sgn( N X j=1 j J ij ) for all i = 1; : : : ; N which means that is a local minimum of the Hamiltonian. The storage capacity in this concept is de ned as the greatest number of patterns M := M(N) such that all the patterns are stable in the above sense (almost surely or with probability converging to one). The other approach to storage capacity is due to Newman N88] . It takes into account small errors we are willing to accept in the restoration of the patterns (with the idea to increase the storage capacity, of course). So we are satis ed, if the retrieval dynamics converges to a con guration which is not too far away from the original patterns. Thus in this concept a pattern is called stable, if it is close to a local minimum of the Hamiltonian or in other words if it is surrounded by a su ciently high energy barrier. Technically speaking we will call stable if there exist " > 0 and > 0 such that
Here the set S ( ) the in mum is taken over is the Hamming sphere of radius N centered in . Again we will use the notion of storage capacity for the maximal number M(N) of patterns such that (4) holds true for all almost surely. As already mentioned in the introduction and has been proved in MPRS87] and N88], resp., (also independently of all the other j and if M(N) < N 6 log N and M(N) N for a small , resp., depending on which de nition of storage is used.
Results
In this section we will give a lower bound on the number of biased patterns of the form (1) that can be stored in the Hop eld model (2).
Let us rst of all analyze the storage capacity for the \dynamic" notion of storage. Theorem 3.1 in other words states that the patterns are xed points of the gradient dynamics and hence are recognized if one starts with them. However, just recalling patterns if they are presented without errors can hardly be called an associative memory. Of course, we would expect that even if a pattern is corrupted by a certain percentage of noise the gradient dynamics is able to retrieve this pattern in spite of the noise. The following theorem shows that also noised patterns can be successfully reconstructed by just applying the retrieval dynamics once (so-called direct convergence; note that for the Hop eld model with unbiased patterns Burshtein Bu94] obtained that the number of patterns that can be reconstructed by several steps of the retrieval dynamics (non-direct convergence) equals the number of patterns that can be stored such that each of them is a local-minimum). Remark 3.3 Note that the estimates of the above Theorems for p = 1 2 (the unbiased case) agree with the results in the standard Hop eld model. It may of course be true that the estimates can be improved in some respects. Note however, that our bound on the storage capacity of the Hop eld model with biased patterns is a decreasing function in the bias of the patterns (which in Theorems 3.1 and 3.2 appears as a factor 1 p 2 (1?p) 2 ! 1 for p ! 0 or p ! 1) .
We now give a result on the storage capacity of the Hop eld model with biased patterns provided that Newman's concept of storage is used. It turns out that a bias does not destroy the storage abilities of the Hop eld model and that it can store \extensively many" patterns (i.e. M(N) grows like N), although the critical decreases to zero when the bias get s large. 
Proofs
In this section we will give the proofs of the theorems stated above. where in the rst line we have used the identical distribution of the spins, for the second inequality we have applied the exponential Chebyshev{Markov inequality and in the last line we have made use of the independence of the variables and the identical distribution of the patterns (e.g. by choosing without loss of generality = 1). Let us now estimate the two expectations occuring in the last line of (5) 
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Proof of Theorem 3.4: In this proof we will again use large deviation estimates (in the sense of upper bounds). The idea leading to these estimates { basically to replace the i by appropriate Gaussian random variables { is rather standard in the framework of the Hop eld model with independent patterns (see e.g N88] or BG92]). However, in our case due to the assymetry of the i a new estimate is needed. Moreover, the \leading term" is no longer deterministic. Applying this inequality to the right hand side of (7) for all 2 0; r], the above exponent becomes negative if we choose small enough and e.g. as the right hand side of (8). This completes the proof of the theorem.
Remark 4.1 Observe that the bound on the moment generating function in (10) as well as the bound on in (9) depends on p mainly via the factor minfp 2 ; (1?p) 2 g (the other terms containing p are bounded from above and away from 0) which converges to zero for p close to one or close to zero and therefore can only deteriorate the bounds for (allowing smaller 0 s only) for a large bias. Although we do not claim to have rigorously proven that the storage capacity decreases with a large bias (indeed such a result may be quite di cult to obtain, since it would requires e.g. some uniformity statement in the estimates) we just emphasize that Theorem 3.4 is in good agreement with the picture of Theorem 3.1 and 3.2 where the other notion of storage is used.
