[1] The ARM Enhanced Shortwave Experiment (ARESE) II was conducted in spring 2000 to address unresolved issues about the absorption of solar radiation in the atmosphere in the presence of clouds. In this study, apparent atmospheric absorption derived from surface and aircraft measurements are compared to 3-D radiative transfer model computations. Three cloud fields are examined with the heaviest overcast condition of 29 March being the most reliable from the standpoint of cloud structure and sampling. For this cloud field the model underestimates absorption by 18 W m À2 (9%) when compared to the Kipp and Zonen CM-22s and by 35 W m À2 (18%) compared to the Scripps Institution for Oceanography Radiation Measurement System. By including aerosols with modest absorbing properties into the model computations, the discrepancy is isolated to the near-infrared spectral region (0.68-3.9 mm). A comprehensive sensitivity analysis demonstrates that to match simultaneously the observed absorptance, transmittance, and cloud albedo with theory, cloud droplets must have optical properties similar to droplets with sizes three to four times as large as inferred in this study's cloud retrievals.
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Introduction
[2] The amount of solar radiation absorbed in the atmosphere in presence of clouds remains a contentious issue even after the first Atmospheric Radiation Measurement Enhanced Shortwave Experiment (ARESE I). This experiment was performed in the fall of 1995 to understand, what has often been referred to as the ''cloud absorption anomaly'' or ''enhanced cloud absorption,'' where theoretical estimates of absorption are less than observed. This discrepancy is not new, and has been a source of discussion for more than four decades as summarized by Stephens and Tsay [1990] , Fouquart et al. [1990] , and Ramanathan and Vogelmann [1997] . The issue was reenergized in 1995 with the simultaneous publication of three papers that demonstrated the existence of excess absorption (15 -35 W m À2 diurnal average) that could not be explained by radiative transfer theory [Ramanathan et al., 1995; Cess et al., 1995; Pilewskie and Valero, 1995] . Considerable debate emerged from these publications providing the impetus behind the Department of Energy's support for ARESE I.
[3] ARESE I involved two coordinated aircraft flying above and below a cloud layer at the Atmospheric Radiation Measurement (ARM) program's Southern Great Plains (SGP) site. Both aircraft had zenith and nadir viewing total and near-infrared broadband radiometers (>0.7 mm) and a set of narrowband radiometers measuring selected wavelengths in the visible and near-infrared spectral regions [Valero et al., 1997a [Valero et al., , 1997b . Measurements from these instruments were used to compute net fluxes at the aircraft, and the difference between these represented the inferred or apparent cloudy-sky absorption. For the heavy overcast day (30 October 1995) , the reported ''observed'' broadband absorption exceeded theoretical estimates by more than 100 W m À2 [Zender et al., 1997; O'Hirok et al., 2000] . However, the magnitude of the broadband discrepancy for this cloud field may be smaller because of potential difficulties with measurements of the cloud albedo [Li et al., 1999; Valero et al., 2000] . From the broadband measure-ments, this enhanced absorption is reported to occur in both the visible and near-infrared spectral regions [Zender et al., 1997; Cess et al., 1999] . However, using narrowband spectral observations, O'Hirok et al. [2000] placed most of the discrepancy in near-infrared with an estimated broadband (near-infrared) enhancement of at least 20 W m
À2
. To match the ''observed'' near-infrared absorption with theory, it was necessary to make a nonphysically based modification to the cloud droplets by multiplying their absorbing efficiency (coalbedo) by a factor of three. This finding is not unique. From aircraft and satellite measurements of cloud albedo, Twomey and Cocks [1982] , Stephens and Platt [1987] , Hignett [1987] , and Collins [1998] have all demonstrated the need to increase the absorbing properties of cloud droplets to match theory with observation.
[4] Because of these inconclusive results from ARESE I, a second experiment was conducted in the spring of 2000. The analysis presented here is similar to our study of ARESE I [O'Hirok et al., 2000] but is confined to broadband observations, entails a more detailed comparison between the model and observed fluxes, uses updated gas transmission models, and provides a more comprehensive treatment of model inputs.
Method

Observations
[5] For broadband observations, ARESE II differs from ARESE I by using a single aircraft repeatedly over flying the Cloud and Radiation Testbed (CART) Central Facility (CF), by employing multiple instruments for independent measures, and cross-calibrating these instruments before and after the flight series. Fifteen flights took place from 27 February to 5 April 2000. Whereas five of these flights observed stratus layers suitable for analysis, two of these days were removed because of instrumental icing. The remaining days are 3 March, 21 March, and 29 March. The cloud field for 3 March is geometrically and optically thin and highly variable. The 21 March case is thicker, but is contaminated by broken cirrus above the aircraft making the interpretation of measurements difficult. The 29 March cloud field is both optically and geometrically thick and relatively homogeneous, making it the best candidate for reliable investigation.
[6] In this study, we define the apparent shortwave absorption, A a , for a cloudy atmospheric column as the difference in the net solar irradiance (#F À "F) measured at the aircraft (air) altitude of 7 km and at the surface (sfc). The apparent absorption is expressed as,
where a is the area average surface albedo. The qualifier, ''apparent,'' takes into account the photons scattered in or out of the vertical column that may be falsely construed as being associated with absorption. In contrast, the true absorption, A t , is the actual amount of amount of solar radiation absorbed by constituents in the atmospheric column between the aircraft and surface.
[7] Using results from a 3-D radiative transfer model, Figure 1 highlights the difference between A t and A a . A qualitative discussion is offered here, with details of the simulation presented in section 2.2. The model albedo at flight level, transmittance at the surface and the apparent and true absorptance of solar radiation are shown for two computational modes. The 3-D mode allows the horizontal transport of photons in and out of an atmospheric column, whereas the independent column approximation (ICA), typical of traditional plane-parallel computations, confines photons within the column.
[8] The greatest distinction between the two modes occurs in the upwelling flux. Here in the 3-D case, the albedo is smoothed by the horizontal diffusion of photons from their scattering source (primarily cloud droplets). This difference may also be interpreted as being caused by a sensor integrating a larger spatial footprint the farther away it is from the cloud top. For transmittance, the measurement is closer to the scatterers resulting in similar behavior between the two modes. The apparent absorptance shows higher variability for the 3-D mode than the ICA because of the differencing of the smooth albedo with the more variable transmittance. For the ICA, the variability in albedo is compensated by the transmittance, requiring that A a = A t . For the 3-D case which simulates the natural world, A a will oscillate above and below A t .
[9] Through conditional sampling it is believed that the impact of photon leakage should be minimized to where A a approaches A t [Marshak et al., 1999] . However, the flight pattern for the Twin Otter reveals that for most of each flight the aircraft observes a portion of the cloud field that differs from that viewed by the surface radiometers located at the Central Facility (Figure 2) . A compromise must be made between providing enough data points to remove the effects of horizontal diffusion while maintaining a reasonable likelihood that the radiometers at the surface and on the aircraft are observing clouds possessing similar properties. In this examination, we sample points when the aircraft is within 2.5 km of the Central Facility as indicated by the cross-hatches in the flight pattern. The sensitivity to this selection is presented in section 4.2.1.
[10] For this study, broadband solar irradiance is measured by the Kipp and Zonen CM-22 and the Scripps Institution for Oceanography Radiation Measurement System (RAMS). Identical sets of these instruments are located on the ground and aboard the Twin Otter [Valero et al., 1997b] . The aircraft has both upward (zenith) and downward (nadir) pointing instruments. The surface instruments are zenith viewing only. The CM-22 measures total broadband solar irradiance from about 0.20 to 3.6 mm. RAMS contains two types of radiometers. The Total Solar Broadband Radiometer (TSBR) measures the solar spectrum from 0.224 to 3.91 mm, and the Fractional Solar Broadband Radiometer (FSBR) covers the near-infrared between 0.68 and 3.3 mm. The visible irradiance is defined as the difference between the TSBR and FSBR. For the model calculations, the visible irradiance is computed in the same manner. Additionally, a zenith viewing pyranometer of the Solar Infrared Radiation Station (SIRS) located at the Central Facility (SIRS C1) is used to supplement the surface observations. This instrument measures broadband solar irradiance from 0.3 to 3.0 mm.
[11] A high priority for ARESE II is instrument calibration. Instruments were submitted to common calibration before and after the flight series. Analysis of the calibrations and intercomparisons of the instruments on the ground ''suggest agreement to within the target accuracy of the 10 W m À2 most of the time'' and ''differences of absorption that are smaller than about 15 W m À2 are clearly within the uncertainty of these radiometer measurements'' [Michalsky et al., 2001] Hirok and Gautier, 1998 ]. The LOWTRAN-7 gas components used in the original model have been replaced by a k-distribution (8-16 k terms per spectral band) which shows excellent agreement with line-by-line gaseous transmission models [Yang et al., 1999] . Computations are conducted at 5 nm resolution from 0.25 to 1.0 mm and 10 nm resolution from 1.0 to 4.0 mm. Cloud optical properties are computed directly from Mie theory for each spectral interval [Wiscombe, 1980] . The 3-D model, itself, has been utilized in a comparison with other 3-D and 1-D models and shows good agreement [Barker et al., 2003] . For the total broadband computation, the number of photons used per case is approximately 300 million. The number per spectral channel is based on the shape of the solar spectrum at the top of the atmosphere. The spectral fluxes are convolved with the TSBR and FSBR filter functions to simulate the broadband fluxes for each instrument. The CM-22 simulation uses a rectangular filter that has cutoffs at 0.22 and 3.6 mm.
[13] Three-dimensional computations are conducted on fields that have variability in the horizontal (x) and vertical (z) direction. The third (y) axis is held constant and has infinite length because of the limited data available for synthesizing cloud field inputs in three dimensions. The model boundary conditions are cyclic in the horizontal directions. Photons exiting one side of the grid will enter the opposing side with the same trajectory. Even in the y direction, a photon will eventually be subjected to some variability unless, in the extreme case, its trajectory is completely orthogonal to the x axis. To reduce biases associated with using a two-dimensional field input we employ a strategy where the azimuth angle of the photon is randomly selected for each photon.
Model Input
[14] Deriving input fields for the model represents a formidable challenge requiring the use of diverse observations and many established retrieval methods. Often algorithms are optimized for more idealized situations that may or may not operate properly under all conditions. For ARESE, we must perform retrievals regardless of the complexity of the phenomena being simulated. Hence we use those portions of various algorithms that provide us with the best possible estimate of the atmospheric, cloud and surface inputs for the conditions prevalent at the time the observations were conducted.
Clouds
[15] Cloud optical properties and morphology are derived from the microwave radiometer (MWR), Multifilter Rotating Shadowband Radiometer (MFRSR) and the Millimeter Cloud Radar (MMCR) located at the Central Facility. These properties are obtained temporally and converted onto a spatial coordinate system using the assumption of frozen turbulence. Surface wind observations for this conversion come from the Surface Meteorological Observing Station (SMOS). Each cloud field spans a time range of 2 hours and 24 minutes and is partitioned into 600 horizontal columns. From the surface to an altitude of 12 km, each column is divided vertically to produce cells each with a height of 90 m. From 12 km to 20 km the vertical spacing is 1 km, and increases by 5 km steps between 20 km to 50 km. A final two layers having heights of 20 km and 30 km are added to produce a vertical domain of 100 km.
[16] The initial step in constructing the cloud fields is to obtain, for each column, the vertically integrated cloud optical thickness, t, and cloud liquid water path, LWP. While LWP is acquired directly from the MWR, t is retrieved by matching the observed MFRSR channel 1 (0.415 mm) surface downwelling irradiance with values computed from a plane-parallel cloud radiative transfer model, SBDART [Ricchiazzi et al., 1998 ]. Using LWP and t, the mean column cloud droplet effective radius, hr e i, can be derived by,
where, Q ext is the cloud droplet extinction efficiency and r is the density of water. For 21 and 29 March a wet signal from the MWR indicates the presence of drizzle during a portion of each flight. Drizzle on the MWR can produce erroneous measures of LWP, and for these conditions hr e i is derived through a linear interpolation using the valid data temporally adjacent to the drizzle periods. An estimate of LWP can be determined using the relationship expressed in equation (2). Plots of t, LWP, hr e i, and the MWR wet signal for the three days are presented in Figure 3 .
[17] Retrieval of cloud properties (liquid water, ice and drizzle) from radar imagery is an evolving methodology. To produce the initial cloud field geometry we use the MMCR modes 1 and 3 and regrid the imagery to the model structure. This cloud structure acts as a lattice for the spatial placement of the cloud properties based on the radar reflectivity, Z. For each cloud cell, i, in an atmospheric column, the liquid water content, LWC, is computed by
where M is number of layers in the cloud field [Frisch et al., 1998 ]. The effective radius for an individual cell is computed by
where N is the average particle number concentration for a column [Bower et al., 1994] . Equation (4) must be solved iteratively by adjusting N until average column r e (weighted by LWC) matches hr e i computed in equation (2).
[18] During the flights of 21 and 29 March, ice occurs in the upper portion of the underlying cloud field and as cirrus above the aircraft. While it is possible to retrieve accurately cirrus properties from radar when combined with observations of downwelling infrared radiation [Mace et al., 1998 ], the intervening stratus clouds here render such an approach impossible. Hence, to obtain the ice extinction coefficient, k e , the simple empirical relationship,
is used, where c and d are temperature dependent coefficients [Liu and Illingworth, 2000; Platt, 1997] . The mean ice particle size is fixed at 60 mm. The fraction of a cell composed of ice, f ice , is a function of the layer temperature, T, and is determined by
Since the optical thickness of the ice is very low in the fields being examined, large errors in ice estimates should not negatively impact the overall findings of this investigation.
[19] The liquid water content for drizzle droplets in the cloud field can be estimated from the MMCR through Doppler measurements. We adapt the algorithm of Frisch et al. [1995] given by
and
where hVi D denotes a velocity moment, dBZ is the reflectivity factor in mm 6 m
À3
, s x is the logarithmic width of the droplet distribution set to 0.35, and r 0 is the modal radius held at a constant value of 90 mm. The constants, a = 1.2 Â 10 À4 s and b = 1.0 Â 10 À5 m characterize the linear droplet-fall-velocity relationship. The sensitivity to errors in the drizzle estimate is provided in section 4.1.3. [20] The MMCR reflectivity and derived cloud fields are presented in Figure 4 . Statistics of the cloud fields and model input are listed in Table 1 . As shown, the 3 March cloud field is optically and geometrically the thinnest, has the highest variability in column extinction, and a rather small range in cloud droplet size. A cirrus cloud below the flight level occurs near the beginning of the flight time. The cloud field of 21 March is optically twice as thick and contains much larger cloud droplets. Ice occurs above and below the flight level, with the cirrus above the aircraft only detectable in the aircraft downwelling shortwave measurements. The geometrically thickest cloud (2 km) occurs on 29 March, with the middle layers containing the highest liquid water concentrations and largest droplets. Significant [22] To close properly the radiative budget in the visible spectrum, aerosols must be incorporated into the model computations. Under cloudy conditions, measurements of aerosol properties are scarce and we must make best estimates of their optical properties and concentrations (Table 1 ). In the model, we assume a standard rural type aerosol for the optical and hydrophilic properties [Shettle and Fenn, 1975] . We obtain estimates of the single scattering albedo, w 0 , from the Aerosol Observation System (AOS) at the CART site. The AOS measures w 0 at ground level under enclosed dry conditions ($20% relative humidity). While not a rigorous methods, w 0 is adjusted for the observed lower level atmospheric relative humidity using lookup tables for a typical rural aerosol. These changes represent less than a 0.01 change in w 0 and are not significant to the overall results. Measurements of the aerosols are obtained at 0.55 mm, and modified for other wavelengths by the relationship,
where, w 0rural is the single scattering albedo for a standard rural aerosol. The asymmetry factor, g, for all three days is set to the rural aerosol value of 0.67 at 0.55 mm.
[23] Since column aerosol optical depth, t a , cannot be measured in the presence of clouds, we use proximal clear sky days to provide a first guess value (t a = 0.12) and adjust t a to minimize the difference between observed and computed (using SBDART) absorption in the visible portion of the solar spectrum. For 21 and 29 March, an t a of 0.08 provides the best fit. For 3 March when observations in the visible are not available, t a is also set to 0.08. These values may be considered an ''effective t a '' since the match may be caused by aerosol density or a combination of the interaction between aerosols and clouds and the vertical profiles employed in the model. The aerosol density generally follows an exponential profile from the surface to 5 km. Besides tropospheric aerosols, a stratospheric aerosol having an optical depth of 0.006 is introduced into the model atmosphere.
Surface Albedo
[24] The surface albedo used for inferring absorption as described in equation (1) must be estimated with care, since changes of less than a tenth can result in differences of 10 W m À2 or more. For the model calculations, the absorption is much less sensitive to variations in surface reflectance because of the near compensation between changes in the upwelling flux at flight level with that of the downwelling flux at the surface. Although equation (1) requires broadband albedos, the model input must be spectrally resolved. The general spectral shape is obtained by the National Aeronautics and Space Administration (NASA) Ames Solar Spectral Flux Radiometer (SSFR) during low overpass (200 m) flights. To produce a best-estimate composite of the area-averaged spectral albedo, we combine these flight measurements with MFRSR and Analytical Spectral Devices (ASD) shortwave spectrometer surface observations, and data from the National Aeronautics and Space Administration (NASA) Jet Propulsion Laboratory (JPL) vegetation and soil reflectance database (http://speclib. jpl.nasa.gov/).
[25] We first estimate the amplitude of the surface albedo for MFRSR channels 2 through 5 (500, 615, 670 and 870 nm). Although downward viewing Multifilter Radiometers (MFR) located on 25 and 40-meter towers are available at the Central Facility to provide estimates of the surface albedo, these observations are highly localized and cannot account for the variable nature of the surrounding landscape. Hence we solve for the spatially average surface albedo of the site through an iterative process using SBDART. We use the cloud optical thickness as derived in section 2.2.2.1, and adjust the model albedo until the model surface downwelling irradiance matches the observed. This process is repeated for each day to provide reference points for modulating the amplitude of the surface albedo's overall spectral shape provided by the SSFR. Since the aircraft is flying at an altitude of near 200 m, we use SBDART to remove the effects of the intervening atmosphere. To extend the spectrum from the data provided by the SSFR (0.4 to 1.1 mm), spectral measurements of wheat from the ASD taken during a subsequent experiment at the CART site are used. This spectral shape (although not amplitude) of the wheat most closely resembles that produced by the SSFR. To fill gaps where the atmosphere is highly absorbing and to extend the spectrum out to 4.0 mm, we use a spectral library mixture of grass (50%) and sandy loam (50%). The final composite spectral albedo for each day is presented in Figure 5 .
[26] Broadband albedos (total and near-IR) are obtained from the SB3D model computations of the spectral surface downwelling and upwelling surface irradiances and integrated using the broadband filter functions of the RAMS instruments. Over a little more than three weeks, the surface albedo undergoes substantial change as a result of alterations in near-infrared reflectance of vegetation. By 29 March, the broadband albedo of 0.181 (near-infrared = 0.338) has increased from an earlier value of 0.155 (near-infrared = 0.265) estimated for 3 March.
Results
Sampling
[27] For the observed and simulated results, the cited values previously discussed portray the mean values for when the aircraft is within 2.5 km of Central Facility. The width and location of the bars displayed in Figure 6 represent the sampling times and relative number of observations used for the averaging. Ideally, all observations should be used, but periods exist when the downwelling irradiance measured at the aircraft deviates strongly from a curve describing the cosine of the solar zenith angle. These deviations occur for various reasons (e.g., cirrus above the aircraft) and are removed from the analysis. The results of this filtering provides a very good set of sampling points for 29 March, a reduced set for 3 March, and a poor set for 21 March.
Aircraft Downwelling Irradiance
[28] Throughout the analysis, fractional values (i.e., absorptance, transmittance, and albedo) are normalized by the downwelling irradiance at the aircraft altitude. However, to support this normalization the observed and simulated downwelling fluxes are compared (Figure 7) . The downwelling irradiance at flight level has been filtered and corrected for aircraft roll and pitch by the instrument mentors. Small variations in the plots can be attributed to these corrections. The large dips shown for 21 March are caused by cirrus located above the aircraft. The average values and percent deviation between the modeled and observed sampled fluxes are provided in Table 2 . There is excellent agreement between the modeled and observed fluxes. In all cases, the CM-22 downwelling irradiance is less than the RAMS, but by not more than 11 W m À2 on the average, or less than 1%. The simulated fluxes fall between the observed fluxes with a maximum deviation being less than 1%. For the near-infrared the maximum difference is less than 0.5%.
Albedo, Transmittance, and Absorptance Comparison
[29] The observed and theoretical total, near-infrared and visible broadband apparent (and true for the theoretical) shortwave absorptance, albedo and transmittance are listed in Tables 2 and 3 . Also included are the absorption (in W m À2 ) and the difference between the modeled and observed absorption. For consistency, this latter value is derived as the observed minus modeled absorptance multiplied by the simulated true absorption.
[30] For the 3 March cloud field, the FSBR data is unavailable. The TSBR apparent absorptance (0.197) is higher than that for the CM-22 (0.163) by about 33 W m
À2
. The CM-22 number seems low, and is the result of the cloud albedo (albedo measured at flight level) being 4% higher for the CM-22 (0.655) versus the TSBR (0.631). This disagreement is not attributable to sampling issues because the same methodology is employed for both sets of instruments. It is also not caused by filter functions, since the spectral area where the instruments differ is in a region of low solar input.
[31] While the simulated (0.654) and CM-22 cloud albedo is nearly equal, the simulated apparent absorptance is higher by about 0.017. This incongruity is caused by the CM-22 surface transmittance being 0.02 higher than the model. In contrast, compared to the TSBR, the simulated apparent absorptance is lower by 0.017. Here, the model does not agree with either the TSBR cloud albedo or surface transmittance. Interestingly, the model and SIRS transmission at the surface differ by less than 2 W m À2 .
[32] The cloud field of 21 March is contaminated by cirrus above and below the Twin Otter that are not resolved by the MMCR. Because of sampling limitations, instrument-model assessments are questionable as evident by the 9 W m À2 discrepancy between the modeled apparent and true absorption. Still, the RAMS and CM-22 observe the same cloud field making these comparisons more valid. In contrast to the finding for 3 March, the difference in cloud albedo between the RAMS (0.681) and CM-22 (0.679) is negligible. However, the CM-22 again has a higher transmittance at the surface compared to the RAMS, while the RAMS and SIRS are nearly equal. For inferred absorption, the gap between the RAMS and CM-22 has been reduced to 9 W m
. On the basis of the RAMS FSBR data, most of the total absorption (215.5 W m À2 ) occurs in the near-infrared (92%) vis-à-vis the visible (8%) spectral region.
[33] While the cloud field of 29 March also contains cirrus it is confined to the beginning of the flight and does not unduly impact the sampling strategy. The difference in the model apparent and true absorption is 2 W m À2 for the total broadband and just 1 W m À2 for the near-infrared. For the total broadband, the model shows apparent absorptance of 0.194 versus 0.212 for the CM-22 and 0.226 for the RAMS. These values equate to the model absorption being 18 W m À2 less than that derived from the CM-22 and 35 W m À2 less than that for RAMS. At the surface, the downwelling transmittance for the SIRS (0.134) and the TSBR (0.136) are consistent with the model computed transmittance of 0.132. As found for the previous days, the CM22 is higher (0.151). In the near-infrared, the FSBR and model transmittance are identical at 0.112. The broadband cloud albedo measured by the TSBR (0.662) and CM22 (0.664) are nearly the same, but substantially less than the model computed value of 0.699. The near-infrared cloud albedo shows a similar disagreement between the FSBR (0.535) and model (0.595). Since we originally iterated on the difference between the RAMS and model visible absorption to obtain t a , virtually all the discrepancy, by definition, must fall into the near-infrared spectral region.
However, this method does produce a very reasonable t a , and suggest that the visible absorption is valid. Even if we had underestimated the visible absorption, there would still be the same discrepancy in the near-infrared since the FSBR measurement is independent of the TSBR.
Discussion
Cloud Field Summary
[34] The instrumental differences from 3 March are difficult to reconcile. The cloud field for this day is highly variable and both optically and geometrically thin. Still, the structure of the cloud field cannot explain the over 30 W m À2 disagreement in the absorption between the CM-22 and RAMS. This discrepancy can be attributed to the relatively high upwelling irradiance measured by the aircraft CM-22. The CM-22's surface transmittance is also high compared to the RAMS and SIRS, or computed by the model for all the days studied. Taken alone, the RAMS result suggests enhanced absorption of about 17 W m
À2
, but the observational disagreements preclude any definitive conclusion for this day.
[35] While the cloud structure and thickness of the 21 March cloud field is more conducive for analysis, the cirrus above the aircraft causes poor sampling, and thus renders any conclusions on enhanced absorption dubious. In terms of cloud structure, sampling and consistency between measurements, we believe the cloud field of 29 March to be most reliable for comparing absorption. It is an optically and geometrically thick cloud layer with a homogeneous structure that allows for regular sampling intervals. The RAMS data are in good agreement with model estimates of downwelling shortwave at the aircraft, observed cloud albedo by the CM-22, and measured surface transmittance with the SIRS. Assuming random uncertainties of 10 W m À2 for the RAMS measurements in equation (1), the observed apparent absorption of 35 W m À2 is greater than the uncertainty of the experiment at a 2-s level. This excess absorption occurs completely in the near-infrared as inferred from the FSBR measurements. To Aircraft down is downward irradiance at aircraft measured in W m À2 . Albedo and transmittance are fractional values relative to downward irradiance at aircraft. Italic (0.01 < x 0.03), bold (0.03 < x 0.05), and bold-italic (0.05 < x) values represent absolute of observed minus model, x, relative to top of the atmosphere solar input. understand if the result for the 29 March cloud field is real, or an artifact of model simulation or experimental design, we perform a variety of sensitivity analyses.
Sensitivity Analysis 4.2.1. Sampling
[36] As discussed in section 2.1, absorption is computed when the aircraft is within 2.5 km of the Central Facility. This distance is subjective and represents a compromise between the desires to view the same portion of the cloud field from above and below while maintaining enough sampling points for sufficient averaging. When this value is selectively changed to 1, 1.5, 2.5, 5 and 10 km the impact on absorption estimates is minor. The difference between the minimum and maximum averaged RAMS minus model apparent total absorption is less than 10%.
[37] While there is some variability in the RAMS minus model apparent absorption among the individual sampling points (shaded bars in Figure 6 ), there no clear link of this variability with t. As shown in Figure 8 , both the observed and model computations show an initial increase in apparent absorption with higher t until saturation occurs. More likely, the variation is associated with photon horizontal diffusion as demonstrated in Figure 9 . Here RAMS minus model total apparent absorption versus RAMS minus model visible apparent absorption is plotted. Assuming the visible absorption to be relatively constant during the flight, then deviations in the visible indicate where horizontal diffusion is modulating the absorption signal. As shown, the locations of the largest discrepancies in total apparent absorption are associated with the largest deviations in visible apparent absorption. The points closest to the vertical zero line have total absorption values in the mid-30s lending support to the earlier estimate of the observed exceeding the theoretical absorption by 35 W m À2 .
Surface Albedo
[38] From equation (1), it is clear that the observed apparent absorption is sensitive to the value set for the surface albedo, a. To assess the impact on absorption, the near-infrared a is reduced by 25% to 0.254 and raised by 25% to 0.424. This change is applied to both the observations and model computations, entailing additional processing by the radiation code. By altering a in the model, the upwelling and downwelling fluxes at the surface and the upwelling flux at the aircraft are also modified. These changes produce a compensating effect reducing the impact on the model apparent absorption (Figure 10 ). For a reduction of a by 25%, the RAMS minus model apparent absorption decreases from 34.9 to 32.2 W m
À2
, and for a 25% enhancement the difference becomes 38.8 W m
. Hence even gross errors in our estimate of the near-infrared surface albedo cannot account for more than a minor portion of the absorption discrepancy.
Modeling Assumptions
[39] Next, we examine the RAMS minus model apparent absorptance, surface transmittance and cloud albedo (measured at the aircraft) as a function of various modeling assumptions. These differences in the total and near-infrared broadband fluxes are represented by bars in Figure 11 , with the larger bars representing greater differences between observation and theory. The first bar provides a reference and represents the fields and computation methods described in section 2.
[40] All model calculations have been based on 3-D computations within a 2-D field. To establish the sensitivity of the model to cloud structure and solar position, the model is run in an independent column and constant azimuth [41] Because of their larger size, drizzle droplets are more efficient absorbers than typical cloud droplets. However, reliably estimating the amount of drizzle contained in a cloud field is difficult. To determine the sensitivity of model absorption to drizzle, two experiments are conducted. In the first, half of the liquid water content of the cloud field (both cloud and drizzle droplets) is transformed into drizzle droplets (modal radius = 90 mm). To conserve the total cloud column optical thickness, the remaining cloud droplets are reduced in size by about one-half. In the second experiment, the liquid water content of the drizzle is increased by a factor of ten while the cloud droplets remain undisturbed from their original formulation. Here, the total amount of liquid water is greater than the reference case. For both of these experiments, it is obvious that drizzle cannot account for the difference between the observed and simulated absorption. Indeed, there is an actual decrease in model absorptance and an increase in the cloud albedo caused by the lower asymmetry factor and increased single scattering albedo of the smaller droplets above the drizzle layer. Even when the drizzle water content is increased and the cloud droplets above are untouched, the outcome is negligible. This result occurs because the large droplets have little optical thickness, and thus the chance for a photon to interact with a drizzle drop remains relatively low.
[42] On the basis of the adiabatic slope, it is generally expected that LWC and r e should be at their largest toward the top of the cloud layer. However, derived from the radar imagery of 29 March, the bulk of the liquid water and largest droplets are located in the middle of the cloud layer. To test whether gross errors in the cloud retrievals may contribute to the absorption discrepancy, the model cells are resorted. The cells with the largest droplets are placed at the top of the cloud with the remainder distributed vertically in descending order. The attributes of each cell (k e and r e ) are moved in unison while the cloud morphology is held constant. The larger cloud droplets at the cloud top do absorb more shortwave radiation. However, the higher extinction coefficient at the cloud top reduces the number of photons reaching the more abundant absorbing water vapor in the lower portion of the atmosphere. The net result is a small and surprising reduction in absorption. Even when the extinction coefficient at the top of the cloud is adjusted to allow greater transmission, the impact on total absorption is still minor (not shown).
[43] Water vapor is one of the primary absorbers in the atmosphere, and in this test the water vapor content is simply raised by a factor of three. While this change reduces the discrepancy, it does not negate it. Additionally, a 300% error in vertically integrated water vapor is unrealistic. Since many of the water vapor bands are initially close to saturation, a more reasonable approach is to alter the strength of the water vapor continuum. Spectrally, this change will have a stronger impact, but it is not enough Figure 10 . Sensitivity of RAMS (shaded bars) and model (solid bars) absorptance to changes in near-infrared surface albedo. Figure 11 . Sensitivity of RAMS minus model absorptance between ground and aircraft, albedo at flight level and transmittance at surface to various model assumptions and inputs. Solid (shaded) bars indicate differences for the nearinfrared (total). to account for solving the absorption problem [Stephens and Tsay, 1990] .
[44] Thus far, changes have been made only to model input and operation. Here we alter the optical properties of the cloud droplets. While there is no physical rationale for these changes, it is of interest to determine if the gap between the observed and theoretical estimates of absorptance, albedo and transmittance can be simultaneously reduced. For the first test, the cloud droplet co-albedo (1 À w 0 ) is multiplied by a factor of four. The result is a closure in absorptance gap, but an increase in the discrepancy between the observed and model transmittance. For the next experiment, the optical properties of the cloud droplets are replaced with the optical properties of droplets 3.75 times as large while their physical size is held constant. Thus the macro properties of the cloud field and computational method are exactly the same as for the reference simulation, but the cloud droplets now have a larger coalbedo and asymmetry factor. The outcome is now a virtual match between the RAMS observations and theoretical estimates of absorptance, albedo and transmittance.
Conclusions
[45] We have demonstrated that for the most reliable day (29 March) when the cloud field is thickest and most homogeneous, sampling is optimized, and measurements by the RAMS are the most consistent, that the observed apparent absorption in the atmosphere between the surface and 7 km is 35 W m À2 greater than our theoretical computations. For the CM-22 on that same day, where we have less confidence in the surface downwelling measurements, the difference is about 18 W m
À2
. While result for the CM-22 is not outside experimental uncertainties, we believe that the finding for the RAMS cannot be explained alone by the quoted uncertainties of the instruments or the sampling procedures employed in this experiment.
[46] Similar to the findings of Kondratyev et al. [1998] , we find no anomaly in the visible spectral region once aerosols with modest absorbing properties are included in the model calculations. From the sensitivity analysis, we are unable to discern any source of the discrepancy in the nearinfrared spectral region from the sampling procedure, the theoretical approach or model inputs. To match the observed absorptance, albedo and transmittance with model computations simultaneously, we must modify the droplet optical properties in a nonrealistic manner that is inconsistent with present theory or observations.
[47] Interestingly, our basic conclusions for ARESE II are very similar to our findings for ARESE I [O'Hirok et al., 2000] . We believe the reduction of the discrepancy in the total absorption from approximately 100 W m À2 found in ARESE I to a value between 18 and 35 W m À2 for ARESE II is related to observational issues rather than an improvement in theoretical understanding. While the absorptance for ARESE I occurs between the two aircraft altitudes of 0.5 and 13 km rather than between the surface and 7 km for ARESE II, the simulated value for the ARESE I 30 October case (0.192) nearly matches that of the ARESE II 29 March cloud field (0.194).
[48] Unfortunately, the two experiments each provided just one reliable thick overcast case suitable for analysis.
Hence any definitive solution to problem of cloud absorption is still premature. Both ARESE I and II experiments show that to reconcile observations with theory, cloud droplets must have optical properties similar to droplets with sizes three to four times as large as inferred in the cloud retrievals. This outcome and similar results [e.g., Twomey and Cocks, 1982; Wiscombe et al., 1984; King et al., 1990 ] imply that we do not yet have a complete understanding of near-infrared absorption by cloud droplets and suggest the need for further experiments that include simultaneous in situ measurements of the physical, chemical and radiative properties of cloud droplets, an increase in the number of cloud fields examined, and more exact measures of their radiative fluxes.
