Emission inventories serve as crucial input for atmospheric chemistry transport models. To make them usable for a model simulation, they have to be pre-processed and, traditionally, provided as input files at discrete model time steps. In this paper, we present an "online" approach, which produces a minimal number of input data read in at the beginning of a simulation and which handles essential processing steps online during the simulation. For this purpose, a stand-alone Python package "emiproc" was developed, which projects the inventory data to the model grid and generates temporal and vertical scaling 5 profiles for individual emission categories. The package is also able to produce "offline" emission files if desired. Furthermore, we outline the concept of the online emission module (written in Fortran 90) and demonstrate its implementation in two different atmospheric transport models, COSMO-GHG and COSMO-ART. Simulation results from both modeling systems show the equivalence of the online and offline procedure. While the model run-time is very similar for both approaches, disk storage and pre-processing time are greatly reduced when online emissions are utilized. 10 1 Introduction
. Flow chart of the emission pre-processing for both offline and online approaches as implemented in COSMO-GHG/ART. Dark grey parallelograms represent data (input or output). Blue rectangles are processing scripts. Start and end points are represented by ovals.
Emission pre-processing
For the pre-processing of the input data required by COSMO, a separate Python-based tool named "emiproc" has been developed. The tool provides the mapping of gridded emission inventories to any desired COSMO grid (latitude-longitude grid with a rotated pole) or regular latitude-longitude grid. Other projections could be implemented easily. It also generates the temporal and vertical profiles needed for the online computation of emissions. If desired, the tool is able to generate offline emissions, 5 which may be useful for users if no online emission module is implemented in their model.
The overall workflow of the emission pre-processing is illustrated in Fig. 1 for both approaches. In case of offline emissions, an additional step is required for the interpolation to the vertical grid of COSMO, which is executed by the official COSMO preprocessing tool int2lm http://www.cosmo-model.org/content/model/documentation/core/int2lm_2.05.pdf. Int2lm also merges the emission fields with other COSMO inputs such as initial and boundary conditions and ensures proper formatting of the 10 files.
Gridded emission inventories
Emission inventories of greenhouse gases and air pollutants are usually provided as annual 2D gridded fields per source category (e.g., traffic, industry, residential, agriculture) (Kuenen et al., 2014; Janssens-Maenhout et al., 2017; Crippa et al., category s and time t is generally given by w X,s (t) = w X,s,h (h(t)) · w X,s,d (d(t)) · w X,s,m (m(t))
(1)
where w X,s,h , w X,s,d and w X,s,m are diurnal, day-of-week and seasonal scaling factors, respectively. The three scaling functions have a mean value of 1, such that the mean value of all scaling factors applied to a full year of data is one (or very close to one). The step functions h(t), d(t), and m(t) are the hour of the day, the day of the week, and the month of the year 5 corresponding to the continuous time t, respectively. The emission of X at time t is thus
where E X,s is the annual mean emission flux of X of source category s (which is the basic field usually provided by an inventory), and n is the total number of source categories. This formula is applicable to an emission from a single grid cell or to a complete 2D emission field; i.e. E X and E X,s may be 2D fields. The functions may further depend on the country of the 10 source. In that case, a further summation over countries is needed in combination with country masks. Our Python package and online emission module support country-specific time functions.
With this approach, real trace gases such as CO 2 can be simulated but also idealized tracers representing only a subset of sources, for example a tracer representing only traffic CO 2 emissions, by only summing over a subset of source categories in Eq.
(2).
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Emissions do not only occur at the surface but should be treated in 3D (Bieser et al., 2011b; Brunner et al., 2019) . This is particularly true for elevated emissions from power plants or air traffic. Idealized vertical scaling functions v s are available for anthropogenic emissions, which distribute the emissions from a source of category s over a discrete set of geometric vertical layers (altitude relative to ground). The scaling factors add up to 1 when summed over all vertical layers. Examples are given in the Supplement. The emission of the simulated tracer X at time t and in vertical layer k is then given as
The vertical profiles do not depend on time t in the current implementation of the module. This could be implemented in the future, for example to account for meteorology-dependent plume rise of emissions from power plants.
Speciation
The chemical compounds simulated in COSMO-ART include species for which inventories provide direct emission strengths 25 (e.g. SO 2 or NH 3 ). However, for other species, the inventories only provide aggregated information for a family of compounds. This is the case for NO x (sum of NO and NO 2 ), NMVOCs, and particulate matter with a diameter of less than 2.5 µm (PM 2.5 ) and 10 µm (PM 10 ) (sum of various organic and inorganic aerosol compounds).
Therefore, to compute the emission of an individual compound simulated in the model, chemical speciation factors have to be applied to the total mass of the family. These speciation factors are specific for different source categories, since, for 30 example, the composition of NMVOCs, PM and NO x emissions is different for traffic and residential heating. Furthermore, the speciation factors depend on the specific chemical mechanism applied in the model, which determines the mapping between real and model-simulated species.
Starting from Eq. (3), the emission of species X at vertical level k additionally accounting for source speciation factor f is given by
Mapping to COSMO grid
All emission data need to be mapped onto the simulation grid, which in case of COSMO is a rotated latitude-longitude grid.
Such a mapping is not trivial, since simple interpolation is not mass-conservative, whereas conservative nearest neighbor methods may lead to undesired stripes or other discontinuities. In order to avoid such issues and to accurately conserve mass, 10 we determine for each grid cell of the inventory the cells of the COSMO grid intersecting it, compute the areas of intersection, and store the ratios between intersected and total area of the cell. Finally, for each model grid cell, the emission contributions of all computed intersections weighted by the corresponding ratios are summed up. A minor caveat is that the area of intersection is computed in degree 2 instead of true geometric areas. We found this to be an acceptable approximation with errors of less than 0.1% for inventory grid cells of dimension 0.1 • x 0.1 • at up to 60 • latitude.
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3 Implementation in COSMO-GHG and COSMO-ART
The online module was implemented in two extended versions of COSMO, COSMO-GHG developed for the simulation of passive tracers (e.g. greenhouse gases), and COSMO-ART for reactive trace gases and aerosols. An early version of the COSMO-GHG extension was developed in the CarboCount-CH project (Liu et al., 2017) . It was built atop a generic tracer module, which was introduced in COSMO version 5.0 to enable a flexible definition of tracers with specific properties defined 20 by their metadata (Roches and Fuhrer, 2012) . In the standard weather prediction version of COSMO it is used for the advective, convective and turbulent transport of all moisture tracers (water in the gas phase and in different hydrometeor phases). However, the life cycle of a tracer usually involves also other aspects not considered in COSMO such as emissions or removal from the atmosphere. In the GHG extension, emissions can be supplied in the form of 2D surface fluxes or 3D volume emissions. To activate the GHG extension, COSMO has to be compiled with the -DGHG flag to enable the #ifdef GHG directives. Table   25 1 summarizes those interfaces to the GHG extension, including subroutine calls and number of #ifdef directives in the COSMO code.
Recently, the standard, CPU-based (Central Processing Unit) COSMO version released by the German Weather Service has been fully ported to GPUs (Graphics Processing Unit) . This efficient GPU-enabled code, called COSMO-POMPA (Performance On Massively Parallel Architectures), is used operationally by the Swiss Federal Office of Meteorology 30 and Climatology (MeteoSwiss) for daily weather forecasting. COSMO-POMPA has been integrated into the latest official COSMO release 5.6a, which can be compiled for both CPU-und GPU-based systems. In order to benefit from the high efficiency of the GPU-enabled code, the GHG extension was ported to GPUs in the framework of the project SMARTCARB (Brunner et al., 2019) . The porting was done using OpenACC compiler directives, which is a high-level approach to offload compute-intensive parts to a GPU accelerator . The same approach was employed for the porting of the online emission module. Since COSMO 5.6a can be compiled for both CPU-and GPU-based platforms, the GHG-extension and the online emission module had to be programmed in a way that they 5 can be executed on both platforms as well. Depending on the chosen platform, code sections related to OpenACC directives are included or excluded from compilation based on #ifdef _OPENACC compiler directives.
COSMO-ART was developed at the Karlsruhe Institute of Technology for the simulation of air pollutants and their interactions with meteorology (Vogel et al., 2009; Knote et al., 2011) . The ART extension makes use of the same generic tracer mechanism implemented in COSMO, but adds an additional layer (a structure art_species) allowing for a more compre-10 hensive definition of tracer properties such as molecular weight, initial and boundary values, deposition properties and so on.
For each ART species, a corresponding tracer is generated and dynamically allocated in memory. The position of the associated tracer is referenced by an index in the art_species structure. Because the ART extension has not yet been ported to GPUs, COSMO-ART does not run with COSMO 5.6a but with an older release 5.1.
Basic framework for online emission processing in COSMO 15
The main philosophy is to read in all input data required for the online emission module only once at the start of the simulation.
These data include annual mean sector-specific 2D emission fields E X,s as well as the temporal, vertical and speciation profiles.
During the simulation, these profiles are applied online to update the hourly emissions for each species according to equations 1-4. In order to implement new tracers flexibly, TRACER groups were added to the INPUT_GHG namelist file. A subset of the possible entries (members) of the TRACER group is presented in Table 3 and an example with a complete list of entries is given in the Supplement. For the online emission module, the definition of the TRACER group was extended with the following parameters:
1. A new possible value for the switch itype_emiss, which needs to be set to 2 to activate online emissions for this tracer.
2. A list tag ycatl listing the categories s considered as sources of the tracer.
3. A list tag ytpl listing the temporal profile used for each element of ycatl.
4.
A list tag yvpl listing the vertical profile used for each element of ycatl. At the start of a simulation, the online emission module reads in the emission fields and the temporal and vertical profiles from the following netCDF files generated by the Python tool (full paths of the files have to be specified in the namelist file 15 INPUT_GHG or INPUT_OAE, see Table 2 ):
1. gridded_emissions_nc: 2D gridded fields E X,s of tracers X for all source categories s contributing to emissions of X directly on the COSMO grid. The netCDF variable names need to be identical to the category names s listed in ycatl. This file also contains a corresponding 2D country mask, which is an integer field with each grid cell being assigned the number of the country that has the largest fractional area. Temporal profiles are arrays with the two dimensions time (e.g. 24 different hourofday in case of a diurnal profile) and
country. If no country-specific information is available or desired, a uniform country mask with a single value for the whole 30 9 https://doi.org/10.5194/gmd-2019-328 Preprint. Discussion started: 10 January 2020 c Author(s) 2020. CC BY 4.0 License. 
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Modifications to the COSMO-GHG and COSMO-ART codes 5
In order to enable the computation of online emissions as an alternative to the default offline reading of emission files, the greenhouse gas module of COSMO-GHG (m_online_emissions.f90) was extended with new structures to store the information on temporal and vertical profiles and the annual mean sectorial emission grids. The arrays for temporal profiles and the emission grids are dynamically allocated as they depend on the tracer type. The information from the netCDF files is read at the beginning of the simulation. The vertical scaling factors, which are defined for layers above ground of fixed vertical are read in as described in Sect. 3.1. For every tracer with online emissions, the gridded emissions, the scaling factors (temporal and vertical), as well as speciation values, are collected in a data structure that associates this information with the location of that tracer in the art_species structure. Then, at hourly intervals during the run, the emissions are calculated and written 20 into the corresponding array in art_species. Because this replaces the assignment of emissions read in from external files to the same array as done in the standard offline version, no further changes to other modules are required. It is even possible to mix on-and offline emissions in a simulation run, such that emissions of certain tracers are read in, while others are calculated.
Practical examples
Merging of inventories 25
For regional scale simulations it is often desired to merge different inventories covering different regions, e.g. nesting the high-resolution Swiss national inventory into the coarser European inventory of TNO. Two different approaches have been implemented in the Python tool to tackle this use-case. For both approaches, the different inventories have to be mapped individually to the model grid using the Python tool as a first step. Afterwards, the inventories may be merged using a country mask by overwriting the data of the coarser inventory with the data from the high-resolution one for all grid cells corresponding 30 to the selected country (or region). A simpler approach is to make use of the fact that temporal profiles can be country-specific.
To merge the two inventories during the online processing, the hourofday profile for the coarse inventory can be set to 0 for the country covered by the high-resolution inventory and vice versa for the high-resolution inventory.
A comprehensive online emission processing tool for atmospheric composition simulations was presented and demonstrated for two atmospheric transport models, COSMO-GHG and COSMO-ART. The tool is composed of a standalone Python package as well as a model-specific Fortran 90 module, which was integrated into the two models. The Python tool prepares the input for the simulation (a small set of netCDF files), which consists of gridded emission maps per source category (projected to 5 the model grid), and temporal and vertical emission profiles. The Fortran 90 module reads these inputs at the beginning of a simulation and updates the 3D emissions for each simulated tracer at regular (e.g. hourly) intervals taking into account the The Python package is independent of the specific model implementation and is also able to generate hourly emission fields for models using the traditional offline approach. The Fortran 90 module, in contrast, was specifically designed for the two COSMO variants and will have to be adapted for other model systems.
5
The online approach greatly simplifies the setup of new model simulations, since a single set of a few input files is sufficient for all simulations on a given model grid irrespective of the simulated time period. In comparison to the offline approach, where a large number of emission input files has to be generated for a simulation, this reduces the storage requirements by orders of magnitude.
The performance of the online and offline approaches was compared in two test simulations conducted with COSMO-GHG 10 and COSMO-ART, respectively. In both cases the total computation time was almost identical, suggesting that the additional time required for computing hourly emissions online within the model could be compensated by the reduced time spent on I/O. The time required for data pre-processing was not analyzed, but was clearly much lower for the online approach. Both approaches produced almost identical concentration fields demonstrating their equivalence, with tiny differences attributable to floating point truncation errors.
15
The online emission approach was successfully introduced in all our COSMO-based model systems and, owing to its flexibility and reduced storage and data pre-processing requirements, greatly simplified our daily working procedures. The Python package is a valuable tool on its own, as it is independent of the specific model system, can be applied in combination with several popular emission inventories, and offers an accurate mass-conserving method for mapping emissions to a given model grid.
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Code and data availability. The Python package "emiproc" for emission pre-processing is publicly available through the C2SM GitHub 
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