We present a method to identify the parameters of a state space model for a mu-plus-linear discrete event system from input-output sequences. The approach is based on recasting the identification problem as an optimization problem over the solution set of an extended linear complementarity problem. Recently, we have shown that such a problem can be solved much more efticiently than previously by using a mixed integer programming approach. The resulting algorithm allows us to identify a state space model of a max-plus-linear discrete event system from input-output data. This method works for both structured and fully parameterized state space identification. In addition, we also obtain an estimate of the state sequence.
1 Introduction 1.1 Overview A discrete event system (DES) is a dynamic, asynchronous system, where the state transitions are initiated by events that occur at discrete time instants. Typical examples of DES are flexible manufacturing systems, telecommunication networks, parallel processing systems, traffic control systems, and logistic systems. There exist many different modeling and analysis frameworks for DES such as Petri nets, finite state machines, automata, languages, process algebra, computer models, etc. In this paper we consider the class of DES with synchronization but no concurrency. Such DES can be described by models that are "linear" in the max-plus algebra [ I] , and therefore, they are called maxplus-linear (MPL) DES.
One of the main advantages of an analytic max-plusalgebraic model of a DES is that it allows us to derive some properties of the system (such as the steady state behavior) fairly easily, whereas in some cases brute force simulation might require a large amount of computation time [I] . In addition, the analytic model can be used in a modelbased control setting to compute optimal input sequences for a given DES. In [8] we have developed a model predictive conuol (MPC) approach for MPL DES that uses a state space model of the DES to predict the future behavior of the system. MPC uses a moving horizon approach in which the model of the system is regularly updated as new measurements become available. Hence, an efficient on-line identification procedure is required.
If we want to use a model for control and other purposes, we have to be able to determine the parameters of the model. Most identification methods for MPL DES use a transfer function approach [3, IO] . One could argue that an identified transfer function description can be transformed into a state space model, but then the connection with the physical structure is usually lost'. Futthermore, compared to transfer functions slate space models have certain advantages: they explicitly take the initial state of the system into account, they can reveal "hidden" behavior such as unobservable unstable modes, the extension from SISO to MIMO is more intuitive and elegant for state space models, and the analysis is often easier. In addition, the MPC framework of [SI requires a state space model. Therefore, we focus on state space identification for MPL DES.
In U3, 141 a state space identification method has been derived in which the internal structure of the system is assumed to be completely known and the state is assumed to be measurable. In this paper, we assume that only inputoutput sequences are available (i.e., we do not require measurements of the (full) state of the system'). In addition, our method can also be used for fully parameterized state space identification (i.e., when the internal structure of the system is not known). Furthermore, the proposed identification method also yields an estimate of the state sequence.
Max-plus-linear discrete event systems
Addition and maximization are the basic operations of the max-plus algebra. Due to the analogies between conventional algebra and max-plus algebra [I] , these operations are also called max-plus-algebraic addition and multiplication, and denoted by @and @ respectively: xfBy=max(x,y) and x @ y = x + y for x,y E R, = RU {--}. Define E = --_ Note that E is the zero element for @ (i.e., x@ E = x for all x E W,) and that it is absorbing for 6 3 (i.e., X @ E = E for all x E Re).
For matrices A , B E RFxn and C E R2"P we can extend the DES with synchronization but no concurrency can be modeled using the operations maximization (corresponding to synchronization: a new operation starts as soon as all preceding operations have been finished) and addition (corresponding to durations: the finishing time of an operation equals the starting time plus the duration). This leads to a description that is "linear" in the ma-plus algebra [l]:
with A E W?", B E R2Xm, C E WFn, and with n the system order, and m and I the number of inputs and outputs. Systems that can be described by the model (1)- (2) group at least one inequality should hold with equality (i.e., the corresponding surplus variable is equal to 0).
In general, the solution set of the ELCP consists of the union of a subset of the faces of the polyhedron defined by (3)-(4). 
I€@,
where #$i denores the number of elements of the set yields a solution of ?he ELCP and vice versa.
Remark 1.2 Asuflcient condition for the surplus variables of the inequalities of the ELCP to be bounded is that the feasible set of the ELCP is bounded. In general, upper bounds for the surplus variables over the feasible set can be computed efficiently using a linear programming (LP) problem:
If any of these LP problems yields an unbounded objective function, then the ELCP does not have a bounded feasible set and then the condition of Theorem 1.1 does not hold.
If we know upper bounds xoPp and lower hounds for the components of x, e.g., as a consequence of physical or other constraints or because of additional information that is available, then we can even more efficiently compute upper hounds for the surplus variables over the feasible set as 
Problem statement Suppose that for a given MPL DES of the form (1)<2)
we have an input-output sequence {(uk,y(k)}f=,, and that we want to identify the system matrices A, B, and C from this sequence. We make the standard assumption of system identification that all modes of the system are observable and that the input-output sequence is sufficiently rich to capture all the relevant information about the system (see also [141). For the sake of simplicity of notation we assume that the given system is SISO. Note, however, that the extension to the MIMO case is straightforward.
Solution
First, we suppose that the internal structure of the system that we want to identify is known. In that case we know which entries of the system matrices contain process and/or transportation times and which entries are equal to E (see, e.g., [I] or Section 3 for an illustration). This implies that both the size and the structure^ of A, E and Care known.
Now we consider the following estimation model: 
A,nin. Bmm. Clh, ~~( 0 ) and A,.,, E , , .
C,,, &,(O).
where unknown bounds correspond to -m and m entries in
The E-structure of the system matrices4 can be specified by setting the corresponding entries of A,,, E,,,,, C,, (and of A,,, E-, C-) equal to E = -m. Define
Since we want to minimize the difference between the measured and the estimated output we define the following MPL stale space identification problem to determine the optimal estimates of the system matrices: subjectto(11)-(12) fork= I, ..., Nand(13)-(14).
Remark 2.1 A given input-output behavior of an MPL system can be represented by several choices of the system matrices A, E , C. This implies that the solution of the MPL state space identification problem defined above will not be unique since in this problem only the input-output behavior is taken into account. A very important difference between conventional linear systems and MPL systems is that for linear systems the set of all equivalent state space realizations can be characterized via similarity transformations, whereas this does not hold for MPL systems (see, e.g., 161). Furthermore, to the authors' best knowledge there are currently no
'The E-rwcNre of a maaiX details which entries are equal to E and which entries are finite, without giving specific values for the laner ones.
'When solving the optimization problem that correspondr to the MPL state space identification problem. the E entrier specified by the E-structure of the system mavlces can be removed Immnediately since these envies do not conuibute to the left-hand side of ( I 1)ilZ).
analytic characterizations of the set of all equivalent state space realizations of an MPL system.
In conventional system identification this uniqueness issue is usually addressed by selecting a canonical form for the state space model [I I ] , or by using a projection in the parameter space 1121. In the MPL setting there are no canonical forms due to the lack of a characterization of the set of all equivalent state space realizations, and only few results are available in connection with projections in the ma-plus algebra (see, e.g., [4] ). Nevertheless, by imposing the Estructure of the system matrices we can decrease the degree of non-uniqueness. Moreover, we often know bounds on the entries of the system matrices based on physical insight or additional information (cf. (l3)-(14) ). Furthermore, in on-tine adaptive applications we could add a term to the objective function that minimizes the deviation between the current and the new estimates. One approach for solving the MPL state space identification problem consists in computing the parametrized solution set of the ELCP (cf. [SI) corresponding to ( l l t ( 1 4 ) and then optimizing the objective function over. the parameters of this solution set. However, except for small-sized problems the computational requirements of this approach are too high. Therefore, we will use Theorem 1.1 to reformulate the ELCP as a mixed integer feasibility problem and combine that with the objective function to obtain a mixed integer quadratic programming problem, for which recently efficient solvers have been developed [2, 91.
In order to be able to apply Theorem 1.1 we have to show that the surplus variables of the ELCP are bounded from above over the feasible set. We will do this by showing that the variables of the ELCP are bounded (cf. (IO) ). Note that we only have to consider the non-& entries of A, B and e since the E entries do not contribute to the expressions for the entries of the state and output vector (cf. Footnote 4).
Since we assume that all relevant dynamics of the system are captured by the given input-output sequence (i.e., there are no unobservable modes), and since all finite entries of the estimated system matrices should be nonnegative (due to their physical interpretations as sums or maximums of process times), it follows from ( l l t ( 1 2 ) that In combination with (15) this implies that the entries of are also bounded from above and from below.
Since we assume that are no unobservable modes, and since the maximum dwelling time in the system is d-, we have' system order of an MPL DES from input-output data in the case of noise or model structure mismatch. Therefore, we first assume that a reasonable estimate of the system order is available (e.g., based on physical insight or based on partial knowledge about the system). If such an estimate is not available, we can determine an upper hound for the system order and then use a binary or enumerative search procedure in combination with the above identification approach to ohtain a system order that yields the best trade-off between fit of the output and size of the system matrices.
Similar to the reasoning made in Section 2.2 it can be shown that in this case we can also use the transformation into a mixed integer optimization problem to obtain an estimated state space model of the given system. The constraints of this problem can also be recast as an ELCP, and it can thus also be solved using a mixed integer quadratic programming method. The ELCP of the alternative MPL state space identification problem will have less variables but more equations than the ELCP of the original MPL state space identification problem. In general, it is quite difficult to make hard claims which of the ELCPs can be solvedmostefficiently. Thisisatopic for futureresearch.
Worked example
Consider the production system of Figure 1 . This manufacturing system consists of three processing units: PI, P2 and P,. and works in batches (one batch for each finished,product). Raw material is fed to PI and P2. processed and sent to P3. where assembly takes place. Note that each input batch of raw material is split into two parts: one part of the batch goes to PI and the other part goes to P2.
The processing times for PI, Pz and P3 are respectively d,, d, and d3 time units. We assume that it takes I, time units for the raw material to get from the input source to PI. and time units for a finished product of PI to get to P3. The other transportation times are assumed to be negligible. At the input of the system and between the processing units there are buffers with a capacity that is large enough to ensure that no buffer overflow occurs. A processing unit can only SM working on a new product if it has finished processing the previous one. We assume that each processing unit starts working as soon as all parts are available. Now we write down the mar-plus-algebraic state space model of this DES. First, we determinex,(k). i.e.. the time instant at which processing unit PI starts working for the kth time. If we feed raw material to the system for the kth time, then this raw material is available at the input of processing unit PI at time t = u(k) + I i . However, PI can only starl working on the new batch of raw material as swn as it has finished processing the currens i.e. the (k -l)th, batch.
Since the processing time on PI is d, time units, the (k-I)th intermediateproductwillleaveP, attimer=xl(k-l ) + d l .
Since PI starts working on a batch of raw material as soon as the raw material is available and the current batch has left the processing unit, this implies that we have x,(k) = max ( x , ( k -1) +d,, u(k) +t, ) .
Using a similar reasoning we find 
If we rewrite the above evolution equations as an MPL state space model of the form (1)- (2), we obtain
Assume that the nominal values of the processing and transporcltiontimesaregivenbydi=10,d2= l l , The corresponding output signals for nominal and perturbed processing and transportation times are plotted in Figure 2 .
Now we use the transformation into mixed integer quadratic programming problem to obtain estimates of the system matrices. First, we explicitly impose the E-structure of the system matrices. This yields overload the plots, we have selected this value.
practice. much higher d u e s will be used fmN, but in order not to I . .!
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Figure 3: The difference between the estimated and measured output signals for structured identification, parameter identification, and fully parameterized identification. with an error of 3.89. Note that this realization has no physical meaning or any clear relation with the structure of the system anymore.
Conclusions and further research
We have presented a method to identify max-plus-linear state space models of discrete event systems from inputoutput data. This method does not require measurements of the state -although (partial) state measurements can easily be taken into account, -and it works for both structured and fully parameterized state space models. In order to solve optimization problem that corresponds to the maxplus-linear identification problem we have transformed it into a mixed integer quadratic programming problem. Topics for future research include: development of more efficient algorithms for max-plus-linear state space identification, further investigation and comparison of the computational requirements of the ELCPs with and without state estimates, and development of methods to obtain good estimates for the system order based on input-output data.
