A mimetic porous carbon model is generated using quench molecular dynamics simulations that reproduces experimental radial distribution functions of activated carbon. The resulting structure is composed of curved and defected graphene sheets. The curvature is induced by nonhexagonal rings. The quench conditions are systematically varied and the final porous structure is scrutinized in terms of its pore size distribution, pore connectivity, and fractal dimension. It is found that the initial carbon density affects the fractal dimension but only causes a minor shift in the pore size distribution. On the other hand, the quench rate affects the pore size distribution but only causes a minor shift in the fractal dimension.
I. INTRODUCTION
Materials with pores in the nanometer scales possess many unusual properties, such as extremely large surface area, preferential adsorption, and tunable surface chemistry, and thus have applications in many areas such as catalysis, molecular separation, and energy storage/conversion. It is of great interests from both industrial practice and basic science research to develop a fundamental understanding of thermodynamic as well as kinetic effects of confinement by nanopores. The advance of such understanding relies heavily on the molecular-level knowledge of the porous structure according to the structure-property paradigm. However, unlike crystalline materials, in which case the long range ordering permits accurate structural determinations by diffraction techniques, many porous materials including nanoporous carbon are disordered in nature, thus only limited structural information can be extracted from experimental techniques. Consequently, as of now, a molecular model of nanoporous carbon can not be constructed that is based solely on experimental data.
Computer simulation techniques provide an alternative way to tackle this problem. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] It has been an active research area that utilizes a wide range of simulation techniques to study nanoporous materials. The models built ranges from simple slit-pore model 10, 17 that consists of separated parallel planar graphite layers to realistic models with full spatial and chemical complexity. 1, 3, 7, 8 The existing body of works can be loosely classified into three categories. The first type is the construction method that creates porous models by aggregating certain basic building blocks. 1, 3, 16, 18, 19 The choices of the pool of the building blocks as well as the design of the algorithm to connect those building blocks are not trivial and require a detailed knowledge of the chemistry of the system. This method suffers from the lack of uniqueness among other deficiencies as discussed in details in recent reviews. 3, 20 The second type of approach is the reconstruction method that is essentially an optimization procedure to minimize the difference of certain structural signatures between the atomistic model and the experiments. Reverse Monte Carlo 21 ͑RMC͒ is the most popular algorithm employed in this regard. 7, 12, 14, 15 The early approach can lead to physically unrealistic local structures such as three-member rings in porous carbon models. 15 The latest work along this line often involves additional energy constraints from empirical force fields which put this method on a firmer physical ground. 7, 14 Notably, Gubbins et al. have developed a hybrid reverse Monte Carlo method ͑HRMC͒.
7 HRMC combines the reverse Monte Carlo with the Metropolis Monte Carlo method that employs an accurate bond-order carbon potential. 22 The resulting structural model has the correct chemistry, density, and structural signature without undesirable three-or four-member rings. However, the accuracy of the porous carbon model from reconstruction methods is limited by the experimental input. For instance, structural information obtained via x-ray diffraction ͑XRD͒ as well as small angle x-ray scattering ͑SAXS͒ techniques is more pronounced in the short range while long range signatures are often smeared out due to averaging. Therefore, HRMC using radial distribution functions ͑RDFs͒ from XRD is more appropriate to study micropores than mesopores. HRMC also suffers from the nonuniqueness 3 that the final structure seems to be very sensitive to the choice of the initial structure.
14 The third type of methods is the mimetic approach that simulates the actual synthesis process of the porous sample. Such model is apparently the most physically sound but is also the most difficult to generate. This is because the complexities of the reactants, reaction mechanisms, and experimental procedures are still well beyond the current computational capability. As a result, past works using a mimetic approach focus on model systems that are subjected to highly simplified synthesis processes. 2, 4, 23, 24 Templated mesoporous models have been obtained in simulating phase separation of surfactant-solvent systems via lattice Monte Carlo. 23, 24 However, the representation of silica by discrete lattice is reasonable only in the mesoscale not in the atomic scale. Gelb and Gubbins also introduced a porous structure from phase separation of a binary Lennard-Jones alloy using quench molecular dynamics simulations. 4 The resulting porous model has similar pore size distribution and surface areas as the controlled-pore glasses. However, the atomic packing of the Lennard-Jones particles is significantly different from that of silica. Therefore, the exposed surfaces of the pore walls do not have the correct atomic configurations which in turn affect its adsorption behaviors. A more realistic approach has been undertaken recently to model nanoporous silica aerogels, 2 where the condensation reactions of silicic acid molecules have been simulated using a charge-transfer three-body reactive potential. 25 In this work, a mimetic method to prepare porous carbon samples using quench molecular dynamics ͑QMD͒ is described. A new carbon force field is devised to model the growth process of porous carbon networks in a computationally efficient manner. The functional form and the potential parameters are chosen to reproduce one of the well-studied porous saccharose cokes ͑termed CS1000a͒ that has been pyrolizing at 1000°C then heat treated in an atmosphere of CO 2 for 20 h. 6 This porous sample is closest to the simulation system here because it is an activated form of carbon with little hydrogen or oxygen. The resulting porous model consists of mainly curved graphene sheets that agree with high resolution transmission electron microscopy ͑HRTEM͒ images. 26 Using the same potential, we have also modeled two additional porous saccharose cokes 15 ͑CS400 and CS1000͒ by tuning the initial density and quench rate to obtain the correct density and structural signatures. These two porous samples have different pyrolizing temperatures at 400 and 1000°C and they are not being activated. CS1000a from QMD method has excellent agreement with experiments in terms of RDFs. Although some deviation is expected for CS1000 and CS400, the match to experimental RDF in both cases is reasonably well. The porous structure has then been characterized structurally via a number of analysis procedures. The structural signatures are compared to those from the HRMC method 7 ͑carbon-only models͒ that intends to model the same set of experimental porous samples. Another motivation for such comparison is that, without the contributions from the experimental RDFs, HRMC acts as a conventional MC in a simulated annealing minimization protocol which closely resembles QMD. Overall, the porous samples from QMD are qualitatively similar to those from HRMC with exceptions on the angular distributions and ring statistics. Furthermore, the initial density and the quench rate are systematically varied to investigate their effects on the final porous structures. It is found that high initial density leads to a high final density and high fractal dimension but with little changes on the pore size. On the other hand, low quench rate leads to larger pore but does not change the fractal dimension considerably. Thus, the two different structural characteristics of porous materials, namely, pore size distribution and fractal dimension, can be tuned almost independently.
II. RSS CARBON POTENTIAL
There are many well-established empirical potentials to model carbon including both nonreactive force fields such as molecular mechanics 27 and reactive force fields such as Tersoff, 28 REBO, 22, [29] [30] [31] ReaxFF, 32 EDIP, 33 and LCBOP. [34] [35] [36] Extensive research using those force fields has been conducted in a wide range of systems including all forms of carbon. However, to our best knowledge, there are no reports on generating porous carbon models in a mimetic fashion using full molecular dynamics simulations. The challenge of a mimetic porous carbon model is twofold. The first aspect is the capability to model bond forming/breaking that is essential to describe the carbonization process. Secondly, such model has to be scalable to systems which are large enough to study the pore size distribution, topology, and connectivity of the pores. None of the existing potential can meet both challenges, or in other words, none of them is both reactive and computationally efficient. Therefore, a new carbon potential is introduced here that is tailored to generate mimetic porous carbon model. The objective of this force field is not to describe the carbon interaction at an accuracy level similar to those of, for instance, bond-order potentials, but instead focuses on modeling chemical reactions in an efficient way. The interatomic force field for carbon described below is based on a reaction state summation ͑RSS͒ scheme 37 that is intended to model large-scale reactivity in covalent systems. A RSS potential for nitrogen has been utilized to demonstrate chemically sustained steady detonation propagation in threedimensional systems. 37 In RSS formalism, each reactive state ͑including all reactants, products, and any intermediates͒ of the system is modeled separately using nonreactive empirical formula that constrains the bond length and bond angles. Depending on the reactive coordinates, normally the coordination number of each atom, all terms except the one that corresponds to the right reactive state diminish towards zero through a weight function. In this way, the system is able to migrate from one reactive state to another while maintaining the correct physical description in each individual reactive state.
Here we only consider sp 2 hybridization state of carbon due to the fact that CS1000a has dominating graphene structural signatures. The choice of not considering sp 3 state is justified by the observation in tight-binding molecular dynamics simulations 38 that the percentage of sp 3 decreases as density decreases and vanishes at about 1.3 g / cm 3 ͑the density of CS1000a is only 0.76 g / cm 3 ͒. Moreover, tetrahedrally bonded carbon in amorphous films is unstable at around 700°C. 39 Therefore, it is unlikely that there will be appreciable amount of sp 3 carbons in CS1000a sample. Finally, porous sample from HRMC contains only 0.4% of fourcoordinated carbon atoms. 7 Therefore, both experiments and simulation results indicate that the sp 2 hybridization is the predominant state of carbon. Hence, the only reactive state in the RSS carbon potential is the graphene structure.
The potential energy of the system is the sum of a pair contribution and an angular contribution which are both augmented by their respective coordination-dependent weight functions. The potential parameters are listed in Table I The broken line is the best fit to C / r 2 relation from elasticity.
FIG. 3.
Atomic configurations for CS400 ͑a͒, CS1000 ͑b͒, and CS1000a ͑c͒ for QMD samples. The first row ͓͑a1͒, ͑b1͒, and ͑c1͔͒ shows all the atoms. The second row ͓͑a2͒, ͑b2͒, and ͑c2͔͒ highlights atoms that are part of a large ring ͑with more than six members͒. The inset of pane ͑c2͒ shows a zoom view of one seven-member ring. Those atoms are colored red. The third row ͓͑a3͒, ͑b3͒, and ͑c3͔͒ shows only atoms that are part of a sixmember ring. The fourth row ͓͑a4͒, ͑b4͒, and ͑c4͔͒ shows argon atoms packed in face-centered cubic lattice in the pores. The dark atoms are argons and the light atoms are carbons. Bonds are built for any two carbon atoms with a distance smaller than 1.8 Å.
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comparison of various physical values from RSS carbon potential and the literature values are compiled in Table II . The potential energy of the whole system is
Here w is the weight function depending on the coordination number CN that is the sum of a neighbor-counting function f CN . f CN is a smooth function changing from 1 to 0 in a transition region of a width 2h from r CN cutoff −2h to r CN cutoff as the interatomic distance increases. CN is the coordination number for a specific reactive state. E M ͑r ij ͒ and E HS ͑r ij ͒ are the two-body potential looping over all pairs of atoms in the system. E M ͑r ij ͒ controls the bond length and bond strength in graphene state and E HS ͑r ij ͒, independent of the coordination number, prevents atoms overlapping with each other. A Morse potential form is used here,
ͮ ͑7͒ E A ͑r ij , r ki ͒ is the three-body potential looping over all triplets in the system. This term restricts the directionality of the interatomic bonds. E A ͑r ij , r ki ͒ is the product of , which has an energy unit G as a function of the deviation from the optimal angle, and two cutoff functions as defined above,
The piecewise function G has three quadratic segments and two linear segments as shown in Fig. 1 . The functional form is motivated by the fact, as shown in both molecular dynamics simulations 40, 41 and first principle calculations, 42 that the bending of graphene is elastic. As a result, the potential energy of single-wall carbon nanotubes in excess to that of the graphite scales with the inverse square of the radius. The linear region of G ensures the correct strain energy as a function of bending curvature. The first purpose of the quadratic segments of G is to have continuous functional form of potential energy and force. The second purpose is to control the angular distribution by tuning the size of the linear region. It should be noted that, as seen in Fig. 2 , the strain energy deviates slightly from the fitting. This is because the quadratic segment around x = 0 shifts the potential energy of the graphene. Therefore the strain energy is best fitted to C / r 2.2 instead of C / r 2 . Nonetheless, the maximum deviation in potential energy in the linear regime of G is no more than 0.06 eV/atom which is rather small considering the simple potential formula used here. Similar to the REBO potential, 22, 29 which is utilized in the HRMC approach, 7 there is no dispersion term in the RSS carbon potential. As evident in the experimental RDF curves of the porous carbon samples, there is no peak that corresponds to the interlayer graphite distance ͑3.5 Å͒. Therefore, the intermolecular interaction is not included.
III. PROCEDURE TO GENERATE POROUS CARBON SAMPLES
The initial system consists of random monatomic carbon gas atoms at very high temperature ͑T initial ͒. This choice of initial condition intends to represent the high temperature state in a pyrolysis process after the polymer chains break down and most other elements ͑oxygen and hydrogen͒ evaporate. In experiments, the carbon chains will not be fully disintegrated. Therefore, the resulting porous structure will resemble, in various degrees, features from the initial organic materials. However, a full treatment of the chemistry of the initial sample is beyond the scope of the current work and probably beyond the current computation capability as well. Periodic boundary conditions apply in all three directions. The system is then gradually quenched to a low temperature ͑T final ͒ in the NVT ensemble. The time step for integrating equations of motions for MD is 0.07 fs. This rather small time step is chosen due to the high temperatures used in the sample preparation procedure. As the temperature decreases, carbon atoms start to aggregate and a porous structure is formed. After quenching, any isolated carbon atoms, or atoms with zero coordination number, are removed.
To demonstrate the validity of this method, we have produced porous samples to match the pair correlation functions from experiments. 6 The final temperature, quench rate, and initial density are adjusted to best represent the experimental CS1000a sample in terms of RDF curves and carbon density. Then by keeping the same final temperature and varying the initial density and quench rate, two additional samples ͑CS1000 and CS400͒ are reproduced. We refer these samples as CS400, CS1000, and CS1000a following Refs. 6, 7, and 15. The detailed conditions to produce these samples are compiled in Table III . There are 1832, 2007, and 1957 carbon atoms in a periodic box of CS400, CS1000, and CS1000a, respectively. The periodic box size for each sample is 3.28, 2.99, and 3.78 nm. Configurations of those three samples are shown in Fig. 3 . It is clear that there is progressively more ordering from CS400, CS1000, to CS1000a. This is largely due to the quench rate that is used to produce each sample. In CS1000a and, to some extent, CS1000, there are many curved fragments of graphene sheets with a dimension comparable to the size of the entire system. The curvature is caused by defects such as seven-member rings, as shown in Figs. 3͑a2͒, 3͑b2͒ , and 3͑c2͒. For CS400, the structure is noticeably more disordered.
IV. STRUCTURAL CHARACTERIZATION
We have conducted various structural analyses to characterize the porous carbon samples through QMD procedures. Two-body pair correlation function, three-body angular distribution function, as well as ring size distribution function are used to describe the short-to medium-range ordering. Pore size distribution functions as well as pore connectivity analysis are used to characterize the structural sig -FIG. 4 . Radial distribution functions for CS400 ͑a͒, CS1000 ͑b͒, and CS1000a ͑c͒ from experiments ͑black dots͒ and quench molecular dynamics ͑gray lines͒. nature of the pores. Fractal dimension is used to describe the geometric scaling behaviors of the porous structures. The pair correlation functions are shown in Fig. 4 in comparison with the experimental results. For all three samples, the match is reasonably well in terms of peak position and peak width. Particularly for CS1000a, despite the heights of the first two peaks and the valleys between the third and fourth peaks deviate somewhat from the experiments, the overlapping up to 10 Å between the QMD curve and the experimental data is remarkable. It is expected that the matching will be best for CS1000a due to the fact that the force field is tuned to reproduce this sample. Table IV lists the neighbor statistics for samples obtained from QMD. Most atoms have three neighbors and only CS400 has considerable amount of atoms with only one neighbor.
Next, we examine the bond angle distribution function, as shown in Fig. 5 . The curves for all three samples overlap. The most probable angle is 118°which is slightly smaller than the 120°constrained by the interatomic potential form. This is mainly due to the nonplanar distortion of graphene segments that decreases the bond angle. Similar observations has also been made in other porous carbon models. 7, 12 . The bond angle ranges from 110°to 130°. This range is determined by parameter a 2 in Eq. ͑9͒. This bond angle range excludes 108°corresponding to the bond angle for fivemember rings. Figure 6 depicts the ring statistics based on the shortestpath analysis. 43, 44 Six-member rings dominate in CS1000 and CS1000a but not in CS400, as also seen in Figs. 3͑a3͒, 3͑b3͒, and 3͑c3͒. As expected, there are no five-member rings in these porous samples. However, there are appreciable amount of seven-, eight-, and nine-member rings in all three samples. This is because rings with more than six members can twist to nonplanar configurations while still maintaining bond angles around 120°. Indeed, the bond angle distribution function for carbon atoms in sevenmember rings has the same shape as for carbon atoms in six-member rings, which agrees with HRMC observations. 7 On the other hand, distortions on five-member rings cannot render the same effect.
We have calculated the porosity and the geometric pore size distributions of the porous samples following the definition of Gelb and Gubbins. 5 The testing particle is argon. The interaction parameters of Ar-Ar and Ar-C are consistent with Ref. 6 . The simulation box is divided into a 50ϫ 50 ϫ 50 grid for all calculations reported here. The grid elements that do not overlap with the carbon atoms are grouped and counted according to the largest spherical pore they belong to. The resulting pore volume as a function of pore size is equivalent to the "cumulative pore volume" curves. Its derivative with respect to the pore diameter is the pore size distribution function. The porosity values for CS400, CS1000, and CS1000a from QMD are listed in Table V . For comparison, the porosity values of HRMC samples ͑carbon-only models͒ are also listed. 7 Since the carbon densities for QMD samples and HRMC samples are nearly identical, the porosity values are very close. The pore size distribution functions are plotted in Fig. 7 . There is a difference between Fig. 7͑b͒ and the same analysis in Ref. 7 due to the different grid size used as well as the fact that carbon-only HRMC samples are considered here. CS400 and CS1000 consist of mainly micropores and the pore in CS1000a is considerably larger. These observations agree with the HRMC samples. One discrepancy remains that the pore in CS1000a from QMD can be as large as 18 Å as opposed to 12 Å in the HRMC sample. 7 However, it has to be noted, in both cases, the maximum pore size is limited by the periodic box. The half-box size is 18 Å for the QMC sample and 12.5 Å for the HRMC sample.
We have also investigated the pore connectivity by inserting close packed hard sphere argon atoms in the pores. Argon atoms are removed if they overlap with the carbon atoms. Since the radius of the argon atoms is not compatible with the simulation box, the hard sphere radius is changed slightly ͑no more than 3%͒ to satisfy the periodic boundary condition. The resulting configurations are shown in Figs. 3͑a4͒, 3͑b4͒, and 3͑c4͒. The remaining argon atoms are then subject to a cluster analysis. Two argon atoms are considered connected ͑to be in the same cluster͒ if they are nearest neighbors. In all three samples, the argon atoms percolate into a single cluster which means the pore space is fully connected. Lastly, we have calculated the fractal dimension of the porous structure to characterize the geometric scaling behaviors. A numerical method developed by Kieffer and Angell 45 is used to obtain the fractal dimension. The fractal dimension
N͑r͒ is the average number of atoms within a distance r away from the central atom. Figure 8 shows the log-log plot of N͑r͒ versus r. Thus, the fractal dimension can be calculated as the slope of a linear fitting in such a plot. Note that N͑r͒ data within the first few peaks of the RDF is excluded from the fitting. The fractal dimensions of all porous samples from QMD as well as HRMC ͑Ref. 7͒ are calculated and listed in Table V . All porous samples are fractal with fractal dimensions between 2 ͑corresponding to single graphene sheets͒ and 3 ͑corresponding to bulk graphite͒. Therefore, a porous structure with small fragments of graphene, such as CS400, has a fractal dimension closer to 3. While a porous structure consisting of large graphene sheets, such as CS1000a, has a fractal dimension closer to 2. The fractal dimensions for porous samples from QMD are close to those from HRMC ͑Ref. 7͒ as listed in Table V indicating again that these two methods generate similar porous structures.
V. THE EFFECT OF INITIAL DENSITY
We have shown in the previous section that sample with different simulated synthesis route can have distinct porous structure as characterized by its density, pore size distribution, and fractal dimension. Now we try to understand in detail how to control the porous structure by tuning different parameters in the procedure of sample preparation. First, the initial carbon density is changed while keeping all other variables the same. A series of samples are prepared with the following initial density: 0.03, 0.04, 0.05, 0.06, 0.07, and 0.08 atoms/ Å 3 . All samples were quenched from T initial = 2.1ϫ 10 4 K to T final = 0.66ϫ 10 4 K in 350 ps. The final density ranges from 0.018 to 0.078 atoms/ Å 3 . The atomic configurations are shown in Fig. 9 . The short-range ordering for various porous structures changes slightly with the initial density, as shown in Fig. 10 . The pore size distribution functions are plotted in Fig.  11 . Analysis shows that, for all samples, the pore space is fully connected. For a sample with a low initial density, the porous sample consequently has a high porosity and a low final density. However, although the final density changes more than fourfold, the size of the pore does not change significantly, as shown in Fig. 11 . The mean pore size goes from 7 to about 5 Å. On the other hand, the fractal dimension changes significantly with the final carbon density. Higher density leads to larger fractal dimension, as depicted in Fig. 12 . Indeed, the fractal dimensions of CS400, CS1000, 
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and CS1000a from QMD follows this trend. Similar observations have been made in nanoporous silica system from sol-gel condensation process 2 and by charge scaling method.
46

VI. THE EFFECT OF QUENCH RATE
In this section, we investigate the quench rate effects on the resulting porous structure while maintaining other conditions unchanged. Six samples with the same initial density of 0.038 atoms/ Å 3 have been quenched from T initial = 1.5 ϫ 10 4 Kto T final = 0.66ϫ 10 4 K in 200, 400, 800, 1600, 3200, and 6400 ps. The second to last sample is the CS1000a sample. The atomic configurations are shown in Fig. 13 . It is clear that graphene segments become larger in slow quenched samples. As evident in Fig. 14 , not only the peak height of the RDF curves increases as quench rate decreases, the range of the ordering also extended from about 4 to over 10 Å.
As the quench time increases, more carbon atoms participate in the growth of the porous structure. Therefore, the final density increases moderately from 0.030 to 0.037 atoms/ Å 3 as the quench rate decreases. However, the pore size also increases almost twofold, as shown in Fig. 15 , despite the overall porosity decreases. This increase in pore size is probably underestimated given that the pore size distribution is limited by the simulation box size. The reason why pores formed under low quench rate are larger than pores formed under high quench rate is that the slowly cooled system is more ordered with fewer defects and has smaller curvatures. Therefore, graphene sheets that are more planar tend to divide the space into larger pores. Analogous experimental observation has been made in carbide-derived nanoporous carbon that high chlorination temperature leads to larger pores 47 in which case carbon atoms are likely to be more ordered at high temperatures. Following the pore connectivity analysis in Sec. IV, the pore space is found to be fully connected. The fractal dimension also varies with the quench rate. As the quench rate becomes lower, the fractal dimension ͑Fig. 16͒ decreases first then increases. There are two competing mechanisms that influence the fractal dimension as the quench rate becomes lower: the enhanced graphene ordering tends to lower the fractal dimension and the increased final carbon density tends to increase the fractal dimension. Under the combined effect, the fractal dimension only varies moderately between 2.60 and 2.80 as the quench rate changes 32-fold.
VII. DISCUSSIONS
By devising a new carbon force field, we have successfully generated various porous carbon samples using quench molecular dynamics simulations that match the density and radial distribution functions of several experimentally prepared samples. However, due to the simple form of the RSS carbon force field, there exist undesirable features. Particularly, the angular term overpenalizes angles that are far away from the optimal value ͑outside the linear region of G͒. The reason to impose angular constraints as in the current RSS carbon potential is to boost considerable graphene growth with affordable simulation time. Preliminary simulations show that, with a less restrictive angular constraint that allows the formation of five-member rings, porous structure cooled by even the slowest quench rate does not contain enough graphene structures to yield a RDF in agreement to that of the experimental CS1000a. Although the graphene structure is energetically favored, many metastable states with different sizes of rings exist that trap the system from evolving towards the global minimum. This effect is more evident for atomic level simulations due to the high cooling rates used. Probably for this reason, a porous carbon model from QMD has not been obtained using existing empirical potentials for carbon. As a result of the over constrained angular term, there is an asymmetry with respect to the ring structures of the carbon networks: there are appreciable amount of seven-member rings but no five-member rings. This is because, unlike five-member rings, larger rings have the degree of freedom to twist so as to maintain the same bond angles as six-member rings. Such asymmetry is not entirely unexpected, since it has been postulated that graphene sheets with negative curvatures ͑with seven-or more member rings͒ are favored under high quench rate, as in QMD simulations, and graphene sheets with positive curvatures ͑with five-member rings͒ are favored under low quench rate. 48 Furthermore, in CS1000a sample obtained from HRMC, the population of five-member rings is considerably lower than that of seven-member rings. 7 Finally, graphite structures with negative curvature has been considered theoretically 49, 50 and realized in mesoporous carbon sponge experimentally. 51 However, care has to be taken on samples with less graphene orders such as CS400 in which case the concentration of five-member rings may be non-negligible. 7 Another undesirable feature is the final temperature of the QMD procedure is extremely high. For porous samples that are cooled to the room temperature, the first few peaks of the RDF curves are too sharp comparing to experimental RDFs. This is again due to the overconstrained angular term of the RSS carbon potential that is nonetheless essential to facilitate substantial graphene growth as discussed above. At room temperature, the angular constraint is so strong that the porous carbon system appears to be more ordered than the experimental RDF reflects. By relaxing the angular constraints and using a slower quench rate, it is assumed that a lower final temperature can be used while still maintaining good match to the experimental RDF. Similar artificially high temperature has also been used in fitting experimental RDFs of nanoporous carbon using a perfect-graphene-sheetbased model. 13 A number of structural characterization methods are employed to describe the porous structures obtained from QMD method. Particularly, the pore size distribution function and fractal dimension of QMD samples are compared to those of HRMC samples. 7 Despite the samples are obtained from very different method, similar observations were made as to CS1000a has the largest pore and smallest fractal dimension. However, it should be pointed out that the short-ranged angular distribution and ring statistics are different for samples obtained by those two methods. The main advantage of QMD method is its computational efficiency as well as the analogy between the quenching parameters to experimental conditions due to its mimetic nature. Another important feature is that the structure obtained from QMD method is close to mechanical equilibrium such that the pore walls are allowed to relax. This is in clear contrast to porous samples obtained from HRMC ͑Ref. 7͒ in which case the system is not guaranteed to be in mechanical equilibrium so that structural relaxation may lead to deviation away from the targeted RDFs.
VIII. CONCLUSIONS
In summary, we have introduced a new efficient carbon interatomic force field that permits the construction of porous carbon models using quench molecular dynamics simulations. This method is particularly useful to model porous carbon samples that have been heat treated at high temperatures so that there is little oxygen or hydrogen content and most carbon atoms reside in graphenelike structure. The porous carbon model has excellent agreement with experiments on the radial distribution functions. Such level of agreement was only previously observed in reconstruction methods such as HRMC. It should be pointed out that, unlike HRMC method, QMD does not use the experimental RDF curves as direct input. The porous samples obtained from QMD are structurally similar to those from HRMC in terms of pore structures. However, they are different in angular distribution functions and ring statistics. Further research will be conducted to compare the porous structures from these two methods in terms of adsorption behaviors. By systematically varying the quench conditions in QMD simulations, it is found that the fractal dimension is most sensitive to the initial density of carbon and the pore size distribution is most sensitive to the quench rate. Our results shed lights on how to synthesize controlled porous materials with desired combination of pore size and fractal dimension.
