Leaf area (A0) and leaf biomass (M0) estimation are significant prerequisites to studying tree physiological processes and modeling in the forest ecosystem. The objective of this study was to develop allometric models for estimating A0 and M0 of Swietenia mahagoni L. from different tree parameters such as DBH and tree height of mahogany plantations in the northeastern region of Bangladesh. A total of 850 healthy and well formed trees were selected randomly for sampling in the five study sites. Then, twenty two models were developed based on different statistical criteria that propose reliable and accurate models for estimating the A0 and M0 using non-destructive measurements. The results exposed that model iv and xv were selected on a single predictor of DBH and showed more statistically accuracy than other models. The selected models were also validated with an additional test data set on the basis of linear regression and t-test for mean difference between observed and predicted values. After that, a comparison between the best logarithmic and non-linear allometric model shows that the non-linear model produces systematic biases and underestimates A0 and M0 for larger trees. As a result, it showed that the bias-corrected logarithmic model iv and xv can be used to help quantify forest structure and functions, particularly valuable in future research for estimating A0 and M0 of S. mahagoni in this region.
Introduction
The leaf area (A 0 ) of individual trees and of forests is biological factor that determines the light interception and the efficiency of the photosynthetic and transpiration rate (Pereira et al. 1997 ) and also valuable for gap models and individual tree growth models (Peter et al. 2010) . Leaf area is defined as the surface area available for the interception of radiant energy, the absorption of carbon dioxide, and the circulation of water between the foliage and the atmosphere (Margolis et al. 1995) and the plant leaf area is crucial for the evaluation and understanding of the vegetative growth and water loss from the plant. Canopy leaf biomass is the product of the leaf dry matter content and leaf area index (Tobin et al. 2006) and it constitutes one of the most important pools of essential nutrients, which is vital for forest nutrient cycling including carbon cycling. Leaf biomass (M 0 ) estimates were significantly improved when additional biometric information relating to crown structure was added (Tobin et al. 2006) .
Both A 0 and M 0 estimations aid evaluation of plant performance at the individual, community and even ecosystem level (Meier and Leuschner 2008) . Moreover, a number of studies ranging from insect-forest interactions (Paine et al. 1990) , light competition (Waring 1983) , and direct manipulative studies focused on A 0 response to thinning and fertilization (Vose and Allen 1988; Velazquez-Martinez et al. 1992 ) have used A 0 estimates. Inter-specific variation in A 0 is connected with climatic variation, geology, altitude or latitude whereas this variation can also be linked to allometric factors (plant size, twig size, anatomy and architecture) and ecological strategy (Cornelissen et al. 2003) . A 0 measurements have become major tools for forest ecosystem and silvicultural studies over the last few decades.
Total A 0 and M 0 of trees have been measured by either destructive (direct) (Calvo-Alvarado et al. 2008; Peter et al. 2010) or nondestructive (indirect) (Norman and Campbell 1989; Sarker et al. 2013; Das 2014) methods. Measurement of the destructive method is very time consuming, labour intensive, eco-unfriendly and depends on very small samples. But, nondestructive methods were found user friendly, less expensive, and can give accurate A 1 and B 1 estimates (Waring 1983; Norman and Campbell 1989; Paine et al. 1990; Sarker et al. 2013; Das 2014) . For the estimation of allometric models are particularly in statistical shape analysis for its theoretical developments (Zianis 2005) and it is unquestionable that researchers have produced a voluminous amount of allometric relationships for several species and tree components (Calvo-Alvarado et al. 2008; Peter et al. 2010) . To quantify the A 0 and M 0 of individual trees with DBH (diameter at breast height) of allometric relationship have been widely used (Gajardo-Caviedes et al. 2005) . Generally, allometric models are developed by fitting a linear relationship between log-transformed diameter and leaf data.
Tree species of Swietenia mahagoni L. is largely planted on barren forest lands and roadsides in connection with the agroforestry and social forestry programs in Bangladesh (Das and Alam 2001) . A substantial portion of the total afforested area (11%) is located in the north-eastern region of Bangladesh. Though there is no scientific record yet, my experience is that S. mahagoni covers a considerable portion of the forest cover of this region. It has great potential for reforestation and afforestation, particularly for improving soil and environmental conditions. In this study, I evaluate several models based on different statistical criteria that propose reliable and accurate models for estimating the A 0 and M 0 using non-destructive measurements. Thus, the objective of this study was to develop allometric models for estimating A 0 and M 0 of S. mahagoni from different tree parameters such as DBH and tree height of mahogany plantations in the north-eastern region of Bangladesh.
Materials and Methods

Site description
The research was conducted on the five sites of Sylhet Forest division, named Kamalganj, Rajkandi, Kulaura, Juri and Barlekha, which are in the Moulovibazar District of north-eastern Bangladesh (Fig. 1) 
Species description
Swietenia mahagoni (L.) is a tall tree, up to 30 m high, with a short, buttressing base, up to 1 m in diameter and a large, spherical crown, many heavy branches and dense shade. The tree is deciduous in areas where it is subject to drought. Its leaves even, pinnate, 10-18 cm long, and bearing 4-10 pairs of leaflets that are shiny, dark green, lance-shaped, 2.5-5 cm long by 0.7-2 cm broad (Das and Alam 2001) . S. mahagoni is suitable for large-scale timber production plantations because of its excellent timber quality. The wood can be used for construction materials, plywood (veneer), high-grade furniture and cabinet making. It grows naturally in tropical America and it has been extensively planted mainly in Southern Asia and the Pacific including India, Bangladesh, Indonesia, Philippines and Sri Lanka (Soerianegara and Lemmens 1993) . 
Field measurements
A total of 850 healthy and well formed S. mahagoni trees were selected randomly for sampling. Data on tree height and DBH (Table 1) were measured by Sunnto Clinometers and Tree Calipers. The leaves were collected by using the protocols of Cornelissen et al. (2003) . But, because of moratorium on felling in the forests (Sarker et al. 2011) , the leaf data was collected manually (climbing on tree). To retain high data accuracy, I used stratified random sampling in calculating leaf number of individual trees. The method is equally suitable to estimate A 0 where randomly sub-sampled branches are used to calculate whole-tree A 0 based on the relative importance of the branches (Peter et al. 2010; Das 2014) . I maintained the following steps to count the leaves of each sampled trees: (I) diameter of all the main branches were measured, (II) main branch's diameter near to mean diameter was selected as model main branch (MMB), (III) sub-branches of all the main branches were counted, (IV) three sub-branches were selected randomly from the MMB, (V) twigs of each sub-branch were counted and mean twigs number/sub-branch was calculated, (VI) thee twigs were selected randomly from each selected sub-branch, (VII) average leaves/twig was calculated, (VIII) leaf number/sub-branch was calculated by multiplying mean twigs number/sub-branch and mean leaf numbers/twig and (IX) total leaf number of a tree was calculated by multiplying total sub-branches and estimated leaf number/sub-branch (Sarker et al. 2013; Das 2014) . The leaves were categorized into small, medium and large size and five leaves of each category were collected randomly from sub-branches. In total, fifteen leaf samples were collected from each tree and packed in a plastic bag. After that, data of DBH, tree height, leaf samples and total leaf number per tree from an additional 200 trees were collected and used as a test data set for validating the models. Leaf area of each sample leaf (Table 1) was measured by leaf area meter (CI-202, CID, Inc., Vancouver, Washington, USA) and the fresh mass of each leaf was measured with a digital balance meter. Thickness of each sample leaf was estimated with digital caliper (Absolute Digimatic CD-6″ CS, Mitutoyo Corporation, Kanagawa, Japan). Measured leaves were oven dried at 65 o C for 72 hours and weighted to determine fresh mass: dry mass ratios. The projected leaf area for each sample tree (A 0 , m 2 ) was calculated by multiplying average A 0 and total leaf number. Total leaf volume/tree was estimated by multiplying total A 0 and leaf thickness. Leaf density was measured by dividing the average leaf fresh mass by leaf volume of the fifteen sampled leaves per tree. Total leaf biomass per tree was estimated by multiplying the total leaf volume and leaf density (Sarker et al. 2013; Das 2014) .
Model development and validation
From Fig. 2 , it was clear that both DBH and tree height of the model data set were not normally distributed (for DBH: Shapiro-Wilk p=5.536e-06; for tree height p= 3.491e-05 at α=0.05). For estimation of A 0 and M 0 of S. mahagoni, I tested of four regression models (linear, power, exponential and quadratic). Total twenty two models were developed using DBH and height for the best allometric relationship between the response and predictors (Table 2) . Diagnostic residual plots were used to check five statistical assumptions (Robinson and Hamann 2011) , such as I) the models detain a relationship, II) errors have constant variance, III) errors are normally distributed, IV) sample represents the population and V) error terms are independent. The developed models were evaluated by examining root mean squared error (RMSE), goodness of fit (R 2 ), Akaike information criterion (AIC), Bayesian information criterion (BIC) and average deviation (%). The Durbin-Watson test for autocorrelation was used to check the autocorrelation. Due to the presence of heteroscedasticity, I transformed the data for linear regression using natural logarithm and this transformation induced a systematic bias in the estimation which was corrected using a correction factor (CF) when back transforming the calculation into A 0 and M 0 (Son et al. 2001; Sah et al. 2004; Chave et al. 2005) . Thus, the correction factor (CF) is calculated according to the usual formula (Sprugel 1983 ): where SEE=standard error of the estimate. The average deviation was computed from the absolute difference between predicted and observed values and expressed as the percentage of observed values, and then all deviations were averaged (Cairns et al. 2003; Chave et al. 2005) . The average deviation (δB) is calculated as follows:
where ĎW=estimated, DW=observed and n=number of observations. It was calculated after the prediction was back-transformed to the unit values and corrected using a CF. This model was then compared with the relevant logarithmic model with bias correction.
I used R statistical software version 3 (R Development Core Team 2013) for data analysis. I regressed the observed A 0 and M 0 of the test data from an additional test data set (n = 200) against the predicted A 0 and M 0 uses linear regression for validating the models. Then, I compared the mean difference between the observed and predicted A 0 and M 0 using a t-test. In addition, I developed best fit non-linear regression model for estimating A 0 and M 0 and these models were then compared to the bias corrected logarithmic models.
Results
Model development and evaluation
From the development of twenty two models, the best ones were determined according to the selection criteria described in materials and methods and the A 0 and M 0 were best estimated using models iv and xv, respectively (Table  3) . For both parameters, the goodness of fit adjusted (R 2 ) of regressions was highly significant while using the DBH as a predictor and explained more than 93% variation. To compare the models, the AIC and BIC values for models iv and xv were lower than that of other tested models indicating the statistical robustness of the selected models (iv and xv) and the RMSE values were also lower for the selected models (Table 3) . Among the tested models, model iv and xv had the lowest average deviations (17.304 and 20.447%, respectively).
To check these statistical assumptions, for first assumption, I plotted regression residuals versus fitted values for the models in order to check whether the linear model captures the relationship. In this scatter plot, I noted that the residual scatter plot had the slight heteroscedastic behavior of the selected models (Figs. 3A, 4A ). After that, I also plotted the normal Q-Q plot of the standardized residuals against the normal distribution line and the errors showing slight departure from the line (Figs. 3B, 4B ) that have constant variance (assumption II) and were normally distributed (assumption III). In addition, to check assumption II, I plotted the square root of the absolute residuals against the fitted values (Figs. 3C, 4C) , and the figures show no deviations from the horizontal line. However, such kind of deviations from the horizontal line is often acceptable as described in large sample theory (Robinson and Hamann 2011) . The leverage of the observations against the standardized residuals showed that the Cook's distance was less than 1 in both cases (Figs. 3D, 4D ). This indicates that the adequacy of the sample as a representative of the population (assumption IV). The basic diagnostic plot cannot check assumption V because it doesn't have the option to check the independence of the error terms. To check this assumption, the Durbin-Watson test for autocorrelation among the residuals showed that the selected models were 1.957 and 2.014 for A 0 and M 0 , respectively and nearly lies within the range of the acceptable limit of 2. In this context, the model coefficients cannot be reliably used unless the correction factor is applied to remove the heteroscedasticity. Correction factors showed a rather narrow variation for both cases (Table 3) 
Model performance estimation
In the model validation, the goodness of fit (R 2 ) showed that there was a highly reliable relationship between estimated and observed data for both cases (A 0 and M 0 ). The R 2 between them for models using A 0 and M 0 was 0.982 and 0.965, respectively (Fig. 5) . At 95% CI, the mean of the observed and the proposed models predicted data were not significantly different (p=0.998 for A 0 and p=0.993 for M 0 ) and there is a high probability that estimated values are closest to the observed values (Table 4 ). The predicted A 0 and M 0 using model iv and xv produced the same trend as the observed data (Fig. 6 ). In addition, I compared the best fitted nonlinear and the bias corrected logarithmic models ( (Fig. 7) .
Discussion
The selected logarithmic models (iv and xv) were proposed according to slight heteroscedastic residual scatter, lower RMSE, AIC, BIC value and average deviation for estimation of A 0 and M 0 . Though, logarithmic transformation induces a systematic bias in the estimation, which was corrected using a CF in the final model (Son et al. 2001; Sah et al. 2004; Chave et al. 2005) . Consequently, the bias-corrected final allometric models produced a range of prediction values closer to the upper and lower limits of the observed mean values. These models accounted for more ＜2e-16*** ＜2e-16*** ＜2e-16*** ＜2e-16*** ***Significant at α=0.00. than 93% variation based on DBH in A 0 and M 0 estimation (Table 3) , providing a sound and reliable means to predict these canopy properties in the north-eastern region of Bangladesh. Burton et al. (1991) found that DBH is the best predictor for estimating A 0 and M 0 (R 2 >0.90). After that, the development of A 0 and M 0 models using nondestructive methods is a highly steady option where whole tree removal is not possible, as is the case in Bangladeshi forest reserves (Dobbs et al. 2011) . Thus, modified randomized branch sampling used in this study will in most cases remain the only feasible method and this study showed a strong statistical dependence between A 0 and M 0 with DBH. Using a non-destructive sampling technique for A 0 estimation, Grace and Fownes (1998) found that DBH could explain 91% variation in A 0 of Acacia Koa. Leaf area and biomass are positively related to DBH (Tobin et al. 2006; Calvo-Alvarado et al. 2008) and Vertessy et al. (1995) showed that DBH could explain more than 91% of true A 0 of Eucalyptus regnans. Das (2014) found that the developed models are explained for more than 96% of the variation based on DBH and height with A 0 and M 0 of Lagerstroemia speciosa. Sarker et al. (2013) also showed that DBH could explain 95% variation in A 0 and M 0 of Artocarpus chaplasha. Other studies found higher (Waring et al. 1982; Long and Smith 1988; Fownes and Harrington 1991; Zianis and Mencuccini 2003; Tobin et al. 2006; Peter et al. 2010 ) correlations with DBH. As a result, the selected allometric models are significant to tree growth models of this species and ecological purposes. It will tend to estimate A 0 and M 0 for trees exhibiting leaf loss due to such factors as pruning, insect defoliation etc. After that, I expect these relationships to prove valuable quantification of tree physiological and environmental processes. Therefore, the results obtained support that the regression models can be used on stands of different vigour and it is probably valid in Bangladesh and other tropical countries.
