In this article, they are used for a new purpose. The aim is to build a symbolic method derived from computer science that enables the computation of the distribution associated to the number of complex structures in plants whose organogenesis is driven by a multitype branching process. To that purpose, a new combinatorial framework is set in which plant structure is coded by a Dyck word. Moreover, the organogenesis is represented by stochastic F0L-systems. By doing so, the problem is equivalent to determining the distribution of patterns in random words generated by stochastic F0L-system. This method leads directly to numerous applications like parametric identication for plant growth model.
Introduction
In botany, the organogenesis is the process during which the buds of a plant produce new organs. Formal grammars have long been used to describe plant organogenesis. In particular, the parallel rewriting grammar introduced by [1] (called L-system) is well adapted to model the evolution of branching patterns and its algorithmic power has been broadly taken advantage of since [2] . It has thus provided ecient algorithms and subsequently software language for plant simulation (see [3] ). For structures as complex as trees, bud production rules are inuenced by many factors and are usually modelled by stochastic processes. In that case, the organogenesis is represented by stochastic 0L-systems. This type of grammar gives interesting results from simulation and graphical points of view by increasing the realistic aspect of geometric plants (see [4] ). However, their full mathematical potential has not been taken advantage of.
In this article, stochastic 0L-systems are used for a new purpose. The objective is to write a method allowing the computation of the distribution associated to the number of complex structures in plants whose organogenesis is driven by a multitype Galton-Watson branching process. This method relies on a symbolic approach derived from theoretical computer science and the analysis of algorithm (see [5] ).
Plants are seen as combinatorial structures. In this new combinatotial framework, plant topology is described by a Dyck word. The evolution of the structure of the plant is given by a set of stochastic rules contained in a stochastic F0L-system. Therefore, this framework allows the use of powerful methods of combinatorics such as the symbolic method (see [5] ). Including a symbolic approach in a dynamic branching structure gives a more complete description of the system. It enables the computation of the distribution of patterns in a sequence of words whose dynamic evolution is driven by a branching process. Such results have many applications: comparison of stochastic models, parameter identication . . . 2 Stochastic modelling of organogenesis with a multitype branching process Models of plant development (or organogenesis) describe the dynamic creation of organs (internodes, buds, leaves, owers or fruits) and how they arrange to form plant structure.
When the smallest scale of interest is that of organs (and not cells), discrete models are generally used to simulate plant structural development.
Modelling of plant structure
In this article, only the above ground parts of plants are considered. As explained in [6] , In the sequel, an organ will be characterized by its type (internode, bud, fruit, . . .) and by its botanical characteristics (MC, Chronological Age, . . .).
Stochastic organogenesis
Plant development can be discretised in In that case, a probability of occurrence is associated to each of these. As explained in [7] , the probabilities involved in the organogenesis model are the result of botanical phenomena (bud survival, bud dormancy, dierentiation, . . .).
In this article, we consider a class of organogenesis models that satisfy the following hypotheses:
1. at each GC, the organs behave independently: the evolution of an organ is not inuenced by the other organs of the plant.
2. the probabilities of evolution associated to an organ depend only on its type and its characteristics.
Under these hypotheses, a plant structure of CA N is built recursively by using the following algorithmic procedure:
• Initialisation: the structure of the plant at GC 0 is given by a seed (i.e. a bud of MC 1).
• for all n = 0 · · · N −1: the plant structure at GC n + 1 is built from the plant structure at GC n by replacing randomly all the organs by one of their possible evolutions according to their probabilities of occurrence.
The underlying stochastic process associated to this class of organogenesis models is a multitype Galton-Watson branching process (see [8] and [9] ). As a matter of fact, the organs used to build plant structure can be seen as individuals in a population process. Therefore, the previous algorithmic procedure creates a Markovian sequence of random plants indexed by the GCs. The evolution rules associated to the organogenesis model are usually
represented by a set of stochastic automata (see [2] and [4] and Figure 3 ). Fig. 3 . Example of stochastic automaton for an organogenesis model Figure 3 shows an example of organogenesis model with one MC. p represents the death probability for a bud. In this example, a bud has a probability p to die and a probability 1 − p to create one internode with two lateral buds. Note that there is no stochastic automaton concerning the possible evolutions of an internode. In that case, it means that internodes do not evolve from one GC to another (they stay in the same state with a probability equal to 1). The plant on the right is one possible structure occurrence after two GCs. The associated probability of occurrence is p(1−p)
2 .
In the sequel, S will denote a stochastic organogenesis model driven by a multitype branching process. A`plant' refers to a branched structure generated from a seed (i.e. a bud of MC 1) according to the evolution rules of S. In the following section, a combinatorial framework is set up to describe plant architecture and its evolution. The structure of a plant is given by a Dyck word in a bijective way. Since the organogenesis is driven by a multitype Galton-Watson branching process, the evolution rules can be represented by a stochastic 0L-system (see [10] for more details).
3 Plants as combinatorial structures
Some combinatorial concepts
We recall some basic denitions and properties of combinatorics (see [5] and [11] for more details).
Denition 1 (Plane Rooted Tree = PRT). A rooted tree is a connected and acyclic graph with a node specically distinguished called root. A plane tree is dened as a tree in which subtrees coming from a common node are ordered and represented from left to right. 
Fig. 4. Examples of plane rooted trees
PRTs can be coded in several ways. One of the most classical one is the Dyck word coding (see [12] ). The latter relies on a tree traversal using the prex order (see [5] , page 74):
Denition 2 (Prex order). A PRT is traversed according to the prex order if it is traversed starting from the root, proceeding depth-rst and left-to-right, and backtracking upwards once a subtree has been completely traversed. Denition 3 (Dyck word coding). Every PRT is described by a Dyck word on the alphabet V 1 = {z, z } as follows:
• the tree is traversed according to the prex order.
• an edge visited from the parent node to the child node is represented by the letter z.
• an edge visited from the child node to the parent node is represented by the letter z .
In the case of labelled trees (trees with characteristics attached to nodes and edges), a new code deriving from Dyck word coding can be used:
Denition 4 (Extended Dyck word coding). Let L = {l 1 , . . . , l M } be a set of labels. Every labelled PRT with labels in L is described by an extended Dyck word on the al-
• an edge with a label l i and visited from the parent node to the child node is represented by the letter z l i .
• an edge with a label l i and visited from the child node to the parent node is represented by the letter z l i .
Coding a plant structure with a Dyck word
Every plant generated by the organogenesis model S can be represented by a labelled PRT:
Denition 5 (Labelled PRT associated to a plant). Let P be a plant generated by the organogenesis model S. Let us build a labelled PRT from the plant P as follows:
• Every organ is represented by an edge and ends with a node at each extremity.
• Two connected organs are represented by two edges having a common node.
• The root is the node below the edge representing the internode at the basis of the plant.
• The label of an edge is given by the botanical information of the associated organ: its nature (bud, leaf, internode, . . .) and its characteristics (MC, CA, . . .).
• The label of a node (dierent from the root) is the label of the edge below it. The root has the label of the edge above it.
Such PRT is called the labelled PRT associated to the plant P .
N.B.: the labelled PRT dened in Denition 5 is unique for a given plant structure and the converse is true.
Since a plant can be represented by a labelled PRT, it has an associated extended Dyck word. Let O S be the minimal set of letters coding for the type of organs needed to describe plant structures generated by S. Generally, the letter b codes for a bud, m for an internode, L for a leaf and F for a fruit.
In the same way, let C S be the minimal set of all possible characteristics associated to S.
In Figure 5 , the extended Dyck word associated to the plant (i.e. to its PRT) is thus • For some organs (buds, leaves, fruits, . . .), it is not necessary to represent the visit from the child node to the parent node of the associated edge. As a matter of fact, a visit from the parent node to the child node is always immediately followed by a visit from the child node to the parent node. Thus, only the symbol representing the visit from the parent node to the child node is used to describe that type of organ.
By taking into account the previous conventions of coding, the plant of Figure 5 is thus
In the sequel, the set of all labelled PRTs generated by organogenesis model S is denoted by T S . Let V S = {o c , o c } o∈O S ,c∈C S be the minimal alphabet containing all the letters needed to describe plant structures generated by S, W V S the set of all words built on V S and DW V S the set of all extended Dyck words generated by S (with the previous conventions of notation). Let D V S : T S → DW V S be the map which associates for each labelled PRT t its corresponding extended Dyck word D V S (t). Then, D V S is a bijection from T S to DW V S (see [12] ).
Growth dynamics and L-systems
In Section 3.2, it was proved that the structure of a plant at a given GC can be represented by an extended Dyck word. We are now interested in the evolution of the structure with respect to its CA starting with a seed (or a bud). As for stochastic organogenesis models driven by multitype branching processes, this evolution is given by a Markovian sequence of random plants indexed by the GCs (see Section 2.2). Thus, it can be described by a se- 
Stochastic 0L-systems are well suited to achieve this goal (see [4] , [13] and [3] ). They are generative parallel rewriting grammars whose production rules are associated to a set of probability distributions.
Denition 6 (Stochastic 0L-system). Let V be an alphabet and W V the set of all words built on V . A stochastic 0L-system is a construct L = ω a , π where:
• ω a ∈ W V is called the axiom.
• π is a transition matrix from
w∈W V π u,w = 1) with a nite number of non-zero components.
A stochastic 0L-system L = ω a , π generates a random sequence of words (w n ) n∈N built on the alphabet V . By denition, the axiom is the word which initiates the sequence generated by L. Then, w 0 = ω a . We get w n+1 by replacing randomly every letter x of w n by a word y with a probability π x,y (note that the evolution of a letter is independent from the evolution of the other letters Denition 7 (Stochastic F0L-system). Let V be an alphabet and W V the set of all words built on V . A stochastic F0L-system is a construct L = A, π where:
• A is a non empty subset of W V (called the set of axioms of L).
•
The stochastic organogenesis model S can be described by a stochastic F0L-system L = W V S , π . The evolution rules of S are described by a set of stochastic automata (cf Section 2.2). This set is used to ll the transition matrix π. Let us take the example of Markov kernel Π (called Markov kernel associated to L) can be built very easily from π (see [10] for more details).
is the probability to get the word v by using the stochastic 0L-system L[u] after n steps. w 0 codes for the seed (i.e. a bud of MC 1). Since the evolution rules of S are contained in π, w n+1 is built randomly from w n by using the same rules as those described by S. Therefore, studying the evolution of plant structures generated by S is completely equivalent to studying the sequence (w n ) n∈N from a combinatorial point of view.
In the sequel, L = W V S , π will denote a stochastic F0L-system associated to the stochastic organogenesis model S. When no confusion arises concerning the model used, the letter S will not be specied in the corresponding sets. In that case, L = W V , π . Π will denote the Markov kernel associated to L. 
Combinatorial class and Generating function
In this section, basic tools of combinatorics are recalled (see [5] for more details).
Denition 8 (Combinatorial Class). A combinatorial class, or simply a class, is anite or denumerable set on which a size function is dened, satisfying the following conditions:
• the size of an element is a non-negative integer.
• the number of elements of any given size is nite. Denition 9 (Stochastic Combinatorial Class). A stochastic combinatorial class is a set SC = {(t, p t ), t ∈ C} such that:
• C is a combinatorial class.
• ∀t ∈ C, 0 ≤ p t ≤ 1.
• t∈C p t = 1.
Denition 10 (Generating Function (= GF) associated to a size function in a stochastic combinatorial class). Let C be a combinatorial class and SC = {(t, p t ), t ∈ C} a stochastic combinatorial class. Let m be a size function in C. The generating function Ψ associated to m in SC is a mapping from [0, 1] to [0, 1] dened as follows:
GF are very useful to analyse a stochastic combinatorial class SC from a probabilistic point of view. Suppose we are interested in getting the distribution of a particular characteristic c in SC. Let m be the size function (SC → N) such that, for all t ∈ SC, m(t) gives the number of c in the element t. By reordering the terms of the GF,we get the following power series:
is the probability to get k characteristics c in an element of SC. Therefore, by determining the coecients of the GF associated to s in SC, we get the distribution of c in SC.
Description of the method
Suppose we are interested in getting the distribution of a particular structure (a specic sequence of phytomers, a particular element in the plant, . . .) in a plant of CA n generated by the stochastic organogenesis model S. This particular structure can be coded on the alphabet V by a word u. Therefore, this problem is equivalent to determining the distribution of a pattern u in the stochastic combinatorial class SDW π,n
Denition 11 (Counting Function). The counting function c is a map from
gives the number of patterns u in the word w. 
where P n,s (k) is the probability to get k patterns u in a plant structure generated by L[s] = s, π after n steps. However, this GF is rarely determined directly. Usually, we get it from functional equations which are most of the time recurrence relations between ψ n [s] and ψ n+1 [s] .
To obtain these equations, we use a symbolic approach as developed in [5] .
Let C be a combinatorial class and SC = {(t, p t ), t ∈ C} a stochastic combinatorial class. 
is the probability to get k internodes in a plant structure generated by the organogenesis model described in Figure 7 after n GCs. Then, we have:
Given that c(mvm , m) = c(v, m)+1, we have:
and then:
Given that ψ 0 [b] = 1, the solution of the previous geometric progression is then:
N.B.: as detailed in [10] , the underlying stochastic process in this section is that of a Galton-Watson multitype branching process (see [8] and [9] ). As a matter of fact, let B n and M n be two random variables on some probability space (Ω, F, P) (where P is a probability measure) such that B n and M n give respectively the number of letters b and m in a word generated randomly by either the component system L 
Example with a complex structure
In this section, we introduce an example which illustrates well the benet of the symbolic approach. We want to compute the distribution associated to the number of`Ystructures' (see Figure 8 ).
Fig. 8. Example of Y-structure
The plant development model is given by 
is the probability to get k Ystructures in a plant generated by the organogenesis model described in Figure 9 after n GCs. Then, we have:
Now, we need to nd a recurrence relation for ψ n [bb](z). It can be deduced straightforward by the decomposition of Figure 10 : Fig. 10 . Decomposition of branched structures of CA n + 1
We deduce that a word w ∈ DW π,n+1 V
[bb]
(i.e. a branched structure) can be:
-two dead buds dd with a probability p 2 .
-one branched structure mvm with v ∈ DW 
Therefore: 
By identifying the coecients of the power series involved in Equations 2 and 3 , we get the distribution of Y-structures. The same method would work to compute, for example, the distributions associated to the number of apexes (i.e. terminal nodes in a tree).
Application to parameter identication
In plant stochastic organogenesis model, the parameters identication of the automata may be delicate and necessitates an important sampling work. For stochastic organogenesis models driven by a multitype branching process, classical methods based on branching processes have already been established (see [16] and [17] ). These methods rely on the calibra- case is straightforward). Therefore, by identifying the coecients of the power series, we get a set of recurrence relations between the components of φ n and φ n−1 which enables the building of φ n from φ n−1 . The stochastic automata depend on a set P of parameters which have a botanical meaning (survival probability,. . .).
As a consequence, the set of recurrence relations between the components of φ n and φ n−1 depends also on P and, thus, φ n = φ n (P ). 
L N +1 such that:
The set of parameters P is estimated by the least square estimatorP :
Several optimisation algorithms can be used to ndP . One of the most appropriate algorithms to solve the minimisation problem is the Levenberg-Marquardt algorithm (see [18] ).
Conclusion
In this article, a symbolic method was set to analyse complex structures in plants whose organogenesis is driven by a multitype branching process. To that purpose, a new combinatorial framework was introduced. Plant structure is represented by a plane rooted tree and, as a consequence, can be coded by a Dyck word.
The evolution rules of the organogenesis model are given by a stochastic 0L-system. By doing so, the evolution of plant structure is coded by a Markovian sequence of Dyck words. Therefore, studying plant structure and its development is completely equivalent to studying the 
