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Abstract
We develop Lagrangian Floer Theory for exact, graded, immersed La-
grangians with clean self-intersection using Seidel’s setup [21]. A positivity
assumption on the index of the self intersection points is imposed to rule
out certain (but not all) disc bubbles. This allows the Lagrangians to be
included in the exact Fukaya category. We also study quasi-isomorphism
of Lagrangians under certain exact deformations which are not Hamilto-
nian.
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1 Introduction
Exact, embedded Lagrangians are involved in many interesting classical ques-
tions in symplectic geometry. They also constitute the class of objects in the
exact Fukaya category of a symplectic manifold. In general, exact Lagrangians
are rather rigid objects, and existence of even one has strong implications. On
the other hand, immersed exact Lagrangians satisfy an h-principle and always
exist in abundance. The goal of this paper is two-fold: one, to show that exact,
graded, immersed Lagrangians with clean self-intersection, and which satisfy
a certain positivity condition, can be admitted as objects of the exact Fukaya
category; and two, to examine some of the invariance properties of these objects
in the Fukaya category.
Immersed Floer theory was first developed by Akaho [2], and Akaho and
Joyce [3]. In the context of curves on Riemann surfaces it also appears in work
of Seidel [22] and Abouzaid [1]. Immersed Floer theory also plays a central role
in Sheridan’s work on homological mirror symmetry in [23] and [24].
The results of this paper fall somewhere between [2] and [3]: Our theory is
more general than [2], but less general than [3]. In [2], a topological condition is
imposed that rules out the existence of all holomorphic discs; in this paper, we
impose a positivity condition that only rules out some discs. As a consequence,
the Floer differential can have a non-topological part. The A∞ algebras however
have m0 = 0. What is gained over [3] is that we work over Z2 instead of the
Novikov ring, and we employ the less abstract and more computable perturba-
tion scheme of Seidel [21]. One could work over Z if one wanted to deal with
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orientation issues. The positivity condition rules out bad degenerations of holo-
morphic curves that would need a more advanced perturbation scheme to deal
with. Our theory allows immersions with clean, double-point self-intersection;
and also transverse self-intersections without the double point restriction. More
generally, the theory works for arbitrary immersions with clean self-intersection
as long as there exists a totally geodesic metric on the image of the immer-
sion. Also, inspired by [3] and [24], we prove invariance under certain exact
deformations which are not Hamiltonian.
We would like to also mention our debt to the ideas and work of Fukaya,
Oh, Ohta and Ono [12].
1.1 Setup and results
We start with (M,ω, σ, JM ,ΩM ) whereM is a compact manifold with boundary,
ω = dσ is an exact symplectic form, JM is an ω-compatible almost complex
structure, and ΩM is a nowhere-vanishing section of Λ
top
C
(T ∗M,JM ). Actually,
ΩM only needs to be well-defined up to a ± sign. Following Section (7a) of
[21], the following convexity conditions are imposed: the Liouville vector field
Xσ defined by ω(Xσ, ·) = σ points strictly outwards along ∂M , and any JM -
holomorphic curve touching ∂M is completely contained in ∂M . In particular,
(∂M, σ) is a contact manifold. If JM is compatible with the contact structure
near the boundary then it automatically satisfies the convexity condition. In
this case, one can allow M to be noncompact by attaching a conical end to
the boundary and taking JM to be cylindrical on the end. Up to homotopy
equivalence, the Floer cohomology we will construct does not depend on JM .
Also, ΩM is used for grading puposes and so the constructions only depend on
the homotopy equivalence class of Ω⊗2M .
Let L be a closed connected manifold and ι : L → M a Lagrangian immer-
sion, and let L = ι(L) ⊂ M . For simplicity, we primarily focus on the Floer
theory of the single Lagrangian immersion ι, but note that with some obvious
modifications the theory can be applied to any number of Lagrangian immer-
sions. Assume that ι is exact in the sense that there exists fL : L → R such
that dfL = ι
∗σ. Also, assume that L is graded in the sense that there exists
θL : L → R such that e2πiθL = Det2ΩM ◦Dι. Here, Det2ΩM is the (squared)
phase function, defined by ΩM in the following way: for X1, . . . , Xn a basis of
a Lagrangian plane in TM ,
Det2ΩM (X1 ∧ · · · ∧Xn) =
ΩM (X1 ∧ · · · ∧Xn)2
|ΩM (X1 ∧ · · · ∧Xn)|2 ∈ S
1.
Let
R = { (p, q) ∈ L× L | ι(p) = ι(q), p 6= q }, R = ι(R) ⊂ L. (1)
(Abusing notation, ι also denotes the obvious map R→M .) We call R the set
of branch jump types and R the branch points or self-intersection points of L.
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For the time being we assume that ι has only transverse double points; later on
we will allow ι to have clean self-intersection. It is interesting to note that
L∐R = L×L L = { (x, y) ∈ L× L | ι(x) = ι(y) }. (2)
In the clean intersection case, this serves to define a topology on R. An impor-
tant concept that is a consequence of exactness is the notion of energy:
Definition 1.1. The energy E(p, q) of (p, q) ∈ R is E(p, q) = −fL(p) + fL(q).
In addition to graded and exact, the main condition we impose on the La-
grangian is a positivity condition. This condition is needed to control disc bub-
bling.
Condition 1.2. If (p, q) ∈ R and E(p, q) > 0 then Ind(p, q) ≥ 3. Here, Ind(p, q)
is a Maslov type index and is defined in Definition 2.5.
From Definition 2.5 and Definition 1.1 it can be seen that E(p, q) = −E(q, p)
and Ind(q, p) = dimL − Ind(p, q). In Section 1.5 we discuss the possibility of
weakening the positivity condition.
Now we explain our results. First, we need to choose some additional data.
For a time dependent Hamiltonian function H = {Ht }0≤t≤1 with Ht : M →
R, denote the associated time dependent Hamiltonian vector field by XH and
the Hamiltonian flow by φHt . (Our convention on Hamiltonian vector fields is
dHt(·) = ω(XHt , ·).)
Definition 1.3. Floer data H ,J for ι : L→ L consists of
• a time dependent Hamiltonian H = {Ht }0≤t≤1 such that Ht = 0 near
the boundary of M , and
• a time dependent ω-compatible almost complex structure J = { Jt }0≤t≤1
such that Jt = JM near the boundary of M .
Let ΓH denote the set of Hamiltonian chords γ : [0, 1] → M that start and
stop on L. Assume that
• [(φH1 )−1(L) ∪ φH1 (L)] ∩R = ∅, and
• L is transverse to φH1 (L).
The first point implies that no element of ΓH stops or starts on R and the second
implies that ΓH is a finite set. When we want to emphasize these conditions we
will refer to the Floer data as being admissible, but since we generally impose
admissibility we will usually not mention it.
Associated to this data, let CF(ι) = CF(ι;H ,J) = Z2 · ΓH denote the
Z2-vector space formally generated by the Hamiltonian chords. Intuitively, if
Ht = H is time-independent and C
2-small, then CF(ι) will have two gener-
ators for each self-intersection point and one generator for each critical point
of the function H ◦ ι (see Lemma 2.9). Hence it is useful to imagine that
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CF(ι) = CM(L) ⊕ CM(R), where CM denotes the Morse complex. Following
[21], we define A∞ operations mk : CF(ι)
⊗k → CF(ι) for all k ≥ 1 by counting
inhomogeneous holomorphic curves with boundary marked points converging to
Hamiltonian chords; this requires choosing other perturbation data in addition
to the Floer data H ,J . δ := m1 counts holomorphic strips and is the Floer
differential. The first main results are:
Theorem 1.4 (See Sections 6.1 and 6.2). The Floer differential is well-defined
and satisfies δ2 = 0. Hence the Floer cohomology HF(ι) := Ker δ/ Im δ is well-
defined. Moreover, the cohomology is independent of the Floer data H ,J.
Theorem 1.5 (See Theorem 7.7 and Section 7.5). The operations mk satisfy the
A∞ relations. More generally, ι can be admitted as an object of the exact Fukaya
category (as defined in [21]), and the quasi-isomorphism class of ι is independent
of the choices needed to include it as an object in the Fukaya category. In
particular, the homotopy type of the A∞ algebra (CF(ι), {mk }) is an invariant
of ι.
Unlike the embedded case, it is not necessarily true that HF(ι) 6= 0; see
Section 1.3 for an example. Also, it is not necessarily true that an exact de-
formation of an immersion ι is a Hamiltonian deformation. A one-parameter
family of immersions { ιt }t with ι0 = ι is an exact deformation if the one form
ι∗tω(∂ιt/∂t, ·) is exact; it is a Hamiltonian deformation if ιt = φt◦ι for some fam-
ily of Hamiltonian diffeomorphisms φt. If { ιt }t is a Hamiltonian deformation
then it is exact, but the converse is not true if ι is only an immersion. Con-
dition 1.2 is preserved under Hamiltonian deformation but not under general
exact deformation (although if E(p, q) 6= 0 for all (p, q), it is preserved for small
enough exact deformation). If ι0 is exact, then { ιt }t is an exact deformation if
and only if each ιt is exact.
Theorem 1.6 (See Theorem 7.11). Let { ιt }t be a (connected) family of ex-
act graded Lagrangian immersions such that each ιt satisfies Condition 1.2.
Moreover assume that each ιt has only transverse double points. Then any two
immersions in the family are quasi-isomorphic in the Fukaya category.
This theorem gives a partial answer to Question 13.18 in [3], which we
now explain. Exact deformations have an interesting interpretation in terms
of Legendrians. Observe that M × R is a contact manifold with contact form
α = dz − σ, where z is the R-coordinate. If L˜ ⊂ M × R is an immersed Leg-
endrian then the projection to M is an immersed exact Lagrangian; conversely,
an immersed exact Lagrangian lifts to an immersed Legendrian via the immer-
sion ι × fL : L→M × R. The self-intersection points of L correspond to Reeb
chords of L˜. Moreover, L˜ is embedded if and only if E(p, q) 6= 0 for all (p, q) ∈ R.
Question 13.18 in [3] asks if immersed Floer cohomology is invariant under an
exact deformation which lifts to an isotopy of embedded Legendrians (in general,
exact deformation only lifts to isotopy of immersed Legendrians). Theorem 1.6
gives a partial affirmative answer to this: if ι0 satisfies the positivity condition
and lifts to an embedded Legendrian, and { ιt }t lifts to an isotopy of embedded
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Legendrians, then each ιt must also satisfy the positivity condition; hence if
the immersed Lagrangians have only transverse double points then the theorem
says that the Floer cohomology is invariant. (Note that Theorem 1.6 may still
apply even if the isotopy of Legendrians is not an embedded isotopy.)
Now we discuss the clean self-intersection case. See Definition 8.1 for a
precise definition; essentially the adjective clean means that the self-intersection
(in L) is a submanifold of M , with tangent space equal to the intersection of
the tangent spaces of the branches. Also, singular points are still only double
points. We define R and R in the same way as before; these are now smooth
manifolds instead of just finite sets of points. In particular, we can still ask if
the positivity condition is satisfied. In case it is, we can define the Floer theory
in the same way as before.
Theorem 1.7 (See Section 8). Let ι be a graded, exact, clean immersion sat-
isfying Condition 1.2. Then ι can be included as an object of the exact Fukaya
category, and the quasi-isomorphism class of ι is independent of the choices
needed to include it.
In the previous theorem, if L = R then admissible Floer data does not exist
because the endpoints of Hamiltonian chords necessarily intersect R. To deal
with this, we need to alter the definition of ΓH slightly: we should also include
lifts to L of the start and end points of the chords, see Definition 8.7. Also,
if L = R, then L → L is a double cover and L is exact. In this situation, we
do not need to require that ι has only double points, so consider ι : L → L
any covering space, say r-fold. Then ι defines a local system on L with fiber
(Z2)
r (see prior to Theorem 8.10), call it Eι, and (L, Eι) can be thought of as an
object of the embedded, exact Fukaya category with local systems. We suspect
the following theorem is essentially already known to many people.
Theorem 1.8 (See Theorem 8.10). ι and (L, Eι) are quasi-isomorphic objects
in the Fukaya category. The Floer-cohomology is isomorphic to the singular
cohomology (with Z2-coefficients) of L∐R = L×L L.
It is interesting to note that if L is an embedded exact Lagrangian then
L×LL = L and the Floer cohomology is isomorphic to the singular cohomology
of L ×L L. More generally, if L1 and L2 are embedded, exact Lagrangians,
then their fiber product is L1×M L2 = L1 ∩L2 and there is a spectral sequence
computing the Floer cohomology of the pair (L1, L2) which starts at the singular
cohomology of L1 ∩ L2 (assuming they intersect cleanly). A similar spectral
sequence should exist in the immersed case. (We do not investigate it in this
paper.)
The immersions which are covering spaces L → L have an obvious class
of exact deformations. Take a generic function f on L, and deform ι in the
direction of −J∇f . These deformations may or may not satisfy the positivity
condition; if they do then the result is a quasi-isomorphic object of the Fukaya
category.
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Theorem 1.9 (See Theorem 8.13). Let { ιt }|t|≤ǫ be the deformation described
above. Assume each ιt satisfies Condition 1.2, and each ιt for t 6= 0 has trans-
verse double points. Then any immersion in the family is quasi-isomorphic to
ι.
In particular, choosing different permissible functions f could lead to quasi-
isomorphic objects with differing numbers of self-intersection points. These
would be examples of exact deformations qualitatively different than those ap-
pearing in Theorem 1.6.
In Section 9 we discuss the case of immersions with general clean self-
intersection. Our theory works for these more general immersions as long as
they satisfy the positivity condition and the image of the immersion is totally
geodesic with respect to some metric on M . An example of such an immersion
is one in which all self-intersections are transverse but not necessarily double
points (i.e., they can be triple points, etc.). The totally geodesic restriction is
likely a technical restriction that could be removed with a more elaborate setup.
1.2 Method of proof
The general framework we follow is the one devised by Seidel in [21] for ex-
act embedded Lagrangians. The definition of the Floer cohomology and the
A∞ structure exactly parallels that given in [21]. However, because our La-
grangians are immersed and not embedded, holomorphic discs with corners at
the self-intersection points might exist. These in principle could prevent the A∞
relations from holding, so the extra work we need to do is to show that these
discs do not not cause problems.
To deal with this, we define moduli spaces of curves with two types of bound-
ary marked points, which we call Type I and Type II marked points. Type I
marked points are the kind appearing in [21] and must converge to Hamiltonian
chords. Type II marked points converge to self-intersection points.
We also define two types of moduli spaces: holomorphic polygons, and holo-
morphic discs. Holomorphic polygons have Type I and possibly Type II marked
points and satisfy an inhomogeneous Cauchy-Riemann equation. The holo-
morphic polygons with only Type I marked points are used to define the A∞
structure. Holomorphic discs have only Type II marked points and satisfy a
homogeneous Cauchy-Riemann equation; they appear attached to polygons in
the compactification of the moduli space of polygons and serve only an auxiliary
purpose; in particular, they do not enter into the definition of the A∞ structure.
The preliminary extra details needed beyond [21] are a description of the
analytic and Fredholm setup of the moduli spaces of polygons (including ones
with Type II points), a description of the Gromov compactness of the two types
of moduli spaces, and a statement on regularity of the moduli spaces of holomor-
phic polygons. These mostly follow from standard facts already well represented
in the literature. With these in hand, the main type of statement to prove which
is not needed in [21] is the following: a zero- or one-dimensional moduli space
of holomorphic polygons with no Type II points can be compactified without
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introducing any Type II points. The positivity condition, Gromov compactness,
and regularity are the essential ingredients needed to prove this statement.
1.3 Examples
The first example is an immersed sphere in Cn with one self-intersection point,
which is described in Example 13.12 in [3]. The sphere can be described as
follows: Start with the curve C = { s+ it ∈ C | t2 = s2− s4 }; C is an immersed
circle in C which looks like an ∞ symbol, and has one self-intersection point at
the origin. Let L = { (λx1, . . . , λxn) | λ ∈ C, x1, . . . , xn ∈ R, x21+· · ·+x2n = 1 }.
Then L is an immersed sphere inside Cn with a single self-intersection point at
the origin. The indices of the two elements of R are −1 and n + 1. A simple
calculation shows that the index n+ 1 branch jump has positive energy. (This
is easy for the n = 1 case; for the higher dimensional case just consider one of
the holomorphic discs bounded by C × { 0 }n−1 ⊂ L.) Thus the Lagrangian L
satisfies the positivity condition when n ≥ 2. Since every compact Lagrangian
in Cn is displaceable, the Floer cohomology is 0.
The next examples are Lagrangian spheres in (smoothings of) AN surfaces,
described in [4]. The AN surface is the hypersurface X = { xy + fN (z) = 0 } ⊂
C3, where fN(z) is a degreeN polynomial with no repeated roots. As symplectic
manifolds, A1 ∼= C2 and A2 ∼= T ∗S2. The map X → C, (x, y, z) 7→ z is a
Lefschetz fibration with critical values at the roots of fN . Given an embedded
path in the base C that starts and stops at the same critical value and doesn’t
intersect any other critical values, the union of all the vanishing cycles over all
the points in the base path is an immersed sphere with a single self-intersection
point. The indices of the branch jumps are 3 and −1, and they satisfy the
positivity condition. We refer readers to [4] for details; also, the case N = 2 is
essentially the affine version of an example studied by Auroux in [5]. In [4], a
pearly version of the Floer theory described in this paper is used to calculate the
Floer cohomology. The result is that the cohomology has rank 4 if the interior
of the region bounded by the base path contains at least one critical value, and
is 0 otherwise. All of the Lagrangians in the N = 1 case fall into the latter
category; they essentially coincide with the Lagrangian in C2 described in the
previous class of examples.
1.4 Relation to previous works
In [2], Akaho defines Floer cohomology and the product for immersed La-
grangians that satisfy the condition π2(M,L) = 0. This a priori rules out
all disc bubbles. Such Lagrangians automatically satisfy Condition 1.2.
In [3], Akaho and Joyce define Floer theory for arbitrary (oriented, spin) im-
mersed Lagrangians with only transverse double points. Their theory is similar
to the theory of Fukaya, Oh, Ohta, and Ono for embedded Lagrangians [12], and
requires using the Novikov ring Λ0,nov, and the virtual perturbation technique
of Kuranishi spaces to deal with transversality issues.
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Our theory does not require using Kuranishi spaces, and this makes it simpler
and more computable (of course, the expense is loss in generality). In addition
to the virtual perturbation technique, another difficulty of the general theory is
that it involves a combination of geometric and algebraic constructions to arrive
at the final A∞ algebra; for example, the homological perturbation lemma is
used several times along the way. Also, at some point one has to deal with
infinite dimensional chain complexes. The methods of Seidel [21] that we em-
ploy are more direct and purely geometric, and the chain complexes are finite
dimensional from the beginning.
A local Floer cohomology for two cleanly intersecting embedded Lagrangians
was studied by Pozniak [18]. It seems likely that a Morse-Bott version of [3] can
be defined to deal with Lagrangians that are cleanly immersed by mimicking
the Morse-Bott version of Floer theory for two cleanly intersecting embedded
Lagrangians in [12].
In the language of [12] and [3], Lagrangians satisfying Condition 1.2 are
automatically unobstructed; this is stated as Proposition 13.10 in [3]. This
proposition has a weaker hypothesis than the positivity condition: it is simply
required that there are no self-intersection points of index 2. In the next section
we will discuss the prospect of bringing our results in line with this.
We learned a great deal about immersed Floer theory from the work of
Sheridan in [24] and [23]. The example that Sheridan deals with does not
exactly fit into any of the frameworks discussed so far; rather, Sheridan deals
with bubbling and compactness issues by working in a covering of the symplectic
manifold in which the immersed Lagrangian lifts to an embedded Lagrangian.
Theorem 1.9 is inspired by a similar result of Sheridan for his example.
1.5 Possible generalizations
We expect that Condition 1.2 can be relaxed to the following: if Ind(p, q) = 2
then E(p, q) ≤ 0. The reason is that the virtual dimension of the moduli space
of holomorphic discs with one (Type II) marked point of index less than 2 is
negative. Hence, generically, one expects no such discs to exist, and hence they
shouldn’t cause a problem with disc bubbling. The index 2 discs are more
problematic because (in the terminology of [3]) they contribute to m0(1) and
can be an obstruction to Floer cohomology being well-defined. Thus they need
to still be explicitly ruled out with a positivity condition. In this paper we
never address the regularity of holomorphic discs (we only require the moduli
spaces of inhomogeneous holomorphic polygons to be regular) and therefore
need Condition 1.2. However, we expect that the results of Ekholm, Etnyre,
and Sullivan [8], [9] on Legendrian contact homology can be adapted to our
setting to give the necessary regularity arguments. We plan to investigate this
in future work.
From a computational point of view, it would be beneficial to have a Morse-
Bott version of the theory that does not require perturbing the Lagrangian
by a Hamiltonian. In this theory, one would take a Morse function on L ∐ R
and define the Floer cochain complex to be the Morse complex of L plus the
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Morse complex of R. Then the Floer differential, and more generally the A∞
structure, would be defined by counting “pearly curves”, which are combinations
of holomorphic discs and Morse trajectories. In the case of embedded monotone
Lagrangians, such a theory for Floer cohomology is developed by Biran and
Cornea in [6]. Sheridan also develops such a theory for his immersed Lagrangians
in [23] and [24]. In [4], the first author described how such a theory works
for Floer cohomology in the context discussed in this paper, and we plan to
address the full A∞ structure in future work. We remark that in [4], a stronger
positivity condition was imposed; namely that if E(p, q) > 0 then Ind(p, q) ≥
(dimL + 3)/2. This stronger condition is needed in the pearly case to rule out
degenerations resulting from nodal holomorphic curves which contain a constant
disc component that maps to a self-intersection point; we do not know if it can be
relaxed to the condition used in this paper. (Such problematic degenerations are
not a problem in this paper because they are ruled out by the use of Hamiltonian
perturbations; see Remark 3.6.)
1.6 Outline of paper
Here is an outline of the paper. First, a few general points. Before Section 7
we focus solely on Floer cohomology and restrict attention to the case that ι
has transverse double points. In particular, in Section 6 we explain why the
Floer differential is well-defined, and the Floer cohomology is invariant under
the choice of Floer data. The proofs are standard, but we still explain them
carefully in order to show why the positivity condition is needed. In Section
7 we consider the full A∞ structure, and in Section 8 we consider the clean
immersion case. Fewer details are given in these sections because the main
points are similar to those discussed in detail in Section 6.
Regarding moduli spaces of curves, we will consider two types of curves
which we call polygons and discs. In the literature these two terms are often
synonymous, but for us they will have different meanings: Polygons will be used
to define the A∞ structure, and discs will be used to describe bubbling. Before
Section 7 the only polygons we will consider are strips because we will only
discuss Floer cohomology and not the full A∞ structure. The term curve is a
catch-all term that can mean a strip, or other polygon, or a disc.
We begin in Section 2 by discussing the notion of marked strips and marked
discs, and the Maslov index. In Section 3 we describe how the space of strips
and discs with W 1,p regularity can be given the structure of a Banach manifold,
and we define the moduli spaces we will use. In Sections 4 and 5 we discuss
transversality and compactness of the moduli spaces. Marked polygons (other
than strips) will be introduced in Section 7 when we talk about the full A∞
structure.
In Section 9 we explain how we can relax the condition that self-intersection
points are double points. An appendix on asymptotic analysis is included for
completion.
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2 Marked curves: topological definitions
In general, we will consider two different types of curves, which we will call poly-
gons and discs. Holomorphic polygons will be used to define the A∞ structure
for a Lagrangian, and holomorphic discs will be used to describe disc bubbling.
Strips are special types of polygons (they can be thought of as 2-gons), and
they are the curves used to define Floer cohomology. We will be concerned
only with Floer cohomology through Section 6, so we postpone the discussion
of general marked polygons to Section 7.2. This section discusses the definitions
and topological properties of strips and discs. Holomorphic strips and discs will
be considered in Section 3.
Let Sˆ denote a closed Riemann surface with boundary. In particular, Sˆ has
a complex structure j, which is suppressed from the notation. We will be inter-
ested in two types of marked boundary points which we call Type I and Type
II points. Let Σ = (z0, . . . , zk) ⊂ ∂Sˆ denote an ordered list of Type I marked
points, and ∆ = (z∆1 , . . . , z
∆
m) ⊂ ∂Sˆ denote an ordered list of Type II marked
points. Assume that all marked points are distinct. Moreover, assume that
each marked point is labeled as incoming (−) or outgoing (+); this determines
decompositions Σ = Σ− ∐Σ+ and ∆ = ∆− ∐∆+. Given Sˆ and Σ, let S be the
(non-compact) Riemann surface S = Sˆ \Σ. When we write this we really mean
that Sˆ,Σ is part of the data of S.
One of the features of holomorphic curves with boundary on an immersed
Lagrangian is that the curve can jump branches at a self-intersection point. To
deal with this type of behavior (and for other reasons), boundary lifts to L need
to be included as additional data of the curve. The following definition will play
an important role in describing the behavior of the lifts at the branch points.
Definition 2.1. Let γ : (−ǫ, ǫ) → L be a path such that γ(0) ∈ R. Let
γ˜ : (−ǫ, 0) ∪ (0, ǫ)→ L be a lift of γ defined away from 0, and let
p = lim
s→0−
γ˜(s), q = lim
s→0+
γ˜(s).
If p 6= q then (p, q) ∈ R and we say that the path γ˜ has a branch jump of type
(p, q). If p = q then γ˜ extends continuously over 0 and γ does not have a branch
jump at 0. Note that γ˜ is unique if it exists and γ is not constant on (−ǫ, 0) or
(0, ǫ).
2.1 Marked strips
Let Sˆ = D = { |z| ≤ 1 }, Σ− = {−1 }, Σ+ = { 1 } and S = Sˆ \ Σ. Identify S
with R × [0, 1] and Σ with {±∞}; we will call this Riemann surface the strip
and denote it by Z. Explicitly, use the standard identification
z = s+ it ∈ Z = R× [0, 1] 7→ ie
πz + 1
ieπz − 1 ∈ S, ±∞ 7→ ±1.
Fix a Hamiltonian H = {Ht }t. Recall that ΓH is the set of time-1 chords
on L.
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Definition 2.2. A C0-marked strip u = (u,∆, α, ℓ) connecting γ± ∈ ΓH con-
sists of
• a continuous map u : (Z, ∂Z)→ (M,L) such that lims→±∞ u(s, t) = γ±(t)
uniformly in t,
• a list of Type II marked points ∆ ⊂ ∂Z, all of which are considered
outgoing, and are ordered starting from left to right along the bottom of
the strip and continuing right to left along the top,
• a map α : { 1, . . . , |∆| } → R, and
• a continuous map ℓ : ∂Z \∆→ L such that ι ◦ ℓ = u|∂Z \∆.
Moreover, ℓ has a branch jump at each z∆i ∈ ∆ of type α(i) ∈ R (in the sense
of Definition 2.1; moving counterclockwise around ∂Z corresponds to increasing
s in the notation of the definition). Denote by B(Z,∆, α) the space of all C0-
marked strips with Type II points ∆ (H is suppressed from the notation), and
B(Z, α) =∐∆ B(Z,∆, α)× {∆ }.
2.2 Marked discs
Let Sˆ = D = { |z| ≤ 1 }.
Definition 2.3. A C0-marked disc u = (u,∆, α, ℓ) consists of
• a continuous map u : (D, ∂D)→ (M,L),
• a list of Type II marked points ∆ ⊂ ∂D which are ordered in counter-
clockwise order, along with a decomposition ∆ = ∆+ ∐∆− into outgoing
and incoming points,
• a map α : { 1, . . . , |∆| } → R, and
• a continuous map ℓ : ∂D \∆→ L such that ι ◦ ℓ = u|(∂D \∆).
Moreover, moving in the counterclockwise direction, ℓ has a branch jump at
each z∆i ∈ ∆+ of type α(i) ∈ R; and, moving in the clockwise direction, ℓ has
a branch jump at each z∆i ∈ ∆− of type α(i) ∈ R. See Definition 2.1 for the
definition of a branch jump type.
Denote by Bdisc(D,∆, α) the space of all C0-marked discs, and Bdisc(D,α) =∐
∆ Bdisc(D,∆, α) × {∆ }.
2.3 Maslov index
Let G(M,ω) → M be the fiber bundle of Lagrangian planes in TM . Given
Λ0,Λ1 ∈ G(M,ω) over the same point inM , with Λ0∩Λ1 = { 0 }, and θ0, θ1 ∈ R
such that Det2ΩM (Λj) = e
2πiθj for j = 0, 1, define the index of the pair of graded
planes to be
Ind((Λ0, θ0), (Λ1, θ1)) = n+ θ1 − θ0 − 2 · Angle(Λ0,Λ1). (3)
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Here n = dimM/2 and Angle(Λ0,Λ1) = α1 + · · · + αn, where αi ∈ (0, 12 ) are
defined by requiring that there exists a unitary (with respect to JM and ω) basis
u1, . . . , un of Λ0 such that
Λ1 = SpanR{ e2πiα1u1, . . . , e2πiαnun }.
From Equation (3) we can see that
Ind((Λ0, θ0), (Λ1, θ1)) = n− Ind((Λ1, θ1), (Λ0, θ0)).
Alternatively, the index can be defined in the following way. Let λ : [0, 1]→
G(M,ω) be a continuous path of Lagrangians all lying over the same point inM .
Furthermore, assume λ(0) = Λ0, λ(1) = Λ1, and assume there exists a continu-
ous family of real numbers θt from θ0 to θ1 such that Det
2
ΩM (λ(t)) = e
2πiθt . Then
Ind((Λ0, θ0), (Λ1, θ1)) = n/2 + µ(λ,Λ0). The µ on the right-hand side denotes
the Maslov index of a path of Lagrangians with respect to a fixed Lagrangian,
as defined in [19]. Equivalently, if λpos denotes the path of Lagrangians which
is the positive definite rotation from Λ1 to Λ0, then Ind((Λ0, θ0), (Λ1, θ1)) =
µ(λ#λpos). Here the right-hand side denotes the Maslov index of a loop.
There is yet another definition of the index which connects it to the index
theory of Cauchy-Riemann operators. To describe this, let p ∈M be the point
with Λ0,Λ1 ⊂ TpM . Consider the unit disc D with trivial symplectic vector
bundle E = D × TpM . Fix a marked point z0 ∈ ∂D (which should be thought
of as an incoming marked point) and fix a parametrization (0, 1) ∼= ∂D \ { z0 }
(with the arc given the counterclockwise orientation). Define a Lagrangian sub-
bundle F of E over this arc by Ft = λ(t) (if necessary, first homotope λ slightly
so that it is constant near t = 0 and t = 1). Let ∂¯(E,F ) denote the standard
Cauchy-Riemann operator of this bundle pair; the domain is W 1,2 sections of
E with F boundary conditions, and the target is L2 sections of Λ0,1D ⊗E. Then
Ind((Λ0, θ0), (Λ1, θ1)) is equal to the Fredholm index of the operator ∂¯(E,F ). See
equation (11.20) and Lemma 11.11 in [21] for a proof.
We now describe how to define an index for Hamiltonian chords. Let H =
{Ht }t be an admissible Hamiltonian, ΓH be the set of time-1 Hamiltonian
chords, and φHt be the flow of the Hamiltonian vector field XH . For γ ∈ ΓH ,
let Λt ∈ G(M,ω), θt ∈ R be continuous in t ∈ [0, 1] and such that
(Λ0, θ0) = (Tγ(0)L, θL(ι
−1(γ(0)))), D(φHt ) · Λ0 = Λt, Det2ΩM (Λt) = e2πiθt .
In other words, (Λ0, θ0) is the graded plane determined by the Lagrangian at
γ(0), and the linearized flow DφHt is used to move it to a graded plane (Λ1, θ1)
contained in Tγ(1)M .
Definition 2.4. The index of γ ∈ ΓH is
Ind γ = Ind((Λ1, θ1), (Tγ(1)L, θL(ι
−1(γ(1))))).
This coincides with the definition given in Section (12b) of [21]. To motivate
it, consider the Lagrangians L0 = φ
H
1 (L) and L1 = L. Hamiltonian chords on
13
L correspond to points of L0 ∩ L1 via γ ↔ γ(1). The Lagrangian L0 inherits
a grading from the grading of L and the isotopy t 7→ φHt (L), 0 ≤ t ≤ 1.
In Definition 2.4, (Λ1, θ1) is the graded Lagrangian plane determined by the
tangent space of L0 at γ(1).
Following [3], the grading of L also allows us to assign an index to elements
of R.
Definition 2.5. Let (p, q) ∈ R. Then the index of (p, q) is
Ind(p, q) = Ind((ι∗TpL, θL(p)), (ι∗TqL, θL(q))).
Now we define the Maslov index for marked curves. Let u = (u,∆, α, ℓ)
be a marked curve with domain S = Sˆ \ Σ and Type II points ∆. Let S′ =
S ∪Σ× [0, 1] be the compact surface with corners obtained from Sˆ by replacing
each point in Σ with a unit interval; topologically S′ is a closed disc. For
instance, if S = Z = R × [0, 1], then S′ = [−∞,∞] × [0, 1] which can be
thought of as a compact rectangle. Also, { z } × [0, 1] ⊂ ∂S′ is assumed to be
parameterized in such a way that motion from 0 to 1 in { z }× [0, 1] corresponds
to counterclockwise motion along ∂S′ if z is an outgoing point, and clockwise
motion if z is an incoming point. (Note that with the strip −∞ is an incoming
point and +∞ is an outgoing point.) Since u converges to chords at points of
Σ, it can be thought of as a continuous map into M with domain S′. Over S′,
u∗TM defines a symplectic vector bundle. On the boundary of S′ and away
from ∆ and Σ × [0, 1], ι∗ℓ∗TL defines a Lagrangian sub-bundle. Extend the
sub-bundle over Σ × [0, 1] ∐ ∆ ⊂ ∂S′ as follows (in the following, a positive
definite rotation is the rotation t 7→ etJ for appropriate ω-compatible J):
• For an outgoing Type I point z+ ∈ Σ that converges to γ ∈ ΓH , we want
the Lagrangian subbundle over { z+ } × [0, 1] ⊂ ∂S′ to be the path of
Lagrangians that starts with Tγ(0)L, then moves along the linearized flow
DφHt until a plane in Tγ(1)M is reached, and then is followed by a positive
definite rotation from this plane to Tγ(1)L. Forward progress along this
path should correspond to moving in the counterclockwise direction along
∂S′. More precisely, we do the following. Homotope u∗TM slightly so that
it is constant in a small neighborhood of { z+ }×{ 1 } ∈ { z+ }× [0, 1] ⊂ S′.
This gives a a trivialization in a neighborhood of this point. Let ǫ > 0 be
small. Then, for t ∈ [0, 1−ǫ], the fiber of the subbundle over { z+ }×{ t } ∈
{ z+ } × [0, 1] is DφHt (Tγ(0)L). For 1 − ǫ ≤ t ≤ 1, move in the positive
definite direction until Tγ(1)L is reached. The result is that the Lagrangian
sub-bundle has been extended over { z+ } × [0, 1] ⊂ ∂S′. We emphasize
that since z+ is an outgoing point, moving in the forward direction of
the interval { z+ } × [0, 1] corresponds to moving in the counterclockwise
direction around ∂S′.
• For an incoming Type I point z− ∈ Σ, the same procedure is applied.
The difference in the resulting bundle is that forward movement along
{ z− }× [0, 1] corresponds to clockwise movement around ∂S′. (Note that
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this is automatically achieved by the way we identified { z− }× [0, 1] with
a portion of the boundary of S′.)
• For an outgoing Type II marked point of type (p, q) ∈ R implant a coun-
terclockwise path moving in the positive definite direction from ι∗TpL to
ι∗TqL.
• For an incoming Type II marked point of type (p, q) ∈ R implant a coun-
terclockwise path moving in the negative definite direction from ι∗TqL
to ι∗TpL (equivalently, a clockwise path moving in the positive definite
direction from ι∗TpL to ι∗TqL).
Definition 2.6. The Maslov index µ(u) of u is defined to the be the Maslov
index of the bundle pair defined above.
Lemma 2.7. Let u = (u,∆, α, ℓ) ∈ B(Z,∆, α) be a marked strip connecting
γ± ∈ ΓH . Then the Maslov index µ(u) of u is
µ(u) = Ind γ− − Ind γ+ −
∑
1≤i≤|∆|
Indα(i).
Lemma 2.8. Let u = (u,∆, α, ℓ) ∈ Bdisc(D,∆, α) be a marked disc with ∆ =
(z∆1 , . . . , z
∆
k ). Then the Maslov index µ(u) of u is
µ(u) =
∑
z∆i ∈∆
−
Indα(i)−
∑
z∆i ∈∆
+
Indα(i).
It is instructive to consider the indices in the following situation. LetHt = H
be a C2-small time independent admissible Hamiltonian. Furthermore, assume
that HL := H ◦ ι is a Morse function on L, and the critical points of HL are
disjoint from ι−1(R). Then there exists ǫ0 > 0 such that for every 0 < ǫ < ǫ0
there exists a canonical bijection ΓǫH ∼= Crit(HL)∐R. Note that φǫH1 = φHǫ . To
see the bijection, first note that the set of chords can be broken into two disjoint
sets, ΓǫH = ΓL ∐ ΓR, based on the distance between ι−1(γ(0)) and ι−1(γ(1))
in L. If the distance is small, γ is in ΓL, and if the distance is large, γ is in
ΓR. The chords in ΓR jump branches of L and correspond to points of R. If
x ∈ R, and ι−1(x) = { p, q }, then there will be a chord that jumps from the p
to the q branch and a chord that jumps from the q to the p branch. The chord
that jumps from the p to the q branch is characterized by the property that
ι−1(γ(0)) is near p and ι−1(γ(1)) is near q; a similar statement holds for the
other chord with p and q reversed. Thus these two chords correspond to (p, q)
and (q, p) in R, respectively. The chords in ΓL correspond to the critical points
of HL. This can be deduced from the fact that XH(p) is tangent to L if and
only if p ∈ CritHL.
Now we examine the indices of these chords. For p ∈ CritHL, let γp ∈
γL denote the corresponding chord, and for (p, q) ∈ R let γ(p,q) denote the
corresponding chord.
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Lemma 2.9. Ind γp = dimL− IndpHL = Indp(−HL), where IndpHL denotes
the Morse index (number of negative eigenvalues of the Hessian of HL at p), and
Ind γ(p,q) = Ind(p, q), where the index on the right-hand side is from Definition
2.5.
Proof. First consider the case of γp. In this case there is no essential difference
between an embedded or immersed Lagrangian, so we start by examining the
simple example of L = R ⊂ C and H(x, y) = ±x2/2, with ΩM = dz and
ω = dx ∧ dy. Equip L with any constant grading θL ∈ Z. Then φHt (x, y) =
(x, y ∓ tx), so φǫH1 (L) is a line of slope ∓ǫ, and this Lagrangian inherits a
grading by continuing θL along the Hamiltonian isotopy. The only chord is the
constant chord γ(t) = (0, 0), and this corresponds to the critical point (0, 0)
of HL. By the discussion after Definition 2.4, Ind γ is equal to the index of
the pair of graded planes (T(0,0)φ
ǫH
1 (L), T(0,0)L). The result is Ind γ = 0 if
H = −x2 and Ind γ = 1 if H = +x2. Thus the lemma holds in the simple case
R ⊂ C, H = ±x2. For more general H (depending on x and y) the calculation
is essentially the same as long as HL has a single critical point at x = 0 and
ǫ is chosen small enough (γ will no longer just be a constant chord though).
The general result can then be deduced from this simple example by using the
Weinstein neighborhood theorem and the Morse lemma to reduce the problem
to a direct sum of one-dimensional problems.
Now consider the case of γ(p,q) with (p, q) ∈ R. In this case, Ind γ(p,q)
is calculated by moving the graded plane Tγ(p,q)(0)L along the linearized flow
DφǫHt until a graded plane Λ1 contained in Tγ(p,q)(1)M is reached, and then the
index of the chord is the index of the pair of graded planes (Λ1, Tγ(p,q)(1)L). If
ǫ > 0 is small enough, this pair of graded planes can be homotoped to the pair
of graded planes (ι∗TpL, ι∗TqL) in such a way that the planes stay transverse
throughout the homotopy. Thus Ind γ(p,q) = Ind(p, q).
3 Analytic setup, moduli spaces and Fredholm
theory
In this section we define Banach manifolds of marked strips withW 1,p-regularity.
We also define moduli spaces of (inhomogeneous) holomorphic strips, and also
holomorphic discs, and describe the Fredholm theory of the strips. The analytic
setup and Fredholm theory of the discs is not needed. The constructions and
propositions are essentially standard and can be seen as a combination of [21]
and [3]. One place where we give a few details is Proposition 3.7. This propo-
sition deals with the regularity of holomorphic strips. It is an important point
to address because Type II points are not present in the embedded Lagrangian
case of [21], and also our setup has a Hamiltonian term and a domain dependent
complex structure, which is different than [3].
Fix a metric gfix on M that agrees with ω(·, JM ·) outside of a compact
subset and is such that L is totally geodesic. This can be done by the following
lemma.
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Lemma 3.1. Let L be an immersed Lagrangian such that all singular points
are transverse double points. Then there exists a metric g on M such that L is
totally geodesic.
Proof. First, suppose L is a smooth submanifold of M . Let E ⊂ TM |L be a
vector bundle over L such that E ⊕ TL = TM |L. Let g be any metric on M
such that E is the orthogonal complement of TL in TM |L. L is totally geodesic
if and only if the second fundamental form vanishes, and this is equivalent
to g(Z,∇XX) = 0 for all Z ∈ Ex, X ∈ TxL, x ∈ L. Let X˜, Z˜ be vector
fields in TM defined on a neighborhood of x ∈ L such that [Z˜, X˜](x) = 0
and Z˜(x) = Z, X˜(x) = X . Then g(Z,∇XX) = − 12 (Z˜(g(X˜, X˜)))(x). Thus we
have the following characterization of totally geodesic with given normal bundle:
Given L and E, and a metric g on M such that TL and E are orthogonal, L is
totally geodesic if and only if Z˜(g(X˜, X˜))(x) = 0 for all x ∈ L, X ∈ TxL, and
Z ∈ Ex.
Now suppose embedded L and E are given, and g is a metric so that TL
and E are orthogonal and L is totally geodesic. Let φ be a smooth non-negative
function on M so that (Zφ)|L = 0 for any vector Z in E. Then for any
Z ∈ Ex, X ∈ TxL we have Z˜((φg)(X˜, X˜))(x) = (Zφ)(x) · g(X,X)(x) + φ(x) ·
(Z˜(g(X˜, X˜)))(x) = 0 on L. Thus, at points where φg is a metric, L is totally
geodesic with respect to φg and still has normal bundle E. Similarly, if g1 and
g2 are metrics such that E is orthogonal to TL for both and L is totally geodesic
with respect to both, then the same is true of g1 + g2.
Using these facts we can construct metrics on M such that embedded L is
totally geodesic in the following way. First, fix any E so that E⊕TL = TM |L.
Given a small open set U in M , it is clear that there exists some metric on U
such that E|L ∩ U is orthogonal to TL|L ∩ U , and L ∩ U is totally geodesic in
U . Then use a partition of unity {φi } on M which satsifies (Zφi)(x) = 0 for
Z ∈ Ex, x ∈ L to piece together these local metrics to get a global metric on
M . L will be totally geodesic with respect to this global metric, and also E and
TL will be orthogonal.
Now suppose ι : L → L ⊂ M is a Lagrangian immersion with transverse
double points. In a small neighborhood U of a double point, we can find a
diffeomorphism from U to a small open ball in R2n such that L maps to the
union of two n-planes. Take the standard metric on R2n, and pull it back to
U in M . We have thus constructed a metric on M near the double points of
L such that L is totally geodesic. Choose subbundle E ⊂ ι∗TM so that E is
the orthogonal complement of TL near the double points of L with respect to
the constructed metric. Since L is embedded away from the double points, the
previous arguments can be used to extend the constructed metric to all of M
in such a way that L is totally geodesic and E is the normal bundle.
Let Z+ = [0,∞)× [0, 1] and Z− = (−∞, 0]× [0, 1]. Suppose given S = Sˆ \Σ
and Type II marked points ∆. A choice of a strip-like end for a marked point
z ∈ Σ± ∐∆± of Type I or Type II is a proper holomorphic embedding
ǫ : Z± → Sˆ \ { z } (4)
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that satisfies lims→±∞ ǫ(s, t) = z and is such that the image of ǫ is disjoint from
Σ∐∆.
3.1 Analytic setup of strips
Fix an admissible Hamiltonian H . First consider the case of fixed Type II
marked points ∆ = ∆+ = (z∆1 , . . . , z
∆
m) ⊂ ∂Z (∆ = ∅ is allowed). Fix a choice
of strip like ends, ǫi for each Type II marked point z
∆
i ∈ ∆, such that the images
of the strip-like ends do not overlap.
The strip-like ends determine a metric g on Z, up to equivalence, as follows.
First, on ǫi([1,∞)×[0, 1]), with s+it the standard coordinates on [1,∞)×[0, 1] ⊂
Z+, g = ds2 + dt2. Second, on the complement of the images of the strip-like
ends, with s+ it the standard coordinates on Z, g = ds2 + dt2. Finally, on the
remaining part, the metric can be chosen in any way that smoothly matches
up with the previous choices. Different choices of strip-like ends will result in
equivalent metrics. Call such a metric a compatible metric. The metric defines
a measure (volume form) on Z \∆.
Let γ± ∈ ΓH and suppose u = (u,∆, α, ℓ) is a marked strip satisfying
u is constant in a neighborhood of each Type II marked point,
u(s, t) = γ±(t) for s near ±∞, and (5)
u is smooth.
Definition 3.2. With u as above, letW 1,p(u∗TM) denote the set of all sections
ξ of u∗TM over Z \∆ such that ξ is inW 1,p and has boundary values in ι∗ℓ∗TL.
The norm is defined by using the metric on Z \∆ determined by the strip like
ends and the fixed metric gfix on M . We assume that p > 2.
Let Uu,ρ be the subset of W 1,p(u∗TM) consisting of all sections ξ such that
‖ξ‖W 1,p < ρ for all z ∈ Z \∆. Define
Φu,ρ : Uu,ρ → B(Z,∆, α), ξ 7→ uξ = (uξ,∆, α, ℓξ), (6)
where uξ = expu ξ and ℓξ = expℓ(ξ|∂Z \∆). For the last equation we use the
fact that L is totally geodesic for gfix and ξ|∂Z \ ∆ can be lifted to a vector
field on TL using ℓ and ι. For small enough ρ, Φu,ρ is injective.
Definition 3.3. Let
B1,p(Z,∆, α) =
⋃
u,ρ>0
Φu,ρ(Uu,ρ),
where the union is over all u that satisfy (5). The maps Φu,ρ with ρ > 0 small
give B1,p(Z,∆, α) the structure of a smooth Banach manifold.
Now consider the case where the Type II marked points ∆ are allowed to
vary. Let
Configm(Z) = {∆ | |∆| = m, ∆ is ordered as in Definition 2.2 } (7)
⊂ (∂Z)m \ (fat diagonal)
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denote the configuration space of Type II marked points.
Definition 3.4. For α : { 1, . . . ,m } → R, let
B1,p(Z, α) =
∐
∆∈Configm(Z)
B1,p(Z,∆, α) × {∆ }.
B1,p(Z, α) is given the structure of a C0-Banach manifold with coordinate charts
Ψu,ρ : Uu,ρ × C → B1,p(Z, α), (ξ,∆) 7→ (Φu,ρ(ξ) ◦ υ∆,∆), (8)
where C is an open neighborhood of some ∆0 ∈ Configm(Z), Φu,ρ is the map
(6) for ∆0, and υ∆ is a diffeomorphism from Z \ ∆ → Z \ ∆0 which is a
biholomorphism in a neighborhood of ∆. The manifold structure is only C0
because of the appearance of υ∆ (which appears because the underlying domains
of the maps are not all the same).
3.2 Moduli spaces of strips and discs
We now define moduli spaces of (inhomogeneous) holomorphic strips and holo-
morphic discs.
Definition 3.5. Fix admissible Floer data H ,J as in Definition 1.3. Given
γ± ∈ ΓH and α : { 1, . . . ,m } → R, where if m = 0 we require γ− 6= γ+ (see
Remark 3.6), let
M˜(γ−, γ+;α) = M˜(γ−, γ+;α;H ,J)
denote the set of all u = (u,∆, α, ℓ) ∈ B(Z, α) such that
• u restricted to Z \∆ is smooth,
• lims→±∞ u(s, t) = γ±(t) uniformly in t,
• the energy of u is finite:
E(u) =
∫
Z\∆
∣∣∣∣∂u∂s
∣∣∣∣2dsdt <∞,
• and u restricted to Z \∆ satisfies Floer’s equation
∂u
∂s
+ Jt(u)
(
∂u
∂t
−XHt(u)
)
= 0. (9)
Let
M(γ−, γ+;α) =M(γ−, γ+;α;H ,J) = M˜(γ−, γ+;α)/R,
where R acts on M˜(γ−, γ+;α) by translation. Note that besides translating u
and ℓ, R also translates ∆ in the obvious way. If ∆ = ∅ (so α = ∅ : ∅ → R)
define
M˜(γ−, γ+) = M˜(γ−, γ+; ∅),
M(γ−, γ+) =M(γ−, γ+; ∅).
M(γ−, γ+;α) is called a moduli space of strips.
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Remark 3.6. If γ− = γ+ =: γ then the constant strip
1 u(s, t) = γ(t) is a
solution of Floer’s equation. If ∆ = ∅ then this curve is the only solution,
as can be seen by equations (12) and (13). In this case it is unstable and
should not be considered, so we define M(γ, γ) = ∅. If ∆ 6= ∅ then in principle
constant strips are allowed; however, under the assumption thatH is admissible,
M(γ, γ;α) necessarily cannot contain constant strips because R is disjoint from
the endpoints of all Hamiltonian chords. This will be important when we study
transversality in Section 5.
Proposition 3.7. If the Floer data H ,J is admissible, then
M˜(γ−, γ+;α) ⊂ B1,p(Z, α).
Proof. This proposition is mostly a standard fact. Inhomogeneous holomorphic
curves are smooth away from the marked points and hence have regularityW 1,ploc
away from the marked points. It is well-known that the strips actually have ex-
ponential convergence near ±∞. The strips also have exponential convergence
near the Type II marked points. This fact is slightly less standard because the
complex structure and Hamiltonian are not translation invariant on the strip-
like ends for the Type II points. One could pass to the graph construction (as
in Chapter 8 of [16]) to make the domain dependence of J and the Hamiltonian
term disappear and then try to apply [20]; however, one would then have to
deal with non-transverse Lagrangian boundary conditions (because the bound-
ary condition becomes R×L in the graph). Instead, we give an alternative proof
of exponential convergence in Theorem A.4, which in turn is based onW 1,p esti-
mates from [14]. The proposition then follows because exponential convergence
near the marked points is enough to put the strips into B1,p(Z, α).
We also need to consider moduli spaces of discs that are holomorphic with
respect to a fixed (that is, domain independent) almost complex structure J on
M . Let ∆ be a list of Type II marked points, and α : { 1, . . . , |∆| } → R a choice
of branch jumps. Since ι : L → M is exact, a non-constant holomorphic disc
must necessarily have at least one branch point. Therefore we assume |∆| ≥ 1.
Definition 3.8. Given J , ∆, and α as above let M˜disc(∆, α; J) denote the set
of all u = (u,∆, α, ℓ) ∈ Bdisc(∆, α) such that
• u restricted to D \∆ is smooth,
• ∫
D\∆
u∗ω <∞, and
• u satisfies the homogeneous Cauchy-Riemann equation
∂u
∂s
+ J(u)
∂u
∂t
= 0,
where s+ it are holomorphic coordinates on D \∆.
1Calling this solution constant makes more sense if u is viewed as a map from R into the
space of paths in M with boundary on L.
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Similarly, given only J and α, let
M˜disc(α; J) =
∐
∆
M˜disc(∆, α; J)× {∆ } ⊂ Bdisc(α).
Here the union is over all ∆ such that |∆| is constant (the constant is determined
by the domain of α). Let
Mdisc(α; J) = M˜disc(α; J)/Aut(D),
where Aut(D) = PSL(2,R) acts in the obvious way. Mdisc(α; J) is called a
moduli space of discs.
Remark 3.9. For certain α, Mdisc(α; J) consists of (equivalence classes of)
marked discs u = (u,∆, α, ℓ) such that u is constant. However, ℓ can have
different values on different components of ∂D \ ∆. The map u is constant if
and only if
∫
u∗ω = 0, which by exactness is actually a condition on α. We only
consider these moduli spaces if |∆| ≥ 3 (because otherwise the curves are not
stable).
3.3 Fredholm and index theory of holomorphic strips
This section explains how to exhibit M˜(γ−, γ+;α) as the zero set of a section of
a Banach bundle over B1,p(Z, α), and the resulting Fredholm theory. Fix Floer
data H ,J , chords γ± ∈ ΓH , and α. This determines B1,p(Z, α) as in Section
3.1.
Let E0,p(Z, α)→ B1,p(Z, α) be the Banach bundle with fiber
E0,p(Z, α)(u,∆) = Lp(Λ0,1 ⊗C u∗TM).
Here the right hand side consists of Lp-sections over Z \∆, and the Lp-norm is
defined in a way similar to Definition 3.2. The complex structure of u∗TM over
(s, t) ∈ Z is Jt. The bundle comes equipped with a C0-section
∂¯H,J ,α : B1,p(Z, α)→ E0,p(Z, α) (10)
defined by
∂¯H,J ,α(u) =
1
2
[
∂u
∂s
+ Jt(u)
(
∂u
∂t
−XHt
)]
⊗ (ds− idt).
By Proposition 3.7, M˜(γ−, γ+;α) = ∂¯−1H,J ,α(0section). Restricting to the charts
Uu0,ρ × C given by (8), ∂¯H,J ,α becomes a smooth section and the linearization
at a holomorphic strip is a Fredholm operator. We summarize these important
aspects with the following proposition, which is standard.
Proposition 3.10. If (u,∆) ∈ Uu0,ρ×C and ∂¯H,J ,α(u) = 0, then the lineariza-
tion of ∂¯H,J ,α at (u,∆) can naturally be identified with a Fredholm operator
D∂¯H,J ,α = D(u,∆)∂¯H,J ,α :W
1,p(u∗TM)× T∆C → Lp(Λ0,1 ⊗C u∗TM).
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The formula for the first component is
(ξ, 0) 7→ 1
2
{
[∇sξ + Jt(∇tξ −∇ξXHt)]−
1
2
Jt∇ξJt
[
∂u
∂s
− Jt
(
∂u
∂t
−XHt
)]}
⊗C(ds−idt).
The index is
IndD∂¯H,J ,α = Ind γ− − Ind γ+ −
∑
Indα(i) + |∆|. (11)
4 Gromov compactification of moduli space of
discs and strips
Fix admissible Floer data H ,J and γ± ∈ ΓH with γ− 6= γ+. The ultimate goal
of this section is to describe the Gromov compactification of the moduli space
M(γ−, γ+) of strips connecting γ− to γ+.
First we need to describe the Gromov compactification of J-holomorphic
discs with one incoming Type II marked point. To this end, let J be any
(domain independent) almost complex structure (later J will be J0 or J1 where
J = { Jt }t). Let α : { 1 } → R be given. We describe the compactification of
Mdisc(α; J).
Definition 4.1. With J and α as above, the compactified moduli space of discs
Mdisc(α; J) consists of equivalence classes of pairs (T, { [uv] }v∈V er(T )) where:
• T is a planar tree with a distinguished root vertex v0 ∈ V er(T ).
• For each vertex v ∈ V er(T ), [uv] = [(uv,∆v, αv, ℓv)] ∈ Mdisc(αv; J) is a
stable marked disc2 with
|∆v| =
{
valency(v) v 6= v0
valency(v) + 1 v = v0
and ∆−v = { z∆1 } (i.e., on each component the first marked point is in-
coming and the rest are outgoing).
• The branch jump types among the discs are compatible in the sense that
if two vertices v1 and v2 are connected by an edge, then the correspond-
ing branch jump types agree. (More precisely: The fact that T has a
distinguished root vertex implies that the edges can be canonically ori-
ented in the outward direction from the root. If we label the incoming
edge at a vertex as the first edge, then because T is planar each other
edge gets a unique number by proceeding in counterclockwise order. If
an outgoing edge at v1 is the i
th edge and it connects to v2, we require
that αv1(i) = αv2(1).) In particular, this means that the domain discs
can be glued together along the marked points and the resulting map is
continuous on the glued domain.
2This means that if uv is constant then |∆v| ≥ 3. See also Remark 3.9.
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Two pairs (T, { [uv] }v∈V er(T )) and (T ′, { [u′v] }v∈V er(T ′)) are equivalent if there
exists an isomorphism φ : T → T ′ of rooted planar trees such that [uv] = [u′φ(v)]
for all vertices v of T . We denote elements of Mdisc(α; J) using bold letters,
for example u = [(T, { [uv] }v∈V er(T ))].
Proposition 4.2. Mdisc(α; J) as described above is the Gromov compactifica-
tion of Mdisc(α; J).
Proof. This is Gromov’s compactness theorem for discs u on immersed La-
grangians with boundary lifts ℓ; see for example [3], [14]. Note that due to
exactness of L, an a priori bound for the symplectic area is given by∫
u∗ω = −fL(p) + fL(q),
where (p, q) = α(1); hence the spaceMdisc(α; J) is compact with respect to the
usual Gromov topology. See also the proof of Proposition 4.4 for some remarks
on the bubbling off analysis.
Now we move on to strips. Briefly, the compactification of the moduli space
of strips consists of broken strips with trees of disc bubbles (in the sense of
Definition 4.1) attached to Type II marked boundary points. Here are the
details.
Definition 4.3. Fix admissible Floer data H ,J , and γ± ∈ ΓH with γ− 6= γ+.
The compactified moduli space of strips M(γ−, γ+) =M(γ−, γ+;H ,J) consists
of all tuples
([u1], . . . , [uN ],v
0
1, . . . ,v
0
k0
,v11, . . . ,v
1
k1
)
such that
• each ui = (ui,∆i, αi, ℓi) is a marked strip connecting γi,− to γi,+,
• each strip is stable in the sense that if γi,− = γi,+ then ∆i 6= ∅,
• the total number of Type II marked points on the bottom of the strips is
k0, and the total number on the top is k1,
• γ− = γ0,−, γi,+ = γi+1,−, and γN,+ = γ+,
• v0i is an element of Mdisc(α0i ; J0) where α0i : { 1 } → R is the branch
jump type of the ith Type II marked point occurring along the bottom
of the broken strips (starting from the left side and moving right); the
marked point is considered incoming for v0i (and outgoing for the strip,
the element of R is the same for both),
• v1i is an element ofMdisc(α1i ; J1) where α1i : { 1 } → R is the branch jump
type of the ith Type II marked point occurring along the top of the broken
strips (starting from the right side and moving left); the marked point is
considered incoming for v1i .
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We denote elements of M(γ−, γ+) using bold letters, for example
u = ([u1], . . . , [uN ],v
0
1, . . . ,v
0
k0
,v11, . . . ,v
1
k1
).
Proposition 4.4. M(γ−, γ+) as described above is the Gromov compactifica-
tion of M(γ−, γ+).
Proof. By definition (see Section (8g) of [21] for details), the energy of a holo-
morphic strip u is
E(u) =
∫ ∣∣∣∣∂u∂s
∣∣∣∣2ds ∧ dt. (12)
By exactness and Stokes’ theorem, the energy of each strip inM(γ−, γ+) is equal
to A(γ−)−A(γ+), where A is the action of a chord, defined by the formula
A(γ) = −
∫
(γ∗σ +Ht(γ(t))dt)− fL(γ(0)) + fL(γ(1)). (13)
Thus there is an energy bound and Gromov compactness can be applied in the
usual way, for example as explained in [17], with a few modifications needed for
the immersed case.
The key difference in the immersed case is that when the rescaling procedure
is applied to find a disc bubble, the resulting bubble is only smooth on the disc
minus a point (equivalently, on the upper half-plane with the missing point being
the point at infinity). The same consideration applies to the strip component:
a priori, after the bubbling off, the remaining strip is only smooth away from
the points where the bubbles appeared. If the Lagrangian is embedded, the
removable singularities theorem implies that the maps extend smoothly over
the missing points. The removable singularities theorem does not apply in
the immersed case; instead, we need to appeal to Appendix A to conclude
that the curves extend continuously over the missing points, and moreover the
convergence is exponential in strip-like coordinates. See also the discussion in
the proof of Proposition 3.7. Exactness implies that there can be no disc bubbles
without branch jumps, and no sphere bubbles.
Note that having the boundary lifts ℓ for the curves is necessary to be able
to apply the results of Appendix A. Otherwise we would have to deal with the
possibility of curves switching branches arbitrarily many times (and possibly
infinitely many times in the limit). See [7] for a discussion of compactness (or
lack thereof) in this case.
5 Regularity
The goal of this section is to prove that for generic Floer data H ,J , the moduli
spaces M˜(γ−, γ+;α;H ,J) are regular for all α and all γ±. Regularity means
that the linearized operators
D(u,∆)∂¯H,J ,α :W
1,p(u∗TM)× T∆C → Lp(Λ0,1 ⊗ u∗TM)
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of Proposition 3.10 are surjective for all holomorphic strips in (u,∆) in the mod-
uli spaces M˜(γ−, γ+;α;H ,J). Given an admissible H (that is, H satisfies the
conditions following Definition 1.3), a time-dependent almost complex structure
J = { Jt }t is said to be regular if for all branch jump types α, and all chords
γ± ∈ ΓH , all the moduli spaces M˜(γ−, γ+;α;H ,J) are regular.
The existence of regular almost complex structures follows from the usual
methods. We give an outline here to highlight that the immersed case does not
present any difficulties. Also, we remark that achieving regularity for all α is
not problematic. First, the following “somewhere injectivity-like” result follows
from the proof of Theorem 4.3 in [11]. (The theorem in [11] is stated for curves
u : R2 →M which satisfy Floer’s equation and are 1-periodic in a certain sense
in the second variable. However, it is easy to check that the proof holds for
any inhomogeneous holomorphic curve u : R × (0, 1) → M which converges to
chords at ±∞. Lagrangian boundary conditions are not even needed.)
Proposition 5.1. Let u ∈ M˜(γ−, γ+;α) and assume u is nonconstant; that is
u(s, t) 6= γ−(t) for some (s, t). Let Reg(u) be the set of (s, t) ∈ R × (0, 1) such
that
• ∂u∂s (s, t) 6= 0,
• u(s, t) 6= γ±(t), and
• u(s, t) /∈ u((R \ { s })× { t }).
Then Reg(u) is an open dense subset of R× (0, 1).
Note that by Remark 3.6 any u ∈ M˜(γ−, γ+;α) is nonconstant as long as
H is admissible.
The next step is to consider the universal moduli spaces. Namely, let J
be some Banach space completion of the set of smooth time-dependent ω-
compatible almost complex structures. Let
M˜(γ−, γ+;α;H ,J ) =
∐
J∈J
M˜(γ−, γ+;α;H ,J)× {J }.
As in Section 3.3, there exists a functional analytic framework in which this
moduli space can be exhibited as the zero set of a C0-section
∂¯H,J ,α : B1,p(Z, α)× J → E0,p(Z, α;J ).
The analogue of Proposition 3.10 is the following: B1,p(Z, α) × J admits Ba-
nach manifold charts of the form Uu,ρ × C × J , and there are corresponding
trivializations of E0,p(Z, α;J ) over these charts, and ∂¯H,J ,α is smooth when
restricted to these charts.
Now cover B1,p(Z, α) × J by countably many of the charts U := Uu,ρ ×
C × J from above. Proposition 5.1 and standard techniques imply that the
linearization of the universal section ∂¯H,J ,α is surjective at every element of
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M˜(γ−, γ+;α;H ,J ) ∩ U . Now let J reg(γ−, γ+;α) be the intersection (over all
U) of the sets of regular values of the projections M˜(γ−, γ+;α;H ,J )∩U → J .
By the Sard-Smale theorem and the fact that we only use countably many U ’s,
J reg(γ−, γ+;α) is a Baire set. Let J reg0 be the intersection of all J reg(γ−, γ+;α)
over all γ± and all α. Using an argument of Taubes, there exists a subset
J reg ⊂ J reg0 such that J reg consists of smooth almost complex structures and
is a Baire set in the C∞ topology (see the proof of Proposition 3.1.5 in [16]).
Then we have:
Proposition 5.2. Let H be admissible. Then J reg is a Baire set consisting of
smooth time-dependent regular almost complex structures. In particular, for J ∈
J reg, each moduli space M(γ−, γ+;α;H ,J) is a smooth manifold of dimension
Ind γ− − Ind γ+ −
m∑
i=1
Indα(i) +m− 1
where m is the number of Type II marked points.
6 Floer cohomology
Our treatment of Floer cohomology follows the standard lines. The Floer dif-
ferential is defined by couting rigid strips which satisfy Floer’s equation, just as
in the embedded case. However, because our Lagrangians are only immersed,
extra details are needed to show that disc bubbling does not cause problems.
In general, disc bubbles attached to Type II points could appear in the Gromov
compactification of the moduli space of strips, see Definition 4.3. We use the
positivity condition to show that generically this does not happen for the strips
we are interested in.
Recall that for now we are assuming that ι has transverse double points. Let
H ,J be admissible Floer data with J ∈ J reg. The Floer cochain complex is
CF(ι;H ,J) = CF(ι) =
⊕
k
CFk(ι), CFk(ι) =
⊕
γ : Indγ=k
Z2 · γ. (14)
The Floer complex is Z-graded by Definition 2.4. The Floer differential is
δ : CF(ι)→ CF(ι), γ+ 7→
∑
γ− : Indγ−=Ind γ++1
|M(γ−, γ+)| · γ−. (15)
The Floer cohomology is
HF(ι) = H(CF(ι), δ). (16)
In the next subsection we will show that δ is well-defined and δ2 = 0. In
the subsequent subsection we will show that the Floer cohomology HF(ι) is
independent of the choice of (H ,J).
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For simplicity, discussion is limited to the case of a single Lagrangian ι.
HF(ι) should be interpreted as the self-Floer cohomology of ι and could also be
denoted as HF(ι, ι). We could also consider two Lagrangian immersions ι and
ι′ and define HF(ι, ι′) using the same techniques.
More generally, the immersions can be viewed as objects in the exact Fukaya
category; this will be discussed in Section 7.5. With this point of view, we will
show that ι and ι′ are quasi-isomorphic objects in the Fukaya category if ι′ =
Φ ◦ ι for some Hamiltonian diffeomorphism Φ. In fact, we will prove a stronger
statement, that if ι′ is an exact deformation of ι that meets certain requirements,
then ι and ι′ are quasi-isomorphic objects. For embedded Lagrangians, the
notion of exact deformation and Hamiltonian deformation agree; for immersed
Lagrangians, Hamiltonian deformation is strictly stronger.
6.1 CF(ι;H,J) is a chain complex
The positivity Condition 1.2, the compactness result (Proposition 4.4) and the
regularity result (Proposition 5.2) are the main tools that will be used in this
section,
First, we show δ is well-defined.
Lemma 6.1. If γ± ∈ ΓH with Ind γ− = Ind γ++1 thenM(γ−, γ+) is a compact
0-dimensional manifold. Hence δ is well-defined.
Proof. Let [u′n] ∈ M(γ−, γ+) be a sequence of strips. We need to show that
it has a convergent subsequence. By Proposition 4.4, it has a subsequence
converging to a broken strip with disc bubbles, call it
u = ([u1], . . . , [uN ],v
0
1, . . . ,v
0
k0
,v11, . . . ,v
1
k1
) ∈ M(γ−, γ+).
Here,
ui = (ui,∆i, αi, ℓi) ∈ M˜(γi,−, γi,+;αi)
are strips with γ− = γ1,−, γi,+ = γi+1,−, and γN,+ = γ+; and v
0
j are trees of
J0-holomorphic discs attached to the Type II marked points of the strips on
the bottom boundary; and v1j are trees of J1-holomorphic discs attached to the
Type II marked points of the strips on the the top boundary.
The total symplectic area of a holomorphic disc vij is positive because it
has one non-nodal Type II marked point and hence must be nonconstant. Thus
Condition 1.2 implies the branch jump at which vij attaches, call it (p
i
j , q
i
j), must
satisfy
Ind(pij , q
i
j) ≥ 3. (17)
By Proposition 5.2, each [ui] belongs to a smooth moduli space and hence
3
1 ≤ dimM˜(γi,−, γi,+;αi) = Ind γi,− − Ind γi,+ −
|∆i|∑
j=1
Indαi(j) + |∆i|. (18)
3Note that constant strips are prohibited (see Remark 3.6) and hence R translation is a
free action on the parametrized moduli spaces, so these moduli spaces have dimension at least
one.
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Inequality (17) implies Indαi(j) ≥ 3 for all i, j. Thus
1 = Ind γ− − Ind γ+ =
∑
i
(Ind γi,− − Ind γi,+)
≥ N +
∑
i,1≤j≤|∆i|
Indαi(j)−
∑
i
|∆i| ≥ N +
∑
i
2|∆i|. (19)
This implies N = 1 and ∆1 = ∅.
Thus u = ([u1]); that is, [u
′
n] has a subsequence converging to [u1].
Lemma 6.2. δ2 = 0.
Proof. The standard proof of this involves two parts, gluing and compactness.
We prove the compactness part here; the gluing works in the same way as in
the embedded case. The relevant compactness result we need to prove is the
following: If Ind γ− = Ind γ+ + 2, then
M(γ−, γ+) =M(γ−, γ+)
∐ ∐
Ind γ=Indγ−−1
M(γ−, γ)×M(γ, γ+)

 . (20)
In other words, the moduli space can be compactified by adding in broken
trajectories consisting of two strips and no disc bubbles.
To prove this, arguing as in the proof of Lemma 6.1, let [u′n] ∈ M(γ−, γ+)
be a sequence. It has a subsequence that converges to some u ∈ M(γ−, γ+) as
before. The inequality (19) in this case becomes
2 ≥ N +
∑
i
2|∆i|.
Since N ≥ 1, the only possibilities are N = 1 or 2 and all ∆i = ∅. By regularity,
if N = 2 then necessarily Ind γ1,+ = Ind γ− − 1. This proves the decomposition
(20) and hence the lemma.
6.2 Invariance of HF(ι)
In this subsection we show that the Floer cohomology does not depend on the
choice of generic Floer data H ,J . We use the standard continuation method
to prove this. Again, the difference from the embedded case is we need to show
that disc bubbles, which might appear in the Gromov compactification attached
to a Type II point, do not cause a problem. The positivity Condition 1.2 again
plays a key role.
First we introduce the notion of continuation data. For the rest of this
section, let H0,J0 and H1,J1 be two sets of admissible Floer data with J0,J1
both regular. Smooth families
{Hs }s = {Hs,t }s,t, {Js }s = { Js,t }s,t, 0 ≤ s, t ≤ 1 (21)
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are called continuation data if Hs = H0, Js = J0 for s near 0 and Hs =
H1,Js = J1 for s near 1, and Hs,t = 0 and Js,t = JM near the boundary of M .
We can view Hs,Js as being defined for all s ∈ R.
Our goal is to prove the following proposition, which says the the Floer
cohomology does not depend on the choice of Floer data.
Proposition 6.3. A generic choice of continuation data induces a chain map
Φ : CF(ι;H1,J1)→ CF(ι;H0,J0) (22)
which induces an isomorphism on cohomology.
Before defining Φ we first introduce some moduli spaces. Given γ0 ∈ ΓH0
and γ1 ∈ ΓH1 , and branch jump types α, let
M(γ0, γ1;α; {Hs }s, {Js }s) (23)
denote the set of all pairs (u,∆) where u = (u,∆, α, ℓ) satisfies
∂u
∂s
+ Js,t(u)
(
∂u
∂t
−XHs,t
)
= 0, (24)
∫ ∣∣∣∣∂u∂s
∣∣∣∣2 <∞,
lim
s→−∞
u(s, t) = γ0(t), lim
s→∞
u(s, t) = γ1(t) (uniformly in t).
Analogously to Section 3.3, this moduli space can be set up in a standard
functional analytic framework. The relevant result is that the moduli space is
the zero set of an operator ∂¯{Hs }s,{Js }s,α with Fredholm index
Ind ∂¯{Hs }s,{Js }s,α = Ind γ1 − Ind γ0 −
∑
i
Indα(i) + |∆|, (25)
and the linearization of ∂¯{Hs }s,{Js }s,α at a solution has the same form as in
Proposition 3.10.
The map Φ is defined by counting rigid elements ofM(γ0, γ1; {Hs }s, {Js }s)
(i.e., (23) with α = ∅ so there are no Type II points), see equation (26). For
this to make sense, the moduli space needs to be regular, which we discuss
now. First, we remark that constant strips pose a problem for regularity. They
are easy to avoid though—they can only exist if XHs,t is independent of s on
some subset of M containing a chord. We call {Hs }s = {Hs,t }s,t regular if
it does not admit constant strips; generic {Hs }s are regular. Since {Js }s =
{ Js,t }s,t is essentially a domain dependent almost complex structure, standard
methods imply that there exists a Baire set of regular almost complex structures.
Then, for regular {Hs }s, {Js }s, we have: for each γ0, γ1, α, the moduli space
M(γ0, γ1;α; {Hs }s, {Js }s) is a smooth manifold with dimension given by (25).
Note that the moduli space is not invariant under R translation.
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Now define
Φ = Φ{Hs }s,{Js }s : CF(ι;H1,J1)→ CF(ι;H0,J0)
by the formula
Φ(γ1) =
∑
Ind γ0=Ind γ1
|M(γ0, γ1; {Hs }s, {Js }s)| · γ0. (26)
We show that Φ is well-defined; that is, M(γ0, γ1; {Hs }s, {Js }s) is compact
when Ind γ0 = Ind γ1. To this end, consider a sequence of elements. The energy
of a strip u is
E(u) =
∫ ∣∣∣∣∂u∂s
∣∣∣∣2ds ∧ dt. (27)
It is straightforward to show that this is bounded by a constant (depending on
{Hs }s) plus A(γ0)−A(γ1), where A is defined as in (13). Hence there exists a
subsequence which converges to an element ofM(γ0, γ1; {Hs }s, {Js }s). Here,
the compactification is similar to that described in Definition 4.3. Precisely,
elements of the compactification consist of up to three different types of broken
strips, with disc bubbles, which connect together:
• Possibly an element u0 ∈ M(γ0, γ′0;H0,J0).
• An element u ∈ M(γ′0, γ′1;α; {Hs }s, {Js }s) where α : { 1, . . . ,m } → R
for some m, along with stable discs vij ∈ Mdisc(Jsj ,i, αij) that attach to
the strip at branch jumps. Here i is 0 or 1 depending whether the disc
attaches to the bottom or top boundary of the strip, sj is the real part of
the corresponding Type II marked point, and αij : { 1 } → R is the type
of the branch jump at which the disc attaches.
• Possibly an element u1 ∈ M(γ′1, γ1;H1,J1).
If the limit has a u0 component, then by regularity of H0,J0 and an argument
similar to the proof of Lemma 6.1 we have
Ind γ0 − Ind γ′0 ≥ 1.
Likewise if u1 is a component then
Ind γ′1 − Ind γ1 ≥ 1.
By the regularity of {Hs }s, {Js }s,
0 ≤ Ind γ′0 − Ind γ′1 −
m∑
j=1
Indα(j) +m,
hence
Ind γ′0 − Ind γ′1 ≥
∑
Indα(j) −m ≥ 2m.
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Since Ind γ0 = Ind γ1, we must have m = 0 and there is not a u0 or u1 com-
ponent. That is, the limit is an element of M(γ0, γ1; {Hs }s, {Js }s) and com-
pactness is proved.
To show that Φ is a chain map, consider the compactification of the moduli
spaces
M(γ0, γ1; {Hs }s, {Js }s)
when Ind γ0 = Ind γ1 + 1. Arguing as above, we see that for the limit of a
sequence, the only possibilities are that m = 0, and there is either no u0,u1
components or just one such component. Furthermore, from the proof of Lemma
6.1, if one of these components exists then it must not have any Type II marked
points. In other words,M(γ0, γ1; {Hs }s, {Js }s) can be compactified by adding
in ∐
Ind γ′0=Indγ0−1
M(γ0, γ′0;H0,J0)×M(γ′0, γ1; {Hs }s, {Js }s)
and ∐
Indγ′1=Indγ1+1
M(γ0, γ′1; {Hs }s, {Js }s)×M(γ′1, γ1;H1,J1).
Along with a standard gluing result, this proves that Φ is a chain map.
Next, we want to show that Φ induces an isomorphism on cohomology.
To do this we first need to consider homotopies of continuation data. Let
{H0,s }s, {J0,s }s and {H1,s }s, {J1,s }s be two sets of continuation data from
H0,J0 to H1,J1. A homotopy between them consists of families
{Hr,s }r,s = {Hr,s,t }r,s,t, {Jr,s }r,s = { Jr,s,t }r,s,t
such that Hr,0 = H0,Hr,1 = H1 and Jr,0 = J0,Jr,1 = J1 for 0 ≤ r ≤ 1, and
Hr,s,t = 0 and Jr,s,t = JM near the boundary of M . In other words, for each
fixed r, {Hr,s }s, {Jr,s }s is a continuation from H0,J0 to H1,J1.
The homotopy {Hr,s }r,s, {Jr,s }r,s induces a chain homotopy
Ψ : CF(ι;H1,J1)→ CF(ι;H0,J0)
between Φ{H0,s }s,{J0,s }s and Φ{H1,s }s,{J1,s }s , defined as follows. Consider the
parametrized moduli spaces
M(γ0, γ1;α; {Hr,s }r,s, {Jr,s }r,s) =
∐
0<r<1
M(γ0, γ1;α; {Hr,s }s, {Jr,s }s)×{ r },
where the moduli spaces on the right-hand side are of the type in (23). Similar
to before, for generic homotopies this moduli space is regular and has dimension
Ind γ0 − Ind γ1 −
m∑
i=1
Indα(i) +m+ 1
where α : { 1, . . . ,m } → R. If m = 0 we suppress α from the notation. Ψ is
defined by counting the number of rigid elements,
Ψ(γ1) =
∑
Ind γ0=Ind γ1−1
|M(γ0, γ1; {Hr,s }r,s, {Jr,s }r,s)| · γ0.
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We claim that Ψ is well-defined and gives a chain homotopy between the
two chain maps induced by the different sets of continuation data. Let us just
sketch how to prove that Ψ is well-defined; the fact that Ψ is a chain homotopy
can be proved in a similar way by identifying the boundary components of
the moduli space of dimension 1. To prove that Ψ is well-defined we need to
show thatM(γ0, γ1; {Hr,s }r,s, {Jr,s }r,s) is compact when Ind γ0 = Ind γ1− 1.
Let (un, rn) be a sequence of elements; we need to show it has a convergent
subsequence. The energy is bounded for the same reason that (27) is bounded.
By regularity of continuation data {Hr,s }s, {Jr,s }s for r = 0, 1, the sequence
rn must be bounded away from 0 and 1. Thus we may assume it converges to
r with 0 < r < 1. We may then assume that un converges to an element of
M(γ0, γ1; {Hr,s }s, {Jr,s }s). As before, elements of this compactified moduli
space consists of broken strips plus disc bubbles. Thus the limit of un consists
of
• Possibly a component u0 ∈M(γ0, γ′0;H0,J0).
• A central component u ∈ M(γ′0, γ′1;α; {Hr,s }s, {Jr,s }s) plus disc bubbles
vij attached to all the branch jumps determined by α : { 1, . . . ,m } → R.
• Possibly a component u1 ∈M(γ′1, γ1;H1,J1).
As before, if u0 is present then Ind γ0 − Ind γ′0 ≥ 1 and if u1 is present then
Ind γ′1 − γ1 ≥ 1. By regularity of the parametrized moduli space we also have
0 ≤ Ind γ′0 − Ind γ′1 −
m∑
i=1
Indα(i) +m+ 1,
and thus
Ind γ′0 − Ind γ′1 ≥ −1 + 2m.
Since we assumed that Ind γ0 − Ind γ1 = −1, the only possibility is that m = 0
and u0,u1 are not present. Thus the limit curve is an element of the moduli
space and compactness is proved.
Finally to complete the proof that the chain homotopy Φ induced by con-
tinuation data induces an isomorphism on cohomology, we appeal to Floer’s
original argument. This argument goes as follows. Suppose given three sets of
Floer data
H0,J0 H1,J1 H2,J2
and two sets of continuation data
{Hs }0≤s≤1, {Js }0≤s≤1 {H ′s }1≤s≤2, {J ′s }1≤s≤2.
For large r define the concatenated continuation data {H#H ′r,s }s, {J#J ′r,s }s
by
H#H ′r,s =


Hs+r s ≤ −r + 1
H1 −r + 1 ≤ s ≤ r + 1
H
′
s−r s ≥ r + 1,
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and J#J ′r,s is defined in a similar way.
The concatenated continuations are clearly homotopic for different values
of r, hence they all induce homotopic chain maps. For large r, a gluing argu-
ment shows that the chain map induced by the concatenation is equal to the
composition of the chain maps induced by the continuations {Hs }s, {Js }s and
{H ′s }s, {J ′s }s.
Now given a continuation {Hs }s, {Js }s let {H ′s }s, {J ′s }s be the contin-
uation run backwards. Composition gives a chain map
CF(ι;H0,J0)→ CF(ι;H0,J0).
From above, this composition is chain homotopic to the map induced by the con-
catenation. The concatenation is clearly homotopic to a small perturbation of
the identity continuation, which induces the identity map on cohomology. Thus
the maps Φ induced by continuations must induce isomorphisms on cohomology.
This completes the proof of Proposition 6.3.
6.3 Euler characteristic
In this section we make some simple remarks on the Euler characteristic of
HF(ι).
Lemma 6.4. Assume L is orientable and let n = dimL. If n is odd then
χ(HF(ι)) = 0, and if n is even then
χ(HF(ι)) = χ(L) + (−1)n/22I(ι),
where I(ι) is the algebraic number of self-intersection points of ι.
Proof. First observe that choosing a Hamiltonian as in Lemma 2.9 shows that
χ(HF(ι)) = χ(L) +
∑
(p,q)∈R(−1)Ind(p,q). Since Ind(p, q) + Ind(q, p) = n, if n is
odd then χ(HF(ι)) = χ(L) + 0 = χ(L) = 0.
Assume now that n is even and let x ∈ R with ι−1(x) = { p, q }. Define
sign(x) = ±1 depending on whether ι∗TpL⊕ ι∗TqL = ±TxM as oriented vector
spaces. Note that ι∗TpL⊕ ι∗TqL = ι∗TqL⊕ ι∗TpL as oriented vector spaces, and
changing the orientation of L does not change the orientation of this direct sum.
Thus sign(x) is well-defined as long as L is orientable, and does not depend on
the actual orientation. By definition I(ι) = ∑x∈R sign(x). From Definition
2.5 it follows that sign(x) = (−1)Ind(p,q)+n(n−1)/2 = (−1)Ind(p,q)+n/2 (since n is
even). Thus
∑
(p,q)(−1)Ind(p,q) = (−1)n/22
∑
x sign(x) = (−1)n/22I(ι).
Generally speaking, whenever ι : L → Cn is a regular immersion of an ori-
ented n-manifold, it is shown in [15] that 2I(ι) = −(−1)n(n−1)/2 χ(ν), where
χ(ν) is the Euler characteristic of the oriented normal bundle ν of the immer-
sion.4 If ι is a Lagrangian immersion then ν = (−1)n(n−1)/2TL as an oriented
vector bundle. It is interesting to note that this puts topological restrictions on
4The equation proved in [15] has a different sign due to different orientation conventions.
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possible Lagrangian immersions and embeddings; for example, the torus is the
only Riemann surface which can be embedded into C2 as a Lagrangian. More
generally, we have
Lemma 6.5. Let ι : L→M be an orientable Lagrangian immersion (not neces-
sarily graded or exact) and let n = dimL be even. Then χ(L)+ (−1)n/22I(ι) =
[L] · [L]. In particular, if Hn(M,Q) = 0 then this number is 0.
Proof. Perturbing L slightly by a Hamiltonian of the type in Lemma 2.9 and
arguing as in the proof of the previous lemma shows that the self-intersection
number (as a homology class) of [L] = ι∗[L] is [L] · [L] = χ(L) + (−1)n/22I(ι).
Since [L] · [L] depends only the homology class [L] ∈ Hn(M,Q), if Hn(M,Q) = 0
then [L] · [L] = 0.
7 A∞-structure
In this section we describe the A∞ structure on CF(ι). The A∞ structure
consists of maps mk : CF(ι)
⊗k → CF(ι) for k ≥ 1 which satisfy the A∞ relations.
As in [21], the maps are defined by counting inhomogeneous holomorphic curves.
In our terminology this means that curves contain only Type I points, which are
required to converge to Hamiltonian chords. We call these curves holomorphic
polygons. To prove that the maps mk are well-defined and satisfy the A∞
relations we need to introduce some moduli spaces which are not needed in
the embedded Lagrangian case. These auxilliary moduli spaces, which we still
call holomorphic polygons, are allowed to contain Type I and Type II points.
However, regularity and the positivity condition allow us to prove the following
key statement: a zero- or one-dimensional moduli space of holomorphic polygons
without Type II marked points can be compactified without introducing any
Type II marked points. This is analogous to the case of strips (2-gons) used in
Section 6 to define the Floer cohomology.
7.1 Moduli spaces of domains and perturbation data
LetRd+1 be the moduli space of discs with d+1 Type I marked boundary points,
Rd+1 its Deligne-Mumford-Stasheff compactification obtained by adding nodal
discs, Sd+1 →Rd+1 the universal bundle, and Sd+1 → Rd+1 the corresponding
universal bundle. Readers are referred to Section 9 of [21] for details. The fiber
over r ∈ Rd+1 is a boundary punctured disc Sd+1r = D \ Σ, where Σ is a list of
d+1 marked points representing the class r ∈ Rd+1. We view the marked points
Σ = (z0, . . . , zd) as Type I points, with Σ
− = { z0 } and Σ+ = { z1, . . . , zd }. We
also assume that the marked points are cyclically counterclockwise oriented.
Fix a consistent universal choice of strip-like ends (see Lemma 9.3 in [21])
and fix Floer data H = {Ht }t,J = { Jt }t. A choice of perturbation data
consists of, for each d,
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• a fiber-wise one-form Kd+1 ∈ Ω1Sd+1/Rd+1(C∞c (M)) such that for any
r ∈ Rd+1 and V a vector tangent to the boundary of Sd+1r , the function
K
d+1(V ) ∈ C∞c (M) vanishes on L,
• and a domain-dependent almost complex structure Jd+1 = { Jd+1z }z∈Sd+1 .
On strip like ends, it is also required thatKd+1 = Htdt and J
d+1
z = Jt where z =
s+ it is the strip-like coordinate. We always assume the choice of perturbation
data is consistent in the sense of Lemma 9.5 in [21]. Consistent perturbation
data induces perturbation data over Sd+1, which we will continue to denote as
K
d+1,Jd+1.
Now we incorporate Type II marked points. All Type II marked points are
outgoing. Let Rd+1,m be the set
Rd+1,m = { (r,∆) ∈ Rd+1 × Configm(D) | ∆ is valid Type II points for Sd+1r }.
By valid Type II points we mean that ∆ is disjoint from the set of Type I
points, and also they are labelled in counterclockwise order with the first point
being the one that appears first after the zeroeth Type I marked point. There
is a corresponding universal bundle Sd+1,m → Rd+1,m. We do not consider
compactified versions (indeed, as will be seen later, these moduli spaces play
an auxiliary role). Perturbation data Kd+1,Jd+1 induces perturbation data for
the moduli spaces with Type II points simply by taking it to be constant in
the Configm(D) direction. We denote this perturbation data using the same
symbols, so
K
d+1 ∈ Ω1Sd+1,m/Rd+1,m(C∞c (M)), Kd+1|Sd+1,mr × {∆ } := Kd+1|Sd+1r ,
and
J
d+1 = { Jd+1(z,∆) }(z,∆)∈Sd+1,m , Jd+1(z,∆) := Jd+1z .
For each d,m we can cover Rd+1,m by countably many open sets such that
all the fibers over the points in each open set can be given strip-like ends for the
Type II points in a smooth way. The end result is that all the uncompactified
moduli spaces of curves can be covered by countably many open sets, and over
each open set the universal bundle can be trivialized in such a way that the
strip-like ends for Type I and Type II points are trivialized in the sense of
equation (9.1) in [21]. The moduli spaces containing only Type I marked points
agree with the corresponding moduli spaces in [21].
7.2 Marked polygons
In this section we set up the space of maps in which the holomorphic polygons
used to define the A∞ operations will lie in. The maps we will study will
generalize the notion of a marked strip (see Section 2.1) by allowing more Type
I points. To distinguish from a marked disc (see Section 2.2), which has no
Type I points, we will call this generalization a marked polygon.
35
First we discuss the domain of a marked polygon. Let Σ = (z0, . . . , zd) ⊂ D
be a list of Type I points, cyclically counterclockwise oriented, d ≥ 2. Let
Σ− = { z0 }, Σ+ = { z1, . . . , zd }. Fix some choice of strip like ends for these
marked points.
Definition 7.1. Fix a Hamiltonian H . A C0-marked polygon u = (u,∆, α, ℓ)
with domain D \Σ connecting γ0, . . . , γd ∈ ΓH consists of the following data.
• A continuous map u : (D \ Σ, ∂(D \ Σ))→ (M,L) such that
lim
sj→±∞
u(sj , tj) = γj(tj), uniformly in tj .
Here sj + itj are strip-like coordinates on the strip-like ends for the Type
I marked points zj, and the limit condition ±∞ is chosen depending on
whether zj is incoming (i.e., j = 0) or outgoing (i.e., 1 ≤ j ≤ d).
• ∆ = (z∆1 , . . . , z∆m) ⊂ ∂(D \ Σ) is a list of Type II marked points, all
outgoing. Also, the points are ordered counterclockwise in such a way
that z∆1 is the first point of ∆ that appears after z0 in the counterclockwise
direction.
• A map α : { 1, . . . ,m } → R.
• A continuous map ℓ : ∂(D \ Σ∐∆)→ L such that
ι ◦ ℓ = u|∂(D \ Σ∐∆).
Moreover, ℓ has a branch jump at each z∆i ∈ ∆ of type α(i).
The Maslov index of a marked polygon is defined as in Section 2.3. The
analogue of Lemma 2.7 is:
Lemma 7.2. The Maslov index of the marked polygon u = (u,∆, α, ℓ) connect-
ing γ0, . . . , γd is
µ(u) = Ind γ0 −
d∑
i=1
Ind γi −
m∑
i=1
α(i).
Let Rd+1,m be as in Section 7.1, with d+ 1 ≥ 3,m ≥ 0. In particular, this
implies a choice of strip-like ends has been chosen for the Type I points Σ for
each fiber Sd+1,m(r,∆) = Sd+1r =: D \ Σ of the universal bundle.
Definition 7.3. Let B(Sd+1,m, α) denote the set of all tuples (u, r,∆) such that
• (r,∆) ∈ Rd+1,m, and
• u = (u,∆, α, ℓ) is a C0-marked polygon with domain Sd+1r .
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As in Section 3.1, define the subset B1,p(Sd+1,m, α) ⊂ B(Sd+1,m, α) consist-
ing of elements of regularityW 1,p with respect to a volume form which is ds∧dt
on each strip-like end. This requires trivializing the domains of the marked poly-
gons in both the Type I and Type II directions; we use the trivializations of
Sd+1,m discussed at the end of Section 7.1 to do this. The process is similar to
the case of marked strips.
Given perturbation data Kd+1,Jd+1, there exists a Banach bundle and sec-
tion
∂¯Kd+1,Jd+1,α : B1,p(Sd+1,m, α)→ E0,p(Sd+1,m, α). (28)
As usual, this is a C0-section of a C0-Banach manifold; there are special trivi-
alizations with respect to which the section becomes a Fredholm operator. The
index is
Ind γ0 −
d∑
i=1
Ind γi −
m∑
i=1
Indα(i) + d+m− 2. (29)
7.3 Moduli spaces of holomorphic curves
Now we define the moduli spaces of holomorphic polygons. The holomorphic
polygons with only Type I points will be used to define the A∞ structure, just
as in [21]. Suppose given Floer data H ,J , perturbation data Kd+1,Jd+1, and
strip-like ends for Sd+1 → Rd+1. This induces perturbation data Kd+1,Jd+1
on Sd+1,m → Rd+1,m for all m ≥ 0 as in Section 7.1. Also, all Type I marked
points inherit a consistent choice of strip-like ends.
Definition 7.4. Let γ0, . . . , γd ∈ ΓH and α : { 1, . . . ,m } → R be given. Then
M(γ0, . . . , γd;α) =M(γ0, . . . , γd;α;Kd+1,Jd+1)
denotes the set of all (u, r,∆) ∈ B(Sd+1,m, α) such that
• u|Sd+1r \∆ is smooth,
• u connects the chords γ0, . . . , γd (in the sense of the first bullet point of
Definition 7.1),
• u satisfies the inhomogeneous Cauchy-Riemann equation
(du−XKd+1)(0,1) = 0,
• and u has finite energy:
E(u) =
1
2
∫
Sd+1r \∆
|du−XKd+1|2 <∞. (30)
Here XKd+1 denotes the 1-form on Sd+1r with values in u∗TM defined by
XKd+1(z)(ξ) = XKd+1(z)(ξ)(u(z)), ξ ∈ TzSd+1r .
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Note that Kd+1(z)(ξ) is a Hamiltonian function. In case m = 0 we simply
denote this space as
M(γ0, . . . , γd) =M(γ0, . . . , γd;Kd+1,Jd+1).
Proposition 7.5. For each d ≥ 2, there exists a generic set of consistent pertur-
bation data Kd+1,Jd+1 such that the moduli spaces M(γ0, . . . , γd;α) are regular
for all γ0, . . . , γd and all α : { 1, . . . ,m } → R. In particular, M(γ0, . . . , γd;α)
is a smooth manifold of dimension
Ind γ0 −
d∑
i=1
Ind γi −
m∑
i=1
Indα(i) + d+m− 2.
Proof. Theorem A.4 implies that elements of the moduli space have W 1,p-
regularity near Type II points. It is standard that they have similar regularity
near Type I points. Thus M(γ0, . . . , γd;α) coincides with the zero-set of the
section in (28). To prove regularity, we need to show that, for each d ≥ 2,
generic Jd+1 and Kd+1 can be found so that the operators for all m ≥ 0 in (28)
are transverse to the zero-section. For generic Kd+1, the moduli spaces cannot
contain maps which are constant away from the strip-like ends. Away from
the strip-like ends, Jd+1 is a domain dependent complex structure. For each
m, there is thus a Baire set of Kd+1,Jd+1 which makes (28) transverse to the
zero-section. Taking the intersection over all m of these Baire sets then results
in a Baire set which makes all the operators transverse. The index calculation
is a combination of those appearing in [21] and [3].
Now we discuss Gromov compactness of M(γ0, . . . , γd) (Gromov compact-
ness for α 6= ∅ is not needed). As in Section 4, the difference from the em-
bedded Lagrangian case in [21] is that now disc bubbles attached to Type II
points can appear in the compactification. First we remark that every element
ofM(γ0, . . . , γd) has an a priori energy bound (energy defined by (30)). In fact,
more generally, an element (u, r,∆) ∈M(γ0, . . . , γd;α) has energy
E(u) = A(γ0)−
∑
i≥1
A(γi)−
∑
j
E(α(j)) −
∫
Sd+1r
RKd+1(u). (31)
This is a generalization of equation (8.12) in [21] and follows from Stokes’ theo-
rem, the conditions imposed on the perturbation data Kd+1 in Section 7.1, and
the fact that the perturbation data Kd+1,m on moduli spaces of domains with
Type II points is just the pull back under the forgetful map of the perturbation
data Kd+1 defined on moduli spaces of domains with no Type II points. In the
last integral, RKd+1 is a 2-form on Sd+1r with values in compactly supported
functions on M ; it can be interpreted as the curvature of a Hamiltonian fibra-
tion, see Section (8g) of [21]. If, at the point z ∈ Sd+1r , RKd+1(z) is the form
Hds∧dt, then RKd+1(u)(z) denotes the form H(u(z))ds∧dt. In particular, this
makes sense even at Type II points, where u is continuous but not smooth. Also,
RKd+1(u) vanishes on the strip-like ends of Srd+1. Thus the curvature integral
38
in (31) can be bounded independently of u. Since the perturbation data on the
moduli space of domains is chosen to be consistent with the compactification
of the moduli space of domains (Lemma 9.5 in [21]), the integral can also be
bounded independently of r ∈ Rd+1 (because the bound varies continuously
with r, and by consistency the bound can be extended continuously for r in the
compactified moduli space). Thus (31) can be bounded independently of u.
This takes care of the energy bound. Gromov compactness of polygons is
then a generalization of the compactification of strips described in Definition
4.3. Briefly, elements can be described as trees of holomorphic polygons with
disc bubbles attached at Type II points. The disc bubbles are the feature not
present in the embedded Lagrangian case. The precise statement is
Proposition 7.6. Elements of the compactified moduli space M(γ0, . . . , γd)
consist of (equivalence classes of) tuples (T, { ((ui, ri,∆i), Fi,vi1, . . . ,vimi ) }i∈V er(T ))
where
• T is a planar tree with a distinguished root vertex and a distinguished
ordering 1, 2, . . . of the edges connected to the root. The distinguished
ordering respects the planar structure in the sense that the order proceeds
in counterclockwise direction.
• (ui = (ui,∆i, αi, ℓi), ri,∆i) ∈M(γi0, . . . , γidi ;αi) for each vertex i of T ,
• for each nonroot vertex i ∈ V er(T ), Fi ⊂ { 1, . . . , di }; and for the root
vertex r ∈ V er(T ), Fr ⊂ { 0, . . . , dr } with 0 ∈ Fr; moreover |Fi| +
valency(i) = di + 1 for all vertices i ∈ V er(T ) (Fi encodes which chords
of a component are among the original set of chords γ0, . . . , γd),
• vi1, . . . ,vimi are elements of the compactified moduli spaces of holomorphic
discs with one incoming Type II marked point (see Definition 4.1) that at-
tach to the branch jump points of ui as specified by αi : { 1, . . . ,mi } → R;
moreover, each vij is Jz∆i,j holomorphic, where Jz∆i,j is domain independent
and determined by the perturbation data Jdi+1 in the obvious way.
Moreover, the chords are required to be compatible in the following sense:
• ∑i∈V er(T ) |Fi| = d+ 1.
• The fact that T has a distinguished root vertex implies that the edges can
be canonically oriented in the outward direction from the root. If we la-
bel the incoming edge at a non-root vertex as edge 0, then because T is
planar each other edge gets a unique number, starting at 1, by proceeding
in counterclockwise order. The outgoing edges from the root get a number
from the first bullet point above. If an outgoing edge at i ∈ V er(T ) is
edge number a ≥ 1, and it connects to vertex j ∈ V er(T ), we require that
γib = γ
j
0, where b is the a
th number in the set { 1, . . . , di } \ Fi.
• The external chords, namely the ones which aren’t matched up in pairs by
the edges of T , in counterclockwise order are precisely γ0, . . . , γd. Also, if
r ∈ V er(T ) is the root, then γr0 = γ0.
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In particular, this means that the domain discs can be glued together along the
marked points as specified by the tree, and the resulting map is continuous on
the glued domain, and there are d+1 remaining Type I marked boundary points
which converge to γ0, . . . , γd.
Sketch of proof. First we briefly explain how the compactness works in the em-
bedded Lagrangian case from [21], where discs attached to Type II points are
not needed. Suppose given a sequence of elements from the moduli space. We
may take a subsequence of maps such that the underlying sequence of moduli
of domains is convergent with limit r∞ ∈ Rd+1. Each map in the sequence has
domain which is the fiber Sd+1rn over rn of the universal bundle S
d+1 → Rd+1.
Since rn → r∞, the gluing procedure explained in Section (9e) of [21] allows
one to identify any compact subset of Sd+1r∞ which is disjoint from the marked
points and the nodal points with a similar subset of Sd+1rn , for n large enough.
Now take a sequence of such compact subsets which exhausts Sd+1r∞ . If, on the
compact subsets, the sequence of maps have a gradient bound (gradient with
respect to a metric on the domain which is standard in strip-like ends and the
thin part of the thick-thin decomposition from Section (9e) of [21]) then there
exists a convergent subsequence. This gives a limit map on the domain Sd+1r∞ .
The limit map satisfies the correct inhomogeneous Cauchy-Riemann equation,
namely the one determined by the perturbation data Kd+1|Sd+1r∞ , because the
perturbation data was chosen to be consistent with compactification (of moduli
space of domains). Bubbling off analysis and exactness of the Lagrangian can
be used to show that a gradient bound must exist. The remaining thing to con-
sider is accumulation of energy in the thin part of the domains. This results in
the thin part breaking into a strip (or a sequence of strips) which satisfy Floer’s
equation. The strips may be internal in that they connect different polygon
components, or external in the sense that they connect a polygon to a chord. In
either case, they are part of the compactification described by the proposition:
they correspond to polygon components with di = 1 in the second bullet point.
Now we consider the immersed case. The proof proceeds in the same way as
before, except that now in the bubbling off analysis it is possible for a holomor-
phic disc bubble to appear. A bubble must attach to a holomorphic polygon at
a branch point, i.e. a Type II point. The last thing to check is that the limit
curve satisfies the correct inhomogeneous holomorphic curve equation. This fol-
lows because the perturbation data Kdi+1,mi for each polygon component of
the limit domain is the pull back under the forgetful map of the perturbation
K
di+1 for the corresponding domain with no Type II points. (In other words:
the limit curve satisfies the correct inhomogeneous holomorphic curve equation
for the same reason that the limit curve in the embedded case does.)
7.4 A∞-structure
In this subsection we define the A∞ structure using the moduli spaces of holo-
morphic polygons with only Type I points. The definition is the same as the one
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given in [21] for embedded Lagrangians. However, to show that the maps are
well-defined and satisfy the A∞ relations, we need to show that disc bubbling
does not cause a problem. Similar to the case of Floer cohomology considered in
Section 6, the key tools needed to show this are regularity, Gromov compactness,
and the positivity condition.
Given regular Floer data H ,J , the underlying Z2-vector space for the A∞
algebra is
CF(ι) = CF(ι;H ,J) =
⊕
γ∈ΓH
Z2 · γ.
The grading is given by the index of the chords as defined in Definition 2.4. For
k ≥ 1, define operations
mk : CF(ι)
⊗k → CF(ι)
by
mk : γ1 ⊗ · · · ⊗ γk 7→
∑
Indγ0=Indγ1+···γk+2−k
|M(γ0, . . . , γk)| · γ0. (32)
These operations are said to satisfy the A∞ relations if, for each k ≥ 1 and all
x1, . . . , xk ∈ CF(ι),∑
i,j
mk−j+1(x1, . . . , xi,mj(xi+1, . . . , xi+j), xi+j+1, . . . , xk) = 0.
Theorem 7.7. mk are well-defined and satisfy the A∞ relations.
Proof. We give a sketch of the proof following the usual lines. The proof relies
on standard gluing results, the regularity Proposition 7.5, and the compactness
Proposition 7.6; it can be seen as a generalization of the arguments used in
Section 6. The difference from [21] is that we need to rule out disc bubbling;
that is, we need to show that zero- and one-dimensional moduli spaces involving
only Type I marked points have compactifications which still only involve Type
I marked points.
First consider well-definedness: we need to show thatM(γ0, . . . , γk) is com-
pact when Ind γ0 =
∑
Ind γi + 2 − k. Consider a sequence of elements, we
may assume they converge to an element of the compactified moduli space de-
scribed in Proposition 7.6. Call this element (T, { ui,vi1, . . . ,vimi }i∈V er(T )).
Let ui = (ui,∆i, αi, ℓi) connect the chords γi,0, . . . , γi,ki . By regularity of ui,
for each i we have
Ind γi,0 −
ki∑
j=1
Ind γi,j −
mi∑
j=1
αi(j) + ki +mi − 2 ≥ 0.
Combining this inequality with the positivity Condition 1.2, we get
Ind γi,0 −
ki∑
j=1
Ind γi,j ≥
mi∑
j=1
αi(j)− ki −mi + 2 ≥ 2mi − ki + 2.
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Summing over all i ∈ V er(T ) then gives
2− k = Ind γ0 −
k∑
j=1
Ind γj ≥ 2
|V er(T )|∑
i=1
mi + 2|V er(T )| −
|V er(T )|∑
i=1
ki
= 2
|V er(T )|∑
i=1
mi + 2|V er(T )| − (|V er(T )| − 1 + k)
= 2
|V er(T )|∑
i=1
mi + |V er(T )|+ 1− k.
Thus
1 ≥ 2
|V er(T )|∑
i=1
mi + |V er(T )|. (33)
The only possibility is that T has one vertex and all mi = 0; that is, the limit
curve actually lies in M(γ0, . . . , γk) and compactness is proved.
To prove the A∞ relations, consider the moduli spacesM(γ0, . . . , γk) which
are one dimensional; that is, with Ind γ0 = Ind γ1+· · · Ind γk+2−k+1. Arguing
as before, inequality (33) now becomes
2 ≥ 2
|V er(T )|∑
i=1
mi + |V er(T )|.
Since |V er(T )| ≥ 1, all mi = 0 and T consists of 1 or 2 vertices. The elements
that have trees with 2 vertices form the boundary of the moduli space; each
such tree corresponds to a term in an A∞ relation. A gluing argument gives the
converse, and hence the A∞ relations follow by the fact that the boundary of a
1-dimensional manifold consists of an even number of points.
7.5 Units, A∞ categories, and invariance
In this section we explain why the A∞ algebra of ι is independent, up to equiv-
alence, of the choices used to construct it, such as H ,J and the perturbation
data and strip-like ends on each Sd+1. Two A∞ algebras are equivalent if there
is an A∞ morphism between them that induces an isomorphism on cohomology.
Such a morphism is actually a homotopy equivalence; conversely, a homotopy
equivalence induces an isomorphism on cohomology.
Perhaps the best way to approach this is to view the Lagrangian immersion
as an object of the Fukaya category and proceed as in Section 10 of [21]. We
present a sketch of the argument here for the convenience of the reader. First,
note that previous arguments can be used to define more general A∞ structure
maps
mk : CF(L0, L1)⊗ · · · ⊗ CF(Lk−1, Lk)→ CF(L0, Lk),
where each Li is an immersed (or embedded) exact Lagrangian satisfying As-
sumption 1.2. mk is defined by counting inhomogeneous holomorphic polygons
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in the usual way. To ensure that the mk’s satisfy the A∞ relations, the per-
turbation data for the holomorphic polygons needs to be chosen in a consistent
way. This includes Floer data for each pair of Lagrangians. We refer the readers
to [21] for details. The end result is that we get an A∞ category in which the
immersion ι is an object.
Suppose that we have chosen Floer data and perturbation data and strip-like
ends. We can think of another choice of this data, for the same ι, as a different
object which we will call ι′ for clarity. To show that the A∞ algebras for ι and ι
′
are equivalent we need to find elements f ∈ CF(ι, ι′) and g ∈ CF(ι′, ι) such that
m2(f, g) is cohomologous to the unit in HF(ι, ι) and m2(g, f) is cohomologous to
the unit in HF(ι′, ι′). Indeed, existence of such f and g implies that the inclusion
of the category with only object ι (or ι′) into the category with objects ι and
ι′ is an equivalence. Here, the categories we mean are the honest categories
obtained by taking cohomology of the A∞ categories. The equivalence of the
A∞ algebras for ι and ι
′ then follows from Theorem 2.9 in [21].
The units of HF(ι, ι) and HF(ι′, ι′) can be constructed in the following way.
Consider ι. Define an element eι ∈ CF(ι, ι) by
eι =
∑
γ:Indγ=0
|M(γ)| · γ. (34)
Here, M(γ) is the space of inhomogeneous holomorphic polygons with one in-
coming Type I marked point that converges to γ. In Definition 7.1 when we
defined the notion of holomorphic polygon we assumed that the number of Type
I marked points was greater than or equal to 3. In the present case there is only
one Type I marked point; this is dealt with by assuming that the position of the
Type I marked point is fixed, say z0 = −1, and then the rest of the definition
is the same. The inhomogeneous equation should agree with Floer’s equation
for the Floer data for ι on a strip-like end for the marked point, and should
be generic elsewhere. Methods very similar to Section 6.2 show that m1eι = 0,
hence [eι] ∈ HF(ι, ι), and also [eι] is a unit with respect to the multiplication
induced on HF(ι, ι) by m2.
Likewise, define f = eι,ι′ ∈ CF(ι, ι′) using the same equation, except that
on the strip-like end the inhomogeneous equation should be Floer’s equation for
the Floer data for the pair ι, ι′. Similarly, define g = eι′,ι. The same methods
then show that [m2(f, g)] = [eι] ∈ HF(ι, ι) and [m2(g, f)] = [eι′ ] ∈ HF(ι′, ι′).
Thus the A∞ algebras for ι and ι
′ are equivalent.
By incorporating moving Lagrangian boundary conditions, the same tech-
nique can be applied to show that ι and ι′ = φ◦ι are quasi-isomorphic objects of
the Fukaya category when φ is a Hamiltonian diffeomorphism (we may assume
φ is the identity outside of a compact subset). Moving Lagrangian bound-
ary conditions are explained in Section (8k) of [21], the immersed case works
the same way as the embedded case. Here is a brief overview. As before, define
f ∈ CF(ι, ι′) by counting inhomogeneous holomorphic discs with one fixed Type
I marked point and that satisfy Floer’s equation near the marked point. Since
ι 6= ι′, the discs satisfy a moving Lagrangian boundary condition, determined by
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picking some path of Hamiltonian diffeomorphisms {φt }t from the identity to φ,
and choosing some identification of the parameter space { t } with the boundary
of the disc outside the strip-like end. Then the Lagrangian boundary condition
at t is φt ◦ ι. This means that the boundary lift ℓ of the disc u = (u,∆, α, ℓ)
should satisfy φt ◦ ι ◦ ℓ(t) = u(t) for t ∈ ∂D \ { z0 }. The perturbation data
needs to have slightly different boundary conditions in the moving Lagrangian
case, see formula (8.21) of [21]. The end result is that [f ] ∈ HF(ι, ι′) is an iso-
morphism, hence ι and ι′ are quasi-isomorphic objects in the Fukaya category.
In particular, the abstract theory (Theorem 2.9 in [21]) implies that the A∞
algebras CF(ι) and CF(ι′) are equivalent. One could also copy Section (10c) of
[21] to construct concrete higher order maps that would give an A∞ morphism
between CF(ι) and CF(ι′).
Remark 7.8. There exists a set {φz } of Hamiltonian diffeomorphisms of M
parameterized by z ∈ D such that if u : D →M is a map contributing to the f ∈
CF(ι, ι′) defined above, then the map z 7→ φz(u(z)) is a disc with non-moving
Lagrangian boundary conditions that satisfies an inhomogeneous holomorphic
curve equation. See formula (8.22) of [21] for more details. Thus the analytic
details of the moving Lagrangian boundary condition can be reduced to the non-
moving case. Later on we will consider deformations which are exact but not
Hamiltonian. In this case, the procedure just outlined does not work. Another
(less serious) difficulty is that formula (8.21) in [21] no longer makes sense.
Nevertheless, in some cases we will still be able to construct a quasi-isomorphism
f .
In summary:
Theorem 7.9. Different choices of Floer data and perturbation data will result
in quasi-isomorphic A∞ algebras for the immersed Lagrangian ι. Also, if φ is
a Hamiltonian diffeomorphism, then ι and φ ◦ ι are quasi-isomorphic objects of
the Fukaya category. In particular, they have quasi-isomorphic A∞ algebras.
Remark 7.10. Also, independence on JM can be shown in the following way.
Let J ′M be another valid choice. Let M˜ be the non-compact manifold obtained
by adding a (symplectically) conical end to M . There exists complex structures
J and J ′ which agree outside a compact set, are cylindrical outside of a compact
set, are compatible with the contact form σ on ∂M (far enough out on the
conical end), and satisfy J |M = JM and J ′|M = J ′M . Then working inside M˜
the arguments of this section can be applied to show that using JM and J
′
M
lead to quasi-isomorphic objects.
Next, we consider invariance under certain exact deformations. First, some
general remarks. Let { ιt }t be a family of Lagrangian immersions. We call the
family an exact deformation if, for each t, the one form βt on L defined by
βt = ι
∗
tω
(
∂ιt
∂t
, ·
)
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is exact. If one of the immersions, say ι0, is exact, then the family is an exact
deformation if and only if all of the immersions are exact. Indeed, if df0 = ι
∗
0σ
and dht = βt, then
ft = f0 +
∫ t
0
(
hs + σ
(
∂ιs
∂s
)
◦ ιs
)
ds (35)
satisfies dft = ι
∗
tσ. A family of immersions is called a Hamiltonian deformation
if there exists a family of Hamiltonian diffeomorphisms {φt }t with φ0 = id such
that ιt = φt ◦ ι0. For immersed Lagrangians, not every exact deformation is a
Hamiltonian deformation. This differs from the embedded case where the two
concepts coincide.
Now consider the energy and indices of branch jumps. Suppose { ιt }t is a
family of exact immersed Lagrangians, and suppose all the immersions have only
transverse double point self-intersections. Let Rt = { (p, q) ∈ L × L | ιt(p) =
ιt(q), p 6= q }. There are canonical bijections Rt ∼= R0 for all t and we can view
branch jumps (pt, qt) ∈ Rt as varying continuously with t. Since the index of a
branch jump takes values in Z, it follows that Ind(pt, qt) = Ind(p0, q0) for all t.
The energy however can vary. By definition and equation (35),
E(pt, qt) = −ft(pt) + ft(qt) (36)
= −f0(pt) + f0(qt) +∫ t
0
(
−hs(pt) + hs(qt)− σ
(
∂ιs
∂s
(pt)
)
+ σ
(
∂ιs
∂s
(qt)
))
ds.
Note that if the deformation is Hamiltonian, then pt = p0, qt = q0 for all t, and
hs and
∂ιs
∂s are the restrictions of a function and a vector field defined globally
on M . Hence E(pt, qt) = E(p0, q0) for all t.
A consequence of this behavior is that the positivity condition may hold for
t = 0 but may fail for t far enough away from 0. As observed in [3] Section 13.4,
this can be interpreted as a type of wall-crossing behavior. In the language of
[12] and [3], Lagrangians satisfying the positivity condition are automatically
unobstructed. If such a Lagrangian is deformed to the point where the positivity
condition fails, it may become obstructed. Thus Lagrangian immersions sepa-
rated by a “wall” can have very different Floer theoretic properties. It would
be interesting to find an explicit example of this.
The proof of Theorem 7.9 does not work for general exact deformations
because Gromov compactness (from [14]) does not hold for moving Lagrangian
boundary conditions that contain an instant where the immersed Lagrangian
has non-transverse self-intersection. If we rule this case out, then we can prove
invariance under exact deformation.
Theorem 7.11. Let { ιt }a≤t≤b be a family of exact immersions. Suppose that
each ιt has only transverse double points. Moreover, suppose that each ιt satisfies
Condition 1.2. Then all the different ιt are quasi-isomorphic objects in the
Fukaya category.
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Proof. We will show that given any t0 ∈ [a, b], there exists an open neighborhood
U of t0 in [a, b] such that if t ∈ U then ιt and ιt0 are quasi-isomorphic objects.
The theorem will then follow immediately.
The idea of the proof is to exhibit a bijection between the moduli spaces
for various ιt used to define m1 and m2. We appeal to regularity and Gromov
compactness to prove this bijection. Once this is done, we note that there are
obvious bijections between Hamiltonian chords with endpoints on the ιt, and
hence given a unit et0,t0 ∈ CF(ιt0 , ιt0) there are corresponding et,t′ ∈ CF(ιt, ιt′)
for each t, t′ near t0. The fact that the moduli spaces used to define m1 and m2
are bijective for the various ιt then implies that et,t′ is a quasi-isomorphism.
Without loss of generality assume t0 = 0. We need to find δ > 0 such that
if 0 ≤ t < δ then ι0 and ιt are quasi-isomorphic. Choose regular Floer data
H ,J for ι0, and let φ = φ
H
1 be the time-1 flow of H . Let ΓH(ιt, ιt′) denote
the set of time-1 chords of H that start on ιt and stop on ιt′ . Choose δ > 0
such that continuation gives a bijection between ΓH(ι0, ι0) and ΓH(ιt, ιt′) for
any 0 ≤ t, t′ < δ. We may assume that the endpoints of the chords always miss
the self-intersection points of ιt and ιt′ , since this is true for t = t
′ = 0.
We denote by γi chords in ΓH(ι0, ι0) and γ
t,t′
i chords in ΓH(ιt, ιt′). Gen-
erally, any undecorated notation will be with respect to ι0, and notation dec-
orated with t, t′, . . . will be with respect to ιt, ιt′ , . . .. A∞ operations depend
upon choices of Floer data and perturbation data, which will be specified later.
First, choose some perturbation data Kd+1,Jd+1 for ι0 (for all d), so the
A∞ algebra for ι0 is defined. Consider the moduli spaces used to define m1 and
m2, which are
M(γ0, γ1;H ,J), Ind γ0 = Ind γ1 + 1,
M(γ0, γ1, γ2;K3,J3), Ind γ0 = Ind γ1 + Ind γ2,
respectively. Since these moduli spaces are regular, and compact and zero di-
mensional, and there are only finitely many of them, any holomorphic curve in
one of these moduli spaces will persist under slight perturbation of its boundary
conditions. In particular, by shrinking δ if necessary, there are injective maps
M(γ0, γ1;H ,J)→M(γt,t
′
0 , γ
t,t′
1 ;H ,J), (37)
M(γ0, γ1, γ2;K3,J3)→M(γt,t
′′
0 , γ
t,t′
1 , γ
t′,t′′
2 ;K
3,J3)
for 0 dimensional moduli spaces and 0 ≤ t, t′, t′′ < δ. Note that we do not
yet change the perturbation data for the moduli spaces involving ιt, ιt′ , ιt′′ .
Elements from all the moduli spaces have an a priori energy bound by equations
(31), (13), (35) and (36). We claim that Gromov compactness implies that, for
small enough δ, these maps are surjective as well. We explain this just for the
first map. If not, there exists sequences of numbers tn, t
′
n → 0 and a sequence
of holomorphic strips [un] ∈ M(γtn0 , γt
′
n
1 ;H ,J) that are not in the image of the
first map. Applying Gromov compactness (the compactness theorem proved in
[14] works in this setting since ιt → ι0 and ι0 has transverse self-intersections),
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we get a stable strip with boundary on ι0. Since its index is 0, this stable strip
consists of a single strip, that is, it is an element [u] ∈ M(γ0, γ1;H ,J). Since
M(γ0, γ1;H ,J) is a finite set, the implicit function theorem implies that [u]
maps to [un] under the first map for large enough n, a contradiction. This also
implies M(γt,t′0 , γt,t
′
1 ;H ,J) and M(γt,t
′′
0 , γ
t,t′
1 , γ
t′,t′′
2 ;K
3,J3) are regular.
The above argument does not say anything about the spaces the spaces
M(γt,t′0 , γt,t
′
1 ;α;H ,J) and M(γt,t
′′
0 , γ
t,t′
1 , γ
t′,t′′
2 ;α;K
3,J3) for α 6= ∅. We need
these to be regular too, which can be achieved by a slight perturbation of the
the perturbation data. So we now choose perturbation data and Floer data
for each ιt with 0 ≤ t < δ, and also each tuple of such Lagrangians, so that
we have a well-defined Fukaya category which includes all ιt as objects. We
may assume (by first fixing a set of chords and fixing t, t′, t′′ and looking at
small deformations of Floer data and perturbation data) that Floer data and
perturbation data are chosen sufficiently close to H ,J ,K3,J3 so that there are
canonical bijections
M(γt,t′0 , γt,t
′
1 ;H ,J)
∼=M(γt,t′0 , γt,t
′
1 ;Ht,t′ ,Jt,t′), (38)
M(γt,t′′0 , γt,t
′
1 , γ
t′,t′′
2 ;K
3,J3) ∼=M(γt,t′′0 , γt,t
′
1 , γ
t′,t′′
2 ;K
3
t,t′,t′′ ,J
3
t,t′,t′′)
of 0 dimensional moduli spaces. (Again, part of the reason this can be done is
that these moduli spaces contain only finitely many elements and there are only
finitely many such moduli spaces.)
Since all the different sets ΓH(ιt, ιt′) are bijective to each other, the same
is true for all ΓHt,t′ (ιt, ιt′) after shrinking δ if necessary. Thus all the vector
spaces CF(ιt, ιt′) are isomorphic to each other in a natural way, and furthermore
the bijections (38) imply that the A∞ operations m
t
1 and m
t,t′
2 are all identified
under these isomorphisms. In particular, if e0,0 ∈ CF(ι0, ι0) is a (cohomological)
unit, then the corresponding et,t′ ∈ CF(ιt, ιt′) are quasi-isomorphisms.
Remark 7.12. Alternatively, a proof can be given using moving Lagrangian
boundary conditions, which we now sketch. First, construct an element e ∈
CF(ιa, ιb) (which will turn out to be a quasi-isomorphism) in the same way as
was done for Hamiltonian deformations prior to Remark 7.8. Namely, e is a
count of rigid inhomogeneous holomorphic discs with one fixed incoming Type I
marked point and moving Lagrangian boundary conditions. Take perturbation
data K on the disc which, for simplicity, is 0 near the boundary of the disc.
For Hamiltonian moving Lagrangian boundary conditions, we took K to satisfy
d(K(ξ)|Lz) = ω(∂ξLz, ·) for ξ ∈ Tz∂D (see formula (8.21) in [21]); this doesn’t
make sense in the non-Hamiltonian case. The slight difficulty this causes is that
the energy equation (31), which is E(u) = A(γ0) −
∫
D
RK(u) in this case, no
longer holds for a curve u converging to the chord γ0 on ιa, ιb. To see this, start
with
E(u) =
1
2
∫
D
|du−XK |2dvolD =
∫
D
(
u∗ω + d(K(u))−RK(u)
)
.
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We want to use Stokes’ theorem on the right-hand side. To this end, parame-
terize the portion of ∂D with moving Lagrangian boundary conditions as [a, b],
so the Lagrangian for t ∈ [a, b] ⊂ ∂D is ιt. Let Φ : [a, b]× L → M be the map
Φ(t, x) = ιt(x), and f : [a, b]×L→M be f(t, x) = ft(x), where dft = ι∗tσ. Then
Φ∗σ = df −hdt, where h : [a, b]×L→ R is the function such that d(h(t, ·)) = βt
(see prior to equation (35)). Indeed, using equation (35), we have
(df)(t, ·) = dft + f˙tdt = ι∗tσ + f˙tdt
= Φ∗σ − 〈∂tιt, σ〉dt+ (ht + 〈∂tιt, σ〉)dt
= Φ∗σ + htdt.
Using Stokes’ theorem, ω = dσ, and the definition of action (13), we then get
E(u) = A(γ0)−
∫
D
RK(u)−
∫
[a,b]
h(t, ℓ(t))dt (39)
where ℓ is the boundary lift to L of u. This still gives an a priori energy bound.
To show that e ∈ CF(ιa, ιb) is well-defined, we need to show that Gromov
compactness holds for a sequence of elements from this moduli space. The en-
ergy bound was provided above. It remains to consider disc bubbling. Using a
graph construction (see Section 8 of [16]), we can view u as an honest holomor-
phic section (with respect to an appropriate J) of the bundle M ×D→ D. The
boundary conditions becomes the fixed totally real immersion L×∂D→M×D,
(x, z) 7→ (ιz(x), z) with ιz the immersion for z ∈ ∂D. The immersion now has
a clean self-intersection instead of a transverse self-intersection (here is where
we use ιt has transverse self-intersection for all t). The Gromov compactness
proved in [14] still holds in this setting. The result is that in the limit disc bub-
bles may appear in fibers of the section, i.e. lying on specific ιz, and must attach
to the main disc component at a branch jump point. This is the expected be-
havior, and it matches what happens in the Hamiltonian deformation case. The
positivity condition and regularity can then be used to rule out unwanted disc
bubbling. The next section, where we consider cleanly immersed Lagrangians,
contains the necessary analytic results for this.
The rest of the proof proceeds in the same way as the Hamiltonian defor-
mation case outlined before Remark 7.8.
8 Clean self-intersection
Up to this point we have assumed ι has transverse double points. In this section
we explain why the theory works equally well if the double points are clean
instead of transverse, in the following sense.
Definition 8.1. An immersion ι : L→ L ⊂M has clean self-intersection, or is
a clean immersion, if it has the following properties:
• The preimage of any point in L consists of 1 or 2 points.
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• The set R = { x ∈ L | |ι−1(x)| = 2 } is a closed submanifold of M .
• For any p, q ∈ L with ι(p) = ι(q) =: x and p 6= q, we have ι∗TpL∩ ι∗TqL =
TxR.
These conditions imply that the set ι−1(R) is a closed submanifold of L,
and if p ∈ ι−1(R) then ι∗Tpι−1(R) = Tι(p)R. R may have several different
components of different dimensions. The preimage of a component may or
may not be connected. For a discussion of a more general definition of clean
immersion, see Section 9.
Remark 8.2. This definition allows the case that ι : L → L is a 2-1 covering
space. However, this case needs to be handled slightly differently than the other
cases. In order to streamline the discussion we thus assume that ι is not a
covering; in other words, R is not all of L. We will return to this exceptional
case later on.
As before, let R = { (p, q) ∈ L × L | ι(p) = ι(q), p 6= q } be the set of all
branch jump types, and we will use α to denote functions α : { 1, . . . ,m } → R.
We continue to assume that L is exact with primitive fL : L → R and graded
with grading θL : L→ R.
The notion of Lagrangian angle (see Section 2.3) can be extended to the case
of clean intersection as follows. Suppose given two Lagrangian planes Λ0,Λ1 in a
symplectic vector space (V, ω), and let Λ = Λ0∩Λ1. Choose a path of Lagrangian
planes Λt from Λ0 to Λ1 such that
• Λ ⊂ Λt ⊂ Λ0 + Λ1 for all t, and
• the image Λt of Λt inside the symplectic vector space (Λ0 + Λ1)/Λ is the
positive definite path from Λ0 to Λ1.
Let θt be a path of real numbers such that e
2πiθt = Det2ΩM (Λt). Then define
the angle between Λ0 and Λ1 by the formula 2 ·Angle(Λ0,Λ1) := θ1 − θ0.
With this definition in hand we extend the notion of the index of a branch
jump to the clean intersection case by using the same formula as the transverse
case. The index of (p, q) ∈ R is defined to be
Ind(p, q) = dimL+ θL(q)− θL(p)− 2 ·Angle(ι∗TpL, ι∗TqL).
Now assume that positivity Condition 1.2 holds; that is if (p, q) ∈ R and
E(p, q) = −fL(p) + fL(q) > 0, then Ind(p, q) ≥ 3. Let us analyze this condition
a little bit. Note that both E and Ind are locally constant as functions R→ R.
Let C ⊂ R be a component such that the preimage consists of two components
C1, C2. Then E(p, q) = −fL(p)+fL(q) is independent of (p, q) ∈ R with p ∈ C1
and q ∈ C2. Hence define E(C1, C2) := −fL(p) + fL(q). Likewise, Ind(p, q) is
independent of (p, q) and we can define Ind(C1, C2) := Ind(p, q).
If the preimage of C consists of a single component C (and hence C → C
is a non-trivial double cover) then more can be said. Since any (p, q) ∈ R
with p, q ∈ C can be connected to (q, p) in R, we must have E(p, q) = E(q, p).
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Since E(p, q) = −E(q, p) from the formula, we have E(p, q) = 0. Thus we de-
fine E(C,C) = 0. Similar considerations apply to the index: Since Ind(p, q) +
Ind(q, p) = dimL + dimC, we define Ind(C,C) := Ind(p, q) = Ind(q, p) =
1
2 (dimL+ dimC). C vacuously satisfies the positivity assumption because
E(C,C) = 0. Thus the positivity condition can be rephrased as
Condition 8.3. If C is a component of R such that the preimage consists of
two distinct components C1 and C2 and E(C1, C2) > 0 then Ind(C1, C2) ≥ 3.
8.1 Marked strips, polygons and discs
We continue to call Floer data H ,J that satisfies Definition 1.3 admissible. Re-
call from Remark 8.2 that for now we do not allowR to be all of L, hence admissi-
ble Floer data exists. Assume, in addition to Floer data, that we are given strip-
like ends and perturbation data Kd+1,Jd+1 for the families Sd+1,m →Rd+1,m
for all d+ 1 ≥ 3,m ≥ 0, as in Section 7.1.
Given any fixed α : { 1, . . . ,m } → R define analogs of the Banach mani-
folds B1,p(Z, α), B1,p(Sd+1,m, α), and B1,pdisc(D,α) that we defined before, and
corresponding Banach bundles over these spaces along with Cauchy-Riemann
sections. The main difference is that now weighted Sobolev spaces need to be
used in order to get a good Fredholm theory due to the non-transversality of
the self-intersections. To do this, pick some small δ > 0. A δ-weighted Lp norm
is a norm on a strip (or half infinite strip) that is of the form
||ξ||Lp;δ =
∫
|ξ|peδ|s|dsdt,
where s+ it are strip-like coordinates. In the setup of our Banach manifolds we
now require the regularity to be W 1,p;δ. For instance, Definition 3.2 is modified
by requiring ξ to be in W 1,p;δ over each strip-like end. For δ > 0 small enough,
the inclusion of the weights makes no difference for the index or regularity
theory of the Type I points (note that we have already fixed the Floer data
H ,J). Theorem A.4 implies that bounded L2 energy of holomorphic curves
is enough to get W 1,p;δ regularity near Type II marked points; it is standard
that the same statement holds near Type I marked points. One minor technical
point that needs to be addressed is that we need to choose the reference metric
gfix on M in such a way that L is totally geodesic. This can be done by the
following lemma.
Lemma 8.4. Let L be cleanly immersed. Then there exists a metric g on M
so that L is totally geodesic.
Proof. As the proof will make evident, we may assume R consists of a single
component. By the definition of cleanly immersed, a tubular neighborhood of
R inside M can be identified with a neighborhood of the zero-section in the
normal bundle N = NR,M in such a way that L maps to (open neighborhoods
in) subbundles E1 and E2 ofN . The intersection of E1 and E2 is the zero-section
and the corank of E1⊕E2 equals the dimension of R. Choose another subbundle
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E′ so that E1 ⊕ E2 ⊕ E′ = N . Choose a metric on N of the form h1 ⊕ h2 ⊕ h′,
and choose a metric on the manifold R. These metrics induce a metric g on the
total space of N (i.e., for each x ∈ N , g gives a map gx : TxN ⊗ TxN → R).
Then the following diffeomorphisms N → N are all isometries with respect to
g:
(e1, e2, e
′) 7→ (−e1,−e2,−e′), (e1, e2, e′) 7→ (e1,−e2,−e′), (e1, e2, e′) 7→ (−e1, e2,−e′).
The fixed point set of the first map is R, the fixed point set of the second is
E1, and the fixed point set of the third is E2. Thus R, E1 and E2 are totally
geodesic with respect to the metric g. Now pull the metric g back to the tubular
neighborhood of R inM . This defines g near the singular points of L. Then the
arguments in the proof of Lemma 3.1 can be applied to show that an extension
of g to all of M can be found that makes L totally geodesic.
The addition of the weights makes maps in the spaces converge to the values
of ι ◦ α on either side of the Type II points. We want to allow these values
to vary; that is, we want to allow α to vary continuously. To describe this we
first set up some notation. Let Rcomp be the set of all (C1, C2) such that for
some (p, q) ∈ R, C1 is the component of ι−1(R) containing p and C2 is the
component containing q. Note that any α : { 1, . . . ,m } → R induces a map
α˜ : { 1, . . . ,m } → Rcomp. Given α˜, define
B1,p;δ(Z, α˜) =
∐
α
B1,p;δ(Z, α)× {α }
where the union is over all α that induce the given α˜. Similarly we can define
B1,p;δ(Sd+1,m, α˜) and B1,p;δdisc (D, α˜). To incorporate the varying of α into the
Banach space setup we enlarge the local model for the coordinate charts by
adding on an open subset of Rdi for each 1 ≤ i ≤ m, where di = dim α˜(i).
These spaces also have Banach bundles and Cauchy-Riemann sections.
We now define moduli spaces M(γ0, . . . , γd; α˜) as in Definition 7.4. These
moduli spaces coincide with the zero-sets of Cauchy-Riemann sections
∂¯ : B1,p;δ(Sd+1, α˜)→ E0,p;δ(Sd+1,m, α˜).
Similarly, given any J we can define the moduli space of discs Mdisc(α˜; J).
The linearization of the Cauchy-Riemann operator at an element (u, r,∆, α) of
M(γ0, . . . , γd; α˜) has the form
D∂¯ :W 1,p;δ(u∗TM)× T(r,∆)Rd+1,m × TαR→ Lp(Λ0,1 ⊗C u∗TM),
where TαR :=
⊕m
i=1 Tι(α(i))R. In case d + 1 = 2 (so the domain is a strip),
replace the T(r,∆)Rd+1,m term with T∆Configm(Z) (see equation (7)). This
operator is Fredholm and has index
IndD∂¯ = Ind γ0 −
d∑
i=1
Ind γi −
m∑
i=1
Ind α˜(i) +m+
{
d− 2 d ≥ 2
0 d = 1.
(40)
The same methods as before prove the following proposition.
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Proposition 8.5. Generic perturbation data is regular. For regular perturba-
tion data, all the spaces M(γ0, . . . , γd; α˜) are smooth manifolds whose dimen-
sions are determined by (40) (in case d = 1 we subtract 1 from the index to get
the dimension of the moduli space because of the R action).
Furthermore, the moduli spacesM(γ0, . . . , γd) have compactifications similar
to those described in Proposition 7.6.
8.2 Floer cohomology and A∞ structure
Condition 8.3 can be phrased in the following way: If (C1, C2) ∈ Rcomp and
E(C1, C2) > 0 then Ind(C1, C2) ≥ 3. Thus a clean immersion satisfying this
assumption formally resembles the transverse self-intersection case under Con-
dition 1.2, with α replaced with α˜ and R replaced with Rcomp. In particular,
notice the similarity between equation (40) and equations (11), (29).
Now define the A∞ structure in the same way as before: pick generic Floer
data H ,J and perturbation data, take CF(ι) to be generated by the chords on
ι, and then define the mk by counting inhomogeneous holomorphic polygons. It
follows that the proofs used to establish existence of Floer cohomology and A∞
structure for the transverse self-intersection case carry over immediately to the
clean intersection case.
Theorem 8.6. Let ι : L → L be an immersed Lagrangian with clean self-
intersection in the sense of Definition 8.1. Assume that R 6= L and the im-
mersion satisfies Condition 8.3. Then, for generic Floer data (H ,J) and
generic perturbation data, the Floer cohomology HF(ι) and the A∞ algebra
(CF(ι), {mk }k≥1) can be defined as in Sections 6 and 7.4. Moreover, the Floer
cohomology does not depend on the choice of Floer data or perturbation data,
and the same is true of the A∞ algebra up to homotopy equivalence.
The theorem also holds when R = L. This will be proved in the next section.
8.3 Case when R = L: Equivalence with local systems
We now consider the case when R = L; in other words, L is an embedded
Lagrangian submanifold of M and ι : L → L is a covering space. This in fact
implies that L is exact also, so this case turns out to be easier than the non-
covering space case. In Definition 8.1 we assumed that immersed points are at
most double points. This however is not necessary, so assume now only that
L→ L is a d-fold covering space and L is connected. Actually since L is compact
it is automatically a finite cover. Given Hamiltonian H , recall that ΓH is the
set of (time 1) Hamiltonian chords that stop and start on L. In Definition 1.3
we required that none of the chords started or stopped on R; this can never be
true now. To account for this, we change the definition of ΓH .
Definition 8.7. Let ΓH denote the set of triples γ˜ = (γ, p0, p1) such that
• γ : [0, 1]→M is a Hamiltonian chord that starts and stops on L, and
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• p0, p1 ∈ L are such that ι(p0) = γ(0), ι(p1) = γ(1).
We now say that a Hamiltonian is admissible as long as φH1 (L) is transverse
to L. If H is admissible then ΓH is a finite set with d
2 elements for each point
of φH1 (L) ∩ L. In this case the Floer cochain complex is defined to be
CF(ι;H ,J) =
⊕
γ˜∈ΓH
Z2 · γ˜. (41)
The grading of ι defines a grading of chords γ˜ ∈ ΓH in much the same way as
before; the only difference is that in Definition 2.4, Tγ(0)L needs to be replaced
with ι∗Tp0L and Tγ(1)L with ι∗Tp1L. (Actually, Lemma 8.9 implies that L can
be graded and the grading on ι is the pull back of a grading on L, so the index
of a chord γ˜ is in fact determined by Tγ(i)L, i = 0, 1.) This defines a grading
on CF(ι;H ,J).
We define the moduli spaces of stripsM(γ˜−, γ˜+;α), polygonsM(γ˜0, . . . , γ˜k;α)
and discs Mdisc(α, J) much in the same way as before. The difference is that
now the boundary lift ℓ of a holomorphic curve must agree on either side of a
Type I marked point with the lifts p0, p1 of the endpoints γ(0), γ(1) of the chord
γ˜ = (γ, p0, p1) corresponding to the marked point. The order in which they agree
should depend on whether the point is incoming or outgoing. The same conven-
tion as for Type II marked points applies: If ℓ− ∈ L denotes the limiting value
of ℓ before the Type I point (with respect to counterclockwise orientation), and
ℓ+ the value after, then if the marked point is outgoing ℓ− = p0, ℓ+ = p1. For
incoming, ℓ− = p1, ℓ+ = p0.
The regularity theory of Section 5 carries over immediately. Thus Floer data
H ,J and perturbation data that make all the uncompactified moduli spaces of
strips and polygons regular exists. The compactness theory of Section 4 holds
as well with the obvious modification: the matching condition at a Type I nodal
point of a broken curve needs to include matching of the chord plus matching
of the lifts of the endpoints of the chord. This is automatically kept track of
with the new notation since a chord γ is replaced with γ˜ = (γ, p0, p1).
We would now like to conclude that the A∞ algebra (CF(ι), {mk }) for ι is
well-defined and, up to equivalence, is independent of the various choices used
to construct it. However, there is one point that still needs addressing. The
condition [φH1 (L)∪ (φH1 )−1(L)]∩R = ∅ in Definition 1.3 is used to rule out the
existence of constant strips with disc bubbles attached. In general, such strips
will not be regular; see Proposition 5.1 and the preceding discussion. Since the
covering space is finite, the map ι∗ : H1(L,R)→ H1(L,R) is injective, and thus
L is exact. Any non-constant element of Mdisc(ι;α, J) corresponds to a non-
constant holomorphic disc with boundary on L; since this latter type of disc does
not exist Mdisc(ι;α, J) consists only of constant discs for any J . In particular,
if α : { 1 } → R (i.e., there is only one marked point) then Mdisc(ι;α, J) = ∅
because there are no constant discs with only one marked point. Thus the
Gromov compactness of the moduli spaces M(γ˜0, . . . , γ˜k) takes a particularly
strong form; namely, elements of the compactified moduli space never contain
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disc bubble components. It follows that constant strips never enter into the
compactified moduli spaces needed to define the A∞ structure, and hence they
do not cause a problem. Thus our previous arguments go through to prove the
following theorem.
Theorem 8.8. Suppose ι : L→ L is a covering space and L is compact. Then
the A∞ algebra (CF(ι), {mk }) is well-defined and independent of the choices
involved, up to homotopy equivalence. Here, CF(ι) is defined as in (41) and mk
is defined using the moduli spaces M(γ˜0, . . . , γ˜k).
Now we want to relate the above construction to the construction of Floer
theory with coefficients in a local system. First, we sketch the general theory
as it applies to L. Since L is an exact embedded Lagrangian, the A∞ alge-
bra for L is well-defined in the usual way (note that by this A∞ algebra we
do not mean CF(ι)). Let E → L be a Z2 local system of rank r over L. Ex-
plicitly, pick a basepoint x0 ∈ L and view E as a Z2 vector bundle with fiber
isomorphic to Ex0 = V = (Z2)⊕r (with r finite). Let Hol(c) : V → V denote
parallel translation over the loop c in L with basepoint x0. Then the map
ρ = ρE : π1(L) = π1(L, x0) → AutZ2(V ) defined by ρ(c)v = (Hol(c))−1v is
a representation of π1(L). Conversely, given a representation ρ, we can con-
struct a bundle E = Eρ → L by setting E = L˜ ×ρ V = L˜ × V/ ∼, where
(g · x, ρ(g)v) ∼ (x, v). Here, L˜ is the universal cover of L and g · x denotes the
left action of π1(L) on L˜. (Our convention is that multiplication in π1(L) is
concatenation from left to right of loops, so gh means first g and then h. If L˜ is
thought of as homotopy classes of paths in L with basepoint x0, then g ·x is the
path which is first g and then x.) These two constructions are inverse to each
other, in the sense that given ρ, we have ρEρ
∼= ρ; and given E , we have EρE ∼= E .
Next, suppose given H such that φH1 (L) is transverse to L. Define ΓH to
be the set of all chords γ starting and stopping on L. Then define
CF(L, E) =
⊕
γ∈ΓH
HomZ2(Eγ(0), Eγ(1)).
If we assume L is graded, then CF(L, E) can be graded in the usual way, namely
the summand HomZ2(Eγ(0), Eγ(1)) is given the grading Ind(γ). One could per-
haps define a slightly more general notion of grading but this will suffice for our
purposes. Since we assume that ι is graded, the next lemma implies that L is
in fact also graded.
Lemma 8.9. L can be graded if and only if ι can be graded. In particular, any
grading on ι is invariant with respect to the group of deck transformations of
the covering space L→ L.
Proof. If L is graded, then ι can be graded by pulling back the grading function
on L. The pullback is obviously invariant with respect to deck transformations.
Conversely, suppose that ι has a given grading. Then ι∗(π1(L)) is contained
in the kernel of the map (Det2ΩM )∗ : π1(L)→ π1(S1). Since |π1(L) : ι∗(π1(L))| =
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|L : L| < ∞, it follows that (Det2ΩM )∗ is the zero map, and hence L can be
graded. By the first part of the proof there is thus an invariant grading on
ι. Since any two gradings on ι differ by an integer, the given grading on ι is
invariant also.
A∞ structure maps are defined in the following way: For xi ∈ Hom(Eγi(0), Eγi(1)),
define
mk(x1, . . . , xk) =
∑
γ0
∑
[u]∈M(γ0,...,γk)
Hol(u;x1, . . . , xk).
Here the outer sum is over all γ0 such that Ind γ0 = Ind γ1 + · · ·+ Ind γk + 2−
k. Hol(u;x1, . . . , xk) is defined in the following way. For y ∈ Eγ0(0), parallel
translate y over the boundary arc of u between the marked points z0 and z1;
call the result y1 ∈ Eγ1(0). Then x1(y1) ∈ Eγ1(1). Parallel translate this vector
over the boundary arc of u between z1 and z2 to get y2 ∈ Eγ2(0). Apply x2 to
get x2(y2) ∈ Eγ2(1). Now repeat the process until the clockwise side of z0 is
reached. The resulting vector is Hol(u;x1, . . . , xk)(y) ∈ Eγ0(1), the image of y
under the holonomy map.
The result is that (CF(L, E), {mk }) is an A∞ algebra; more generally (L, E)
can be viewed as an object of the Fukaya category. Note that for any exact
embedded Lagrangian L′ we can take E ′ = L′×Z2 and then L′ and (L′, E ′) are
the same object of the Fukaya category.
Now consider ι : L → L. Pick a basepoint x0 ∈ L and let B = ι−1(x).
By parallel transport, for each loop c ∈ π1(L), the covering space ι defines a
bijection Hol(c) : B → B. Let ρ : π1(L) → AutSet(B) be the homomorphism
defined by ρ(c) = (Hol(c))−1. Let V be the Z2 vector space formally defined to
have basis B. Then we can view AutSet(B) ⊂ AutZ2(V ), and hence view ρ as
a representation into AutZ2(V ). Thus we get a local system with fiber V which
we denote as Eι.
Theorem 8.10. Let ι : L → L be a covering space and assume that ι (and
hence L) is exact. Then ι and (L, Eι) are isomorphic objects of the Fukaya
category. In fact, their A∞ algebras are isomorphic in an obvious way if the
same perturbation data is used to define both. Moreover,
HF(ι) ∼= HF(L, Eι) ∼= H∗sing(L, E∗ι ⊗ Eι) ∼= H∗sing(L ∐R,Z2)
as graded vector spaces. Here the second to last group denotes singular cohomol-
ogy with coefficients in the local system E∗ι ⊗Eι. Note also that L∐R ∼= L×L L
by equation (2).
Proof. Assume that the same H is used to define CF(ι) and CF(L, Eι). Then
the map
γ˜ = (γ, p0, p1) 7→ p∗0 ⊗ p1 ∈ Hom(Eι,γ(0), Eι,γ(1))
induces a bijection CF(ι) ∼= CF(L, Eι). (Here we are using the fact that, for each
x ∈ L, ι−1(x) can be canonically identified with a basis of the fiber Eι,x. Note
also that Eι ∼= E∗ι .) Moreover, if the same perturbation data is used to define
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both A∞ algebras then this bijection intertwines the two sets of A∞ operations.
Hence the A∞ algebras are isomorphic.
It follows that HF(ι) ∼= HF(L, Eι). The isomorphism
HF(L, Eι) ∼= Hsing(L, E∗ι ⊗ Eι)
is well-known and follows because L is exact. We sketch a proof here; actually,
we will sketch HF(ι) ∼= Hsing(L, E∗ι ⊗ Eι).
First, consider just L with no local system. Take a C2-small time indepen-
dent Hamiltonian H and let h = H |L, and let φ be the time-1 flow of XH . Let
J be a time independent almost complex structure. For H small enough, the
Hamiltonian chords on L correspond to the intersection points φ(L) ∩ L (see
the paragraph after Definition 2.4), and these in turn correspond to the critical
points of h. If in addition h has non-degenerate critical points, then the intersec-
tion will be transverse. In this situation, Floer showed in [10] that holomorphic
strips which satisfy Floer’s equation (9) correspond to gradient flow lines of h
with respect to the metric ω(·, J ·). The correspondence is easy to describe: the
gradient flow line x(s) (which satisfies x˙(s) = ∇h(x(s)) = JXH(x(s))), corre-
sponds to the strip u(s, t) = x(s). It follows that the Morse cohomology of L
with respect to the function −h is isomorphic to the Floer cohomology of L with
respect to H . Indeed, if p0 and p1 are critical points of −h, then the matrix
element 〈p0, δMorsep1〉 for the Morse cohomology differential equals the number
of −∇(−h) = ∇h flow lines from p0 to p1. By the above correspondence, the
same is true of the Floer differential. By Lemma 2.9, this isomorphism is a
graded isomorphism.
Now we consider the Floer cohomology of ι, with J,H as above, and the
singular cohomology of the local system E∗ι ⊗Eι on L. We will use the fact that
L ∐R can be identified with the fiber product L ×L L, see equation (2). First
note that the generators of CF(ι) can be identified with the critical points of
the function h˜ = h ◦ ι : L×L L→ R via the chord γ˜ = (γ, p0, p1) corresponds to
the critical point (p0, p1) ∈ L ×L L. Second, strips satisfying Floer’s equation
(9) with boundaries on ι (i.e. the ones used to compute HF(ι)) are nothing
more than strips on L with bottom and top boundary lifts to L. The strip on
L is a gradient flow line of h. The bottom and top boundary lifts together can
be thought of as giving a lift to L ×L L; if the bottom lift is ℓ0 and the top
lift is ℓ1, think of this as the lift (ℓ0, ℓ1) to L ×L L. It follows that HF(ι) is
isomorphic to the Morse cohomology of −h˜. It is a graded isomorphism because
Lemma 8.9 implies that the index of γ˜ = (γ, p0, p1) equals the index of γ, and
Lemma 2.9 implies that the index of γ equals the index of the corresponding
critical point of −h, which in turn equals the index of the critical point of −h˜.
The Morse cohomology is isomorphic to the singular cohomology of L×L L. A
simple adaptation of Example 3H.2 in [13] shows that the singular cohomology
of L ×L L is isomorphic to the singular cohomology of L with coefficients in
E∗ι ⊗ Eι.
We now examine the invariance of ι under exact, non-Hamiltonian deforma-
tions arising from Morse functions. To begin with, let h : L→ R be a function.
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Given h, define hR : R → R by hR(p, q) = −h(p) + h(q), and assume that h is
such that hR is Morse. Let { ιt }t be an exact deformation of ι0 := ι that satisfies
dh = ι∗tω(
∂ιt
∂t , ·), so { ιt }t is a deformation of ι in the direction of −J∇h (mod-
ulo reparametrization of the domain). Let ft : L→ R be as in equation (35), so
it satisfies dft = ι
∗
tσ. The condition that hR is Morse implies that ιt has only
transverse double points for small t 6= 0. Moreover, for any fixed t 6= 0, there is
a bijective correspondence between Rt = { (p, q) ∈ L×L | ιt(p) = ιt(q), p 6= q }
and the critical points of hR.
The immersions ιt for t 6= 0 may or may not satisfy the positivity condition.
We will show that if they do, then they are all quasi-isomorphic objects of the
Fukaya category; in particular, they are all quasi-isomorphic to ι. This is quite
interesting because the topology of ι and ιt are different; for instance, by taking
different functions it could be possible to construct immersions with different
numbers of self-intersection points.
Before giving the proof we analyze the positivity condition a little further.
First, consider the index of self-intersection points of ιt.
Lemma 8.11. Let L0 = R ⊂ C and Lt = eit ·L0. Then {Lt }t is a deformation
of L0 corresponding to the function h : L0 → R, h(x) = − 12x2. Equip C with
the complex volume form dz and give L0 a grading θ0, and then grade Lt with
θt by continuation. Then for t > 0, Ind((T0L0, θ0), (T0Lt, θt)) = 1.
If instead Lt = e
−it · L0, then the function is h(x) = 12x2 and
Ind((T0L0, θ0), (T0Lt, θt)) = 0
for t > 0.
Proof. This is a simple calculation using equation (3).
Corollary 8.12. For the deformation { ιt }t, it follows that, for t > 0,
Ind(pt, qt) = Ind(hR, (p0, q0)),
where the right-hand side denotes the Morse index of the critical point (p0, q0) ∈
R which corresponds to (pt, qt) ∈ Rt.
Proof. Consider first the simple example of L = R∐R, L = R ⊂ C. Let p, q ∈ L
denote the two preimages of 0 ∈ L, and let x denote the coordinate on the first
copy of R in L (the one containing p), and y the coordinate on the second copy.
Take h : L → R to be h(x) = 0, h(y) = y2/2. The component { (x, y) | x = y }
of R contains (p, q), and on this component hR = x
2/2 = y2/2. The flow of
−i∇h fixes the first branch of L and rotates the second branch in the clockwise
direction. Thus, assuming both branches have the same grading to begin with,
after perturbation the index of (pt, qt) will be 0 by Lemma 8.11, which is also
the Morse index of hR at (p, q). Taking instead h(x) = 0, h(y) = −y2/2 will
make the indices be 1. Thus the result holds in this example.
By taking a direct sum of one dimensional examples, the result holds for
L = Rn ∐ Rn and M = Cn, assuming that both branches of L have the same
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grading to begin with. For general L and M , again assuming that branches of
L have the same grading, the result follows from the local calculation by taking
a Weinstein neighborhood.
It remains to show that all branches of L have the same grading; that is,
that θL(p) = θL(q) whenever ι(p) = ι(q). This follows from Lemma 8.9.
Next consider the energy E(pt, qt) of (pt, qt) ∈ Rt. Recall that E(p0, q0) = 0
since ι0 is a covering of an embedded exact Lagrangian. By equation (36)
∂
∂t
∣∣∣∣
t=0
E(pt, qt) = −df0(p˙0) + df0(q˙0)− h(p0) + h(q0)
−σ
(
∂ιt
∂t
∣∣∣∣
t=0
(p0)
)
+ σ
(
∂ιt
∂t
∣∣∣∣
t=0
(q0)
)
= −σ
(
Dι0(p˙0) +
∂ιt
∂t
∣∣∣∣
t=0
(p0)
)
+ σ
(
Dι0(q˙0) +
∂ιt
∂t
∣∣∣∣
t=0
(q0)
)
−h(p0) + h(q0)
= hR(p0, q0).
Here we have used ι∗0σ = df0 and ιt(pt) = ιt(qt) for all t (or rather, the derivative
at t = 0 of this identity). Since hR(p, q) = −hR(q, p), it follows that the global
maximum of hR is positive and the global minimum is negative. The Morse
index of the global minimum is 0, therefore the corresponding self-intersection
point of ιt has index 0 for small t > 0. By the above calculation, it has negative
energy. Likewise, the self-intersection point corresponding to the global maxi-
mum of hR has index n and positive energy. Hence, for small t > 0, this point
will satisfy the positivity condition provided n = dimL ≥ 3. Similar considera-
tions apply to deforming for time t < 0: the self-intersection points of ιt corre-
sponding to the global min and max of hR will automatically satisfy the posi-
tivity condition provided n ≥ 3. This can be seen by replacing h with h′ = −h,
because moving in negative time for h is the same as moving in positive time
for h′. Also, the global min of hR becomes the global max of h
′
R and vice versa,
and the Morse indices are related by Ind(hR, (p0, q0)) = n − Ind(h′R, (p0, q0)).
More generally, for small t 6= 0, E(pt, qt) > 0 if and only if E(q−t, p−t) > 0; and
Ind(pt, qt) = Ind(q−t, p−t). Thus ιt satisfies the positivity condition if and only
if ι−t does.
We now prove the theorem mentioned before. Note that this theorem can
profitably be combined with Theorem 7.11.
Theorem 8.13. Let h be as above and let { ιt }t be the corresponding family
of immersions. Assume that for small t 6= 0, all the ιt satisfy Assumption 1.2.
Then there exists ǫ > 0 such that ιt and ι0 are quasi-isomorphic when |t| < ǫ.
Proof. Let us change notation and denote t by τ , so { ιτ }τ is the family of
Lagrangian immersions. We do this so as not to confuse τ with the t in families
{Ht }t and { Jt }t of time-dependent Floer data.
The idea of the proof is to count curves with moving Lagrangian bound-
ary conditions to get elements e0,τ ∈ CF(ι, ιτ ) and eτ,0 ∈ CF(ιτ , ι) which are
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quasi-isomorphisms. This is the standard method when { ιτ }τ is a Hamiltonian
deformation, and we also used it in Remark 7.12 to give an alternative proof to
Theorem 7.11. The difficulty in the present case is that the family of Lagrangian
immersions undergoes a change in topology at τ = 0. In particular, the angles
between the branches at a self-intersection point go to 0 as τ → 0. The com-
pactness theorem of [14] does not apply in this situation. To get around this,
we will lift curves to T ∗L in order to prove compactness. We emphasize that
the main non-standard point of the proof is the compactness.
The first step is to define a Lagrangian lift Lτ of Lτ to T
∗L. To do this,
fix a Weinstein neighborhood W of L inside M ; W may also be viewed as a
neighborhood of L inside T ∗L. The covering space map ι : L → L induces a
local symplectomorphism I : T ∗L → T ∗L; let W ′ = I−1(W ). Choose ǫ > 0 so
that Lτ = ιτ (L) is contained inside the Weinstein neighborhood W for |τ | ≤ ǫ.
Let Lτ be the graph of −τdh. Then I restricts to give an immersion Lτ →M .
Let Π : T ∗L → L be the projection, and let Πτ = Π|Lτ : Lτ → L. Without
loss of generality (by Theorem 7.11), we may assume that ιτ = I ◦ Π−1τ . So
Lτ = ιτ (L) = I(Lτ ), and Lτ is a lift of Lτ to T
∗L.
The second step is to define Floer data for each pair (ιτ , ιτ ′) of Lagrangian
immersions in M , and corresponding Floer data for each pair of embedded
Lagrangians (Lτ , Lτ ′) in T
∗L, with |τ |, |τ ′| < ǫ. First, fix some Floer data H ,J
for the pair of Lagrangians (ι, ι), with H = 0 outside a compact subset of W .
For the purposes of making the setup easy to visualize, we choose H as follows.
Take H = {H = Ht }t to be time independent and C2-small. Also, near L in
the Weinstein neighborhood W , take H to be constant in the direction normal
to L. Then the flow of XH will move in the direction normal to L, and φ
H
1 (L)
will be the graph of an exact 1-form over L. We may assume that the time-1
chords of XH from L to L are constant chords with images equal to the points
of φH1 (L) ∩ L. Take ǫ to be small compared to H , and assume H is chosen so
that the intersection points φH1 (L)∩L are away from the self-intersection points
of Lτ for τ 6= 0. Then, for each pair of numbers τ, τ ′, perturb J slightly to get
Jτ,τ ′ which makes H ,Jτ,τ ′ regular Floer data for the pair (ιτ , ιτ ′).
Next define Floer data for each pair of Lagrangians (Lτ , Lτ ′) inside T
∗L by
lifting the Floer data for the pair (ιτ , ιτ ′) as follows. Let H
′ = H ◦ I : W ′ → R.
Since H vanishes near the boundary of W , H ′ can be extended by 0 to all of
T ∗L. Then take H ′ = {H ′t }t as the time-independent Hamiltonian on T ∗L.
The complex structure Jτ,τ ′ can also be lifted to a complex structure on W
′.
Extend it in any reasonable way to all of T ∗L (for example, make it contact
type outside of a compact subset), call the result J ′τ,τ ′. The result is that we
get Floer data H ′,Jτ,τ ′ for each pair of Lagrangians (Lτ , Lτ ′) in T
∗L.
The third step is to define some moduli spaces. For the rest of the proof
we assume τ > 0 (the τ < 0 case is similar). We will need to consider moduli
spaces with one Type I point and also moduli spaces of strips. Consider the
former moduli spaces first. Let S = D \ { z0 = −1 }; view z0 = −1 as a
fixed incoming Type I point. Let λ be a coordinate for ∂S ∼= R such that λ
increases in the counterclockwise direction around ∂S. Let χ : ∂S → [0, τ ] be
smooth, increasing, and surjective with χ˙(λ) = 0 for |λ| large. Pick some generic
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perturbation data K10,τ and complex structure J
1
0,τ (so K
1
0,τ is a 1-form on S
with values in the Hamiltonian functions on M , and J10,τ is an S-dependent
almost complex structure on M) that agrees with the Floer data H ,J0,τ on
some strip-like coordinates near z0. We may choose K
1
0,τ so that K
1
0,τ = 0
outside the Weinstein neighborhood W , and also K10,τ (ξ)|L ≡ 0 for ξ ∈ T∂S.
A generator of CF(ι0, ιτ ) is a tuple γ˜ = (γ, p0, p1) with γ a time-1 XH
chord connecting L to Lτ , and p0, p1 ∈ L with ι(p0) = γ(0), ιτ (p1) = γ(1).
For a generator γ˜, let M(γ˜; { ιχ(λ) }λ) consist of equivalence classes of tuples
(u, ℓ) with u : D → M a finite energy map such that (du − XK10,τ )0,1 = 0, u
converges to the chord γ at the point z0, and u satisfies the moving Lagrangian
boundary conditions u(λ) ∈ Lχ(λ) for λ ∈ ∂S. The lift ℓ : ∂S → L satisfies
u(λ) = ιχ(λ)(ℓ(λ)), ℓ(−∞) = p0 and ℓ(+∞) = p1.
Next, define a similar moduli space M(γ′; {Lχ(λ) }λ) of curves into T ∗L
with moving Lagrangian boundary conditions. For perturbation data, use data
K
1′
0,τ and J
1′
0,τ which in W
′ is a lift through I of the data K10,τ , J
1
0,τ . Near the
marked point z0, the data should agree with the previously defined Floer data
H
′,J ′0,τ . Since L and Lτ are embedded, γ
′ simply denotes a time-1 XH′ chord
from L to Lτ , and the lifts ℓ are not needed as part of the data.
Next, we define two moduli spaces of strips with non-moving Lagrangian
boundary conditions, analagous to Definition 3.5 but with no Type II points.
The first moduli space is M(γ˜−, γ˜+; ι0, ιτ ). It consists of pairs (u, ℓ), where u
is a strip into M with bottom boundary on L and top boundary on Lτ , and ℓ
is a lift to L of the boundary conditions. The map u satisfies Floer’s equation
with the Floer data H ,J0,τ for the pair (ι0, ιτ ). The second moduli space is
M(γ′−, γ′+;L,Lτ). It consists of strips u′ into T ∗L with bottom boundary on L
and top boundary on Lτ . The map u
′ satisfies Floer’s equation with the Floer
data H ′,J ′0,τ .
The fourth step is to define bijections between the moduli spaces for (ι, ιτ )
and those for (L,Lτ ). ConsiderM(γ˜; { ιχ(λ) }λ) andM(γ′; {Lχ(λ) }λ) first. Fix
a chord γ˜ = (γ, p0, p1) and consider an element (u, ℓ) from the moduli space
M(γ˜; { ιχ(λ) }λ). By an analog of equation (39), the energy of u is
E(u) =
1
2
∫
|du−XK10,τ |2 = A(γ˜)−
∫
S
RK10,τ (u) (42)
−
∫
R
h(χ(λ), ℓ(λ))χ˙(λ)dλ
= −
∫ 1
0
(γ∗σ +H(γ(t)))dt − f0(p0) + fτ (p1)−
∫
S
RK10,τ (u)
−
∫
R
h(χ(λ), ℓ(λ))χ˙(λ)dλ.
Here f0, fτ : L → R are the primitives for ι∗σ, ι∗τσ defined by (35). By con-
struction of H , the chord γ is short and approximately equal to a constant
chord. Also, because L is exact, f0 is the pullback through ι of a function on L.
Moreover, fτ is a deformation of f0. Thus E(u) can be made arbitrarily small
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by taking ǫ,H ,K1 small. By standard Gromov monotonicity, if u leaves the
Weinstein neighborhood W , then it must have energy larger than some fixed
constant E0 > 0 (because the perturbation data K
1
0,τ is 0 outside of W ). Thus,
by taking the data small enough, u cannot leave W . Let γ′ be the time-1 XH′
chord inW ′ ⊂ T ∗L which maps to γ under the projectionW ′ →W and satisfies
γ′(1) = Π−1τ (p1). Since the image of u lies inside W , and u converges to γ at z0,
u can be lifted to a map u′ : S →W ′ which converges to γ′ at z0. By construc-
tion, Iu′(λ) = u(λ) = ιχ(λ)(ℓ(λ)) = IΠ
−1
χ(λ)(ℓ(λ)). Since I is a covering map and
u′(+∞) = Π−1χ(+∞)(p1) = Π−1χ(+∞)(ℓ(+∞)), it follows that u′(λ) = Π−1χ(λ)(ℓ(λ))
for all λ. In particular, u′(λ) ∈ Lχ(λ). We thus get u′ ∈ M(γ′; {Lχ(λ) }λ).
Conversely, suppose given a curve u′ ∈ M(γ′; {Lχ(λ) }λ). An energy calcu-
lation analogous to the one above shows that u′ has small energy, and hence
by monotonicity cannot leave the neighborhood W ′. Let p0 = Πu
′(−∞), p1 =
Πu′(+∞) for ±∞ ∈ ∂S, and let γ˜ = (Iγ, p0, p1). Then u˜ = (u = Iu′, ℓ = u′|∂S)
is an element of the moduli space M(γ˜; { ιχ(λ) }λ). The lifting and pushing
down constructions are inverses to each other, and thus we get a bijection
M(γ˜; { ιχ(λ) }λ) ∼=M(γ′; {Lχ(λ) }λ).
Next consider the moduli spaces of strips. A bijection can be constructed
in a similar way, but with one minor tweak, as follows. Let M(γ′−, γ′+;L,Lτ )+
be the set of pairs (u′, p+,0) with u
′ ∈ M(γ′−, γ′+;L,Lτ) and p+,0 ∈ L satisfying
ι(p+,0) = ι(γ
′
+(0)). Consider an element (u, ℓ = ℓ
0 ∐ ℓ1) fromM(γ˜−, γ˜+; ι0, ιτ ).
Write γ˜± = (γ±, p±,0, p±,1) with γ± chords in M from L to Lτ , and p±,0, p±,1 ∈
L satisfying ι(p−,0) = γ−(0), ι(p+,0) = γ+(0), ιτ (p−,1) = γ−(1), ιτ (p+,1) =
γ+(1). Let γ
′
± be the lift of γ± with γ
′
±(1) = Π
−1
τ (p±,1). Then u can be
lifted to get the element u′ ∈ M(γ′−, γ′+;L,Lτ). Note that it is not necessarily
true that γ′−(0) = p−,0 and γ
′
+(0) = p+,0 (this is the reason for encoding the
extra data p+,0). The correspondence M(γ˜−, γ˜+; ι0, ιτ ) → M(γ−, γ+;L,Lτ )+
is given by (u, ℓ) 7→ (u′, p+,0).
Conversely, given an element (u′, p+,0) ∈ M(γ′−, γ′+;L,Lτ)+, let u = Iu′,
ℓ1(s) = Πu′(s, 1), and let ℓ0 be defined by ℓ0(+∞) = p+,0 and ιℓ0(s) = ιu′(s, 0).
Let γ˜− = (Iγ
′
−, ℓ
0(−∞), ℓ1(−∞)) and γ˜+ = (Iγ′+, p+,0, ℓ1(+∞)). Then u˜ =
(u, ℓ = ℓ0 ∐ ℓ1) is an element of the moduli spaceM(γ˜−, γ˜+; ι, ιτ ). We thus get
bijections M(γ′−, γ′+;L,Lτ)+ ∼=M(γ˜−, γ˜+; ι, ιτ ).
The fifth step is to show that the moduli spacesM(γ˜; { ιχ(λ) }λ) are regular
for generic data, and to explain why Gromov compactness holds. (For the
moduli spaces of strips both of these things are standard because there are no
moving Lagrangian boundary conditions.) For regularity, note that an element
(u, ℓ) in the moduli space will be smooth up to the boundary, even at the point
in the boundary where the corresponding Lagrangian boundary condition ιχ(λ)
collapses onto ι0, because of the existence of ℓ. Hence the moduli space can be
set up in the usual functional analytic framework and standard methods imply
that it will be regular. In particular, it will be a smooth manifold of dimension
Ind γ˜. Note that the moduli space M(γ′, {Lχ(λ) }λ) will also be regular. The
reason is that a curve is regular if and only if the image of the linearized operator
is surjective; the map I induces an obvious isomorphism between the linearized
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operators of corresponding curves in the two moduli spaces, hence a curve is
regular if and only if its corresponding curve is regular.
Now consider Gromov compactness. Let (un, ℓn) be a sequence of curves in
M(γ˜, { ιχ(λ) }λ). They can be lifted to a sequence of curves u′n inM(γ′, {Lχ(λ) }λ).
By usual Gromov compactness for embedded Lagrangians, the sequence u′n has
a subsequence which converges to an element u′∞ ∈M(γ′1, {Lχ(λ) }λ) along with
a broken strip (with bottom boundary on L, top boundary on Lτ ) connecting γ
′
to γ′1. By exactness there are no disc components. The curve u
′
∞ can be pushed
down to give a curve (u∞, ℓ∞) ∈ M(γ˜1; { ιχ(λ) }λ). Similarly, the broken strip
can be pushed down to get a broken strip in M on (ι, ιτ ). Note that in this
situation there is no ambiguity for the choice of the lift to L of the bottom of the
broken strip, because the right-most point of the lift needs to equal ℓ∞(−∞).
The sixth and final step is to complete the proof. Since the rest of the de-
tails are standard (with the help of the positivity condition), we will only say
a few words. Define e0,τ ∈ CF(ι0, ιτ ) analagously to equation (34) by counting
elements of the moduli spaces M(γ˜; { ιχ(λ) }λ) with Ind γ˜ = 0, and similarly
eτ,0 ∈ CF(ιτ , ι0). (The definition of eτ,0 requires setting up moduli spaces sim-
ilar to the ones explained above, but with the curves connecting generators of
CF(ιτ , ι) instead of CF(ι, ιτ ).) By Gromov compactness and regularity for 0
dimensional moduli spaces, e0,τ and eτ,0 are well-defined. By Gromov com-
pactness and regularity for 1 dimensional moduli spaces, these elements are m1
closed. To deduce that m2(e0,τ , eτ,0) is cohomologous to the unit e0,0 ∈ CF(ι, ι),
one uses a gluing theorem to conclude that m2(e0,τ , eτ,0) is a count of elements
from moduli spaces M(γ˜; { ιχ1(λ) }λ), with χ1 determined by concatenation of
previous boundary conditions, and satisfying χ1(±∞) = 0. Then one consid-
ers families of moduli spaces M(γ˜; { ιχr(λ) }λ) parameterized by r ∈ [0, 1], with
χ0 ≡ 0. The moduli space with r = 0 defines the unit e0,0, and hence the family
of moduli spaces can be used to show that m2(e0,τ , eτ,0) is cohomologous to e0,0.
A similar construction shows that the unit eτ,τ ∈ CF(ιτ , ιτ ) is cohomologous to
m2(eτ,0, e0,τ ). In this case, χ0 ≡ τ , and χr(±∞) = τ for all r.
This is essentially the end of the proof but we need to point out a few
subtleties about the moduli spaces M(γ˜; { ιχr(λ) }λ) before we are done. The
first point is that we need to use the lifting procedure described in step four
above in order to prove Gromov compactness (again, this is because of moving
Lagrangian boundary conditions). In the case where the moduli space describes
curves attached to a generator of CF(ι, ι), there is no difficulty in uniquely
lifting a curve. However, in the case that a curve (u, ℓ) attaches to a generator
of CF(ιτ , ιτ ), it is not immediately clear that a lift u
′ which, near z0, has top
boundary on Lτ will also have bottom boundary on Lτ . The reason this is not
clear is that I−1(Lτ ) contains Lτ as a component, but also has several other
components. However, the existence of ℓ and the contractibility of the domain
of u imply that this will not be a problem.
The second point is that in order to apply the lifting procedure (to prove
Gromov compactness) we need to ensure that curves in M(γ˜; { ιχr(λ) }λ) stay
inside the Weinstein neighborhood W . Before, we showed this was the case by
arguing that the energy given by equation (42) could be made small by taking
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the parameters to be small. In the present situation, the term h(χ(λ), ·)χ˙(λ)
appearing in the last integral of (42) is replaced by a function j : L × ∂S → R
satisfying d(j(λ, ·)) = ι∗χr(λ)ω( ∂∂λ(ιχr(λ)), ·). Thus, by defining χr appropriately,
the energy can still be made small.
9 More than double self-intersections
In Section 8.3 we showed that when ι : L → L is a covering space, the Floer
theory of ι can be interpreted as the Floer theory of (L, Eι), where L is viewed
as an embedded exact Lagrangian submanifold of M and Eι is a local system
corresponding to the cover ι. In particular, we did not require that immersed
points are only double points.
In fact, a similar consideration applies to any clean immersion ι; in other
words, we do not need to require that the preimage of a point x ∈ L consists of
only one or two points. A more general definition of clean immersion than that
given in Definition 8.1 is the following: ι : L→ L ⊂M is a clean immersion if ι
is an immersion and the fiber product L×L L = { (p, q) ∈ L × L | ι(p) = ι(q) }
is a smooth submanifold of L × L such that ι∗(T(p,q)L ×L L) = ι∗TpL ∩ ι∗TqL
whenever (p, q) ∈ L ×L L. Note that L ×L L always contains a distinguished
diagonal component which is diffeomorphic to L (regardless of whether or not
the fiber product is a manifold). The union of the other components is R.
The Gromov compactness theorem proved in [14] holds for this more general
definition of clean immersion.
First consider the case that R is 0-dimensional. The proof of Lemma 3.1
can be easily modified to show that L is totally geodesic for some metric. Then
all other proofs go through in the same way to show that the A∞ algebra
(CF(ι),mk) is well-defined. Note that if x ∈ L is a singular point with d branches
going through it, then R has d(d− 1) elements which map to x under ι.
If R is not 0-dimensional and is more complicated than the type considered
in Section 8 it is not clear that L is totally geodesic for some metric. Thus more
work needs to be done to set up the Banach spaces of maps; perhaps it can be
done in some way by using families of metrics which are domain dependent so
that only certain branches of L need to be totally geodesic at any given time.
For any given immersion, if this difficulty can be overcome then (CF(ι),mk) will
be well-defined.
A Asymptotic Analysis
In this section, we prove some asymptotic estimates that show holomorphic
curves have appropriate decay on the strip-like ends for Type II marked points.
The main result is Theorem A.4, which is used in Propositions 3.7 and 4.4. The
result is also needed for the corresponding results in the clean intersection case
(Section 8). The hard analysis needed in the proof of Theorem A.4 is a W 1,p-
estimate for holomorphic curves with boundary on an immersed Lagrangian;
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such an estimate is proved in [14].
We begin with a lemma that relates estimates on a disc to estimates on a
strip. Let S+ = R+ × [0, 1] ⊂ C be the half strip, and let D+ = {w ∈ C |
Imw ≥ 0, |w| ≤ 1 } be the upper half unit disc. Let ϕ : S+ → D+\{0} be the
biholomorphic map defined by w = ϕ(z) = e−πz. Then ϕ−1(w) = − 1π log(w).
Lemma A.1. Suppose a function f : S+ → R satisfies ∥∥f ◦ ϕ−1∥∥
W 1,p(D+)
<
∞ for some p > 2. Assume f ◦ ϕ−1(0) := limz→0 f ◦ ϕ−1(z) = 0. Then
‖f‖W 1,p;δ(S+) <∞ for any δ ∈ (0, (p− 2)π).
Proof. By the Sobolev embedding theorem, f ◦ ϕ−1 ∈ C0,µ(D+) with µ =
1 − 2p > 0. Since f ◦ ϕ−1(0) = 0, one has
∣∣f ◦ ϕ−1(w)∣∣ ≤ C |w|µ for some
constant C > 0. Hence |f(z)| ≤ C |ϕ(z)|µ = Ce−πµs, where s = Re z. Then∫
S+
|f(z)|peδs ·
√−1
2
dz ∧ dz¯ ≤
∫
S+
Ce(−πpµ+δ)s ·
√−1
2
dz ∧ dz¯ <∞
as long as −πpµ+ δ < 0; that is, δ < πpµ = (p− 2)π. Also
∫
S+
∣∣∣∣∂f∂z
∣∣∣∣p eδs ·
√−1
2
dz ∧ dz¯ =
∫
S+
∣∣∣∣ ∂∂w (f ◦ ϕ−1)∂ϕ∂z
∣∣∣∣p eδs ·
√−1
2
dz ∧ dz¯
≤ C′
∫
D+
∣∣∣∣ ∂∂w (f ◦ ϕ−1)
∣∣∣∣p |w|p−2− δpi ·
√−1
2
dw ∧ dw¯
≤ C′ ∥∥f ◦ ϕ−1∥∥p
W 1,p(D+)
as long as p− 2 − δπ > 0. A similar calculation holds for the Lp;δ(S+)-norm of
∂f
∂z¯ .
Lemma A.2. There exists a constant C > 0 such that the following is true:
For any C1 function f : S+ → R, p > 2 and δ > 0, we have
|f(s, t)| ≤ Ce−δ(s−1)/(p+2) ‖f‖Lp;δ(S+) (1 + ‖∇f‖C0(S+))
for all s ≥ 0.
Proof. If ‖∇f‖C0 =∞ then the statement is obvious, so we may assume that∇f
is C0 bounded. Let U = [0, 1]2 be the unit square in R2. Consider a C1 function
g : U → R. Suppose g is not constant. Let x0 ∈ U satisfy |g(x0)| = ‖g‖C0 > 0
and let K = ‖∇g‖C0 > 0. Then for x ∈ U with |x− x0| < |g(x0)|2K , we have
|g(x)− g(x0)| ≤ K |x− x0| ≤ |g(x0)|2 . Thus |g(x)| ≥ |g(x0)|2 =
‖g‖C0
2 . It follows
that∫
U
|g|p ≥
∫
U∩B
(
x0,
|g(x0)|
2K
)
1
2p
‖g‖pC0 ≥
1
2p
‖g‖pC0 min
{
π
4
,
π
4
( |g(x0)|
2K
)2}
=
1
2p
‖g‖pC0 min
{
π
4
,
π ‖g‖2C0
16K
}
.
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(The min appears because U ∩B(x0, |g(x0)|2K ) contains at least a quarter circle of
radius either 1 or |g(x0)|/2K.) Hence if 0 < ‖∇g‖C0 = K ≤ K ′, we have either
‖g‖1+2/pC0 ≤
161/p · 2
π1/p
(K ′)2/p ‖g‖Lp ≤ 32(K ′)2/p ‖g‖Lp or (43)
‖g‖C0 ≤
2 · 41/p
π1/p
‖g‖Lp ≤ 4 ‖g‖Lp .
If g is constant (so ‖∇g‖C0 = 0), we have
‖g‖C0 = ‖g‖Lp . (44)
Now consider gn(s, t) := f(s + n, t)|U . By assumption, there exists K ′ :=
‖∇f‖C0(S+) <∞ such that ‖∇gn‖C0 ≤ K ′ for all n. Also
‖gn‖pLp(U) =
∫
[n,n+1]×[0,1]
|f |p ·
√−1
2
dz ∧ dz¯
≤ e−δn
∫
[n,n+1]×[0,1]
|f |p eδs ·
√−1
2
dz ∧ dz¯
≤ e−δn ‖f‖pLp;δ(S+) .
Thus ‖gn‖Lp(U) ≤ e−
δn
p ‖f‖Lp;δ(S+) and (43) and (44) (with g replaced by gn)
give either
‖gn‖1+
2
p
C0 ≤ 32(K ′)2/pe−
δn
p ‖f‖Lp;δ(S+)
or
‖gn‖C0 ≤ 4e−
δn
p ‖f‖Lp;δ(S+) .
Thus, ‖gn‖C0 ≤ C′(1 +K ′)e−
δn
p+2 ‖f‖Lp;δ(S+), and hence
|f(s, t)| ≤ Ce− δ(s−1)p+2 ‖f‖Lp;δ(S+) (1 + ‖∇f‖C0).
Lemma A.3. There exists a constant C > 0 such that the following is true:
For any C2 function f : S+ → R, p > 2 and δ > 0 we have:
|∇f(s, t)| ≤ Ce−δ(s−1)/(p+2) ‖∇f‖Lp;δ(S+) (1 +
∥∥∇2f∥∥
C0(S+)
).
Proof. Apply Lemma A.2 with f replaced with ∇f.
We now formulate the main result. Assume ι has clean self intersection (see
Definition 8.1). Let u : S+ →M be a map such that v = u ◦ ϕ−1 satisfies
vx + J(w, v)(vy −XK (v)) = 0, (45)
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where w = x+
√−1y is the coordinate for D+\{0}. Here XK is a domain (D+)
dependent Hamiltonian vector field as in Section 7.3 (where we called it XKd+1).
In particular, it is smooth at 0. We assume u also comes with a boundary lift
l, i.e. ι ◦ l|(R+ × {j}) = u|(R+ × {j}), for j = 0, 1. Notice that equation (45) is
the equation that the main component of a holomorphic polygon satisfies near
a Type II marked point.
Theorem A.4. Let u be as above. Then the following are equivalent.
a) u has finite L2-energy; that is,
∫
S+ |du−XK |2 <∞.
b) There exists constants ǫ > 0 and C such that ‖u‖C1([s,∞)×[0,1]) ≤ Ce−ǫs.
c) For some δ > 0, u ∈ W 1,p;δ(S+,M) for all p ≥ 2.
Proof. Assume a). The proof of Theorem A in [20] shows that lims→∞ u(s, t) =
m0 for some m0 ∈M , uniformly in t, and also lims→∞ |∂su(s, t)| = 0 uniformly
in t. Notice that in the proof we only need the standard Gromov’s Monotonicity
(see Lemma 3.4 in [7] for example). Also Gromov’s graph trick can be used to
get rid of the Hamiltonian term and make the complex structure be domain
independent (as in Chapter 8 of [16]).
Let v = u ◦ φ−1. By looking at the graph of v again we can get rid of the
Hamiltonian term XK and also make J domain independent. Then by Theorem
1.4 in [14], v ∈ W 1,p(D+) for some p > 2. Then Lemma A.1, Lemma A.2, and
Lemma A.3 give us b).
b) implies c) is obvious, and c) implies a) is also clear because XK is smooth
at 0 and hence
∫
S+ |XK |2 =
∫
D+ |XK |2 <∞.
References
[1] Mohammed Abouzaid, On the Fukaya categories of higher genus surfaces,
Adv. Math. 217 (2008), no. 3, 1192–1235. MR 2383898 (2008k:53198)
[2] Manabu Akaho, Intersection theory for Lagrangian immersions, Math. Res.
Lett. 12 (2005), no. 4, 543–550. MR 2155230 (2006h:53093)
[3] Manabu Akaho and Dominic Joyce, Immersed Lagrangian Floer theory, J.
Differential Geom. 86 (2010), no. 3, 381–500. MR 2785840 (2012e:53180)
[4] G. Alston, Floer cohomology of immersed Lagrangian spheres in smoothings
of $A N$ surfaces, ArXiv e-prints (2013).
[5] Denis Auroux, Mirror symmetry and T -duality in the complement of an
anticanonical divisor, J. Go¨kova Geom. Topol. GGT 1 (2007), 51–91. MR
2386535 (2009f:53141)
[6] Paul Biran and Octav Cornea, A Lagrangian quantum homology, New per-
spectives and challenges in symplectic field theory, CRM Proc. Lecture
Notes, vol. 49, Amer. Math. Soc., Providence, RI, 2009, pp. 1–44. MR
2555932 (2010m:53132)
[7] K. Cieliebak, T. Ekholm, and J. Latschev, Compactness for holomorphic
curves with switching Lagrangian boundary conditions, J. Symplectic Geom.
8 (2010), no. 3, 267–298. MR 2684508 (2012b:53194)
[8] Tobias Ekholm, John Etnyre, and Michael Sullivan, The contact homol-
ogy of Legendrian submanifolds in R2n+1, J. Differential Geom. 71 (2005),
no. 2, 177–305. MR 2197142 (2007f:53115)
[9] , Legendrian contact homology in P × R, Trans. Amer. Math. Soc.
359 (2007), no. 7, 3301–3335 (electronic). MR 2299457 (2008k:53194)
[10] Andreas Floer, Witten’s complex and infinite-dimensional Morse theory, J.
Differential Geom. 30 (1989), no. 1, 207–221. MR 1001276 (90d:58029)
[11] Andreas Floer, Helmut Hofer, and Dietmar Salamon, Transversality in el-
liptic Morse theory for the symplectic action, Duke Math. J. 80 (1995),
no. 1, 251–292. MR 1360618 (96h:58024)
[12] K. Fukaya, Y.-G. Oh, H. Ohta, and K. Ono, Lagrangian Intersection Floer
Theory: Anomaly and Obstruction. parts I and II., AMS/IP Studies in Ad-
vanced Mathematics, vol. 46.1 and 46.2, American Mathematical Society,
Providence, RI, 2009.
[13] A. Hatcher, Algebraic topology, Cambridge University Press, 2002.
[14] S. Ivashkovich and V. Shevchishin, Reflection principle and J-complex
curves with boundary on totally real immersions, Commun. Contemp.
Math. 4 (2002), no. 1, 65–106. MR 1890078 (2002k:32047)
[15] R. Lashof and S. Smale, On the immersion of manifolds in euclidean space,
Ann. of Math. (2) 68 (1958), 562–583. MR 0103478 (21 #2246)
[16] Dusa McDuff and Dietmar Salamon, J-holomorphic curves and symplectic
topology, second ed., American Mathematical Society Colloquium Publica-
tions, vol. 52, American Mathematical Society, Providence, RI, 2012. MR
2954391
[17] Yong-Geun Oh, Floer cohomology of Lagrangian intersections and pseudo-
holomorphic disks. I, Comm. Pure Appl. Math. 46 (1993), no. 7, 949–993.
MR 1223659 (95d:58029a)
[18] M Pozniak, Floer homology, novikov rings and clean intersections, Ph.D.
thesis, University of Warwick, (1996).
[19] J. Robbin and D. Salamon, The Maslov index for paths, Topology 32
(1993), no. 4, 827–844.
[20] Joel W. Robbin and Dietmar A. Salamon, Asymptotic behaviour of holo-
morphic strips, Ann. Inst. H. Poincare´ Anal. Non Line´aire 18 (2001), no. 5,
573–612. MR 1849689 (2002e:53135)
67
[21] Paul Seidel, Fukaya categories and Picard-Lefschetz theory, Zurich Lectures
in Advanced Mathematics, European Mathematical Society (EMS), Zu¨rich,
2008. MR 2441780 (2009f:53143)
[22] , Homological mirror symmetry for the genus two curve, J. Algebraic
Geom. 20 (2011), no. 4, 727–769. MR 2819674 (2012f:53186)
[23] N. Sheridan, Homological Mirror Symmetry for Calabi-Yau hypersurfaces
in projective space, ArXiv e-prints (2011).
[24] Nick Sheridan, On the homological mirror symmetry conjecture for pairs
of pants, J. Differential Geom. 89 (2011), no. 2, 271–367. MR 2863919
(2012m:53196)
galston@math.ou.edu, bao@math.ucla.edu
68
