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Abstract
This work presents an automatic human gender and
age group recognition system based on human facial
images. It makes an extensive experiment with row pixel
intensity valued features and Discrete Cosine Trans-
form (DCT) coefficient features with Principal Compo-
nent Analysis and k-Nearest Neighbor classification to
identify the best recognition approach. The final re-
sults show approaches using DCT coefficient outper-
form their counter parts resulting in a 99% correct gen-
der recognition rate and 68% correct age group recog-
nition rate (considering four distinct age groups) in un-
seen test images. Detailed experimental settings and
obtained results are clearly presented and explained in
this report.
1. Introduction
Recently, automatic human gender and age recogni-
tion has started catching the attention of researchers due
to its possible wide application pool. To name a few it
can be used:
• in Human-Computer Interaction (HCI) systems to
tune the context appropriately to suit the target per-
son’s gender and age.
• to monitor specific gender or age restricted areas
in surveillance systems
• to make targeted advertising where the relevant
advertisement/information to the audience can be
channelled from electronic billboard systems.
• in automated biometric data acquisition and
• for content based search in which identifying the
gender and age reduces the search space signifi-
cantly.
Unfortunately non-intrusive recognition methods are
very challenging due to the huge amount of ethnic and
race variation within a target class. One must seek an
approach that is capable of generalizing over a class
while at the same time maintaining inter-class discrimi-
nation ability. Thanks to recent advances in the domain
of computer vision, very sophisticated and advanced al-
gorithms that utilize the rich image information from
cameras to solve this problem are being reported. Even
though automatic gender recognition can be performed
using still images or videos capturing full or part of a
person’s body, most researchers have focused on facial
image analysis [6] due to ease and discriminative power.
In any recognition/classification problem involving
images, two important considerations are the type of
features extracted from the image and the kind of clas-
sifier used (e.g linear or non-linear) to discriminate be-
tween the different classes based on the extracted fea-
tures. The natural tendency is to use raw intensity pixel
values as features, but these values do not capture the re-
lationship between neighboring pixel values and hence
by themselves have less discriminative information. To
increase the discriminative capability features that cap-
ture the pattern within neighboring pixels must be ex-
tracted and used. Examples of these include statistical
measures, local image histograms, spatial frequency co-
efficients, gradient histograms, and rectangular region
differences.
On the other hand, the employed classifier must be
capable of drawing a decision boundary between the
different classes. It must not be sensitive to noise in
the data and be able to generalize so as to perform
well in unseen patterns. In the literature some of the
classification techniques used in image based recogni-
tion problems include k-Nearest Neighbor (k-NN), Ad-
aBoost, linear and non-linear Support Vector Machines
(SVM), and Neural Networks. Often, to either increase
the separability of the different classes or increase the
representation power, it might be necessary to transform
or project the extracted features into a new representa-
tion space before classification. Principal Component
Analysis (PCA), Linear Discriminant Analysis (LDA),
Clustering techniques are a few ways to achieve this. A
general approach to recognition problem based on fa-
cial images is shown in Figure 1. The exact choice of
techniques in each stage depends on the specific prob-
lem and output requirements.
Figure 1: General facial image based recognition/classification ap-
proach.
In facial image based gender recognition, the prob-
lem is to recognize whether a given facial image
is male or female resulting in a two class recogni-
tion/classification problem. Various approaches have
been reported in the literature which includes a shared
rectangular feature with AdaBoost classifier [7], Dis-
crete Cosine Transform (DCT) coefficients with PCA
and Nearest Neighbor classifier [8]. Makinen et. al.
[3] presented a detailed survey and evaluation of ap-
proaches that use SVMs, AdaBoost, and Artificial Neu-
ral Networks as classifiers with varying facial image
features. In this work, two gender recognition systems
that use raw intensity values and DCT coefficients as
features with PCA and k-NN as classifier are imple-
mented and experimental results reported.
Another facial image based recognition considered
in this work is age classification. Age classification can
be seen as either a regression or a classification prob-
lem. If the problem is to estimate the age of a target
person, then it is a regression problem. This approach
requires a lot of training data with precise age informa-
tion [2] and is not privileged in this work. On the other
hand, the age classification problem aims at identifying
the age group of a target person [9]. A similar frame-
work shown in figure 1 can be used for age group recog-
nition. In this work, age group classification is consid-
ered with four age groups corresponding to young age
(15-20 years), adult age (21-40 years), middle age (41-
60 years), and old age (above 60 years).
The rest of this paper is structured as follows: all
necessary theoretical foundation for this work is pre-
sented in section 2, and then section 3 and section 4
present the methods, experiments, results and discus-
sions corresponding to the implemented gender recog-
nition and age group recognition systems respectively.
Finally, the paper finalizes with a conclusion and further
recommendations in section 5.
2. Theoretical Background
2.1 Principal Component Analysis (PCA)
Principal Component Analysis (PCA) is mathemati-
cally defined as an orthogonal linear transformation that
transforms the data to a new coordinate system such
that the greatest variance by any projection of the data
comes to lie on the first coordinate (called the first prin-
cipal component), the second greatest variance on the
second coordinate, and so on [12]. Hence, it can be in-
terpreted as a technique to reduce a large dimensional
data to a smaller intrinsic dimensional feature space
which are needed to describe the data economically. Be-
cause of this it has been used in image recognition and
compression extensively. When using PCA for any im-
age based recognition task, the following sequence of
steps need to be taken.
• Express features extracted from 2D images as 1D
vector. Given M images each with N features
(f1, ..., fN), this vector can be expressed as fol-
lows:
xi = [f1, f2, ..., fN ]
T ; i = 1, ...,M (1)
• Mean center each vector by subtracting the total
mean vector.
x˜i = xi − x¯; x¯ =
1
M
M∑
i=1
xi (2)
• Concatenate each mean centered vector column
wise to construct a matrix of the data, W.
W = [x˜1x˜2...x˜M ] (3)
• Compute the covariance matrix of the data, C =
WWT , then the principal components are given
by the Eigen vectors of the covariance matrix and
their importance by the corresponding Eigen val-
ues.
Unfortunately, calculating the Eigen vectors of C which
is an NxN matrix can be computationally very expen-
sive. A work around is to calculate the Eigen vectors
and values of C˜ = WTW , and then pre-multiplying
these vectors with W to get the Eigen vectors of C˜.
Since the dimension of C˜ is MxM , which is the size
of total number of samples and usually M < N , then
the calculation is less computationally demanding. In
recognition problems, once the Eigen vectors are de-
termined, every sample that needs to be recognized is
projected onto this new representation space and com-
pared with nearby sample classes. Due to its ability to
extract principal data components, it is used in many ap-
plications including recognition, compression, and data
mining [4].
2.2 K-Nearest Neighbor (k-NN) Classification
K-Nearest Neighbor (k-NN) classification is a quite
straightforward classification on which examples are
classified based on the class of their nearest neigh-
bors. The k signifies the number of neighbors taken
into account when making the classification decision.
For a given instance, the algorithm checks the k near-
est neighbors based on a specified distance (or similar-
ity) measure, and the instance is classified as an object
of the class with the maximum number of similarities.
Since the training examples are needed at run-time, i.e.
they need to be in memory at run-time, it is sometimes
also called Memory-Based Classication. Figure 2 taken
from [11] visually illustrates a simplified k-NN classifi-
cation example. The main advantage of k-NN is that it
has a transparent easy to implement process. Though its
sensitivity to redundant features, the need to store and
use all training data makes it less appealing for real time
applications.
Figure 2: Example of k-NN classification. Example of k-NN clas-
sification. The test sample (green circle) should be classified either to
the first class of blue squares or to the second class of red triangles.
If k = 3 it is assigned to the second class because there are 2 triangles
and only 1 square inside the inner circle. If k = 5 it is assigned to
the first class (3 squares vs. 2 triangles inside the outer circle) (taken
from [11])
2.3 Image Features
Image features are data extracted from an im-
age that is used to represent the image in recogni-
tion/classification problems. These features can be fea-
tures that take each individual image pixels indepen-
dently or features extracted in such a way to capture
patterns represented in neighboring pixels. In our case
extracting these features from the entire original image
will help for the computation of the Eigen space. In
this work, we have considered two features: row pixel
intensity values and Discrete Cosine Transform (DCT)
coefficients.
Pixel Intensity Value In this approach all image pixel
data are taken as image feature by arranging them in a
row or column wise manner. This extraction method
will not guarantee that the attribute of all the extracted
feature patterns will be the most relevant for classication
tasks. Compared to the other feature extraction methods
this method is inefficient or it will not produce the best
recognition rate for the classification task.
Discrete Cosine Transform (DCT) Coefficients
Discrete cosine transform is used in several image pro-
cessing applications including face recognition. We can
use it for the extraction of important features which
could be used for gender as well as age classification.
DCT represents the given data in terms of cosine func-
tions oscillating at different frequencies. It is capable of
isolating gradually changing data (low frequency) from
frequently changing data (high frequency). From a 2D
image of size N1xN2 , without normalization constants
DCT coefficients X(k1,k2) are computed as follows:
X(k1,k2) =
N1−1∑
i=0
(
N2−1∑
j=0
xi,j ∗ cos[
pi
N2
(j +
1
2
)k2]) (4)
∗ cos[
pi
N1
(i+
1
2
)k1]
After applying DCT in the face images we can see
that most of the energy of the coefficients are concen-
trated in the few low-frequency components of the DCT
or near the origin. Due to this fact selection of the im-
portant coefficients for the construction of feature vec-
tors become an easy task. Selecting the coefficients by
zigzag manner (as shown in figure 3) is the most used
method.
Figure 3: Illustration of zig-zag sampling of 2D DCT coefficients.
3. Gender Classification
3.1 Overview
In facial image based gender recognition, the prob-
lem is to recognize whether a given facial image
Table 1: Recognition rates of the Gender classification system using raw pixels as feature.
1-NN 3-NN 5-NN 7-NN 9-NN Cluster Centroid
Recognition Rate 0.87 0.92 0.95 0.92 0.91 0.96
is male or female resulting in a two class recogni-
tion/classification problem. In this project, two tech-
niques are implemented and their difference lies on the
features used to develop the system. Referring to fig-
ure 1, the first approach uses raw pixels as extracted
features, PCA as a projection, and k-NN classifier as
a classification rule. The second approach uses DCT
coefficients sampled in zigzag pattern as extracted fea-
tures, PCA as a projection method, and k-NN classifier
as a classification rule. In k-NN based classification,
the Euclidean distance is used as a nearness measure.
To train the system, a dataset of male and female im-
ages acquired from [5] and cropped and labelled to get
the face region only, with an equal size of 128x128, is
used. Sample original and cropped images taken from
this dataset are shown in figure 4 below.
Figure 4: Sample images used for Gender Recognition.
3.2 Experiments
Various experiments were carried out to determine
which method yields the best recognition rate. In each
experiment a training size of 100 male and 100 female
images are used. To test the performance of the system,
a test set consisting of 50 male and 50 female images
that were not used in the training stage, is used. To
quantize the recognition performance, recognition rate
is calculated in each case.
Recognition Rate =
correctly recognized test images
total number of tested images
(5)
In the first system which uses raw pixel features, ex-
periments are carried out by varying the k in the k-NN
classifier from one up to nine in increments of two. A
slightly different technique which instead of taking the
nearest neighbors to each instance, calculated the cen-
troid of the Eigen faces corresponding to the male and
female clusters separately and assigned a classification
label corresponding to that of the nearest cluster cen-
troid to each test instance is also experimented. Results
to this variant case are reported with the label Cluster
Centroid. In each case a sample feature vector has a di-
mension of 16384 corresponding to an images size of
128x128. In the system that uses DCT as features, the
number of DCT coefficients is varied from 10 to 200,
and each case, a set of tests with varying k, of the k-
NN classifier, from one to nine in increments of two is
performed. Similar to the raw pixel feature approach,
an experimental test based on Cluster centroids is also
performed. All pertinent results corresponding to each
test are reported in section 3.3 below.
3.3 Results and Discussions
Recognition rates of the gender recognition system
that uses raw pixels as features are shown in table 1. The
best result is obtained with the cluster centroid approach
which computes the cluster centroid of the Eigen faces
in the male and female training and uses it to classify a
test instance by assigning a class label corresponding to
the nearest centroid. The confusion matrix correspond-
ing to this approach is shown in table 2.
Figure 6 shows plots of the gender recognition rates
obtained using varying number of DCT coefficients and
varying k values of the k-NN classifier. It also shows
the plot obtained using cluster centroid. The best re-
sult of 0.99 (99% correct recognition rate) is obtained
using a 7 nearest neighbor classifier with the first 134
DCT coefficients and using a 5 nearest neighbor classi-
fier with the first 133 DCT coefficients. The resulting
confusion matrix when using 5-NN classifier with 133
DCT coefficients is shown in table 3.
Figure 5 shows the first 4 main and 2 last Eigen faces
obtained when using raw pixel values as features. These
images are obtained by reshaping the Eigen faces into a
two dimensional matrix with the dataset mean added on
them. Exemplar correct classification samples obtained
with the best recognition approach (DCT features with
5-NN classifier) are shown in figure 7. In each row the
test face and the corresponding 5 neighbors are shown.
The only wrongly classified test face corresponding to
a female facial image is shown in figure 8 along with its
5 nearest neighbors.
Figure 5: 0th, 1st, 2nd, 3rd, 197th, and 198th Eigen faces ob-
tained when using raw pixel features.
Figure 6: Gender recognition rate plot with varying number of DCT coefficients.
Table 2: Gender recogni-
tion confusion matrix with
raw pixel features (cluster
centroid).
Male Female
Male 49 1
Female 3 47
Table 3: Gender recogni-
tion confusion matrix ob-
tained using 133 DCT fea-
tures with 5-NN classifier.
Male Female
Male 50 0
Female 1 49
Figure 7: Exemplar correctly classified faces along with their 5
nearest neighbors. Obtained using 133 DCT coefficients with 5-NN
classifier.
In this section, different experiments carried out to
build an automatic gender recognition system have been
presented. The best recognition performance is ob-
tained when using the first 133 DCT coefficients sam-
pled in a zigzag manner and a 5-NN classifier. The
system recognizes all but one test case correctly result-
ing in a 99% correct recognition rate which is a huge
improvement on random guessing with a 50% chance.
In general, experiments using DCT coefficients showed
superior recognition performance than those using raw
pixel values. This is expected as DCT features do not
consider each pixel independently rather extract fea-
tures that characterize the spatial intensity distribution
amongst neighboring pixels thus by being able to dis-
tinctively represent general patterns.
Figure 8: Wrongly classified female face and its 5 nearest neigh-
bors.
4. Age Group Classification
4.1 Overview
The second investigation of this work is age group
classification. In this work, rather than trying to esti-
mate the age of a person (a regression problem), age
group recognition/classification is considered. This ap-
proach makes it feasible to use the same framework
used for gender recognition with minor modifications.
The first modification is the number of classes (classifi-
cation categories). The following four age group cate-
gories are used.
Figure 9: Sample original and cropped images from the age group
training dataset.
Table 4: Age group recognition rates obtained using raw pixel as features.
1-NN 3-NN 5-NN 7-NN 9-NN Cluster Centroid
Recognition Rate 0.63 0.66 0.63 0.65 0.64 0.48
1. Young age group : 15 - 20 years old
2. Adult age group : 21 - 40 years old
3. Middle age group : 41 - 60 years, and
4. Old age: above 60 years of age.
A training dataset consisting of 100 images in each
group, totalling 400 images, evenly distributed between
males and females is used. The images in the dataset
are collected manually from the Internet; mostly from
free online dating sites that included age in the persons
profile. The images are cropped to retain the face region
only and labelled. Sample original and cropped images
from this dataset are shown in figure 9.
4.2 Experiments
A similar experiment to that of gender classification
is carried out for age group classification. The two ap-
proaches that use raw pixel data and DCT coefficients as
features are tested considering k nearest neighbors and
nearness to cluster centroid classification techniques.
Again in all NN classification, the Euclidean distance
is used as a nearness measure. As stated before a total
of 400 training images, 100 images in each category are
used. For testing purposes, a total of 200 images, 50
images per category evenly distributed between males
and females are used. Recognition rate is again used to
quantify the performance of the each approach. When
using DCT coefficients as features, experiments are car-
ried out by varying the number of coefficients from 10
to 200 while the k of the k-NN classifier is varied from
1 to 9 in steps of two units. In the raw pixel case, each
feature vector has a dimension of 16384 resulting from
the 128x128 facial images.
4.3 Results and Discussions
Results obtained when using raw pixel values as fea-
tures are shown in table 4. The best result in this case
obtained when using 3-NN as a classification rule and
it can categorize unseen faces with 66% accuracy. The
confusion matrix corresponding to this best raw pixel
as features based classifier is shown in table 5. As can
be seen from this table, most of the errors occur in the
young and middle age categories. This system confuses
young with adult and middle age with young severely.
When using DCT coefficients as features, it can be
seen from figure 11 that the best recognition perfor-
mance of 68% is obtained when considering the first 91
DCT coefficients and 7 nearest neighbors (7-NN classi-
fication). The confusion matrix corresponding to this
best classifier is shown in table 6. Compared to the
best classifier using raw pixel values, this classifier im-
proves upon the adult and middle age, age groups but
does worse with the young and old age, age groups.
It confuses young with adult and old with middle age
severely.
Table 5: Age group recognition confusion matrix using raw
pixel features with3-NN classifier.
Young Adult Middle Age Old Age
Young 28 9 7 6
Adult 7 38 2 3
Middle Age 10 5 28 7
Old Age 3 4 5 38
Figure 10 shows the first four and the last two Eigen
faces obtained when considering raw pixel values. Each
image is generated by reshaping the Eigen vectors in a
2D matrix and adding the subtracted image mean val-
ues.
Figure 10: 0th, 1st, 2nd , 3rd, 397th, and 398th Eigen faces
obtained when using raw pixel features for age group classification.
Sample correct and incorrect age group classifica-
tions corresponding to the best classifier, i.e. with 91
DCT coefficients and 7-NN classifiers, is shown in fig-
ure 12 and 13 consecutively. Each row corresponds to
a test face and its 7 nearest neighbors. The exemplar
cases are taken from each category with the 1st row cor-
Table 6: Age group recognition confusion matrix using 91
DCT coefficients and 7-NN classifier.
Young Adult Middle Age Old Age
Young 26 16 2 6
Adult 2 44 3 1
Middle Age 3 6 34 7
Old Age 1 1 16 32
Figure 11: Age group recognition rate plot with varying number of DCT coefficients and k-NN classifiers.
responding to young, 2nd to that of adult, 3rd to that of
middle age, and 4th to that of old age.
Figure 12: Examples of correctly classified age groups.
Figure 13: Sample examples taken from wrongly classified age
groups.
Similar to the gender recognition task, the approach
which uses image DCT coefficients as features out-
performs the approach which uses raw intensity pixels
as features even if the improvement is not very high.
Knowing there are of four classes in the presented age
group recognition work and a random guessing will
have a 25% accuracy rate, the 68% recognition rate ac-
complished using the first 91 DCT coefficients and a
7-NN classifier is very high and promising.
5. Real Time Implementation
A real time application that employes the best iden-
tified classification approaches, namely 133 DCT co-
efficients with 5-NN classifier for gender recognition
and DCT coefficients and 7-NN classifier for age group
classification, is implemented in c using the open-
source OpenCv [1] library. The final system executes
moderately at 10 fps on an Intel core 2 Duo com-
puter. Faces are automatically detected in the image
using OpenCv’s implementation of the Viola and Jones
[10] real time face detector. The automatically detected
faces are then used as input into our implemented sys-
tem to determine their gender and age group. A sample
successful output is shown in figure 14 with an image
taken from the Internet.
Figure 14: Real time implementation sample test output.
6. Conclusions and Recommendations
In this work two recognition tasks, namely: gender
recognition and age group recognition, based on facial
image have been implemented and experimented upon.
Experiments were carried out using two types of fea-
tures, raw pixel data and DCT coefficients, PCA and
k-NN classifier. The final results show that in both
tasks, approaches which use image DCT coefficients as
features perform best. In gender recognition the best
result of 99% recognition rate is accomplished using
a 133 DCT features with 5-NN classifier and a 68%
top recognition rate is obtained in age group recogni-
tion using 91 DCT features and 7-NN classifier. Pos-
sible further improvements that ought to be considered
to improve the performance of the age group recogni-
tion system beyond its current state include increasing
the dataset to help the system generalize better, and use
sophisticated classification method like Support Vector
Machines (SVMs) and/or AdaBoost by mixing the cur-
rently considered and if possible additional features.
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