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Abstract 
Any complete intersection ladder determinantal ring (LDR) is shown to possess the property 
that all ideals are tightly closed. This implies that the associated ladder determinantal variety over 
C has rational singularities. 
Ladder determinantal varieties (LDVs) were first introduced by Abhyankar in his 
study of the singularities of Schubert varieties [ 11. In fact, a large subclass of the ladder 
determinantal varieties (those arising from “one-sided” ladders) were shown by S.B. 
Mulay to be isomorphic to open affine neigborhoods of Schubert subvarieties of flag 
varieties. The rich algebraic and combinatorial structure of the LDVs has since inspired 
further study from various points of view. 
Because the one-sided ladder determinantal varieties are afline neighborhoods of 
Schubert varieties, it follows immediately from work of Ramanathan that these varieties 
are normal, Cohen-Macaulay, and even have rational singularities when defined over 
C (that is, all the higher cohomology of the structure sheaf of any desingularization 
vanishes) [20]. Ramanathan’s methods involve a characteristic p examination of a 
particular desingularization (due to Bott, Samelson and Demazure) . That arbitrary ladder 
determinantal varieties (not just those from one-sided ladders) are normal and Cohen- 
Macaulay was proven using a more combinatorial approach by Conca [3] and Herzog 
and Trung [ 161, respectively. (Because the normality of the LDVs reduces easily to the 
one-sided case [ 31, normality also follows easily from the Ramanathan work mentioned 
above.) One of the key points in this approach is Narasimhan’s simple description 
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of a Grijbner basis for the LDVs [ 191. In general, one expects that many of the 
good properties of the “classical” determinantal varieties (i.e. varieties defined by the 
vanishing of the subdeterminants of some fixed size in a matrix of indeterminates) are 
shared by the LDVs. 
The purpose of this paper is to show that, indeed, like the determinantal varieties 
and the one-sided LDVs, all complete intersection ladder determinantal varieties (over 
C) have rational singulutities. The complete intersection ladder determinantal varieties, 
characterized in terms of ladder shape in Theorem 7, are lzever one-sided (except in 
trivial cases), so this result does not follow from [ 201. Our proof uses the theory of 
tight closure and is therefore also a “reduction to characteristic p” attack, but avoids 
the issue of desingularization entirely. The main theorem (Theorem 9) shows that the 
complete intersection LDVs actually possess a somewhat stronger property than rational 
singularities in characteristic p > 0: all ideals of the coordinate ring of such a LDV are 
tightly closed. The property of rational singularities over Cc then follows from the results 
in [21]. 
Other types of LDVs are known to have nice tight closure properties. The classical 
determinantal varieties were shown to have all their ideals tightly closed in [ 121. One- 
sided LDVs were shown to have their parameter ideals tightly closed in [ 41. 
Included among the varieties with rational singularities (over C) are the quotient 
varieties of affine space by a reductive group [2]. As far as we know, it is possible 
that, like the classical determinantal varieties, the LDVs are quotients of affine space 
by some reductive group in the category of algebraic varieties. Only in the easy case 
of 2 x 2 determinants, where the associated LDV is a quotient of affine space by some 
toroidal action (regardless of whether the LDV is a complete intersection), do we know 
this to be true. 
1. Ladders: Definitions, notation, and basic facts 
Let Y = (xj) be an m by IZ matrix of indeterminates over a field K. A ladder C is 
a subset of {xj 1 1 < i 5 m, 1 5 j 5 n} with the property that if the (entries of the) 
skew diagonal of a submatrix of Y is in fZ, then the (entries of the) entire submatrix is 
in L: (see Fig 1). 
The ladder ,C is said to be one-sided if whenever Yab and &d are in L: with a < c 
and b < d, the element Ycb is also in c, or if whenever Y& and YCd are in c with a > c 
and b > d, the element Ycb is also in ~5. In particular, the ladder depicted in Fig. 1 not 
one-sided unless bl = bz = 1 or cl = cz = 1. 
We let K[L] denote the polynomial ring K[l$ 1 Kj E L] and let A(L) be the 
associated afline space. We let Z, (Ic) be the ideal in K[ ,C] generated by the determinants 
of the t by t submatrices of Y, all of whose entries are in .C. For any t, we can form 
the subvariety of A(L) determined by Z,(L). Its coordinate ring is 
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9 1 Y,2 . . . &d, 
El Y22 . . . : 
. . . . *. . . . Y ,-,d, . . . . . . Y cl& 
Y a,1 ... Y 01 h 
Y c2d2 . . . . . . Y ds 
Y a2b, . . . . . . Y a2b-l 
Y a& . . . . . . . . . Y 43 
Fig. 1. A ladder. 
We will refer to such rings as ladder determinantal rings (LDRs) and the associated 
affine varieties as ladder determinantal varieties (LDVs) . 
We will use the notation [il,iz,...,& 1 j,,jz,...,j,], where il < i2 < ... <it and 
jl < j2 < ... < jt, to indicate the submatrix of Y consisting of the ilth through i,th 
rows of Y and the jl th through j,th columns of Y. The symbol 
A(il,i:!,.. .,it 1 h,.h,.. ., jr> 
denotes the determinant of this matrix, which will be a polynomial in the Xjs. Such a 
determinant will be called a t-minor of Y. We will say that the t-matrix [ il, i2, . . . , i, 1 
il,j;?,... ,j,],oreventhet-rninorA(il,ip ,..., i,I j,,j, ,..., j,),isinLifallofentries 
ofthematrix [iI,& ,..., if 1 j,,jz ,..., j,] areinL. 
Note that a t-minor is determined by the elements on its main skew diagonal, 
and a t-minor is in L if and only if each of the elements in this set are in Is. We denote 
by 
&il,i2,. ..,b 1 jl,j2,...,j,)=~,j,~zj,_,...~,j, 
the product of the elements in this set; this monomial is one of the monomials in the 
polynomial A(il, i2,. . . , it I jl, jz, . . . , j,). We will refer to these monomials as the t- 
diagonals of y and say that a t-diagonal is in 13 if the corresponding elements &,j,, are 
in 13. 
If we order the monomials of the polynomial ring K[ C] lexicographically with respect 
to the order 
&I < E(n-1) < . . * < Yll < Y2n < Yqn-l) < * * * < Y,2 < Yml 
on the variables, then the monomial 6( il , i2, . . . , it 1 jl , j2, . . . , j,) is the initial term of 
the polynomial A(il, ip, . . . , it ] jl, jz, . . , , j,). In fact, Narasimhan showed that for any 
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ladder C, the t-minors of _C form a Grobner basis for the ideal Z,(L) in K[ C] with 
respect to this order [ 191. Therefore, the t-diagonals of L generate the ideal of initial 
forms of Zt( C) in K[ L] . We denote this ideal of initial terms by Jt (L). 
Definition 1. We will say that a submatrix [ il, i2,. . . , if ] jt , j2, . . . , j,] of y is solid 
if i, - il = t - 1 and j, - jt = t - 1, or equivalently, if ih+l = ih + 1 and jh+t = j,, + 1 for 
all h = 1,2,3,. . . , t - 1. That is, a solid t-matrix of Y (or L) is made up of adjacent 
columns and rows of Y. 
2. Tight closure 
The theory of tight closure, introduced by Hochster and Huneke in [ lo] and [ 111, has 
had diverse applications in commutative algebra (see, for example the announcement 
[ 141 or the survey [ 171). In its main setting, tight closure is a closure operation 
performed on ideals in a commutative, Noetherian ring of prime characteristic; we refer 
the reader to [ lo] or [ 111 for the definition of and background on tight closure. 
Part of the usefulness of this theory arises from the fact that all ideals of a given 
ring being tightly closed has interesting consequences for the singularities of the asso- 
ciated scheme. For example, such rings are always normal, and with mild assumptions, 
Cohen-Macaulay [ 111. Indeed, even the property that some ideal generated by a (homo- 
geneous) system of parameters is tightly closed is usually sufficient to imply normality 
and Cohen-Macaulayness in a local (or N-graded) ring. 
A local (or N-graded over a field K = Ro) ring R in which all ideals generated by 
part of a (homogeneous) system of parameters are tightly closed is called F-rational. 
This term was introduced by Fedder and Watanabe in [6], where they outlined the 
striking correspondences between F-rational rings and rings with rational singularities. 
It was later established in [ 211 that all excellent local F-rational rings are pseudorational 
(which is equivalent to rational singularities in characteristic zero). The converse remains 
open. 
We now include a brief summary of several related properties of commutative Noethe- 
rian rings and their relative positions among the hierachy of “good properties.” Most of 
these properties are defined in greater generality in the literature, but for simplicity, we 
restrict our attention to the case of an excellent local (or graded) ring. One may define 
these concepts for a non-local ring R by requiring that the localization of R at every 
maximal ideal has the desired property. 
Definition/Theorem 2. Let (R, m) be an excellent local (or N graded over RO = K) 
ring of prime characteristic p. Consider the following properties: 
( 1) R is strongly F-regular (defined when R is reduced and K is perfect); that is: 
For any c not in any minimal prime of R, there exists some power of p, say q = pe, 
such that the map of R modules 
R ----f R’lq, 1 - cl/q 
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splits. 
(2) R is (weakly) F-regular; that is: 
Every ideal of R is tightly closed. (This is known as “weak F-regularity” in the 
literature, but we will omit the adjective “weak” in this paper.) 
(3) R is F-rational; that is: 
Every ideal generated by a system of parameters i tightly closed. Equivalently, R is 
equidimensional nd some ideal generated by a system of parameters i tightly closed. 
(4) R is F-pure; that is: 
The Frobenius endomorphism of R sending r to rp remains injective upon tensoring 
with any R module M. 
(5) R is F-injective (defined when R is Cohen-Macaulay) ; that is: 
The induced Frobenius endomorphism of H:mR( R) is injective. 
Then we have the following implications when the above properties are defined: 
(1) =+ (2) =+ (3) * (5), (1) =+ (2) =+ (4) * (5). 
If R is Gorenstein, 
(1) @ (2) @ (3)9 (4) @ (5). 
Proof. For (1) + (2), see [lo] or Theorem 5.5 in [13]. (2) + (3) is obvious. 
(2) + (4) is easy, and is found in [ 61. The implication (3) + (5) is proven in [ 61 
with some additional hypotheses which are later removed, for example, by the results 
in [ 12, Theorem 4.71. For (4) =+ (5), see [ 151. 
In the Gorenstein case, for (3) + (l), see [lo] or [13]. For (5) + (4), see 
[51. 0 
Strong F-regularity is often easier to work with then F-regularity because it is known 
to be preserved by faithfully flat extension and by localization; see [ lo]. Likewise, the 
properties of F-rationality and F-injectivity are often easier to work with than some of 
the others listed above because they are known to behave well under deformation: 
Proposition 3. Let (R, m) be an excellent local (or N graded over Ro = K, a jield) 
Cohen-Macaulay ring and let x E m be any (homogeneous) non-zero-divisor. If 5 is 
F-rational (resp. F-injective), then R is F-rational (resp. F-injective). 
Proof. For the statement about F-injectivity, see [ 51. The statement about F-rationality 
is found in [ 131 (the local case) and [ 121 (the graded case). 0 
Of particular use to us will be a criterion for F-rationality from [ 121 that was inspired 
by work of Fedder and Watanabe in [6]. Since we will be dealing mainly with the 
Gorenstein case, the criterion for F-rationality described below will often be a criterion 
for strong F-regularity. 
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Theorem 4. Let R be an N graded Ro = K algebra, where K is perfect of prime 
characteristic, and assume that R is Cohen-Macaulay and reduced. Then R is F-rational 
if 
(i) a(R) < 0, where a(R) = max{n E W such that [ IitmR( R) 1, # 0}, 
(ii) R is F-injective, 
(iii) R, is strongly F-regular for all x in a set of generators of m. 
Proof. see [ 121. 0 
This relates the F-rationality of a graded Cohen-Macaulay ring to two properties that 
are generally easier to work with (F-injectivity and a negative a-invariant) and to one 
property that may succumb to induction in the Gorenstein case (the strong F-regularity 
of the localizations at elements of a set of generators). 
3. The case t = 2 
Ladder determinantal rings are well understood in the case where t = 2. 
Here we dispose of this easy case and show that that all LDRs for which t = 2 
(not just those that are complete intersections) are strongly F-regular. Proposition 5 is 
actually a special case of Hibi’s results in [8], but for the sake of completeness, we 
sketch a simple argument below. 
Proposition 5. Let .C be an arbitrary ladder. The ring m is isomorphic to a direct 
summand (as a 3 -module) of a polynomial n’ng over K. 
Proof. Assume L c Y = (Kj), where Y is an m x n matrix of indeterminates. Define a 
K-algebra map from the associated LDR to a polynomial ring 
K[Ll 
- - K[Xl,. . .,X,n,Zl,. . .,Znl, 
12(L) 
Yij - XiZj9 
where yij denotes the image of the indetetminate I$j under the natural map sending 
K[ C] to 3. This map is well-defined since any 2-minor of L, 2 
Xjfil - Xl&j 9 
maps to 
XiZjXkZ[ - XiZlX&Zj = 0. 
One easily checks that this map is an isomorphism onto its image. 
Therefore, the ring 3 is isomorphic to a subring of a polynomial ring generated 
by monomials. Such a ring is a direct summand of a polynomial overring if and only if 
it is normal (Proposition 1 and Lemma 1 of [9] ). The conclusion follows immediately 
from Conca’s result that LDRs are always normal [ 31. 0 
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It is worth pointing out that Proposition 5 holds in any characteristic, and in fact, 
even when K is an arbitrary normal domain [ 91. 
Corollary 6. Let K be a jeld of positive characteristic. For any ladder L, the ladder 
determinantal ring E is strongly F-regular. 
Proof. The fact that a direct summand of a regular ring is strongly F-regular is easy 
to prove from the definition of strong F-regularity. In any case, it is Theorem 3.1 (e) 
of [lo]. cl 
By using the isomorphism of the proof of Proposition 5, we see that 3 is iso- 
morphic to a ring generated over a field K by a normal semigroup, and is therefore the 
ring of invariants for some toroidal action on a polynomial ring over K [ 91. We do not 
know whether all LDRs arise as the rings of invariants for the action of some linearly 
reductive group on a polynomial ring, although this is of course true for the “classical 
determinantal rings”. 
The case where t = 2, then, is well understood. In the characteristic p > 0 case, 
the associated LDRs are all F-regular (or indeed, strongly F-regular, assuming K is 
perfect), and therefore are pseudorational, by the main theorem of [ 21 I. When K has 
characteristic zero, it therefore follows (see [21] ) that w has rational singularities. 
This also follows from Boutat’s result (over C) that the ring of invariants of a reductive 
group acting on a regular ring (or just a ring with rational singularities) has rational 
singularities [ 21. 
We henceforth restrict our attention to the case t > 2. Our ultimate goal is to show 
that all LDRs are strongly F-regular. In this paper, we show that this is the case for all 
complete intersection LDRs. 
4. Complete intersection ladder determinantal varieties 
In this section, we completely characterize the ladder determinantal varieties which 
are complete intersections of hypersurfaces in fine space A(L). 
The following theorem describes the ,C and t for which RL,~ is a complete intersection 
ring, meaning It ( ,C) can be generated by a (homogeneous) regular sequence. 
Theorem 7. Let L: be a ladder. The associated ladder determinantal ring $# is a 
complete intersection ring if and only if L: contains no t x (t + 1) nor any (t + 1) x t 
matrix. 
In particular, note that complete intersection ladder determinantal rings never arise 
from one-sided ladders, except in the classical case where the ladder is actually a full 
matrix of indeterminates. 
In order to prove Theorem 7, we first record a dimension formula for ladder deter- 
minantal varieties. Our formula is essentially the same as the formulas implicit in [ 161 
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and [ 221 (Theorem 5.3 and remarks on p. 243), but for the sake of completeness we 
have included our own proof. The combinatorics that are so patent in [22] and [ 161 
are here hidden in Narasimhan’s description of a Grobner basis for Z,(L) , 
Proposition 8. The ladder determiliantal variety Spec 3 has codimension in the 
afine space A(L) equal to the number of solid t-minors (Definition 1) in L. 
Proof. We use Narasimhan’s result that the t-minors are a Grijbner basis for the ideal 
Z,(L) in the polynomial ring K[ L] with respect to the order described in Section 1. 
Since the ideal Z,(L) and its ideal of initial forms Jt(L) determine graded quotient 
rings of K[ L] having the same Hilbert series, the codimension of the variety V( Zr( 13) is 
equal to the height of the monomial ideal J,(L). In general, the height of any monomial 
ideal J in a polynomial ring K[ Yt , . . . Y,] is easily checked to be the minimal cardinality 
of a set of variables {yI} with the following property: 
(*) each monomial in a set of monomial generators 
for J has a factor 5 included in the set. 
Let T be the set of variables Y$ in L such that I$j is 
forming the t-diagonals of a solid t-minor of L (that is, 
minimal among the variables 
Ej appears on the upper right 
corner of some solid t-matrix in L). The cardinality of T is equal to the number of 
distinct solid t-minors in L. We claim that the set T is a set of minimal cardinality such 
that property (*) holds for the monomial ideal J,(L). Upon proving this claim, the 
argument will be complete. 
Suppose that S is a subset of variables { xj.) satisfying property (*) for the ideal 
J,(L). but having cardinality strictly smaller than that of T. Let Zh denote the set of 
variables 
That is, for each fixed h, lh is the set of variables in L appearing on the hth skew 
diagonal of the matrix of indeterminates (xj) . Since the sets lh are disjoint for different 
values of h, we must have that 
for at least one h. But for each h, one easily computes that 
Since 1s n lh( cannot be negative, there must be some h with (IhI 2 t such that 
Isn lhl < llhl - t + 1. 
Therefore there exist t distinct variables xlj,, k&jr-l, . . . , &jr which lie on lh but are not in 
XInthiscase,thetminorA(it,i2 ,..., ir)j,,j2 ,..., j,)isinL,sothatS(ii,i2 ,..., i,( 
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jl,j2,... , j,) is in Jt (C). But then this monomial has no factor in the set S, contradicting 
property (*). 0 
Now we can prove Theorem 7. 
Proof of Theorem 7. Defining the set T as in the proof of Proposition 8, the Krull 
dimension of the ring # is equal to ICI - ITI. Using Nakayama’s Lemma, it is easy 
to check that 1,(C) is minimally generated by the t-minors of ,C. Therefore, H is a 
complete intersection if and only if 
JTI = total number of t-minors in ,!Z. 
The set T always has cardinality equal to the number of solid t-minors of 13, so that 
equality holds above if and only if every T-minor is solid. This occurs precisely when 
,Ccontainsnomatrixofsize(t+1)xtnortx(t+1). 0 
5. Complete intersection ladders are F-regular 
The class of rings in which all ideals are tightly closed is interesting indeed. We 
suspect that all LDRs have this property. In this section we prove that this is true for all 
the complete intersection ladder determinantal rings. (We even show they are strongly 
F-regular.) As noted earlier, once we know that these rings are strongly F-regular (or 
even just F-rational) when the field K has characteristic p > 0, then, due to results in 
[ 2 11, their associated varieties have rational singularities over @. 
Theorem 9. Let K be a petfectjield of characteristic p > 0. Any complete intersection 
ladder determinantal ring w is strongly F-regular. 
Corollary 10. Any complete intersection ladder determinantal variety has rational 
singularities over C. 
Before embarking on the proof of the main theorem, we make a few easy reductions 
and establish some notation. 
Notation. Let .C c Y = (Kj) and t > 1 be given, and assume that $# is a complete 
intersection. In proving that z is strongly F-regular, we may assume that C may 
be formed by “connecting” A square t x t matrices Xch) of indeterminates so that 
so that XCh) and XCh+‘) “overlap” on kh x lh matrices, where 0 5 kh,lh < t for 
h=1,2,... , h - 1 (see Fig. 2). 
This reduction concerning the shape of C is a consequence of two facts. First, The- 
orem 7 guarantees that the largest submatrix of Y with entries in C is a square t x t 
matrix. Second, if we denote by C’ the subladder of C containing the elements I$j of C 
that lie in some t-matrix of L, then one easily checks that 
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x0’ 
II 
. . $2) II, ..* . 
(2) 
* * 'k,l, 
x,(f) . 
. . . . . $3’ k2l * 
$3’ 
rl . 
(3) . . . . ‘kh 
. xi41 
3 
. . . 
Fig. 2. A complete intersection ladder 
The ladder L’ has the asserted shape and is a complete intersection, but the strong 
F-regularity of a ring is unaffected by polynomial extension [ 10 1. 
Thus we assume L is formed by connecting A square t x t matrices XCh) of indeter- 
minates so that they overlap on kh x lh matrices, as ilhrstrated in Fig. 2. We will denote 
by Xi(T) the indeterminate appearing in the ith row and jth column of the hth matrix 
A?*) of L. Thinking of C as sitting in the matrix of indeterminates y, be warned that 
Xjj’ is nor the element xj appearing in the ith row and jth column of the ambient 
matrix of indeterminates Y unless h = 1 and Yt 1 E L. 
Let Ah be the determinant of the matrix Xch). Define 
R= KILl K[Ll 
I,(c)= (A,,...,A*)’ 
It will be convenient to name several different sets of variables Xf’ in C. 
Diagonal sets. 
D’h’={y.(h)li+j=t+l}, 
II 
h=1,2 (..., A, 
h=l 
Note that D is a set of cardinality At consisting exactly of those variables Xi(j) which 
appear on the main skew diagonal of some matrix Xc”). We also define 
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b = {xl:’ - x$, 2, x;;:1, * - x$, 3,. . . , xg_,, - xi:) ) h = 192,. . . , A}. 
Subdiagonal sets. 
s’h)={xy\i+j=t+2}, h=1,2 ,..., A, S&h’. 
h=l 
Note that S is a set of cardinality A( t - 1) consisting exactly of those variables Xjf’ 
which appear on the sub antidiagonal of some matrix Xch). Using the fact that C 
contains no (t + 1) x t matrix, one easily checks that the sets S and D are necessarily 
disjoint. 
Corner set. 
c={x,‘;‘)h=1,2 ,..., A}. 
The set C has cardinality A, and consists of those variables of L which appear as 
the upper left hand corner of some matrix X (h). Of course, C may intersect D U S 
nontrivially. 
Non-diagonal variable set. 
V={l$‘)i+j # t-tl, h=1,2 ,..., A}. 
The set V is the complement of D in the set of all variables of L. 
Parameter set. 
P=VUB. 
The importance of these sets is expressed in the following proposition. 
Proposition 11. With notation as described above, the set P is a homogeneous system 
of parameters for R. 
Proof. This assertion is immediate from the following observations. 
(i) K[ L] is a polynomial ring in At* - xi,’ khlh indeterminates. 
(ii) The set P has cardinality At* - ct,’ khlh - h. 
(iii) The ring 
K[Ll R =- 
(f’)ktO + (4,. . .AdK[Ll (f’)R 
is zero-dimensional. To see this, first note that the quotient of R by the ideal generated 
by the elements of V is isomorphic to 
K[Dl 
R’= (fli+j=r+,X$)(h=1,2 ,..., A)’ 
70 D. Glassbrennec K.E. Smith/Journal of Pure and Applied Algebra 101 (1995) 59-75 
This is obvious upon the observation that the determinant Ah of Xch) is an alternating 
sum of monomials in the variables X!,“‘, where each monomial consists of exactly r 
variables from distinct columns and rows of Xth’. 
The further quotient of RI by the ideal generated by the elements of B is thus 
isomorphic to the ring 
R 
2 
= K[XI,X2 ,..., XAI 
(x;,x;,...,x:) ’ 
where xh corresponds to the image of Xj:) under the quotient surjection. The dimension 
of R2 and hence of & is zero. 0 
We can now prove the main theorem of this paper. 
Proof of Theorem 9. We remind the reader that at this point we have already reduced 
to the case in which L is formed by overlapping t by I matrices, as described earlier 
in this section. Also, in this proof, we use the notation for the sets D, S, C, . . . defined 
earlier in the section. 
Since R = s is Gorenstein, it is enough to show that R is F-rational. Because 
F-rationality deforms (see Proposition 3), it suffices to check that the quotient of R by 
by some regular sequence is F-rational. 
Consider the set 
A=V-(CUS)=C-(DUSUC). 
This set consists of almost all the variables Xjj”‘: A omits exactly 2t variables from 
each X(“) in such a way that exactly two variables from each column and two variables 
from each row of Xch) are omitted. Because A c P, the elements of A form a regular 
sequence on R. 
We now demonstrate hat the quotient of R by the ideal generated by A is F-rational. 
This quotient is isomorphic to the ring 
R3 = 
K[CUSUD] 
(ml - m2, m3 - m4,. . . , m2A-1 - m2J ’ 
where 
m2h = II 
X!!’ 
‘J ’ 
i+ j=r+ I 
Note that the sets D and S are always disjoint, but it is possible that a “comer element” 
Y,(f) lies in D US, in which case Y,(F) E Dchms) U Schms) for some s 2 1. Consequently, 
if mi and mi_$ have a common factor for some i, s 2 1, then i is odd, the GCD of 
mi and mi_s is Xl(f+‘)‘2, and X!y’)‘2 does not occur in any other mj. (Otherwise, 
Xl(ff’)‘2 would be on the diagonal of one Xch) and on the subdiagonal of another, 
contradicting that D and S are disjoint.) Thus, the ring R3 satisfies the hypothesis of 
the Proposition 12 below. It follows that R3 and hence R are F-rational. 0 
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The following proposition was used in the previous theorem. The proposition gives a 
sufficient condition for a quotient of a polynomial ring by differences of monomials to 
be F-regular. 
Proposition 12. Let K be a perfect field of characteristic p > 0, and let R be the ring 
K[x,... ,r,l/(~l-~2,...,~2l-l-~2l>, 
where the & are indeterminates and the mt + 1 are square-free monomials in the x. 
Suppose that 
( 1) for each i, the monomial rni has a factor Yhi such that Yhi does not divide any 
other monomial mj for j # i, 
(2) if Yt, divides mi, then the quotient monomial $ is coprime with each monomial 
mi, j # i, 
(3) if Yh divides mt and mt+S for some s > 0, then i + s is odd and Yh divides 
other monomial mj, for j $!’ (i, i + s}. 
Then R is strongly F-regular. 
Proof. We first note that Condition (1) ensures that R can be given a M-grading, 
assigning appropriate positive integer values for deg K. 
no 
We note that Conditions ( 1) and (3) are sufficient o imply that R is a complete 
intersection ring. Indeed, renumber the indeterminates and the monomials o that Yi 
through Yk are not factors of any even-indexed monomial, whereas each 4 for i > k is a 
factor of some even-indexed monomial. Condition ( 1) implies that the quotient of the 
polynomial ring K[ Yt , . . . Yn] by the 1 + k elements 
ml - m2,. . . , mnl-1 - m2h and Yt,Y2,...,Yk 
will be a ring isomorphic to the ring 
Since the monomials now appearing in the denominator f l? are squarefree and pairwise 
coprime (by Condition (3)), the reader can easily check that this quotient ring is a 
complete intersection ring of dimension  - k - 1. This implies that the original ring R 
is a complete intersection ring of dimension  - 1. 
The a-invariant is easily computed to be 
kdegcm2i-l - m2i) - kdeg(l;) = &&g(mli) _ edeg(yc). 
i=l i=l i=l i=l 
(We are using the well-known formula for the a-invariant of a complete intersection, 
that is found in, e.g., [6] .) Because the even-indexed monomials m2i are in disjoint 
variables (Condition ( 3) > ,
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1 
xdeg(rnzi) = x{deg(q) 1 5 occurs in some mzi}, 
i=l 
so that 
a(R) = - x{deg( 5) 1 I; does not occur in any mzi}. 
Therefore, the a-invariant of R is negative. 
The variables q not appearing in any even-indexed monomial form a regular sequence 
(as verified above in the proof that R is a complete intersection). Because the property 
of F-injectivity deforms (see Proposition 3), the ring R is easily seen to be F-injective, 
since the quotient of R by this regular sequence, i?, is a quotient of a polynomial 
ring by square free monomials, and such rings are always F-injective. (The Frobenius 
endomorphism is easily seen to split for such rings, so these rings are even F-pure.) 
We also note that we may assume that no variable X in R occurs as a monomial mj: 
If there is such a variable, then, by Condition (I), K does not occur in any other mk, 
so that Conditions ( 1) through (3) continue to hold when we eliminate X from the 
presentation of R. 
We now proceed to show that R is strongly F-regular by induction on n, the number 
of variables. 
If n = 1, then R is necessarily K[ Yi 1, which is always strongly F-regular. 
Assume that n > 1 and any ring of the form 
U4,...rkl 
(ml - m2,. . .11221-l  m2t> 
with k < n that satisfies the hypothesis of Proposition 12 is strongly F-regular. 
We will show that R is strongly F-regular, using Theorem 4. According to this 
criterion, it suffices to show that the localizations R, are strongly F-regular, yi denoting 
the image of X in R. 
We will show that, for each i, Ry, is F-regular by checking three cases that exhaust 
the possibilities for the placement of I$. Renumbering the variables I$, we may assume 
i= 1. 
Case 1: Yi appears in more than one monomial mi. 
By Condition (3), there are exactly two monomials mi divisible by Yt. According to 
Condition ( 1) each of these two monomials has a factor rj that does not divide any 
other monomial mi. Renumber Y2,. . . , G, so as to assume l$ and I%, serve this special 
role. We have that ml,, . . , rn2I are monomials in the algebraically independent elements 
fir,, r,r,, k f . . , K. 
Form the ring 
s= KrKF2,FY3.Y4 ,..., XII 
(ml - m2,. . . , m2l-1 - m21) ’ 
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It is apparent that S satisfies the hypotheses of this proposition (where the mi are 
considered as monomials in Yl Y2. YI Y3, Y4,. . . , Y,). Thus, S is strongly F-regular by 
induction. 
Note that 
RZ ~[~1~~2,~31 
(ZlZ2 - Sy2*ZlZ3 - Y,fi)’ 
(where the Zi are new indeterminates), so that 
and the strong F-regularity of R,, is inherited by that of S. (Strong F-regularity is 
preserved by polynomial ring extension and by localization [lo].) 
Case 2: 5 appears in exactly one monomial mi, and this monomial has a factor yi, 
j # 1, not dividing any other mi. 
The argument in this case is entirely similar to the argument for Case 1. Renumber 
the Y2,. . . , Y, so that the monomial divisible by Yl is also divisible by Y2, and Y2 divides 
no other monomials mi. The ring 
s=( 
K[YlY2,Y3,...,V,I 
mi -m2,..-,m2i-l -m2d’ 
is strongly F-regular by induction, and 
R,, = S 5, +, , [ 3 
so that R,, is strongly F-regular as well. 
Case 3: & appears in exactly one monomial mi, and this monomial has the form Kyi. 
where 5 also divides another mi. 
This is, indeed, the final possibility for the placement of 4, since we reduced earlier 
to the case in which no variable Yj occurs as a monomial mi. 
Renumber the variables so as to assume that 5 = yZ_ Condition (3) guarantees that 
in this case, exactly one other monomial, say mi, is divisible by Y2. 
Renumber the variables 6, Y4,. . . , Y, so as to assume that the relation involving the 
variable Y, is 
(*) f (KY2 -Em;), 
where grn; = mk, k may be even or odd, and Y3 appears in no other monomial mi. 
Suppose that the other relation involving Y2 is 
(**) f (firni - mi*l). 
Again, Y2m: = mi and i may be even or odd, but Condition (3) implies: 
Observation 13. If k is odd, then k < i and i is odd. 
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Observation 14. If i is even, then k is even and i < k. 
When we localize R at the element I’t, the relation (*) may be written 
and then this relation can be used to rewrite the relation (**) as 
We may therefore write the ring R,, as S[ 5, I’,-‘] where 
s= 
K[;,YL..,YnI 
(ml - m2,. . . , f(~m;mj-mi;tl),...,m2r-l -m2)’ 
where the relations appearing in the denominator of S are the same as those appearing 
in the denominator of R except that relation (*) has been eliminated and relation (**) 
has been replaced by relation (*‘>. 
The ring S is a quotient of the polynomial ring in the n - 2 variables $ Yq, . . . , K 
by differences of monomials in these variables. We will therefore show that the ring S 
satisfies the hypothesis of the proposition; Our inductive assumption will then guarantee 
that S is strongly F-regular, whence so is R,,, as strong F-regularity is preserved by 
polynomial extension and localization. 
It is evident that Condition (1) holds. Condition (2) is also quite obvious; this is 
easily checked using the fact that the monomial mf is coprime with all the monomials 
mj (j # i) appearing in the presentation for R (from Condition (2) applied to the 
original ring). 
To check Condition (3), we note that the only case which is not an immediate 
consequence of Condition (3) applied to R is the case in which Yh divides the monomial 
and also some other monomial mj. We need to show that the larger of i and j is odd. 
Consider the monomial trnirnk. Note that Yh must actually divide mk, since trni is 
coprime with all the other monomials. Condition (3) applied to the original ring R 
therefore ensures that the larger of j and k is odd. 
Thus if j is even, then k is odd and j < k. Observation 13 therefore ensures that i 
is odd and strictly larger than k (and hence j). On the other hand, if i is even, then 
Observation 14 guarantees that k is even with i < k. It follows that j is odd and larger 
than k, whence j is larger than i as well. In either case, we conclude that the larger of 
i and j is odd, whence S satisfies Condition (3). 
The ring S therefore satisfies the conditions of Proposition 12. By our inductive 
assumption, it is strongly F-regular, whence so is Ry, . 
We conclude that any ring R satisfying the conditions of Proposition 12 is a graded 
F-injective complete intersection ring with negative a-invariant with strongly F-regular 
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localizations at generators for the homogeneous maximal ideal. Using Theorem 2 and 
Theorem 4, we conclude that R is strongly F-regular. Cl 
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