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Predgovor 
 
Istraživački posao zahteva od istraživača, kao prvu 
pretpostavku, posedovanje obuhvatnog i kvalitetnog uvida u rezultate i 
metodološke pristupe relevantne istraživačke oblasti. 
Sa druge strane, sa razvojem Interneta i digitalnog izdavaštva, 
dolazi do naglog porasta količine dostupnih naučnih publikacija, što 
zadatak sticanja uvida u rezultate istraživačkog rada čini vremenski 
zahtevnim i napornim poslom. Posebno, posmatrano iz ugla mladog 
naučnika koji je tek odabrao oblast istraživanja, proces pregleda 
literature čitanjem svih ili većine publikacija iz relevantne oblasti 
postaje sve manje izvodljiv u nekom razumnom vremenskom periodu. 
Jedan od ključnih zadataka nakon odabira naučne oblasti i problema 
koji se istražuje je, upravo, odabir odgovarajuće metodologije. 
Istraživanje naučne literature (scientific literature mining) je 
proces izdvajanja činjenica iz naučne literature. Ovaj proces uključuje 
upotrebu tehnika oblasti izdvajanja informacija (information extraction, 
IE) i istraživanja teksta (text mining, TM) nad kolekcijama naučnih 
članaka.  
Predmet istraživanja ove doktorske disertacije je sistem za 
ekstrakciju i semantičku kategorizaciju metodoloških segmenata iz 
naučnih članaka.  
Ekstrakcija predstavlja prepoznavanje metodoloških segmenata 
(pominjanja metodologija) u metodološkim rečenicama. Metodološke 
rečenice su one rečenice u kojima autori naučnog članka opisuju 
metodologiju koju su upotrebili. Pominjanja metodologija kategorizuju 
se u četiri semantičke kategorije: zadatak (Task), metoda (Method), 
resurs/osobina (Resource/Feature) i implementacija (Implementation). 
Sistem se sastoji od dva nivoa.  
Prvi nivo je automatska klasifikacija metodoloških rečenica iz 
naučnih članaka. Klasifikacija je izvršena pomoću dva sukcesivna 
klasifikatora. Prvi klasifikuje rečenice u sedam kategorija od kojih je 
najznačajnija kategorija koja sadrži rečenice koje opisuju pristup autora 
(Own kategorija). Drugi klasifikator ima za cilj da rečenice koje je prvi 
klasifikator proglasio za Own kategoriju dalje klasifikuje u još tri 
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kategorije od kojih je najvažnija Solution kategorija koja sadrži 
metodološke rečenice.  
Drugi nivo sistema obavlja ekstrakciju i kategorizaciju 
pominjanja metodologija iz rečenica (metodoloških) u četiri kategorije. 
Rezultat ekstrakcije su semantički kategorizovane metodološke fraze. 
Za kategorizaciju upotrebljena je savremena i robusna tehnika za 
ekstrakciju informacija pod nazivom Conditional Random Fields 
(CRF). Kategorizacija je obavljena pomoću četiri zasebna CRF modela 
koji za jedinicu kategorizacije koriste fraze. CRF je odabran kao tehnika 
koja uspešno modeluje zavisnosti izmeñu entiteta u rečenici. Za razliku 
od većine pristupa koji kao jedinicu kategorizacije za CRF koriste reči, 
pristup opisan u ovoj disertaciji koristi fraze dobijene pomoću plitkog 
parsiranja (shallow parse).  
Sistem treba da pruži istraživačima mehanizam koji će im 
pomoći da efikasnije stiču uvid u metodologije u svom polju 
istraživanja, kao i uvid o izvorima i autorima publikacija. Da bi se ovo 
postiglo, potrebno je, pored ekstrakcije metodologija izvršiti i 
ekstrakciju metapodataka koji se odnose na naslov publikacije, podatke 
o autorima, izdavača i slično. 
Disertacija je organizovana u osam poglavlja. Prvo poglavlje, 
koje čine tri odeljka, sadrži analizu literature relevantne za predmet 
istraživanja. Prvi odeljak opisuje pristupe koji se bave kategorizacijom 
teksta. U njemu su date teorijske osnove za model kategorizacije 
rečenica u sistemu koji je razvijen u ovoj disertaciji. Drugi odeljak 
prikazuje oblast ekstrakcije informacija. Detaljno je predstavljena 
tehnika za ekstrakciju informacija Conditional Random Fields koja je 
upotrebljena za semantičku kategorizaciju metodoloških fraza u sistemu 
razvijenom u ovoj disertaciji. Treći odeljak pruža pregled i analizu 
pristupa koji se bave ekstrakcijom i semantičkom kategorizacijom 
metodologija. 
Korpus upotrebljen za evaluaciju sistema kao i način na koji je 
prikupljen opisan je u drugom poglavlju. Postupak za procesiranje 
naučnih članaka iz formata u kome su prikupljeni (PDF) i njihovo 
svoñenje na format upotrebljen u sistemu prikazan je u istom poglavlju. 
Ovo poglavlje takoñe donosi i prikaz shema za kategorizaciju rečenica i 
kategorizaciju fraza. Pored toga opisan je i postupak procene 
usklañenosti anotatora. 
Model sistema za ekstrakciju metodologija opisan je u trećem 
poglavlju. Detaljno su objašnjeni modeli za klasifikaciju rečenica kao i 
klasifikaciju fraza. Komponente vektora osobina za reprezentovanje 
  9 
rečenica i fraza kao i detalji postupka njihovog formiranja takoñe su 
dati u ovom poglavlju.  
Postupak za evaluaciju sistema kao i upotrebljene mere 
performansi prikazane su u četvrtom poglavlju. Pored toga ovo 
poglavlje sadrži i detaljan prikaz eksperimentalnih rezultata tj. modela 
za klasifikaciju rečenica kao i za sva četiri CRF modela za klasifikaciju 
fraza (Task, Method, Resource/Feature i Implementation). 
Analiza performansi modela sistema za ekstrakciju 
metodologija data je u petom poglavlju. Posebno su analizirani CRF 
modeli u smislu uticaja osobina, pomoću kojih je fraza reprezentovana, 
na performanse. Pored toga ovo poglavlje sadrži diskusiju i detaljnu 
analizu grešaka klasifikacije. 
Softverska arhitektura sistema prikazana je u šestom poglavlju. 
Prikazana je implementacija postupka za formiranje vektora osobina za 
reprezentaciju rečenica kao i fraza. Ovo poglavlje takoñe sadrži i opis 
upotrebljenih alata za klasifikaciju kao i za procesiranje teksta. 
Sedmo poglavlje opisuje sistem za automatsku ekstrakciju 
metapodataka iz naučnih radova. 
Osmo poglavlje donosi zaključna razmatranja, kao i pravce 
daljeg razvoja. 
Zahvaljujem se svim članovima Komisije koji su svojim 
korisnim sugestijama doprineli da disertacija bude jasnija i preglednija. 
Posebnu zahvalnost dugujem mentoru prof. dr Zori Konjović i prof. dr 
Branku Milosavljeviću za savete i nesebičnu podršku u toku izrade 
disertacije. 
Veliku zahvalnost dugujem prof. dr Goranu Nenadiću bez čijih 
saveta rezultati postignuti tokom izrade disertacije ne bi bili mogući. 
Takoñe se zahvaljujem supruzi i porodici na razumevanju i 
podršci. 
 
Novi Sad, 2010. Aleksandar Kovačević 
 




Dostupnost i količina naučnih publikacija povećavaju se 
svakodnevno. Na primer, po jedan naučni rad iz oblasti Medicine 
objavljuje se svaka dva minuta [DeShazo 2009, MEDLINE]. Naučnici 
obično prate publikacije putem takozvanog „strateškog čitanja“ 
(strategic reading) [Renear 2009] tokom koga autori prelistavaju 
literaturu tražeći zadatke, metode, resurse i druge entitete i koncepte 
koji su im od interesa. Pregled metoda korišćenih za obavljanje datog 
zadatka je veoma vremenski zahtevan proces i uglavnom se vrši u 
kontekstu ograničenog broja publikacija koje se mogu ručno pregledati. 
Automatska identifikacija metodologija je iz tog razloga značajna ne 
samo za poboljšanje pronalaženja publikacija od značaja već i zbog 
praćenja razvoja naučnih oblasti i identifikacije uobičajene i 
preporučene metodologije [Eales 2008].  
Predmet ove doktorske disertacije je razvoj sistema za 
ekstrakciju metodologija iz naučnih članaka iz oblasti Automatske 
Ekstrakcije Termina (Automatic Term Recognition, ATR) koja je 
podoblast oblasti Procesiranja Prirodnih Jezika (Natural Language 
Processing, NLP). Pristupi u oblasti ATR sadrže kombinacije 
metodologija iz različitih oblasti kao na primer: procesiranje prirodnih 
jezika, računarska inteligencija, statistika itd. Resursi, načini 
reprezentacije (features) kao i softverski alati (implementacije) su 
takoñe veoma raznovrsni. Ovo čini ATR interesantnom i izazovnom 
oblasti za istraživanje. Informacije o metodologijama ekstrahovane 
pomoću sistema klasifikuju se u četiri semantičke kategorije: zadatak 
(Task), metoda (Method), resurs/osobina (Resource/Feature) i 
implementacija (Implementation).  
Prvi korak ka ekstrakciji metodologija u sistemu predstavljenom 
u ovoj disertaciji je identifikacija metodoloških rečenica u tekstu 
naučnog rada. Ideja vršenja ekstrakcije informacija iz odreñenih 
rečenice (zona) rada nije nova [Mizuta 2004a-2005; Wilbur 2006,2007; 
Shatkay 2006,2008]. Klasifikator rečenica je zasnovan na pristupu 
Teufel i Moens [Teufel 2002] koji pruža mogućnost izdvajanja rečenica 
koje opisuju pristup autora.  
Drugi korak obavlja ekstrakciju i kategorizaciju pominjanja 
metodologija iz rečenica (metodoloških) u četiri navedene kategorije. 
Kategorizacija je obavljena pomoću četiri zasebna CRF modela. CRF je 
odabran kao tehnika koja uspešno modeluje zavisnosti izmeñu entiteta u 
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rečenici (npr. detekcija pominjanja proteina [Yeh 2005, Wilbur 2007]). 
Za razliku od većine pristupa koji kao jedinicu kategorizacije za CRF 
koriste reči, pristup opisan u ovoj disertaciji koristi fraze dobijene 
pomoću plitkog parsiranja (shallow parse). 
Sistem je evaluiran na ručno prikupljenom korpusu. Korpus koji 
predstavlja standard za poreñenje (gold standard corpus) sastoji se od 
45 naučnih članaka (kompletnog teksta) iz oblasti Automatske 
Ekstrakcije Termina, odabranih na slučajan način od kolekcije od 100 
radova prikupljenih sa različitih konferencija, časopisa i ličnih stranica 
autora. Svi naučni radovi u korpusu su na engleskom jeziku. Anotiranje 
je izvršeno na dva nivoa: nivo rečenice (obučavajući skup za 
klasifikator rečenica - 45 radova) i nivo segmenta rečenice (obučavajući 
skup za CRF modele - 3500 rečenica). Pri evaluaciji pomoću petostruke 
unakrsne validacije (5-fold cross validation) sistem je postigao sledeće 
rezultate: F-meru od 53% sa preciznošću od 69% za Task, 53% sa 
preciznošću od 70% za Method, 60% sa preciznošću od 67% za 
Resource/Feature i 75% sa preciznošću od 85% za Implementation 
kategoriju. 
Da bi se, pomoću sistema predstavljenog u ovoj disertaciji, 
naučnicima mogao obezbediti bolji uvid u metodologije u svojim 
oblastima potrebno je povezati zadatake, metode, resurse i 
implementacije sa metapodacima vezanim sa publikaciju iz koje su 
ekstrahovani. Pod metapodacima publikacije podrazumevaju se podaci 
kao što su: naslov, autori, institucije kojima autori pripadaju, zbornik ili 
časopis u kojem je publikacija objavljena itd. Takvim povezivanjem 
može se na primer odrediti koje metodologije koriste autori koji se 
smatraju ekspertima u oblasti ili koje metode se najviše koriste u 
radovima objavljenim u časopisima ili konferencijama od značaja. Iz 
navdenih razloga, kao deo sistema za ekstrakciju metodologija koji je 
predmet ove disertacije, razvijen je i sistem za automatsku ekstrakciju 
metapodataka iz naučnih članaka. 
Automatska ekstrakcija metapodataka u sistemu predstavljenom 
u ovoj disertaciji zasnovana je na tehnikama mašinskog učenja tačnije 
na metodama klasifikacije. Klasifikacija metapodataka vrši se u osam 
unapred definisanih sematičkih kategorija: Naslov, Autori, Pripadnost, 
Adresa, E-mail, Apstrakt, Ključne reči i Mesto publikacije. Isprobani su 
standardni modeli za klasifikaciju: naivni Bayes (naïve Bayes, NB), 
stablo odlučivanja (decision trees, DT), k-najbližih suseda (k-nearest 
neighbours, KNN) i mašine potpornih vektora (support vector 
machines, SVM). Eksperimenti su vršeni sa jednim klasifikatorom sa 
svih osam kategorija kao i sa osam zasebnih klasifikatora. 
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Klasifikacioni modeli su evaluirani pomoću postupka petostruke 
unakrsne validacije na ručno anotiranom korpusu koji se sastoji od 100 
naučnih radova iz oblasti ATR upotrebljenih za evaluaciju dela sistema 
za ekstrakciju metodologija. Radovi su u PDF formatu i kao što je već 
pomenuto prikupljeni su sa različitih konferencija, časopisa i Internet 
strana autora. Performanse su odreñene pomoću standardnih mera za 
ovakve vrste zadataka, a to su preciznost, odziv i F-mera.  
Nakon izvršenih klasifikacionih eksperimenata utvrñeno je da 
osam zasebnih modela mašine potpornih vektora pružaju najbolje 
performanse. Dobijeni rezultati za osam zasebnih SVM modela su 
generalno dobri, F-mera preko 85% kod skoro svih kategorija: Naslov 
(F-mera od 98.77%), E-mail (F-mera od 98.41%), Autori (F-mera od 
92.13%), Apstrakt (F-mera od 91.52%), Pripadnost (F-mera od 
90.37%) i Adresa (F-mera od 87.80%). Za kategorije Mesto Publikacije 
i Ključne reči vrednosti za F-meru su nešto niže 86.83% i 81.42% 
respektivno. 
Potrebno je još reći da je sistem predstavljen u ovoj disertaciji 
primenljiv samo na tekstove naučnih članaka na engleskom jeziku. 
Opredeljenje samo za radove na engleskom jeziku motivisano je dvema 
činjenicama. Prva je što je većina naučnih publikacija na engleskom 
jeziku. Druga je što se sistem razvijen u ovoj disertaciji, kao i većina 
sistema za istraživanje teksta i ekstrakciju informacija, oslanja na alate 
za procesiranje prirodnih jezika, a engleski je jedan od malog broja 
jezika za koji postoje dovoljno kvalitetni alati za procesiranje prirodnih 
jezika.  
 
1.1. Kategorizacija teksta 
 
U ovom odeljku prikazane su definicije osnovnih koncepata i 
objašnjeni su osnovni zadaci kategorizacije teksta. Opisane su metode 
za automatsku kategorizaciju teksta koje uključuju: reprezentaciju 
teksta, konstrukciju klasifikatora, i evaluaciju performansi klasifikatora.  
 
1.1.1. Zadaci kategorizacije teksta 
 
Kategorizacija teksta je proces automatske dodele kategorije 
datom tekstu iz skupa kategorija. Ukoliko su kategorije unapred poznate 
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ovaj proces naziva se klasifikacija (text classification), u protivnom 
proces se naziva klasterovanje teksta (text clustering). 
 Zadatak kategorizacije formalno se definiše na sledeći način. 
Za skup kategorija },,,{ 21 CcccC K=  i skup podataka 
},,,{ 21 DdddD K= , kategorizacija je zadatak pronalaženja funkcije f 
koja svakom ureñenom paru CDcd ij ×∈),(  dodeljuje vrednost istina 
(true) ako bi podatak dj trebalo da se klasifikuje u klasu ci, a u 
suprotnom vrednost neistina (false). Funkcija f naziva se klasifikator. 
Zadatak kategorizacije teksta raslojava se u zavisnosti od 
jedinice klasifikacije (pasus, rečenica, itd.), broja kategorija koje se 
mogu istovremeno dodeliti jedinici kategorizacije i strukturi kategorija. 
Ako se datom tekstu kategorizacijom dodeljuje tačno jedna 
kategorija, postupak se naziva jedno-kategorijska kategorizacija (single-
label categorization), a u slučaju da je datom tekstu moguće dodeliti 
više kategorija u isto vreme postupak se naziva više-kategorijska 
kategorizacija (multi-label categorization). Najjednostavniji slučaj 
jedno-kategorijske klasifikacije je binarna klasifikacija, kada se tekstu 
dodeljuje jedna kategorija ili komplement te kategorije. Tipičan primer 
binarne klasifikacije je filtriranje teksta (text filtering) kod koga se tekst 
klasifikuje u tekstove koju su relevantni ili irelevantni za datu temu 
[Keerthi 2002, Leonard 2002]. Primer više-kategorijske klasifikacije 
teksta je dodeljivanje skupa termina iz Ontologije Gena (Gene 
Ontology, GO) [GO 2000] datom dokumentu [Ehrler 2005, Rice 2005]. 
Ako su kategorije meñusobno nezavisne, zadatak više-kategorijske 
kategorizacije može se realizovati kao niz binarnih klasifikatora, gde 
svaki binarni klasifikator vrši svrstavanje u jednu od datih kategorija, a 
jedinice kategorizacije koje ne pripadaju datoj kategoriji svrstava u 
komplementarnu kategoriju. U slučaju da su moguće korelacije meñu 
kategorijama potrebno je posebno osmisliti klasifikator kako bi se 
prisutne korelacije inkorporirale u model [Zhu 2005]. 
U zavisnosti od načina dodele kategorija kategorizacija može 
biti tvrda (hard) i meka (soft). Kod tvrde kategorizacije datom tekstu 
jasno se dodeljuje kategorija, to jest moguće su dve situacije da tekst 
pripada datoj kategoriji ili da tekst ne pripada datoj kategoriji. U slučaju 
meke kategorizacije, ne postoji jednoznačna pripadnost kategoriji. Za 
dati tekst rezultat kategorizacije je lista ureñenih parova (k, µ), gde je k 
oznaka kategorije, a µ  mera pripadnosti teksta kategoriji [Sebastiani 
1999]. Alternativni način reprezentacija rezultata je lista tekstova, 
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zajedno sa vrednostima pripadnosti, grupisanih po kategoriji. Prvi način 
reprezentacije rezultata upotrebljava se kod indeksiranja dokumenata tj. 
u slučaju kada je dokumentu potrebno dodeliti niz ključnih reči koje 
opisuju njegov sadržaj. Tada se obično prvih nekoliko kategorija iz liste 
rezultata uzima kao polazna tačka za odreñivanje ključnih reči. Druga 
reprezentacija rezultata koristi se kod filtriranja dokumenata kada se iz 
liste rezultata izdvajaju relevantni dokumenti na osnovu pripadnosti 
kategorija koje su im dodeljene.  
U zavisnosti od strukture kategorija kategorizacija može biti 
ravna (flat) ili hijerarhijska (hierarchical). Kod ravne kategorizacije 
kategorije se posmatraju odvojeno tj. ne uzima se u obzir moguća 
struktura koja postoji meñu kategorijama. Hijerarhijski pristupi koriste 
moguće hijerarhijske veze tj. semantiku tih veza meñu kategorijama da 
bi izvršili kategorizaciju. U slučajevima kada su kategorije prirodno 
hijerarhijski organizovane npr. Ontologija Gena i slično, hijerarhijski 
pristupi pružaju bolje performanse. Kategorije mogu biti organizovane 
kao stablo ili direktan aciklični graf (directed acyclic graph, DAG) [Sun 
2003]. Autori u [Kiritchenko 2004, 2005] izvršili su eksperimente sa 
dva tipa hijerarhijske kategorizacije: globalna (global) i lokalan (local). 
Kod globalnog tipa kategorizacije kategorije sa viših nivoa zamenjene 
su svojim podkategorijama na najnižem nivou za svaki tekst koji se 
kategorizuje. Nakon toga formiran je jedan više-kategorijski klasifikator 
za dobijene kategorije. Da bi se ovaj klasifikator razlikovao od ravnog 
klasifikatora autori pristupa globalnog tipa u svoje modele inkorporiraju 
semantiku hijerahije kategorija. Kod lokalnog tipa, za svaki hijerarhijski 
nivo formira sa poseban klasifikator. Klasifikacija se vrši od najvišeg ka 
najnižem nivou (top down). Eksperimentalni rezultati su pokazali da 
oba navedena tipa hijerarhijske kategorizacije pružaju bolje 
performanse od ravne kategorizacije. 
Ako se kategorizacija teksta posmatra u smislu jedinica 
kategorizacije imamo dve osnovne grupe pristupa: kategorizacija na 
nivou dokumenta (ceo dokument ili pasusi) i kategorizacija na nivou 
rečenice (cele rečenice ili segmenti rečenica). 
Kategorizacija na nivou dokumenta tretira ceo dokument kao 
jedinicu kategorizacije i uzima u obzir predmet (subject) na koji se ceo 
dokument odnosi. Ova vrsta kategorizacije koristi se za: indeksiranje 
dokumenata [Yang 1992], filtriranje dokumenata [TRFT02] i anotiranje 
baze podataka [Yeh 2002, BioCreAtIvE, TRGN05]. Indeksiranje 
dokumenata predstavlja dodeljivanje ključnih reči dokumentima. 
Ključne reči su organizovane pomoću kontrolisanih rečnika npr. [GO 
2000]. Dokumentu se dodeljuju ključne reči koje najbolje opisuju 
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njegov sadržaj [Ibushi 1999, Smith 2003]. Filtriranje podrazumeva 
selekciju samo onih dokumenata koji su relevantni za datu temu [Couto 
2004, Polavarapu 2005]. Anotiranje date baze podataka predstavlja 
proces dodavanja novih činjenica ili veza meñu činjenicama u bazu na 
osnovu istraživanja literature. Proces istraživanja obuhvata sledeće 
korake: pronalaženje dokumenta koji su relevantni za činjenicu koja se 
želi dodati, pronalaženje segmenata u dokumentima koji podržavaju 
dodavanje nove činjenice i ako su prethodna dva koraka uspešno 
obavljena dodavanje nove činjenice u bazu [Rice 2005]. Pronalaženje 
relevantnih dokumenata i segmenata obično se obavlja pomoću 
kategorizacije teksta na nivou dokumenata. Primeri anotiranja baze 
podataka, koji koriste ovu vrstu kategorizacije, su: dodeljivanje šifri iz 
Ontologije Gena genima [Raychaudhuri 2002, Kiritchenko 2004, Ehrler 
2005, Kiritchenko 2005, Rice 2005], otkrivanje veza meñu genima 
[Jelier 2005, Shatkay 2000] i otkrivanje pod-ćelijskih lokacija (sub-
cellular localizations) proteina [Nair 2002, Eskin 2004, Höglund 2006].  
Za razliku od kategorizacije na nivou dokumenta, kategorizacija 
na nivou rečenice tretira rečenicu ili segmente rečenice kao jedinicu 
kategorizacije. Osobine za kategorizaciju uglavnom se formiraju samo 
na osnovu sadržaja same rečenice. Kategorizacija na nivou rečenice 
koristi se za obavljanje različitih vrsta zadataka kao što su 
prepoznavanje imenovanih entiteta (named entity recognition, NER) i 
veza meñu entitetima [Leek 1997, Borthwick 1998, Skounakis 2003], 
automatska sumarizacija teksta (automatic text summarization) [Kupiec 
1995] i retorička analiza (rhetorical analysis) [Teufel 1997, Teufel 
1999a,b,c, Marcu 2002, Mizuta 2004a-2005]. Pošto je kategorizacija 
teksta na nivou rečenice upotrebljena u pristupu predloženom u ovoj 
disertaciji, svaki od prethodno navedenih pristupa detaljnije je opisan u 
odeljku 1.1.3. 
1.1.2. Postupci u kategorizaciji teksta 
 
Prilikom kategorizacije teksta koriste se tri osnovna postupka, a 
to su: reprezentacija teksta, konstrukcija modela za klasifikaciju i 
evaluacija performansi. U ovom odeljku biće detaljno opisan svaki od 
navedenih postupaka. 
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1.1.2.1. Reprezentacija teksta 
 
Da bi se mogao konstruisati model za klasifikaciju teksta 
potrebno je prvo tekst koji je u nestrukturiranoj formi prevesti u 
strukturiran oblik. Pošto se tekstovi razlikuju kako po dužini tako i po 
sadržaju tj. rečima koje su upotrebljene u njima, način reprezentacije 
mora uzeti sve ove karakteristike u obzir. Najčešće upotrebljavana 
reprezentacija je gomila-reči (bag of words). Kod ove reprezentacije 
svaki dokument reprezentovan je kao vektor težina termina koji se 
javljaju u njemu. Termini mogu biti reči ili fraze. Proces svoñenja 
dokumenta na vektor termina sadrži sledeće korake: definiciju termina, 
izračunavanje težina i selekciju (prepoznavanje) termina. 
Prilikom definicije termina koriste se različite osobine teksta 
kao što su leksičke, semantičke, sintaktičke i statističke. Najčešće 
upotrebljavan pristup je formiranje termina koji se sastoje od jedne reči 
i reprezentovanje teksta pomoću vektora takvih termina. Mana ovog 
pristupa je što ne uzima u obzir moguće odnose meñu rečima kao i 
poziciju reči. Kao potencijalno rešenje ovog problema predložena je 
upotreba fraza umesto reči. Razlikuju se dve vrste fraza: sintaktičke i 
statističke. Sintaktičke fraze formiraju se pomoću sintaktičkih veza 
meñu rečima, dok se statističke fraze generišu na osnovu frekvencije 
zajedničkog pojavljivanja (co-occurence) reči. 
Sintaktička fraza definiše se kao niz sintaktički povezanih reči 
kao na primer imenička (noun phrase) ili glagolska (verb phrase) fraza. 
Autori u [Lewis 1990, Lewis 1992] izvršili su eksperimente o uticaju 
upotrebe sintaksičkih fraza na kategorizaciju dokumenata. Rezultati 
njihovog istraživanja pokazali su da upotreba sintaktičkih fraza za 
reprezentaciju dokumenata ne donosi značajna poboljšanja u 
performansama u odnosu na reprezentovanje pomoću reči, za zadatak 
kategorizacije dokumenata. 
Statističke fraze se često nazivaju n-grami (n-gram) pri čemu se 
misli na n uzastopnih reči koje se tretiraju kao jedna fraza. Na osnovu 
izvršenih eksperimenata autori u [Fürnkranz 1998, Mladenic 1998] 
saopštavaju da upotreba statističkih fraza ima pozitivan uticaj na 
performanse u kategorizaciji dokumenata. 
Reprezentacija teksta pomoću gomile-reči je jednostavna i 
efektivna. Kao prvi korak reprezentacije pomoću gomile reči odreñuje 
se prostor termina (term space) za kolekciju dokumenata. Prostor 
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termina čine termini pomoću kojih će svaki od dokumenata biti 
reprezentovan. Formalniji opis je sledeći. Neka se prostor termina 
sastoji od k termina. Tada se svaki dokument reprezentuje pomoću 
vektora ),,,( 21 ktttd K= , gde je ti težina termina i za dokument d. 
Težina termina je mera doprinosa termina sadržaju dokumenta. Težina 
može biti binarna tj. indikator pripadnosti termina dokumentu, a takoñe 
može imati i kontinualnu vrednost. Postoje različiti način za 
izračunavanje težina. Najpoznatiji pristup je TFIDF [Salton 1988], koji 
se izračunava pomoću frekvencije termina u dokumentu (term 
frequency) tf i inverzne frekvencije termina u kolekciji dokumenata 
(inverse document frequency) idf. Pri tome, tf je broj pojavljivanja datog 
termina u dokumentu dok je df broj dokumenata u kojima se termin 
javlja. Inverzna frekvencija dokumenata predstavlja meru specifičnosti 
termina za dokument, odnosno što je termin zastupljeniji u ostalim 
dokumentima u kolekciji to je manje specifičan za dati dokument. 
Najčešće upotrebljavana formula za izračunavanje TFIDF je: 
)),(log(),(),( dtdf
DdttfdtTFIDF ⋅=  
gde je t dati termin, d dati dokument, tf(t,d) frekvencija termina u 
dokumentu, df(t,d) broj dokumenata u kolekciji u kojima se t javlja i 
D  je broj dokumenata u kolekciji. 
Sa obzirom na broj različitih termina u dokumentima prostor 
termina obično ima veliku dimenzionalnost. Iz toga proističu dva 
problema. Prvi problem je to što mnogi algoritmi za formiranje modela 
za klasifikaciju ne mogu da funkcionišu zbog računske složenosti koju 
donosi veliki broj dimenzija. Drugi problem tiče se performansi 
klasifikatora. Česta pojava prilikom formiranja klasifikatora pomoću 
obučavajućeg skupa velike dimenzionalnosti je prebacivanje 
(overfitting). Prebacivanje je ponašanje klasifikatora koje daje dobre 
performanse na obučavajućem skupu ali loše na test (nepoznatim) 
primerima. Drugim rečima klasifikator se previše dobro prilagodio 
obučavajućem skupu i ima vrlo malu mogućnost generalizacije koja je 
potrebna da za klasifikaciju nepoznatih primera. Eksperimenti su 
pokazali da je broj dimenzija potreban da bi se izbeglo prebacivanje 
proporcionalan broju dokumenata u obučavajućem skupu [Sebastiani 
1999]. Autori u [Fuhr 1991] predlažu upotrebu 50-100 dokumenata u 
obučavajućem skupu za svaki termin u prostoru termina. Ako 
obučavajući skup nema dovoljnu količinu dokumenata u odnosu na 
dimenzionalnost prostora termina potrebno je smanjiti njegovu 
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dimenzionalnost i na taj način izbeći podbacivanje. Tehnike koje to 
omogućuju nazivaju se tehnike za smanjenje dimenzionalnosti prostora 
(dimension reduction). Generalno ove tehnike dele se u dve grupe: 
selekcija termina (term selection) i ekstrakcija termina (term extraction) 
[Sebastiani 1999]. 
Selekcija termina je postupak izdvajanja podskupa termina iz 
prostora termina sa ciljem povećanja performansi. Najjednostavnija 
selekcija termina je izbacivanje onih termina čija je učestalost 
pojavljivanja manja od predefinisanog praga. Postoje i mnoge 
komplikovanije mere za preciznije odreñivanje termina koje treba 
odabrati, kao što su: uzajamna informativnost (mutual information), hi-
kvadrat (chi-square), informativna dobit (information gain) i odnos 
komplemenata (odds ratio). Većina ovih mera uzima u obzir odnos 
izmeñu datog termina i kategorija. Mera chi-square meri zavisnost 
izmeñu termina i kategorije. Mera information gain meri broj bitova za 
potrebnih za predikciju kategorije uz prisustvo ili odsustvo datog 
termina. Vrednost odds ratio uzima u obzir efekat koji prisustvo 
termina ima u datoj kategoriji i komplementu date kategorije. Vrednost 
svake od mera izračunava se za svaku kategoriju zasebno. Ukupna 
vrednost na osnovu koje se odreñuje da li treba zadržati ili odbaciti 
termin odreñuje se kao suma pomnožena težinama za kategorije ili kao 
maksimum vrednosti po kategorijama. Detaljan pregled tehnika za 
redukciju dimenzija dat je u [Yang 1997]. 
Za razliku od selekcije termina, ekstrakcija termina ne koristi 
termine iz prostora termina, već formira nove termine na osnovu njih. 
Za formiranje novih termina najčešće se upotrebljavaju neke od tehnika 
klasterovanja. Jedan od prvih eksperimenta sa selekcijom termina 
prikazan je u radu [Lewis 1992]. Autori su primenili Reciprocal Nearest 
Neighbor (RNN) klasterovanje [Murtagh 1983] da bi grupisali 
semantički slične reči i fraze. Rezultati ovoga eksperimenta su pokazali 
da same reči ili fraze pružaju bolje performanse u odnosu na njima 
odgovarajuće grupe. Nadgledano klasterovanje (supervised clustering) 
upotrebljeno je u radu [Baker 1998]. Autori su u postupak klasterovanja 
inkorporirali informaciju o kategorijama. Njihovi eksperimenti su 
pokazali da se dimenzionalnost prostora termina može smanjiti preko 
300 puta za uz gubitak od samo 2% za tačnost (accuracy). 
Pored klasterovanja termina po semantičkoj sličnosti 
primenjivane su i druge tehnike za ekstrakciju termina kao što su: 
Latentno Semantičko Indeksiranje (Latent Semantic Indexing, LSI) i 
Analiza Glavnih Komponenti (Principal Component Analysis, PCA). 
Latentno Semantičko Indeksiranje predstavlja primenu tehnike 
      
 20 
Dekompozicija Sopstvenih Vrednosti (Singular Value Decomposition, 
SVD) za faktorizaciju matrice pomoću koje je predstavljen prostor 
termina. Na taj način se visoko dimenzioni prostor termina projektuje 
na prostor manje dimenzionalnosti. Eksperimenti vršeni u radu [Schutze 
1995] potvrñuju efektnost LSI tehnike.  
Pored tehnika za redukciju dimenzija postoje i druge metode 
pre-procesiranja teksta koje smanjuju dimenzionalnost prostora termina. 
Uklanjanje stop reči (stop words) podrazumeva uklanjanje reči koje su 
neutralne u odnosu na temu teksta (topic-neutral) npr. članovi (articles), 
predlozi (prepositions), konjunkcije (conjunctions) itd. Korenovanje 
(stemming) je proces formiranja morfoloških korena reči od reči iz 
teksta. Cilj korenovanja je da se grupa različitih reči koje imaju isti 
morfološki koren reprezentuje pomoću svog korena i time efektivno 
smanji dimenzionalnost prostora termina. Obe navedene tehnike 
primenjuju se u pristupu opisanom u ovoj disertaciji (Poglavlje 3). 
Pored reprezentovanja teksta pomoću gomile-reči postoji i drugi 
pristupi koji uzimaju druge vrste informacija iz teksta. Primeri drugih 
vrsta informacija su lokacija termina u tekstu (naslov rada, naslovi 
sekcija, apstrakt, zaključak itd), vrsta reči (part-of-speech), semantičke 
informacije o terminu itd. Leksička baza podataka (lexical database) 
WordNet [Miller 1990] pruža semantičke informacije o velikom broju 
termina iz Engleskog jezika. U pristupu [Ray 2001] autori koriste 
sintaktičke informacije iz reči i fraza, kao što je vrsta reči, da 
reprezentuju rečenice iz biomedicinske literature. 
1.1.2.2. Modeli za klasifikaciju teksta 
Za kategorizaciju teksta upotrebljene su mnoge tehnike 
mašinskog učenja (machine learning) i statistički algoritmi. Naivni 
Bayesov klasifikator upotrebljen je u [Baker 1998, McCallum 1998], 
pristupi [Lewis 1994, Moulinier 1996, Chickering 1997] koriste stablo 
odlučivanja, analiza linearne diskriminante (linear discriminant 
analysis, LDA) korišćena je u [Hull 1996], neuralne mreže (neural 
networks) koriste se u [Ruiz 1997, Wiener 1995], skriveni modeli 
Markova (hidden Markov models, HMM) upotrebljeni su u [Leek 1997, 
Bikel 1999, Collier 2000, Kushmerick 2001, Denoyer 2001, Ray 2001, 
Skounakis 2003].  
Naivni Bayesov model za klasifikaciju 
U sistemu predloženom u ovoj disertaciji je korišćen Naivni 
Bayesov klasifikator pa će on biti detaljno opisan u ovoj sekciji. 
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Naivna Bayesova metoda je jednostavna metoda za klasifikaciju 
koja se oslanja na teoriju verovatnoće tj. na Bayesovu teoremu. Ova 
tehnika je vrlo korisna u slučajevima u kojima ne postoji 
deterministička veza izmeñu atributa sloga i klase. Ovakve situacije se 
dešavaju kada obučavajući skup sadrži greške (npr. 2 sloga sa istim 
vrednostima atributa ali različitom klasom) ili kada postoje neki 
dodatni, nepoznati faktori koji utiču na klasifikaciju.  
Pre objašnjenja načina na koji funkcioniše ova metoda dato je 
kratko objašnjenje Bayesove teoreme. 
Neka su X i Y slučajne promenljive. P(X=x,Y=y) je verovatnoća 
da će u isto vreme X uzeti vrednost x, a Y uzeti vrednost y. P(X=x|Y=y) 
je verovatnoća da će X uzeti vrednost x ako je informacija da je Y uzeo 
vrednost y poznata. To je uslovna verovatnoća. Veza izmeñu zajedničke 








YPYXPXYP =  
Ako se pretpostavi da ne postoji deterministička veza izmeñu 
atributa sloga i klase onda se klasa i vrednosti atributa sloga mogu 
posmatrati kao slučajne promenljive. Neka X predstavlja atribute sloga 
a Y klasu sloga. Verovatnoća da će slog sa vrednostima atributa X imati 
klasu Y je P(Y|X). Tokom faze obučavanja klasifikatora potrebno je iz 
obučavajućeg skupa izračunati P(Y|X) za sve moguće kombinacije 
atributa X i sve moguće klase Y. Novi slog koji ima kombinaciju 
atributa X’ klasifikuje se u klasu Y’ koja ima maksimalnu verovatnoću 
P(Y’|X’). 
Za datu klasu Y pouzdano procenjivanje verovatnoća P(Y|X) 
može da predstavlja problem ako je obučavajući skup mali. Da bi se 
ovaj problem rešio koristi se Bayesova teorema pri čemu je P(Y) deo 
slogova obučavajućeg skupa koji ima klasu Y, P(X) deo slogova koji 
imaju vrednosti atributa kao slog X. Kada se procenjuje P(Y|X) za svaku 
klasu, menja se samo Y dok je P(X) konstanto tako da ne utiče na 
klasifikaciju. Znači slog X klasifikuje se u klasu Y koja ima maksimalnu 
vrednost za P(X|Y) P(Y).  
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P(X|Y) je uslovna verovatnoća da će slog koji ima klasu Y imati 
vrednosti atributa kao slog X. Kao što je rečeno uslovne verovatnoće 
nije lako dobro proceniti naročito ako je obučavajući skup mali. Kako 
bi se ova verovatnoća jednostavnije izračunala kod Naivne Bayesove 
metode pretpostavlja se da su atributi sloga meñusobno statistički 
nezavisni. Zbog ove pretpostavke se metoda zove naivna. Nezavisnost 
znači da prisustvo (odsustvo) neke vrednosti nekog atributa ne utiče na 
prisustvo (odsustvo) neke vrednost nekog drugog atributa.  









)|()|(  (1) 
gde je X slog koji se sastoji od d atributa X=(X1, X2,..., Xd). Ova formula 
znači da će se, umesto da se za datu klasu Y računa verovatnoća P(X|Y) 
za sve kombinacije atributa X, verovatnoća računati za svaki atribut Xi 
posebno. Računanje verovatnoće za svaki atribut posebno je mnogo 
jednostavnije i ne zahteva veliki obučavajući skup.  
Neka je dat slog X koji je potrebno klasifikovati. Uslovna 











=   
Za svaku klasu menja se samo Y dok je P(X) konstanto tako da 
ne utiče na klasifikaciju. Znači, slog X klasifikuje se u klasu Y koja ima 







Izračunavanje verovatnoća P(Xi|Y) razlikuje se u zavisnosti od 
vrste atributa. Za kategorički atribut Xi verovatnoća P(Xi=xi|Y=y) 
računa se kao deo (razlomak) slogova koji imaju klasu y i vrednost xi za 
atribut Xi. Za kontinualne atribute postoje dva pristupa: 
• Diskretizacija - kontinualni interval se deli na 
podintervale. Neka je data neka vrednost xi kontinualnog 
atributa Xi i neka klasa y. Da bi se izračunala 
verovatnoća P(Xi=xi|Y=y) odreñuje se podinterval u 
kome se vrednost xi nalazi i nakon toga se odreñuje deo 
slogova klase y koji pripada tom podintervalu. 
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• Pretpostavka je da vrednosti datog kontinualnog atributa 
prate neku statističku distribuciju. Najčešće se korist 
Gausova (normalna) distribucija. Parametri distribucije 
izračunavaju se iz obučavajućeg skupa. Gausova 
distribucija zahteva dva parametra, srednju vrednost µ i 
standardnu devijaciju σ2. Za klasu y i vrednost xi atributa 
















Do problem sa izračunavanjem verovatnoće po formuli (1) 
dolazi ako verovatnoća P(Xi|Y=y) ima vrednost nula za neko i. Tada je 
ceo proizvod jednak nuli. To znači da ako se neka od vrednosti atributa 
sloga X ne pojavljuje ni u jednom slogu koji ima klasu y verovatnoća za 
ceo slog i klasu y je 0, što može dovesti do pogrešne klasifikacije. Do 
ovakvih situacija može doći ako je obučavajući skup mali.  





=== )|(    
gde je n broj slogova koji imaju klasu yj, nc broj slogova klase yj koji za 
i-ti atribut imaju vrednost xi, a m i p su konstante. Rešenje problema 
može se posmatrati kao uvoñenje dodatnog „virtuelnog“ skupa uzoraka. 
Taj skup ima m slogova i verovatnoća sloga klase yj da za i-ti atribut 
ima vrednost xi je p. Za p se obično uzima 1/k gde je k broj vrednosti 
koje i-ti atribut može da uzme. 
Karakteristike Naivnog Bayesovog klasifikatora su sledeće: 
• Robusnost na greške (greške dobijene prikupljanjem 
podataka) ili nedostajuće vrednosti atributa u 
obučavajućem skupu. Greške ne utiču mnogo na 
verovatnoće pošto su verovatnoće prosečne vrednosti, 
dok se nedostajući podaci jednostavno ignorišu prilikom 
izračunavanja verovatnoća. 
• Robusnost na nevažne atribute. Ako je atribut nebitan 
onda su njegove vrednosti skoro uniformno distribuirane 
po klasama. To znači da verovatnoće tog atributa 
jednako utiču na uslovne verovatnoće za sve klase tj. 
atribut nema uticaja na klasifikaciju. 
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• Osetljivost na korelirane atribute. Atributi koji su u jakoj 
korelaciji mogu da degradiraju performanse 
klasifikatora pošto tada pretpostavka o nezavisnosti 
atributa ne važi. 
NB model za klasifikaciju je jedan od često upotrebljavanih 
modela za obavljanje zadatka kategorizacije teksta [Lewis 1994, 
Schutze 1995, Baker 1998, McCallum 1998]. Hipoteza o nezavisnosti 
atributa često nije zadovoljena prilikom reprezentacije teksta. Na primer 
verovatnoća pojavljivanja reči mining značajno se povećava ako joj 
prethodi reč data. Da bi se ova vrsta zavisnosti inkorporirala u model 
upotrebljene su Bayesove Mreže (Bayesian Networks) [Sahami 1996, 
Chickering 1997]. Nedostatak Bayesovih Mreža je to što za formiranje 
kvalitetnog modela za prostor termina velike dimenzionalnosti 
zahtevaju veliku količinu obučavajućih podataka koja često nije 
dostupna [Sahami 1996]. Ovaj nedostatak se može prevazići 
korišćenjem pozadinskog (prethodnog) znanja o podacima.  
1.1.2.3. Evaluacija performansi 
kategorizacije teksta 
Performanse klasifikatora mere efektnost klasifikatora prilikom 
predikcije kategorija. U ovom odeljku predstavljene su standardne mere 
performansi za ravnu i hijerarhijsku kategorizaciju.  
Mere performansi za ravnu kategorizaciju 
Najpoznatije i naješće korišćene mere performansi za ravnu 
kategorizaciju su preciznost (precision) i odziv (recall) [Sebastiani 
1999]. Vrednosti obe mere računaju se za svaku od kategorija zasebno. 
Preciznost za kategoriju c je deo ispravno klasifikovanih dokumenata 
(jedinica klasifikacije) od svih dokumenata kojima je klasifikator 
dodelio kategoriju c. Odziv za kategoriju c je deo ispravno 
klasifikovanih dokumenata (jedinica klasifikacije) od svih dokumenata 
kojima bi trebalo da bude dodeljena kategorija c tj. dokumenata koji 
imaju kategoriju c u obučavajućem skupu. Za kategoriju c definišu se 
sledeće veličine: broj tačno kategorisanih dokumenata (true positives, 
TPc) za kategoriju c, broj pogrešno kategorisanih dokumenata (false 
positives, FPc) tj. dokumenata kojima je pogrešno dodeljena kategorija 
c i broj dokumenata koji imaju kategoriju c ali im je predikcijom 
dodeljena pogrešna kategorija (false negatives, FNc). Preciznost (P) i 
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Postoje dva pristupa za izračunavanje preciznosti i odziva za 
model pomoću preciznosti i odziva za svaku od kategorija: mikro-
prosek (micro-average) i makro-prosek (macro-average) [Sebastiani 
1999]. Ako je C skup svih kategorija prethodno navedene mere 

















































Nijedna od mera, preciznost i odziv nije sama dovoljna za 
adekvatnu evaluaciju performansi, već ih je potrebno posmatrati 
zajedno. U praksi obično velika vrednost za preciznost uzrokuje nizak 
odziv i obrnuto [Sebastiani 1999]. Kako bi se preciznost i odziv 
inkorporirali u jedinstvenu meru predložena je F-mera (F-measure) 












Parametar β predstavlja težinu dodeljenu preciznosti i odzivu. 
Uobičajene vrednosti za β su 0.5, 1.0 i 2.0. Kada je vrednost β bliska 0 
F-mera je bliska preciznosti, a kada je vrednost β bliska +∞ ona je 
bliska odzivu. Za evaluaciju performansi sistema predloženog u ovoj 
disertaciji upotrebljene su preciznost, odziv i F-mera za vrednost β = 
1.0 kao ravnoteža izmeñu preciznosti i odziva.  
Mere performansi za hijerarhijsku kategorizaciju 
Mere performansi za ravnu kategorizaciju ne uzimaju u obzir 
hijerarhijski odnos koji postoji meñu kategorijama što nije adekvatan 
pristup za sve situacije. Recimo, parcijalno pravilna klasifikacija koja 
klasifikuje dokument u kategoriju koja je roditeljska kategorija njegove 
stvarne kategorije trebalo bi da bude tretirana drugačije od potpuno 
pogrešne klasifikacije. Takoñe bi udaljenost kategorija u hijerarhiji 
trebalo da ima uticaj na meru performansi. Iz navedenih razloga 
potrebne su posebne mere performansi za hijerarhijsku kategorizaciju. 
Autori u pristupu [Sun 2003] predlažu dve nove mere za evaluaciju 
performansi za hijerarhijsku kategorizaciju: mera sličnosti kategorija 
(Category Similarity Measure) i mera zasnovana na udaljenosti 
(Distance-based Measure).  
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Mera sličnosti kategorija razlikuje pogrešnu klasifikaciju za 
slične i potpuno različite kategorije. Sličnost meñu kategorijama meri 
semantičku sličnosti izmeñu dve kategorije. Doprinos ukupnoj greški za 
pogrešnu klasifikaciju datog dokumenta odreñuje se pomoću odnosa 
sličnosti pogrešno predviñene i tačne kategorije i prosečne sličnosti za 
sve kategorije.  
Mera zasnovana na udaljenosti koristi udaljenost meñu 
kategorijama za odreñivanje doprinosa pogrešne klasifikacije. 
Udaljenost izmeñu dve kategorije predstavlja broj grana (edges) izmeñu 
te dve kategorije u stablu (grafu) hijerarhije kategorija. Korisnik 
odreñuje prag za udaljenost Dt. Prilikom odreñivanja doprinosa 
pogrešne klasifikacije prvo se računa udaljenost izmeñu tačne i 
pogrešno predviñene kategorije. Nakon toga se izračunata udaljenost 
poredi sa pragom Dt. Ako je izračunata udaljenost veća od Dt, doprinos 
pogrešne klasifikacije je pozitivan, ako je udaljenost jednaka pragu 
doprinos je nula i na kraju ako je udaljenost manja od Dt doprinos je 
negativan.  
Pored prethodne dve mere predložene su i druge mere. U 
pristupu [Kiritchenko 2005] definisana je mera koja izračunava 
preciznost i odziv za presek skupa predviñenih kategorija i skupa tačnih 
kategorija. Za svaki dokument koji pripada skupu kategorija CSi, a 
pogrešno je klasifikovan u skup kategorija CSk dati skupovi proširuju se 




































Prethodno definisane mere mogu se takoñe upotrebiti za evaluaciju 
performansi više-kategorijske ravne kategorizacije da bi se nagradili 
predikcije kod kojih su tačno predviñene samo neke od kategorija iz 
skupa tačnih kategorija za dati dokument.  
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1.1.3. Kategorizacija rečenica 
Automatska kategorizacija rečenica koristi se za obavljanje 
različitih vrsta zadataka, kao što su: ekstrakcija informacija (ekstrakcija 
entiteta i veza meñu entitetima iz teksta), automatska sumarizacija 
teksta, retorička analiza, itd. U ovom odeljku biće predstavljeni pristupi 
koji vrše kategorizaciju rečenica, organizovani po zadacima koje 
obavljaju. Pristupi koji upotrebljavaju kategorizaciju rečenica za 
obavljanje zadatka ekstrakcije metodologija, što je zadatak koji obavlja 
sistem predložen u ovoj disertaciji, prikazani su u odeljku 1.3. 
1.1.3.1. Ekstrakcija entiteta i veza meñu 
entitetima 
Zadatak ekstrakcija entiteta i veza meñu entitetima deo je šire 
oblasti nazvane Ekstrakcija Informacija (Information Extraction, IE) 
koja je detaljno predstavljena u odeljku 1.2. Automatska ekstrakcija 
entiteta i veza je oblast koja doživljava ekspanziju poslednjih godina. 
Napredak u oblastima obrada prirodnog jezika (Natural Language 
Processing, NLP), mašinskog učenja, veštačke inteligencije (Artifical 
Intelligence, AI) značajno je doprineo razvoju automatske ekstrakcije 
entiteta. U pristupu [Bikel 1999] autori su upotrebili HMM za 
ekstrakciju imena i drugih entiteta iz teksta. Metod Maksimalne 
Entropije (Maximum Entropy, ME) iskorišćen je u radu [Borthwick 
1998] za prepoznavanje imenovanih entiteta. U oblasti biomedicine 
prepoznavanje imenovanih entiteta ima veoma široku upotrebu. Koristi 
se za prepoznavanje gena, proteina i interakcija meñu proteinima, 
eksperimentalnih metoda itd. Neki od primera upotrebe ekstrakcije 
entiteta u biomedicini su [Collier 2000, Lee 2003, Yamamoto 2003, 
Rice 2005, Yang 2008, Sarafraz 2009, Yang 2009]. Skriveni modeli 
Markova su tehnika koja je takoñe često upotrebljavana za ekstrakciju 
entiteta [Leek 1997, Ray 2001, Skounakis 2003]. Ova tehnika tretira 
rečenicu kao sekvencu, a ne gomilu reči. Automatska ekstrakcija 
interakcija meñu proteinima i genima predstavlja trenutno veoma 
aktuelan zadatak. Pristupi [Craven 1999, Ding 2002] procesiraju fraze, 
rečenice i apstrakte i koriste statističke mere istovremenog pojavljivanja 
termina da bi obavili ovaj zadatak. Automatsko uparivanje šablona 
(Pattern-template matching) i skupovi ručno ili automatski generisanih 
pravila se takoñe koriste prilikom identifikacije interakcija meñu 
proteinima i genima [Ono 2001, Kaneta 2004]. 
Automatska ekstrakcija entiteta i veza meñu njima je samo 
jedan od koraka prilikom istraživanja tekstova. Kako bi se rezultati 
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ovog koraka mogli dalje upotrebiti potrebne su semantički bogatije 
informacije od informacija o identifikovanim entitetima i vezama. 
1.1.3.2. Automatsko generisanje apstrakata 
Automatsko generisanje apstrakata predstavlja proces 
automatskog formiranja sažetka datog teksta koji bi trebalo da sadrži 
samo najznačajnije rečenice iz teksta. Ovaj zadatak se takoñe naziva 
automatska sumarizacija teksta. Mnogi autori vršili su eksperimente sa 
upotrebom automatske kategorizacije rečenica za automatsku 
sumarizaciju. Jedan od ranijih pristupa je [Kupiec 1995] u kome su 
autori upotrebili naivni Bayesov klasifikator da bi rangirali rečenice po 
značajnosti za sumarizaciju. Osobine koje su korišćene prvi put su 
predložene u [Luhn 1958, Edmundson 1968] i uključuju frekvencije 
reči, lokaciju i dužinu rečenice, prisustvo indikatorskih fraza (cue 
phrases) npr. „in this article“ ili „in conclusion“ i prisustvo reči iz 
naslova sekcija ili članka. Slični pristupi su i [Goldstein 1999, Nobata 
2001, Nobata 2002].  
Za sumarizaciju teksta korišćeno je i klasterovanje dokumenata 
ili delova dokumenata [Radev 2000, Ganapathiraju 2002]. Mera 
sličnosti za klasterovanje ovde ima za cilj da zbliži rečenice koje 
pripadaju istoj temi. Prilikom odabira rečenice za apstrakt koji se 
formira posmatra se njena sličnost u odnosu na centroide klastera i 
razlike u odnosu na rečenice već odabrane za apstrakt. Prednost 
upotrebe klasterovanje je u tome što se ovakva vrsta sumarizacije može 
upotrebiti za istovremenu sumarizaciju više dokumenata (multiple 
document summarization).  
1.1.3.3. Analiza retoričkih relacija 
Retoričke relacije opisuju se kao relacije u tekstu koje povezuju 
više tekstualnih jedinica koje fokusiraju zadati cilj, čineći time tekst 
koherentnim. Neke od tipičnih relacija su: dokaz (evidence), kontrast 
(contrast), objašnjenje (explanation) itd. To znači da posmatrana 
jedinica teksta može da potkrepi ono što je rečeno u prethodnoj rečenici 
(jedinici) ili da se postavi u kontrastu sa njom, a može i da bude dalje 
objašnjenje prethodne jedinice. Eksperimenti u prepoznavanju i 
kategorizaciji retoričkih relacija pokazuju da se na taj način može 
ubrzati kako automatsko procesiranje tako i čitanje teksta [Knott 1998, 
Chuang 2000, Marcu 2002, Light 2004]. 
Postoji mnogo pristupa kod kojih se primenjuje analiza 
retoričkih relacija na tekstove naučnih članaka. U pristupu [Mann 1988] 
predložena je Teorija Retoričke Strukture (Rhetorical Structure Theory, 
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RST) koja je definisala 23 relacije npr. svrha (purpose), razlog (cause), 
elaboracija (elaboration) itd. Autori u [Knott 1994, Knott 1998] koriste 
indikatorske fraze (npr. because, but, and) da bi klasifikovali relacije, 
autori su takoñe napravili taksonomiju relacija sa odgovarajućim 
indikatorskim frazama. Pristup [Marcu 2002] koristi metode mašinskog 
učenja za klasifikaciju relacija meñu rečenicama. Upotrebljena je 
mnogo grublja podelu relacija u odnosu na [Knott 1994, Knott 1998] tj. 
samo četiri relacije: kontrast (contrast), uzrok-objašnjenje-dokaz 
(cause-explanation-evidence), uslov (condition) i elaboracija 
(elaboration). Autori su izvršili eksperimente na dva korpusa rečenica 
čija se veličina meri u milionima i saopštili veoma dobre performanse 
(tačnost - accuracy od 93% za neke od kategorija). Upotrebljeni 
klasifikator bio je naivni Bayesov. 
Analiza retoričkih relacije je takoñe upotrebljena za automatsko 
generisanje apstrakata [Chuang 2000]. Rečenice su prvo podeljene na 
segmente na osnovu indikatorskih fraza definisanih u [Marcu 2002]. 
Nakon toga za svaki od segmenata izračunate su osobine definisane u 
[Kupiec 1995] i dodeljene su mu relacije koje zadovoljava iz RST 
teorije [Mann 1988]. Segmenti su klasifikovani u dve kategorije u 
zavisnosti od toga da li su relevantni za apstrakt ili ne. Autori su izvršili 
eksperimente sa tri klasifikatora: stablo odlučivanja, naivni Bayesov i 
neuralne mreže. Saopštena je tačnost od 78%, dok je tačnost 
komercijalnog softvera za automatsku sumarizaciju ugrañenog u 
Microsoft Word bila 60.8% na istom korpusu. 
Analiza retoričkih relacija može se primeniti prilikom 
prepoznavanja entiteta i relacija meñu njima kako bi rezultati sadržali 
dodatne semantičke informacije. Na primer, u [Light 2004a] je 
predstavljen pristup kod koga su identifikovane i ručno anotirane 
relacije koherencije u korpusu biomedicinskih apstrakata. Autori su 
anotirali samo rečenice vezane za interakcije proteina.  
 
1.1.3.4. Analiza retoričkih zona 
Analiza retoričkih zona predstavlja kategorizaciju rečenica u 
retoričke zone kojima pripadaju u tekstu. Za naučne publikacije tipične 
retoričke zone su: Cilj (Aim), Opšte pozanto znanje (Background), 
Problem (Problem), Metod (Method), Rezultat (Result) itd. Motivacija 
za kategorizaciju rečenica u retoričke zone proističe iz potrebe za 
kreiranjem apstrakata prilagoñenih potrebama korisnika. Na primer, cilj 
može biti samo površan pregled oblasti za šta je od značaja Backgorund 
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kategorija, dok su za detalje pristupa značajne kategorije Cilj, Metod i 
Rezultat. 
Pristup predložen u ovoj disertaciji koristi analizu retoričkih 
zona kako bi automatski izdvojio rečenice kategorije Metod na koje se, 
zatim, u drugom delu primenjuje automatska ekstrakcija informacija. Sa 
obzirom na to da pristupi koji vrše analizu retoričkih zona većinom 
sadrže kategoriju koja odgovara kategoriji Metod, ovi pristupi se mogu 
smatrati za pristupe koji imaju isti cilj kao i pristup predložen u ovoj 
disertaciji i detaljno su opisani u odeljku 1.3. 
 
1.1.4. Neke primene kategorizacije 
teksta 
Pored do sada navedenih postoje i druge primene kategorizacije 
teksta. Jedna od interesantnih primena je automatska analiza citata. 
Prilikom automatske analize citata cilj je da se identifikuju relacije koje 
postoje izmeñu rada koji se analizira i citiranog rada. Autori u [Mercer 
2003, Mercer 2004] izvršili su analizu uticaja indikatorskih fraza na 
prepoznavanje podržavajućih, kontrastnih i sl. relacija koje dati rad ima 
sa citiranim radovima. Njihovo istraživanje je pokazalo da prisustvo 
fraza kao što su „not, previously, although, in order to”, kao i 
indikatorskih reči koje opisuju sigurnost (poverenje) u rečenici kao što 
su „perhaps, might, demonstrate“ ima značajnu ulogu u analizi citata. 
Autori u [Light 2004b] istraživali su upotrebu rečenica koje 
sadrže pretpostavke (speculative sentence) u biomedicinskim 
publikacijama. Prvi korak njihovog pristupa bilo je da utvrde da li 
ljudski anotatori mogu da identifikuju rečenice koje sadrže 
pretpostavke. Nakon toga pokušali su da automatski klasifikuju rečenice 
u tri kategorije: slaba pretpostavka, jaka pretpostavka i nema 
pretpostavke. Rečenice su bile reprezentovane kao vektori termina koji 
su bili formirani pomoću sistema SMART [Salton 1971]. Upotrebljen je 
SVM klasifikator i saopštene su vrednosti od 84% i 39% za preciznost i 
odziv respektivno. 
Pristup [Friedman 1994] analizira semantiku rečenice i vrši 
semantičku kategorizaciju fraza. Rečenica se analizira pomoću pravila 
definisanih semantičkom gramatikom, dok se rečenice kategorizuju u 
semantičke kategorije koje su definisane pomoću kontrolisanog rečnika. 
Autori koriste korpus medicinskih izveštaja iz oblasti Radiologije. Neke 
od kategorija koje autori definišu su: Negacija (Negation) nema dokaza 
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za dijagnozu koja je trebalo da se utvrdi, Sigurnost (Certainty) - 
sigurnost u dijagnozu, Promena (Change) - termini koji se odnose na 
promenu u stanju pacijenta, Dijagnoza (finding), Stepen Dijagnoze u 
smislu opasnosti po zdravlje (Degree), itd. Korpus je sadržao 230 
izveštaja i autori su saopštili performanse od 85% za preciznost i odziv. 
 
1.2. Ekstrakcija Informacija 
 
Sa obzirom na to da je zadatak ekstrakcije metodologija u ovoj 
disertaciji realizovan pomoću tehnika iz oblasti Ekstrakcije Informacija, 
ova oblast detaljno je predstavljena u narednim odeljcima. Posebna 
pažnja posvećena je Conditional Random Fields (CRF) tehnici, jer je 
ona upotrebljena u sistemu predloženom u ovoj disertaciji. 
Ekstrakcija Informacija (Information Extraction, IE) predstavlja 
proces automatske ekstrakcije strukturiranih informacija kao što su: 
entiteti, veze meñu entitetima i atributi entiteta iz nestrukturiranih 
izvora kao što je slobodan tekst. Upotreba IE pruža mogućnost za 
semantički bogatije pretraživanja kolekcija tekstova u odnosu na 
klasično pretraživanje pomoću ključnih reči (keywords). Ekstrakcija 
Informacija ima korene u oblasti NLP ali je tokom svog razvoja 
uključila i metode iz oblasti mašinskog učenja, pronalaženja 
informacija, baza podataka, Web programiranja, itd. Prvi zadaci IE bili 
su vezani za prepoznavanje imenovanih entiteta kao što su lična imena 
ili imena kompanija kao i odnosa izmeñu njih. Značajan uticaj na razvoj 
ove oblasti u to vreme imala su dva takmičenja: Konferencija o 
Razumevanju Poruka (Message Understanding Conference, MUC) 
[Sundheim 1991, Grishman 1996, Chinchor 1998] i takmičenje u 
Automatskoj Ekstrakciji Sadržaja (Automatic Content Extraction, ACE) 
[ACE 2004, NIST 1998]. Razvoj Interneta, pored dostupnosti velike 
količine nestrukturiranih informacija, doneo je i nove izazove za IE oblast 
tj. došlo je do pojave velikog broja zadatka za IE, kako naučne tako i 
komercijalne prirode.  
U skladu sa zadacima tj. potrebama korisnika, kao i sa razvojem 
drugih oblasti, oblast IE evoluirala je u poslednjih dvadeset godina. Prvi 
sistemi sastojali su se do ručno formiranih pravila [Appelt 1993, 
Lehnert 1993, Riloff 1993]. Pošto je ručno formiranje težak i vremenski 
zahtevan proces razvijeni su postupci za automatsko formiranje pravila 
iz teksta [Aitken 2002, Califf 1999, Ciravegna 2001, Soderland 1999]. 
Bez obzira da li su formirana ručno ili automatski pravila su uglavnom 
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bila suviše „gruba“ za ekstrakciju informacija iz kolekcija tekstova koje 
sadrže „šum“ tj. greške ili nedostajuće podatke. Sa razvojem 
statističkog učenja paralelno se razvijaju dve grane modela za IE: 
generativni zasnovani na skrivenim modelima Markova [Agichtein 
2004, Bikel 1997, Seymore 1999, Borkar 2001] i deterministički modeli 
koji koriste uslovnu verovatnoću i zasnovani su na modelu Maksimalne 
Entropije [Borthwick 1998, Ratnaparkhi 1999, McCallum 2000, Klein 
2002, Malouf 2002]. Nakon toga obe grupe modela zamenjene su 
superiornijim modelima koji su takoñe zasnovani na uslovnoj 
verovatnoći ali prevazilaze nedostatke HMM i ME modela i pružaju 
bolje performanse, nazvanim Conditional Random Fields [Lafferty 
2001]. Kako bi se obavili zadaci kao što je analiza strukture dokumenta 
(prepoznavanje naslova, sekcija, slika itd) razvijene su tehnike za 
konstrukciju gramatika [Shilman 2005, Viola 2005]. Iako su IE tehnike 
doživele evolutivni razvoj, a samim tim su se neki modeli izdvojili po 
svojim dobrim performansama, ne postoji tehnika za koju se može reći 
da je izašla kao pobednik tj. da je tehnika koja sada dominira pri 
obavljanju IE zadataka. Metode zasnovane na pravilima se i dalje 
koriste [Maynard 2001, Cunningham 2002, Jayram 2006, Shen 2007], 
kao i metode zasnovane na statističkom učenju [McCallum 2002, 
Bunescu 2005, Wu 2007]. Pored toga razvijene su i hibridne tehnike 
koje objedinjuju dobre strane obe prethodno pomenute grupe tehnika 
[Califf 2003, Cumby 2003, Marthi 2003, Choi 2005, Feldman 2006, 
Ramakrishnan 2007].  
 
1.2.1. Primene ekstrakcije informacija 
Tehnike za ekstrakciju informacija primenjuju se za obavljanje 
različitih vrsta zadataka. U ovoj sekciji predstavljene su najznačajnije 
komercijalne primene IE tehnika i najznačajnije primene IE tehnika za 
ekstrakciju naučnih informacija.  
1.2.1.1. Komercijalne primene 
Praćenje vesti (News tracking). Jedna od prvih primena IE i 
NLP tehnika je automatsko praćenje različitih vrsta dogañaja iz 
tekstualnih izvora vesti. Takmičenja MUC [Sundheim 1991, Grishman 
1996, Chinchor 1998] i ACE [ACE 2004] predstavljaju primer praćenja 
podataka o ljudima, kompanijama i relacijama meñu njima npr. „je-
direktor-od“ (is-CEO-of) i sl. Još neke od popularnih primena su 
praćenje epidemija bolesti [Grishman 2002] ili vesti o terorističkim 
napadima. Kao posledica aktuelnosti praćenja vesti pojavljuje se veliki 
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broj publikacija [Grishman 1997, Cunningham 2005, Turmo 2006] i 
prototipa [Appelt 1993, Riloff 1993, Cunningham 2002, Grishman 
2002]. Jedan od zanimljivih primera je automatsko kreiranje 
multimedijalnih vesti koje povezuju animacije, slike i tekst pri čemu su 
kreirane vesti anotirane semantičkim meta-podacima dobijenim 
upotrebom IE [Spotlight]. 
Briga o kupcima (Customer care). Sva preduzeća koja 
zarañuju od kupaca vrše prikupljanje nestrukturiranih podataka o 
svojim kupcima (ankete, podaci iz korisničke službe i sl). Kako bi se 
prikupljeni podaci mogli iskoristi za poboljšanje poslovanja potrebno je 
iz njih ekstrahovati informacije u strukturiranom obliku. Za ovaj 
zadatak mogu se uspešno primeniti IE modeli. Neki od primera su 
identifikacija imena i atributa proizvoda iz elektronske pošte kupaca i 
povezivanje dobijenih informacija sa konkretnim transakcijama sa kasa 
[Chakaravarthy 2006, Bhide 2007], prepoznavanje imena prodavaca i 
adresa sa faktura [Zhu 2007], ekstrakcija podataka iz formulara 
osiguravajućeg društva [Popowich 2005], prepoznavanje raspoloženja 
kupaca iz zapisa telefonskih razgovora sa korisničkom službom 
[Jansche 2002] i identifikacija imena proizvoda i njihovih atributa iz 
tekstualnih opisa proizvoda [Ghani 2006]. 
Pročišćavanje podataka (Data Cleaning). Važan deo procesa 
skladištenja podataka (data warehousing) je pročišćavanje podataka 
koji su obično u nestrukturiranom obliku, i njihovo razdvajanje na 
logičke celine i pohranjivanje u skladište u strukturiranom obliku. Na 
primer, kućne adrese su obično zadate u nestrukturiranom obliku a 
potrebno ih je razdvojiti na adresu, broj grada, poštanski broj, itd. 
Ovakav način preprocesiranja podataka omogućava lakše pretraživanje 
skladišta kao i otklanjanje nekonzistentnosti podataka do koje dolazi 
kada se ista kućna adresa čuva kao više različitih slogova u skladištu 
[Borkar 2001, Ananthakrishna 2002, Sarawagi 2002, Agichtein 2004]. 
Ekstrakcija podataka iz oglasa (Ads). Oglasi postavljeni na 
Internetu uglavnom su u nestrukturiranom obliku i predstavljaju dobar 
materijal za upotrebu IE tehnika kako bi se iz njih formirali strukturirani 
podaci kao što su: predmet oglasa, oglašavač, cena ili adresa [Muslea 
1999, Soderland 1999, Muslea 2001, Michelson 2005]. 
1.2.1.2. Organizacija ličnih podataka 
Sistemi za organizaciju ličnih podataka imaju za cilj da 
automatski identifikuju i povezuju informacije iz ličnih podataka 
korisnika kao što su dokumenti ili elektronska pošta [Chakrabarti 2002, 
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Cai 2005, Cutrell 2006]. Ova vrsta IE sistema fokusira se uglavnom na 
datoteke kao osnovne nosioce ličnih podataka korisnika. Primer 
upotrebe ovakvog sistema bilo bi, recimo, automatsko povezivanje 
pominjanja ličnih imena i prezimena u tekstovima elektronske pošte sa 
odgovarajućim podacima iz adresara korisnika i sl. Elektronska pošta 
predstavlja uobičajen poligon za testiranje ove vrste sistema [Cohen 
2005, Minkov 2005, Jayram 2006]. 
1.2.1.3. Ekstrakcija informacija iz naučnih 
publikacija 
Razvoj bioinformatike proširio je ustaljeni skup zadataka za IE 
tehnike. Velike količine naučnih publikacija postale su lako dostupne 
putem repozitorijuma kao što je PubMed. Primeri trenutno aktuelnih 
zadataka u oblasti biomedicine su identifikacija imena gena ili proteina, 
kao i prepoznavanje vrsta reakcija meñu proteinima [BioCreAtIvE, 
Bunescu 2005, Rice 2005, Plake 2006, Yang 2008, Sarafraz 2009, Yang 
2009]. Sa obzirom na to da su zadaci identifikacije gena ili proteina 
značajno kompleksniji od identifikacije ličnih imena ili imena 
kompanija, primena ekstrakcije informacija u oblasti biomedicine u 
velikoj meri doprinosi daljem razvoju IE oblasti.  
Sistem predložen u ovoj disertaciji pripada grupi pristupa koji 
primenjuju IE tehnike za ekstrakciju informacija iz naučnih publikacija.  
1.2.1.4. Ekstrakcija informacija dostupnih na 
Internetu 
Baze citata (Citation Databases). Mnoge popularne baze citata, 
kao što su Citeseer [Lawrence 1999] i Google Scholar [GoogleScholar], 
kreirane su pomoću IE tehnika primenjenih na nestrukturirane podatke 
koji su dobijeni sa Web strana konferencija ili ličnih strana autora, itd. 
Prilikom automatske ekstrakcije podataka o citatima potrebno je 
pronaći odgovarajuće stranice sa publikacijama (na primer stranice 
konferencija), potrebno je procesirati HTML sadržaj u potrazi za 
imenima autora, naslovima radova, godinom publikacije, itd. Sa 
obzirom na to da je većina publikacija na Internetu dostupna u PDF 
formatu značajan deo formiranja baza citata je ekstrakcija informacija iz 
dokumenata u ovom formatu. Baze citata predstavljaju veoma značajan 
resurs za pronalaženje potrebne naučne literature, analize razvoja 
naučnih oblasti, kao i za voñenje statistike o citatima za autore.  
Baze podataka o mišljenjima (Opinion Databases). Postoji 
veliki broj Web stranica koji sadrži mišljenja ljudi o različitim temama. 
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Ljudi svoja mišljenja saopštavaju u obliku slobodnog teksta u vidu 
blogova, foruma, grupa za praćenje vesti (news-groups), ocenama 
proizvoda (product rewievs), itd. Postoji značajan interes kod 
proizvoñača da saznaju šta potrošači misle o njihovim proizvodima ili 
recimo kod državne uprave koja želi da sazna mišljenje ljudi o novim 
porezima, itd. Iz tog razloga razvijeni su pristupi koji će iz gore 
pomenutih izvora ekstrahovati informacije i skladištiti ih u 
strukturiranom obliku [Liu 2005, Popescu 2005]. Pregled literature 
vezan za ovu temu može se pronaći u [Pang 2008]. 
Web sajtovi zajednica (Community Websites). Još jedan dobar 
primer primene IE tehnika su Web sajtovi zajednica kao što su DBLife 
[DeRose 2007] i Rexa [Rexa] koji prate informacije o istraživačima, 
konferencijama, predavanjima, projektima i svim ostalim dogañajima 
relevantnim za naučnu zajednicu. Ekstrakcija svih navedenih 
informacija predstavlja kompleksan i obiman zadatak koji uključuje 
pronalaženja Web stranica sa najavama predavanja, ekstrakciju 
podataka o predavanjima, predavaču, lokaciji i vremenu održavanja, 
ekstrakciju podataka sa Web sajtova konferencija, itd. 
Uporedno kupovanje (Comparison Shopping). Web sajtovi za 
uporedno kupovanje nude kupcima mogućnost da porede cene i kvalitet 
sličnih proizvoda od različitih prodavaca. Da bi se sajtovi ovakve vrste 
mogli formirati potrebno je prikupiti veliku količinu podataka sa sajtova 
Web prodavnica. Sa obzirom na to da su ti podaci uglavnom dostupni u 
nestrukturiranom obliku potrebno je primeniti IE tehnike za njihovo 
procesiranje [Etzioni 1997, He 2007].  
Postavljanje Internet oglasa (Ad Placement on Webpages). 
Jedan od interesantnih zadataka za ekstrakciju informacija je 
automatsko postavljanje oglasa na Web stranice. Da bi se ovaj zadatak 
obavio potrebno je izvršiti ekstrakciju informacija iz sadržaja 
semantički i kategorizovati dobijene informacije tj. upariti ih sa 
kategorijama oglasa [Broder 2007]. 
Obogaćeno Internet pretraživanje (Structured Web Searches). 
Jedan od izazova za IE oblast je omogućavanje pretraživanja Interneta 
pomoću upita koji su semantički bogatiji od pretrage pomoću ključnih 
reči. Pretraživanje pomoću ključnih reči dovoljno je za pronalaženje 
informacija o entitetima ali se značajno komplikuje ako je potrebno 
pronaći informacije o relacijama meñu entitetima. Na primer, ako 
korisnik želi da pronañe sve Internet stranice koje sadrže relaciju 
„Proizvoñač X proizvodi proizvod Y” postoji veliki broj upita koji 
sadrže sinonime i skraćenice reči „proizvoñač“ i „proizvod“ koje je 
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potrebno da postavi kako bi pronašao tražene stranice pomoću upita 
koji sadrže samo ključne reči. Semantički bogatije Internet pretraživanje 
je oblast koja se više dobija na značaju [Chakrabarti 2002, Suchanek 
2006, Cafarella 2007, Suchanek 2007]. 
 
1.2.2. Pregled tehnika za ekstrakciju 
informacija 
 
U ovom odeljku predstavljen je pregled tehnika za ekstrakciju 
informacija. Pregled je izvršen po sledećih pet kriterijuma: 
• Informacije koje se ekstrahuju (entiteti, veze meñu 
entitetima, atributi entiteta, itd); 
• Izvor nestrukturiranih podataka (granularnost: 
dokument, rečenica itd, oblik podataka: slobodan tekst, 
HTML stranica, itd); 
• Strukturirani podaci koji se koriste pri ekstrakciji 
(strukturirane baze podataka, ontologije, anotirani 
primeri nestrukturiranih podataka, itd); 
• Metod upotrebljen za ekstrakciju (zasnovan na ručno ili 
automatski formiranim pravilima ili zasnovan na 
statističkom učenju); 
• Rezultat ekstrakcije (anotiran nestrukturirani tekst ili 
baza podataka). 
 
1.2.2.1. Informacije koje se ekstrahuju 
 
Informacije koje se ekstrahuju iz nestrukturiranog teksta 
generalno se mogu podeliti u četiri kategorije: entiteti, veze meñu 
entitetima, atributi entiteta i kompleksnije strukture kao što su liste ili 
tabele.  
Entiteti 
Entiteti su imeničke fraze koje se sastoje od jednog ili više 
tokena. Najčešće ekstrahovani entiteti su imenovani entiteti kao što su 
lična imena, imena kompanija i lokacija. Ekstrakcija imenovanih 
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entiteta dobila je na značaju zahvaljujući MUC [Chinchor 1998, 
Grishman 1996], ACE [NIST 1998, ACE 2004] i CoNLL [Tjong 2003] 
takmičenjima. Identifikacija imenovanih entiteta prvi put je uvedena u 
šestom MUC takmičenju [Grishman 1996] koje je sadržalo tri zadatka: 
prepoznavanje imena i skraćenica ljudi, organizacija i lokacija 
(originalni naziv za oznaku imenovanog entiteta bio je „entity name 
expression“ - ENAMEX), prepoznavanje apsolutnih odrednica za 
vreme („time expression“ - TIMEX) i prepoznavanje monetarnih i 
drugih numeričkih izraza („numerical expression“ - NUMEX). U 
današnje vreme lista imenovanih entiteta koji se ekstrahuju se značajno 
proširila. Zahvaljujući ekstenzivnoj primeni IE u biomedicini spisak 
ekstrahovanih entiteta uključuje nazive gena, proteina, bolesti, itd. 
Takmičenje ACE definiše preko 100 vrsta entiteta koji se ekstrahuju. 
Sledi primer nestrukturiranog teksta i rezultata ekstrakcije (primer je 
preuzet sa [Wikipedia NER]. 
Nestrukturiran tekst: 
Jim bought 300 shares of Acme Corp. in 2006. 
Rezultat ekstrakcije: 
<ENAMEX TYPE="PERSON">Jim</ENAMEX> bought <NUMEX 
TYPE="QUANTITY">300</NUMEX> shares of <ENAMEX 
TYPE="ORGANIZATION">Acme Corp.</ENAMEX> in <TIMEX 
TYPE="DATE">2006</TIMEX>. 
Tabela 1.1 Primer identifikacije imenovanih entiteta. 
 
Veze izmeñu entiteta 
Veze izmeñu entiteta predstavljaju odnose koji mogu da postoje 
izmeñu entiteta i definišu se pre primene IE tehnika. Neki od primera 
veza izmeñu entiteta su: „radi u“ izmeñu osobe i firme; „preuzela je“ 
izmeñu dve firme; „lokacija zaraze je“ izmeñu naziva bolesti i naziva 
lokacije. Razlika izmeñu identifikovanih entiteta i veza je to što su 
identifikovani entiteti direktno anotirani u tekstu, dok veze predstavljaju 
relacije koje važe izmeñu delova teksta (text spans) i ne mogu se 
direktno anotirati u tekstu. Sledi primer ekstrahovanih relacija iz 
nestrukturiranog teksta finansijskih vesti (tabela 1.2). 
Ekstrakcija veza izmeñu više od dva entiteta u literaturi često se 
naziva ekstrakcija zapisa (record extraction). Jedan od najčešće 
ekstrahovanih tipova zapisa su zapisi o dogañajima (event extraction). 
Na primer, za dogañaj kao što je pojava epidemije neke bolesti može se 
identifikovati višestruka relacija koja povezuje naziv bolesti, broj 
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zaraženih, broj umrlih, lokaciju i datum početka epidemije. Neki zadaci 
ekstrakcije višestrukih relacija su trivijalni jer se podrazumevaju u 
samom nestrukturiranom tekstu, na primer ako se procesira deo teksta 
sa adresom podrazumeva se da se ekstrahovana ulica nalazi (Located_in 
- veza) u ekstrahovanom gradu. 
Nestrukturiran tekst: 
IBM on Friday said it has completed the $1.3 billion takeover of Internet 
Security Systems. The Atlanta-based company is now part of IBM Global 
Services' Infrastructure Management Services organization. 
Ekstrahovane relacije: 
IBM <Aqurired> Internet Security Systems 
Internet Security Systems <Located_in> Atlanta 
Tabela 1.2. Primer ekstrakcije veza izmeñu entiteta. 
Jedan od interesantnih zadataka za ekstrakciju relacija je 
Obeležavanje Semantičkih Uloga (Semantic Role Labelling) [SRL]. 
Semantička uloga je odnos koji sintaktička konstituent (syntactic 
constituent) ima sa predikatom (predicate) u rečenici. Tipične 
semantičke uloge su: Agent (vršilac radnje), Patient (predmet radnje) i 
Instrument (sredstvo koje služi za obavljanje radnje). Semantičke uloge 
takoñe mogu biti vezane za vreme, lokaciju, uzrok, itd. Obeležavanje 
semantičkih uloga deo je zadataka na CoNLL takmičenju [Tjong 2003]. 
Sledi primer ekstrahovanih uloga za rečenicu „He wouldn't accept 
anything of value from those he was writing about.“ Primer je preuzet 
sa [SRL].  
[A0 He ] [AM-MOD would ] [AM-NEG n't ] [V accept ] [A1 
anything of value ] from [A2 those he was writing about ] . 
Ekstrahovane semantičke uloge: 
V: verb, A0: acceptor, A1: thing accepted , A2: accepted-from, 
A3: attribute, AM-MOD: modal, AM-NEG: negation 
Tabela 1.3. Primer ekstakcije semantičkih uloga. 
Atributi entiteta 
Ekstrakcija atributa za dati entitet predstavlja automatsko 
identifikovanje atributa iz nestrukturiranog teksta i njihovo dodeljivanje 
datom entitetu. Identifikacija i ekstrakcija atributa predstavlja 
kompleksniji zadatak od prepoznavanja imenovanih entiteta zato što se 
atributi tj. vrednosti atributa obično nalaze suptilno skriveni u velikom 
broju reči vezanih za entitete. 
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Na primer, ako želimo da automatski sa Interneta prikupimo 
atribute vezane mišljenje ljudi o nekom proizvodu potrebno je da prvo 
identifikujemo delove Web strana koji se odnose na taj proizvod i onda 
da zaključimo da li su mišljenja pozitivna ili negativna. Ovaj proces se 
takoñe još naziva ekstrakcija mišljenja (opinion extraction) [Pang 
2008]. 
Kompleksne strukture (liste, tabele, ontologije itd) 
Vremenom predmet IE sistema postale su kompleksnije 
strukture kao što su tabele, liste i ontologije. Na primer pristupi [Hurst 
2000, Pinto 2003, Liu 2007] bave se identifikacijom tabela u 
dokumentima, pristupi [Embley 1999, Muslea 1999, Cohen 2002] vrše 
ekstrakciju elemenata listi, dok se u pristupu [Li 2007] obavlja 
ekstrakcija ontologija. Pregled literature na temu ekstrakcije tabela 
može se naći u [Embley 2006]. 
1.2.2.2. Vrsta izvora nestrukturiranih 
podataka 
 
U ovom odeljku izvori nestrukturiranih podataka organizovani 
su na osnovu dva kriterijuma: granularnost teksta na kome se 
primenjuju IE tehnike i format tj. heterogenost formata teksta. 
Granularnost izvora podataka 
Najčešće praktikovani vid ekstrakcije informacija je ekstrakcija 
iz nestrukturiranih zapisa kao što su adrese, citati ili oglasi [Soderland 
1999, Borkar 2001, Agichtein 2004, Peng 2004, Michelson 2008] i 
ekstrakcija informacija iz rečenica [Grishman 1996, Borthwick 1998, 
Chinchor 1998, NIST 1998, ACE 2004]. U slučaju nestrukturiranih 
zapisa podaci se mogu posmatrati kao skup strukturiranih polja koja su 
na neki način povezana. To znači da je svaka reč u zapisu od značaja za 
ekstrakciju i da je zadatak IE tehnike da na odgovarajući način odredi 
granice entiteta u zapisu. Za razliku od toga pri ekstrakciji informacija 
iz rečenica postoji veliki broj reči koje nisu od značaja za ekstrakciju. 
Postoji veliki broj IE zadataka kod kojih je za uspešnu 
ekstrakciju kao izvor podataka potrebno posmatrati širi kontekst od 
jedne rečenice tj. pasuse, delove dokumenta ili ceo dokument. Neki od 
primera su, ekstrakcija dogañaja iz članaka vesti [Grishman 1996, 
Chinchor 1998], ekstrakcija opisa kvara i broja dela koji je 
problematičan iz poruka elektronske pošte korisničke službe, 
ekstrakcija vremena održavanja i lokacije iz najava predavanja 
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[Seymore 1999], ekstrakcija strukturiranih informacija iz citata naučnih 
publikacija [Peng 2004]. 
Jedan od izazova prilikom ekstrakcije informacija iz konteksta 
koji je širi od jedne rečenice je izdvajanje samo onih rečenica koje 
sadrže informacije koje je potrebno ekstrahovati i onda primeniti IE 
tehnike na te rečenice. Problem izdvajanja rečenica relevantnih za 
ekstrakciju informaciju u sistemu predloženom u ovoj disertaciji rešen 
je pomoću automatske kategorizacije rečenica. Detaljan opis postupka 
dat je u odeljku 3.1. 
Heterogenost formata teksta 
Heterogenost formata teksta na koji se primenjuje IE tehnika 
ima značajan uticaj na performanse. Ekstrakcija informacija iz HTML 
stranica predstavlja lakši zadatak u odnosu na ekstrakciju informacija iz 
slobodnog teksta. U sledećih nekoliko pasusa predstavljene su tri 
kategorije heterogenosti formata teksta. 
Mašinski generisane stranice. Jedan od izvora podataka koji 
predstavljaju lakši zadatak za IE tehnike su mašinski (automatski) 
generisane HTML stranice. Ove stranice uglavnom postoje kod sajtova 
koji vrše interakciju sa bazom podataka na osnovu koje se stranice i 
generišu. Postoji veliki broj pristupa koji vrše IE nad mašinski 
generisanim stranicama [Hammer 1997, Kushmerick 1997, Hsu 1998, 
Mecca 1999, Muslea 1999, Sahuguet 1999, Barish 2000, Liu 2000, 
Baumgartner 2001, Arasu 2003, Crescenzi 2004]. 
Neformalno strukturirani domenski vezani izvori. Prilikom 
primene IE tehnika izvori su uglavnom vezani za neki konkretan 
domen. Primeri su članci vesti [Grishman 1996, Chinchor 1998, Tjong 
2003, ACE 2004], oglasi [Soderland 1999, Michelson 2008], citati 
[Borkar 2001, Peng 2004] u publikacijama, rezimei za posao, itd. Kod 
svih prethodno navedenih izvora postoji relativno neformalna sturktura 
tj. stil pisanja na osnovu koje se može kreirati IE model sa dobrim 
performansama. Naravno, postoji mnogo više razlika meñu različitim 
izvorima ove kategorije nego u slučaju mašinski generisanih stranica. 
Potpuno nestrukturirani izvori. Jedan od trenutno aktuelnih 
izvora podataka je Internet tj. Web. Značajna prednost Interneta kao 
izvora podataka je velika količina dostupnih podataka. Sa druge strane, 
izrazita heterogenost Web sadržaja čini ekstrakciju informacija iz ovog 
izvora vrlo kompleksnim zadatkom na kome se trenutno intenzivno radi 
[Etzioni 2004, Cafarella 2005, Shinyama 2006, Banko 2007].  
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1.2.2.3. Strukturirani podaci koji se koriste 
pri ekstrakciji 
U teoriji proces ekstrakcije informacija obično podrazumeva 
dva parametra: vrstu informacije koja se želi ekstrahovati i izvor 
nestrukturiranih podataka iz koga se informacije ekstrahuju. U praksi 
obično postoje pomoćni strukturirani izvori podataka kao što su 
strukturirane baze podataka ili anotirani primeri nestrukturiranih 
podataka koje se mogu koristiti kao obučavajući skup. 
Strukturirane baze podataka 
Integracija strukturirane baze podataka u IE proces ima značajan 
uticaj na povećanje performansi. Postoje IE sistemi koji bazu 
strukturiranih podataka konstantno dopunjuju primenom IE tehnika i 
onda tu bazu koriste za sledeću upotrebu IE sistema. Neki od primera su 
CiteSeer i Google Schoolar. Tipični primeri upotrebe strukturirane baze 
podataka su: korišćenje baze transakcija sa kasa kako bi se 
identifikovali kupci u tekstovima elektronske pošte korisničke službe, 
upotreba strukturiranih adresara za izdvajanje imena i prezimena ljudi iz 
elektronske pošte, upotreba baza podataka pošte za ekstrakciju podataka 
iz adresa. 
Anotirani nestrukturirani podaci 
Mnogi IE sistemi koriste anotirane nestrukturirane podatke kako 
bi formirali modele za ekstrakciju informacija. Iako ručno anotiranje 
teksta predstavlja vremenski zahtevan i monoton proces, na taj način 
formirani podaci su od velike koristi za IE sisteme iz dva razloga. Prvi 
je taj što se na osnovu anotiranog teksta, za razliku od strukturiranih 
baza podataka, mogu formirati semantički bogatije osobine kao što su 
recimo veze meñu entitetima. Drugi razlog je evaluacija performansi. 
Čak i u slučaju da IE sistem ne koristi anotirani teksta za formiranje 
modela, rezultati sistema mogu se uporediti sa anotiranim tekstom i na 
osnovu toga mogu se izračunati različite mere performansi. Anotirani 
tekst upotrebljen za evaluaciju performansi u literaturi obično se naziva 
zlatni standard (gold standard). 
Sistem predložen u ovoj disertaciji koristi ručno anotirani 
tekstualni skup podatka za formiranje modela za IE i kao zlatni standard 
za evaluaciju performansi. 
Alati za pre-procesiranje nestrukturiranog teksta 
Veliki broj IE sistema kao polazni skup podataka ne koriste 
potpuno nestrukturiran tekst već tekst koji je označen (procesiran) 
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pomoću nekog od alata za preprocesiranje nestrukturiranog teksta. 
Pomenuti alati procesiranju tekst iz dva aspekta: jezičkog 
(prepoznavanje vrsta reči, sintaktičkih relacija, itd) i iz aspekta formata 
teksta (prepoznavanje naslova, pasusa, rečenica, itd). 
Analiza teksta. Nestrukturiran tekst se obično analizira pomoću 
niza alata koji su povezani na taj način da naredni alat procesira rezultat 
prethodnog alata (processing pipeline). Neki od najčešće korišćenih 
alata su: 
• Analizator i tokenizator rečenica (Sentence analyzer and 
tokenizer) koji prepoznaje granice rečenica u dokumentu 
i na taj način izdvaja rečenice. Nakon toga razdvaja 
rečenice na tokene na osnovu graničnika (delimiter) kao 
što su prazan prostor ili znaci interpunkcije. Token može 
biti reč, broj, znak interpunkcije, itd. 
• Alat za odreñivanje vrste reči (Part of speech tagger) 
koji svakoj reči u rečenici dodeljuje odgovarajuću 
gramatičku kategoriju iz predefinisanog skupa 
kategorija. Skupovi kategorija, pored standardnih vrsta 
reči kao što su imenica, glagol, pridev i sl., uključuju i 
detaljnije kategorije. Najčešće korišćeni skupovi 
kategorija su Penn treebank [Penn] koji ima 45 
kategorija i Brown [Brown] koji ima 179 kategorija. 
Sledi primer rečenice označene sa vrstama reči:  
  The/DT Naive/NNP Bayes/NNP classifier/NN is/VBZ 
used/VBN for/IN sentence/NN classification/NN ./. 
• Sintaktički parser (Syntactic parser) koji grupiše reči u 
fraze kao što su imeničke fraze (noun phrases), 
glagolske fraze (verb phrases), predloške fraze 
(prepositional phrases). Rezultat parsiranje je stablo 
parsiranja (parse tree) koje sadrži reči grupisane u 
sintaktičke fraze.  
Sistem predložen u ovoj disertaciji koristi Stanford sintaktički 
parser [Klein 2003a,b] koji kao rezultat uključuje i odreñivanje vrsta 
reči. Način formiranja osobina za ekstrakciju informacija pomoću 
Stanford parsera detaljnije je opisan u odeljku 3.2. Primer stabla 
parsiranja za rečenicu „The Naive Bayes classifier is used for sentence 
classification.“ formiranog pomoću Stanford parsera dat je na slici 1.1, 
dok je na slici 1.2. dat primer sintaktičkih relacija ovog parsera za istu 
rečenicu. 
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Slika 1.1. Primer stabla parsiranja dobijenog pomoću Stanford parsera. 
 
Slika 1.2. Primer sintaksičkih relacija formiranih pomoću Stanford 
parsera. 
Većina navedenih alata za procesiranje teksta su veoma 
vremenski zahtevni i skloni greškama (naročito parsiranje). Najčešći 
izvor grešaka je parsiranje gramatički loše formiranih rečenica (na 
primer rečenica iz tekstova elektronske pošte). Iz tih razloga savremeni 
IE sistemi teže ka tome da se ovi alati koriste samo na manje delove 
teksta (koji su od značaja za IE), a ne na ceo tekst. Takoñe se uvode 
ručno formirana pravila i drugi načini za korekciju grešaka kako se one 
ne bi propagirale u ostale korake preprocesiranja i formiranja IE 
modela.  
Alati kao što su GATE [Cunningham 2002] i UIMA [Ferrucci 
2004] pružaju mogućnost poboljšane analize teksta. Takoñe, postoje 
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javno dostupne, biblioteke softvera za analizu teksta kao što su: IBM 
Languageware [Languageware], alati Stanford NLP grupe [StanfordNLP] 
i biblioteke koje su deo OpenNLP projekta [OpenNLP].  
Sistem predložen u ovoj disertaciji koristi alat LT-TTT2 [LT-TTT2] 
koji je razvila Language Technology grupa na Univerzitetu u Edinburgu za 
formiranje osobina za kategorizaciju rečenica. Detalji vezani za primenu 
LT-TTT2 alata dati su u poglavljima 3 i 6. 
Analiza formatiranog teksta. U slučaju da je tekst nad kojim se 
vrši ekstrakcija informacija formatiran tj. dostupan u nekom od formata 
kao što je PDF ili Web strana, za uspešno formiranje IE modela uputno je 
iskoristiti sve osobine koje pruža format teksta. Neki od primera osobina 
formata teksta su: prepoznavanje naslova, podnaslova, tekstova ispod slika, 
fonta teksta, itd. Upotrebom odgovarajućih alata za procesiranje 
formatiranog teksta dobijaju se informacije o strukturi teksta najčešće u 
obliku stabla. Postoji veliki broj pristupa koji vrše analizu strukture 
formatiranog teksta [Embley 1999, Muslea 2001, Mao 2003, Cai 2004, 
Shilman 2005].  
1.2.2.4. Metode ekstrakcije 
Metode ekstrakcije informacija klasifikuju se na osnovu dva 
kriterijuma: načina formiranja modela (ručno ili pomoću mašinskog 
učenja) i načina funkcionisanja metode (pomoću pravila ili upotrebom 
statistike). 
Način formiranja modela 
Prilikom kreiranja ručno formiranih modela ekspert kreira skup 
pravila ili delova programskog koda pomoću kojih će se vršiti 
ekstrakcija informacija. Ekspert (ili tim eksperata), pored znanja o 
domenu iz koga se ekstrakcija vrši, mora da poseduje i znanje iz 
programiranja i iz lingvistike kako bi formirana pravila bila robusna i 
pružala dobre performanse. Za razliku od ručno formiranih modela, 
metode zasnovane na mašinskom učenju koriste skup anotiranih 
primera kako bi pomoću njega formirale model. Kreiranje anotiranih 
primera takoñe zahteva prisustvo eksperta. Pored eksperta, za 
formiranje ove vrste modela, potrebno je poznavanje metoda mašinskog 
učenja kako bi se odabrao odgovarajući model i reprezentacija 
podataka. U samom početku razvoja IE oblasti ručno formirani modeli 
bili su superiorniji od modela zasnovanih na mašinskom učenju. Iako u 
današnje vreme performanse modela formiranih mašinskim učenjem 
dosežu i prestižu ručno formirane modele [Sehgal 2009], ručno 
formirani modeli imaju dobre performanse i ekstenzivnu primenu u 
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kompleksnim IE zadacima i na korpusima uskog domena [Kappeler 
2008]. 
Način funkcionisanja metode 
Metode zasnovane na pravilima primenjuju na tekst skup 
predefinisanih pravila za ekstrakciju. Za ekstrahovane informacije 
uzimaju se rezultati primenljivih pravila. Svaka od ovih metoda sadrži 
neku vrstu strategije za izbor rezultata jednog od pravila ako je moglo 
da se primeni više od jednog pravila.  
Za razliku od metoda zasnovanih na pravilima, statističke 
metode posmatraju rečenicu kao niz tokena ili većih delova (chunks) i 
pomoću modela svakom od tokena ili delova dodeljuju kategorije. 
Kategorije su vrste entiteta koji se ekstrahuju. Nakon dodele kategorije 
svi uzastopni tokeni ili delovi koji imaju istu kategoriju proglašeni su za 
entitete kome ta kategorija odgovara. Svaki od tokena ili delova 
reprezentovan je pomoću predefinisanog skupa osobina. Na osnovu 
reprezentacija za formiranje modela za dodelu kategorija može se 
upotrebiti bilo koja tehnika mašinskog učenja kao što je klasifikator ili 
model za označavanje sekvenci (sequence labeling model), itd.  
Metode zasnovane na pravilima obično pružaju dobre rezultate 
kada su primenjene na uskom domenu i kada su dostupni eksperti koji 
će pravila formirati. Nasuprot tome, metode koje koriste statistiku 
pružaju bolje performanse na širim domenima kao što je recimo 
ekstrakcija mišljenja o nekoj temi sa Interneta, itd. 
Sistem predložen u ovoj disertaciji koristi tehniku za 
označavanje sekvenci Conditional Random Fields za ekstrakciju 
informacija. Iako je korpus nad koji se ekstrakcija informacija vrši iz 
relativno uskog domena (ATR), po mišljenju autora zadatak semantičke 
kategorizacije metodoloških fraza je suviše kompleksan za upotrebu 
ručno formiranih pravila. Tačnije, broj pravila potrebnih da bi se pokrili 
svi mogući lingvistički konteksti u kojima se nalaze metodološke fraze 
je prevelik da bi se ona ručno formirala. Tehnika CRF detaljno je 
predstavljena u odeljku 1.2.4. dok je upotreba tehnike prikazana u 
odeljku 3.2. 
1.2.2.5. Rezultat ekstrakcije 
Postoje dve vrste rezultata primene IE tehnika. Prva je anotirani 
nestrukturiran tekst. Druga vrsta rezultata je popunjena strukturirana 
baza podataka.  
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U prvom slučaju rezultat je tekst na kome je primenjena IE 
tehnika i u kome su označene informacije koje je IE sistem 
prepoznavao. Kod druge vrste rezultata jedini cilj je popuna baze dok se 
tekst nad kojim je izvršena ekstrakcija odbacuje. Distinkcija izmeñu dve 
navedene vrste rezultata napravljena je zato što postoje sistemi koji 
koriste anotirani tekst koji je rezultat primene modela kako bi poboljšali 
sam model tj. njegove performanse.  
1.2.3. Problemi i izazovi u oblasti 
ekstrakcije informacija  
 
Prilikom dizajna i upotrebe IE sistema postoje mnogi problemi i 
izazovi sa kojima se njihovi autori suočavaju. U ovom odeljku ukratko 
su opisani neki najveći problemi i izazovi. To su, pre svega, 
performanse u smislu tačnosti i performanse u smislu brzine rada 
(izvršavanja). Postoje i drugi izazovi koji se odnose na održavanje i 
integraciju rezultata. 
Tačnost 
Iako IE oblast postoji već duže vreme jedan od najvećih izazova 
je kreiranje sistema koji postiže veliku tačnost. Postoje mnogi faktori 
koji doprinose tačnosti sistema. U nastavku su navedeni neki od 
značajnijih faktora. 
Raznovrsnost osobina. Sa obzirom na to da su zadaci IE 
veoma kompleksni, potrebno je u IE sistem integrisati veliki broj 
različitih osobina o informacijama koje se žele ekstrahovati. Čak 
relativno jednostavni zadaci kao što je prepoznavanje imenovanih 
entiteta zahtevaju kombinovanje velikog broja osobina: ortografske 
osobine reči, gramatičke osobine reči, poreñenje reči sa rečima iz 
kontrolisanog rečnika ili baze podataka, itd. Iako postoje alati koji 
ubrzavaju i pojednostavljuju ekstrakciju osobina, njihovo optimalno 
kombinovanje ostaje veliki istraživački izazov.  
Problem detekcije informacija propuštenih u ekstrakciji. 
Performanse IE sistema obično se izračunavaju pomoću dve standardne 
mere: preciznost i odziv. Preciznost meri deo informacija koje su tačno 
detektovane, a odziv meri deo detektovanih informacija od svih 
informacija koje se mogu detektovati. Dok se preciznost može povećati 
analizom grešaka i korekcijom modela, povećanje odziva je i dalje 
jedan od izazova. Problem sa odzivom je to što, ukoliko se sistem ne 
evaluira na anotiranom korpusu koji je zlatni standard, nije lako 
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odrediti skup svih informacija koje se mogu ekstrahovati iz datog izvora 
podataka. Ovaj problem je naročito izražen ako izvor podataka sadrži 
veliku količinu podatka. 
Kompleksnost informacija koje se ekstrahuju. Na početku 
razvoja IE oblasti vršena je ekstrakcija jasno definisanih entiteta i veza 
kao što su imena osoba ili kompanija, itd. Sa napretkom IE zadaci 
ekstrakcije postaju sve kompleksniji kao što je na primer ekstrakcija 
mišljenja sa Interneta ili ekstrakcija imena gena, proteina i interakcija 
meñu njima. Kod ekstrakcije kompleksnih podataka jedan od problema 
leži u tome što vrlo često postoji veliki broj varijacija i sinonima za 
informacije koje se ekstrahuju (na primer kod ekstrakcije imena 
proteina). Drugi problem su nejasno definisane granice entiteta u tekstu 
za šta je primer ekstrakcija delova teksta sa Web stranice koji govore o 
nekom proizvodu. 
Brzina izvršavanja 
Prilikom izvršavanja IE sistema postoje mnogi zadaci koji se 
moraju obaviti. Da bi IE sistem bio upotrebljiv svaki od tih zadataka 
mora se obaviti što moguće većom brzinom. Kao prvo potrebno je 
pronaći kolekciju tekstova za koju se pretpostavlja da sadrži informacije 
koje su od značaja za ekstrakciju. Nakon toga potrebno je u svakom od 
tekstova pronaći deo (obično kratak) koji najverovatnije sadrži 
informacije od interesa. Tada obično dolazi nekoliko preprocesirajućih 
koraka pomoću kojih se tekst priprema za ekstrakciju i iz teksta se 
izračunavaju vrednosti osobina potrebnih za model pomoću koga se 
ekstrakcija vrši. Nakon toga dolazi primena modela i prikaz rezultata. 
Svaki od navedenih koraka može biti potencijalni problem za brzinu 
izvršavanja. 
Ostali izazovi 
Dinamička promena izvora podataka. Potrebno je dosta 
vremena za kreiranje i podešavanje IE sistema za konkretan izvor 
nestrukturiranih podataka. Ako se taj izvor promeni izazov za svaki IE 
sistem je detekcija i prilagoñavanje toj promeni. 
Integracija rezultata IE sistema. Nakon izračunavanja 
rezultata primene IE sistema jedan od interesantnih izazova je 
integracija tih rezultata sa neki strukturiranim izvorom podataka ili sa 
prethodnim rezultatima ekstrakcije. Iako postoje različite vrste dalje 
primene rezultata IE sistema, primena koja je od posebnog značaja za 
IE oblast je upotreba dobijenih rezultata za poboljšanje performansi 
samog sistema. 
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Greške u ekstrakciji. U realnoj primeni IE sistema nemoguće 
je izbeći greške. Ovaj problem je najviše izražen kod sistema koji rade 
na izrazito heterogenim izvorima podataka gde je nemoguće ručno 
korigovati sistem. Jedan od načina da se problem grešaka ublaži je 
kreiranje IE sistema koji uz ekstrahovani entitet pružaju vrednost koja 
predstavlja sigurnost (poverenje) sistema za taj entitet. Još jedan od 
izazova je organizovanje podataka o entitetima i njima dodeljenim 
poverenjima u strukturirani izvor podatka koji omogućuje pretragu. 
1.2.4. Conditional Random Fields 
Kao što je ranije rečeno sistem predložen u ovoj disertaciji 
koristi tehniku Conditional Random Fields (CRF) za ekstrakciju 
informacija tj. identifikaciju i kategorizaciju metodoloških fraza. U 
ovom odeljku predstavljene su teorijske osnove CRF modela, dok je 
sama primena detaljno objašnjena u odeljku 3.2. 
Conditional Random Fields [Lafferty 2001] predstavljaju 
probabilistički model za označavanje sekvenci podataka zasnovan na 
uslovnoj verovatnoći i principu maksimalne entropije. Kao i modeli 
Markova zasnovani na maksimalnoj entropiji (maximum entropy 
markov models, MEMMs) [McCallum 2000], CRF mogu uspešno da 
koriste osobine obučavajućeg skupa koje su meñusobno u korelaciji. 
Pre same definicije CRF modela date su sažeto potrebne teorijske 
osnove. 
Modeli zasnovani na neusmerenom grafu 
Neka je X=X1,X2,...,Xn skup slučajnih promenljivih. Neka je p(X) 
zajednička distribucija nad X. Neka su Xa i Xb dva podskupa iz X za koje 






















Efektan način za reprezentaciju distribucije za koju važe 
prethodno definisane uslovne nezavisnosti je neusmeren graf. Neka je 
G=(X,E) neusmeren graf kod koga su čvorovi slučajne promenljive iz X. 
Skup grana E konstruiše se tako da važi sledeće: brisanje svih čvorova 
iz Xc uzrokuje nestanak svih puteva izmeñu Xa i Xb ako važi da su Xa i 
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Xb uslovno nezavisni u odnosu na Xc. Ovakav način reprezentacije 
pruža mogućnost prebrojavanja uslovnih nezavisnosti koje važe za 
distribuciju. 
Za definisanje CRF modela posmatra se posebna vrsta 
distribucija za koju važi osobina Markova. Za distribuciju p(.) 
reprezentovanu pomoću neusmerenog grafa G važi osobina Markova 
ako za svaki skup čvorova S iz G važi: 
))(|()|( SNSpSSp =  
gde je N(S) skup susednih čvorova za S koji nisu u S. Prethodna osobina 
znači da svaki dati skup čvorova uslovno zavisi samo od predefinisanog 
broja susednih čvorova. U radu [Clifford 1990] dokazana je sledeća 
teorema koja je od značaja za definisanje CRF modela: 
Teorema 1. Distribucija P zadovoljava osobinu Markova akko se P 













gde je C skup potpuno povezanih podgrafova (klika, clique), a Q 
funkcije realnih vrednosti koje mere verovatnoću da će slučajna 
promenljiva uzeti vrednosti iz čvorova u C. 
Ako se imenilac u prethodnom razlomku označi sa Z, 




XP C c∏= )()( ψ  
gde je )),(exp()( XCQXc =ψ . Funkcija )(Xcψ  se naziva funkcija 
potencijala za kliku C. Vrednost Z se naziva faktor normalizacije. 
CRF model 
Neka je dat nepoznat proces koji generiše vrednosti koje se 
mogu pročitati. Iako funkcionisanje procesa nije poznato neka je 
poznata njegova struktura. Primeri ovakvih procesa su sledeći: 
automatsko odreñivanje vrste reči kod koga je pretpostavka da vrsta 
trenutne reči zavisi od vrste prethodne i sledeće reči; klasifikacija 
Internet stranica kod koje kategorija date stranice zavisi od kategorija 
stranica koje imaju linkove na tu stranicu i kategorija stranica na koje 
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data stranica ima linkove. Da bi se uspešno formirao model datog 
procesa potrebno je obaviti dva zadatka: 
 Učenje (obučavanje). Ako je dat skup vrednosti 
},,,{ 21 NxxxX K=  i skup },,,{ 21 MyyyY K=  koji 
predstavlja skup kategorija, pronaći skup funkcija 
potencijala na takav način da se pri tome optimizuje 
neki predefinisani kriterijum. 
 Zaključivanje. Ako je data vrednost x pronaći 
najverovatniji skup kategorija y* za x tj. izračunati tačno 
ili aproksimirati vrednost: )|(maxarg* xyPy
y
= . 
Pomenuti proces modeluje se pomoću neusmerenog grafa koji 
sadrži po jedan čvor za svaku od kategorija Y i jedan čvor koji odgovara 
vrednostima iz X. Čvorovi iz Y su meñusobno povezani u skladu sa 
uslovnim zavisnostima koje važe za slučajne promenljive iz Y, dok je 
čvor X povezan sa svim čvorovima iz Y predstavljajući time zavisnost 
kategorije i ulaznih vrednosti. U ovom slučaju zajednička distribucija za 
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Izračunavanje ove zajedničke verovatnoće predstavlja težak zadatak jer 
je odreñivanje (.)Xψ  teško bez naivnih pretpostavki (problem već 
opisan u slučaju NB klasifikatora (odeljak 1.2.2.2). Izračunavanje ove 
verovatnoće je takoñe i nepotrebno pošto model, koji može da generiše 
x na osnovu y kategorija, nije od interesa za automatsku kategorizaciju 
(što je i namena CRF modela) već je od interesa odreñivanje y 
kategorija na osnovu x vrednosti. Iz tog razloga umesto zajedničke 











xyyP ψK  
Prethodno opisani neusmereni graf sa jednim X čvorom i 
skupom Y čvorova za koji važi osobina Markova i za koji se uslovna 
verovatnoća da vrednost x ima niz kategorija Myy ,,1 K  računa pomoću 
prethodno navedene formule naziva se Conditional Random Fields 
(CRF). 
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CRF za odreñivanje kategorija sekvenci podataka 
Najčešće korišćeni CRF model je onaj kod kojega čvorovi iz 
skupa Y formiraju linearni lanac. Ovakva vrsta modela pogodna je za 
odreñivanje kategorija podataka koji su u obliku sekvence. Neki od 
primera su odreñivanje vrste reči ili prepoznavanje i semantička 
kategorizacija imenovanih entiteta. Kod ovih primera sekvenca 
podataka za koju se kategorije odreñuju je rečenica tj. niz reči. Za ovu 
vrstu CRF modela obično se skup klika C sastoji od klika veličine 1 
(čvorova) i klika veličine 2 (grana). U tom slučaju uslovna verovatnoća 







−∏= ψψK  
gde su (.)iψ funkcije potencijala vezane za čvorove dok su (.)'iψ  
vezane za grane. Funkcije (.)iψ  i (.)'iψ  se najčešće zapisuju u 


















Ovde su sk funkcije potencijala vezane za stanja tj. čvorove u grafu, dok 
su tj funkcije potencijala vezane za prelaze izmeñu stanja tj. grane u 
grafu. Kod ovakve vrste reprezentacije funkcija (.)iψ  i (.)'iψ , funkcije 
sk i tj nazivaju se funkcije osobina (feature functions). Primer funkcije 
osobine vezane za stanje za primer odreñivanja vrste reči je: „Da li je 
kategorija IMENICA i trenutna reč počinje velikim slovom“, dok je 
primer funkcije osobine vezane za prelaz: „Da li je prethodna kategorija 
bila KOMPANIJA, trenutna kategorija OSOBA i trenutna reč iz rečnika 
vlastitih imenica“. Vrednosti kθ  i jλ  predstavljaju parametre koji 
odreñuju značajnost k-te i j-te funkcije osobine. Vrednosti ovih 
parametara odreñuju se tokom procesa obučavanja na osnovu datih 
podataka tj. obučavajućeg skupa. 
Radi lakše notacije funkcija ),,( ixys ik  zapisuje se u obliku 
),,( 1 ixyys iik −  i takoñe se za funkcije s i t upotrebljava jedinstvena 
oznaka f. Parametri θ  i λ se takoñe označavaju jedinstvenom oznakom 
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.λ  Na taj način vrednost svake od funkcija osobina za sve čvorove i 
grane u grafu računa se po sledećoj formuli: 
∑ −=
i
iijj ixyyfyxF ),,,(),( 1   
Koristeći se ovom notacijom uslovna verovatnoća da će ulazna 






xyyp )),(exp(1)|,,( 1 λK  (3) 
Pošto faktor normalizacije ne zavisi od niza kategorija y, 
prilikom zaključivanja tj. odreñivanja „najverovatnijeg“ niza kategorija 
za x računa se vrednost ∑=
j
jjy
xyFy ))),((exp(maxarg* λ . 
Obučavanje CRF modela 
Obučavanje CRF modela predstavlja proces odreñivanja 
vrednosti parametara λ  na osnovu datih funkcija osobina i 
obučavajućeg skupa koji je oblika (xk, yk). Vrednosti parametara 
odreñuju na taj način da verovatnost (likelihood) bude maksimalna za 
podatke iz obučavajućeg skupa. Razlika izmeñu verovatnosti i 
verovatnoće je ta što verovatnoća služi za odreñivanje nepoznatih 
ishoda na osnovu datih parametara, dok verovatnost služi za 
odreñivanje parametara na osnovu datih ishoda. Verovatnost za 
obučavajući skup (xk, yk) izračunava se kao proizvod izraza (3) za sve 
podatke. Metoda koja se koristi za odreñivanje parametara naziva se 
obučavanja na osnovu maksimalne verovatnosti (maximum likelihood 
training) [Aldrich 1997] i sastoji se od pronalaženja vrednosti λ  tako 
da logaritam verovatnosti za obučavajući skup bude maksimalan. 












jj xZxyFL ))(log()),(λ  (4) 
Parcijalni izvod izraza (4) po jλ  je oblika: 





























































gde je Ep[.] očekivana vrednost za distribuciju p i Z(xk) faktor 





k xyFxZ ),()( λ  
Izjednačavanjem izraza (5) sa nulom dobija se maksimalna 
entropija tj. očekivana vrednost svake od funkcija osobina na osnovu 
distribucije modela jednaka je očekivanoj vrednosti iste funkcije na 
osnovu empirijske distribucije podataka u obučavajućem skupu. 
Vrednosti parametara λ  je vrlo teško odrediti analitičkim 
putem izjednačavanjem izraza (5) sa nulom. Iz tog razloga za tu svrhu 
koriste se iterativni postupci kao što su: iterativno skaliranje (iterative 
scaling) [Darroch 1972, Della Pietra 1995, Berger 1997] ili tehnike 
zasnovane na gradijentu (gradient-based methods) [Wallach 2002, Sha 
2003]. 
Sistem predstavljen u ovoj disertaciji koristi implementaciju 
CRF modela pod nazivom CRF++ [CRF++] kod koje se obučavanje tj. 
odreñivanje vrednosti parametara vrši metodom koja se naziva L-BFGS 
[Liu 1989], koja se trenutno ekstenzivno koristi.  
 
1.3. Ekstrakcija metodologija 
 
 
Većina pristupa koji se bave nekom vrstom ekstrakcije 
metodologija iz naučnih radova dolazi iz oblasti biomedicine. Ovi 
pristupi se generalno mogu podeliti u dve grupe. Prvu grupu čine 
pristupi koji za cilj imaju ekstrakciju metodoloških rečenica dok drugoj 
grupi pripadaju pristupi koji vrše ekstrakciju različitih vrsta 
metodoloških informacija iz tekstova naučnih članaka. 
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1.3.1.1. Ekstrakcija metodoloških rečenica 
 
 
Sa obzirom na to da apstrakti naučnih članaka uglavnom prate 
standardnu strukturu: uvod (introduction), metode (methods), rezultati 
(result) i zaključak (conclusion), postoji veliki broj pristupa koji vrše 
automatsku kategorizaciju rečenica iz apstrakata. Pošto je kategorija 
Metod prisutna u ovim pristupima njihov cilj može se smatrati bliskim 
cilju pristupa predloženog u ovoj disertaciji. U radu [Ruch 2007] autori 
koriste naivni Bayesov klasifikator i osobine dobijene na osnovu reči u 
rečenici, kao i poziciju rečenice u tekstu apstrakta da klasifikuju 
rečenicu u jednu od četiri klase (Purpose, Method, Result, Conclusion). 
Autori pružaju rezultat od 85% za F-meru i kategoriju Conclusion. U 
radu [McKnight 2003] autori rečenicu reprezentuju kao skup reči (bag 
of words) dodajući i relativnu poziciju rečenice u reprezentaciju. Uz 
pomoć SVM klasifikatora postižu F-meru od 82% za Method 
kategoriju. SVM klasifikator koriste još i [Shimbo 2003; Ito 2004; 
Yamamoto 2005], dok pristupi [Wu 2006; Lin 2006] koriste tehniku 
HMM da bi obavili ovaj zadatak. Pristup [Hirohata 2008] formalizuje 
zadatak kategorizacije rečenica u apstraktima kao kategorizaciju 
sekvenci (sequence labeling). Koriste metodu Conditional Random 
Fields da bi rečenicama dodelili jednu od kategorija: cilj (objective), 
metode (methods), rezultati (results) i zaključci (conclusions). 
Upotrebljene su tri grupe osobina za svaku rečenicu: sadržajne (n-
gram), relativna pozicija rečenice i osobine okolnih rečenica. Autori 
pružaju performanse od 95% tačnosti (accuracy) za rečenice i 65% 
tačnosti za apstrakte (apstrakt se smatrao korektno identifikovanim ako 
su sve rečenice u njemu dobile odgovarajuće kategorije). CRF još 
koriste i [Lin 2008] za pronalaženje i kategorizaciju rečenica iz 
izveštaja nadgledanih studija (controlled trials) i [Chung 2009] da 
identifikuju delove teksta apstrakata iz biomedicine koji opisuju 
zaključak i rezultate. 
Jedan od prvih pristupa za identifikaciju metodoloških rečenica 
iz celokupnih tekstova naučnih članaka je [Teufel 2000]. Krajnji cilj je 
automatska sumarizacija naučnih članaka. Autori predlažu analizu 
teksta po retoričkim zonama. Zone odreñuju autorsku (intelektualnu) 
pripadnost tj. da li se u datoj zoni govori o pristupu autora ili radovima 
drugih autora ili opšte poznatom znanju, itd. Jedinica posmatranja je 
rečenica koja se klasifikuje u tačno jednu od sedam kategorija: 
Background (Opšte poznato znanje), Aim (Cilj pristupa autora), Basis 
(Tuñi rad na kome autori zasnivaju svoj pristup), Contrast (Kontrastno 
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poreñenje tj. kritika konkretnog tuñeg pristupa), Other (Opis 
konkretnog tuñeg pristupa), Own (Opis pristupa autora: metod, rezultat, 
zaključak...) i Textual (Rečenice koje govore o strukturi rada). Koristi 
se naivni Bayesov klasifikator i vektor osobina koji predstavlja 
rečenicu. Za evaluaciju je upotrebljen korpus iz oblasti računarske 
lingvistike (Computational Linguistics), a postignute vrednosti za F-
meru su u rasponu od 26% za Contrast do 86% za Own kategoriju. 
Pristup iz oblasti biomedicine koji je blizak pristupu 
predloženom u ovoj disertaciji je [Mizuta 2004a-2005]. Zasnovan je na 
pristupu izloženom u [Teufel 1999b] i predstavlja njegovo značajno 
proširenje. Autori analiziraju zone naučnog članka na osnovu diskursa 
(discourse). Autori predlažu sedam kategorija na višem nivou: 
Background, Problem setting, Outline, Textual, Own, Connection i 
Difference. Kategorija Own deli se na pet podkategorija: Method, 
Result, Insight, Implication, i Else (bilo šta drugo što se ne može 
svrstati u prethodne četiri kategorije), što je u velikoj meri slično 
drugom nivou klasifikacije rečenica pristupa koji je predložen u ovoj 
disertaciji. Kategorija se može dodeliti rečenici kao i grupi rečenica. 
Autori su takoñe utvrdili da je za neke od kategorija rečenica prevelika 
jedinica posmatranja tako da se te kategorije mogu dodeliti klauzalama 
kao i frazama, što je takoñe slično kategorizaciji fraza pristupa 
korišćenog u ovoj disertaciji. Pored korpusa koji pripadaju različitim 
domenima, pristup korišćen u ovoj disertaciji razlikuje se od pristupa 
[Mizuta 2004a-2005] po tome što je u njemu akcenat na metodološkim 
frazama koje se kategorizuju u semantički detaljnije kategorije (odeljak 
2.2).  
Da bi identifikovali i kategorizovali odreñene tipove teksta u 
biomedicinskoj literaturi autori [Wilbur 2006, Shatkay 2006,2008] 
predlažu shemu za anotiranje teksta. Tekst se anotira u okviru pet 
dimenzija: fokus fragmenta (naučno otkriće, opšte poznato znanje ili 
metodologija), polaritet (pozitivna ili negativna izjava), stepen 
sigurnosti tvrdnje (potpuna nesigurnost, mala sigurnost, velika 
verovatnoća sigurnosti i potpuna sigurnost), dostupnost podržavajućih 
dokaza (nema dokaza, implikacija postojanja dokaza, eksplicitan citat 
dokaza i eksplicitan prikaz dokaza), mogući budući trend (povećanje ili 
smanjenje). Autori kao jedinicu anotacije definišu „fragment“ rečenice. 
Korisnik anotacione sheme može da dodeljuje težine kategorijama da bi 
naglasio koje su mu kategorije koliko značajne. Na osnovu anotacija i 
težina značajnosti može se izračunati značajnost svakog fragmenta kako 
bi se identifikovali oni koji zadovoljavaju potrebe za informacijama 
datog korisnika. Kao i u slučaju pristupa [Mizuta 2004a-2005], razlike u 
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odnosu na pristup predložen u ovoj disertaciji su domen korpusa i nivo 
detaljnosti semantičke kategorizacije metoda. 
1.3.1.2. Ekstrakcija metodoloških 
informacija 
Eales i kolege u [Eales 2008] imaju za cilj identifikaciju 
najbolje metodologije („best practice“) u polju molekularne filogenetike 
(molecular phylogenetic). Autori koriste korpus celokupnih naučnih 
članaka iz ovog polja da bi iz svakog članka automatski ekstrahovali 
metodologiju. Metodologija se definiše u vidu protokola koji se sastoji 
od četiri faze. Svaka od faza ekstrahuje se pomoću ručno formiranih 
regularnih izraza i ručno formiranog rečnika imena i termina. Autori 
takoñe identifikuju eksperte u posmatranom polju, to su autori koji 
imaju najviše publikacija i najviše sarañuju sa drugima autorima. Na 
osnovu ekstrahovanih protokola i podataka o ekspertima, daje se 
metodologija koja je najbolja praksa (metodologija) u polju 
molekularne filogenetike. Prilikom identifikacije protokola autori su 
postigli F-meru od 87%. Analizom ekstrahovanih protokola zaključeno 
je da protokoli upotrebljavani u tri oblasti evolutivne biologije 
(evolutionary biology), mikrobiologije/bakteriologije (microbiology 
/bacteriology) i virologije (virology) meñusobno divergiraju tokom 
perioda 1996–2005. Krajni rezultat rada je zaključak (preporuka) autora 
da se za najbolju metodologiju u polju molekularne filogenetike mogu 
smatrati metodologije eksperata iz oblasti evolutivne biologije. 
U okviru takmičenja BioCreAtIvE [BioCreAtIvE] jedan od 
zadataka bila je ekstrakcija eksperimentalnih metoda pomoću kojih se 
verifikuje interakcija proteina. Metodi su opisani u PSI-MI taksonomiji 
[Hermjakob 2004] stoga je zadatak ekstrakcije takoñe uključivao i 
povezivanje identifikovanog metoda sa njemu odgovarajućim 
konceptom (čvorom) u taksonomiji. Kappeler i kolege [Kappeler 2008] 
koriste uparivanje šablona (pattern matching) i filtriranje zasnovano na 
statistici da bi ekstrahovali eksperimentalne metode. Za metode koje su 
najfrekventnije u obučavajućem skupu pravila za prepoznavanje 
razvijena su ručno, dok su za ostale metode razvijena automatski. Kako 
bi poboljšali performanse, naročito preciznost, autori uvode težine za 
svaki metod dobijen pomoću prethodno opisanih pravila. Težine 
uključuju relativnu frekvenciju metoda u obučavajućem skupu kao i 
preciznost i odziv svih pravila za identifikaciju tog metoda. Autori 
saopštavaju rezultat od 52% za F-meru pri evaluaciji sistema na test 
podacima sa BioCreAtIvE [BioCreAtIvE] takmičenja. Kao najbolji 
rezultat na obučavajućim podacima za takmičenje autori su postigli F-
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meru od 52.6% dok je rezultat na zvaničnim test podacima za 
takmičenje bio 44.89% za F-meru. 
U skoro objavljenom pristupu [Buitelaar 2009] autori vrše 
ekstrakciju ekspertskih tema („expertise topic“) iz javno dostupnih 
naučnih publikacija dostupnih na servisu Google Scholar. Proces 
prepoznavanja tema sastoji se od više koraka. Autori koriste činjenicu 
da se u tekstovima naučnih radova ekspertske teme pojavljuju zajedno 
sa karakterističnim frazama kao što su: „metod za“ („method for“), 
„pristup za“ („approach to“) itd. Teme se nazivaju ekspertskim u 
smislu da se smatra da su autori koji spominju tu temu u svom pristupu 
eksperti za tu temu. Pomoću karakterističnih fraza autori prepoznaju 
kontekstne šablone (context pattern) u kojima se tema nalazi u tekstu 
kao na primer „we present an approach to XY“ gde XY predstavlja 
ekspertsku temu. Nakon posmatranja jezičke strukture kontekstnih 
šablona, autori formiraju šablone za prepoznavanje tema (topic pattern). 
Šabloni za prepoznavanje tema definisani su kao niz vrsta reči u 
kontekstnim šablonima. Pomoću regularnih izraza autori definišu tačno 
jedan šablon za prepoznavanje tema. Nakon prepoznavanja tema, teme 
se rangiraju pomoću modifikovane tfidf mere (teme se tretiraju kao 
termini, a eksperti kao dokumenti). Krajnji rezultat je lista tema 
rangiranih po pomenutoj meri za svakog eksperta (autora). Pristup je 
evaluiran na korpusu od 3235 radova od 199 autora sa servis Google 
Scholar. Nakon ekstrakcije tema odabran je podskup eksperata koji su 
zamoljeni da evaluiraju teme koje su ekstrahovane za njih. Autori 
navode da je 44.65% tema tačno dodeljeno. Nakon evaluacije autori su 
iskoristili pozitivne odgovore od strane eksperata za formiranje novih 
šablona za ekstrakciju tema. Nakon ekstrakcije sa novim šablonima 
autori saopštavaju F-meru od 35% za šablon „approach to“ kao šablon 
sa najboljim performansama.  
Iako postoje razlike u metodologiji krajnji cilj opisanog pristupa 
može se smatrati vrlo sličnim sa ciljem sistema predloženog u ovoj 
disertaciji. Ono što autori nazivaju ekspertskim temama najsličnije je sa 
Task (zadatak koji autori obavljaju u radu) kategorijom za klasifikaciju 
metodoloških fraza u ovoj disertaciji. Razlika je, ponovo, semantički 
bogatija kategorizacija metodologija tj. to što se pored Task kategorije 
prepoznaju i još tri kategorije kojima metodološke fraze mogu da 
pripadaju (Method, Resource/Feature i Implementation). 
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1.3.1.3. Kategorizacija pomoću CRF modela 
 
Conditional Random Fields (CRF) je neusmereni grafički model 
zasnovan na statistici čiji je specijalan slučaj konačni automat stanja 
obučen pomoću uslovne verovatnoće [Settles 2004]. Za razliku od 
sličnih tehnika kao što je HMM, CRF ne zahteva krute pretpostavke 
statističke nezavisnosti osobina i kao takav predstavlja dobru tehniku za 
upotrebu zavisnih osobina kao što su: velika i mala slova 
(capitalisation), sufiksi i prefiksi i okolne reči. Pored prethodno 
pomenutih pristupa, u kojima se CRF koristi za neku vrstu ekstrakcije 
metodologija, ova tehnika pruža dobre rezultate u mnogim sličnim 
zadacima. Tako, na primer, pristupi [Settles 2004; McDonald 2005; 
Tsai 2005; Sarafraz 2009] koriste CRF za prepoznavanje imenovanih 
entiteta u biomedicini (npr. prepoznavanje: protein, DNA, RNA itd). 
Generalno, ovi pristupi koriste CRF na nivou reči i pokušavaju da 
kategorizuju sekvence reči u odgovarajuće klase. Za razliku od njih, za 
zadatak semantičke kategorizacije metodologija koji obavlja pristup 
predložen u ovoj disertaciji koristi se CRF model zasnovan na frazama. 
Opredeljenje za upotrebu fraza kao jedinice posmatranja 
(kategorizacije) za CRF leži u činjenici da se veliki broj metodoloških 
segmenata sastoji od jedne ili više fraza (odeljak 2.2, Tabela 2.3). 
Takoñe pretpostavka ovog pristupa je da se pomoću sintaktičkih relacija 
bolje može iskoristiti relativno formalan način naučničkog saopštavanja 
ako u relacijama metode posmatramo kao veće jedinice od reči. 
Upotrebom fraza se takoñe mogu zabeležiti pravilnosti u tipu fraze za 
datu kategoriju (npr. Task kategorija uglavnom sadrži glagolsku frazu - 
Tabela 5). CRF model zasnovan na frazama koristi se u pristupu [Yang 
2009] kod koga autori za zadatak imaju identifikaciju specijalnih uloga 
proteina (transcription factors) u biomedicinskim tekstovima. Autori 
koriste lingvističke, semantičke i kontekstne osobine za reprezentovanje 
svake rečenice. Osobine se ekstrahuju na nivou fraze. Njihov CRF 
model postiže F-meru od 51.5% uz preciznost od 62.5% koristeći 
petostruku unakrsnu validaciju (5-fold cross-validation) za evaluaciju. 
Pristup je po svojoj metodologiji vrlo sličan pristupu predloženom u 
ovoj disertaciji po tome što se CRF model koristi samo na rečenicama 
koje su prethodno automatski klasifikovane kao rečenice koje verovatno 
sadrže pominjanje proteina sa “transcription factor” ulogom pomoću 
klasifikatora rečenica predstavljenog u ranijem radu istih autora [Yang 
2008]. 
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1.4. Automatska ekstrakcija 
metapodataka 
 
Automatska ekstrakcija metapodataka predstavlja istraživačku 
disciplinu koja sve više dobija na značaju. Pristupi u ovoj oblasti 
generalno se mogu klasifikovati u dve kategorije: pristupi zasnovani na 
pravilima i pristupi zasnovani na mašinskom učenju. U nastavku su 
navedeni značajniji pristupi. 
1.4.1.1. Pristupi zasnovani na pravilima 
 
Sistemi zasnovani na pravilima koriste skup predefinisanih 
instrukcija da bi specificirali način za ekstrakciju metapodataka iz 
dokumenata (Bergmark 2000; Klink et al. 2000; Mao et al. 2004). 
Autori u (Liddy et al. 2002; Yilmazel et al. 2004) razvili su sisteme 
zasnovane na pravilima koji su zasnovani na tehnologijama procesiranja 
prirodnog jezika (natural language processing technologies) sa ciljem 
da ekstrahuju metapodatke iz obrazovnih materijala. Veliki broj 
pristupa se, pri ekstrakciji, oslanja na format naučnih tekstova. U 
pristupu prikazanom u (Giuffrida et al. 2000) koriste se pravila oblika 
"naslov se obično nalazi u prvim delovima teksta i ima najveći font" da 
bi se prepoznali metapodaci u radovima koji su u Postscript formatu. 
Pravila zasnovana na formatiranju takoñe su upotrebljena i u radu (Mao 
et al. 2004). Uparivanje stringova i skup pravila vezanih za pozicione 
odnose upotrebljeni su i u pristupu (Flynn et al. 2007) za ekstrakciju 
metapodataka iz heterogenih kolekcija naučnih radova i izveštaja sa 
projekata. Autori u (Groza et al. 2009) kombinuju informacije o stilu i 
fontovima da bi formirali algoritme za ekstrakciju: naslova, autora, 
sekcija i referenci iz naučnih članaka u PDF formatu.  
Sistemi zasnovani na pravilima uglavnom imaju veoma dobre 
performanse. Meñutim zbog jake veze izmeñu pravila i strukture ili 
teksta rada ovakvi sistemi su manje adaptivni i robusni od onih 
zasnovanih na mašinskom učenju. Takoñe pisanje pravila predstavlja 
vremenski zahtevan zadatak (Klink et al. 2000), a i kompleksnost 
sistema veoma brzo raste sa porastom broja pravila. 
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1.4.1.2. Pristupi zasnovani na mašinskom 
učenju 
 
Hu i kolege [Hu 2006] koriste metode mašinskog učenja za 
ekstrakciju naslova iz širokog spektra dokumenata. Autori u [Han 2003] 
realizuju problem prepoznavanja metapodataka kao klasifikaciju redova 
u dokumentu. Klasifikacija je realizovana pomoću Mašina Potpornih 
Vektora dok se svaki red reprezentuje lingvističkim osobinama. Autori 
postižu veoma dobre performanse na skupu naučnih članaka u smislu 
tačnosti, preciznosti i odziva. Peng i McCallum su takoñe vršili 
istraživanja na polju ekstrakcije metapodataka iz naučnih članaka [Peng 
2004]. Oni koriste različite vrste osobina: ortografske, poziciju u tekstu, 
broj redova i sl. kao i leksikone sa predefinisanim ključim rečima. 
Tehnika Conditional Random Fields (CRF) upotrebljena je za 
klasifikaciju. Skriveni modeli Markova (hidden Markov models, HMM) 
zajedno sa informacijama o rasporedu teksta iskorišćeni su u pristupu 
[Cui 2009] za prepoznavanje metapodataka u naučim radovima. Autori 
u [Marinai 2009] koriste širok spektar osobina da bi prepoznali naslov i 
autore u PDF dokumentima. Neuronska mreža upotrebljena je kao 
klasifikator. Zarad povećanja performansi autori koriste poznatu bazu 
naučnih publikacija iz oblasti računarskih nauka (Digital Bibliography 
& Library Project, DBLP) [DBLP]. 
Metode mašinskog učenja imaju dobre performanse na relativno 
homogenim kolekcijama kao što su naučni radovi. Mane ovih metoda 
su to što zavise od ručno anotiranih obučavajućih skupova čije 
formiranje može biti vremenski zahtevno i to što performanse modela 
drastično opadaju prilikom primene na izrazito heterogenim 
kolekcijama. 
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2. Korpus za evaluaciju - zlatni 
standard 
 
Za formiranje korpusa odbrana je oblast oblasti Automatske 
Ekstrakcije Termina (Automatic Term Recognition, ATR). Sa Interneta 
je prikupljen veliki broj radova iz oblasti ATR. Od tih radova izdvojeni 
su radovi koji nisu iz biomedicinskih časopisa, pošto ovi časopisi 
uglavnom imaju jasno izdvojeno poglavlje „Materials and Methods“, a 
cilj rada je prepoznavanje metodologije koja može biti proizvoljno 
rasprostranjena u članku, što je najčešći slučaj u oblasti Informatike. 
Bitno je napomenuti da postoji vrlo mali broj radova sa jasno 
izdvojenom metodološkom sekcijom u ATR oblasti. Iz korpusa su 
takoñe izbačeni i radovi koji vrše pregled oblasti pošto je cilj sistema 
predstavljenog u ovoj disertaciji ekstrakcija metodologija upotrebljenih 
za rešavanja problema koji je predstavljen u datoj publikaciji. Svi 
radovi u korpusu su na engleskom jeziku. 
Od prikupljenih radova na slučajan način odabrano je 45 radova 
koji čine korpus za evaluaciju. Pošto su svi radovi u PDF formatu, koji 
je najčešći format u kome se radovi mogu pronaći, prvi korak u pre-
procesiranju je ekstrakcija teksta iz PDF formata. Za ovu svrhu 
upotrebljen je alat optičko prepoznavanje karaktera (optical character 
recognition, OCR) pomoću koga su pri izdvajanju teksta eliminisana 
zaglavlja, objašnjenja ispod slika i tabela i veliki deo formula i 
jednačina. Nakon toga vršeno je ručno dorañivanje teksta radi korekcije 
grešaka (uklanjanje delova jednačina i formula koji su preostali, 
spajanje redova kod kojih hifenacija nije dobro prepoznata itd). Sledeći 
pristup iz [Teufel 1999b] ručno su anotirani citati, reference na slike 
tabele (cross references) i sl. Jednačine i formule takoñe su zamenjene 
odgovarajućom oznakom. Greške nastale prilikom ručnog pre-
procesiranja korigovane su naknadno prilikom anotacija (sekcija 2.2.1). 
Ovaj deo pre-procesiranja moguće je uraditi i automatski ako su radovi 
dostupni u Latex ili XML formatu, što nije čest slučaj.  
Za anotiranje korpusa upotrebljen je alat Calisto [Callisto] koji 
omogućava kreiranje sopstvenih anotacionih shema. Nakon anotiranja 
radovi su pomoću pomenutog alata konvertovani u XML format i kao 
takvi korišćeni za dalje procesiranje. 
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2.1.1. Ručna identifikacija 
metodoloških rečenica 
 
Obučavajući skup za klasifikator rečenica formiran je ručnim 
anotiranjem rečenica iz korpusa. Za anotiranje upotrebljena je shema iz 
[Teufel 1999b] adaptirana za potrebe rada. Shema iz sastoji se od sedam 
kategorija (nazivi kategorija preuzeti su u originalu iz [Teufel 1999b]):  
 Background (Opšte poznato znanje) 
 Aim (Cilj pristupa autora) 
 Basis (Tuñi rad na kome autori zasnivaju svoj pristup) 
 Contrast (Kontrastno poreñenje tj. kritika konkretnog tuñeg 
pristupa) 
 Other (Opis konkretnog tuñeg pristupa) 
 Own (Opis pristupa autora: metod, rezultati, zaključak...) 
 Textual (Rečenice koje govore o strukturi rada) 
 
Pošto Own kategorija predstavlja rečenice u kojima autori 
govore o svom pristupu pretpostavka je da ove rečenice sadrže 
metodologiju koju autori koriste. Prilikom opisa svog pristupa, osim 
metodologije, autori navode i rezultate koje su postigli kao primere 
kako bi što bolje ilustrovali svoj pristup. Sa obzirom na to da rečenice 
sa rezultatima i primerima pripadaju Own kategoriji ali ne sadrže 
metodologiju, potrebno je ih je odvojiti od metodoloških rečenica. Da bi 
se to postiglo uvode se tri nove kategorije kao podkategorije Own 
kategoriji: 
 Solution (Opis metodologije autora) 
 RESULT (Prikaz rezultata) 
 Own_ELS (rečenice Own kategorije koje se ne mogu svrstati u 
prethodne dve kategorije – primeri, itd.) 
 
Kategorija Solution predstavlja rečenice koje sadrže opis 
metodologije autora. Ovo je ciljna kategorija pristupa opisanog u radu. 
RESULT kategoriji pripadaju rečenice koje sadrže prikaz rezultata rada. 
Rečenice Own kategorije koje ne pripadaju ni Solution ni RESULT 
kategoriji svrstavaju se u Own_ELS kategoriju. 
Za anotiranje korpusa upotrebljeno je uputstvo iz [Teufel 
1999b]. U slučaju da se anotator opredeli za Own kategoriju koristi se 
novo uputstvo, formirano od strane autora pristupa, pomoću koga se 
      
 63 
anotator odlučuje za jednu od tri nove kategorije (definisane u radu). U 
skladu sa [Teufel 1999b] svakoj rečenici dodeljuje se tačno jedna 
kategorija. Statistike anotiranog korpusa prikazane su u tabelama 2.1 i 
2.2. 
 Background Aim Basis Contrast Other Textual Own Ukupno 
br. 
rečenica 
1201 170 112 186 959 341 5542 8551 
Tabela 2.1. Broj rečenica u korpusu za kategorije definisane u [Teufel 
1999b]. 
 Solution Result Own_els Ukupno 
br. 
rečenica 
3513 676 1353 5542 
Tabela 2.2. Broj rečenica u korpusu za tri podkategorije Own. 
 
2.1.2. Ručna identifikacija 
metodoloških segmenata 
 
Nakon što su pomoću prethodno opisanog klasifikatora 
izdvojene rečenice koje opisuju metodologiju autora cilj je da se iz tih 
rečenica prepoznaju segmenti koji semantičke detaljnije opisuju 
metodologiju. Zadatak kategorizacije segmenata realizovan je pomoću 
metoda Conditional Random Fields (CRF) koji je obučen korpusom 
ručno anotiranih segmenata. Korpus je formiran od rečenica koje su 
ručno anotirane kao Solution kategorija prilikom formiranja 
obučavajućeg skupa za kategorizaciju rečenica. Na osnovu analize 
korpusa i prethodnog iskustva svih autora u čitanju naučnih članka 
odlučeno je da se formira shema za anotaciju koja sadrži četiri 
semantičke kategorije: 
• Task – zadaci koji autori obavljaju u svom pristupu. Primarni 
zadatak je ono što je cilj ili svrha pristupa autora. U velikom 
broju slučajeva primarni zadatak dekomponovan je na nekoliko 
podzadataka koji se takoñe svrstavaju u ovu kategoriju. Na 
primer: automatsko prepoznavanje termina, konstrukcija 
ontologije, klasifikacija, klasterovanje, itd. 
• Method – metodi koje autori koriste da bi obavili zadatke 
(Task). Svaki task može se obaviti pomoću različitih metoda ili 
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njihovih kombinacija. Na primer, Task klasifikacija može se 
obaviti pomoću metode desicion tree, naive Bayes, Task 
klasterovanje može se obaviti metodama k-means, complete-
link, itd. U zavisnosti od konteksta isti segment može pripadati 
ili Task ili Method kategoriji. Na primer, autori mogu 
predstavljati novi metod za part-of-speach tagging koji je u 
ovom slučaju Task ili mogu da koriste part-of-speach tagging 
za obavljanje drugih zadataka kao što je ATR. 
• Implementation – nazivi softvera (alata) koji autori koriste u 
svom pristupu. Na primer LibSVM, ABNER, Mallet, itd. 
• Resource/Fetaure – resursi i osobine (features) koje autori 
koriste u svom pristupu. Primeri resursa su: ontologija, rečnik, 
baza podataka, eksperti, itd. U ovu kategoriju se takoñe 
svrstavaju metrike (mere) koje autori koriste. Metrike mogu biti 
deo metodologije za obavljanje zadatka (cilja) rada, a takoñe 
mogu biti upotrebljene za evaluaciju sistema. Primeri mera su: 
precision, recall, f-measure, alignment score, tremhood, itd. 
 
Svakom od segmenata dodeljuje se tačno jedna kategorija. Ako, 
po proceni anotatora, segment nije metodološki ne dodeljuje mu se 
nijedna od navedenih kategorija. Segment predstavlja deo rečenice koji, 
po proceni anotatora, odgovara jednoj od kategorija, uz dva 
ograničenja. Prvo ograničenje je da se jedan segment ne može prostirati 
u dve ili više rečenica. Drugo ograničenje je posledica CRF modela koji 
je zasnovan na frazama formiranim pomoću Stanford parsera [Klein 
2003a,b] (odeljak 3.2). Kako bi obučavajući skup mogao da bude 
pravilno formiran svaka fraza mora da ima tačno jednu anotaciju tj. 
jedna fraza mora da se nalazi u tačno jednom segmentu. Da bi ovo 
ograničenje bilo zadovoljeno, pre anotiranja korpus je procesiran 
pomoću Stanford parsera i tom prilikom reči koje se nalaze u istoj frazi 
su spojene pomoću znaka „_“. Reči koje pripadaju istoj frazi 
predstavljaju reči koji imaju istog pretka u stablu parsiranja (slika 1.1). 
Na taj način anotatori su imali uvid u fraze i bili su u mogućnosti da 
vrše anotiranje tako da prethodno navedeno ograničenje bude 
zadovoljeno. Segmenti mogu da sadrže proizvoljan broj fraza. Važno je 
istaći da u slučaju da je anotirani segment manji od fraze u kojoj se 
nalazi, cela fraza predstavlja jedinicu kategorizacije za obučavanje CRF 
modela sa kategorijom koju ima dati anotirani segment. Primer 
anotiranih rečenica dat je na slici 2.1. 
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Slika 2.1. Primer anotiranih rečenica za svaku od kategorija. 
 
Kao što je rečeno odlučeno je da se kao obučavajući skup za 
kategorizaciju segmenata upotrebe sve rečenice iz korpusa koje su 
ručno anotirane kao Solution. Iz korpusa od 45 anotiranih radova 
prikupljeno je 3500 rečenica Solution kategorije. 
Na osnovu prikazane sheme sastavljeno je detaljno uputstvo za 
anotiranje. Pomoću datog uputstva korpus od 3500 rečenica anotirao je 
prvi autor rada. Statistike anotiranog korpusa date su u tabeli 2.3. 
 
 Task Method Resource/Feature Implementation 
Broj segmenata 1610 1051 4576 172 
Prosečan broj reči po 
segmentu 
3.094 2.761 2.337 1.43 
Prosečan broj fraza 
po segmentu 
2.056 1.756 1.351 1.14 
Tabela 2.3. Statistike korpusa ručno anotiranih metodoloških 
segmenata. 
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2.1.3. Procena usklañenosti anotatora 
 
Ceo korpus je anotiran od strane autora ove disertacije. Radi 
utvrñivanja stabilnosti anotacija pet radova iz korpusa odabrani su na 
slučajan način. Ovih pet radova anotirano je od strane nezavisnog 
anotatora (studenta doktorskih studija iz Informatike). Na osnovu 
anotacija istih 5 radova od strane prvog autora izvršena je procena 
slaganja izmeñu anotatora (Inter Annotator Agreement Assesment, 
IAAA) izračunavanjem Cohen kappa statistike sa jednakim težinama za 
sve kategorije (unweighted Cohen kappa) [Cohen 1960]. Izračunata 
vrednost kappa statistike iznosi 0,71. Sa obzirom da se vrednosti kappa 
veće od 0,6 smatraju za značajno slaganje anotatora [Artstein 2008], 
odlučeno je da se korpus anotiran od strane autora ove disertacije koristi 
kao standard za poreñenje (gold standard). 
Na sličan način izvršena ja procena slaganja anotatora za ručno 
identifikovanje metodoloških segmenata. Deo od 300 rečenica tj. 10% 
korpusa anotirano je i od strane nezavisnog anotatora (isti anotator kao 
u slučaju kategorizacije rečenica). Na osnovu tih 300 rečenica 
izračunata je Cohen kappa statistika. Sa obzirom na to da anotator ima u 
jednoj rečenici slobodu procene onoga što čini jedan segment kao i 
kategorije, postavlja se pitanje na koji način izračunati kappa statistiku. 
U slučaju kategorizacije rečenica to nije bio problem pošto je nivo 
anotacije bila rečenica. Da bi rešili ovaj problem odlučeno je da se kao 
jedinice anotacije za kappa statistiku posmatraju fraze formirane 
pomoću Stanford parsera (fraze formirane na ovaj način se takoñe 
koriste za formiranje obučavajućeg skupa za CRF model - odeljak 3.2). 
Vrednost kappa statistike iznosila je 0,68. Sa obzirom na to da je po 
mišljenju autora zadatak anotacije segmenata znatno komplikovaniji od 
zadatka anotiranja rečenica dobijena vrednost kappa statistike smatra se 
dovoljno dobrom da se ceo anotirani korpus od 3500 rečenica može 
upotrebiti kao standard. 
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3. Model sistema za ekstrakciju 
metodologija 
 
Proces za ekstrakciju metodologija, predstavljen u ovoj 
disertaciji, sastoji se od dva koraka.  
Prvi korak je identifikacija metodoloških rečenica u tekstu 
naučnog rada. Klasifikator rečenica, upotrebljen u tu svrhu, zasnovan je 
na radu Teufel i Moens [Teufel 2002] koji pruža mogućnost automatske 
klasifikacije rečenica koje autori koriste da bi opisali svoj pristup.  
Drugi korak je ekstrakcija i kategorizacija metodoloških 
informacija (segmenata). Ovaj zadatak obavlja se pomoću četiri zasebna 
Conditional Random Fields (CRF) modela. Prikaz funkcionisanja 
sistema dat je na slici 3.1. 
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Slika 3.1. Prikaz funkcionisanja sistema za ekstrakciju metodologija. 
3.1.1. Klasifikator rečenica 
 
Svaka rečenica predstavljena je kao vektor osobina. Osobine su 
preuzete iz [Teufel 1999b] i prikazane su u tabeli 3.1.  
Tip Naziv Opis Vrednosti 
Cont-1 Da li rečenica sadrži značajne 
termine odreñene pomoću 
tf/idf mere? 
da ne Osobine vezane 
za sadržaj 
Cont-2 Da li rečenica sadrži reči koje se 





Loc Pozicija rečenice u celom radu u 
odnosu na 10 segmenata po kojima je 




Relativna i apsolutna pozicija 
rečenica u sekciji (prva, poslednja u 
















Length Da li je rečenica duža (u rečima) od 
odreñenog praga? 
da ne 
Syn-1 Da li je glavni glagol u pasivu ili 
aktivu? 
Aktiv, pasiv ili 
NemaGlagola  





Syn-3 Da li je glavni glagol modifikovan od 





Cit-1 Da li rečenica sadrži citat ili ime 
autora iz liste referenci? 




Da li rečenica sadrži auto-citata? da, ne ili 
NemaCitata 
Citati 





Formu Vrsta „formulaičnog“ izraza koji se 




+ 13 vrsta 
Agenata ili Nema 






Vrsta Akcije, sa ili bez Negacije 20 vrsta Akcije 
X Negacija/Bez-
Negacije ili 
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Nema 
Tabela 3.1. Skup osobina za reprezentaciju rečenica. 
 
Za ekstrakciju osobina upotrebljen je softver LT-TTT2 [LT-
TTT2] i Rapidminer [Mierswa 2006] sa dodatkom za istraživanje teksta 
(text mining plugin). Neke od osobina su implementirane u 
programskom jeziku Java od strane autora disertacije. Detaljan opis 
svake od osobine iz tabele 3.1., kao i detalji vezani za njihovu 
implementaciju dati su u poglavlju 6. 
Sa obzirom da su u odnosu na [Teufel 1999b] shemu uvedene tri 
nove kategorije kao podkategorije Own odlučeno je da se na isti način 
kao što se anotator odlučuje za neku od tih podkategorija izvrši 
automatska klasifikacija. To znači da postoje dva klasifikatora: prvi koji 
klasifikuje rečenicu u jednu od sedam kategorija iz [Teufel 1999b] i 
drugi koji rečenice klasifikovane u Own kategoriju dodatno klasifikuje 
u jednu od tri podkategorije: Solution, RESULT i Own_ELSE. 
Na osnovu [Teufel 1999b] za oba klasifikatora upotrebljen je 
Naive Bayes (NB) klasifikator. Eksperimenti su takoñe vršeni sa 
sledećim modelima za klasifikaciju: mašinama potpornih vektora 
(SVM), k-najbližih suseda (k nearest neighbors, KNN) i stablom 
odlučivanja (Desicion Tree), ali su performanse bile lošije u odnosu na 
performanse postignute pomoću NB (tabele 4.7. i 4.8).  
3.1.2. Model ekstrakcije metodoloških 
segmenata 
 
Zadatak kategorizacije segmenata rečenice u četiri semantičke 
kategorije (Task, Method, Resource/Feature, Implementation) posmatra 
se kao kategorizacija sekvence segmenata. Rečenica se posmatra kao 
sekvenca segmenata i cilj je automatski dodeliti kategoriju segmentima 
u rečenici. Meñu mnogim pristupima za označavanje entiteta u tekstu 
(entity tagging), CRF se pokazao kao dobar pristup za označavanje 
(tagging) sekvencijalnih podataka. Iz tog razloga, u ovom radu, 
istražuje se upotreba CRF za automatsku kategorizaciju segmenata. 
3.1.3. Osnova 
 
Conditional Random Fields [Lafferty 2001] je tehnika koja je 
pokazala jako dobre rezultate na zadatku odreñivanja kategorija 
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sekvenci (reči, fraza, itd.). Ova tehnika ima veliku primenu u oblasti 
prepoznavanja imenovanih entiteta [McCallum 2003], odreñivanju vrsta 
reči u rečenici (part-of-speech (POS) tagging) [Lafferty 2001] i 
odreñivanju klauzula u rečenici (shallow parsing) [Sha 2003]. Za datu 
sekvencu tokena },,,{ 21 nxxxX L= , CRF pruža uslovnu verovatnoću za 
moguće kategorije tokena },,,{ 21 nyyyY L= , gde je distribucija uslovne 





xyP =  
gde je ∑= i ixyfxyF ),,(),(  vektor osobina za datu sekvencu tokena x, 




xyWFeZ je normalizacioni 
faktor, W je set težina dodeljenih osobinama i f je skup funkcija 
osobina. Standardni CRF modeli izvode osobine iz obučavajućeg skupa 
i formiraju model od datih osobina tako što im dodeljuju težine (odeljak 
1.2.4.). 
3.1.4. Osobine 
Za razliku od većine modela koji posmatraju rečenicu kao 
sekvencu reči, model predložen u radu tretira rečenicu kao sekvencu 
fraza dobijenih iz plitkog parsiranja (shallow prase) rečenice. 
Opredeljenje za CRF zasnovan na frazama uzrokovano je time što se 
zadaci, metode i resursi uglavnom sastoje od više reči (tabela 2.3). 
Fraze su formirane upotrebom Stanford parsera [Klein 2003a,b]. Na 
osnovu anotiranih segmenata iz prethodno opisanog obučavajućeg 
skupa od 3500 rečenica svakoj od fraza dodeljuje se kategorija. Kao što 
je ranije naglašeno jedan segment se može sastojati od jedne ili više 
fraza, ali na osnovu postupka anotiranja nije moguće da se jedna fraza 
nalazi u više segmenata. Na osnovu toga frazama su dodeljene 
kategorije. Bitno je istaći da, iako je u slučaju CRF modela jedinica 
kojoj se dodeljuje kategorija fraza, prilikom kategorizacije posmatra se 
cela rečenica kao niz fraza. 
Fraze se „normalizuju“ koristeći morfološke transformacije na 
osnovu informacija dobijenih od Stanford parsera. Normalizacija se vrši 
nad tri tipa fraza: imeničke fraze (noun phrase, NP), glagolske fraze 
(verb phrase, VP) i predloške fraze (prepositional phrase, PP). 
Normalizacija se sastoji u uklanjanju pomoćnih i modalnih glagola kao 
i priloga iz fraza. Nad preostalim rečima u frazi vrši se odreñivanje 
korena reči (lemmatization). Na primer za frazu „the sentence 
boundaries“, normalizovana fraza je „sentence boundary“.  
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Za svaku frazu ekstrahuju se sledeće osobine: 
• Lingvističke osobine 
o fraza (PH), 
o normalizovana fraza (NPH): dobijena prethodno 
opisanim postupkom normalizacije,  
o tip fraze (PHT): dobijen pomoću Stanford parsera. 
• Frekvencije fraze 
o frekvencija pojavljivanja fraze kao Task u 
obučavajućem skupu (FT), 
o frekvencija pojavljivanja fraze kao Method u 
obučavajućem skupu (FM), 
o frekvencija pojavljivanja fraze kao Implementation u 
obučavajućem skupu (FI), 
o frekvencija pojavljivanja fraze kao Resource/Feature u 
obučavajućem skupu (FR). 
• Vrsta citata koji fraza sadrži (CIT): osobina dostupna iz 
klasifikatora rečenica (tabela 2.1). 
• Sintaktičke osobine  
o sintaktičke relacije u kojima je fraza u governor relaciji 
(GOV), 
o sintaktičke relacije u kojima je fraza u dependant 
relaciji (DEP). 
• Semantička kategorija glagola (odreñena pomoću Action 
leksikona preuzetog od [Teufel 1999b]), ako fraza sadrži glagol, 
inače je vrednost ove osobine O (ACT). 
• Kategorija: Task, Method, Implementation, Resource/Feature ili 
O. 
Frekvencija za datu frazu računa se kao prosek frekvencija svih 
reči iz fraze izuzev stop reči. Osobine vezane za sintaktičke relacije 
formirane su na sledeći način. Iz rezultata Stanford parsera izdvojeni su 
nazivi svih relacija u kojima je fraza governor (dependant) i nakon toga 
su nazivi abecedno sortirani i spojeni pomoću karaktera „_“. Reč je u 
relaciji governor sa ostalim rečima u frazi ako ona odreñuje sintaktičku 
funkciju fraze. Na primer u imeničkoj frazi governor imenica je ona 
koja predstavlja entitet na koji se cela fraza odnosi, npr. reč „hat“ u 
frazi „the man in the brown suit’s hat“. Reč u frazi je u relaciji 
dependent ako se ne odnosi na entitet na koji se odnosi cela fraza (na 
primer reč „John“ u frazi „John’s book”). Primer ekstrahovanih osobina 
za rečenicu “The corpus was processed by using the c/nc-value method 
[2] for term recognition.” za Task kategoriju dat je u Tabeli 3.2. 
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PH NPH PHT FT FM FI FR GOV DEP CIT ACT L 
the_corpus corpus NP 0.0 0.0 0.0 140 O nsubjpass O O O 
was be VP 0.0 0.0 0.0 0.0 O auxpass O O O 
processed process VP 24 11 0.0 0.0 auxpass_nsubjpass_prep O O O O 
by by PP 0.0 0.0 0.0 0.0 pcomp O O O O 
using use VP 0.0 0.0 0.0 0.0 dobj_prep pcomp O USE O 
the_c/nc-value_method c/nc-value_method NP 0.0 6 0.0 0.0 amod_appos_prep dobj O O O 
[2] [2] O 0.0 0.0 0.0 0.0 O aposs AUTO_CIT O O 
for for PP 0.0 0.0 0.0 0.0 prep pobj O O O 
term_recognition term_recognition NP 98 0.0 0.0 0.0 O pobj O O Task 
. . O 0.0 0.0 0.0 0.0 O O O O O 
Tabela 3.2. Primer obučavajućeg skupa za CRF za rečenicu: 
 “The corpus was processed by using the c/nc-value method [2] for term recognition.”  
za Task kategoriju.
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3.1.5. CRF templejt fajl  
Pomoću CRF templejt fajla sa osobinama specificiraju se 
osobine koje se koriste u fazi obučavanja i fazi testiranja CRF modela. 
Svaki red u fajlu je oblika %x[row,col] gde je row relativna pozicija u 
odnosu na token (celinu teksta) čija se kategorija trenutno odreñuje a 
col je apsolutna pozicija kolone u CRF obučavajućem fajlu.  
Na osnovu osobina predstavljenih u prethodnom odeljku 
konstruisan je templejt fajl sa ciljem da se iskoriste sve osobine fraze 
čija se kategorija odreñuje, a takoñe i osobine okolnih fraza. 
Konstruisani templejt fajl sadrži 108 osobina1. Skup osobina za frazu 
čija se kategorija odreñuje sastoji se od lokalnih osobina koje opisuju 
lingvističke (normalizovana fraza, tip fraze), domenske (frekvencija 
fraze za po kategorijama u obučavajućem skupu) fraze i kontekstinih 
osobina koje sadrže lingvističke i semantičke osobine okolnih fraza. 
Eksperimenti su vršeni sa prozorom od jedne do tri fraze levo i desno 
od trenutne fraze i odlučeno je da se koristi prozor od dve fraze zato što 
je pružio najbolje performanse (tabela 4.12). Vrednosti osobina za 
prozor od dve fraze ilustrovane su na primeru u tabeli 3.3. Osobina 
fraza koje se nalaze u prozoru od dve fraze predstavljaju kontekstne 
osobine. 
Templejt Vrednost osobine Tip osobine 
%x[0,1] the_c/nc-value_method Lingvističke, lokalna 
%x[0,3] NP Lingvističke, lokalna 
%x[0,4] 6 Frekvencije - Method, lokalna 
%x[2,8] AUTO_CIT Vrsta Citata, kontekstna 
%x[-1,9] pcomp Sintaktičke, kontekstna 
Tabela 3.3. Primer vrednosti osobina za prozor od dve fraze za rečenicu 
iz Tabele 3.2. 
Na osnovu opisanog templejt fajla formirani su CRF modeli i 
pomoću petostruke unakrsne validacije izračunate su performanse za 
svaku od kategorija. Opisani fajl je takoñe upotrebljen da bi se odredio 
uticaj različitih grupa osobina na performanse. Rezultati su prikazani u 
sledećem poglavlju.  
                                               
1Templejt fajl sa svih 108 osobina dostupan je na adresi: 
http://www.informatika.ftn.uns.ac.rs/AleksandarKovacevic/MethodologyExtractio
n  
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4. Eksperimentalni rezultati 
 
Za evaluaciju performansi sistema upotrebljena je standardna 
petostruka unakrsna validacija (5-fold cross validation). Obučavajući 
skup podeljen je na 5 jednakih delova i za svaku od iteracija model se 
obučava na 80% podataka, a testira na 20%. Ova tehnika upotrebljena 
za evaluaciju klasifikatora rečenica kao i CRF modela za kategorizaciju 
metodoloških segmenata. 
Za odabir i formiranje klasifikatora rečenica upotrebljen je alat 
Rapidminer [Mierswa 2006]. Nakon formiranja klasifikatora izvršena je 
selekcija osobina algoritmom backward selection. Evaluacija 
performansi izvršena je zasebno za svaki od klasifikatora.  
CRF model formiran je pomoću alata CRF++ [CRF++]. 
Potrebno je još i naglasiti da se za kategorizaciju za svaku od navedenih 
kategorija koristi zaseban CRF model. Ova odluka je donešena nakon 
eksperimenta sa CRF modelima koji sadrže više od jedne kategorije 
koji su uvek imali lošije performanse u odnosu na modele sa jednom 
kategorijom (tabela 4.11). 
4.1. Merenje performansi 
Performanse kategorizacije mere se pomoću standardnih mera 




















Za evaluaciju performansi koristi se korpus (zlatni standard) 
prikazan u poglavlju 2. Izračunavanje mera performansi tj. odreñivanje 
TP, FP i FN za klasifikator rečenica jasno je definisano pošto je jedinica 
za klasifikaciju kao i jedinica za anotaciju jednaka (jedna rečenica). Sa 
obzirom na to da je jedinica kategorizacije u CRF modelu fraza 
(formirana od pomoću Stanford parsera) a jedinica kategorizaciju u 
anotiranom skupu je segment, potrebno je objasniti na koji način se 
odreñuju tačno predikovani (true positives, TP), pogrešno predikovani 
(false positives, FP) kao data kategorija, i segmenti koji imaju datu 
kategoriju ali su predikovani kao da je nemaju (false negatives, FN). 
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Vrednosti TP, FP i FN odreñuju se, redom, za svaki od segmenata. 
Prilikom odreñivanja TP, FP i FN moguće su dve situacije: 
• Datom segmentu odgovara tačno jedna fraza (ili se segment 
nalazi unutra fraze). U ovom slučaju ako je anotacija fraze ista 
kao anotacija segmenta rezultat je TP. Ako je anotacija fraze O, 
a segment ima neku od kategorija rezultat je FN. Ako je 
anotacija fraze neka od kategorija, a anotacija segmenta O 
rezultat je FP. 
• Datom segmentu odgovara više fraza. U ovom slučaju 
anotacija segmenta dodeljena od strane modela odreñuje se 
jednoglasnim glasanjem kategorija fraza u CRF modelu. Ako 
dati segment ima neku od kategorija, samo u slučaju da sve 
fraze od kojih se segment sastoji imaju baš tu kategoriju rezultat 
je TP. Ako bar jedna od fraza nema baš tu kategoriju rezultat je 
FN. U slučaju da segment nema anotaciju tj. ima kategoriju O a 
bar jedna od fraza od koje se sastoji ima kategoriju različitu od 
O rezultat je FP. 
Oba slučaja ilustrovana su u tabelama 4.1, 4.2 i 4.3. 
Evaluacija performansi za CRF modele takoñe je izvršena i na 
nivou fraza. U ovom slučaju svaka od fraza posmatra se zasebno 
(nezavisno u odnosu na ostale fraze u segmentu kome pripada), TP, FP i 
FN se odreñuju na uobičajen način.  
 
Segment Fraza Kategorija Predikcija Kategorije 
1 the_cls_measure O O 
1 was O O 
1 tested O O 
1 on O O 
2 a_corpus Resource/Feature Resource/Feature 
2 of Resource/Feature Resource/Feature 
2 2008_abstracts Resource/Feature Resource/Feature 
3 retrieved O O 
3 from O O 
4 medline_database Resource/Feature Resource/Feature 
5 . O O 
Tabela 4.1. Primer situacije za TP. Iako je tip fraze u segmentu 2 
predikcijom dobio tačne kategorije ovo predstavlja samo jedan TP zato 
što su sve tri fraze deo istog segmenta. 
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Segment Fraza Kategorija Predikcija Kategorije 
1 first O O 
1 , O O 
1 we O O 
2 collect Method Method 
2 concordances Method O 
2 for Method Method 
2 all Method Method 
2 automatically_ recognized_terms Method O 
3 . O O 
Tabela 4.2. Primer situacije za FN. Fraze “concordances” i “automatically_ 
recognized_terms” u segmentu 2 imaju pogrešno predikovanu kategoriju O umesto 
Method pa se iz tog razloga generiše FN za taj segment. 
Segment Fraza Kategorija Predikcija Kategorije 
1 besides O O 
1 , O O 
1 this_ dedicated_ approach O O 
2 to_determine Task Task 
2 the_unithood Task Task 
2 of Task Task 
2 word_sequences Task Task 
3 will_ prove_ to_ be O O 
3 invaluable O O 
3 to O O 
3 other_areas O O 
3 in O O 
3 natural_language_processing O Task 
3 such_ as O O 
3 noun-phrase_chunking O Task 
3 and O O 
3 named-entity_recognition O O 
4 . O O 
Tabela 4.3. Primer situacije za FP. Fraze “natural_language_processing“ i “noun-
phrase_chunking “ imaju predikovanu kategoriju Task iako im je stvarna 
kategorija O tako da se za segment 3 generiše FP. 
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4.1.1. Performanse klasifikatora 
rečenica 
 
Rezultati klasifikatora rečenica kao i osobine odabrane 
selekcijom osobina dati su u tabelama 4.4, 4.5 i 4.6. Pored toga tabele 
4.7. i 4.8. prikazuju najbolje performanse u smislu preciznosti, odziva i 
F-mere dobijene prilikom eksperimentisanja sa: mašinama potpornih 
vektora (SVM), k-najbližih suseda (k nearest neighbors, KNN) i 
stablom odlučivanja (Desicion Tree). 
 Preciznost Odziv F-mera 
Teufel et al. [Teufel 2002] 84% 88% 86% 
Klasifikator rečenica - prvi nivo 80% 85% 83% 
Tabela 4.4. Performanse klasifikatora rečenica za kategorije definisane 
u [Teufel 1999b]. 
 
Preciznost Odziv F-mera Klasifikator rečenica - drugi nivo 
Solution kategorija 74% 82% 78% 






Cont-2, Loc, Struct-1, Struct-2, Syn-1, Syn-2,  
Cit-1, Cit-2, TRADITION_FORMULAIC, Cont-2, Loc,  




Cont-2, Loc, Struct-1, Struct-2, Length,  
Syn-1, Syn-2, Syn-3, Cit-2, Formu, Ag-1,Ag-2 
Tabela 4.6. Podskupovi osobina pomoću dobijene algoritmom 
backward selection koje su pružile performanse prikazane u tabelama 
4.4. i 4.5. 
Kao što se može videti u tabeli 4.4 performanse klasifikatora 
rečenica prvog nivoa lošije su nego one prezentovane u [Teufel 2002]. 
Preciznost je manja za 4%, dok je odziv manji za 3% što rezultuje u 
padu od 3% za F-meru. Pad u performansama je verovatno posledica 
toga što je u [Teufel 2002] upotrebljen veći korpus (35 radova više) 
nego u slučaju sistema prezentovanog u ovoj disertaciji. 
Klasifikator rečenica drugog nivoa postigao je F-meru od 78% 
(preciznost od 74% i odziv od 82%) za identifikaciju metodoloških 
rečenica (Solution kategorija). 
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 Preciznost Odziv F-mera 
KNN 75% 78% 76% 
SVM 67% 99% 79% 
Desicion Tree 66% 98% 78% 
Naive Bayes 80% 85% 83% 
Tabela 4.7. Uporedni prikaz performansi modela za klasifikaciju 
rečenica za kategorije definisane u [Teufel 1999b]. 
 
 Preciznost Odziv F-mera 
KNN 70% 71% 70% 
SVM 64% 98% 77% 
Desicion Tree 65% 96% 77% 
Naive Bayes 74% 82% 78% 
Tabela 4.8. Uporedni prikaz performansi modela za klasifikaciju 
rečenica za Solution kategoriju. 
 
Kao što se može videti iz tabele 4.7. NB model za klasifikaciju 
ima najbolje performanse za kategorije definisane u [Teufel 1999b], 
iako postoje klasifikatori sa boljim odzivom (SVM i Desicion Tree) NB 
ima od 14% do 5% veću preciznost u odnosu na ostale modele kao i 
bolju F-meru. 
Iz tabele 4.8. se takoñe može videti da NB model ima najbolje 
performanse za klasifikaciju rečenica za Solution kategoriju. Kao i u 
prethodnom slučaju postoje klasifikatori sa boljim odzivom (SVM i 
Desicion Tree) ali i znatno nižom preciznošću (10% manja) u odnosu na 
NB. Sa preciznošću od 74% i odzivom od 82% Naive Bayes klasifikator 
poseduje najbolju ravnotežu izmeñu preciznosti i odziva (što je i 
poželjno kod performansi modela za klasifikaciju) što rezultuje 
najboljom vrednošću za F-meru. 
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4.1.2. Performanse kategorizacije 
metodoloških segmenata 
 
Performanse CRF modela za kategorizaciju metodoloških 
segmenata za sve četiri kategorije date su u tabeli 4.9. 
Task Method 
Preciznost Odziv F-mera Preciznost Odziv F-mera 
0.6959 0.4325 0.5335 0.7046 0.4251 0.5303 
Resource/Feature Implementation 
Preciznost Odziv F-mera Preciznost Odziv F-mera 
0.6761 0.5539 0.6089 0.8566 0.6774 0.7565 
Tabela 4.9. Performanse CRF modela za kategorizaciju metodoloških 
segmenata merene na nivou segmenta. 
Ukupni rezultati (tabela 4.9) pokazuje da su najbolje 
performanse postignute za kategoriju Implementation gde je preciznost 
85%, odziv 67% i F-mera 75%. Najizazovnija kategorija za 
kategorizaciju segmenata je Method sa preciznošću od 70%, odzivom 
od 42% što daje F-meru od 53% uz koju je odmah i Task kategorija sa 
preciznošću od 69%, odzivom od 43% i F-merom od 53,3%. Rezultati 
za kategoriju Resource/Feature su nešto bolji u odnosu na prethodne 
dve: preciznost 67%, odziv 55% i F-mera od 60%. 
Performanse izračunate na nivou fraza date su u tabeli 4.10. Kao 
što je i očekivano rezultati su bolji, ali ne značajno u odnosu na one 
merene na nivou segmenta. Najbolje performanse kao i u prethodnom 
slučaju izmerene su za Implementation kategoriju (približno 1% 
poboljšanja u odnosu na nivo segmenta), sledi je Resource/Feature 
kategorija (manje od 1% lošija F-mera u odnosu na nivo segmenta). 
Evaluacija na nivou fraza pruža malo bolje performanse, u odnosu na 
nivo segmenta, za kategoriju Task (4% poboljšanja za F-meru), dok je 
poboljšanje za kategoriju Method neznatno. 
Rezultati eksperimenata sa jedim CRF modelom koji sadrži sve 
četiri kategorije (Task, Method, Resource/Feature i Implemenation) dati 
su u tabeli 4.11. Pored toga u tabli 4.12. dat je uporedni prikaz 
performansi CRF modela za prozor od jedne, dve i tri fraze respektivno. 
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Prikazane performanse u tabelama 4.11. i 4.12. merene su na nivou 
segmenta. 
Task Method 
Preciznost Odziv F-mera Preciznost Odziv F-mera 
0.7300 0.4709 0.5725 0.6964 0.4296 0.5314 
Resource/Feature Implementation 
Preciznost Odziv F-mera Preciznost Odziv F-mera 
0.6556 0.5393 0.5918 0.8671 0.6832 0.7643 
Tabela 4.10. Performanse CRF modela za kategorizaciju metodoloških 
segmenata merene na nivou fraze. 
 Task Method 
 Preciznost Odziv F-mera Preciznost Odziv F-mera 
1 model sa 4 kategorije 0,60 0,35 0.44 0.64 0.38 0.47 
1 model za svaku kategoriju 0.69 0.43 0.53 0.70 0.42 0.53 
 Resource/Feature Implementation 
 Preciznost Odziv F-mera Preciznost Odziv F-mera 
1 model sa 4 kategorije 0.59 0.48 0.52 0.75  0.56 0.64 
1 model za svaku kategoriju 0.67 0.55 0.60 0.85 0.67 0.75 
Tabela 4.11. Performanse jednog CRF modela sa sve četiri kategorije u 
odnosu na zasebne modele merene na nivou segmenta.  
 Task Method 
Prozor od: Preciznost Odziv F-mera Preciznost Odziv F-mera 
1 fraze 0.6968 0.4323 0.5336 0.6791 0.3740 0.4823 
2 fraze 0.6959 0.4325 0.5335 0.7046 0.4251 0.5303 
3 fraze 0.7245 0.4219 0.5333 0.6789 0.3170 0.4322 
 Resource/Feature Implementation 
 Preciznost Odziv F-mera Preciznost Odziv F-mera 
1 fraze 0.658 0.513 0.576 0.823 0.652 0.720 
2 fraze 0.676 0.553 0.608 0.856 0.677 0.756 
3 fraze 0.676 0.536 0.598 0.838 0.653 0.734 
Tabela 4.12. Uporedni prikaz performansi CRF modela za prozor od 
jedne, dve i tri fraze respektivno. 
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Kao što se može videti iz tabele 4.11. jedan CRF model sa sve 
četiri kategorije pruža lošije performanse u odnosu na slučaj u kome se 
koriste četiri odvojena CRF modela (tabela 4.9). Razlika u 
performansama je najočiglednija za kategoriju Implementation (11% 
manja F-mera u odnosu na zaseban model sa ovom kategorijom), sledi 
je Task kategorija (9% manja F-mera), Resource/Feautre sa 8% nižom 
vrednosti za F-meru i Method sa padom od 6% za F-meru. 
Iz tabele 4.12 vidi se da upotreba prozora od dve fraze za 
osobine CRF modela pruža najbolje performanse. Iako je kod kategorije 
Task razlika u performansama neznatna, kod ostalih kategorija je 
uočljivija, a naročito za kategoriju Method kod koje model sa prozorom 
sa dve fraze pruža 10% veću F-meru u odnosu na model sa tri fraze. 
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5. Diskusija i analiza rezultata 
 
Nakon formiranja CRF modela sa svim osobinama, za svaku od 
kategorija, izvršena je analiza uticaja osobina na performanse. U 
nastavku su data zapažanja dobijena analizom. Takoñe je urañena i 
analiza grešaka kategorizacije. Identifikovane su tri značajne vrste 
grešaka koje su prikazane na kraju ovoga poglavlja. 
5.1.1. Uticaj grupa osobina 
Osobine su podeljene po grupama na sledeći način: lingvističke 
osobine (PH, PHN i PHT), domenske osobine tj. frekvencije fraze (FT, 
FM, FI i FR), prisustvo citata (CIT), sintaktičke osobine (DEP i GOV) i 
semantička kategorija glagola (ACT). Analiza je vršena zasebno sa 
svaku od kategorija: Task, Method, Resource/Feature i Implementation. 
Rezultati su dati u tabelama 5.1-5.5.  
5.1.1.1. Kategorija Task 
Lingvističke osobine 
Lingvističke informacije upotrebljene u modelu sastoje se od 
fraze (PH), normalizovane fraze (NPH) i tipa fraze (PHT). Kada se 
koriste samo ove osobine model postiže veliku preciznost (samo 3% 
manje od modela sa svim osobinama), dok je odziv drastično manji 
(10% manje od modela sa svim osobinama). Fraza i normalizovana 
fraza imaju sličan uticaj na performanse, kada se ne koriste preciznost i 
odziv opadaju za 1%. Sličan efekat na performanse ima i izostavljanje 
tipa fraze. Rezultati eksperimenta prikazani su u Tabeli 5.1. 
 Preciznost Odziv F-mera 
Sve osobine 0.6959 0.4325 0.5335 
NPH + PHT + PH samo 0.6543 0.3752 0.4769 
Sve, osim NPH 0.6723 0.4211 0.5179 
Sve, osim PH 0.6740 0.4290 0.5243 
Sve, osim PHT 0.7011 0.4253 0.5294 
Sve, osim (NPH+PHT + PH) 0.6066 0.3764 0.4646 
Tabela 5.1. Uticaj lingvističkih osobina na performanse 
(PH = Fraza, NPH = Normalizovana fraza, PHT = Tip fraze). 
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Frekvencije fraze 
Upotreba frekvencije fraze u svim kategorijama za ovaj model 
ima blag negativan efekat na performanse tj. na preciznost (tabela 5.2.). 
Model sa ovom grupom osobina postiže 4% manju preciznost, dok 
odziv ostaje nepromenjen. Kada se koriste samo osobine iz ove grupe 
model postiže veoma loše performanse (F-mera je za 23% manja u 
odnosu na model sa svim osobinama). Upotreba samo frekvencije za 
Task kategoriju (FT) tj. isključivanje ostalih frekvencija iz skupa 
osobina, povećalo je preciznost kao i odziv za 1% u odnosu na model sa 
svim osobinama. Uklanjanje FT iz skupa osobine degradira odziv za 
5%. 
 Preciznost Odziv F-mera 
Sve osobine 0.6959 0.4325 0.5335 
FT + FM + FI + FR samo 0.3756 0.2488 0.2993 
FT 0.2689 0.0801 0.1234 
Sve, osim FT 0.6906 0.3808 0.4909 
Sve, osim (FM + FI + FR) 0.7068 0.4480 0.5484 
Sve, osim (FT + FM + FI + FR) 0.7243 0.4238 0.5347 
Tabela 5.2. Uticaj frekvencija na performanse  
(FT = Frekvencija za Task, FM = Frekvencija za Method, FI = 
Frekvencija za Implementation, FR = Frekvencija za 
Resource/Feature). 
Sintaktičke osobine 
Ova grupa osobina doprinosi povećanju performansi kako za 
preciznost tako i za odziv (tabela 5.3.). U slučaju modela bez ovih 
osobina odziv je manji za 3% dok je preciznost manja za 10% što 
ukupno smanjuje F-meru za 5%. Kao i u slučaju frekvencija, upotreba 
modela samo sa sintaktičkim osobinama daje vrlo loše performanse.  
 Preciznost Odziv F-mera 
Sve osobine 0.6959 0.4325 0.5335 
DEP+GOV samo 0.2642 0.1735 0.2094 
Sve, osim (DEP+GOV) 0.5854 0.3958 0.4723 
Tabela 5.3. Uticaj sintaktičkih osobina na performanse  
(DEP = relacije u kojima je fraza dependant, GOV = relacije u kojima 
je fraza governor). 
Prisustvo citata i Action osobina 
Izostavljanje CIT i ACT osobina pojedinačno ima isti efekat na 
performanse - odziv se smanjuje za 1%. Ako se izostave obe osobine 
odziv opada za 2%. Upotreba modela samo sa CIT ili samo sa ACT 
osobinama daje vrlo loše performanse. Rezultati eksperimenta prikazani 
su u tabeli 5.4. 
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 Preciznost Odziv F-mera 
Sve osobine 0.6959 0.4325 0.5335 
CIT+ACT samo 0.5103 0.2287 0.3159 
Sve, osim CIT 0.6979 0.4234 0.5271 
Sve, osim ACT 0.6897 0.4266 0.5271 
Sve, osim (CIT+ACT) 0.6934 0.4116 0.5166 
Tabela 5.4. Uticaj Citata i Action osobine  
(CIT = vrsta citata, ACT = vrsta akcije). 
5.1.2. Kategorija Method 
Lingvističke osobine 
U slučaju Method kategorije (tabela 5.5.) kada se koriste samo 
lingvističke osobine model degradira F-meru za 10% u odnosu na 
model sa svim osobinama. Fraza i tip fraze imaju sličan uticaj na 
performanse, kada se ne koriste preciznost i odziv opadaju za 1% dok 
izostavljanje NPH ima znatniji efekat degradirajući preciznost i odziv 
za 11%. 
 Preciznost Odziv F-mera 
Sve osobine 0.7046 0.4251 0.5303 
NPH + PHT + PH samo 0.6646 0.3240 0.4356 
Sve, osim NPH 0.5943 0.3486 0.4395 
Sve, osim PH 0.6904 0.4180 0.5208 
Sve, osim PHT 0.6994 0.4168 0.5223 
Sve, osim (NPH+PHT + PH)  0.5181 0.3201 0.3957 
Tabela 5.5. Uticaj lingvističkih osobina na performanse 
(PH = Fraza, NPH = Normalizovana fraza, PHT = Tip fraze). 
Frekvencije fraze 
Upotreba frekvencije fraze (tabela 5.6.) u svim kategorijama za 
ovaj model ima pozitivan efekat na performanse, naročito na odziv. 
Model bez ove grupe osobina postiže 5% manji odziv dok je preciznost 
povećana za 4% što ukupno daje F-meru za 4% manju u odnosu na 
model sa svim osobinama. Kada se koriste samo osobine iz ove grupe 
model postiže veoma loše performanse (F-mera je za 27% manja u 
odnosu na model sa svim osobinama). Uklanjanje FM iz skupa osobina 
povećalo je preciznost za 2% dok je odziv manji za 7% u odnosu na 
model sa svim osobinama, što znači da u odnosu na ostale osobine iz 
ove grupe FM ima najveći uticaj na rezultat. 
 
 




 Preciznost Odziv F-mera 
Sve osobine 0.7046 0.4251 0.5303 
FT + FM + FI + FR samo 0.3410 0.2207 0.2680 
FM 0.2724 0.1915 0.2249 
Sve, osim FM 0.7245 0.3566 0.4779 
Sve, osim (FT + FM + FI + FR) 0.7377 0.3764 0.4985 
Tabela 5.6. Uticaj frekvencija na performanse  
(FT = Frekvencija za Task, FM = Frekvencija za Method, FI = 
Frekvencija za Implementation, FR = Frekvencija za 
Resource/Feature). 
Sintaktičke osobine 
Ova grupa osobina (tabela 5.7.) doprinosi povećanju 
performansi kako za preciznost tako i za odziv. U slučaju modela bez 
ovih osobina odziv je manji za 2% dok je preciznost manja za 4% što 
ukupno smanjuje F-meru za 4%. Kao i u slučaju frekvencija, upotreba 
modela samo sa sintaktičkim osobinama daje vrlo loše performanse.  
 Preciznost Odziv F-mera 
Sve osobine 0.7046 0.4251 0.5303 
DEP+GOV samo 0.3173 0.2028 0.2475 
Sve, osim (DEP+GOV) 0.6400 0.4071 0.4977 
Tabela 5.7. Uticaj sintaktičkih osobina na performanse  
(DEP = relacije u kojima je fraza dependant, GOV = relacije u kojima 
je fraza governor). 
Prisustvo citata i Action osobina 
Izostavljanje CIT i ACT osobina ponaosob ima sličan efekat na 
performanse, odziv se smanjuje za 1%, a u slučaju ACT i preciznost je 
takoñe za 1% manja. Ako se izostave CIT i ACT zajedno performanse 
su neznatno degradirane. Upotreba modela samo sa CIT ili samo sa 
ACT osobinama daje vrlo loše performanse. Rezultati su prikazani u 
Tabeli 5.8. 
 Preciznost Odziv F-mera 
Sve osobine 0.7046 0.4251 0.5303 
CIT+ACT samo 0.3228 0.2457 0.2790 
Sve, osim CIT 0.7006 0.4229 0.5274 
Sve, osim ACT 0.6993 0.4231 0.5272 
Sve, osim (CIT+ACT) 0.7030 0.4227 0.5279 
Tabela 5.8. Uticaj Citata i Action osobine  
(CIT = vrsta citata, ACT = vrsta akcije). 
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5.1.3. Kategorija Resource/Feature 
Lingvističke osobine 
U slučaju Resource/Feature kategorije (tabela 5.9.) kada se 
koriste samo lingvističke osobine model ima veću preciznost u odnosu 
na model sa svim osobinama dok je odziv 13% manji. Fraza i 
normalizovana fraza imaju sličan uticaj na performanse, kada se ne 
koriste preciznost i odziv opadaju za 2% dok izostavljanje tipa fraze 
ima zanemarljiv efekat degradirajući F-meru manje od 1%. 
 Preciznost Odziv F-mera 
Sve osobine 0.6761 0.5539 0.6089 
NPH + PHT + PH samo 0.6903 0.4258 0.5267 
Sve, osim NPH 0.6459 0.5308 0.5827 
Sve, osim PH 0.6570 0.5321 0.5880 
Sve, osim PHT 0.6707 0.5345 0.5949 
Sve, osim (NPH+PHT + PH)  0.5669 0.4853 0.5229 
Tabela 5.9. Uticaj lingvističkih osobina na performanse 
(PH = Fraza, NPH = Normalizovana fraza, PHT = Tip fraze). 
Frekvencije fraze 
Upotreba frekvencije fraze (tabela 5.10.) u svim kategorijama za 
ovaj model ima pozitivan efekat na performanse, naročito na odziv. 
Model bez ove grupe osobina postiže 10% manji odziv dok je 
preciznost povećana za 1% što ukupno daje F-meru za 6% manju u 
odnosu na model sa svim osobinama. Kada se koriste samo osobine iz 
ove grupe model postiže lošije performanse (F-mera je za 14% manja u 
odnosu na model sa svim osobinama). Uklanjanje FR iz skupa osobina 
povećalo je preciznost za 1% dok je odziv manji za 8% u odnosu na 
model sa svim osobinama što znači da u odnosu na ostale osobine iz 
ove grupe FR ima najveći uticaj na rezultat. 
 Preciznost Odziv F-mera 
Sve osobine 0.6761 0.5539 0.6089 
FT + FM + FI + FR samo 0.4980 0.4332 0.4634 
FR 0.4528 0.2863 0.3508 
Sve, osim FR 0.6846 0.4792 0.5638 
Sve, osim (FT + FM + FI + FR) 0.6866 0.4508 0.5442 
Tabela 5.10. Uticaj frekvencija na performanse  
(FT = Frekvencija za Task, FM = Frekvencija za Method, FI = 
Frekvencija za Implementation, FR = Frekvencija za 
Resource/Feature). 
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Sintaktičke osobine 
U slučaju Resource/Feature kategorije (tabela 5.11.) ova grupa 
osobina ne doprinosi značajno performansama ni za preciznost ni za 
odziv. Upotreba modela samo sa sintaktičkim osobinama daje loše 
performanse.  
 Preciznost Odziv F-mera 
Sve osobine 0.6761 0.5539 0.6089 
DEP+GOV samo 0.4542 0.3082 0.3672 
Sve, osim (DEP+GOV) 0.6719 0.5519 0.6060 
Tabela 5.11. Uticaj sintaktičkih osobina na performanse  
(DEP = relacije u kojima je fraza dependant, GOV = relacije u kojima 
je fraza governor). 
 
Prisustvo citata i Action osobina 
Izostavljanje CIT i ACT osobina (tabela 5.12.) ponaosob ima 
sličan efekat na performanse, odziv se smanjuje za 1% dok je uticaj na 
performanse neznatan. Izostavljanje CIT i ACT osobina zajedno takoñe 
samo smanjuje odziv za 1%. Upotreba modela samo sa CIT ili samo sa 
ACT osobinama daje vrlo loše performanse.  
 Preciznost Odziv F-mera 
Sve osobine 0.6761 0.5539 0.6089 
CIT+ACT samo 0.4745 0.3753 0.4191 
Sve, osim CIT 0.6764 0.5463 0.6044 
Sve, osim ACT 0.6746 0.5463 0.6037 
Sve, osim (CIT+ACT) 0.6709 0.5406 0.5987 
Tabela 5.12. Uticaj Citata i Action osobine  
(CIT = vrsta citata, ACT = vrsta akcije). 
5.1.4. Kategorija Implementation 
Lingvističke osobine 
U slučaju Implementation kategorije (tabela 5.13.) kada se 
koriste samo lingvističke osobine model ima 7% manju preciznost u 
odnosu na model sa svim osobinama dok je odziv 34% manji. Fraza i 
normalizovana fraza imaju negativan uticaj na performanse. Kada se ne 
koristi NPH preciznost je povećana za 2% dok je odziv povećan za 2%. 
Izostavljanje PH ima sličan efekat kao izostavljanje NPH Izostavljanje 
tipa fraze povećava preciznost za 2% dok odziv ostaje nepromenjen. 
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 Preciznost Odziv F-mera 
Sve osobine 0.8566 0.6774 0.7565 
NPH + PHT + PH samo 0.7833 0.3380 0.4723 
Sve, osim NPH 0.8611 0.6933 0.7682 
Sve, osim PH 0.8495 0.6878 0.7601 
Sve, osim PHT 0.8706 0.6679 0.7559 
Sve, osim (NPH+PHT + PH)  0.8378 0.6674 0.7429 
Tabela 5.13. Uticaj lingvističkih osobina na performanse 
(PH = Fraza, NPH = Normalizovana fraza, PHT = Tip fraze). 
Frekvencije fraze 
Upotreba ove grupe osobina (tabela 5.14.) ima najveći uticaj na 
performanse u odnosu na sve ostale grupe osobina, naročito na odziv. 
Model bez ove grupe osobina postiže 24% manji odziv dok je 
preciznost manja za 3% što ukupno daje F-meru za 18% manju u 
odnosu na model sa svim osobinama. Kada se koriste samo osobine iz 
ove grupe model ima veoma dobre performanse (F-mera je samo 4% 
manja u odnosu na model sa svim osobinama). Uklanjanje FI iz skupa 
osobina smanjilo je preciznost za 3% dok je odziv manji za 21% u 
odnosu na model sa svim osobinama, što znači da u odnosu na ostale 
osobine iz ove grupe FI ima najveći uticaj na rezultat. 
 Preciznost Odziv F-mera 
Sve osobine 0.8566 0.6774 0.7565 
FT + FM + FI + FR samo 0.7582 0.6831 0.7187 
FI 0.6919 0.5410 0.6072 
Sve, osim FI 0.8204 0.4647 0.5933 
Sve, osim (FT + FM + FI + FR) 0.8291 0.4363 0.5718 
Tabela 5.14. Uticaj frekvencija na performanse  
(FT = Frekvencija za Task, FM = Frekvencija za Method, FI = 
Frekvencija za Implementation, FR = Frekvencija za 
Resource/Feature). 
Sintaktičke osobine 
Ova grupa osobina (tabela 5.15.) doprinosi povećanju 
performansi i za preciznost i za odziv. Bez ovih osobina odziv je manji 
za 2% dok je preciznost manja za 1% što ukupno smanjuje F-meru za 
2%. Upotreba modela samo sa sintaktičkim osobinama daje loše 
performanse.  
Prisustvo citata i Action osobina 
Izostavljanje CIT i ACT osobina (tabela 5.16.) ponaosob 
neznatno povećava performanse. Odziv je povećan za 2%, a preciznost 
1%. Izostavljanje CIT i ACT osobina zajedno takoñe povećava 
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performanse. Upotreba modela samo sa CIT ili samo sa ACT 
osobinama daje loše performanse. 
 Preciznost Odziv F-mera 
Sve osobine 0.8566 0.6774 0.7565 
DEP+GOV samo 0.5786 0.3265 0.4174 
Sve, osim (DEP+GOV) 0.8420 0.6571 0.7381 
Tabela 5.15. Uticaj sintaktičkih osobina na performanse  
(DEP = relacije u kojima je fraza dependant, GOV = relacije u kojima 
je fraza governor). 
 Preciznost Odziv F-mera 
Sve osobine 0.8566 0.6774 0.7565 
CIT+ACT samo 0.5800 0.3204 0.4127 
Sve, osim CIT 0.8516 0.6877 0.7610 
Sve, osim ACT 0.8652 0.6950 0.7708 
Sve, osim (CIT+ACT) 0.8530 0.6896 0.7627 
Tabela 5.16. Uticaj Citata i Action osobine  
(CIT = vrsta citata, ACT = vrsta akcije). 
 
Lingvističke osobine, osim u slučaju Implementation kategorije, 
su jedina grupa osobina koja sama daje dobre rezultate. U slučaju 
Implementation kategorije frekvencije predstavljaju jedinu grupu koja 
sama ima dobre performanse. Na osnovu toga može se zaključiti da reči 
tj. fraze specifične za domen koji posmatramo imaju veliki uticaj na 
prepoznavanje metodologija za taj domen. Ovakav uticaj može se 
objasniti time da svaki domen ima svoje karakteristične metodologije, 
naročito zadatke i resurse, kod kojih lingvističke osobine i najviše 
doprinose performansama, dok su metode manje vezane za domen (na 
primer metoda genetski algoritam ima primenu u širokom spektru 
domena). 
Generalno, frekvencije poboljšavaju odziv što se takoñe može 
objasniti time da u domenu postoje standardne često korišćene 
metodologije. Najveći uticaj na odziv pri prepoznavanju konkretne 
kategorije ima baš frekvencija za tu kategoriju što je i logično. Ova 
karakteristika je najizraženija kod kategorije Implementation kod koje 
kada se izbaci frekvencija za tu kategoriju (FI), iz osobina, dolazi do 
pada od 16% u odzivu (tabela 5.14 - Sve, osim FI). Kada se ne koriste 
osobine iz ove grupe dolazi do blagog porasta preciznosti što se može 
objasniti time da postoji mnoge metodološke fraze koje su frekventne 
ali nisu anotirane kao metodološke u kontekstu u kome su pomenute 
(negacija, itd.). Pošto ova grupa osobina ne uzima u obzir kontekst cele 
rečenice, može da doñe do odreñenog broja FP što smanjuje preciznost. 
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Frekvencije imaju najveći uticaj za Implementation kategoriju 
što se može objasniti time da autori retko spominju imena konkretnih 
softvera koje koriste što rezultuje malim brojem različitih fraza koje su 
anotirane kao Implementation tj. malim i neraznovrsnim obučavajućim 
skupom. 
Sintaktičke osobine generalno povećavaju preciznost i odziv što 
se može objasniti relativno uobičajenim (formalnim) jezikom kojim 
autori prezentuju svoju metodologiju. Prisustvo i vrsta citata, kao i 
semantička kategorija glagola koja proističe iz Action leksikona 
doprinose povećanju odziva. Ovaj rezultat se takoñe može objasniti 
formalnošću naučničkog saopštavanja tj. čestom upotrebom odreñenih 
glagola (use, itd.) kao i činjenicom da autori često, pored naziva 
metode, resursa i implementacije koju koriste, navode referencu rada u 
kome se čitalac može detaljnije informisati o datom metodu, resursu ili 
implementaciji. 
5.1.5. Poreñenja performansi 
 
Sličnost u performansama izmerenim na nivou segmenta i na 
nivou fraza može se objasniti načinom odreñivanja TP, FP i FN. Sa 
obzirom na to da je da bi tačno predikovani segment bio odreñen 
potrebno tačno predikovati kategorije svih fraza koje pripadaju tom 
segmentu (tabela 4.1), trebalo bi da je teže postići dobre performanse na 
nivou segmenta u odnosu na nivo fraze. Shodno tome, prilikom 
izračunavanja performansi na nivou segmenta postoji manji broj tačno 
predikovanih elemenata (TP). Prilikom odreñivanja pogrešno 
predikovanih elemenata (FP i FN) na nivou segmenta, više od jednog 
FP ili FN na nivou fraze računaju se kao jedan FP ili FN na nivou 
segmenta kada te fraze pripadaju istom segmentu (tabele 4.2. i 4.3). Na 
osnovu toga kod merenja performansi na nivou segmenta postoji manji 
broj FP i FN u odnosu na nivo fraze. Iz prethodno navedenog može se 
zaključiti da se veći broj tačno predikovanih elemenata (TP) na nivou 
fraze, u odnosu na nivou segmenta, kompenzuje većim brojem pogrešno 
predikovanih slogova (FP i FN) što rezultuje u sličnim ukupnim 
performansama (tabele 4.9. i 4.10). 
Autori u [Kappeler 2008] saopštili su F-meru od 45% za 
identifikaciju pominjanja eksperimentalnih metoda u biomedicinskim 
tekstovima (odeljak 1.3.1.2) u poreñenju sa 53% za Method kategoriju 
koje je postigao sistem predstavljen u ovoj disertaciji. Bitno je istaći da 
se pristup autora u fokusirao na zatvorenom skupu metoda koji je 
definisan eksperimentalnom taksonomijom, dok se pristup opisan u 
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ovoj disertaciji bavi otvorenim skup metoda oblasti Automatske 
Ekstrakcije Termina i nije ograničen ni sa jednim unapred definisanim 
skupom tehnika. 
5.1.6. Analiza grešaka 
Nakon analize slučajnog uzorka od 200 rečenica koje sadrže FP 
i rečenica koje sadrže FN identifikovane su tri značajne vrste grešaka: 
a) Neprepoznavanje kompletnog segmenta. Segmenti iz anotiranog 
korpusa se često sastoje iz više fraza. Deo FN i FP proizilazi iz 
prepoznavanja samo nekih od fraza (FN) ili pogrešnog prepoznavanja 
okolnih fraza (FP). Posmatranjem ove vrste grešaka otkriveno je da su 
fraze koje su pogrešno prepoznate uglavnom direktni objekti ili objekti 
predloga glagolske fraze koja je tačno prepoznata. Ova vrsta grešaka 
može se objasniti upotrebom sintaktičkih osobina i time da se u korpusu 
segmenti sastoje od fraza koje su u različitim sintaktičkim relacijama tj. 
u nekim slučajevima segment sadrži i predlog i direktan objekat 
predloga glagolske fraze, a u nekim ne. Na osnovu posmatranog uzorka, 
procenjeno je da u ovu vrstu spada 20% grešaka u Task i Method 
kategoriji. Primer je prikazan u Tabeli 5.17. 
 
Fraza  kategorija Predikovana kategorija 
identifying dobj Task Task 
terms dobj Task Task 
of prep O Task 
various_lengths pobj O Task 
Tabela 5.17. Primer za grešku iz grupe a). Dve fraze iz „of various 
lenghts“ su dobile kategoriju Task i ako to nisu. 
 
b) Zavisnost od šireg konteksta. Postoje segmenti koje model 
prepoznaje kao odgovarajuću kategoriju, iako oni to nisu. U pitanju su 
slučajevi kada autori u metodološkoj rečenici, pored svoje 
metodologije, navode i druge metodologije koje porede sa svojom. 
Fraze koje često imaju Task anotaciju mogu biti anotirane kao Method 
pošto odluka o tome da li je nešto Task ili Method zavisi od konteksta 
šireg od jedne rečenice koji CRF model ne uzima u obzir. Na primer, 
članak može prezentovati novu metodu za POS tagging koji je u ovom 
slučaju Task, dok drugi članak može koristiti POS tagging za ATR, što 
znači da je u ovom slučaju POS tagging Method. CRF model posmatra 
kontekstni prozor od 2 fraze koji uglavnom nije dovoljan za 
prepoznavanje ovakvih slučajeva. 
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Takodje, upotreba lingvističkih osobina kao i frekvencija navodi 
model da u ovim slučajevima proizvede FP. Procenjeno je da u ovu 
vrstu spada 20% grešaka u Task, Method i Resource/Feature kategoriji. 
Primer je prikazan u Tabeli 5.18. 
Fraza Kategorija Predikovana  
Kategorija 
in O O 
this_paper O O 
, O O 
we O O 
focus O O 
on O O 
our O O 
experiment O O 
to O O 
extract O O 
chinese_multiword_expressions Resource/Feature O 
from O O 
corpus_resources Resource/Feature O 
as O O 
part O O 
of O O 
a_larger_research_effort O O 
to O O 
improve O O 
a O O 
machine Task Method 
translation Task Method 
( O O 
mt O O 
) O O 
system O O 
. O O 
Tabela 5.18. Primer za grešku iz grupe b). Fraze u „machine 
translation“ su dobile kategorije Method iako u kontekstu ove rečenice 
to nisu. 
c) Uticaj samih fraza i frekvencija. Kao što je ranije rečeno 
lingvističke osobine i frekvencije imaju uticaj i na preciznost i na odziv 
što znači da deo FP i FN proizilazi iz ovih osobina. Na primer, u Tabeli 
5.19 fraza „vacuous_rule_application“ dobila je kategoriju 
Resource/Feature iako to nije zato što reč „rule“ ima veliku frekvenciju 
kao Resource/Feature (npr. decision rule, derivation rule, 
morphological rule, itd.) što uzrokuje FP. Na osnovu uticaj lingvističkih 
osobina na performanse zaključuje se da deo FN proizilazi iz fraza koje 
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se retko pojavljuju u obučavajućem skupu. Procenjeno je da u ove dve 
vrste spada 20% grešaka u Task, Method i Resource/Feature kategoriji. 
Sa obzirom na to da u Implementation kategoriji frekvencije imaju 
znatno veći uticaj na performanse u odnosu na ostale kategorije u ovu 
vrstu grešaka spada 60% grešaka. 
Fraza Kategorija Predikovana 
kategorija 
if O O 
we O O 




this O O 
can O O 
be O O 
seen O O 
conceptually O O 
as O O 
passing O O 
through O O 
levels_1-3 O O 
, O O 
with O O 
vacuous_rule_application Method Resource/Feature 
. O O 
Tabela 5.19. Primer za grešku iz grupe c). Fraza 
„vacuous_rule_application“ dobila je kategoriju Resource/Feature iako 
to nije zato što reč „rule“ ima veliku frekvenciju kao Resource/Feature. 
5.1.7. Najčešće pominjane metode 
Prilikom evaluacije performansi sistema predstavljenog u ovoj 
disertaciji, pored unakrsne validacije sistem je takoñe primenjen i na 
celokupan prikupljeni korpus iz oblasti ATR (poglavlje 3). Prvih pet 
najčešće pominjanih metoda koje je su dobijene kao rezultat primene 
su: odreñivanje vrsta reči (part-of-speech tagging), morfološka analiza 
(morphological analysis), sintaktičko parsiranje (syntactic parsing), 
genetski algoritam (genetic algorithm) i odreñivanje korena reči 
(stemming), što pruža zanimljiv uvid u metodologije ATR oblasti. Da bi 
se steklo bolje razumevanje metodologija ove oblasti potrebna je dalja i 
šira statistička analiza (npr. posmatranje datuma publikacije naučnog 
rada), što predstavlja jedan od pravaca daljih istraživanja.  
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6. Softverska arhitektura sistema 
za ekstrakciju metodologija 
 
 
Sistem predstavljen u ovoj disertaciji sastoji se od više 
elemenata koji su organizovani u četiri podsistema kao što je prikazano 
na slici 6.1. Kao što je ranije rečeno semantička kategorizacija 
metodoloških fraza koju sistem obavlja sastoji se od klasifikacije 
rečenica (koju obavlja klasifikatora rečenica) i klasifikacija fraza (koju 
vrše četiri zasebna CRF modela). Pored dva navedena podsistema 
(sentnece.classification i phrase.classification) postoje još dva značajna 
dela sistema: deo koji služi za izračunavanje kappa statistike 
(annotation) i deo koji sadrži pomoćne klase koje se koriste u 
preostalim delovima sistema (util). Navedeni podsistemi sastoje se od 
više komponenata od kojih je neke implementirao autor disertacije, dok 
su za druge upotrebljeni postojeći alati. U ovom poglavlju predstavljeni 
su detalji vezani za implementacije svih podsistema kao i način na koji 
su podsistemi povezani. Kako bi implementacija sistema bila što bolje 
objašnjena, prikazane su dve značajne funkcije koje sistem obavlja: 1. 
formiranje modela za klasifikator rečenica i CRF modela; 2. proces 
izdvajanja i semantičke kategorizacije metodoloških fraza polazeći od 






Slika 6.1. Podsistemi sistema za ekstrakciju metodologija. 
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Prvi korak u procesu formiranja modela za klasifikaciju rečenica 
kako i fraza je ekstrakcija teksta iz naučnih radova koji su u PDF 
formatu. Ekstrakcija je obavljena pomoću alata za optičko 
prepoznavanje karaktera. Pomoću istog alata uklonjene su elementi 
naučnih radova koji nisu od značaja za dalji tok proces kao što su slike, 
tabele, zaglavlja i sl. Propusti koje je prilikom prepoznavanja načinio 
alat korigovani su prilikom ručnog anotiranja radova. Rezultat je 
tekstualni fajl koji sadrži tekst naučnog rada (Slika 6.2). 
PDF faj l
FineReader alat
Tekstualni faj dobijen iz PDF faj la
LT-TTT 2 alat
XML faj l  rezultat procesiranja teksta
 
Slika 6.2. Proces ekstrakcije i procesiranja teksta naučnog rada iz fajla u 
PDF formatu. 
 
Kako bi se od svake rečenice formirao vektor osobina prikazan 
u tabeli 3.1, naučni rad u tekstualnom formatu procesira se pomoću 
alata za procesiranje teksta LT-TTT2 (Slika 6.2). Tokom procesiranja 
pomoću ovog alata tekst prolazi kroz lanac operatora prikazan na slici 
6.3. 
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Slika 6.3. Lanac operatora za procesiranje teksta u alatu LT-TTT2, 
preuzeta iz [Teufel 1999b]. 
 
Prvi operator vrši pripremu teksta za dalje procesiranje. Nakon 
toga vrši se tokenizacija teksta tj. tekst se razdvaja na celine (tokene) 
kao što su reči, znaci interpunkcije i sl. Tokenizacija teksta takoñe 
obuhvata prepoznavanje većih celina u tekstu kao što su rečenice i 
pasusi. Nakon toga se pomoću sledećeg operatora vrši automatsko 
odreñivanje vrsta reči (POS tagging). Sledeći korak je odreñivanje 
korenskih reči za svaku reč u rečenici (lemmatisation). Prepoznavanje 
odreñenih vrsta imenovanih entiteta (NER) vrši se pomoću sledećeg 
operatora. Prepoznaju se entiteti kao što su lična imena, lokacije itd. 
Poslednji korak je odreñivanje granica fraza u rečenici (chunks). Pored 
fraza odreñuju se tipovi fraza (imenička, glagolska, itd.). Konačan 
rezultat primene alata LT-TTT2 je XML fajl u kome je svaka rečenica 
zaseban element, a atributi predstavljaju vrednosti ekstrahovanih 
osobina (tabela 6.3). 
Sledeći korak u formiranju modela je anotiranje rečenica 
pomoću alata Calisto. Pre upotrebe alata potrebno je definisati skup 
mogućih vrednosti za anotacije. U slučaju anotiranja rečenica ovaj skup 
predstavljaju kategorije definisane u odeljku 2.1. Skup vrednosti za 
anotacije definiše se odgovarajućim fajlovima koji predstavljaju 
Definiciju Tipa Dokumenta (Document Type Definition, DTD) za XML 
fajlove. Isečak DTD fajla u kome su definisane kategorije za anotiranje 
rečenica date je u Tabeli 6.1) Tekstualni fajl dobijen u prethodnom 
koraku učitava se u alat. Nakon toga anotator anotira rečenice. Po 
završetku anotiranja pomoću alata Calisto snima se anotirani tekst u 
XML formatu po odgovarajućem DTD (tabela 6.1). Anotirani tekst u 
ovom formatu koristi se u dva dela sistema: delu za ekstrakciju osobina 
i delu za izračunavanje kappa statistike (slika 6.4).  
Formiranje vektora osobina za reprezentaciju rečenica koji se 
sastoji od osobina datih u tabeli 3.1. vrši se u posebnom delu sistema 
implementiranom od strane autora disertacije u programskom jeziku 
Java. Pri formiranju vektora osobina za svaku od rečenica koristi se 
tekstualni fajl dobijen u prvom koraku i XML fajl sa osobinama 
ekstrahovanim pomoću LT-TTT2 alata (slika 6.5). Kao što je ranije 
navedeno model za klasifikaciju rečenica, kao i način za reprezentaciju 
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rečenica preuzet je iz [Teufel 1999b], tako da se pri implementaciji 
ovog dela sistema u potpunosti sledilo uputstvo iz [Teufel 1999b]. U 
nastavku je objašnjena implementacija ekstrakcije svake od osobina iz 
tabele i takoñe je prikazan dijagram klasa pomoću kojih je ekstrakcija 
izvršena. 
<!ELEMENT Background (#PCDATA)> 
<!ELEMENT Other (#PCDATA)> 
<!ELEMENT Own_els (#PCDATA)> 
<!ELEMENT Aim (#PCDATA)> 
<!ELEMENT Textual (#PCDATA)> 
<!ELEMENT Contrast (#PCDATA)> 
<!ELEMENT Basis (#PCDATA)> 
<!ELEMENT Solution (#PCDATA)> 
<!ELEMENT Result (#PCDATA)> 
Tabela 6.1. Isečak iz DTD fajla za anotiranje rečenica u alatu 
Calisto. 
Tekstualni faj dobijen iz PDF faj la
Calisto alat
XML fajl  sa anotiranim kategorijama na nivou rečenice
Izračunavanje kappa statistike
 
Slika 6.4. Proces anotiranja rečenica pomoću alata Calisto. 






XML fajl  rezultat procesiranja teksta XML fajl  sa anotiranim kategorijama na nivou rečenice
Formiranje vektora osobina za rečenicu
Lista stop reč i
Odreñivanje korena reč i (Porter stemmer)RapidMiner alat
Model klasifikaciju rečenica
 
Slika 6.5. Proces formiranja modela za klasifikaciju rečenica. 
 
Reprezentacija svakog naučnog rada predstavlja jedan objekat 
klase MyDocument (slika 6.6.). Pojedine komponente vektora osobina 
zahtevaju posmatranje većih celina u radu kao što su pasus ili sekcija, a 
takoñe postoje osobine za koje je potrebno posmatrati klauzule ili reči u 
rečenici. Sa obzirom na to implementacija reprezentacije teksta rada 
organizovana je na sledeći način. Klasa MySection predstavlja sekcije 
rada, svaka od sekcija sadrži niz pasusa koji su reprezentovani klasom 
MyParagraph, pasus se sastoji od niza rečenica reprezentovanih klasom 
MySentence, rečenice sadrže klauzule MyClause i reči MyWord. 
Upotreba svake od navedenih klasa navedena je prilikom prikaza 
implementacije izračunavanja vrednosti komponenti vektora osobina. 
Cont-1. Osobina Cont-1 može imati samo dve moguće 
vrednosti u zavisnosti od toga da li rečenica sadrži neki od značajnih 
termina. Značajni termini predstavljaju prvih 40 termina iz korpusa po 
TFIDF (odeljak 1.1.2.1) meri. Prvi korak pri odreñivanju vrednosti za 
ovu osobinu bilo je odreñivanje značajnih terima. Za tu svrhu 
upotrebljen je alat Rapidminer [Mierswa 2006] tj. dodatak alata za 
istraživanje teksta (text mining plugin). Na slici 6.9. prikazan je proces 
u alatu Rapidminer pomoću koga su odreñeni svi termini koji se 
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Slika 6.6. Dijagram klasa podsistema za klasifikaciju rečenica. 
 
Operator TextInput sadrži lanac operatora za procesiranje 
prirodnog jezika - slika 6.9. Prvi operator je StringTokenizer koji vrši 
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prepoznavanje tokena tj. termina u tekstu. Nakon toga iz termina 
formiranih u prethodnom koraku izbacuju termini koji predstavljaju 
često korišćenje reči tj. stop reči (stop words). Zadatak filtriranja 
obavlja operatora EnglishStopwordFilter. Ovaj operator sadrži listu 
tipičnih (stop) reči iz engleskog jezika. To su reči koje su tipične za 
tekstove na engleskom jeziku tj. imaju veliku frekvenciju i samim tim 
ne doprinose specifičnosti sadržaja teksta. Kao što je ranije rečeno u 
sekciji 2.1. svi naučni radovi u korpusu koji se koristi su na engleskom 
jeziku. Pomoću operatora TokenLengthFilter odstranjuju se termini čija 
je dužina manja od 3 (vrednost odreñena eksperimentalnim putem). 
Nakon toga se dobijeni termini transformišu na taj način da svi budu 
zapisani malim slovima (operator ToLowerCaseConverter). Operator 
TermNGramGenerator je poslednji u lancu i služi za generisanje 
termina koji se sastoje od više reči tzv. n-grami (n-gramm). 
Eksperimentalnim putem utvrñeno je da klasifikator rečenica ima 
najbolje performanse ako se generišu termin maksimalne dužine od tri 
reči. 
Za svaki termin u rezultatu data je i njegova TFIDF vrednost. 
Termini su sortirani opadajuće po TFIDF meri i odabrano je prvih 40 
koji su snimljeni u zaseban tekstualni fajl. Samo odreñivanje vrednosti 
Cont-1 osobine implementirano je u klasi MyDocumet (slika 6.6) u 
kojoj se vrši uparivanje termina iz pomenutog tekstualnog fajla sa 
svakom od rečenica. 
Cont-2. Osobina Cont-2 ima dve moguće vrednosti u zavisnosti 
od toga da li rečenica sadrži neku od reči koje se pojavljuju u naslovu 
rada ili nekom od podnaslova. Odreñivanje vrednosti Cont-2 osobine 
implementirano je u klasi MyDocument u kojoj se vrši uparivanje reči iz 
naslova i podnaslova sa rečima u rečenici. Bitno je napomenuti da se 
prilikom uparivanja ignorišu stop reči. Upotrebljena je standardna lista 
stop reči za engleski jezik preuzeta sa Interneta, dok se provera da li je 
data reč stop reč vrši u klasi StopWords koja je deo pomoćnog 
podsistema Util (slika 6.6). 
Loc. Vrednost ove osobine predstavlja apsolutnu lokaciju 
rečenice u tekstu rada u odnosu na 10 segmenata na koje je tekst 
podeljen (slika 6.7). Vrednost Loc osobine odreñuje se za svaku 
rečenicu u klasi MyDocument. 
Struct-1. Ova osobina predstavlja apsolutnu i relativnu poziciju 
rečenice u sekciji. Sekcija se deli na tri jednaka dela i u zavisnosti od 
pripadnosti nekom od tih delova dobija se tri relativne pozicije. 
Posebno se izdvajaju prva i poslednja rečenica, kao i druga ili treća i 
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pretposlednja kao i rečenica pre nje. Tako se dobija 7 mogućih 
vrednosti za ovu osobinu. Vrednosti ove osobine izračunavaju se u klasi 
MySection. 
 
Slika 6.7. Podela teksta rada za odreñivanje osobine Loc, preuzeta iz 
[Teufel 1999b]. 
Struct-2. Vrednosti ove osobine označavaju relativnu poziciju 
rečenice u pasusu. Razlikuju se tri moguće vrednosti prva, poslednja i u 
sredini. Vrednosti ove osobine izračunavaju se u klasi MyParagraph. 
Struct-3. Ova osobina signalizira da li sekcija u kojoj se 
rečenica nalazi ima jedan od 15 prototipskih naslova: „Introduction“, 
„Problem Statement“, „Method“, „Discussion“, „Conclusion“, „Result“, 
„Related Work“, „Limitations“, „Further Work“, „Problems“, 
„Implementation“, „Example“, „Experiment“, „Evaluation“, „Data“, 
„Solution“. Ako se ne prepozna nijedan od prethodno navedenih 
naslova dodeljuje se vrednost NonPrototypical. Sa obzirom na to da se 
posmatraju naslovi sekcija izračunavanje vrednosti za ovu osobinu 
implementirano je u klasi MySection. 
Length. Lenght je binarna osobina koja ima dve vrednosti u 
zavisnosti od toga da li je rečenica sadrži više od 15 (vrednost zadata u 
[Teufel 1999b]) reči uključujući znake interpunkcije. Izračunavanje 
vrednosti za ovu osobinu implementirano je u klasi MySentence. 
Syn-1. Binarna osobina čije vrednost zavisi od toga da li je prvi 
konačni glagol (finite verb) u rečenici u pasivu. Vrednost ove osobine u 
implementaciji odreñuje se u klasi ProcessDocument na osnovu atributa 
voice iz rezultata procesiranja rečenice alatom LT-TTT2 (tabela 6.1). 
Syn-2. Ova osobina odreñuje vreme (tense) prvog konačnog 
glagola u rečenici. Vrednost ove osobine u implementaciji odreñuje se u 
klasi ProcessDocument na osnovu atributa tense iz rezultata 
procesiranja rečenice alatom LT-TTT2. 
Syn-3. Binarna osobina u zavisnosti od toga da li je prvi 
konačni glagol u rečenici modifikovan od strane modalnog glagola. 
Vrednost ove osobine u implementaciji odreñuje se u klasi 
ProcessDocument na osnovu atributa modal iz rezultata procesiranja 
rečenice alatom LT-TTT2. 
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Cit-1, Cit-2, Cit-3. Cit-1 govori o tome da li rečenica sadrži 
citat ili ime (prezime) autora iz referenci, Cit-2 je indikator prisustva 
auto-citata, dok Cit-3 ima tri vrednosti u zavisnosti od toga da li je citat 
na početku, u sredini ili na kraju rečenice. Vrednosti sve tri osobine 
izračunavaju se u klasi ProcessDocument na osnovu ručnih anotacija 
citata koje su dodate u tekstualni fajl dobijen iz PDF fajla. U korpusu 
ne postoji standardan način za označavanja citata. Neki autori koriste 
brojeve, dok drugi koriste prezimena autora ili skraćenice u kombinaciji 
sa godinom i sl. Na osnovu toga zaključeno je da bi implementacija 
automatske ekstrakcije oduzela više vremena nego ručno anotiranje. 
Problem heterogenosti načina označavanja citata mogao bi se prevazići 
ako su naučni radovi dostupni u nekom od formata kao što je: Latex, 
XML i sl. 
Formu. Vrednosti ove osobine predstavljaju vrste jezičkih 
šablona koje rečenica sadrži. Jezički šabloni definisani su u [Teufel 
1999b] na osnovu analize tekstova naučnih članaka, sa ciljem da služe 
kao indikatori pripadnosti rečenice kategorijama definisanim u sekciji 
2.1. Implementacija izračunavanje vrednosti za ovu osobinu sastoji se 
od dva koraka: formiranje tekstualnih fajlova sa svim mogućim 
jezičkim šablonima na osnovu uputstva i rečnika iz [Teufel 1999b]; 
uparivanje jezičkih šablona iz fajlova sa datom rečenicom. Oba 
navedena koraka implementirana su u klasi FormulaicPattern.  
Ag-1, Ag-2. Vrednosti ove osobine predstavljaju vrste agenata 
(Ag-1) i akcija (semantička kategorija glagola - Ag-2) koje rečenica 
sadrži. Vrste agenata i semantičke kategorije glagola definisani su u 
[Teufel 1999b] na osnovu analize tekstova naučnih članaka, sa ciljem 
da služe kao indikatori pripadnosti rečenice kategorijama definisanim u 
sekciji 2.1. Izračunavanje vrednosti ovih osobina implementirano je u 
klasi FormulaicPattern na sličan način kao za Formu osobinu. 
Poslednji korak pri formiranju vektora osobina za svaku od 
rečenica je zadavanje kategorije. Kategorija se zadaje na osnovu ručnih 
anotacija zapisanih u XML formatu pomoću alata Calisto. Ovaj proces 
je implementiran u klasi ProcessAnnotatedFile koja je deo podsistema 
za rad sa anotiranim fajlovima (slike 6.5, 6.6. i 6.8). 
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Slika 6.8. Dijagram klasa podsistema za rad sa anotiranim fajlovima. 
 
Vrednosti svih prethodno navedenih osobina za svaku od 
rečenica iz jednog naučnog rada se nakon izračunavanja nalaze u 
objektu klase MyDocument koja poseduje metod pomoću koga se od 
dobijenih vektora osobina formira obučavajući skup u formatu 
pogodnom za alat Rapidminer. 
Pomoću obučavajućeg skupa formiranog u podsistemu za 
ekstrakciju osobina formira se model za klasifikaciju rečenica koristeći 
alat Rapidminer (slika 6.5). Kao prvi korak ka formiranju modela 
izvršena je selekcija osobina, sa ciljem poboljšanja performansi. Nakon 
toga izvršena je petostruka unakrsna validacija kako bi se izmerile 
performanse modela. Dobijeni model snimljen je u poseban fajl za 
smeštanje modela, čiji format je odreñen od strane alata RapidMiner. 
Kao takav model se koristi za klasifikaciju novih (nepoznatih) naučnih 
radova. Prilikom implementacije upotrebe modela iskorišćene su 
metode interfejsa (Application Programming Interface, API) alata 
Rapidminer. Implementacija se nalazi u klasi SentenceClassification. 
Kao i u slučaju klasifikatora rečenica formiranje CRF modela za 
klasifikaciju fraza uključuje više koraka i nekoliko meñusobno 
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povezanih komponenti. Na slici 6.10. prikazan je proces formiranja 
CRF modela za klasifikaciju fraza. 
 
 







XML fajl sa anotiranim segmentima (Task, Method, Resource/Feature i Implementation)
Tekstualni faj l sa ručno anotiranim rečenicama SOLUTION kategori je
Ekstrakcija vektora osbina za frazu
Lista stop reč i
Odreñivanje korena reč i (Porter stemmer)
Stanford parser alat
CRF++ alat
CRFs templejt fajl sa osobinama
CRFs model za klasi fikaciju fraza
 
Slika 6.10. Proces formiranja modela za klasifikaciju fraza. 
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Prvi korak pri formiranju modela je formiranje obučavajućeg 
skupa. Obučavajući skup se formira pomoću rečenica koje su ručno 
anotirane kao Solution kategorija (rečenice u kojima autori opisuju 
svoju metodologiju) u procesu formiranja obučavajućeg skupa za 
klasifikaciju rečenica. Rečenice ove kategorije anotiraju se ručno 
pomoću alata Calisto u četiri date kategorije opisane u sekciji 2.2. 
Nakon anotiranja anotirane rečenice snimaju se u fajl u XML formatu 
(slika 6.11). Isečak DTD fajla na osnovu koga se formira XML fajl sa 
anotiranim metodološkim segmentima dat je u tabeli 6.2. Sadržaj DTD 
fajla formiran je na osnovu kategorija koje su definisane u odeljku 2.2. 
<!ELEMENT Task (#PCDATA)> 
<!ELEMENT Method (#PCDATA)> 
<!ELEMENT Implementation (#PCDATA)> 
<!ELEMENT Resource_Feature (#PCDATA)> 
Tabela 6.2. Isečak iz DTD fajla za anotiranje segmenata u alatu 
Calisto. 
 
Tekstualni fajl sa ručno anotiranim rečenicama SOLUTION kategorije
Calisto alat
XML fajl sa anotiranim segmentima (Task, Method, Resource/Feature i Implementation)
Izračunavanje kappa statistike
 
Slika 6.11. Proces anotiranja segmenata rečenica Solution 
kategorije. 
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Sledeći korak ka formiranju CRF modela je ekstrakcija osobina 
tj. formiranje vektora osobina pomoću koga je reprezentovana svaka od 
fraza - sekcija 3.2.2. Dijagram klasa podsistema za ekstrakciju osobina 
za CRF model dat je na slici 6.12. Bitno je istaći da iako je u slučaju 
CRF modela jedinica kojoj se dodeljuje kategorija fraza, prilikom 
kategorizacije posmatra se cela rečenica kao niz fraza. U podsistemu za 
ekstrakciju osobina svaki objekat klase MyCRFentence predstavlja 
jednu rečenicu. Svaka rečenica sadrži niz objekata klase MyPhrase 
kojom je reprezentovana fraza. U sledećih nekoliko pasusa opisana je 













































Slika 6.12. Dijagram klasa podsistema za formiranje CRF modela za 
klasifikaciju fraza 
Fraza (PH). Prva osobina pomoću koje se reprezentuje svaka 
fraza je sama fraza. Fraze predstavljaju rezultat plitkog parsiranja koje 
obavlja alat Stanford parser. Klasa StanfordParser koristi API Stanford 
parsera preciznije metodu parse koja proizvodi stablo parsiranja kao i 
relacije kao na slikama 1.3 i 1.4. Na osnovu dobijenog stabla parsiranja 
formiraju se fraze spajanjem svih listova (čvor koji nema potomaka u 
stablu) u stablu koje imaju istog pretka u jednu celinu pomoću znaka 
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„_“. Ovaj proces je implementiran u klasi StanfordParser. Prilikom 
odreñivanja fraza takoñe se vriši i odreñivanje tipa fraze (PHT). 
Normalizovana fraza (NPH). Normalizovana fraza predstavlja 
osobinu formiranu od korenskih reči (lemma) fraze čije se osobine 
ekstrahuju. Alat Stanford parser pruža mogućnost odreñivanja korenske 
reči za datu reč. Iz tog razloga za implementaciju odreñivanja 
normalizovane fraze upotrebljen je Stanford parser API u klasi 
StanfordParser. 
Frekvencije pojavljivanja fraze kao kategorije Task, 
Method, Implementation i Resource/Feature u obučavajućem skupu 
(FT, FM, FI i FR). Vrednosti ove četiri osobine izračunavaju se na isti 
način. Prvi korak u ovom procesu je procesiranja anotiranog korpusa tj. 
XML fajlova dobijenih nakon ručne anotacije pomoću alata Calisto - 
slika 6.11. Prilikom procesiranja formira se poseban tekstualni fajl za 
svaku od kategorija i u njega se smeštaju sve fraze koje imaju tu 
kategoriju u anotiranom korpusu. Ovaj postupak je implementiran u 
klasi Frequencies. Ugrañivanje ovih osobina u vektor osobina 
implementirano je u klasi FeatureExtraction koja koristi metode klase 
Frequencies pomoću kojih se dobijaju frekvencije za datu frazu za 
svaku od kategorija. 
Sintaktičke relacije u kojima je fraza u governor (dependant) 
u relaciji (GOV, DEP). Osobine vezane za sintaktičke relacije 
formiraju se na sledeći način: iz rezultata Stanford parsera izdvojeni su 
nazivi svih relacija u kojima je fraza governor (dependant), nakon toga 
su nazivi abecedno sortirani i spojeni pomoću karaktera „_“. 
Implementacija ovog procesa nalazi se u klasi StanfordParser i koristi 
API Stanford parsera. 
Vrsta citata koji fraza sadrži (CIT). Vrednosti ove osobine 
preuzeti su iz vektora osobina za klasifikator rečenica i predstavljaju 
kombinaciju osobina Cit-1 i Cit-2. Razlikuju se tri vrednosti: citat, ime 
autora iz referenci i auto-citat. Izračunavanje vrednosti za ovu osobinu 
implementirano je u klasi FeatureExtraction i koristi ručno zadate 
oznake za citate (videti pasus vezan za Cit osobine kod klasifikatora 
rečenica). 
Semantička kategorija glagola (ACT). Vrednosti ove osobine 
predstavljaju semantičku kategoriju glagola zadatu na osnovu rečnika 
kategorija iz [Teufel 1999b]. Semantička kategorija glagola je podskup 
vrednosti osobine Ag-2 iz klasifikatora rečenica. Izračunavanje 
vrednosti za ovu osobinu implementirano je u klasi FormulaicPattern, 
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dok se izračunate vrednosti dodaju u objekat klase MyPhrase u klasi 
FeatureExtraction. 
Poslednji korak pri formiranju vektora osobina za svaku od 
fraza je zadavanje kategorije. Kategorija se zadaje na osnovu ručnih 
anotacija zapisanih u XML formatu pomoću alata Calisto. Kao i u 
slučaju klasifikatora rečenica ovaj proces implementiran je u klasi 
ProcessAnnotatedFile koja je deo podsistema za rad sa anotiranim 
fajlovima (slika 6.12).  
Nakon izračunavanja vrednosti za sve pomenute osobine 
potrebno je kreirati objekat klase MyPhrase pomoću koga je 
reprezentovana svaka fraza, dodeliti dobijene vrednosti odgovarajućim 
atributima objekata i nakon toga dodati objekat i niz MyPharse objekata 
rečenice kojoj fraza pripada tj. objektu klase MyCRFentence. Ovaj 
proces je implementiran u klasi FeatureExtraction. 
Kao i u slučaju klasifikatora rečenica izvršena je petostruka 
unakrsna validacija kako bi se evaluirale performanse CRF modela za 
svaku od kategorija. Za razliku od klasifikatora rečenica gde je 
unakrsna validacija izvršena u alatu Rapidminer u ovom slučaju 
postupak unakrsne validacije kao i izračunavanje vrednosti za mere 
performansi (preciznost, odziv i F-mera - sekcija 4.1) implementirano je 
u zasebnim klasi CrossValidation paketa CRF. 
Sa obzirom na to da je anotator korpusa autor disertacije bilo je 
potrebno proceniti nezavisnost anotacija. Kao što je ranije rečeno 10% 
korpusa kako za anotacionu shemu za rečenice tako i za fraze anotirano 
je od strane nezavisnog anotatora. Na osnovu tih anotacija i anotacija 
autora disertacije odreñeno je slaganje meñu anotatorima (IAAA videti 
sekciju 2.3) pomoću kappa statistike [Cohen 1960]. Proces 
izračunavanja kappa statistike implementiran je u klasi IAAA paketa 
annotation. 
Prilikom implementacije svih prethodno opisanih delova 
sistema za ekstrakciju metodologija korišćene su metode klasa paketa 
util koji predstavlja pomoćni paket (slika 6.13). Klasa FileIO sadrži 
metode za rad sa tekstualnim fajlovima (čitanje, pisanje, pretraživanje, 
konverzija formata itd). Klasa StopWords služi za rad za listom stop 
reči i pruža mogućnost zadavanja liste i provere da li je data reč stop 
reč. U paketu util u klasi PorterStemmer nalazi se implementacija 
postupka odreñivanja korenskih reči pomoću Porter stemming [Porter 
1980] algoritma čije se metode koriste u pojedinim postupcima 
ekstrakcije osobina kako za klasifikator rečenica tako iz za CRF 
modele.  













 <w pws="yes" id="w2555" p="IN">In</w> 
</pg>  
<ng> 
 <w pws="yes" id="w2558" p="PRP$">our</w> 
 <w l="approach" pws="yes" id="w2562" p="NN" headn="yes">approach</w> 
 </ng> 
 <w pws="no" id="w2570" p=",">,</w>  
 <ng> 
 <w pws="yes" id="w2572" p="JJ">important</w>  
 <w pws="yes" id="w2582" p="JJ">contextual</w>  
 <w l="feature" pws="yes" id="w2593" p="NNS" headn="yes">features</w> 
 </ng>  
 <vg tense="pres" voice="act" asp="simple" modal="no"> 
 <w l="be" pws="yes" id="w2602" p="VBP" headv="yes">are</w> 
 </vg>  
 <ag> 
 <w pws="yes" id="w2606" p="JJ">learnt</w> 
 </ag>  
 <pg> 
 <w pws="yes" id="w2613" p="IN">in</w> 
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 </pg>  
 <ng> 
 <w pws="yes" id="w2616" p="DT">the</w>  
 <w l="form" pws="yes" id="w2620" p="NN" headn="yes">form</w> 
 </ng>  
 <pg> 
 <w pws="yes" id="w2625" p="IN">of</w> 
 </pg> 
 <ng> 
 <w vstem="generalise" l="generalised" pws="yes" id="w2628" p="JJ">generalised</w>  
 <w pws="yes" id="w2640" p="JJ">regular</w>  
 <w vstem="express" l="expression" pws="yes" id="w2648" p="NNS" 
headn="yes">expressions</w> 
 </ng>  
 <ng> 
 <w pws="yes" id="w2660" p="WDT" headn="yes">which</w> 
 </ng>  
 <vg tense="presorbase" voice="act" asp="simple" modal="no"> 
 <w l="describe" pws="yes" id="w2666" p="VBP" headv="yes">describe</w> 
 </vg>  
 <ng> 
 <w pws="yes" id="w2675" p="DT">the</w>  
 <w pws="yes" id="w2679" p="JJ">morpho-syntactic</w>  
 <w l="structure" pws="yes" id="w2696" p="NN" headn="yes">structure</w> 
 </ng>  
 <w pws="yes" id="w2706" p="CC">and</w>  
 <ng> 
 <w pws="yes" id="w2710" p="JJ">lexico-semantic</w>  
 <w l="content" pws="yes" id="w2726" p="NN" headn="yes">content</w> 
 </ng>  
 <pg> 
 <w pws="yes" id="w2734" p="IN">of</w> 
 </pg>  
 <ng> 
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 <w l="term" pws="yes" id="w2737" p="NN" headn="yes">term</w>  
 <w l="context" pws="yes" id="w2742" p="NNS" headn="yes">contexts</w> 
 </ng> 
 <w sb="true" pws="no" id="w2750" p=".">.</w> 
</s> 
Tabela 6.3. Rezultat primene alata LT-TTT2 za rečenicu „In our 
approach, important contextual features are learnt in the form of 
generalised regular expressions which describe the morpho-syntactic 
structure and lexico-semantic content of term contexts“.
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7. Model sistema za ekstrakciju 
metapodataka iz naučnih 
publikacija 
 
Ovo poglavlje predstavlja sistem za ekstrakciju metapodataka iz 
naučnih publikacija. Opis i rezulati sistema publikovani su u radu 
[Kovačević 2011]. Sistem vrši potpuno automatsku ekstrakciju iz 
naučnih članaka u PDF formatu. Opredeljenje za procesiranje radova u 
PDF formatu leži u činjenici da je najveći broj naučnih publikaciju 
dostupan upravo u ovom formatu. Bezobzira na tu činjenicu sistem je 
moguće primeniti na radove koji su u bilo kom formatu koji se može 
konvertovati u PDF kao npr. Microsoft Word, Latex, PostScript itd.  
Sistem je zasnovan na mašinskom učenju tačnije na metodama 
klasifikacije. Klasifikacija metapodataka vrši se u osam unapred 
definisanih kategorija: Naslov, Autori, Pripadnost, Adresa, E-mail, 
Apstrakt, Ključne reči i Mesto publikacije. Isprobani su standardni 
modeli za klasifikaciju: naivni Bayes, stablo odlučivanja, k-najbližih 
suseda i mašine potpornih vektora.  
Eksperimenti su vršeni sa jednim klasifikatorom sa svih osam 
kategorija kao i sa osam zasebnih klasifikatora. Klasifikacioni modeli 
su evaluirani pomoću postupka petostruke unakrsne validacije na ručno 
anotiranom korpusu naučnih radova u PDF formatu prikupljenom sa 
različitih konferencija, časopisa i Web strana autora. Performanse su 
odreñene pomoću standardnih mera za ovakve vrste zadataka, a to su 
preciznost, odziv i F-mera.  
Nakon izvršenih eksperimenata (opisanih u sekciji 7.2.2) sa 
standardnim napred navedenim modelima za klasifikaciju utvrñeno je 
da osam zasebnih modela mašine potpornih vektora (SVM) pružaju 
najbolje performanse. Dobijeni rezultati za osam zasebnih SVM modela 
su generalno dobri, F-mera preko 85% kod skoro svih kategorija: 
Naslov (F-mera od 98.77%), E-mail (F-mera od 98.41%), Autori (F-
mera od 92.13%), Apstrakt (F-mera od 91.52%), Pripadnost (F-mera od 
90.37%) i Adresa (F-mera od 87.80%). Za kategorije Mesto Publikacije 
i Ključne reči vrednosti za F-meru su nešto niže 86.83% i 81.42% 
respektivno. 
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U nastavku poglavlja predstavaljen je sistem za ekstrakciju 
metapodataka i korpus na kome je sistem evaluiran. Dobijeni 
eksperimentalni rezultati dati su u poslednjoj sekciji poglavlja. 
 
7.1.1. Sistem za ekstrakciju 
metapodataka 
 
Cilj sistema predstavljenog u ovom poglavlju je automatska 
ekstrakcija i kategorizacija metapodataka u osam unapred definisanih 
kategorija: Naslov, Autori, Pripadnost, Adresa, E-mail, Apstrakt, 
Ključne reči i Mesto publikacije. Zadatak ekstrakcije metapodataka 
pripada zadacima ekstrakcije informacija (information extraction, IE). 
Istraživanja [Chieu 2002; Han 2003] sugerišu da su metode klasifikacije 
dobro rešenje za probleme IE. Na osnovu toga u ovom radu zadatak 
automatske ekstrakcije metapodataka realizovan je kao postupak 
klasifikacije.  
 
7.1.2. Ekstrakcija osobina 
 
Proces ekstrakcije metapodataka vrši se samo sa prve strane 
rada pošto se metapodaci naučnih članaka u najvećem broju slučajeva 
nalaze na ovoj strani. Shodno prethodnim istraživanjem, koje za 
generisanje metapodataka koristi klasifikaciju [Han 2003], za jedinicu 
kategorizacije odabran je jedan red u tekstu. 
Kao prvi korak u procesu ekstrakcije vrši se konverzija rada u 
PDF formatu u HTML format pomoću alata pdf2html [PDFTOHTML] 
- Slika 7.1. Alat pdf2hml je odabran zato što poseduje mogućnost 
očuvanja formata teksta naučnog rada prilikom konverzije. Ova 
činjenica je od velikog značaja za klasifikaciju pošto karakteristike kao 
što su veličina fonta, stil, položaj na stranici i sl. imaju značajan uticaj 
na odreñivanje kategorije metapodataka.  
Nakon postupka konverzije iz prve stranice naučnog članka u 
HTML formatu vrši se ekstrakcija osobina pomoću kojih će svaki red 
biti reprezentovan u postupku klasifikacije - slika 7.1. Prethodna 
istraživanja pokazuju da se za zadatke slične ovom prezentovanom u 
ovoj disertaciji koriste osobine izračunate na nivou reči [Ramshaw 
1995; Lawrence 1999; Takeuchi 2002] dok skoriji radovi pokazuju da 
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osobine formirane na nivou reda takoñe mogu biti korisne [McCallum 
et al. 2000a; Han 2003]. Osobine pomoću kojih je reprezentovan svaki 
red, pri postupku klasifikacije, mogu se podeliti u sledećih pet 
kategorija (tabele 7.1-7.4): 
• Osobine formatiranja. Ovu grupu čine osobine dobijene na 
osnovu formata prve stranice naučnog rada pomoću alata 
pdf2html. Primeri su: veličina i naziv fonta, apsolutna lokacija, 
prisustvo bold ili italic formatiranja itd. (tabela 7.1) 
• Osobine položaja. Prilikom odreñivanja osobina položaja 
uzimaju se u obzir karakteristike kao što su redni broj reda, 
udaljenost reda od pojedinih karakterističnih redova kao što su 
oni koji sadrže e-mail adrese ili ključnu reč "abstract" itd. 
(tabela 7.4). 
• Osobine vezane za reči. Opredeljenje za upotrebu osobina iz 
ove grupe leži u srodnim istraživanjima koja su pokazala da 
pojedine karakteristike reči npr. ortografske imaju veliki uticaj 
na prepoznavanje metapodataka [Peng 2004]. Sa obzirom na to 
da je u sistemu prezentovanom u ovom radu jedinica 
klasifikacije red prilikom odreñivanja osobina iz ove grupe 
posmatra se, u zavisnosti od osobine, da li sve ili bar jedna reč u 
redu poseduje odreñenu karakteristiku. Primer su: "da li red 
sadrži skraćenicu", "da li red sadrži broj", "da li red sadrži 
inicijal" itd. (tabela 7.3). 
• Osobine formirane iz rečnika. Analizom prikupljenog korpusa 
(videti sekciju 5), kao i ranije pročitanih naučnih članaka 
utvrñeno je da pojedine kategorije metapodataka sadrže 
karakteristične ključne reči ili termine. Na primer kategorija 
Pripadnost veoma često sadrži ključnu reč "university" ili 
"faculty", dok kategorija Mesto Publikacije sadrži termine kao 
što su "proceedings" ili "journal" itd. Na osnovu toga ručno su 
sastavljeni rečnici pomoću kojih se onda utvrñuje pripadnost 
ključnih reči vezanih za pojedine kategorije u posmatranom 
redu (tabela 7.4). 
• Osobine formirane na osnovu prepoznatih imenovanih 
entiteta. Posmatranjem metapodataka u naučnim radovima 
može se utvrditi da pojedine klase metapodataka sadrže tipične 
kategorije termina kao što su nazivi gradova, država, imena i 
prezimena osoba, nazive institucija itd. Prethodna činjenica 
zajedno sa tehnikom za prepoznavanje imenovanih entiteta 
(named entity recognition, NER) upotrebljena je za formiranje 
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ove grupe osobine. Prepoznavanje imenovanih entiteta 
predstavlja dobro razvijenu metodu za označavanje pojedinih 
kategorija reči u tekstu [Nadeau 2007], kao na primer osoba, 
lokacija itd. Za potrebe sistema prikazanog u ovom radu 
upotrebljen je alat za NER razvijen na Stanford univerzitetu 
[Finkel 2005]. Ovaj alat je odabran zbog svojih dobrih 
performansi i česte upotrebe u pristupima za istraživanje teksta. 
Prilikom ekstrakcije osobina iz ove grupe izračunava se broj 
prepoznatih: osoba, lokacija i organizacija u redu (tabela 7.2). 
 
Osobine formatiranja 
isMaxFont da li font teksta reda ima najveću veličinu u odnosu na 
ostale redove 
isMinFont da li font teksta reda ima najmanju veličinu u odnosu na 
ostale redove 
absPosLeft apsolutna pozicija reda u odnosu na levu ivicu dokumenta dobijena pomoću pdf2html alata 
absPosTop apsolutna pozicija reda u odnosu na gornju ivicu dokumenta dobijena pomoću pdf2html alata 
styleName 
interni naziv css stila dobijen pomoću pdf2html alata. 
Koristi da bi se razlikovali redovi koji imaju različit 
format. 
styleFontFamliy naziv fonta teksta reda dobijen pomoću pdf2html alata 
fontSize veličina fonta teksta u redu 
lineHeight veličina teksta u redu 
styleColor boja teksta u redu 
ahrefTags broj HTML linkova u redu 
boldTags broj reči koje imaju bold stil u redu 
italicTags broj reči koje imaju italic stil u redu 
Tabela 7.1. Osobine formatiranja. 
 
Osobine formirane na osnovu prepoznatih imenovanih entiteta 
personCount broj entiteta koji označavaju osobu prepoznatih u redu 
locationCount broj entiteta koji označavaju lokaciju prepoznatih u redu 
organizationCount broj entiteta koji označavaju organizaciju (instituciju) prepoznatih u redu 
Tabela 7.2. Osobine formirane na osnovu prepoznatih imenovanih 
entiteta. 
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Osobine na vezane za reči 
wordCount broj reči u redu 
isAcro da li red sadrži bar jednu reč koja predstavlja skraćenicu 
isAddress da li red sadrži bar jednu kućnu adresu 
isAllCaps da li red sadrži bar jednu reč koja ima sva velika slova 
isAllDigits da li red sadrži bar jednu reč koja sadrži samo cifre 
isCapLetter da li red sadrži bar jednu reč koja je jedno veliko slovo 
isContainsDash da li red sadrži bar jednu reč koja sadrži karakter "-" 
isContainsDigits da li red sadrži bar jednu reč koja sadrži bar jednu cifru 
isContainsDot da li red sadrži bar jednu reč koja sadrži tačku 
isEmail da li red sadrži bar jednu e-mail adresu 
isPartialEmail 
da li red sadrži bar jednu parcijalnu e-mail adresu. Osobina 
korisna za prepoznavanje redova u kojima se navode više e-
mail adresa na istom domenu npr.  
"{autor1, autor2}@domen.com" 
isInitCap da li red sadrži bar jednu reč koja počinje velikim slovom 
isLonleyInitial da li red sadrži bar jednu reč koja je inicijal kao na primer 
"A." 
isPhoneOrZip da li red sadrži bar jedan broj telefona ili poštanski broj 
isPunct da li red sadrži bar jedan znak punktuacije 
isSingleChar da li red sadrži bar jednu reč koja se sastoji od samo jednog karaktera 
isUrl da li red sadrži bar jednu Internet adresu 
allInitCaps da li sve reči u redu počinju velikim slovom 
Tabela 7.3. Osobine vezane za reči. 
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Slika 7.1. Proces ekstrakcije metapodataka. 
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Izvršeni su eksperimenti sa standardnim modelima za 
klasifikaciju: naivni Bayes, stablo odlučivanja, k-najbližih suseda i 
mašine potpornih vektora.  
Stablo odlučivanja predstavlja stablo kod koga su unutrašnji 
čvorovi označeni osobinama, grane koje vode iz čvorova su označene 
vrednostima tih osobina, dok su listovi označeni klasama [Quinlan 
1986; Quinlan 1987]. Klasifikacija se vrši spuštanjem niz stablo do lista 
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putem koji odreñen vrednostima klasifikovanog objekta. Ovaj 
klasifikator uspešno je primenjen u IE posupcima kao što su: 
klasifikacija ličnih imena [Sekine 1998], ekstrakcija informacija sa 
Web-a [Hong-ye 2009], analiza rečenica [Cardie 1993] itd. 
Naivni Bayesov model pripada probabilističkim klasifikatorima 
koji problem kategorizacije sagledavaju sa stanovišta uslovne 
verovatnoće (odeljak 1.1.2.2) za čije izračunavanje koriste Bajesovu 
teoremu [Domingos 1997]. Heidorn i Wei koriste NB klasifikator za 
ekstrakciju metapodataka iz oznaka muzejskih eksponata [Heidorn 
2008]. Mcallum i klolege predstavljuju prošireće NB modela za potrebe 
klasifikacije teksta prilikom automatske konstrukcije Internet portala 
[McCallum 2000b]. 
K-najbližih suseda pripada kategoriji lenjih metoda kod kojih 
ne dolazi do formiranja klasifikacionog modela već se kategorizacija 
vrši izračunavanje sličnosti novog primera sa primerima u 
obučavajućem skupu. Kategorija novog primera odreñuje se pomoću 
kategorija k najbližih primera. Dobri primeri upotrebe ovog modela za 
klasifikaciju teksta dati su u [Larkey 1996; Yang 2001]. Pristup opisan 
u [Lattner 2003] koristi KNN klasifikator za klasifikaciju teksta u 
procesu automatskog generisanja metapodataka iz digitalnih 
repozitorijuma kompanija.  
Mašine potpornih vektora predstavljaju model za klasifikaciju 
koji je se odlikuje dobrom mogućnosti generalizacije kao i sposobnosti 
da uspešno klasifikuje podatke velike dimenzionalnosti. Problem 
klasifikacije svodi se na pronalažnje hiperravani koja maksimalno 
moguće, po klasnom atributu, razdvaja podatke u prostoru. Ako ne 
postoji linearna granica koriste se kernel funkcije (kernel functions) 
zarad transformacije u linearno razdvojivi prostor. Najčešće korišćene 
kernel funkcije su: linearna, polinomijalna i radijalna bazisna (radial 
basis function, RBF) mada se može koristi bilo koja funkcija koja 
zadovoljava Mercerov uslov [Vapnik 1998; Cristianini 2000]. Ova 
tehnika je uspešno primenjena za zadatke ekstrakcije metapodataka 
[Han 2003; Han 2005]. 
Eksperimenti su vršeni sa jednim klasifikatorom sa svih osam 
kategorija kao i sa osam zasebnih klasifikatora. Performanse su 
izračunate pomoću postupka petostruke unakrsne validacije na ručno 
anotiranom korpusu - odeljak 7.2.3. 
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7.1.4. Korpus za evaluaciju - zlatni 
standard 
 
Za formiranje klasifikacionih modela i evaluaciju sistema 
prezentovanog u radu upotrebljen je korpus od 100 naučnih članaka iz 
oblasti Informatike tj. podoblasti automatske ekstrakcije termina 
(automatic term recognition, ATR) prikazan u poglavlju 2. Korpus se 
sastoji od radova sa različitih konferencija kao što su Annual Meeting of 
the Association for Computational Linguistic (ACL), Association for 
Computing Machinery (ACM), Conference on Computational 
Linguistics (COLING) i drugih, radova iz časopisa i sa ličnih Web 
strana autora. Iako je korpus vezan za jednu podoblast Informatike 
radovi u njemu potiču iz različitih izvora što ovaj korpus čini dovoljno 
heterogenim za formiranje modela i evaluaciju sistema za ekstrakciju 
metapodataka. Radovi u korpusu ručno su anotirani u osam 
predefinisanih kategorija: Naslov, Autori, Pripadnost, Adresa, E-mail, 
Apstrakt, Ključne reči i Mesto publikacije. Tekst prve strane naučnog 
rada koji se ne može svrstati ni u jednu od pomenutih kategorija 
(rečenice iz sekcije "Uvod" i sl) anotiran je kao zasebna kategorija 
Ostalo. Navedene kategorije predstavljaju deo standardnog skup 
kategorija [McCallum 2000a; Han 2003; Peng 2004; Cui 2009] 
prilagoñene prikupljenom korpusu (kategorije čija je frekvencija manja 
od 0.5% spojene su u kategoriju Ostalo). Veličina korpusa odreñena je 
po ugledu na slične pristupe koji svoje sisteme evaluiraju na ručno 
anotiranom korpusu [Giuffrida 2000; Yin 2005; Marinai 2009]. 
Anotacija je izvršena pomoću alata Calisto [Calisto]. Statistika 
anotiranog korpusa data je u Tabeli 7.5.  
 
Kategorija Broj redova Procenat 
Naslov 159 4,13% 
Autori 233 6,05% 
Pripadnost 315 8,18% 
Adresa 184 4,78% 
E-mail 180 4,67% 
Apstrakt 515 13,38% 
Ključne Reči 38 0,98% 
Mesto Publikacije 92 2,39% 
Ostalo 2133 55,41% 
Ukupno: 3849  
Tabela 7.5. Statistika anotiranog korpusa. 
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7.1.5. Eksperimentalni rezultati 
 
Zarad izračunavanja performansi izvršena je evaluacija sistema 
za ekstrakciju metapodataka prikazanom u ovom radu na ručno 
anotiranom korpusu, opisanom u prethodnoj sekciji, koji predstavlja 
zlatni standard. Za evaluaciju je upotrebljen je postupak petostruke 
unakrsne validacije koji je opisan u poglavlju 4. 
Performanse za svaku od osam kategorija metapodataka 
izračunavaju se pomoću standardnih mera za klasifikaciju: preciznost, 
odziv, F-mera - sekcija 4.1. 
Eksperimenti sa klasifikacijom redova izvršeni su u alatu za 
mašinsko učenje i istraživanje podataka RapidMiner [Rapidminer]. 
Nakon izvršenih eksperimenata sa standardnim modelima za 
klasifikaciju (sekcija 7.2.2) utvrñeno je da osam zasebnih modela 
mašine potpornih vektora pružaju najbolje performanse. Sa obzirom na 
to, za svaki od SVM modela zasebno izvršena je optimizacija 
parametara kao i selekcija osobina (feature selection) koristeći 
algoritam eliminacija unazad (backward elimination). 
Performanse za osam modela Mašina Potpornih Vektora od 
kojih svaki klasifikuje metapodatke u jednu od kategorija: Naslov, 
Autori, Pripadnost, Adresa, E-mail, Apstrakt, Ključne Reči, Mesto 
Publikacije date su u tabeli 7.6. 
 
Kategorija Preciznost Odziv F-mera 
Naslov 99.38% 98.17% 98.77% 
Autori 94.25% 90.11% 92.13% 
Pripadnost 90.44% 89.78% 90.37% 
Adresa 87.50% 88.11% 87.80% 
E-mail 98.73% 98.10% 98.41% 
Apstrakt 91.83% 91.22% 91.52% 
Ključne Reči 93.88% 71.88% 81.42% 
Mesto Publikacije 90.82% 83.18% 86.83% 
Tabela 7.6. Eksperimentalni rezultati osam zasebnih SVM modela za 
klasifikaciju. 
 
Kao što se može videti iz tabele 7.6. najbolje performanse 
postižu se za kategoriju Naslov (F-mera od 98.77%) i E-mail (F-mera 
od 98.41%). Za klase Autori, Apstrakt i Pripadnost performanse su 
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nešto niže sa F-merama od 92.13%, 91.52% i 90.37% respektivno. 
Malo veći izazov za klasifikacione modele predstavljale su klase Adresa 
(F-mera od 87.80%), Mesto publikacije (F-mera od 86.83%) i Ključne 
Reči (F-mera od 81.42%). Za kategorije Mesto Publikacije i Ključne 
reči vrednosti odziva su nešto niže u odnosu na preciznost (koja je u 
skladu sa ostalim kategorijama) što znači da upotrebljeni skup osobina 
ne pokriva u potpunosti sve moguće načine, u smislu pomoću kojih se 
ove dve vrste meta podataka saopštavaju u naučnim radovima. Pad 
performansi odziva kod ovih kategorija može se objasniti njihovom 
malom frekvencijom u obučavajućem skupu 2,38% (Mesto publikacije) 
i 0,98% (Ključne reči) kao i činjenicom da se lokacija, način 
formatiranja i zapisivanja ovih kategorija drastično razlikuje od 
konferencije do konferencije (časopisa). Pored dobrih vrednosti za F-
mere kod svih klasifikatora, bitno je istaći da su, izuzevši kategoriju 
Mesto Publikacije, vrednosti za preciznost i odziv približno jednake što 
predstavlja cilj kome se teži prilikom formiranja modela za 
klasifikaciju. 
 




Osnovna tema ove disertacije je sistem za ekstrakciju i pregled 
metodologija iz tekstova naučnih publikacija iz oblasti Informatike tj. 
podoblasti Automatske Ekstrakcije Termina. Ekstrakcija se ogleda u 
prepoznavanju metodoloških segmenata (pominjanja metodologija) u 
metodološkim rečenicama. Metodološke rečenice su one rečenice u 
kojima autori naučnog članka opisuju metodologiju koju su upotrebili. 
Pominjanja metodologija kategorizuju se u četiri semantičke kategorije: 
zadatak (Task), metoda (Method), resurs/osobina (Resource/Feature) i 
implementacija (Implementation). Sistem pripada klasi hibridnih 
sistema koji kombinuju tehnike iz oblasti Istraživanja teksta tj. 
kategorizacije teksta kao i tehnike iz oblasti Ekstrakcije Informacija. 
Ekstrakcija metodlogija se u sistemu predstavljenom u ovoj 
disertaciji sastoji od dva značajna sloja (celine). Prvi sloj je automatsko 
izdvajanje rečenica u kojima autori opisuju svoj pristup i zasnovan je na 
prethodnom radu Teufel i Moens [Teufel 1999b, Teufel 2002]. Da bi se 
iz ovih rečenica izdvojile metodološke rečenice upotrebljen je dodatni 
korak klasifikacije. Drugi sloj sistema izdvaja i klasifikuje pominjanja 
metodologija (metodološke segmente) u rečenicama dobijenim u prvom 
koraku u četiri semantičke kategorije: Zadatak (Task), Metod (Method), 
Resurs/Osobina (Resource/Feature) i Implementacija (Implementation). 
Klasifikacija segmenata izvršena je pomoću četiri zasebna CRF modela. 
Sa obzirom na to da se većina metodoloških segmenata sastoji od više 
od jedne reči upotrebljeni CRF modeli zasnovani na sintaktičkim 
frazama, a ne na rečima. 
Postukpak ekstrakcije metodologija evaluiran je na ručno 
anotiranom korpusu pomoću petostruke unakrsne validacije. Korpus je 
anotiran na dva nivoa: nivo rečenice (45 celokupnih naučnih članaka), 
nivo segmenta u rečenici (3500 rečenica). Deset procenata korpusa je 
takoñe anotirano od strane nezavisnog anotatora da bi se obezbedila 
konzistentnost anotacija. 
Radi pružanja boljeg uvida u ekstravhane metodologije 
prepoznate četiri semantičke kategorije (zadatak, metod, resurs/osobina 
i implementacija) povezane su sa odgovarajućim metpodacima vezanim 
za publikaciju. Metpodaci su generisani su pomoću sistema za 
autotmasku ekstrakciju metodologija, predstavljenog u ovoj disertaciji. 
Automatska ekstrakcija obavljena je pomoću postupka 
klasifikacije, realizovanog pomoću modela mašine potpornih vektora. 
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Ekstrahovani metpodaci kategorizovani su u osam kategorija: Naslov, 
Autori, Pripadnost, Adresa, E-mail, Apstrakt, Ključne reči i Mesto 
publikacije. Klasifikacioni model evaluiran je pomoću postupka 
petostruke unakrsne validacije na ručno anotiranom korpusu od 100 
naučnih radova u PDF formatu prikupljenom sa različitih konferencija, 
časopisa i Web strana autora (deo ovog korupsa od 45 radova 
upotrebljen je za evaluaciju ekstrakcije metodologija). 
Sistematizacija dostupne literature, izvršena u prvom poglavlju, 
definiše dve istraživačke oblasti kojima sistem pripada: kategorizacija 
teksta i ekstrakcija informacija. Definisani su osnovni pojmovi i 
postupci za kategorizaciju teksta kao i neke od zanimljivih primena. 
Dva značajna odeljka u okviru ove sekcije su predstavljanje Naivne 
Bayesove metode za klasifikaciju, koja je upotrebljena u sistemu kao i 
odeljak koji prikazuje pristupe iz klasifikacije rečenica, koja se takoñe 
koristi u delu sistema predstavljenog u ovoj disertaciji. Druga sekcija 
donela je pregled oblasti Ekstrakcije Informacija, definisani su osnovni 
pojmovi, prikazane su tehnike za IE, kao i značajni problemi i izazovi 
ove oblasti. Značajan odeljak ove sekcije je prikaz tehnike za IE pod 
nazivom Conditional Random Fields koja je upotrebljena u delu 
sistema predstavljenom u ovoj disertaciji. Treća sekcija prikazala je 
pristupe koji vrše ekstrakciju metodologija. Opisani su pristupi koji su 
slični po metodologiji kao i pristupi koji su slični po cilju sa sistemom 
predstavljenom u ovoj disertaciji. Četvrta sekcija predstavila je značajne 
pristupe iz oblasti automatske ekstrakcije metapodataka. 
Opis korpusa upotrebljenog za evaluaciju sistema, načina na 
koji je prikupljen i postupka upotrebljenog za svoñenje dokumenata iz 
korpusa u format upotrebljen za kategorizaciju prikazan je u drugom 
poglavlju. Ovo poglavlje takoñe sadrži i detaljan opis shema za 
kategorizaciju rečenica i fraza, zajedno sa opisom postupka procene 
usklañenosti anotatora. 
Model sistema za ekstrakciju metodologija opisan je u trećem 
poglavlju. Detaljno su opisani modeli za klasifikaciju rečenica kao i 
klasifikaciju fraza. Pored toga date su i komponente vektora osobina za 
reprezentovanje rečenica i fraza kao i detalji postupka njihovog 
formiranja.  
Postupak za evaluaciju sistema kao i upotrebljene mere 
performansi prikazane su u četvrtom poglavlju. Nakon toga dati su 
eksperimentalni rezultati tj. performanse za model za klasifikaciju 
rečenica kao i za sva četiri CRF modela za klasifikaciju fraza (Task, 
Method, Resource/Feature i Implementation). 
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U petom poglavlju data je analiza performansi CRF modela kao 
i uticaj osobina, pomoću kojih je fraza reprezentovana na performanse. 
Takoñe je data diskusija i detaljna analiza grešaka klasifikacije. 
Šesto poglavlje prikazuje specifikaciju softverske arhitekture 
sistema. Objašnjena je implementacija postupka za ekstrakciju osobina 
za reprezentaciju rečenica kao i fraza. Dati su UML dijagrami celina od 
kojih se sistem sastoji. Pored toga opisani su upotrebljeni alati za 
klasifikaciju kao i za procesiranje teksta. 
Sistem za automatsku ekstrakciju osam semantičkih kategorija 
metapodatka predstavljen je u sedmom poglavlju. Objašnjen je 
postpuak formiranja vektora osobina za redove teksta u načunom radu. 
Nakon toga prikazani su eksperimenti sa klasifikacijom kao i korpus za 
evaluaciju klasifikacionih modela. Poslednja sekcija ovog poglavlja 
donela je postignute rezultate za osam kategorija metapodataka kao i 
diskusiju istih. 
Klasifikator za izdvajanje metodoloških rečenica pruža dobre 
rezultate na oba nivoa, u skladu sa rezultatima iz literature. Rezultati 
koji su pružili CRF modeli su obećavajući, sa F-merom od 75% za 
identifikaciju implementacija (Implementation kategorija), sa 
preciznošću od 85% i F-merom od 60% za identifikaciju resursa i 
osobina (Resource/Feature kategorija), sa preciznošću od 67%. 
Rezultati za identifikaciju zadataka (Task kategorija) i metoda (Method 
kategorija) su lošiji (F-mera od 53%) ali i dalje uz relativno visoku 
preciznost (70%). Rezultati za odziv za sve kategorije su niži u odnosu 
na preciznost (izmeñu 43% i 68%), što ukazuje na to da osobine koje su 
upotrebljene za CRF modele ne pokrivaju sve potrebe osobine 
metodoloških segmenata. 
Sistem za ekstrakciju metapodataka postigao je dobre rezultate 
za svih osam kategorija. Najbolje performanse imaju kategorija Naslov 
(F-mera od 98.77%) i E-mail (F-mera od 98.41%). Za klase Autori, 
тApstrakt i Pripadnost performanse su nešto niže sa F-merama od 
92.13%, 91.52% i 90.37% respektivno. Malo veći izazov za 
klasifikacione modele predstavljale su klase Adresa (F-mera od 
87.80%), Mesto publikacije (F-mera od 86.83%) i Ključne Reči (F-mera 
od 81.42%). 
Koliko je autor upoznat ovo je jedan od prvih pristupa za 
ekstrakciju i pregled metodoloških segmenata koji za korpus koristi 
oblast Informatike. Postoje dve specifičnosti naučnih radova iz oblasti 
Informatike koje predstavljaju otežavajuće okolnosti pri automatskoj 
ekstrakciji metodologija. Prva je ta što ne postoji potpuni skup 
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(taksonomija ili ontologija) metoda koje se koriste u ovoj oblasti, a 
druga je to što su metodološke informacije rasprostranjene po 
celokupnom tekstu naučnog rada, a ne u jasno izdvojenim odeljcima 
kao što je slučaj sa radovima iz drugih oblasti (npr. Biomedicna). Bez 
obzira na navedene specifičnosti sistem predstavljen u ovoj disertaciji je 
konkurentan sa sličnim sistemima iz oblasti biomedicine (odeljak 5.2). 
Na osnovu prikazanih rezultata CRF modela zaključuje se da je 
poboljšanje odziva tj. pokrivenosti je jedan od glavnih ciljeva daljeg 
rada. Takoñe se planira eksperimentisanje sa metodama zasnovanim na 
pravilima (rule-based methods) kako bi se pomoću dodatnog filtriranja 
otklonile identifikovane grupe grešaka. Da bi se umanjio broj grešaka 
koje potiču od upotrebe konteksta od samo jedne rečenice planira se 
uvoñenje novih osobina koje će obuhvatiti širi kontekst. Takoñe se 
planira eksperimentisanje sa redosledom primene CRF modela tj. 
upotrebe rezultata prethodnog modela kao osobine za naredni model. 
Na primer, informacija o tome da je neka od susednih fraza 
identifikovana kao Task može pomoći pri identifikaciji trenutne fraze 
kao Method. Kako bi semantički povezali identifikovane segmente 
planira se upotreba nekog oblika pozadinskog znanja (background 
knowledge) npr. ontologije. Sa obzirom na to da se sistem opisan u ovoj 
disertaciji koncentrisao samo na rečenice kojima autori opisuju svoj 
pristup (Own) i metodološke rečenice (Solution) planira se istraživanje 
distribucije metodoloških informacija u drugim kategorijama tj. 
delovima naučnog članka kao što su Background i Other u kojima su 
opisane opšte poznate metode i tehnike koje koriste drugi autori (oni 
koji nisu autori posmatranog rada). 
Dalja istraživanja sa korišćenjem ručno formiranih pravila i 
dodavanjem novih osobina za reprezentaciju planiraju se u pravcu 
poboljšanja performansi sistema za ekstrakciju metapodataka. 
Eksperimenti će se takoñe vršiti i sa metodama polu-nadgledanog 
učenja (semi-supervised learning) kako bi se prevazišao problem 
ručnog anotiranja velikog broja naučnih radova. Na ovaj način sistem 
može vršiti ekstrakciju metapodataka iz veoma heterogenih kolekcija (u 
smislu formata) jer je tada dovoljno anotirati samo mali broj radova i 
formirati model za svaki karakterističan format. 
Automatska ekstrakcija metodologija otvara veliki broj 
mogućnosti za istraživanje razvoja naučnih oblasti. Shodno tome 
planira se dalja analiza metodologija u oblasti ATR primenom tehnika 
iz oblasti Analize podatka (asocijativna pravila, klasterovanje itd). 
Jedan od značajnih pravaca daljeg rada je integracija rezultata sistema 
sa sistema za pretraživanje naučnih članaka sa ciljem semantičkog 
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obogaćivanja rezultata pretraživanja u smislu pružanja informacija o 
odgovarajućim metodologijama za rešavanje pojedinih problema. 
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Cilj - Cilj istraživanja je razvoj modela, 
implementacija prototipa i verifikacija 
sistema za ekstrakciju metodologija iz 
naučnih članaka iz oblasti Informatike. Da 
bi se, pomoću tog sistema, naučnicima 
mogao obezbediti bolji uvid u 
metodologije u svojim oblastima potrebno 
je ekstrahovane metodolgije povezati sa 
metapodacima vezanim za publikaciju iz 
koje su ekstrahovani. Iz tih razloga 
istraživanje takoñe za cilj ima i razvoj 
modela sistema za automatsku ekstrakciju 
metapodataka iz naučnih članaka. 
Metodologija - Ekstrahovane 
metodologije se kategorizuju u četiri 
kategorije: kategorizuju se u četiri 
semantičke kategorije: zadatak (Task), 
metoda (Method), resurs/osobina 
(Resource/Feature) i implementacija 
(Implementation). Sistem se sastoji od dva 
nivoa: prvi je automatska identifikacija 
metodoloških rečenica; drugi nivo vrši 
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prepoznavanje metodoloških fraza 
(segmenata). Zadatak ekstrakcije i 
kategorizacije formalizovan je kao 
problem označavanja sekvenci i 
upotrebljena su četiri zasebna Conditional 
Random Fields modela koji su zasnovani 
na sintaktičkim frazama. Sistem je 
evaluiran na ručno anotiranom korpusu iz 
oblasti Automatske Ekstrakcije Termina 
koji se sastoji od 45 naučnih članaka. 
Sistem za automatsku ekstrakciju 
metapodataka zasnovan je na klasifikaciji. 
Klasifikacija metapodataka vrši se u osam 
unapred definisanih sematičkih kategorija: 
Naslov, Autori, Pripadnost, Adresa, E-
mail, Apstrakt, Ključne reči i Mesto 
publikacije. Izvršeni su eksperimenti sa 
svim standardnim modelima za 
klasifikaciju: naivni bayes, stablo 
odlučivanja, k-najbližih suseda i mašine 
potpornih vektora. 
Rezultati - Sistem za ekstrakciju 
metodologija postigao je sledeće rezultate: 
F-mera od 53% za identifikaciju Task i 
Method kategorija (sa preciznošću od 
70%) dok su vrednosti za F-mere za 
Resource/Feature i Implementation 
kategorije bile 60% (sa preciznošću od 
67%) i 75% (sa preciznošću od 85%) 
respektivno. Nakon izvršenih 
klasifikacionih eksperimenata, za sistem 
za ekstrakciju metapodataka, utvrñeno je 
da mašine potpornih vektora (SVM) 
pružaju najbolje performanse. Dobijeni 
rezultati SVM modela su generalno dobri, 
F-mera preko 85% kod skoro svih 
kategorija, a preko 90% kod većine. 
Ograničenja istraživanja/implikacije - 
Sistem za ekstrakciju metodologija, kao i 
sistem za esktrakciju metapodataka 
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primenljivi su samo na naučne članke na 
engleskom jeziku.  
Praktične implikacije - Predloženi 
modeli mogu se, pre svega, koristiti za 
analizu i pregled razvoja naučnih oblasti 
kao i za kreiranje sematički bogatijih 
informacionih sistema naučno-istraživačke 
delatnosti. 
Originalnost/vrednost - Originalni 
doprinosi su sledeći: razvijen je model za 
ekstrakciju i semantičku kategorijzaciju 
metodologija iz naučnih članaka iz oblasti 
Informatike, koji nije opisan u postojećoj 
literaturi. Izvršena je analiza uticaja 
različitih vrsta osobina na ekstrakciju 
metodoloških fraza. Razvijen je u 
potpunosti automatizovan sistem za 
ekstrakciju metapodataka u informacionim 
sistemima naučno-istraživačke delatnosti. 
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Purpose - The purpose of this research 
is model development, software 
prototype implementation and 
verification of the system for the 
identification of methodology mentions 
in scientific publications in a sub-
domain of automatic terminology 
extraction. In order to provide a better 
insight for scientists into the 
methodologies in their fields extracted 
methodologies should be connected 
with the metadata associated with the 
publication from which they are 
extracted. For this reason the purpose 
of this research was also a development 
of a system for the automatic extraction 
of metadata from scientific 
publications.   
Design/methodology/approach - 
Methodology mentions are categorized 
in four semantic categories: Task, 
Method, Resource/Feature and 
Implementation. The system comprises 
two major layers: the first layer is an 
automatic identification of 
methodological sentences; the second 
layer highlights methodological phrases 
(segments). Extraction and 
classification of the segments was 
      
 171 
formalized as a sequence tagging 
problem and four separate phrase-based 
Conditional Random Fields were used 
to accomplish the task. The system has 
been evaluated on a manually 
annotated corpus comprising 45 full 
text articles. The system for the 
automatic extraction of metadata from 
scientific publications is based on 
classification. The metadata are 
classified eight pre-defined categories: 
Title, Authors, Affiliation, Address, 
Email, Abstract, Keywords and 
Publication Note. Experiments were 
performed with standard classification 
models: Decision Tree, Naive Bayes, 
K-nearest Neighbours and Support 
Vector Machines. 
Findings - The results of the system for 
methodology extraction show an F-
measure of 53% for identification of 
both Task and Method mentions (with 
70% precision), whereas the F-
measures for Resource/Feature and 
Implementation identification was 60% 
(with 67% precision) and 75% (with 
85% precision) respectively. As for the 
system for the automatic extraction of 
metadata Support Vector Machines 
provided the best performance. The F-
measure was over 85% for almost all of 
the categories and over 90% for the 
most of them. 
Research limitations/implications - 
Both the system for the extractions of 
methodologies and the system for the 
extraction of metadata are only 
applicable to the scientific papers in 
English language. 
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Practical implications - The proposed 
models can be used in order to gain 
insight into a development of a 
scientific discipline and also to create 
semantically rich research activity 
information systems. 
Originality/Value - The main original 
contributions are: a novel model for the 
extraction of methodology mentions 
from scientific publications. The 
impact of the various types of features 
on the performance of the system was 
determined and presented. A fully 
automated system for the extraction of 
metadata for the rich research activity 
information systems was developed. 
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