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Abstract 
Wang, H., Partition of bipartite graph into cycles, Discrete Mathematics 117 (1993) 287-291. 
El-Zahar (1984) conjectured that if G is a graph on n, + n, + + nk vertices with ni > 3 for 1s i < k 
and minimum degree 6(G)>rn,/21+rn2/21+ ... +rn,/21, then G contains k vertex-disjoint cycles 
of lengths n,, nz, , n, respectively. He proved this conjecture for k=2. In this note we consider 
a similar problem in bipartite graphs and prove: If G is a bipartite graph with partites V, and V, 
where IV,I=IV,I=n,n=n,+n,+... +n, for n,>n,> ..’ >n,>2, k>2 and G(G)>n,+n,+ 
‘.. +n,_ 1 +n,/2, then G contains k vertex-disjoint cycles of lengths 2n,, 2nz, ,,, , 2n,, respectively, 
We demonstrate by producing examples that the above result is best possible when k=2. 
1. Notation and Lemmas 
All the graphs we are going to discuss are finite simple graphs. For a graph G, we 
use v(G) and E(G) to denote the number of vertices of G and the number of edges of G, 
respectively. If we write G =( V, E), it means that V is the set of vertices of G and E is 
the set of edges of G. For any vertex UE V(G) and any subgraph H of G, we use d(u, H) 
to denote the number of vertices of H which are adjacent to U. Thus d(u, G) is the 
degree of u in G. As usual, 6(G) is the minimum of d(u, G), UE V( G). If we write 
G = ( V,, &; E), it means that G is a bipartite graph with the partition ( K, V2) of V(G). 
For any positive integers m and n, we use C, to denote a cycle of length m and K,,, to 
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denote a complete bipartite graph with the two partites having m and n vertices, 
respectively. 
Lemma 1. Let G = ( VI, I+; E). Suppose 
(1) (V,I=IV,I=nandVu~V,,Vv~V2,d(u,G)+d(u,G)~n. 
Then G is K,,,z,~~z 6 Kn/2.n/2 or contains a Hamiltonian path, where ‘6 means ‘vertex- 
disjoint union’. 
Proof. Assume G is disconnected. Let Gr =(X, Y; E,) and Gz =(S, T; E,) be two 
subgraphs of G such that G is the vertex-disjoint union of G1 and Gz and 
V,=XuS, V,=YuT. Let a=lXl,b=IS/,c=lYl,d=lTl. Then a+b=n=c+d. Tak- 
ing any UEX and any VEY, we have d(u, G)+d(v, G)Bn and therefore a+c>n. 
Similarly we get a+d b n, b+c>,n and b+d > n. Since a, b, c and d are positive 
integers, these relations imply that a= b=c=d =n/2. Hence G is Kn,2,n,2 i, Kn,2,n,2. 
We assume now that G is connected and contains no Hamiltonian path. Let 
P = x1 x2 ... x, be a longest path in G, t d 2n - 1. Without loss, say x1 E V,. We have two 
cases to discuss. 
Case 1: t=2k. 
Since d(xI, G)=d(x,, P) and d(xZk, G)=d(xzk, P), we have d(xI, P)+d(xZk, P)3 
n>(t+l)/2. Hence d(xI, P)+d(xZk, P)ak+l. Th us there is some i such that 
XlXi+lEE and x2kxiEE. And C=x1~2...xixZkx2k-l “‘Xi+l~1 is a cycle. But G is 
connected and we have a vertex YE V(G) \ V(C) such that y is adjacent to some vertex 
of C. Hence G has a path which is longer than P, a contradiction. 
Case 2: t=2k+ 1. 
Let YE Vz\ V(P). Then 
d(y, P)+d(x,,P)>d(y, G)--(n-(kf l))+d(x,, P) 
=d(y, G)-(n-(k+ l))+d(x,, G) 
2n-(n-(k+ l))=k+ 1 
Let P’=P-x~~+~. Since x2k+l is neither adjacent to x1, nor to y,d(y,P’)+ 
d(xI, P’)>k+ 1. This means there is some i such that X1Xi+lEE and Yxi~E. Then 
yXiXi_ 1 ‘.’ X1 Xi+ 1 “’ xZk+ 1 is a longer path than P, a contradiction. So G must contain 
a Hamiltonian path. 0 
We do not know who first established the following Lemma 2, but one can find its 
proof in [2]. It also follows from Lemma 1. 
Lemma 2. Let G = ( VI, V,; E). Suppose 
(2) IV,I=lVl=nandV’u~VI,Vv~V2,d(u,G)+d(v,G)~n+1. 
Then G is Hamiltonian. 
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2. Proof of the main theorem 
Theorem 1. Let G=(V,, &,E). Suppose IV,I=IV,I=n=n,+n, with nl>nz>2 and 
6(G)>n, +n2/2. Then G contains two vertex-disjoint cycles of lengths 2nI and 2nz, 
respectively. 
Proof. Let G1 =(X, Y; E,) and G2 =(S, T; E2) be two induced subgraphs of G such 
that: 
(3) XuS= V1, YuT= V,; IXl=l YJ=nI, ISl=ITI=nz; 
(4) &(G1)+&(GZ) is a maximum among all the pairs of induced subgraphs of 
G satisfying (3). 
Let N = nI + n2/2. If G1 and G2 are both Hamiltonian we are finished. So, without 
loss, say G2 is non-Hamiltonian. Lemma 2 implies that we can choose UES 
and VET such that d(u, G,)+d(u, Gz)<n2. For any XEX and any YEY, let 
m(x, y)=d(x, Gl)+d(y, G,)+d(u, G,)+d(u, G,). 
Claim: G1 is K,, ,“,. 
We have 
3E(G,)-d(x, Cl)-d(y, G1)+2N-d(u, G,)-d(v, G,) 
+~Gz)-~u, W-d(u, W+2N-d(x, Cl)-d(y, G,) 
=E(G1)+E(G2)+4N-2m(x, y), 
Since G1 and G2 satisfy (4), we have 2N-m(x, y)dO, i.e., 2n, <d(x, G,)+d(y, G,). 
This means G1 is K,,,,l. 
Let C=x1x2 ... xZn,xl be a Hamiltonian cycle of G1 with x~EX. 
For any ZE V( G2), we have 
(5) d(z, G2)3N-d(z, G1)3N-nIBn2/2. 
By Lemma 1, either G2 is Kn,!Zn2,ZVK,:Z,n,;Z or G2 contains a Hamiltonian path. Thus 
we have two cases to deal with. 
Case a: GZ is Kni,~,,,,!2ijK,2:2.~~~~. 
In this case equality must hold in (5). This means that every vertex in X is adjacent 
to every vertex in T and every vertex in Y is adjacent to every vertex in S. Let z1 ES and 
zz~T such that zlzZ~E. Then z1z2x3 . ..xZ.,,zl is a cycle of length 2nl. But one can 
easily see there is a cycle of length 2n2 in G2 -zl -z2 +x1 + xz . So Theorem 1 is 
proved. 
Case b: G2 contains a Hamiltonian path. 
Let P=z1z2 ... zznz be a Hamiltonian path of G2 with z~ES. We must have 
(6) d(z,, Gz)+d(zz,,, Gz)<nZ. 
And so one of d(z,, G,) and d(zz,,, G2), say d(zZn2, G,), satisfies 
(7) d(Zzn2r G2)6n2/2. 
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This implies zZ,,, is adjacent to every vertex in X. 
Since zlzZn2#E, d(z,, G2)6nz - 1. So we have 
(8) d(z,, Gr)aN--nz+ 132. 
For any vertex ZE V( G,), d(z, G,)d n2, and so we have 
(9) d(z, Gr)aN-n,>l. 
Now let aEX,b,c,dEYsuch that ~~c,z~d,z~a,z~~~_~b~E and cfd. 
Subcase bl: b${ c, d}. 
Let P’=P-z~--z~~~. Then C’=~Z~P’Z~~,_~ ba is a cycle of length 2nz and 
G1-a-b+zZnZ is K,l_l,,l. So G1-a-b+zZnZ has a Hamiltonian path P” with 
endvertices c and d, and then C”= z,cP”dz, is a cycle of length 2nl. Obviously C’ and 
C” are vertex-disjoint. 
Subcase b2: bE{ c, d}. 
Say b=c. Let P’=P-zZn2. Then C’= bzl P’z~,,,_~ b is a cycle of length 2nz. But 
GI --b+zznz is K,,,, and hence has a cycle C” of length 2nl. 
In summation, Theorem 1 is proved. 0 
Example 1. Let G =( X, Y, E) be such that 
x={x1,%43,x4}, y={Yl~Y2?Y3~Y4}; 
E={~,Y,,~,Y,,xzY~,x~Y~,x~Y~,x~Y~,x~Y~,x~Y~). 
Then G does not even contain a cycle of length 4. But 6(G)= 2 + 2/2 - 1 = 2. 
Example 2. Let H =( U, V, F) be such that 
u={xI,x*,.%x&.%} ~=(Yl,Y,TY3>Y4>Y5); 
F={x,Y,,x~Y,,x,Y,}u{xiYj: i=4,5 andj=l,2,3} 
UCXiyj: i=l,2,3 andj=4,5} 
Then H contains a cycle of length 4 and a cycle of length 6 but doesn’t contain two 
vertex-disjoint cycles of lengths 4 and 6, respectively. But 6(G) = 3 + 2/2 - 1 = 3. 
Theorem 2. Let G=( VI, V2, E). Suppose 1 Vll=/ l$/=n=n,+n,+ . . . +nk with 
nlZ3nz3 ... ank>,2, kb2 and 6(G)>nl+n,+ ... +q_,+nJ2. Then G contains 
k vertex-disjoint cycles of lengths 2nl, 2nz, . . . , 2nk, respectively. 
Proof. For k=2, Theorem 2 is Theorem 1. Using induction on k, assume that 
Theorem 2 holds at k - 1. 
Let N, = n, + n2 + ... + n,_ 1 + q/2, t 2 2. Applying Theorem 1, we know G contains 
a cycle CZn,. Let G’ = G - Czn,. Then 6( G’) > Nk - n,+ 3 N, _ 1. So by induction hypo- 
thesis, G’ contains C2,,,ljC2n2V ... VC2,,_. Therefore Theorem 2 is proved. 0 
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