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Abstract
In this paper, we consider the so-called p-system with linear damping on quadrant. We show that for
a certain class of given large initial data (v0(x), u0(x)), the corresponding initial–boundary value problem
admits a unique global smooth solution (v(x, t), u(x, t)) and such a solution tends time-asymptotically, at
the Lp (2  p ∞) optimal decay rates, to the corresponding nonlinear diffusion wave (v¯(x, t), u¯(x, t))
which satisfies (1.9) provided the corresponding prescribed initial error function (V0(x),U0(x)) lies in
(H 3(R+) ∩ L1(R+)) × (H 2(R+) ∩ L1(R+)).
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1. Introduction
In this paper, we consider the asymptotic behavior and the convergence rates of solutions to
the so-called p-system with linear damping
{
vt − ux = 0,
ut + p(v)x = −αu, (x, t) ∈R+ ×R+, (1.1)
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(
v(x,0), u(x,0)
)= (v0(x), u0(x))→ (v+, u+), v+ > 0, as x → +∞, (1.2)
and with the null-Dirichlet boundary condition
u|x=0 = 0. (1.3)
The system (1.1) can be viewed as the isentropic Euler equations in Lagrangian coordinates with
frictional term −αu in the momentum equation and it can be used to model the compressible flow
through porous media. Here, v > 0 is the specific volume, u is the velocity, the pressure p(v) is
a decreasing smooth function, α is a positive constant.
For the Cauchy problem to p-system with linear damping, the global existence of smooth
solutions with small initial data has been studied by many authors, cf. [2,9,16,26], and the large
time behavior of the solutions was carried out by Hsiao and Liu in [4,5] firstly. Precisely, they
showed that the solutions of the Cauchy problem to (1.1) with the initial data
(
v(x,0), u(x,0)
)= (v0(x), u0(x))→ (v±, u±), as x → ±∞, v± > 0, (1.4)
tend time-asymptotically to the nonlinear self-similar diffusion wave solutions ( ¯¯v, ¯¯u)(x, t) of the
porous media equation
{ ¯¯vt − ¯¯ux = 0,
p( ¯¯v)x = −α ¯¯u, x ∈R, t > 0,
(1.5)
or ⎧⎪⎨
⎪⎩
¯¯vt = − 1
α
p( ¯¯v)xx,
¯¯u = − 1
α
p( ¯¯v)x, x ∈R, t > 0,
(1.6)
with the same end states as v0(x):
¯¯v(±∞, t) = v±. (1.7)
Here the well-known porous media equation is obtained by Darcy’s law. And a better con-
vergence rate and the optimal convergence rate when v(+∞,0) = v(−∞,0) were obtained
by Nishihara in [17,18]. For the other related results we refer to [20,25]. For the case of the
large initial data, Zhao in [24] showed that for a certain class of given large initial data, the
Cauchy problem (1.1), (1.4) admitted a unique global smooth solution and such a solution
tended time-asymptotically, at the Lp (2 p ∞) decay rates to the nonlinear diffusion wave
( ¯¯v(x, t), ¯¯u(x, t)) but without any further smallness assumptions on the strength of the nonlinear
diffusion wave and the initial error. For the Cauchy problem to p-system with nonlinear damping,
we refer to [29]. For other results, see [1,3,6,8,21,23,28].
For the initial–boundary value problems on R+ to the equations of viscous conservation laws,
the global existence and the asymptotic behavior of the solution have been investigated by several
authors, cf. [10–12,22]. For the initial–boundary value problems on R+ to p-system with linear
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asymptotic behavior and the convergence rates by perturbing the initial value around the linear
diffusion waves (v˜, u˜)(x, t) which satisfies
⎧⎨
⎩
v˜t − u˜x = 0, x ∈R+, t > 0,
p′(v+)v˜x = −αu˜,
u˜|x=0 = 0, (v˜, u˜)|x=∞ = (v+,0).
(1.8)
Marcati, Mei and Rubino in [14] also considered (1.1)–(1.3), and they got the asymptotic be-
havior and improved the convergence rates in [19] by perturbing the initial value around the
nonlinear diffusion waves (v¯, u¯)(x, t) which satisfies the porous media equation
⎧⎨
⎩
v¯t − u¯x = 0, x ∈R+, t > 0,
p(v¯)x = −αu¯,
u¯|x=0 = 0, (v¯, u¯)|x=∞ = (v+,0).
(1.9)
In the above two papers, they all asked that the initial disturbance data under their considerations
to be small, but for the large initial data, there are few results. In this paper, we also consider
(1.1)–(1.3) and obtained the same asymptotic behavior and the convergence rates as in [14] but
only under a rather weaker smallness assumption on the initial disturbance.
The rest of this paper is organized as follows. In Section 2, we reformulate the problem
(1.1)–(1.3) and state the main theorem. In Sections 3 and 4, the proof of the main theorem will
be given, much of Section 4 is based on the paper [24].
Notations. Hereafter, we denote several generic positive constants depending on a, b, . . . by
Ca,b,... or only by C or O(1) without any confusion and ε will always be used to represent
sufficiently small positive constants. Lp = Lp(R+) (1 p ∞) denotes usual Lebesgue space
with the norm
‖f ‖Lp =
( ∫
R+
∣∣f (x)∣∣p dx) 1p , 1 p < ∞,
‖f ‖L∞ = sup
R+
∣∣f (x)∣∣,
and the integral region R+ will be omitted without any confusion. Hl (l  0) denotes the usual
lth-order Sobolev space with the norm
‖f ‖l =
(
l∑
j=0
∥∥∂jx f ∥∥2
) 1
2
,
where ‖ · ‖ = ‖ · ‖0 = ‖ · ‖L2 . For simplicity, ‖f (·, t)‖Lp and ‖f (·, t)‖l are denoted by ‖f (t)‖Lp
and ‖f (t)‖l , respectively.
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We first reformulate the problem (1.1)–(1.3). To eliminate the value of u(x, t) at x = +∞, we
introduce the following auxiliary functions as in [4,5,19],
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
vˆ(x, t) = u+m0(x)−α e
−αt ,
uˆ(x, t) = u+e−αt
x∫
0
m0(y) dy,
(2.1)
where m0(x) is a smooth function with compact support such that
∞∫
0
m0(y) dy = 1, suppm0 ⊂R+, m′0(0) = 0. (2.2)
Then (vˆ, uˆ)(x, t) satisfies
⎧⎨
⎩
vˆt − uˆx = 0, x ∈R+, t > 0,
uˆt = −αuˆ,
uˆ|x=0 = 0, (vˆ, uˆ)|x=∞ =
(
0, u+e−αt
)
.
(2.3)
Lemma 2.1. For k  0, j  0,p ∈ [1,∞], we have
∥∥∂kx ∂jt vˆ(·, t)∥∥Lp = O(1)e−αt . (2.4)
For the solution (v¯, u¯)(x, t) of (1.9), from [14], we have
Lemma 2.2. (See [14].) Let v¯(x, t) be a solution of (1.9) with the initial data v¯(x,0) =
v+ + δ¯0ϕ0(x), where δ¯0 is a constant such that
+∞∫
0
(
v0(x) − v+
)
dx − δ¯0
+∞∫
0
ϕ0(x) dx + u+
α
= 0, (2.5)
and ϕ0(x) is a given smooth function such that
ϕ0(x) ∈ L1
(
R
+),
+∞∫
0
ϕ0(x) dx 
= 0,
and the compatibility condition
φ′0(0) = 0.
Then for any k  0, j  0, we have
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From Lemma 2.2 and the Sobolev’s inequality, we have
Corollary 2.3. For any k  0, j  0, we have
∥∥∂kx ∂jt (v¯ − v+)(t)∥∥L∞ O(1)δ¯0(1 + t)− 2j+k+12 .
Combining (1.1), (1.9), (2.3), we have{
(v − v¯ − vˆ)t − (u − u¯ − uˆ)x = 0,
(u − u¯ − uˆ)t +
(
p(v) − p(v¯))
x
= −α(u − u¯ − uˆ) − u¯t . (2.7)
Integrating (2.7)1 over [0,∞) × [0, t], and recalling that v¯(x,0) = v+ + δ¯0ϕ0(x) from [14], we
get from (2.5) that
+∞∫
0
(v − v¯ − vˆ)(y, t) dy =
+∞∫
0
(
v0(x) − v+
)
dx − δ¯0
+∞∫
0
ϕ0(x) dx + u+
α
= 0, (2.8)
then it is reasonable to introduce the following perturbation
⎧⎪⎨
⎪⎩V (x, t) := −
∞∫
x
(v − v¯ − vˆ)(y, t) dy,
U(x, t) := u(x, t) − u¯(x, t) − uˆ(x, t).
(2.9)
From (2.7) and (2.9), we deduce that (V ,U)(x, t) solves the following problem
{
Vt − U = 0, x ∈R+, t > 0,
Ut +
(
p(Vx + v¯ + vˆ) − p(v¯)
)
x
+ αU = 1
α
p(v¯)xt ,
(2.10)
with the initial data
(V ,U)(x,0) = (V0,U0)(x)
:=
(
−
∞∫
x
(
v0(y) − v¯(y,0) − vˆ(y,0)
)
dy,u0(x) − u¯(x,0) − uˆ(x,0)
)
(2.11)
and the boundary condition
V |x=0 = 0. (2.12)
Before stating our main results, we list some further notations and assumptions.
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(P1) p(v) ∈ C3(0,∞), p′(v) < 0, p′′(v) > 0, 4p′(v)p′′′(v) 5(p′′(v))2, for v ∈ (0,∞), and
lim
v→0
1∫
v
√−p′(τ ) dτ = +∞, lim
v→+∞p
′(v) = 0;
(P2) p(v) ∈ C2(R),p′(v) < 0, for v ∈R.
Under the above assumptions, it is easy to see that the system (1.1) has two eigenvalues
λ = −√−p′(v), μ =√−p′(v) (2.13)
and the corresponding Riemann invariants are taken as
r = u + h(v), s = u − h(v), (2.14)
where
h(v) =
v∫
a
μ(τ) dτ, a ∈ (0,∞) is any fixed constant. (2.15)
Under the above notations, our result on the asymptotic behavior and the decay rates of the
solution to the initial–boundary problem (1.1)–(1.3) can be summarized as the following.
Theorem 2.4. Under the assumption (P1) (respectively (P2)), and for arbitrarily given positive
constants v1, v2 (respectively M1) and M2, there exists a sufficiently small positive constant M3
such that (r0(x), s0(x)) ∈ C1b(R+) with{
v1  v0(x) v2
(
respectively
∣∣v0(x)∣∣M1), ∣∣u0(x)∣∣M2,∣∣r ′0(x)∣∣ αM3, ∣∣s′0(x)∣∣ αM3, (2.16)
where
r0(x) = u0(x) + h
(
v0(x)
)
, s0(x) = u0(x) − h
(
v0(x)
)
, (2.17)
then the initial–boundary value problem (1.1)–(1.3) admits a unique global in time smooth solu-
tion (v(x, t), u(x, t)).
Moreover, if (V0,U0) lies in (H 3(R+) ∩ L1(R+)) × (H 2(R+) ∩ L1(R+)), then the solution
(v(x, t), u(x, t)) tends to the solution (v¯(x, t), u¯(x, t)) of (1.9) and satisfies the following decay
estimates
v − v¯ − vˆ ∈ Ck(0,∞;H 2−k(R+)), k = 0,1,2,
u − u¯ − uˆ ∈ Ck(0,∞;H 2−k(R+)), k = 0,1,2,
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⎪⎪⎩
∥∥∂kx (v − v¯ − vˆ)(t)∥∥O(1)(1 + t)− 2k+34 , k = 0,1,∥∥(v − v¯ − vˆ)(t)∥∥
Lp
O(1)(1 + t)−(1− 12p ), 2 p +∞,∥∥(u − u¯ − uˆ)(t)∥∥O(1)(1 + t)− 54 .
(2.18)
Remarks. 1. Unlike those in [14,19] in which they asked ‖v0 − v+‖L1 + ‖V0‖3 + ‖U0‖2 +
|u+|  1, here we get the same results as [14] without any smallness conditions on the initial
error.
2. When the pressure function p(v) satisfies the γ -law, the assumption (P1) corresponds to
the case 1 γ  3.
3. In this paper, we will only prove Theorem 2.4 for the case when the assumption (P1) is
satisfied, for the assumption (P2), the proof is less complicated and the details will be omitted.
3. The proof of the main results
In this section, we will prove our main Theorem 2.4. To do this, we need the following lem-
mas.
The global smooth solvability results for the initial–boundary problem (1.1)–(1.3) has been
considered in [7], the results can be restated as in the following
Lemma 3.1. (See [7].) Under the assumption (P1) (respectively (P2)), and for arbitrarily
given positive constants v1, v2 (respectively M1) and M2, there exists a sufficiently small pos-
itive constant M3 such that (r0(x), s0(x)) ∈ C1b(R+) and the assumption (2.16) is satisfied,
then the initial–boundary value problem (1.1)–(1.3) admits a unique global smooth solution
(v(x, t), u(x, t)) which satisfies
{
v∗  v(x, t) v∗
(
respectively
∣∣v(x, t)∣∣M1), ∣∣u(x, t)∣∣M2,∣∣rx(x, t)∣∣ αM4, ∣∣sx(x, t)∣∣ αM4, (3.1)
where v∗, v∗ and M4 are positive constants depending only on v1, v2, M2 and M3 but indepen-
dent of x and t , and M4 can be chosen sufficiently small.
From Lemma 3.1, we can get the following corollary directly.
Corollary 3.2. Under the assumptions of Theorem 2.4, the initial–boundary value problem
(2.10)–(2.12) admits a unique global smooth solution (V (x, t),U(x, t)) which satisfies∣∣Vx(x, t)∣∣M5, ∣∣U(x, t)∣∣M5, (3.2)
and {∣∣∂ix∂jt (Vx(x, t) + v¯(x, t) + vˆ(x, t))∣∣M6, i  0, j  0, i + j = 1,∣∣Ux(x, t) + u¯x(x, t) + uˆx(x, t)∣∣M6, (3.3)
where Mi (i = 5,6) are time-independent positive constants and M6 can be chosen as small as
we wanted.
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proof of Theorem 4.3, and this is one of the keys that we can prove Theorem 2.4 without the
a priori assumption (4.1).
Lemma 3.3. Under the assumptions of Theorem 2.4, there exists a unique time-global solution
(V ,U)(x, t) of the initial–boundary problem (2.10)–(2.12) satisfying
V ∈ Ci([0,∞),H 3−i), i = 0,1,2,3,
U ∈ Ci([0,∞),H 2−i), i = 0,1,2,
3∑
k=0
(1 + t)k∥∥∂kxV (t)∥∥2 +
2∑
k=0
(1 + t)k+2∥∥∂kxU(t)∥∥2
+
t∫
0
( 3∑
j=1
(1 + s)j−1∥∥∂jx V (s)∥∥2 + 2∑
j=0
(1 + s)j+1∥∥∂jxU(s)∥∥2
)
ds
O(1)
(‖V0‖23 + ‖U0‖22 + 1), (3.4)
and
(1 + t)4∥∥Ut(t)∥∥2 + (1 + t)5(∥∥Uxt (t)∥∥2 + ∥∥Utt (t)∥∥2)
+
t∫
0
(
(1 + s)4∥∥Uxt (s)∥∥2 + (1 + s)5∥∥Utt (s)∥∥2)ds
O(1)
(‖V0‖23 + ‖U0‖22 + 1). (3.5)
The proof of Lemma 3.3 will be completed in the next section.
From Lemma 3.3, we can easily get the following corollary.
Corollary 3.4. Under the assumptions of Theorem 2.4, there exists a unique time-global solu-
tion (V ,U)(x, t) of the initial–boundary problem (2.10)–(2.12) satisfying the following decay
estimates:
∥∥∂kxV (t)∥∥O(1)(1 + t)− k2 , k = 0,1,2,3, (3.6)
∥∥∂kxU(t)∥∥O(1)(1 + t)−(1+ k2 ), k = 0,1,2, (3.7)
(1 + t)4∥∥Ut(t)∥∥2 + (1 + t)5(∥∥Uxt (t)∥∥2 + ∥∥Utt (t)∥∥2)O(1). (3.8)
In order to get Theorem 2.4, we need to improve the decay rates in Corollary 3.4. By using
the method of Fourier transform and Corollary 3.4, we can get the following lemma.
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decays time-asymptotically as
∥∥∂kxV (t)∥∥O(1)(1 + t)− 2k+14 , k = 0,1,2, (3.9)
∥∥U(t)∥∥O(1)(1 + t)− 54 . (3.10)
Lemma 3.5 can be proved by using the same argument as in [14] where we can get the rigorous
proof of (3.9) and (3.10), so we omit its details here.
Once we have the above lemmas, we can prove Theorem 2.4.
Proof of Theorem 2.4. From Lemmas 3.1 and 3.3, in order to prove Theorem 2.4, we only need
to prove (2.18).
Noticing that Vx = v − v¯ − vˆ,U = u − u¯ − uˆ, by using (2.4), (3.9) and (3.10), we have
∥∥∂kx (v − v¯ − vˆ)(t)∥∥= ∥∥∂kxVx(t)∥∥O(1)(1 + t)− 2k+34 (3.11)
and
∥∥(u − u¯ − uˆ)(t)∥∥= ∥∥U(t)∥∥O(1)(1 + t)− 54 . (3.12)
This proved (2.18)1 and (2.18)3.
For the proof of (2.18)2, by using (2.18)1 and the Sobolev’s inequality, we have
∥∥(v − v¯ − vˆ)(t)∥∥
Lp

∥∥(v − v¯ − vˆ)(t)∥∥ p−2pL∞ ∥∥(v − v¯ − vˆ)(t)∥∥ 2p

(√
2
∥∥(v − v¯ − vˆ)(t)∥∥ 12 ∥∥∂x(v − v¯ − vˆ)(t)∥∥ 12 ) p−2p ∥∥(v − v¯ − vˆ)(t)∥∥ 2p
= 2 p−22p ∥∥∂x(v − v¯ − vˆ)(t)∥∥ p−22p ∥∥(v − v¯ − vˆ)(t)∥∥ p+22p
O(1)(1 + t)− 34 × p+22p (1 + t)− 54 × p−22p O(1)(1 + t)−(1− 12p ). (3.13)
This proved (2.18)2. The proof of Theorem 2.4 is completed. 
4. The proof of Lemma 3.3
In this section, we will prove Lemma 3.3.
Recall that in [19], the authors got the estimates (3.4) and (3.5) under the a priori assumption
N(T ) := sup
0<t<T
{ 3∑
k=0
(1 + t)k∥∥∂kxV (t)∥∥2 +
2∑
k=0
(1 + t)k+2∥∥∂kxU(t)∥∥2
}
 ε21, (4.1)
where 0<ε11, which means the smallness assumption on the initial error, ‖V0‖3 + ‖U0‖2  1,
is needed.
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on the initial error, so we cannot use (4.1). However, through some delicate energy estimates, we
find that if we can get the following estimates
{∥∥Vxx(t)∥∥L∞ O(1)(1 + t)− 12 ,∥∥Vxt (t)∥∥L∞ O(1)(1 + t)−1, (4.2)
which is a direct consequence of (4.1) in [19], then the techniques in [19] can still be used to
deduce (3.4) and (3.5). Thanks to the argument developed by Zhao in [24], we can use the similar
method to get the estimates (4.2), then we can use the techniques in [19] to get (3.4) and (3.5).
Now we give the main idea in deducing Lemma 3.3. In [19], the authors considered the en-
ergy estimates and the decay estimates (3.4) and (3.5) simultaneously, but in this paper, we first
deduced certain energy estimates in Theorem 4.3 without any smallness conditions on the initial
error by using Lemmas 2.1, 2.2 and Corollary 3.2. Secondly we prove (4.2) by using (4.3), then
we can prove (3.4) and (3.5) by using the techniques developed by Nishihara and Yang in [19].
To make the proof easy to read, we divide it into the following two steps:
4.1. Energy estimates and asymptotic behavior
Our main purpose in this subsection is to prove the following asymptotic behavior of the
solution (v(x, t), u(x, t)) obtained in Lemma 3.1.
Theorem 4.1. Under the assumptions of Theorem 2.4, the unique global smooth solution
(V (x, t),U(x, t)) of (2.10)–(2.12) satisfies
lim
t→∞ sup
x∈R+
{∣∣∂ix∂jt V (x, t)∣∣}= 0, i  0, j  0, i + j  2. (4.3)
Before proving Theorem 4.1, we first cite the following fundamental result, whose proof can
be found in [27].
Lemma 4.2. If there exists a constant C > 0, which is independent of x and t , such that
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∫
u2(x, t) dx  C,
∫
u2x(x, t) dx  C,
t∫
0
∫
u2x(x, t) dx dt  C,
∫
u2t (x, t) dx  C,
then we have
lim
t→∞ sup
x∈R+
{∣∣u(x, t)∣∣}= 0. (4.4)
From Lemma 4.2, to prove Theorem 4.1, we only need to get the following energy estimates.
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∥∥V (t)∥∥23 + ∥∥Vt (t)∥∥22 + ∥∥Vtt (t)∥∥21 + ∥∥Vttt (t)∥∥2
+
t∫
0
(∥∥Vx(s)∥∥22 + ∥∥Vt(s)∥∥22 + ∥∥Vtt (s)∥∥21 + ∥∥Vttt (s)∥∥2)ds
O(1)
(‖V0‖23 + ‖U0‖22 + 1). (4.5)
Theorem 4.3 will be proved by the following a series of lemmas.
We first rewrite (2.10)–(2.12) as follows:
{
Vtt +
[
p(Vx + v¯ + vˆ) − p(v¯)
]
x
+ αVt = 1
α
p(v¯)xt ,
(V ,Vt )(x,0) = (V0,U0)(x), V |x=0 = 0.
(4.6)
Since it suffices to establish the estimates for sufficiently smooth solution, Eq. (4.6)1 and
(2.12) give the following boundary condition for higher order derivatives:
V (0, t) = Vxx(0, t) = Vt (0, t) = Vtxx(0, t) = 0, etc. (4.7)
Therefore, the following estimates are formally quite similar to those in [24].
Our first result is on the basic energy estimates.
Lemma 4.4 (Basic energy estimates). Under the assumptions of Theorem 2.4, we have
∥∥V (t)∥∥21 + ∥∥Vt(t)∥∥2 +
t∫
0
(∥∥Vx(s)∥∥2 + ∥∥Vt(s)∥∥2)ds
O(1)
(‖V0‖21 + ‖U0‖2 + 1). (4.8)
Proof. First, multiplying (4.6)1 by V and integrating the resulting equation with respect to x
and t over R+ × [0, t], after some integrations by parts, we can get by using (4.7)
α
2
∫
V 2 dx −
t∫
0
∫
Vx
[
p(Vx + v¯ + vˆ) − p(v¯)
]
dx ds
= α
2
∫
V 20 dx +
t∫
0
∫
V 2t dx ds −
∫
VVt dx +
∫
V0U0 dx
+ 1
α
t∫
0
∫
p(v¯)xtV dx ds. (4.9)
From Lemmas 2.1, 2.2 and the Cauchy–Schwarz’s inequality, we have
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t∫
0
∫
Vx
[
p(Vx + v¯ + vˆ) − p(v¯)
]
dx ds
= −
t∫
0
∫
p′
(
θ(Vx + vˆ) + v¯
)
V 2x dx ds −
t∫
0
∫
p′
(
θ(Vx + vˆ) + v¯
)
Vxvˆ dx ds
 C2
t∫
0
∫
V 2x dx ds −
t∫
0
∫
p′
(
θ(Vx + vˆ) + v¯
)
Vxvˆ dx ds, (4.10)
where θ ∈ (0,1), C2 := infv∈M{−p′(v)} > 0, and M = [min{v∗,minξ∈R+ v¯(ξ)},max{v∗,
maxξ∈R+ v¯(ξ)}].
On the other hand, we have by the Cauchy–Schwarz’s inequality
α
2
∫
V 20 dx +
∫
V0U0 dx O(1)
(‖V0‖2 + ‖U0‖2) (4.11)
and
−
∫
VVt dx 
α − ε
2
∫
V 2 dx + 1
2(α − ε)
∫
V 2t dx, (4.12)
where ε is a suitably small constant to be determined later. Furthermore, we have
−
t∫
0
∫
p′
(
θ(Vx + vˆ) + v¯
)
Vxvˆ dx ds 
ε
2
t∫
0
∫
V 2x dx ds + O(1)
t∫
0
∫
vˆ2 dx ds
 ε
2
t∫
0
∫
V 2x dx ds + O(1) (4.13)
and
1
α
t∫
0
∫
p(v¯)xtV dx ds = − 1
α
t∫
0
∫
p(v¯)tVx dx ds
 ε
2
t∫
0
∫
V 2x dx ds + O(1)
t∫
0
∫
v¯2t dx ds
 ε
2
t∫
0
∫
V 2x dx ds + O(1). (4.14)
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ε
2
∫
V 2 dx + (C2 − ε)
t∫
0
∫
V 2x dx ds
O(1)
(‖V0‖2 + ‖U0‖2 + 1)+ 12(α − ε)
∫
V 2t dx +
t∫
0
∫
V 2t dx ds. (4.15)
Next, we multiply (4.6)1 by Vt and integrate the resulting equation with respect to x and t
over R+ × [0, t], then we have
1
2
∫
V 2t dx + α
t∫
0
∫
V 2t dx ds
= 1
2
∫
U20 dx +
1
α
t∫
0
∫
p(v¯)xtVt dx ds −
t∫
0
∫
Vt
[
p(Vx + v¯ + vˆ) − p(v¯)
]
x
dx ds. (4.16)
We now estimate the terms of the right-hand side of (4.16). By using Lemma 2.2 and the
Cauchy–Schwarz’s inequality we have
1
α
t∫
0
∫
p(v¯)xtVt dx ds  ε
t∫
0
∫
V 2t dx ds + O(1)
t∫
0
∫ (
v¯2xt + v¯2x v¯2t
)
dx ds
 ε
t∫
0
∫
V 2t dx ds + O(1). (4.17)
For the last term, noting (4.7) and after some integrations by parts, we have
−
t∫
0
∫
Vt
[
p(Vx + v¯ + vˆ) − p(v¯)
]
x
dx ds =
t∫
0
∫
Vxt
[
p(Vx + v¯ + vˆ) − p(v¯)
]
dx ds
=
∫ [ Vx+v¯+vˆ∫
v¯
p(τ ) dτ − p(v¯)Vx
]
dx −
∫ [ V0x+v¯0+vˆ0∫
v¯0
p(τ) dτ − p(v¯0)V0x
]
dx
−
t∫
0
∫ [
p(Vx + v¯ + vˆ) − p(v¯) − p′(v¯)Vx
]
v¯t dx ds −
t∫
0
∫
p(Vx + v¯ + vˆ)vˆt dx ds
:=
4∑
Ii . (4.18)
i=1
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Since
Vx+v¯+vˆ∫
v¯
p(τ ) dτ = p(v¯)(Vx + vˆ) + 12p
′(θ1(Vx + vˆ) + v¯)(Vx + vˆ)2, (4.19)
where θ1 ∈ (0,1), this deduces
I1 −C2 − ε2
∫
V 2x dx + O(1)
∫ (
vˆ2 + |vˆ|)dx
−C2 − ε
2
∫
V 2x dx + O(1). (4.20)
Similarly, we have
I2 O(1)
(‖V0x‖2 + 1). (4.21)
By using Lemmas 2.1, 2.2 and the Cauchy–Schwarz’s inequality we have
I4 O(1)
t∫
0
∫
|vˆt |dx ds O(1) (4.22)
and
I3 = −
t∫
0
∫
p′(v¯)vˆv¯t dx ds − 12
t∫
0
∫
p′′
(
θ2(Vx + vˆ) + v¯
)
v¯t (Vx + vˆ)2 dx ds
O(1) + ε
t∫
0
∫
V 2x dx ds + O(1)
t∫
0
(1 + s)−3∥∥Vx(s)∥∥2 ds, (4.23)
where θ2 ∈ (0,1).
Substituting (4.17), (4.20)–(4.23) into (4.16), we can get
1
2
∫
V 2t dx + (α − ε)
t∫
0
∫
V 2t dx ds +
C2 − ε
2
∫
V 2x dx
O(1)
(‖V0‖21 + ‖U0‖2 + 1)+ ε
t∫
0
∫
V 2x dx ds + O(1)
t∫
0
(1 + s)−3∥∥Vx(s)∥∥2 ds. (4.24)
Taking k > 0 sufficiently large and choosing ε > 0 suitably small such that{
(α − ε)k > 1,
− ε > kε, (4.25)C2
64 M. Jiang, C. Zhu / J. Differential Equations 246 (2009) 50–77we have from (4.24) × k + (4.15) that
∥∥V (t)∥∥21 + ∥∥Vt (t)∥∥2 +
t∫
0
(∥∥Vx(s)∥∥2 + ∥∥Vt (s)∥∥2)ds
O(1)
(‖V0‖21 + ‖U0‖2 + 1)+ O(1)
t∫
0
(1 + s)−3∥∥Vx(s)∥∥2 ds. (4.26)
In fact, there exist many ε and k satisfying (4.25). For example,
ε = C2
2k
, k > max
(
1,
1
α
(
1 + C2
2
))
.
By using the Gronwall’s inequality, from (4.26) we can get (4.8). This completes the proof of
Lemma 4.4. 
Lemma 4.5 (Higher order energy estimates). Under the assumptions of Theorem 2.4, we have
∥∥Vxx(t)∥∥2 + ∥∥Vxt (t)∥∥2 + ∥∥Vtt (t)∥∥2 +
t∫
0
(∥∥Vxx(s)∥∥2 + ∥∥Vxt (s)∥∥2 + ∥∥Vtt (s)∥∥2)ds
O(1)
(‖V0‖22 + ‖U0‖21 + 1) (4.27)
and ∥∥Vxxx(t)∥∥2 + ∥∥Vxxt (t)∥∥2 + ∥∥Vxtt (t)∥∥2 + ∥∥Vttt (t)∥∥2
+
t∫
0
(∥∥Vxxx(s)∥∥2 + ∥∥Vxxt (s)∥∥2 + ∥∥Vxtt (s)∥∥2 + ∥∥Vttt (s)∥∥2)ds
O(1)
(‖V0‖23 + ‖U0‖22 + 1). (4.28)
Proof. We only prove (4.27). (4.28) can be treated in the same way.
Differentiating (4.6)1 with respect to x, multiplying the resulting equation by Vxt , and inte-
grating the results with respect to x and t over R+ × [0, t], we have
1
2
∫
V 2xt dx + α
t∫
0
∫
V 2xt dx ds
= 1
2
∫
U20x dx +
1
α
t∫
0
∫
Vxtp(v¯)xxt dx ds −
t∫
0
∫
Vxt
[
p(Vx + v¯ + vˆ) − p(v¯)
]
xx
dx ds
:=
7∑
Ii . (4.29)
i=5
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I5 + I6 O(1)
(‖U0x‖2 + 1)+ ε3
t∫
0
∫
V 2xt dx ds. (4.30)
Now we turn to estimate I7. Noticing
Vxxtp(Vx + v¯ + vˆ)x
= d
dt
[
1
2
p′(Vx + v¯ + vˆ)V 2xx
]
− 1
2
V 2xxp
′′(Vx + v¯ + vˆ)(Vx + v¯ + vˆ)t
+ [Vxt (v¯x + vˆx)p′(Vx + v¯ + vˆ)]x − Vxt (v¯xx + vˆxx)p′(Vx + v¯ + vˆ)
− VxtVxx(v¯x + vˆx)p′′(Vx + v¯ + vˆ) − Vxt (v¯x + vˆx)2p′′(Vx + v¯ + vˆ), (4.31)
we have
I7 = 12
∫
p′(Vx + v¯ + vˆ)V 2xx dx −
1
2
∫
p′(V0x + v¯0 + vˆ0)V 20xx dx
− 1
2
t∫
0
∫
V 2xxp
′′(Vx + v¯ + vˆ)(Vx + v¯ + vˆ)t dx ds
−
t∫
0
∫
Vxt (v¯xx + vˆxx)p′(Vx + v¯ + vˆ) dx ds
−
t∫
0
∫
VxtVxx(v¯x + vˆx)p′′(Vx + v¯ + vˆ) dx ds
−
t∫
0
∫
Vxt (v¯x + vˆx)2p′′(Vx + v¯ + vˆ) dx ds
+
t∫
0
∫
Vxt
[
p′(v)v¯xx + p′′(v¯)v¯2x
]
dx ds
:=
7∑
j=1
Jj . (4.32)
Next we estimate Jj (j = 1, . . . ,7). By employing Corollary 3.2, we have
J3 O(1)M6
t∫ ∫
V 2xx dx ds. (4.33)
0
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J4 
ε
6
t∫
0
∫
V 2xt dx ds + O(1)
t∫
0
∫ (
v¯2xx + vˆ2xx
)
dx ds
 ε
6
t∫
0
∫
V 2xt dx ds + O(1), (4.34)
J5 
ε
6
t∫
0
∫
V 2xt dx ds + O(1)
t∫
0
∫ (
v¯2x + vˆ2x
)
V 2xx dx ds, (4.35)
J6 
ε
6
t∫
0
∫
V 2xt dx ds + O(1)
t∫
0
∫ (
v¯4x + vˆ4x
)
dx ds
 ε
6
t∫
0
∫
V 2xt dx ds + O(1), (4.36)
and
J7 
ε
6
t∫
0
∫
V 2xt dx ds + O(1)
t∫
0
∫ (
v¯4x + v¯2xx
)
dx ds
 ε
6
t∫
0
∫
V 2xt dx ds + O(1). (4.37)
Consequently,
I7 
2ε
3
t∫
0
∫
V 2xt dx ds + O(1)
t∫
0
∫ (|v¯x |2 + |vˆx |2)V 2xx dx ds
+ O(1)M6
t∫
0
∫
V 2xx dx ds + O(1)
(‖V0‖22 + ‖U0‖2 + 1)− C22
∫
V 2xx dx. (4.38)
From (4.29), (4.30) and (4.38), we have
1
2
∫
V 2xt dx +
C2
2
∫
V 2xx dx + (α − ε)
t∫ ∫
V 2xt dx ds0
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(‖V0‖22 + ‖U0‖21 + 1)+ O(1)
t∫
0
∫ (|v¯x |2 + |vˆx |2)V 2xx dx ds
+ O(1)M6
t∫
0
∫
V 2xx dx ds. (4.39)
Next, we multiply (4.6)1 by −Vxx and integrate the results with respect to x and t over
R
+ × [0, t], by using (4.7), we have after integration by parts that
α
2
∫
V 2x dx =
α
2
∫
V 20x dx −
∫
VxVxt dx +
∫
V0xU0x dx
+
t∫
0
∫
V 2xt dx ds −
1
α
t∫
0
∫
Vxxp(v¯)xt dx ds
+
t∫
0
∫
Vxx
[
p(Vx + v¯ + vˆ) − p(v¯)
]
x
dx ds
=
13∑
i=8
Ii . (4.40)
By employing Lemma 2.2, (4.8) and the Cauchy–Schwarz’s inequality, we have
I8 + I10 O(1)
(‖V0x‖2 + ‖U0x‖2), (4.41)
I9  ε
∫
V 2xt dx + O(1)
∫
V 2x dx
O(1)
(‖V0‖21 + ‖U0‖2 + 1)+ ε
∫
V 2xt dx, (4.42)
I12 O(1)
t∫
0
∫ (|v¯xt | + |v¯x v¯t |)|Vxx |dx ds  ε2
t∫
0
∫
V 2xx dx ds + O(1), (4.43)
and
I13 
t∫
0
∫
p′(Vx + v¯ + vˆ)V 2xx dx ds + O(1)
t∫
0
∫ [|v¯x |(|Vx | + |vˆ|)+ |vˆx |]|Vxx |dx ds

(
ε
2
− C2
) t∫
0
∫
V 2xx dx ds + O(1)
(‖V0‖21 + ‖U0‖2 + 1). (4.44)
Consequently, substituting (4.41)–(4.44) into (4.40), and using (4.8), we get
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2
∫
V 2x dx + (C2 − ε)
t∫
0
∫
V 2xx dx ds
O(1)
(‖V0‖21 + ‖U0‖21 + 1)+ ε
∫
V 2xt dx +
t∫
0
∫
V 2xt dx ds. (4.45)
Let k, ε be the positive constants chosen in Lemma 4.4, we have from (4.39)× k+ (4.45) that
(
k
2
− ε
)∫
V 2xt dx +
kC2
2
∫
V 2xx dx +
[
(α − ε)k − 1]
t∫
0
∫
V 2xt dx ds
+ (C2 − ε)
t∫
0
∫
V 2xx dx ds
O(1)
(‖V0‖22 + ‖U0‖21 + 1)+ O(1)
t∫
0
∫ (|v¯x |2 + |vˆx |2)V 2xx dx ds
+ O(1)M6k
t∫
0
∫
V 2xx dx ds. (4.46)
Thus if we further choose k2 > ε and M6 sufficiently small such that
C2 − ε > O(1)M6k, (4.47)
we can deduce that
∫ (
V 2xt + V 2xx
)
dx +
t∫
0
∫ (
V 2xt + V 2xx
)
dx ds
O(1)
(‖V0‖22 + ‖U0‖21 + 1)+ O(1)
t∫
0
∫ (|v¯x |2 + |vˆx |2)V 2xx dx ds. (4.48)
For the last term of the right of (4.48), by using the Cauchy–Schwarz’s inequality, Lemmas 2.1
and 2.2, we have
t∫
0
∫ (|v¯x |2 + |vˆx |2)V 2xx dx ds  ε
t∫
0
∫
V 2xx dx ds + O(1)
t∫
0
∫ (
v¯4x + vˆ4x
)
V 2xx dx ds
 ε
t∫ ∫
V 2xx dx ds + O(1)
t∫
(1 + s)−4∥∥Vxx(s)∥∥2 ds. (4.49)0 0
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∫ (
V 2xt + V 2xx
)
dx +
t∫
0
∫ (
V 2xt + V 2xx
)
dx ds
O(1)
(‖V0‖22 + ‖U0‖21 + 1)+ O(1)
t∫
0
(1 + s)−4∥∥Vxx(s)∥∥2 ds. (4.50)
By using the Gronwall’s inequality, from (4.50), we have
∫ (
V 2xt + V 2xx
)
dx +
t∫
0
∫ (
V 2xt + V 2xx
)
dx ds O(1)
(‖V0‖22 + ‖U0‖21 + 1). (4.51)
On the other hand, from (4.6)1,
Vtt = 1
α
p(v¯)xt − αVt −
[
p(Vx + v¯ + vˆ) − p(v¯)
]
x
, (4.52)
we can get from (4.51) that
∫
V 2t t dx +
t∫
0
∫
V 2t t dx ds O(1)
(‖V0‖22 + ‖U0‖21 + 1). (4.53)
Then (4.27) follows from (4.51) and (4.53). This completes the proof of Lemma 4.5 and so does
Theorem 4.3. Consequently, Theorem 4.1 follows also. 
4.2. Decay estimates (3.4) and (3.5)
In this subsection, we devote to prove the decay estimates (3.4) and (3.5). We first give the
following energy estimates.
Lemma 4.6. Under the assumptions of Theorem 2.4, we have
d
dt
∫ {1
2
V 2t −
( Vx+v¯+vˆ∫
v¯
p(s) ds − p(v¯)Vx
)}
dx + α
2
∫
V 2t dx
O(1)(1 + t)− 72 + O(1)(1 + t)− 32
∫
V 2x dx. (4.54)
Proof. Similar to the proof of Lemma 4.4, we multiply (4.6)1 by Vt and integrate the results
with respect to x over R+, after some integrations by parts, we have
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dt
∫ {1
2
V 2t dx −
( Vx+v¯+vˆ∫
v¯
p(s) ds − p(v¯)Vx
)}
dx + α
∫
V 2t dx
= 1
α
∫
p(v¯)xtVt dx −
∫ [
p(Vx + v¯ + vˆ) − p(v¯) − p′(v¯)Vx
]
v¯t dx
−
∫
p(Vx + v¯ + vˆ)vˆt dx. (4.55)
By using the Cauchy–Schwarz’s inequality and Lemma 2.2, we have
1
α
∫
p(v¯)xtVt dx 
α
2
∫
V 2t dx + O(1)
∫ (
v¯2xt + v¯2x v¯2t
)
dx
 α
2
∫
V 2t dx + O(1)(1 + t)−
7
2 . (4.56)
Similar to (4.22) and (4.23), we have
−
∫ [
p(Vx + v¯ + vˆ) − p(v¯) − p′(v¯)Vx
]
v¯t dx −
∫
p(Vx + v¯ + vˆ)vˆt dx
O(1)
∫
|vˆt |dx + O(1)
∫
|vˆ||v¯t |dx + O(1)
∫
|v¯t |V 2x dx
O(1)e−αt + O(1)(1 + t)− 32
∫
V 2x dx. (4.57)
Substituting (4.56) and (4.57) into (4.55), we can get (4.54). This proves Lemma 4.6. 
Similarly, performing (4.6)1x ×Vxt , (4.6)1 ×Vxx , (4.6)1t ×Vtt , (4.6)1t ×Vt , (4.6)1x ×Vxxx ,
(4.6)1xx × Vxxt , (4.6)1t t × Vttt , and integrating the resulting equations with respect to x over
R
+ respectively, by using the method of integration by parts, the Cauchy–Schwarz’s inequality,
Lemmas 2.1 and 2.2, we can get the following estimates, the details are omitted.
Lemma 4.7. Under the assumptions of Theorem 2.4, we have
d
dt
∫ {
V 2xt − p′(Vx + v¯ + vˆ)V 2xx
}
dx + α
∫
V 2xt dx
O(1)(1 + t)− 92 + O(1)(1 + t)−3
∫
V 2x dx
+ O(1)(‖Vxt‖L∞ + (1 + t)− 32 )
∫
V 2xx dx, (4.58)
d
dt
∫ {
α
2
V 2x + VxVxt
}
dx + C2
2
∫
V 2xx dx
O(1)(1 + t)− 72 + O(1)(1 + t)−2
∫
V 2x dx +
∫
V 2xt dx, (4.59)
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dt
∫ {
V 2t t − p′(Vx + v¯ + vˆ)V 2xt
}
dx + α
∫
V 2t t dx
O(1)(1 + t)− 112 + O(1)(1 + t)−4
∫
V 2x dx + O(1)(1 + t)−3
∫
V 2xx dx
+ O(1)(‖Vxt‖L∞ + (1 + t)− 32 )
∫
V 2xt dx, (4.60)
d
dt
∫ {
α
2
V 2t + VtVtt
}
dx + C2
2
∫
V 2xt dx
O(1)(1 + t)− 92 + O(1)(1 + t)−3
∫
V 2x dx +
∫
V 2t t dx, (4.61)
d
dt
∫ {
α
2
V 2xx + VxxVxxt
}
dx + C2
2
∫
V 2xxx dx
O(1)(1 + t)− 92 + O(1)(1 + t)−3
∫
V 2x dx +
∫
V 2xxt dx
+ O(1)(‖Vxx‖2L∞ + (1 + t)−2)
∫
V 2xx dx, (4.62)
d
dt
∫ {
V 2xxt − p′(Vx + v¯ + vˆ)V 2xxx
}
dx + α
∫
V 2xxt dx
O(1)(1 + t)− 112 + O(1)(1 + t)−4
∫
V 2x dx
+ O(1)(‖Vxx‖4L∞ + (1 + t)−3 + (1 + t)−2‖Vxx‖2L∞)
∫
V 2xx dx
+ O(1)(‖Vxt‖L∞ + ‖Vxx‖2L∞ + (1 + t)− 32 )
∫
V 2xxx dx, (4.63)
d
dt
∫ {
V 2t t t − p′(Vx + v¯ + vˆ)V 2xtt
}
dx + α
∫
V 2t t t dx
O(1)(1 + t)− 152 + O(1)(1 + t)−6
∫
V 2x dx + O(1)(1 + t)−5
∫
V 2xx dx
+ O(1)(‖Vxt‖2L∞ + (1 + t)−3)
∫
V 2xxt dx + O(1)
(
(1 + t)− 32 + ‖Vxt‖L∞
)∫
V 2xtt dx
+ O(1)(‖Vxt‖2L∞(‖Vxx‖2L∞ + (1 + t)−2)+ (1 + t)−3‖Vxx‖2L∞ + (1 + t)−4)
∫
V 2xt dx.
(4.64)
Having obtained Lemmas 4.6 and 4.7, if we want to get the decay estimates (3.4) and (3.5)
by employing the techniques developed by Nishihara and Yang in [19], we need only to get the
following estimates
{∥∥Vxx(t)∥∥L∞ O(1)(1 + t)− 12 ,∥∥V (t)∥∥ O(1)(1 + t)−1. (4.65)xt L∞
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do not ask the initial error to be small, so the techniques in [19] cannot be used directly and we
have to get (4.65) by using another method which is the main novelty in this paper.
First, if we let
δ := sup
tT ∗
{
‖Vxt‖L∞ + 11 + t + ‖Vxx‖
2
L∞
}
(4.66)
for some fixed positive constant T ∗, from the estimates (4.3), then we can choose a fixed T ∗ > 0
sufficiently large such that δ can be chosen as small as we wanted. For such a δ, we can also find
a suitably small positive constant λ such that
⎧⎪⎨
⎪⎩
1
2
>
λ
α
,
C2
2
λ > O(1)δ.
(4.67)
For δ,λ,T ∗ chosen as above, we have the following result:
Lemma 4.8. Under the assumptions of Theorem 2.4, there exists a positive constant β > 0 such
that for each t  T ∗, we have
d
dt
∫ {1
2
V 2t −
( Vx+v¯+vˆ∫
v¯
p(s) ds − p(v¯)Vx
)}
(t) dx + α
2
∫
V 2t (t) dx
O(1)(1 + t)− 72 + O(1)(1 + t)− 32
∫
V 2x (t) dx, (4.68)
d
dt
∫ {1
2
V 2xt −
1
2
p′(Vx + v¯ + vˆ)V 2xx +
λα
2
V 2x + λVxVxt
}
(t) dx + β
∫ (
V 2xt + V 2xx
)
(t) dx
O(1)(1 + t)− 72 + O(1)(1 + t)−2
∫
V 2x (t) dx, (4.69)
d
dt
∫ {1
2
V 2t t −
1
2
p′(Vx + v¯ + vˆ)V 2xt +
λα
2
V 2t + λVtVtt
}
(t) dx + β
∫ (
V 2xt + V 2t t
)
(t) dx
O(1)(1 + t)− 92 + O(1)(1 + t)−3
∫ (
V 2xx + V 2x
)
(t) dx, (4.70)
d
dt
∫ {1
2
V 2xxt −
1
2
p′(Vx + v¯ + vˆ)V 2xxx +
λα
2
V 2xx + λVxxVxxt
}
(t) dx
+ β
∫ (
V 2xxx + V 2xxt
)
(t) dx
O(1)(1 + t)− 92 + O(1)(1 + t)−3
∫
V 2x (t) dx
+ O(1)((1 + t)−2 + ‖Vxx‖2L∞)
∫
V 2xx(t) dx, (4.71)
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β = min
{
C2λ
2
− O(1)δ, α
2
− λ
}
. (4.72)
Proof. We only prove (4.69), the rest can be treated similarly. In fact, multiplying (4.58) by 12 ,(4.59) by λ, and adding the result inequalities, then we can get (4.69) by using (4.66), (4.67)
and (4.72). This completes the proof of Lemma 4.8. 
Now we turn to prove the estimates (4.65).
First, multiplying (4.68) by (1 + t) and integrating the results with respect to t over [T ∗, t],
we have
(1 + t)
∫ {1
2
V 2t −
( Vx+v¯+vˆ∫
v¯
p(s) ds − p(v¯)Vx
)}
(s) dx + α
2
t∫
T ∗
(1 + s)
∫
V 2t (s) dx ds

(
1 + T ∗)∫
{
1
2
V 2t −
( Vx+v¯+vˆ∫
v¯
p(s) ds − p(v¯)Vx
)}(
T ∗
)
dx + O(1)
t∫
T ∗
(1 + s)− 32 ds
+ O(1)
t∫
T ∗
∫
V 2x (s) dx ds +
t∫
T ∗
∫ {1
2
V 2t −
( Vx+v¯+vˆ∫
v¯
p(s) ds − p(v¯)Vx
)}
(s) dx ds.
(4.73)
The above inequality together with Theorem 4.3 implies that
(1 + t)(∥∥Vx(t)∥∥2 + ∥∥Vt (t)∥∥2)+
t∫
0
(1 + s)∥∥Vt (s)∥∥2 ds O(1). (4.74)
Applying the same process to (4.69) and (4.70), we get
(1 + t)(∥∥Vxx(t)∥∥2 + ∥∥Vxt (t)∥∥2 + ∥∥Vx(t)∥∥2)+
t∫
0
(1 + s)(∥∥Vxx(s)∥∥2 + ∥∥Vxt (s)∥∥2)ds
O(1) (4.75)
and
(1 + t)(∥∥Vtt (t)∥∥2 + ∥∥Vxt (t)∥∥2 + ∥∥Vt (t)∥∥2)+
t∫
0
(1 + s)(∥∥Vxt (s)∥∥2 + ∥∥Vtt (s)∥∥2)ds
O(1). (4.76)
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(1 + t)2(∥∥Vtt (t)∥∥2 + ∥∥Vxt (t)∥∥2 + ∥∥Vt (t)∥∥2)+
t∫
0
(1 + s)2(∥∥Vxt (s)∥∥2 + ∥∥Vtt (s)∥∥2)ds
O(1). (4.77)
By using (4.5), (4.75) and the Sobolev’s inequality, we have
∥∥Vxx(t)∥∥L∞  ∥∥Vxx(t)∥∥ 12 ∥∥Vxxx(t)∥∥ 12 O(1)(1 + t)− 14 . (4.78)
Substituting (4.78) into (4.71), we get
d
dt
∫ {1
2
V 2xxt −
1
2
p′(Vx + v¯ + vˆ)V 2xxx +
λα
2
V 2xx + λVxxVxxt
}
(t) dx
+ β
∫ (
V 2xxx + V 2xxt
)
(t) dx
O(1)(1 + t)− 92 + O(1)(1 + t)−3
∫
V 2x (t) dx + O(1)(1 + t)−
1
2
∫
V 2xx(t) dx. (4.79)
Multiplying (4.79) by (1 + t), and using Theorem 4.3, (4.67) and (4.75), we have
(1 + t)(∥∥Vxxt (t)∥∥2 + ∥∥Vxxx(t)∥∥2 + ∥∥Vxx(t)∥∥2)+
t∫
0
(1 + s)(∥∥Vxxx(s)∥∥2 + ∥∥Vxxt (s)∥∥2)ds
O(1). (4.80)
Then from (4.75), (4.80) and the Sobolev’s inequality, we can deduce that
∥∥Vxx(t)∥∥L∞ O(1)(1 + t)− 12 . (4.81)
This proves (4.65)1.
Now substituting (4.81) into (4.71), we have
d
dt
∫ {1
2
V 2xxt −
1
2
p′(Vx + v¯ + vˆ)V 2xxx +
λα
2
V 2xx + λVxxVxxt
}
(t) dx
+ β
∫ (
V 2xxx + V 2xxt
)
(t) dx
O(1)(1 + t)− 92 + O(1)(1 + t)−3
∫
V 2x (t) dx + O(1)(1 + t)−1
∫
V 2xx(t) dx. (4.82)
Multiplying (4.82) by (1 + t)2 and employing (4.5), (4.75) and (4.80), we get
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t∫
0
(1 + s)2(∥∥Vxxx(s)∥∥2 + ∥∥Vxxt (s)∥∥2)ds
O(1) + O(1)
t∫
0
(1 + s)(∥∥Vxxt (s)∥∥2 + ∥∥Vxxx(s)∥∥2 + ∥∥Vxx(s)∥∥2)ds
+ O(1)
t∫
0
(1 + s)− 52 ds + O(1)
t∫
0
∥∥Vx(s)∥∥2 ds
O(1). (4.83)
Thus from (4.77), (4.83) and the Sobolev’s inequality, we can deduce that
∥∥Vxt (t)∥∥L∞  ∥∥Vxt (t)∥∥ 12 ∥∥Vxxt (t)∥∥ 12 O(1)(1 + t)−1. (4.84)
This proves (4.65)2.
Combining (4.65), Lemmas 4.6 and 4.7, we have
Lemma 4.9. Under the assumptions of Theorem 2.4, we have
d
dt
∫ {1
2
V 2t −
( Vx+v¯+vˆ∫
v¯
p(s) ds − p(v¯)Vx
)}
dx + α
2
∫
V 2t dx
O(1)(1 + t)− 72 + O(1)(1 + t)− 32
∫
V 2x dx, (4.85)
d
dt
∫ {
V 2xt − p′(Vx + v¯ + vˆ)V 2xx
}
dx + α
∫
V 2xt dx
O(1)(1 + t)− 92 + O(1)(1 + t)−3
∫
V 2x dx + O(1)(1 + t)−1
∫
V 2xx dx, (4.86)
d
dt
∫ {
α
2
V 2x + VxVxt
}
dx + C2
2
∫
V 2xx dx
O(1)(1 + t)− 72 + O(1)(1 + t)−2
∫
V 2x dx +
∫
V 2xt dx, (4.87)
d
dt
∫ {
V 2t t − p′(Vx + v¯ + vˆ)V 2xt
}
dx + α
∫
V 2t t dx
O(1)(1 + t)− 112 + O(1)(1 + t)−4
∫
V 2x dx + O(1)(1 + t)−3
∫
V 2xx dx
+ O(1)(1 + t)−1
∫
V 2xt dx, (4.88)
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dt
∫ {
α
2
V 2t + VtVtt
}
dx + C2
2
∫
V 2xt dx
O(1)(1 + t)− 92 + O(1)(1 + t)−3
∫
V 2x dx +
∫
V 2t t dx, (4.89)
d
dt
∫ {
α
2
V 2xx + VxxVxxt
}
dx + C2
2
∫
V 2xxx dx
O(1)(1 + t)− 92 + O(1)(1 + t)−3
∫
V 2x dx +
∫
V 2xxt dx + O(1)(1 + t)−1
∫
V 2xx dx,
(4.90)
d
dt
∫ {
V 2xxt − p′(Vx + v¯ + vˆ)V 2xxx
}
dx + α
∫
V 2xxt dx
O(1)(1 + t)− 112 + O(1)(1 + t)−4
∫
V 2x dx + O(1)(1 + t)−2
∫
V 2xx dx
+ O(1)(1 + t)−1
∫
V 2xxx dx, (4.91)
d
dt
∫ {
V 2t t t − p′(Vx + v¯ + vˆ)V 2xtt
}
dx + α
∫
V 2t t t dx
O(1)(1 + t)− 152 + O(1)(1 + t)−6
∫
V 2x dx + O(1)(1 + t)−5
∫
V 2xx dx
+ O(1)(1 + t)−2
∫
V 2xxt dx + O(1)(1 + t)−1
∫
V 2xtt dx + O(1)(1 + t)−3
∫
V 2xt dx.
(4.92)
Having obtained Lemma 4.9, then using the arguments developed by Nishihara and Yang
in [19], we can get the decay estimates (3.4) and (3.5).
Acknowledgments
Special thanks go to the anonymous referee for his/her helpful suggestions and comments.
The research was supported by the National Natural Science Foundation of China #10625105
and #10431060, the Program for New Century Excellent Talents in University #NCET-04-0745.
References
[1] C. Dafermos, A system of hyperbolic conservation laws with frictional damping, Z. Angew. Math. Phys. 46 (1995)
294–307.
[2] L. Hsiao, T.T. Li, Global smooth solution of Cauchy problems for a class of quasilinear hyperbolic systems, Chinese
Ann. Math. Ser. B 4 (1983) 109–115.
[3] L. Hsiao, S.Q. Tang, Construction and qualitative behavior of the solution of the perturbed Riemann problem for
the system of one-dimensional isentropic flow with damping, J. Differential Equations 123 (1995) 480–503.
[4] L. Hsiao, T.-P. Liu, Convergence to nonlinear diffusion waves for solutions of a system of hyperbolic conservation
laws with damping, Comm. Math. Phys. 143 (1992) 599–605.
[5] L. Hsiao, T.-P. Liu, Nonlinear diffusive phenomena of nonlinear hyperbolic systems, Chinese Ann. Math. 14 (1993)
465–480.
M. Jiang, C. Zhu / J. Differential Equations 246 (2009) 50–77 77[6] F.-M. Huang, R.-H. Pan, Convergence rate for compressible Euler equations with damping and vacuum, Arch.
Ration. Mech. Anal. 166 (2003) 359–376.
[7] M.N. Jiang, L.Z. Ruan, J. Zhang, Existence of global smooth solution to the initial–boundary value problem for
p-system with damping, Nonlinear Anal. (2008), in press, doi: 10.1016/j.na.2008.03.032.
[8] H.-L. Li, K. Saxton, Asymptotic behavior of solutions to quasilinear hyperbolic equations with nonlinear damping,
Quart. Appl. Math. 61 (2003) 295–313.
[9] T.T. Li, T.H. Qin, Global smooth solutions for a class of quasilinear hyperbolic systems with dissipative terms,
Chinese Ann. Math. Ser. B 6 (1985) 199–210.
[10] T.P. Liu, A. Matsumura, K. Nishihara, Behavior of solutions for the Burgers equations with boundary corresponding
to the rarefaction waves, SIAM J. Math. Anal. 29 (1998) 293–308.
[11] T.P. Liu, K. Nishihara, Asymptotic behavior for scalar viscous conservation laws with boundary effect, J. Differen-
tial Equations 133 (1997) 296–320.
[12] T.P. Liu, S.H. Yu, Propagation of stationary viscous Burgers shock under the effect of boundary, Arch. Ration.
Mech. Anal. 139 (1997) 57–82.
[13] P. Marcati, M. Mei, Convergence to nonlinear diffusion waves for solutions of the initial–boundary problem to the
hyperbolic conservation laws with damping, Quart. Appl. Math. 58 (2000) 763–784.
[14] P. Marcati, M. Mei, B. Rubino, Optimal convergence rates to diffusion wave for solutions of the hyperbolic conser-
vation laws with damping, J. Math. Fluid Mech. 7 (2005) 224–240.
[15] A. Matsumura, M. Mei, Asymptotic toward viscous shock profile for solution of the viscous p-system with boundary
effects, Arch. Ration. Mech. Anal. 146 (1999) 1–22.
[16] T. Nishida, Nonlinear hyperbolic equations and related topics in fluid dynamics, Publications Mathematiques D’Or-
say 78.02, Department de mathématique, Paris-Sud, 1978.
[17] K. Nishihara, Convergence rates to nonlinear diffusion waves for solutions of system of hyperbolic conservation
laws with damping, J. Differential Equations 131 (1996) 171–188.
[18] K. Nishihara, Asymptotic behavior of solutions of quasilinear hyperbolic equations with linear damping, J. Differ-
ential Equations 137 (1997) 384–395.
[19] K. Nishihara, T. Yang, Boundary effect on asymptotic behavior of solutions to the p-system with linear damping,
J. Differential Equations 156 (1999) 439–458.
[20] K. Nishihara, W.K. Wang, T. Yang, Lp-convergence rate to nonlinear diffusion waves for p-system with damping,
J. Differential Equations 161 (2000) 191–218.
[21] R.-H. Pan, Darcy’s law as long-time limit of adiabatic porous media flow, J. Differential Equations 220 (2006)
121–146.
[22] T. Pan, H.-X. Liu, K. Nishihara, Asymptotic stability of the rarefaction wave of a one-dimensional model system
for compressible viscous gas with boundary, Japan J. Indust. Appl. Math. 16 (1999) 431–441.
[23] S.H. Yu, Zero-dissipation limit of solutions with shocks for systems of hyperbolic conservation laws, Arch. Ration.
Mech. Anal. 146 (4) (1999) 275–370.
[24] H.J. Zhao, Convergence to strong nonlinear diffusion waves for solutions of p-system with damping, J. Differential
Equations 174 (2001) 200–236.
[25] H.J. Zhao, Asymptotic behaviors of solutions of quasilinear hyperbolic equations with linear damping, II, J. Differ-
ential Equations 167 (2000) 467–494.
[26] Y.S. Zheng, Global smooth solution to the adiabatic gas dynamics system with dissipation terms, Chinese Ann.
Math. Ser. A 17 (1996) 155–162.
[27] C.J. Zhu, Asymptotic behavior of solutions for p-system with relaxation, J. Differential Equations 180 (2002) 273–
306.
[28] C.J. Zhu, Convergence rates to nonlinear diffusion waves for weak entropy solutions to p-system with damping,
Sci. China Ser. A 46 (4) (2003) 563–575.
[29] C.J. Zhu, M.N. Jiang, Lp-decay rates to nonlinear diffusion waves for p-system with nonlinear damping, Sci. China
Ser. A 49 (6) (2006) 721–739.
