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Abstract-we have for some time studied lattice solutions within the nonintegrable Aesthetic 
Field Theory. These lattices arise when we specify an integration path. In this paper, we study small 
deviations from the lattice structure for certain three space-time dimensional systems. We find that 
z locations within a family of minima differ from the lattice in a sinusoidal-looking way. The motion 
of the maxima (minima) was found to be a simple harmonic motion in both z and y. In addition, we 
found that the magnitude of the maxima (minima) within a family varies slightly but in a sinusoidal 
way. The magnitude for a representative maximum (minimum) varies slightly in time, again in a 
sinusoidal-looking way. Such systems are referred to as dynamical lattices. The conclusion we reach is 
that dynamical lattices exist within the nonintegrable Aesthetic Field Theory, although the dynamical 
lattice system discussed is not a general one (for example, the y separation between members of a 
family appear constant). Difficulties in obtaining a more general dynamical lattice are illustrated by 
an example. A study is made of how the integration scheme associated with nonintegrable systems 
discussed in the latter part of [l] a&cts the dynamical lattice; 31 locations for members of a family 
deviate from the ladder symmetry (obtained when we are dealing with simple lattices) and show 
a sinusoidal-looking dependence. Magnitudes for maxima (minima) within a family also exhibit a 
sinusoidal behavior. The integration scheme affects the motion of the maxima (minima) in a rather 
dramatic way. We find examples of maxima (minima) that cannot be followed in time for as long as 
we wish as they appear and disappear. 
Keywords-Nonlinear systems, Nonintegrable systems, Mathematical aesthetics. 
1. INTRODUCTION 
We can think of an infinite system of mass points connected by springs as a lattice of mass points. 
When we have small oscillations, causing the mass points to deviate from the lattice positions in 
a sinusoidal way, we call this a dynamical lattice for the mass points. 
We can have a similar situation in classical field theory. When all the maxima (minima) are 
located in an equidistant manner, we call this a lattice solution. We first obtained such a lattice 
solution in no integrability Aesthetic Field Theory, when we specified an integration path, in [2]. 
Such systems have been further studied on several occasions (see, for example, [3]). 
Although we have never been able to obtain a dynamical lattice solution before, we did find a 
solution where the deviations from the lattice for the 2 coordinate, for maxima (minima) members 
of a family, did have a sinusoidal character [4]. Members of a family are defined as follows: We 
consider a maximum (minimum). Then we add a fixed or nearly fixed displacement in y to locate 
other members of the family. Although we found a sinusoidal character for the 2 location in this 
instance, the motion of a representative maximum (minimum) in time did not deviate from the 
lattice in a sinusoidal way. This present article can thus be looked upon as an improvement of 
the results of [4]. 
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In Section 3, we shall find, in addition to the sinusoidal variation of the x coordinate in a family, 
that the motion in time is that of a simple harmonic oscillator (in a numerical sense). In addition, 
the magnitude of the maxima (minima) within a family at t = 0 will vary in a sinusoidal way 
as we alter y. This was not the case with the results of [4]. Also, for a representative maximum 
(minimum) the magnitude will vary sinusoidally as a function of time (again, this effect was not 
found previously). Thus, with all these sine curves, we can say that a dynamic lattice solution 
exists within the no integrability Aesthetic Field Theory, when we specify an integration path. 
This is not to say that we have found the most general dynamical lattice that we can think of, as 
there are curves associated with the location of particles that do not appear to be of sinusoidal 
character. For example, the y location within the family closest to the y axis appears to be 
uniformly spaced. 
It is a tedious job sifting through a large number of solutions looking at deviations from the 
lattice structure. Thus, we have chosen to study simple solutions at first rather than more 
complicated ones. The hope is that eventually more general dynamical lattice systems will be 
uncovered within the no integrability Aesthetic Field Theory. 
The results described above all take place when we specify an integration path. We next 
study the effect of the superposition principle at each point, that arises as a consequence of the 
integration scheme to the no integrability equations, on this dynamical lattice system. We have 
developed the theory of nonintegrable systems in a series of papers over many years. Our work 
is reviewed in [1,5]. In this present article, as in [4], we make use of the second approach to 
nonintegrable systems. This approach can be summarized by the schematic equation 
I’(U) = $ c [Contribution from a point neighboring to U]. (I) 
The summation is over integration directions. Here, N is the number of integration directions. 
For further details, see [l]. 
The superposition principle (1) represents a new degree of freedom the consequences of which 
are not well understood. Thus, an aim of our work is to study how the integration scheme (1) 
affects the dynamical lattice. 
Previously, we studied the effect of (1) when we had a simple lattice system rather than a 
dynamical lattice. In [6], we saw that the system looked more disorderly than the lattice, close 
to the origin; compare [6, Figure l] with [6, Figure 31. However, more extensive computer studies 
showed that a rigid symmetry for the maxima (minima) was apparent when we considered larger 
regions of space than we did in [6], when use is made of Equation (1). We call the resulting 
symmetry a “ladder” symmetry for reasons that are clear from observations of the figures of [7]. 
The ladder symmetry was first observed in [7]. We may ask what becomes of this ladder symmetry 
when we consider a dynamical, rather than a simple lattice system. 
In [3], we studied a simple lattice solution (when an integration path was specified) in which 
the lattice particles undergo simple harmonic motion. We found that maxima (minima) were 
found to have the soliton property. That is, the magnitudes of the maxima (minima) do not 
change in time. When we used the integration scheme (l), the maxima (minima) can no longer 
be followed in time for as long an interval as we may wish, since maxima (minima) appear and 
disappear. We will investigate the comparable situation when a dynamical rather than a simple 
lattice system is used. 
Our previous studies of the effect of (1) on systems of particles undergoing simple harmonic 
motion were for three-dimensional space-time solutions. The fourth dimension, we have found, 
leads to closed string particles, which we consider an additional complexity at this stage of our 
work. In this paper, therefore, we shall confine ourselves to three space-time dimensions. 
There are basic physical concepts that are not dependent on the complexity of solutions. In [8], 
we found that the notion of the “arrow of time” has a natural explanation within the framework 
of the integration scheme (1). A long term goal of our research is to learn whether quantum 
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mechanics can be understood when we consider the additional degree of freedom contained in 
equation (1). 
In [9], we found that one way we could enlarge the nonsymmetric regions when we have a 
ladder symmetry is to alter the origin point data in not too radical a way. This paper will involve 
further alterations of the origin point data. 
2. PROBLEM OF NUMERICAL ERRORS 
In numerical considerations, attention is always needed to demonstrate that the results are 
believable. In Section 8 of [5], we have discussed procedures taken so that we may have confidence 
in the numerical calculations. In the situation when the equations are integrable, we made sure 
that the algebraic integrability equations are satisfied at each point to a certain tolerance. On 
the other hand, multiparticle and lattice solutions have appeared in our work in three and four 
space-time dimensions when the integrability equations are not satisfied. In these situations, we 
make use of the concept that errors destroy symmetrical patterns and do not preserve the notion 
of solitons and instantons. Solitons and instantons are characterized by a fixed magnitude (or 
magnitudes) for the maxima (minima). Thus, deviation from the fixed magnitude(s) can be taken 
as a sign of numerical errors. 
We have found that errors, according to the criterion above were not a factor, in the domains 
mapped, for simple lattice solutions characterized by magnitudes for l?$_, having the values -1, 1, 
and 0 (the integration path is specified here). However, with more complicated origin point data, 
we have found instances in which numerical errors can be thought of as playing a role in the 
numerical solutions. 
Simple considerations tell us where numerical errors are more likely to occur. When we specify 
an integration path by first integrating along y, and then along x, to get to any point in the 
x, y plane, we can expect numerical errors to be more likely as z increases. The reason is this: 
Consider two neighboring points P and Q separated by Ay. We recognize that the neighboring 
points are not treated as neighbors so far as the integration scheme is concerned. This is because 
we cannot integrate directly along y to reach Q from P. Instead, we need to integrate over 
extended and different paths to arrive at Q and at P. Furthermore, once there is a distortion in 
the values of the field at Q, we can also expect distortions to occur at the same value of y for 
greater 2. 
As an example of what we are talking about, consider the system found in [9, Figure 41 which 
maps a portion of the x,-y quadrant, when we specify a path in the manner of the above. 
This system is a somewhat more complicated version of a “loop” lattice system (loop lattice 
systems also appear in [3,7]). The pattern in [9, Figure 41 is repeated for greater y’s than is 
shown in Figure 4 of this reference. A closer observation of this Figure 4 shows small variations 
from the symmetrical pattern of loops. The variations appear as small islands giving rise to 
additional planar maxima and minima, other than the maxima and minima associated with the 
symmetrical loop patterns. Note the appearance of f10 contour lines in [9, Figure 41, which have 
a small thickness in y and appear close to the f10 contour lines that describe the symmetric 
pattern of loops. In particular, the numbers -11, -13, -13, -13 appear parallel to the x axis 
right below a +lO contour line, somewhat to the right of center in [9, Figure 41. 
We have investigated such numbers that do not fit well into the overall symmetry pattern, by 
first reducing the grid from the original value of 0.075 to 0.009375, by successively halving the 
grid. We found that the “out of place” numbers still appear. Furthermore, in addition to the 
Fourth Order Runge-Kutta method, we used alternative integration techniques. In particular, 
we worked with the IMSL routine DGEAR, using METH=i , MITER=2, METH=I , MITER=3, as well as 
stiff procedures METH=2, MITER=2, and METH=2, MITFB=3. We were still unable to eliminate the 
“‘out of place” numbers. 
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Thus, although it is not a simple matter to verify that the “out of place” numbers are indeed due 
to errors, a visual examination of [9, Figure 41 leaves one with a definite impression that numerical 
errors are responsible for these “out of place”numbers. First of all, the additional numbers do 
indeed seem out of place considering the overall symmetry pattern. Next, we always see “out of 
place” islands having a small Ay (as contrasted to Ax) and never the other way around. We do 
not see such “out of place” numbers for small x (x less than 10 in units of 0.075 x 4), even for 
intervals of y which are considerably greater than what appears in [9, Figure 41. These features 
would be consistent with the notion that neighboring points are not treated like neighboring 
points, when x is large as mentioned before, when we specify an integration path as we have 
done. 
Thus, although we cannot prove that errors are a factor here since more accurate calculation 
do not diminish the effect, nevertheless, the details of the solution suggest otherwise. 
In Section 4, we will be considering a different system of origin point data than that used to 
obtain [9, Figure 41. Again, we shall see numbers that appear to be out of place, marring an overall 
symmetry pattern. Although we cannot prove the point, the precedent is there [9, Figure 41 that 
the “out of place” numbers can be looked at as due to numerical errors. As with the example 
of [9, Figure 41, this effect does not go away with using more accurate grids or other integration 
techniques. In addition to DGEAR we used the IMSL routine DIVPBS. 
The data of Section 3, we will find, leads to a dynamical lattice, although it is not a general 
dynamical lattice. The problem of “out of place” numbers is not a matter of real concern here for 
the domain studied. The system of Section 4 offers the possibility of a more general dynamical 
lattice, as Ay for successive members of a family for small x shows some oscillatory variation 
(Figure 15). However, this system does have a problem with “out of place” numbers. The 
discussion of this section suggests, though, that this effect may be due to numerical errors, so we 
will describe the system in Section 4. 
3. A SIMPLE DYNAMICAL LATTICE 
We continue to work with the following equations, known as the Aesthetic Field Equations [5]: 
(2) 
We choose as origin-point data the following 3 space-time dimension system for I’jk: 
r1 21 =003 * 7 r;, = 0.03, r;, = -0.95, r;, = -0.03, r;, = 1.0, r1 33 = -003 .) 
r;, = -0.03, rf, = -0.03, r:, = 0.95, r& = -0.98, ri2 = 0.03, ri3 = 0.03, (3) 
rf, =003 . 7 r;, = -1.0, r;, = 0.03, r;, = 098 . 1 r;, = -0.03, r;, = -0.03, 
with the other I’& zero. 
When we specify an integration path by first integrating along y and then x, we obtain the 
map of Figure 1 for a representative component ri,. All maps in this paper will be for this 
component. The grid size used is 0.075. We see a symmetric looking pattern of loops. The 
magnitude of maxima and minima vary between 0.051 and 0.055 within the region mapped in 
Figure 1 (all magnitudes appearing in this paper, as in our previous papers, are truncated rather 
than rounded off). On first sight, it looks like a two-dimensional lattice system. However, closer 
scrutiny reveals deviations from a strict lattice. It is this deviation from a lattice that we shall 
study in some detail. 
Consider the minimum -0.052 at the far left in the second row of loops from the top in Figure 1. 
Its location is x = 8, y = 25, in units of 0.15. When we proceed 41 f 1 units above and below 
this minimum, we find a whole family of minima. The 2 locations of members of this family 
are plotted in Figure 2. An uncertainty of one unit, either to the left or right is allowed in the 
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Figure 1. Map using data (3), when a path is specified. All figures and tables in 
this paper are for a representative component Pi,. The grid used here is 0.075. The 
numbers are 1000 times the actual numbers. The map includes portions of the ++ 
and +- quadrants. (Figures 1-9 are for the data (3).) 
Figure 2. z locations of minima within a family for successive members of the family; 
the grid used is 0.0375; the units for 2 are 0.15. 
3: location. The grid used here is 0.0375 and units are taken again to be 0.15. The results of 
Figure 2 show that the 2 location within a family is consistent with a sinusoidal behavior. Such 
an effect for the 5 location was first observed in [4], although the system studied there was not 
a dynamical lattice, as the motion of maxima (minima) was not a simple harmonic motion. 
The number of discrete entries appearing in one wave length of the curve of Figure 2 was 30. 
This number can be altered by changing magnitudes in equation (3) from 0.03 to 0.05 as an 
example. When we do this, the number of discrete elements in a wave length is 9. Thus, we can 
say that this number is a parameter in the theory. 
We pointed out that the magnitude of maxima (minima) in Figure 1 are not all the same, 
although they vary within a small range. In Figure 3, we plot the value of the magnitude of the 
minima for successive members of a family using the same parameters appearing in Figure 2. The 
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results resemble a sine curve although there is some greater weighting at the bottom of the curve 
as compared to the top. The wave length is essentially one half that of the sine curve of Figure 2. 
There is a synchronization so that maxima (minima) of the sine curve of Figure 2 correspond to 
maxima in Figure 3. We allow for an uncertainty of 0.001 in magnitude in Figure 3 (its at least 
this much). A plot similar to Figure 3 for magnitudes was not observed in [4]. 
Mtqnltuda 















q 15 11 
4Q +IIIIi IIII 1 ii 
Figure 3. Magnitudes of minima within a family for successive members of the family; 
the grid is 0.0375. 
We next studied the motion of a maximum of magnitude 0.046 at x = 19, y = -14.5 (units 
are 0.15) in time (.z coordinate). The grid used was 0.075. In Figure 4, we show x(z) and in 
Figure 5 we have -y(z). Numerically, the motion appears to be consistent with simple harmonic 
oscillator in both x and -y, leading to a loop motion. We did not obtain such behavior in [4]. 
Figure 4. z(z) for a maximum; the grid is 0.075; the units for z and z are 0.15. 
Figure 5. -9 vs. z for the maximum in Figure 4; the grid is 0.075; the units for y 
and .z are 0.15. 
In Figure 6, we plot the magnitude of the maximum at x = 19, y = -14.5 as a function of z. 
The magnitude varies from 0.041f0.001 to 0.054f0.001, in again what appears consistent with a 
sine curve. We do not have a soliton system as the magnitude of the maxima (minima) does vary 
in time. We do have an instanton type particle, as the maximum of all the maxima in Figure 6 
takes on the same value of 0.054f0.001. We note also from Figure 3 that the minimum of all the 
minima within a family is also 0.054 f 0.001. The results are consistent with a multi-instanton 
system having magnitude 0.054f0.001. However, since the magnitude of the maxima in Figure 6 
do not vary by much as time evolves, we can think of the system as a quasi-soliton system with 
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Figure 6. Magnitude of the maximum in Figures 4 and 5, as a function of z. 
average magnitude 0.048 f 0.007. We can follow the motion of quasi-solitons for as long as we 
wish, due to the sinusoidal looking character of x(z), -y(z), as evidenced by Figure 4 and 5. 
Thus, as a consequence of the figures, we can say that the notion of dynamical lattice is 
contained within the Aesthetic Field Theory. That is, deviation from the lattice structure has 
a sinusoidal character. However, the dynamical lattice we have obtained here is not the most 
general dynamical lattice system we can imagine. We see this as follows. To obtain different 
members within the family shown in Figures 2 and 3 we increase and decrease y by between 40.5 
and 42.5 (in units of 0.15). As we allow for an error of one unit in rty for each of two successive 
minima within a family, the uncertainty between successive members of a family would be two 
units. Thus, the results are consistent with the y location between successive members of this 
family being constant rather than sinusoidal. In addition, when we start with the minimum 
of magnitude 0.054 at CE = 8, y = -17 (in units of 0.15) and add 11 units in 2, we end up 
with another minimum of magnitude 0.054. By adding 10 or 11 units in 5, for the same y plus 
or minus 1 unit, we end up with a succession of minima all have magnitude 0.954 f 0.01. We 
increased z in this manner so that 24 minima were observed, all with magnitude 0.054 f 0.001. 
Thus, we can again say that we do not have a general dynamical lattice as we do not see sinusoidal 
character here. 
These results could still conceivably have sinusoidal character, but with amplitude too small to 
detect. There may be some truth to this (although no definitive conclusion can be drawn here) 
as evidenced from studying a maxima at 5 = 17.4 + 10 x 0.075, y = -35(0.075) of magnitude 
0.055 (the grid used is 0.0375). We studied I’& to an additional decimal place. We found that 
members of a family were generated by adding (subtracting) between 79 and 84 units in y. The 
results are given in Figure 7. The evidence here is that Ay is not constant, although only barely 
so for this family, although it would not be proper to draw definite conclusions. In Section 2, 
we recognized that specification of path as we have done leads to greater errors when x is large, 
and the calculation done in Figure 7 involves an additional decimal place. Incidentally when we 
did the same study for the family of Figures 2 and 3 we found Ay between 82 and 84 units - 
consistent with Ay being constant. 
y Separolion Between Members of 
o Family in the Region of x=17.4+ 
1 
Successive Members of a Family 
Figure 7. Ay between members of a family for successive members of the family. 
The family is constructed by starting with a maximum at CC = 17.4 + 16 (0.075), 
y = -35 (0.075); the units are now 0.075, rather than the 0.15 used before. An 
additional decimal place was made use of in this calculation. 
Another point we notice is this. The smallest magnitude of the minima (maxima) within the 
family of Figure 2 and 3 is 0.043. When we increase x, this .magnitude changes somewhat. In 
the vicinity of CC = 87 (in units of 0.15) it is 0.046. 
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We next studied the effect of the integration scheme (1) on this system of data. The resulting 
map in the +- quadrant using the grid size 0.00234375 (a fine grid) is given in Figure 8 and 
Figure 9. Figure 9 is deeper in y. Although the contour lines do not appear to lead to a definite 
symmetry, on closer scrutiny, we observed some similarities with [7, Figure 11. This latter figure 
describes a simple soliton lattice (a nondynamical lattice). We did recognize certain shapes 
common here and in [7, Figure l], although the contour lines here no longer have the strict 
symmetry of that figure. 
Figure 8. Use of the integration scheme (1) in conjunction with data (3); the grid is 
0.00234375. The map is a portion of the +- quadrant. The numbers are 1000 times 
the actual numbers. 
Figure 9. System of Figure 8 but with calculation done over a greater depth in y. 
A purpose of the dynamical lattice is to avoid the ladder symmetry of [7, Figure l]. We may say 
that we have succeeded with respect to contour lines. On the other hand, the locations of maxima 
(minima) have been found to lie on lines parallel to 5 = -y lines. The spacing between maxima 
(minima) is 39 f 2 units, with each unit equal to 48 x 0.00234375. However, we at most saw 3 
maxima (minima) on such lines, so we cannot be sure that the spacing is constant. Furthermore, 
numerical errors are the greatest in diagonal directions when we use the integration scheme (1). 
Thus, it is difficult to resolve the issue of whether there is constant spacing for maxima (minima) 
along these lines. We observe, as well, that the 39 Z!Z 2 spacing between maxima (minima) also 
appears as we increase z in going from one line parallel to z = -y containing maxima and minima 
to another such line. 
Families can also be constructed when we use (1) in the following way. Consider the minimum 
of -0.052 to the right of the z = -y line, at IC = 31, y = -6 (in units of 0.00234375 x 48). 
When we add between 53 and 57 units in x, we arrive at a set of minima. In a similar way, 
we can obtain other families of maxima (minima). Family 2 can be constructed by starting at 
z = 70, y = -5; Family 3 starts at x = 69.5, y = -21; Family 4 starts at z = 42, y = -17.5; 
Family 5 starts at z = 55.5, y = -42.5; Family 6 starts at x = 43.5, y = -33.5; Family 7 starts 
at z = 70.5, y = -46; and Family 8 starts x = 81.5, y = -33.5. The y location in value of the 
maxima (minima) within 4 of these 8 families are tabulated in Table 1. 
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y location Value of 
Maxima 
y location Value of 
Minima 
y location Value of 
Maxima 
y location 
-0.052 -6.0 0.033 -5.0 -0.052 -21.0 0.049 -17.5 
-0.047 -6.5 0.034 -7.0 -0.054 -21.0 0.053 -18.5 
-0.043 -7.0 0.041 -6.5 -0.053 -21.0 0.054 -19.0 
-0.041 -6.5 0.048 -6.5 -0.050 -21.0 0.051 -18.5 
-0.044 -5.5 0.051 -5.5 -0.045 -21.5 0.046 -18.0 
-0.048 -5.0 0.052 -4.5 -0.042 -22.0 0.042 -17.5 
-0.052 -4.5 0.052 -4.0 -0.041 -22.0 0.041 -16.5 
-0.054 -4.5 0.050 -3.0 -0.041 -22.0 0.041 -16.5 
-0.055 -4.5 0.046 -2.5 -0.043 -22.0 0.043 -16.0 
-0.054 -5.5 0.040 -3.0 -0.047 -21.5 0.046 -17.0 
-0.052 -5.5 0.033 -5.0 -0.051 -21.0 0.049 -17.5 
-0.048 -6.5 0.034 -6.5 -0.054 -21.0 0.053 -18.5 
-0.043 -7.0 0.041 -6.5 -0.053 -21.0 0.054 -19.0 
-0.041 -6.5 0.043 -6.0 -0.050 -21.0 0.051 -18.5 
-0.044 -5.5 0.051 -5.5 -0.045 -20.5 0.046 -18.0 
-0.048 -5.0 0.052 -4.5 -0.042 -22.0 0.042 -17.5 
-0.052 -4.5 0.052 -3.5 -0.041 -22.0 0.041 -16.5 
-0.054 -4.5 0.050 -3.0 -0.041 -22.0 0.041 -16.5 
-0.055 -5.0 0.046 -2.5 -0.043 -22.0 0.043 -16.0 
-0.054 -5.5 0.040 -3.0 -0.047 -21.5 0.046 -17.0 
-0.052 -6.0 0.033 -4.5 -0.051 -21.0 0.049 -17.5 
T Family 2 Family 3 T Family 4 1 
We note the largest magnitude seen anywhere in the eight families is 0.054 f 0.001 (only four of 
the eight families are tabulated in Table 1). This magnitude (the instanton magnitude) is found 
in Families 1, 3, 4, 5, 7, and 8. In Family 2 and Family 6, it is slightly less than the instanton 
magnitude, being 0.052 and 0.050, respectively. The smallest magnitude maximum (minimum) 
within a family is 0.030, while in Families 1, 3, 4, 7, and 8 it is 0.042 f 0.002. The smallest 
magnitude in Figure 3 was 0.043 but we remarked that this figure deviates from family to family 
at z = 0, when we specify a path. 
An important feature of Table 1 is that the variation of y within a family, for all families, 
appears consistent with sine curves, although the amplitude in Family 3 and Family 8 were too 
small to draw definite conclusions. Furthermore, the variation of the magnitudes within a family, 
for all families, appears consistent with sine curves. 
In our earlier studies [3,4], we studied solutions describing solitons and instantons when we 
specify a path. We found the integration scheme (1) preserves the soliton magnitude and the 
instanton magnitude. We have seen from the figures that sinusoidal type variations for locations 
of maxima (minima) within a family, as well as sinusoidal variations of magnitudes within a 
family appear when we specify a path. We now see that, using the same data, we get sinusoidal 
type variations by use of the integration scheme (1). When we specified a path, we saw sinusoidal 
variations for the 2 locations within a family. When we use (l), we see sinusoidal variations for 
the y locations within a family. 
We may ask, what about the variation of x within a family when we use (l)? For most of 
the families, Ax did not vary much between members of the family, and was consistent with 
Ax = constant. In Table 2, we list Ax for successive members of Family 2 (for this family, the 
possibility of sinusoidal variation for Ax appeared to be the greatest). 
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Table 2. Ax for successive members of Family 2 (units are 0.15). 
Ax 54, 53, 54.5, 55.5, 56.5, 56, 56, 57, 56, 56, 
Ax 54, 53, 54, 56, 56.5, 55.5, 56.5, 56.5, 56.5, 55.5, 54, 
Thus, we cannot rule out a sinusoidal variation of Ax for members of a family, at least for 
Family 2. 
We mentioned before that contour lines do not appear symmetric as what we had seen for ladder 
symmetry. The ladder symmetry occurred for simple rather than dynamical lattices. However, 
we find that as z is increased by about nine or ten entries in Table 1 (one complete oscillation 
of the sinusoidal curve), contour lines did appear repetitive looking (at least for the range in 9 
found in Figure 8). 
We may summarize the results at z = 0, within a quadrant, when we use the integration 
scheme (1). In the ladder symmetry, we have symmetry for locations of maxima (minima) as 
we increase z to the right of the z = -y line. The ladder symmetry occurred when we studied 
simple rather than dynamical lattices. We now see deviations from the ladder symmetry for the 
dynamical lattice system (3). These deviations appear, from the numerical point of view, to 
be consistent with a sinusoidal variation and, in some cases, are consistent with no variation at 
all. We also see that deviations of the magnitudes of the maxima (minima) within a family also 
appear consistent with sinusoidal variations. 
We next study how the integration scheme (1) affects the trajectories of quasi-solitons. Al- 
though, up to now we saw sinusoidal variation in connection with different members of a family, 
we see that this is not the case when we consider a single maximum or minimum and follow its 
motion in “time.” When we specified an integration path, we could follow a quasi-soliton for as 
long an interval as we wish, as the behavior described by Figure 4 and Figure 5 is consistent with 
simple harmonic motion. We now find that quasi-solitons do not have well defined trajectories 
as quasi-solitons appear and disappear. A similar result was found in [3], in the case of solitons 
arising within a simple rather than a dynamical lattice. In Table 3, we study the location and 
magnitude of the maximum 0.039 found at x = 20.5, y = -3.5, .z = 0 (units for x and y are 
12 x 0.00735 and units for .z are 10 x 0.00735). 
At z = 12, we can no longer find a maximum in the region where the maximum was previously 
observed. Similarly, at z = -32, we no longer see the maximum. At z = -30, the magnitude 
of the maximum is only 0.011, well outside the quasi-soliton range. We can have confidence in 
this result since another minimum of magnitude of -0.052 appears in the map farther from the 
origin, at x = 32, y = 6. At z = -12, -13, the maximum attains the instanton value of 0.055. 
From Table 3, we see the quasi-soliton does not have a well-defined trajectory, which one can 
follow for as long as one wishes, as it appears and then disappears. 
In this instance, the maximum was 0.039 at z = 0 and is, thus, outside the quasi-soliton range 
of 0.041 to 0.054. We next study a situation in which this was not the case. We consider a 
minimum of value -0.052 occurring at x = 39.5, y = -7.5, z = 0. As we increase Z, we find 
that the magnitude decreases to 0.041 at z = 16, x = 30.5, y = -8. At z = 17, we can no 
longer locate the minimum in this region, as it was “swamped” by another minimum of larger 
magnitude. A -0.050 value was located at x = 21, y = -17, which was at the boundary of 
the region mapped. The 0.050 magnitude is part of a large negative number region which is 
responsible for the “swamping” of the minimum that we were studying. We next followed the 
minimum under consideration for negative z. At z = -8, we observed the instanton magnitude 
0.055 at x = 39, y = -11. We did not follow this minimum for z less than -10 with the 0.00735 
grid, due to computer time limitations. Instead, we followed it with a coarse 0.028125 grid. We 
were able to follow the minimum as its magnitude decreased to 0.041. Then, as for the case of 
z positive, the minimum disappeared as it was “swamped” by another minimum some distance 
away. Thus, in this instance as well, we could not follow the minimum as a function of z, for as 
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Table 3. Location and magnitude of the maximum found at z = 20.5, 2/ = -3.5, z =O 
as .a varies. 
2 magnitude of maximum I location y location 
-32 Maximum not found in region 
-31 0.007 12.0 7.5 
-30 0.011 12.5 8.0 
-29 0.015 13.0 8.0 
-28 0.018 13.0 8.0 
-27 0.022 14.0 8.0 
-26 0.026 14.5 8.5 
-25 0.029 14.5 8.5 
-24 0.033 15.0 8.5 
-23 0.036 15.5 8.5 
-22 0.039 16.0 8.5 
-21 0.041 16.0 8.0 
-20 0.043 17.0 8.0 
-19 0.045 17.5 8.0 
-18 0.048 18.0 8.0 
-17 0.049 19.0 7.5 
-16 0.051 20.0 7.5 
-15 0.053 20.5 7.5 
-14 0.054 20.5 7.0 
-13 0.055 21.0 6.0 
-12 0.055 21.5 5.5 
-11 0.054 22.0 4.5 
-10 0.054 21.5 3.0 
-9 0.053 22.0 2.0 
-8 0.053 22.0 0.5 
-7 0.052 22.0 0.0 
-6 0.051 22.0 -0.5 
-5 0.049 22.0 -1.5 
-4 0.048 21.5 -2.0 
-3 0.046 21.5 -3.0 
-2 0.044 21.5 -3.0 
-1 0.042 21.0 -3.0 
0 0.039 20.5 -3.5 
1 0.037 20.5 -4.5 
2 0.034 20.5 -5.0 
3 0.031 20.0 -5.0 
4 0.027 20.0 -5.0 
5 0.023 20.0 -5.5 
6 0.018 20.0 -5.0 
7 0.014 19.5 -4.5 
8 0.010 19.5 -4.0 
9 0.006 19.0 -3.5 
10 0.002 19.5 -2.5 
11 0.000 19.5 -1.5 
12 Maximum disappears 
long as we wished, as the minimum appeared and disappeared taking on the instanton value in 
between. 
The maximum studied previously also appeared and disappeared, although it behaved some- 
what different from the minimum. In the former case, the magnitude fell sharply below the 
quasi-soliton range while in the latter case the magnitude remained within the quasi-soliton 
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range throughout. In either case, the particle could not be followed for a long time interval, 
as contrasted with the situation when an integration path was specified and the motion was 
consistent with simple harmonic. 
We also studied a minimum at x = -30.5, y = -6.5. The magnitude of the minimum at z = 0 
was -0.052, which is well within the quasi-soliton range. As we decreased Z, the magnitude fell 
sharply outside the quasi-soliton range and then the minimum disappeared at z = -17. Thus, 
the fact that the first maximum studied with magnitude 0.039 was outside the quasi-soliton range 
at z = 0 is not atypical for magnitudes dropping sharply below the quasi-soliton range. 
The sinusoidal variation for the magnitude of a maximum (minimum) along the motion, which 
is present when an integration path is specified, is no longer present when use is made of the 
integration scheme (1). 
When we consider the simple lattice system which arises when we specify a path and apply the 
integration scheme (1)) we obtain a ladder symmetry within a quadrant. Thus, a rigidity between 
location of maxima (minima) when we specify a path is maintained when we use the integration 
scheme (1) in the form of the ladder symmetry. As we are not dealing with a general dynamic 
lattice in this section, there is still, to some extent, a rigid structuring involving the location of 
maxima (minima). For example, when we specify a path the minimum 0.054 recurs successively 
at least 24 times when we increase Ax by lo-11 units (each unit is 0.15) with the same y (up to 
one unit). Also, members of the family shown in Figure 2 appears to occur with an equal spacing 
in y. Thus, we can expect regularities to appear when we use the integration scheme (l), since 
the dynamical lattice is not a general one. In fact, regularities have been observed, in the form of 
sine curves or with constancy, at z = 0, when different maximum (minimum) are involved, when 
we use the integration scheme (1). If our dynamical lattice were truly general, it is not clear what 
sort of regularities would still be present when we use (1). It would thus be useful to see if we 
could find a more general dynamical lattice system. In Section 4, we shall find, unfortunately, 
that the search for a more general dynamical lattice is not without problems. 
We have pointed out that sinusoidal-looking curves appear when we consider families of maxima 
(minima) using the integration scheme (1) at z = 0. This was also true when we specified a path. 
On the other hand, when we consider a particular maximum (minimum) and follow its evolution 
in time, we find that the integration scheme (1) alters the motion (as compared to when we 
specify a path) in a dramatic fashion. We no longer see sinusoidal curves for X(Z), y(z). We can 
no longer follow the quasi-solitons around, since quasi-solitons appear and disappear. No longer 
do we see all the maxima (minima) behaving in a similar fashion as they do when we specify a 
path. For example, the maximum of 0.039, which we considered previously, behaves somewhat 
differently than the minimum 0.052, also considered previously. Also, magnitude of a maximum 
(minimum) do not vary in a sinusoidal way along a path when use is made of the integration 
scheme (1). 
4. A SECOND DYNAMICAL LATTICE TYPE SYSTEM 
Consider the following origin point data for I’:,, 
r;, = 0 . 05 > r;, = 0 . 05 3 r&=00 r1 31 = -005 .T r;, = I . 0 7 r;, = -0 . 5 7 
r;, = -0.05, r;, = -0.05, r:, = 010: r2 31 =-lo . , r& = 0.05, I?;, = 0 . 05 7 (4 
r;, = 0.05, r;, = 40 . 3 rf, = 0 . 05 , r;, = 1.0, r;, = -0.05, r;, = -0.05, 
with the other I?;, zero. A map of this system for the representative component Ii, is given in 
Figure 10, when we specify a path. The grid used is 0.06 and the map includes portions of all 
four quadrants, the center of the map being the origin point. On first sight, it appears that we 
have something like a lattice although the contour lines are not as regular as we saw in Figure 1. 
Again we study deviations from lattice structure. 
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Figure 10. The system (4) using a spec- 
ification of path; the grid used is 0.06. 
The map is centered at the origin, so it 
includes portions of all four quadrants. 
The numbers are 100 times the actual 
numbers. This figure and the remain- 












Figure 11. x locations of successive minima in Family 1; the grid is 
0.0375; the units are 0.075. 
x Location 
Figure 12. IC locations of successive minima in Family 2; the grid is 










Figure 13. z locations of successive minima in Family 3; the grid is 
0.0375; the units are 0.075. 
Our next considerations make use of a 0.0375 grid. Consider the minimum having a value 
-0.520 at 2 = 13, y = -41 (in units of 0.075). There is a series of minima above and below this 
minimum. Every third minimum, we observe can be associated with a family, so the situation 
is somewhat more complicated than in Section 3. In Figures 11-13, we plot the z location for 
successive minima within a family for the three families, which we call Family 1, Family 2, and 
Family 3 (Family 1 includes the minimum at x = 13, y = -41). The plots are consistent with 
a sinusoidal dependence for the zr locations of minima within a family. The magnitudes of the 
minima within each family oscillate between 0.512 and 0.526. A plot of the magnitudes for 
members of Family 1 is given in Figure 14. The magnitudes of members of the other two families 
exhibit similar type of behavior. Again, we see consistency with sinusoidal dependence. 
The difference in y for members of a family lies between 121.5 and 125. A plot of Ay for 
successive minima in Family 3 is given in Figure 15 (similar type of results appear for the other 
two families). Ay appears oscillatory, possibly even sinusoidal. If so, the system (4) would be a 
candidate for a more general dynamical lattice than the system (3). It is also a possibility that 
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Figure 14. Magnitudes of successive minima in Family 3; the grid is 0.0375; the units 
are 0.075. 
Ay is constant. This cannot be ruled out from the data, although the variation in Ay appears 
systematic, rather than erratic, for successive members of a family. 
Ay For Successive Minima in Family 3 
A y Separation 
;I[~!(lii~]‘iiliii-[ 
Figure 15. Ay locations for successive members within Family 3; the grid is 0.0375; 
the units are 0.075. 
We next study how the location of the maximum at x = 58 + 12.5, y = -116 + 32 (in units of 
0.0375) varies in “time.” The results for X(Z) are found in Figure 16. The grid used is 0.0375. In 
Figure 16, add 58 units to each x entry on the graph. 
The units of z are 0.15. Again, we obtain a curve that is consistent with a sine curve. In 
Figure 17, we plot y vs. z. The units for y are 0.0375 and for z are 0.15. Subtract 116 units for 
each y entry in the graph. We see that the behavior of the maximum is consistent with simple 
harmonic motion in both x and y, giving rise to a loop motion. 
Figure 16. z location of a maximum as a function of z; the grid used is 0.0375; the 
units for 2 are 0.0375. Add 58 units to each z appearing in the graph; the units for 
z are 0.15. 
Figure 17. -y location of the maximum in Figure 15 as a function of z; the grid is 
0.0375; the units for y are 0.0375. Subtract 116 units for each y entry in the graph; 
the units for z are 0.15. 
In Figure 18, we give a plot of the magnitude of the maximum described in the previous 
paragraph as a function of z. The results resemble a sine curve although it is somewhat more 
heavily weighted at the top than the bottom. 
The system (4) can be regarded as a multi-instanton system. However, since the magnitude of 
a maximum (minimum) does not vary much in .z (it varies between 0.51 and 0.53) we shall call 
the maxima (minima) quasi-solitons as we did in Section 3. 
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Figure 18. Magnitude of the maximum of Figures 15 and 16 as a function of z; the 
units in .z are 0.15; the grid used is 0.0375. 
Figure 19. The data (4) when we specify a path; the grid is 0.06, with every third 
point printed. The numbers are 100 times the actual numbers. The map contains a 
portion of the +- quadrant. 
We shall refer to the system (4) as a dynamical lattice due to the presence of all these sinusoidal- 
looking curves. Even though the Ay plot (Figure 14) is not so clear-cut, it may indicate that the 
present system is a more general dynamical lattice then the observed in Section 3. These results 
were all obtained when we specified an integration path. 
In Figure 10, we note that deviations from a strict lattice are already apparent from visual 
observation of the contour lines. This effect is even more pronounced as x is increased. We 
see this more clearly in Figure 19. Here, the grid is 0.06. The map is totally included in the 
+- quadrant, with the origin point at the top left. This map covers a larger region in this 
quadrant than appeared in Figure 10. We see that some ho.10 contour lines surround two 
maxima (minima). Is this effect real? Smaller grids as well as other integration techniques 
corroborate this effect. However, we may well be dealing with a situation similar to what we 
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discussed in Section 2. There, additional maxima and minima appeared as well (in Section 2, we 
called them islands). The reason that makes us believe we are dealing with a similar effect is that 
we never see such additional maxima (minima) appear for small 5, even when we allow y to vary 
over a region about 40 times greater than the one appearing in Figure 10. When we print out 
every other point as in Figure 20, which includes a greater range of x within the +- quadrant, 
we do not see any additional maxima (minima) appearing, as is also the case in Section 2, where 
some numbers (lying on lines parallel to the z axis) appear “out of place.” 
Figure 20. The system of Figure 18 with every sixth point printed over a larger 
domain in the +- quadrant. 
We have studied doublet type maxima (minima) before [lo], within the context of closed loops. 
There, when we alter z (in a four dimensional space-time) the doublet maxima (minima) ap- 
proach one another in three-dimensional space, and eventually merge. We do not see such a 
situation here. The doublets remain close to one another for the range of z studied, and do not 
systematically approach one another. Thus, the doublet structure is very different here from 
what we have seen previously. 
In addition, looking at Figure 20, we notice that the second row of loops from the top is more 
peaked than loops in other rows, again signalling that numbers on a line parallel to the 2 axis 
are “out of place”-they appear too far to the right. 
For all the reasons cited above, we believe that Figure 10 may give a more reliable picture of 
the system than do Figures 19 and 20, as numerical errors may be becoming a greater factor as 
we increase 2. 
If, in fact, we are seeing errors becoming a factor as we increase 2, then we cannot assess the 
relative location of maxima (minima). Thus, we cannot say what sort of a dynamical lattice 
system we are dealing with. This is, then, a drawback with the system described using the 
data (4). 
The system (4) has some features different from the system (3). We next investigate how 
this present system is affected by the integration scheme (1). The results are given in Fig- 
ure 21. We notice that the map here, unlike the analogous map using data (3), does not resemble 
[7, Figure l], so far as contour lines are concerned. The contour lines are not symmetric looking, 
even though we can recognize similar looking structures as we increase 5. Maxima (minima) are 
still found to lie on certain lines parallel to the x = -y lines, with a fixed spacing of 39 f 2 (in 
units of 0.00234375 x 48), at least for the region mapped. 
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Figure 21. Integration scheme (1) used in conjunction with equation (4); the grid 
is 0.00234375. The map is of a portion of the f- quadrant. The numbers are 100 
times the actual numbers. 
Is there a sinusoidal deviation from the ladder symmetry for the y locations of maxima (minima) 
obtained by increasing x in fixed or nearly fixed amounts (as was the case in Section 3)? Consider 
a maximum of value 0.49 at II: = 45, y = -15, and a minimum of value -0.50 at x = 47, y = -32. 
If we increase x by between 53 and 57 units (each unit 0.00234375 x 48), we obtain successive 
members in a family. The y location and magnitude of the maxima (minima) are shown in 
Table 4. 
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y = -2 -+ -10, appearing in Family 1 occurs when two different maxima are in close proximity 
(the two maxima are to be found within this range of y). We see an oscillatory behavior for 
magnitudes, as well as y locations, although we cannot say that the shapes of the curves are 
sinusoidal. The number of entries in a cycle is not large, so this may account for our inability to 
confirm that the curves are sinusoidal, if this is indeed what is going on. 
When we follow a representative minimum (maximum), as z is varied, we find evidence again 
that the maximum disappears (appears). For example, consider a minimum of value -0.49 at 
x = -25.5, y = 13.5 at .z = 0 (units are 12 x 0.00735 for x and y, and 0.00735 x 10 for z). There 
is another minimum in the -+ quadrant of value -0.50 at x = -27, y = 0. For z negative, 
the two minima move away from each other. When z is positive and increasing, the minima 
approach one another. At z = 4, one of the minima disappears. This minimum can no longer 
be found in this region as we increase z further up to I = 15, and furthermore, the magnitude 
of the minimum drops precipitously to 0.17 at z = 15. We remember when we specify a path we 
can follow the minimum (maximum) for as long as we wish, as the behavior is consistent with 
simple harmonic motion. The grid used here is 0.00735. 
The system can be thought of as a multi-instanton system with instanton magnitude of 0.51 f 
0.01. 
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5. CONCLUSIONS 
Complex structures can be built from a sinusoidal basis (Fourier’s theorem). We have shown 
in a series of papers that sinusoidal behavior is an inherent feature of the Aesthetic Field The- 
ory. The Aesthetic Field Equations were motivated so that all tensors, regardless of rank, are 
treated in a uniform way with respect to change. We have seen that sinusoidal structure can 
be used to generate more complicated behavior, in a more or less systematic way, within the 
Aesthetic Field Theory, as we shall recount below. In [ll] we obtained exact sinusoidal wave so- 
lutions to the Aesthetic Field Equation in the case that the integrability equations are satisfied. 
We next obtained simple lattice solutions (here and subsequently the integrability equations 
are not satisfied) in [2]. It was recognized in [12] that simple lattices can be obtained when 
there is sinusoidal change along any integration path parallel to the coordinate axes. Also, in 
[12, Figure 11, we obtained oscillations within oscillations which, from the figure, suggest a sine 
curve within sine curve. We note that the data here and in [12] have a similar structure, although 
the magnitudes are very different (see also [13]). We obtained lattice particles undergoing simple 
harmonic motion in [14]. In [4] an d in the present paper, we have studied deviations in locations 
from a simple lattice structure. We have found, in this article (and to a lesser extent in [4]) 
that deviations in many instances have a sinusoidal character (in some instances there appears to 
be consistency with uniform spacings). We call such a system a dynamical lattice although the 
systems we have observed could not be considered general dynamical lattices. We also noted that 
magnitudes of minima (maxima) within a family at z = 0, as well as magnitude variation along 
a trajectory, exhibit a sinusoidal-looking behavior. The above results were all obtained when we 
specified an integration path. 
Thus, the Aesthetic Field Theory offers the possibility of a laboratory of interesting multi- 
particle systems built up from sine curves. The maxima (minima) have the character of instan- 
tons. When the range of magnitudes from the maxima (minima) is not great, we may refer to 
the system as composed of quasi-solitons. 
The next problem we pose is how the integration scheme (1) affects the dynamical lattice. 
In the past, we recognized that the soliton character [I], or instanton character [4] is preserved 
by the integration scheme (1). The lattice symmetry, which occurs when we specify a path, 
is transformed into the ladder symmetry [7] within a quadrant, when we use the integration 
scheme (1). As we do not have a general dynamical lattice, we can expect regularities to still 
occur when we use the integration scheme (1). In this paper, we have seen, in some instances, 
sinusoidal deviation from the ladder symmetry (at least in Section 3) for families of maxima 
(minima). We also saw magnitudes for members of a family having sinusoidal-looking dependence 
when we use equation (1). It is not clear what kind of regularities would still be present by the 
use of (1) if the dynamical lattice were general. 
In contrast, the integration scheme (1) has a dramatic effect on the motion of maxima (minima). 
When we specify a path, we can follow the motion for as long as we wish, as the motion is 
consistent with simple harmonic. However, when we use the integration scheme (l), we find, in 
many examples, that the motion cannot be followed for as long as we wish, as maxima (minima) 
appear and disappear. This effect was found to be present previously only in connection with 
simple, rather than dynamical lattice systems [3]. 
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