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Reconstructability theory emphasizes the relationship between parts and wholes, 
the relationships between systems and subsystems, and more specifically, the relation­
ship between states and substates. The two problems in the reconstructability theory 
are referred to as the reconstruction problem and the identification problem. The for­
mer relates to the process of reconstructing a given system under a given criterion 
from the knowledge of its subsystems and, during this process, identifying the subsys­
tems that are important in the reconstruction. The latter allows the identification of an 
unknown system from the knowledge of its subsystems. The solution procedures asso­
ciated with these two problems are referred to as Reconstructability Analysis, abbrevi­
ated as RA. Thus, the advent of RA has intensified the research efforts on system stud­
ies. The point of view is to consider the systems and subsystems as entities interrelated 
by some mathematical criterion. The objective of this research is to study the process 
of system reconstruction for general systems and to apply the results from RA to the 
problem of generalized rule induction from databases. We further the realm of RA by 
studying it in the context of probabilistic systems, selection systems and possibilistic 
systems. Based on RA methodology, we introduce a new paradigm to automated 
knowledge acquisition from databases. The following is a chapter outline of the disser­
tation.
Chapter 1 introduces the preliminary concepts in reconstructability theory and 
machine learning, such as systems, subsystems, states, substates, reconstructibility 
problem, identification problem, k-systems, automated knowledge acquisition, expert 
systems, and Baye’s misclassification rate. Then, it briefly elaborates on the evalua­
tion of reconstruction hypotheses, describes the significance of unbiased reconstruc­
tion, and explains the usefulness of k-systems and RA methodology.
Chapter 2 mainly modifies existing results in probabilistic RA. Previous work on 
reconstructability analysis for probabilistic systems and selection systems is extended 
to generate better algorithms for determining the unbiased reconstruction and recon­
struction families. A proof for computing the unbiased reconstruction for U-structures 
is given when only independent information is employed.
Chapter 3 enhances the applicability of reconstructability theory by extending it 
for possibilistic systems using partial information. We introduce the concept of the 
partial reconstruction hypothesis, and compute the unbiased reconstruction and the 
reconstruction families implied by the partial information. A possibilistic version of 
the probabilistic algorithm is proposed to determine the unbiased reconstruction, and 
the reconstruction families have been identified by transforming the possibilistic sys­
tem constraints to max-min fuzzy relation equations.
Chapter 4 applies the results of reconstructability analysis to the problem of auto­
mated knowledge acquisition from databases. When a large sample database exists, it 
is highly desirable to employ automated knowledge acquisition to learn important con­
cepts. We introduce a new measure of the cognitive contents of a rule, called the K- 
measure. Based on reconstructability theory, our approach to rule learning from 
databases is unique in the sense that it should work for most data covered by the 
framework of RA. In particular, it is very appropriate for expert-systems-like domains 
where the data is intrinsically nominal. Unlike classical or classification-based tech­
niques, reconstructability approach to automated rule learning does not induce any 
model on the data or on the nature of the solution, nor does it make any extraneous or 
erroneous assumptions regarding the data.
Chapter 5 provides concluding remarks. We summarize the results obtained and 
observe the potentials for further research in reconstructability analysis and learning. 
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ABSTRACT
The two problems in reconstructability analysis, abbreviated as RA, are referred 
to as the reconstructability problem and the identification problem. The former relates 
to the process of reconstructing a given system under a given criterion from the 
knowledge of its subsystems and, during this process, identifying those subsystems 
that are important in the reconstruction. The latter allows the identification of an 
unknown system from the knowledge of its subsystems. The advent of RA has intensi­
fied the research efforts on system studies. The objective of this research is to study 
the process of system reconstruction for general systems and apply it in the context of 
automated knowledge acquisition from databases.
First, we describe basic concepts in reconstructability theory and machine learn­
ing. We then modify existing results in reconstructability theory for probabilistic and 
selection systems in order to generate better algorithms for determining the unbiased 
reconstruction and reconstruction families in the wake of new developments such as k- 
systems and the use of independent information. Further, we extend RA methodology 
for possibilistic systems using only partial information. An algorithm is proposed to 
compute the unbiased reconstruction, and the reconstruction families are identified as 
a set of max-min fuzzy relation equations.
Furthermore, we define a new measure of the cognitive contents of a rule, 
referred to as the K-measure. Based on the K-measure, we introduce a new approach 
for automated knowledge acquisition from databases. Based on RA, the recon­
structability approach to generalized rule induction from databases should work for 
most data covered by the framework of RA and k-systems. In particular, this approach 
is appropriate for expert-systems-like domains where the data is intrinsically nominal. 
Finally, we summarize our results and discuss the potentials for further research.
CHAPTER 1
INTRODUCTION
Reconstructability theory relates to two types of problems, namely, the recon­
struction problem and the identification problem. The former deals with the process of 
reconstructing a given system under a given criterion from the knowledge of its sub­
systems, and during this process, identifying those subsystems that are instrumental in 
the reconstruction. The latter allows the identification of an unknown system from the 
knowledge of its subsystems. The solution procedures associated with these two prob­
lems are referred to as Reconstructability Analysis, abbreviated as RA. Origins of RA 
can be traced to Ashby’s work on constraint analysis in the early sixties [2, 47], 
though a formal framework of RA did not exist until the late seventies [7, 43, 44] and 
early eighties [8-11]. Since the advent of reconstructability theory, significant efforts 
have been directed towards research in this area, resulting in the emergence of a vari­
ety of new algorithms and applications. Solution procedures aimed at these two prob­
lems have been developed and implemented [26-27, 33-41, 43-48, 54-55, 66]. In this 
chapter we shall introduce the basic terminology and concepts in reconstructability 
theory and learning [9, 64].
1.1 Preliminary Concepts in Reconstructability Theory
1.1.1 Systems and States
Intuitively, a system is simply a data set which consists of the tuples of the form 
< vl7 v2, . . . ,  v„, /  >, where vlt v2, . . . ,  v„ are variables or attributes and /  is a function 
defined over these variables. This function may be a probability distribution function, 
a possibilistic behavior function, a selection function, a fuzzy set membership function 
or any arbitrary or non-linear function. A state in a system is simply a combination of
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the attribute values in a given order. Formally, a system is defined as a six-tuple
B  = (V, W , s , A , Q ,  f )  (1.1)
where V  = {v, l/e  1 ,2 ,...  ,n}  is a set of variables; W = {Vj I j e { l , 2 , . . , m } ,  m < n)  is 
a family of state sets; s : V—>W is an onto mapping which assigns to each variable in V  
one state set from W; A = 5 (v 1) x j ( v 2)x - • -x.s(v„) is the set of all potential aggregate 
states; Q is a set of real numbers; and / :  A —>Q is a system function which represents 
the information regarding the aggregate states of the system. Note that we have gener­
alized the meaning of the terms B and /  as we refer to them as system and system 
function, respectively, instead of behavior system and behavior function as was origi­
nally used in [9]. This generalization is evident from the fact that RA methodology has 
evolved to cover functions other than behavior functions [38-41], Following is an 
example of a probabilistic behavior function.
Vl v2 v3 /
0 0 0 0.079
0 0 1 0.088
0 0 2 0.083
0 1 0 0.031
0 1 1 0.052
0 1 2 0.097
1 0 0 0.091
1 0 1 0.072
1 0 2 0.037
1 1 0 0.109
1 1 1 0.128
1 1 2 0.133
In the above example V  = {vx, v2, v3/  is the set of variables; 
W = {{0,1 } , { 0 , 1,2}} is a family of state sets; s : V->W is an onto mapping which 
assigns {0,1} to vj and v2, and {0,1,2}  to v3; 
A = /0 0 0 ,001,002,010,011,012,100,101,102,110,111,1127; Q = [0 ,1 ] is a set of 
real numbers and / :  A—><2 is a probabilistic behavior function.
1.1.2 Subsystems and Substates
A subsystem is a data set whose variables form a proper subset of the variables of 
the system and a function g is defined over variables in the subset. It consists of the 
tuples of the form < ux, u2, . . . , u m,g  >, where [ux,u2, . .. , um} c  {vi,v2,.. . ,v „ } . A 
substate in a subsystem is a combination of attribute values present in that subsystem 
in a given order. The concept of a system and subsystem is a relative one. A system
can be regarded as a subsystem of a larger system and a subsystem can be regarded as
a system (i.e., a supersystem) of a smaller system.
Formally, given a system as defined above, a collection of a total of q subsys­
tems, together called a structure system or a reconstruction hypothesis, is defined as
S = { kB} = ( ( kV, kW, ks, kA,  kQ, kf )  \ ke  {\ ,  2, . . . ,  q}} (1.2)
if and only if, for each k, following conditions are satisfied:
(1) kVczV,
(2) kWczW such that ks is onto,
(3) ks: kV-> such that *.y(v(-) = 5(v,) for each v,e k V,
(4) kA =  x ks(Vi),
VjE * V
(5) kQ = Q,
(6) kf  = [ f l kV].
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Elements of set S  are referred to as subsystems of system B. [f- l  *V] is called
the projection of /  on kV, which considers only the variables in kV. Essentially,
[ / i  * V ]isa  mapping from substates in kA  to Q, that is,
[ f i kV]: xs(v , . ) ->Q  (1.3a)
V , €  kV
such that
[ f i  kV](fi) = g ( f f ( a ) \ a >  pj) .  (1.3b)
where a  > p  means p  is a substate of a  (or a  is a superstate of p),  and g is deter­
mined by the nature of function / .  For instance, if /  is a probabilistic distribution 
function, then
kf ( P)  = Z /(or), (1.4a)
a>P
or if /  is a selection or possibilistic behavior function, then
*/(/?) = m a x /(a ) . (1.4b)
a>[i
Following is an example of typical subsystems of the previously defined system.
Vl v2 n f v2 v3 2V Vl v3 13/
0 0 0.25 0 0 0.17 0 0 0.11
0 1 0.18 0 1 0.16 0 1 0.14
1 0 0.20 0 2 0.12 0 2 0.18
1 1 0.37 1 0 0.14 1 0 0.20
1 1 0.18 1 1 0.20
1 2 0.23 1 2 0.17
5
vi l f  v2 2/  v3 3/
0 0.43 0 0.45 0 0.31
1 0.57 1 0.55 1 0.34
2 0.35
In the above example, the reconstruction hypothesis can be described as 
S = { kBJ = f f v u v2J , /v 1;v3/ , f v 2, v 3), f v j , { v 2}, f vJJ .  Illustratively, n V = {vl , v2)  is 
the set of variables; n W  = {{0, \}} is a family of state sets; l2s: 12V-> 12W  is an onto 
mapping which assigns {0,1)  to Vj and v2; 12A = { 12(00), 12(0l), 12(10), 12(11)7; 
n Q = [0,1] is a set of real numbers; and 12/ : 12A —> n Q is a probabilistic behavior 
function. Similarly, 3V = /v3/  is the set of variables; 3W = {{0,1,2}} is a family of 
state sets; 3s : 3V -> 3W is an onto mapping which assigns / 0 ,1,2/ to v3; 
3A  = { 3(0), 3(1), 3(2)/; 3Q = [0,1] is a set of real numbers; and 3/ :  3A—> 3Q is a 
probabilistic behavior function. It should be noted that the above subsystems are 
derived using projection functions. This may not always occur in the real world where 
different subsystems may be observed by different teams of observers or by using dif­
ferent experiments. This gives rise to the issues of local and global inconsistencies, 
which we shall discuss later.
1.1.3 Reconstructability Problem
Let B  be a behavior system defined by (1.1). Let S be a structure system defined 
by (1.2). S is said to be a meaningful reconstruction hypothesis of B if and only if it 
contains the subsystems of B such that
K J kV = V,  and (1.5)
k e Nq
(fo r all j,k<=Nq) ( j V c kV=*j = k). (1.6)
Condition (1.5) is called the covering condition and guarantees that all variables of B 
are included in S. This means that the reconstruction of B  from S  is logically possible.
Condition (1.6) is called the irredundancy condition and ensures that S contains no
redundant information.
1.1.4 Identification Problem
Let S be a structure system defined by (1.2). Then S is said to be a reconstruction 
hypothesis (hypothetical representation) of an unknown overall system B provided the 
following six conditions hold true:
(1) v= u  kv,
ke N9
(2) W =  U  kW,
k e  Nq
(3) s: V—>W such that s(vt) = *s(V|) for each ke N kt
(4) A = x s ( Vi),
v ,e  V
(5) <2 = *£>for each k e N q,
(6) / :  A—><2 such that [ / i  kV ] = k f  for each ke  N q.
It is obvious that B, which is unknown, should be compatible with S. Potentially, 
there will be more than one overall systems compatible with S. The set of all these 
systems is called reconstruction family of S, denoted by Bs .
As discussed previously, if the behavior functions { k f } of a reconstruction 
hypothesis are projections of an overall behavior function / ,  then the reconstruction 
hypothesis is consistent. A reconstruction hypothesis is said to be locally consistent if 
the following condition, called local consistency condition, is satisfied:
(fo r  all j ,  ke  N q) ([ j V i  j V n  k V] = [ k V i  ' V n  k V]). (1.7)
A reconstruction hypothesis S is said to be globally consistent if the reconstruc­
tion family of S is non-empty. It is usually the case that the reconstruction hypotheses 
satisfy local consistency condition (1.7) as well as the covering condition (1.5) and the 
irredundancy condition (1.6).
1.2 Evaluation of Reconstruction Hypotheses
Let B  be a given system [9]. Then there exists a family of meaningful reconstruc­
tion hypotheses <TB, for B. Given a particular reconstruction hypothesis S in this fam­
ily, there exists Bs, a family of systems which are compatible with the hypothesis. By 
being compatible we mean that the projections of each system function are those sub­
system functions that are included in that particular reconstruction hypothesis. Bs is 
called the reconstruction family of 5. The value of a suitable measure, referred to as 
reconstruction uncertainty, is used to express the size of the reconstruction family. 
This, in turn, defines an identifiability quotient, a measure of identifying a unique sys­
tem from a given reconstruction hypothesis. The task to make a choice of a single sys­
tem function f s from the reconstruction family Bs requires some assumptions in order 
to justify the particular choice. The most significant theoretical justification [9] is that 
the determined system function f s should be non-committal in all regards except in 
satisfying the following condition,
[ f s ± kV ] = kf  = l f l kV] (1.8)
for all fee { 1 , 2 , For  a probabilistic system function / ,  the above condition 
implies that the set of values { f s ( a)I ore A} must have the maximum entropy among 
all such sets associated with the systems in Bs . This implies that the reconstruction 
must be a maximum entropy solution subject to condition (1.8). In the context of a 
reconstruction problem, as stated in [9], the principle of maximum entropy can be jus­
tified by the following arguments:
(i) The maximum entropy reconstruction is the only unbiased reconstruction as it 
takes into account all available information but no additional information 
[28-29].
(ii) The maximum entropy reconstruction is the most likely reconstruction. For 
instance, if we are given a reconstruction hypothesis, each system in Bs can be 
generated by any number of actual data sets. The largest number of possible data 
sets that are compatible with S are those that are also compatible with the maxi­
mum entropy reconstruction [28-29].
(iii) Maximizing any function other than entropy will lead to inconsistencies except 
when that function has the same maxima as entropy [63].
(iv) Every real world system can be represented by the maximum entropy reconstruc­
tion. In other words, if we know that a system is a real world system, the maxi­
mum entropy reconstruction is the only one possible. It is impossible to design a 
real world system whose actual reconstruction is different from the maximum 
entropy reconstruction [9].
For probabilistic systems, Shannon’s entropy is used as the measure of uncertainty 
which satisfies the properties of symmetry, expansibility, subadditivity, additivity, nor­
malization and continuity [45, 62]. For a possibilistic system, Shannon’s entropy is 
replaced by U-uncertainty [26, 45] which satisfies not only the properties satisfied by 
its probabilistic counterpart but also the property of monotonicity. Therefore, argu­
ments (0  to (tv) also hold good to justify the principle of maximum uncertainty recon­
struction in the context of possibilistic systems [11,27,48].
The problem of determining the unbiased reconstruction f s for a reconstruction 
hypothesis S can be formulated as an optimization problem [9]. Given the set of func­
tions h such that h : A-*Q, determine f s for which the entropy -  £  h(a)  log h(a)
a e A
reaches its maximum subject to condition (1.8). Cavallo and Klir [9] provide a
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solution to this problem. Later, Cavallo and Klir [11], Higashi, et. al. [27] and Klir, et. 
al. [48] extend RA to cover the possibilistic structure systems and possibilistic system 
functions using the principle of maximum uncertainty.
Motivated by Lewis’ study [50] on approximation of probability distributions to 
reduce storage requirements, Jones [33-35] provides the alternative methods of solu­
tion using minimal and limited information. He introduced the concept of null exten­
sion and k-system theory, and extended the previous results for the case when system 
functions were allowed to be any non-linear function, and this was accomplished only 
by means of the limited independent information [33-38]. He further generalized these 
results to hold good for incomplete and arbitrary data [39]. The concept of null exten­
sion and the advent of k-theory has greatly extended the realm of RA methodology. 
By transforming any non-linear system to a dimensionless system, it is possible for 
RA to cover most non-linear functions. Using the concept of null extension, it is possi­
ble to divide the whole state space into disjoint equivalent classes and to proceed fur­
ther by just picking only one state from each class.
1.3 K-systems
Jones has extended the system/subsystem paradigm of RA to the state/substate 
paradigm by modifying RA to work at the levels of states and substates [33-41], and to 
work for general non-linear functions [38]. He has formalized the concepts of a g- 
system and a k-system. Let R+ be the set of positive real numbers. Let /  and r be 
defined as follows:
/ :  A -> R+, (1.9a)
t  = X f (a ) .
a e  A
(1.9b)
Then a g-system is defined as the following tuple:
( 1.10)
Here t  is a parameter of interest to define k-systems, f v j  is a set of variables,
{a}  is a set of states, { p}  is a set of substates, /  is a function on {a},  and { mf J  are
functions on (PJ.
In order to define a k-system, we do the following transformation. We define
k(a)  = f (a ) / r ,  for all a,  (1.11a)
so that
0 < k(a) < 1, for all a,  and (1.11b)
Z/c(<*)= 1. (1.11c)a
Now a k-system is defined as the following tuple:
CT,{vi} , {cc] , {p} ,k , {mk ) ), (1.12)
where t  is a transformation factor, f v j  is a set of variables, {a}  is a set of states, (PJ 
is a set of substates, k is a function on (a) ,  and /  mk)  are functions on {p}.
From the above description, it is obvious that a k-system is a dimensionless sys­
tem, though it is isomorphic to a g-system. There is no loss or gain of information in 
switching from one system to the other [38]. The goal of k-systems is to utilize the 
framework of probabilistic RA in order to develop solution procedures for g-systems.
1.4 Why RA and Why K-systems
RA deals primarily with systems and subsystems [9], more specifically, with 
states and substates [33-41] and the interrelationships among themselves. The 
state/substate paradigm of RA has led to a departure from the classical statistical 
approach, has initiated the design of more powerful algorithms, and has thus provided 
new insights into the structure and dynamics of systems. Contrary to RA, classical sta­
tistical approaches emphasize variables [40]. Concepts of state and substate in RA 
have no equivalents in the classical framework. For instance, in RA, an event is the
occurrence of a state (or substate), but an event is not a state by itself. A state will 
exist regardless of its occurrence, and states can be referred to without implying their 
occurrence. Thus, RA has the concept of independent events which has a classical 
equivalent, and the concept of independent states which has no classical equivalent. 
The concept of independent states has played a very significant role in the design of 
algorithms and procedures in RA. A state viewed apart from its occurrence is impor­
tant everywhere in RA, illustratively, in null extensions [33-41] or in evaluating the 
cognitive contents of system substates [37]. Maximum entropy algorithms designed by 
Jones [31-32] have been employed successfully only after the advent of RA.
The inherent advantage of the RA methodology, more specifically of k-systems, 
over the classical techniques is that it does not assume any structure in the data. RA is 
as good as the data it considers. On the contrary, classical techniques induce some 
kind of model on the data and hence introduce extraneous information. For instance, 
analysis of variance, one of the most powerful techniques in the field of statistical 
inference, assumes a linear model on the data under consideration [40].
1.5 Expert Systems and Knowledge Acquisition
Expert systems are special purpose computer programs that use specialized sym­
bolic reasoning to solve difficult problems effectively [24, 30, 51]. In contrast with 
conventional general purpose computer programs, expert systems are characterized by 
(a) use of specialized knowledge about a particular application domain, such as 
medicine, (b) use of symbolic reasoning (rather than numerical computations), and (c) 
performance more competent than that of non-experts. Expert systems deal mostly 
with qualitative and nominal data rather than quantitative data. Unlike traditional 
computer programs that employ algorithms, expert systems use heuristic reasoning. 
They attack complex problems that are very difficult to solve perfectly, and provide 
good, though not necessarily optimal, answers to those problems.
Learning is the ability of a system, biological or physical, to change itself to 
improve its problem solving capability. Improvement of a system’s problem solving 
capability includes, but is not limited to, performing generalization, providing better 
quality results, or doing the same thing faster. Machine learning is concerned with the 
study of computational aspects of the learning process, and to build machine or com­
puter programs that are capable of learning via computation. Learning is particularly 
important in the context of expert systems. Given a database of a certain application 
domain, an algorithm A can be employed to directly learn the rules from the database. 
This simplifies the problem of the knowledge acquisition bottleneck in acquiring the 
knowledge directly from the expert(s). Given a knowledge base (domain theory), 
another algorithm B  can be employed to revise the domain theory, if necessary [64].
Let A  be a learning algorithm. A  is given a set of positive and negative instances 
of a given concept. A is supposed to find a hypothesis in the hypothesis space that best 
describes the concept. Let v be a positive instance in the instance space. Let A be a 
statistical (probabilistic) learning algorithm. Then, A attempts to find a probability dis­
tribution, or a probabilistic mapping F,  between the space of instances and space of 
hypotheses, so that prob(F(v) = 1) > 1 -  8. Here 8  is a very small number, close to 
zero, and we refer to it as Baye’s misclassification rate [18, 64]. On the other hand, if 
A is a symbolic learning algorithm, it will attempt to find a deterministic mapping, 
such as a boolean function F, between the two spaces, so that F(v) = 1 for all v. Obvi­
ously, the symbolic learning algorithm A implicitly assumes that 8, the Baye’s mis­
classification rate is zero. In simple words, this translates to the assumption that given 
a complete set of instances, it is always possible to perfectly classify each attribute in 
terms of the other attributes, which is not necessarily true [64].
CHAPTER 2
SOME NEW RESULTS IN RECONSTRUCTABILITY ANALYSIS
2.1 Determination of Reconstruction Families Using independent Information
One of the problems in the reconstructability analysis is the identification prob­
lem that requires the determination of reconstruction families. Jones [33] provides an 
innovative method of computing reconstruction families using only independent infor­
mation. This method gives a more efficient form of matrix equations for the recon­
struction hypothesis. The resultant matrix is in a triangular form. In this section, we 
first outline the above method, and then provide a generalization to this method in the 
sense that the choice of substates is not limited by a particular ordered set /%. Any
substate belonging to the same equivalence class as a member of Pp can be employed
in the process of reconstruction.
2.1.1 Introduction
Let B be an overall system, and let /  be a probabilistic behavior function. Let 
S = f  kBJ be a reconstruction hypothesis of B. Let A  be the set of aggregate states of 
B and k A  be the set of substates of kB . Then k f  must satisfy the following condi­
tions:
kf ( P)  = X  /(<*), (2.1a)
a>ji
X  f(oc) = 1. and (2.1b)
o re  a
/ (o r )  > 0 for all are A,  (2. lc)
where p e  k A,  are A , and or > p  implies that or is a superstate of p  or p  is a substate 
of o r.
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The above two conditions describe linear algebraic equations whose variables are 
the probabilities of aggregate states of B. Each solution to the set of these equations 
uniquely represents a member of reconstruction family Bs of S. Now with regard to 
the structure system { kB),  we define the following terms [33]:
Definition 2.1 Let power set P v for { kV)  be the set of all subsets of kV.
Definition 2.2 Let Pf  for f  kVJ be the set of behavior functions corresponding to the 
elements of the power set of /  kV}.
Definition 2.3 Let rf  and * f  be in P f  then r < s if and only if I r V  I < I ■'V I .
Definition 2.4 Given any set of variables, let 0-states of this set be defined as the
states with all non -zero variable values.
Definition 2.5 The set P$ is the set of probabilities associated with the 0-states corre­
sponding to the power set for { k V}.
Definition 2.6 Let f ie kA  be a substate of a s  A.  Let v,e V  and v,g kV. Then a  is a
null extension of /? if and only if v, = 0 for all applicable f  s.
Definition 2.7 Two substates are said to be equivalent if and only if they have same 
null extension.
Consider the example given in section 1.2. For 23V = f v2, v 3J and n V = {vi ,v2J, 
P f  = { 7(vi), 7 (v2), 3/(v3), 12f  = 4/(vj,v2), 23/  = 5/(v2, v3), 13/  = 6/(v„ v3)7. 
This is because we induce a partial ordering on the members of Pf . We know that 
each v, must take a finite number of values. Without loss of generality, we assume that 
each Vi takes values from the set fO, 1 ,2 ,. ..  n,y. If, in the set f v l , v2J , vj and v2 take 
values 0 ,1 ,2 , then the corresponding 0-states are 11,12,21,22. Clearly these 0-states 
are ordered using the very last strategy. First, we vary the second variable and then 
the first variable. Finally, we get
p* = 1 7 d ) .  7(1). 7 d ) .  7(2), 7(H), 7 ( i i ) ,  7(12), V a n , 6/(i2)y.
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2.1.2 Determination of Triangular Matrix
Now we put the above information in the form MQ = W,  where M  is a coeffi­
cient matrix whose entries are zeroes and ones, Q is the column vector of unknown 
f ( a ) ' s and W  is a column vector of the elements of P# preceded by 1. Assume there 
are m  elements in P Following is an algorithm by Jones [33] to determine the recon­
struction family in the form of linearly independent matrix equations.
2.1.2.1 Jones’ Algorithm
[1] Let Wi  = 1,W2 = first element of P#, W3 = second element of P^, and so on .
[2] Let Qx = /(0 0 0 ...  0). Let a  be the null extension of the substate associated with 
W,-. Then <2, = f(oc), for 3 < / < m + 1.
[3] If any are left, arrange them in any order.
[4] Fill in the matrix using equation (2.1a).
We observe that M  will always be an upper triangular matrix. The matrix equa­
tions in the form MQ = W  describe ten linearly independent equations with 12 vari­
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The matrix equations are therefore
- f w o y
1 1 1 1 1 1 1 1 1 1 1- /(100) - 1
1 0 0 0 1 0 0 1 1 1 1 /(010) 0.57
0 1 0 0 1 1 1 0 0 1 1 /(001) 0.55
0 0 1 0 0 1 0 1 0 1 0 /(002) 0.34
0 0 0 1 0 0 1 0 1 0 1
X
/ ( I 10) 0.35
0 0 0 0 1 0 0 0 0 1 1 /(O il) 0.37
0 0 0 0 0 1 0 0 0 1 0 /(012) 0.18
0 0 0 0 0 0 1 0 0 0 1 /(101) 0.23
0 0 0 0 0 0 0 1 0 1 0 /(102) 0.20
0 0 0 0 0 0 0 0 1 0 1- /(111) 
- / ( l  12).
-0.17
All the solutions of these equations form the reconstruction family of Bs. Use of the 
constraint f ( a )  > 0 will yield half space constraints on these two free variables.
2.1.2.2 A New Algorithm
Now we give an algorithm which accomplishes the same goal. However, the new 
algorithm constructs the set W  differently. The concept of the null extension is used to 
divide the whole state space into disjoint equivalence classes as follows.
Equivalence Null Equivalence Null
Class Extension Class Extensi
{ ’( O X ^ O X ^ O /m ^ O O ) , 6(00)} 000 { 5(12)} 012
{ 3(1X 5(01), 6(01)} 001 { 6(H)} 101
{ 3(2), 6(02),5(02)} 002 { 6(12)} 102
{ 2(1), 4(01), s(10)} 010 { 4(H)} 110
{ ’(I), 5(10X 6(10)} 100 {} 112
{ 5(11)} 011 {} 111
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It is clear that each member of belongs to a different equivalence class. That 
is, no two members of P$ belong to the same class. Now, we construct W.  The first 
element of W  is equal to 1, which relates to relation (2.1b). Let be any element 
belonging to the equivalence class associated with the O' -  l)th element of P# . It is 
worth mentioning that we need not be strict in our choice of states. Rather we can 
pick any state which is equivalent to an element in P ^ . W  is computed as follows,
W  =
1 - i -
7(io) 0.20
7(oi) 0.18
7 ( od 0.16





7 (1 2 ) -0 .1 7 .
Obviously, there will not be any change in vector Q, though matrix M may be differ­
ent. Following is the matrix equation
-/(0 0 0 )-
-1 1 1 1 1 1 1 1 1 1 1 1- /(100) - 1 -
0 1 0 0 0 0 0 0 1 1 0 0 /(010) 0.20
0 0 1 0 0 0 1 1 0 0 0 0 /(001) 0.18
0 0 0 1 0 0 0 0 1 0 0 0 /(002) 0.16
0 0 0 0 1 0 0 0 0 1 0 0
X
/ ( 1 10) 0.12
0 0 0 0 0 1 0 0 0 0 1 1 /(O il) 0.37
0 0 0 0 0 0 1 0 0 0 1 0 /(012) 0.18
0 0 0 0 0 0 0 1 0 0 0 1 /(101) 0.23
0 0 0 0 0 0 0 0 1 0 1 0 /(102) 0.20
.0 0 0 0 0 0 0 0 0 1 0 1- /(111)
- /(1 1 2 ) .
-0 .1 7 .
We again have an upper triangular matrix M giving ten linearly independent 
equations in twelve unknowns, implying two free variables. Using the constraint 
f ( a ) > 0 yields half space constraints on two free variables. We assert that the new 
algorithm is more general as it does not limit the choice of states P# but allows us to 
pick any substate from the equivalence classes corresponding to the elements in P#.
2.1.3 Concluding Remarks
Our algorithm is more general than one proposed by Jones [33]. Use of higher 
order states makes the matrix sparser and thus could improve upon the computation, 
enabling us to reduce the space and time required to determine the reconstruction fam­
ily, especially when there are many v /s  included.
Now, the question is whether or not we lose any information by choosing equiva­
lents of 0-states instead of 0-states. As proven in [33], there is no loss of information 
in constructing the set P0. It is observed that the number of 0-states associated with 
the power set for ' V is equal to the number of unknowns minus one minus the number 
of unknowns with all non-zero valued variables (not the number of unknowns minus 
one as mentioned by Jones [33]). Let us consider aggregate states for 
'V  = (v\,  v2, . . . ,  v j  which have a zero value for one or more variables but not for all. 
This aggregate state can be placed into one to one correspondence with a 0-state for 
which all zero-valued variables are deleted. Alternatively, this aggregate state can be 
placed into one to one correspondence with an equivalent of a 0-state for which a sub­
set of zero-valued variables is deleted. Note that an equivalent of a 0-state will consist 
of more variables than 0-states. This establishes a one to one correspondence between 
all aggregate states of ' V ( except (00... 0) and those with no zero-valued variables ) 
and the 0-states associated with P# . Thus there is no loss of information in forming 
Pr  The solution is achieved in the form of a possibly different set of linearly indepen­
dent equations.
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2.2 An Algorithm for Selection Functions
In this section we give a reconstruction algorithm based on [9], where the system 
function is a selection function, i.e., only the occurrence or the non-occurrence of a 
system state is recorded. Klir [9] provides two algorithms namely, algorithm 1 and 
algorithm 2, to compute the unbiased reconstruction. Algorithm 1 is based on 
Ashby’s inverse procedure [2], Algorithm 2 uses a relational join in order to compute 
the overall maximum entropy reconstruction.
2.2.1 Introduction
Let B = (V, W, s ,A ,Q ,  f )  be a selection behavior system. Let 
S = { kB} = {( kV, kW, ks, kA, kQ, kf ) \ k e {  1 ,2 ,.. . ,q}}  be a reconstruction hypothe­
sis for B. By the definition of a selection function, functions /  and { k f  } can take 
only 0 or 1 values. 0 indicates the occurrence of a state and 1 indicates the non­
occurrence of a state in the system or subsystem. First we outline the algorithms given 
by Klir [9]. Then we shall propose a new algorithm to solve this problem.
2.2.2 Algorithm 1
Let S be a reconstruction hypothesis for a selection behavior system. Before we 
describe algorithm 1, we define the following terms which will be used in the algo­
rithm:
F = ( a \ f ( a ) = l J , (2.2a)
Fc = A - F  = ( a \ f ( a )  = 0J, (2.2b)
k F = [P I kf ( P ) = l J , (2.2c)
and
k Fc = kA - kF = {p  \ kf ( P )  = 0J, (2.2d)
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Now, the unbiased reconstruction is determined as follows
[1] X: = A;k:=  1;
[2] for all a e  X  and for all /?e * Fc , if p  < a  then X := X - {a};
[3] if k < N q then k: = k +  1; go to step [2]
[4] stop; Fs: = X; Fs is the unbiased reconstruction.
2.2.3 Algorithm 2
Let S be a reconstruction hypothesis for a selection behavior system. Before we 
describe algorithm 2, we define some additional terms which will be used in this algo­
rithm. Let R lczXlx X 2 and R2czX 2x Xj, be two binary relations. Then their join 
Ri * R2 is a ternary relation defined as
/?i * R2 = {(a, p , y )  I (a, P)e R , , {p, r )e  R2}, (2.3a)
R x * R2 = {(p , y) I p e  R i , ( p r y)e R2)  when X5 = O and /?icX 2, R2d X 2x X 2, (2.3b)
R t * R2 = {{a, y) I a e  R \ , y e  R2J when X2 = O and R2a X 3. (2.3c)
The unbiased reconstruction F s is determined as follows:
[1] k: = 2; R : - 1 F;
[2] convert kF  and R into appropriate binary relations and perform R : = kR *  R;
[3] if k < Nq then k: = k +  1; go to step [2];
[4] stop; Fs: = R; Fs is the unbiased reconstruction.
2.2.4 Algorithm 3
Given a reconstruction hypothesis S with behavior functions { k f } ,  k<= N q , deter­
mine the unbiased reconstruction /  implied by S. Following is our algorithm to com­
pute the unbiased reconstruction.
[1] f (a ) \  = 1 for all a  in the system , a  being an aggregate state; k: = 1;
[2] choose * / ;  For all aggregate states a  and for all p  related to kf  such that p  < a
do the following: f ( a ) : = min(f(a) ,  /(/?));
[3] if k < N q then k: = k + 1; go to step [2];
[4] stop; f s : -  / ;  f s  is the unbiased reconstruction.
Now we must prove that the above algorithm indeed determines the unbiased 
reconstruction. It will suffice to show that the result obtained by Algorithm 3 is essen­
tially the same as one obtained by using Ashby’s procedure. In order to show it we 
first define the following.
Definition 2.8 An extension of kFc with respect to variables in V - kV consists of all 
overall states whose projections are the states in kFc. This is denoted by 
[ kFc‘\ V - kV\.
Let X  = {a  I f ( a )  = 0 after performing f  * 1 f ) .  In order to show that the result 
of Algorithm 3 is same as Ashby’ procedure, we prove the following inequality
[ kFct V - kV] = X.  (2.4)
Let a e  [ kFc' \V  -  kV  ] =»ore A,  ( there exists a /?e k Fc)(a > p)  (by definition of an 
extension) =$f(oc) = 0 =»/(or)eX . Therefore [ k F f X v  ~ kV\c1X.  Let oreX 
= > /(a ) = 0 => As per Ashby’s procedure, there exists a p<= kFc such that a  > p  
= * a e [ kFct V - kV ] =>*£[ kFc' t V - kV ]. Thus =>X = [ kFc' tV -  kV  ]. We can 
make same arguments for joins of other { k f } .  This proves the following theorem. 
Theorem 2.1 Given a consistent reconstruction hypothesis S with behavior functions 
{ kf J , k e N q, Algorithm 3 computes the unbiased reconstruction f s implied by S.
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Following example displays how Algorithm 3 works. Let
S -  f( kV, kW, kS, kA, kQ, kf ) J  be a structure system such that 
n V = {vl , v2}, 23V = { v 2, v 3} ,  13V = { v x , v 3}  , s(v1) = {0, l},  s(v2) = fO, IJ, and 
s(v3) = / 0 , 1,2}. { k f }  are given below.
Vl v2 n f v2 v3 2V Vl v3 13/
0 0 1 0 0 1 0 0 1
0 1 1 0 1 1 0 1 1
1 0 1 0 2 1 0 2 1
1 1 0 1 0 1 1 0 1
1 1 1 1 1 0
1 2 0 1 2 0
Applying the above algorithm on the given example yields
Vl v2 v3 / Vl v2 V3 /
0 0 0 1 0 0 0 1
0 0 1 1 0 0 1 1 v2 v3 23y
0 0 2 1 Vj v2 12/ 0 0 2 1 — — —
0 1 0 1 — — — 0 1 0 1 0 0 1
0 1 1 1 * o 0 1 0 1 1 1 0 1 1* — *
0 1 2 1 0 1 1 0 1 2 1 0 2 1
1 0 0 1 1 0 1 1 0 0 1 1 0 1
1 0 1 1 1 1 0 1 0 1 1 1 1 1
1 0 2 1 1 0 2 1 1 2 0
1 1 0 1 1 1 0 0
1 1 1 1 1 1 1 0
1 1 2 1 1 1 2 0
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Vl v2 v3 / Vl v2 v3 /
0 0 0 1 0 0 0 1
0 0 1 1 Vl v3 13/ 0 0 1 1
0 0 2 1 — — — 0 0 2 1
0 1 0 1 0 0 1 0 1 0 1
0 1 1 1 * 0 1 1 0 1 1 1* —
0 1 2 0 2 1 0 1 2 0
1 0 0 1 1 0 1 1 0 0 1
1 0 1 1 1 1 0 1 0 1 0
1 0 2 1 1 2 0 1 0 2 0
1 1 0 0 1 1 0 0
1 1 1 0 1 1 1 0
1 1 2 0 1 1 2 0
2.2.5 Concluding Remarks
Basically, all the three algorithms are the same and will converge at the same 
rate. No iterative procedure is required to compute the unbiased reconstruction. The 
algorithm we propose is easy to understand and simple to use because it starts with a 
constant distribution. Moreover, this algorithm is based on certain possibilistic mea­
sures rather than a simple relational join. Therefore, it is possible to compute the unbi­
ased reconstruction when the information is not given in its entirety. We shall dwell 
upon these issue in chapter 3.
2.3 Reconstruction of Probabilistic Behavior Functions
In this section we give a reconstruction algorithm based on [9] and [33], where 
the system function is a probabilistic behavior function. Probabilities of occurrence of 
system states are recorded. Cavallo and Klir [9] provide an algorithm for computing 
unbiased reconstruction from a given reconstruction hypothesis. They use a proba­
bilistic version of Ashby’s join procedure.
2.3.1 Introduction
Let B = (V, W, s, A, Q, f ) be a probabilistic behavior system as defined in (1.1). 
Let S = { kBJ = f i kV , kW , ks , k A, kQ , k f ) \ k e  {1 ,2 , . . .  ,q}J be a reconstruction 
hypothesis for B. By the definition of a probabilistic behavior function, function /  and 
{ k f }  record the probability of occurrence of states and the substates, respectively, and 
sum to one. First, we outline the algorithm given Cavallo and Klir [9]; then we give a 
new algorithm, which is simple to use.
Given two probabilistic behavior functions * /: X xx X 2—>[0,1] and 
2f :  X2xX3—>[0,1], their join xf  * 2f : X ,xX2xX3-> [0 ,1] is defined as
[ 7  * 2/K « . p,  y) = ' f ( a ,  P). 2 f { y  I p),  (2.5a)
[ 7  * 2 fMP,  Y) = 1 f iP) .  2 f i Y  I P) if X, = O and 1 / :  X2^ [ 0 , 1], (2.5b)
[ 7  * 2f]ioc, Y) = 1f ioc). 2f i r )  if * 2 = O, 7 :  X ^ fO , 1] and 2f : X3-> [0 ,1]. (2.5c)
Here a , p , r  denotes the concatenation of disjoint substates a , p , r -  Note that
2 f i y  I P) stands for the conditional probability of y  given p.  That is,
2 f i 7  I P) = 2 f i P ,  7)1 E  2 f i P ,  w). (2.5d)
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Cavallo and Klir [9] give two algorithms to compute unbiased reconstruction. The 
first, called a basic join procedure, computes the unbiased reconstruction and checks 
for conformity with S. If /  does not conform to S, then it employs the second algo­
rithm, called an iterative join procedure [9].
2.3.2 Basic Join Procedure
Let S be a locally consistent reconstruction hypothesis with probabilistic behav­
ior functions /  kf J i k e  Nq). Then the unbiased reconstruction f s implied by S is deter­
mined as follows [9]:
[1] k: = 2\ f : = l f  ;
[2] adjust arguments of * /  and /  ; / :  = * /  * /  ;
[3] if k < N q then k: = k + 1; go to step [2];
[4] stop; if [ /- I  kV] = k f  for all ke. N q then f s: = / ;  f s is the unbiased reconstruction
else /  does not conform to S', employ iterative joint procedure.
2.3.3 Iterative Join Procedure
Let S be a locally consistent reconstruction hypothesis with probabilistic behav­
ior functions { kfJ(ke. N q). Let [0,1] be a small number. Let /  be the result of the 
basic join procedure. The iterative join procedure for computing the unbiased recon­
struction is as follows:
[1] k:= 1 ;/:=  l ; / 0 = / ;
[2] adjust arguments of * /  and ; f t: = kf  * / M ;
[3] if i mod q*0 then i : = i + 1; k : = k  + 1; go to step [2];
[4] if I f i (a)  -  f i-q( a ) I > 5 for some a  then i: = i + 1; k: = (k + 1) mod q + 1; go to 
step [2];
[5] stop; if X  f i (a ) = 1 then f t(a) = f s (a)±S for each a  where f s is the unbiased
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reconstruction implied by S, otherwise S is globally inconsistent and has no 
reconstruction.
2.3.4 Unified Join Procedure
We will give a unified procedure which exhibits the features of both the basic and 
the iterative join procedures. We discover that the basic join procedure is not at all 
necessary, as we have incorporated it into the unified join procedure. If there are no 
loops in the reconstruction hypothesis, the unified join procedure will compute the 
unbiased reconstruction after the first iteration and will automatically stop. If the
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reconstruction hypothesis consists of loops, then the procedure will continue until con­
vergence is achieved and the unbiased reconstruction is computed. The unified join 
procedure is:
[1] k : = 1; i: = 1; fo(a): = 1 In where n is the number of aggregate states in the system;
[2] f i (a)  = f i - i (a)  * kf  for all a  .
[3] if I fi(cc) -  f i - i (a)  I > 5 for some a  then i: = i + 1; k = (k + 1) mod q + 1; go to
[4] stop; if X  / ,(« )  = 1 then = f s (a)±5 for each a,  f s is unbiased reconstruc­
tion; otherwise S is globally inconsistent and no reconstruction exists for S.
Note that unified join procedure is simpler to use. It requires only the computation of 
a degenerate form of conditional probabilities. That is, f j (a)  = fj-\(oc) * kf  can be 
written as
In order to prove our result, we observe that (2.6a) is simply an iterative scheme as 
proposed by Brown [3, 6]. As per Brown’s findings, this scheme converges to a behav­
ior function which conforms to the reconstruction hypothesis S and is the unbiased 
reconstruction from S. Thus, we conclude the following theorem.
Theorem 2.2 Let S be a consistent reconstruction hypothesis. Then the unified join 




or f i{a)  = fi_x(a I ka ) . kf (  ka). (2.6c)
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Consider an example applying unified join procedure on a structure system 
involving variables vi, v2andv3. The subsystem functions { k f } are given below.
Vl v2 n f v2 v3 27
0 0 0.1 0 0 0.2
0 1 0.0 0 1 0.0
0 2 0.0 1 0 0.1
0 3 0.3 1 1 0.1
1 0 0.1 2 0 0.0
1 1 0.2 2 1 0.0
1 2 0.0 3 0 0.4
1 3 0.3 3 1 0.2
Applying our algorithm on this example yields
Vl v2 v3 /
0 0 0 0.0625
0 0 1 0.0625
0 1 0 0.0625 Vl v2 Uf
0 1 1 0.0625 — — —
0 2 0 0.0625 0 0 0.1
0 2 1 0.0625 0 1 0.0
0 3 0 0.0625 0 2 0.0
0 3 1 0.0625 0 3 0.3
1 0 0 0.0625 1 0 0 . 1
1 0 1 0.0625 1 1 0.2
1 1 0 0.0625 1 2 0.0
1 1 1 0.0625 1 3 0.3
1 2 0 0.0625
1 2 1 0.0625
1 3 0 0.0625
1 3 1 0.0625
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Vl v2 v3 / Vl v2 v3 /
0 0 0 0.5 0 0 0 0.1
0 0 1 0.5 0 0 1 0.0
0 1 0 0.0 v2 v3 23/ 0 1 0 0.0
0 1 1 0.0 — — — 0 1 1 0.0
0 2 0 0.0 0 0 0.2 0 2 0 0.0
0 2 1 0.0 0 1 0.0 0 2 1 0.0
0 3 0 0.5 0 2 0.1 0 3 0 0.2* —
0 3 1 0.5 0 3 0.1 0 3 1 0.1
1 0 0 0.5 1 0 0.0 1 0 0 0.1
1 0 1 0.5 1 1 0.0 1 0 1 0.0
1 1 0 1.0 1 2 0.4 1 1 0 0.1
1 1 1 1.0 1 3 0.2 1 1 1 0.1
1 2 0 0.0 1 2 0 0.0
1 2 1 0.0 1 2 1 0.0
1 3 0 0.5 1 3 0 0.2
1 3 1 0.5 1 3 1 0.1
The computation of conditional probabilities is implicit. In this case the algorithm ter­
minates one iteration after it performs joints with every k f .  In the cases where there 
are loops in the structure systems, the computation will terminate after the desired 
accuracy is achieved in the process of computing the unbiased reconstruction.
2.3.5 Concluding Remarks
The inception of the unified join procedure renders the computation of unbiased 
reconstruction trivial. No explicit computation of conditional probabilities is required. 
Further, in contrast to the iterative join procedure, the algorithm terminates as soon as 
the unbiased reconstruction is achieved. For example, suppose in some situation the 
unified join procedure terminates after f o * 1f * 2f * 3f * l f * 2f * 3f * l f .  For the 
same case, the iterative join procedure will terminate after 
/  * V  * 2f  * 3f  * i / * 2f  * 3f  * xf  * 2 /  * 3/  with the same result, causing
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unnecessary computation. We conclude with the remark that the unified join proce­
dure provided here is the unified version of the basic join procedure and the iterative 
join procedure. One procedure will do for all kinds of probabilistic functions. There is 
no need to employ two separate procedures.
2.4 Reconstructability Analysis for U-structures
In this section, we define a special class of structure systems, called U-structures, 
and give an algorithm to compute unbiased reconstruction for such structures.
Definition 2.9 Let S = f kBJ = {( kV , kW, ks , k A , kQ , k f)\k<= (1,2,  • . . ,  q}} be a 
structure system. Subsystems ‘B and j B are said to be coupled together by the 
variables in the set ' V p p V i f  ' V  P j V is non-empty, otherwise lB and •'Bare 
said to be uncoupled.
Definition 2.10 Let S = { kBJ be a structure system. S is said to be uncoupled struc­
ture (or t/-structure) if and only if P i  *v  = o .
k e N g
We shall now propose a reconstruction algorithm for U-structures when only indepen­
dent information is employed. We name this algorithm the U-algorithm.
2.4.1 U-algorithm
Let S = f  kB} be an (/-structure. We compute the unbiased reconstruction 
implied by S using only independent information f kBJ. The algorithm proceeds as 
follows:
[1] / ( « ) :=  1 for all a;
[2] for each a  and ka  in /  ka )  t f a > ka  then f ( a )  = f ( a ) .  kf (  ka );
[3] for each a  with one or more zero and for each 0 in or if v, in a  is 0 then 
f ( a )  = f ( a ) . if c( ka);
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[4] stop; f s : = / ;  f s  is the unbiased reconstruction.
Notice that, in the above algorithm
7 c ( ‘* ) = l -  2  7 ( ‘a). (2-7)
‘/?*o
In fact, the algorithm describes a partial join procedure. The algorithm terminates 
after computing the unbiased reconstruction, and no iterative join is required.
Consider the following example.
Vl 7 v2 V
0 0.3 0 0.1
1 0.2 1 0.3
2 0.5 2 0.6
Our algorithm works on this example as follows:
Vl v2 / Vl v2 f Vl v2 /
— —  — — — — — — —
0 0 1 0 0 I 0 0 0.03
0 1 1 0 1 0.1 0 1 0.09





1 0 1 4  l 0 0.21 —> 1 0 0.02 .
1 1 1 l 1 0.06 1 1 0.06
1 2 1 l 2 0.12 1 2 0.12
2 0 1 2 0 0.50 2 0 0.05
2 1 1 2 1 0.15 2 1 0.15
2 2 1 2 2 0.30 2 2 0.30
Now we can prove that the algorithm indeed converges and computes the unbi­
ased reconstruction. Convergence is obvious because the algorithm is not iterative. 
Let f  = * k f  as computed by the basic join procedure [9] or the unified join procedurek
as described previously. These procedures use complete information. The algorithm 
will terminate after one iteration. Then for any state a,
f s(a)  = n  * /(  ka)  where ka e  kV] , ka  < a,  (2.8)k
and kf ( ka)  denotes the basic probabilities. There are no conditional probabilities 
when dealing with U-structures. Now, let /  be the reconstruction computed by our U- 
algorithm. Then any f ( a ) can be expressed as
f ( a )  = U kf ( ka m kM ka).  (2.9)k k
Note that substates involving kf c( ka ) are essentially all of those who were not part 
of the independent information. Thus f ( a )  and f s(ce) are the same. Because f s is an 
unbiased reconstruction, so is / .  This concludes the following theorem.
Theorem 2.3 Given a probabilistic U-structure system S, U-algorithm determines the 
unbiased reconstruction from S using only the independent information.
2.4.2 Concluding Remarks
We have provided a mechanism to employ independent information for U- 
structures and given a proof to this effect. Our U-algorithm is basically a partial join 
procedure which can greatly reduce the number of equations employed in the process 
of reconstruction when there are a large number of uncoupled subsystems. Thus, this 
result is important in reducing the storage requirements, which has been a major con­
cern in Computer Science.
CHAPTER 3
RECONSTRUCTABILITY ANALYSIS OF POSSIBILISTIC
SYSTEMS
3.1 Introduction
In the previous chapter, we discussed a few results for probabilistic recon- 
structability analysis, and provided some new results. A fair amount of work has been 
done on reconstruction of probabilistic behavior functions. In this chapter we shall aim 
at the reconstruction of possibilistic behavior functions. The principle of maximum 
uncertainty for possibilistic systems introduced by Higashi and Klir serves as the 
counterpart to the principle of maximum entropy for probabilistic systems. It satisfies 
not only the properties of symmetry, expansibility, subadditivity, additivity, normaliza­
tion and continuity, as does its probabilistic equivalent, but also some additional prop­
erties, such as monotonicity [26,45].
Thus, the principle of maximum uncertainty can be used to compute the unbiased 
reconstruction from possibilistic structure systems. Cavallo and Klir [11] consider the 
reconstruction of possibilistic behavior systems. Using the principle of maximum 
ambiguity, which was later revised to the principle of U-uncertainty, they introduce 
methods for computing the unbiased reconstruction and reconstruction families of pos­
sibilistic structure systems. They prove that a possibilistic join procedure, the one sim­
ilar to the probabilistic one, computes the unbiased reconstruction and that there is no 
need to employ an iterative procedure for the structure systems with loops. Higashi, et. 
al. [27] demonstrate that the reconstruction family of a given structure system is 
equivalent to the set of solutions of a special kind of fuzzy relation equations. The par­
tially ordered solution set contains the minimal solutions and the unique maximum 
solution. Identifying these maximum and minimal elements only suffices to determine
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the whole reconstruction family. They also develop a measure of reconstruction uncer­
tainty in order to define an identifiability quotient. This identifiability quotient 
described the degree of confidence in identifying a single overall system for a given 
structure system.
In real life, there may be situations when information is not available in its 
entirety, or it may be cost prohibitive to observe all the states in an experiment. For 
example, in genetics, where there are dominant and recessive genes, some states are 
readily observed whereas the knowledge of others requires expensive testing. There­
fore, the task of working with limited information is of paramount concern in these 
circumstances. It is the objective of this chapter to study such problems. In this chap­
ter, we first present a method for determining the unbiased reconstruction for possi­
bilistic behavior functions using partial information. Then we describe an algorithm 
to determine the reconstruction family of possibilistic systems. It is important to note 
that the problem of computing reconstruction family of possibilistic systems can be 
translated into the problem of solving a set of a special kind of fuzzy relation equa­
tions [27]. We use this equivalence in solving the identification problem.
3.2 Reconstruction of Possibilistic Systems
The discipline of reconstructability analysis is well developed for probabilistic 
behavior functions. Of greater significance has been Jones’ work [33-41]. He has 
introduced the concept of the null extension, and thus provides a mechanism to enable 
reconstructability analysis to proceed without the availability of information in its 
entirety. We use the similar concept to study possibilistic systems with limited infor­
mation.
Let B -  ( V, W, s, A, Q, f  ) be a possibilistic behavior function as defined in 
(1.1). Let S = ( kBj  be the reconstruction hypothesis as defined in (1.2). All the sym­
bols have the same meaning as defined earlier except that the functions /  and { k f  }
are possibilistic behavior functions. Similar to the probabilistic systems, the possibilis­
tic systems also satisfy covering condition, irredundancy condition and local consis­
tency condition as defined in (1.5),(1.6) and (1.7) respectively. Let Z a V ,  then [f - l z ] 
is the projection of a possibilistic function in that it involves only those variables 
which are in set Z. Formally, [ / i Z ]  is defined as
[ f i Z ] :  x  j(v i}->[0, 1] (3.1a)
v ,e  Z
such that
[ f i Z ]  = max / ( a ) . (3.1b)a>0
A justification of this definition has been provided in [69, 70, 71].
Evaluation of the reconstruction hypotheses for possibilistic systems relates to 
either of the following two problems, depending on whether or not the overall system 
is known. These two problems are the reconstruction problem and the identification 
problem. The identification problem requires the computation of the reconstruction 
family of B  denoted by Bs . To choose a single system function f s from Bs requires 
some additional assumptions, depending on whether some extra information about the 
overall system under investigation is available or not. In the event of not having such 
information, f s should be maximally non-committal except for the following condi­
tion:
[ fsl kV]= kf  for all Ice N q . (3.2)
For a probability distribution, this amounts to saying that the set {f s(a)  I ore A } 
must have maximum entropy subject to the above constraint. The principle of maxi­
mum entropy is well established and has been derived axiomatically as a general prin­
ciple of inductive inference [29, 63]. The principle of maximum entropy determines a 
hypothetical probability distribution from the available partial intormation about a
probability distribution. This hypothetical distribution contains all the available infor­
mation but no unsupported information and is unbiased and most likely to occur.
Higashi, et. al. [26] develop the possibilistic counterpart of the principle of maxi­
mum entropy to define a suitable measure of uncertainty. This measure, called U- 
uncertainty, is given as:
U( f )  = r  £(/*+! -  /*) log2 I c ( / ,  /*+I) I (3.3a)
i f  *=1
or
( / ( / )  = ^  f log2 l c ( / , / ) l < / /  (3.3b)
lf  o
where
f  = (fii I N  | x  i )> (3.3c)
If  = max0(- (3.3d)
J i
L / = {  / I (3 /e  /V m  ) (0 ,=  /) or / = 0 } = { lhl2< , l q ) , (3.3e)
and
c ( / , / )  = {/e/Vm  l & > / } .  (3.30
Lf  is called a level set of / ,  c is called the /-cut function and c ( / , / )  is called an /-cut 
o f f .
As discussed previously, U-uncertainty is a measure of uncertainty for possibilis­
tic systems which satisfies some additional properties beyond those satisfied by 
entropy and can be used to justify the selection of a particular function from the recon­
struction family in the context of possibilistic systems.
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3.2.1 Reconstruction Algorithm
We first define the concepts of null extension, minimal substate and partial 
reconstruction hypothesis.
Definition 3.1 Let p  be a substate. Then a e  A is said to be a null extension of p  if 
a  > p  and every variable of a  which does not occur in p  has a zero value.
Definition 3.2 The two substates are said to be equivalent if and only if they have 
same null extension.
Definition 3.3 There may be more than one substate with the same null extension. 
The one with the least function value is said to be the minimal substate.
Definition 3.4 If the subsystems related to a reconstruction hypothesis are not com­
plete then the reconstruction hypothesis is said to be a partial reconstruction 
hypothesis.
We reiterate that the concept of a null extension divides the whole substate space into 
disjoint equivalence classes. No substate can occur in two equivalence classes. It is 
important to note that, in the context of probabilistic reconstructability analysis, the 
concept of null extension was used to generate independent information. Two states 
were said to be equivalent if they were in the same equivalence class. It suffices to 
work with only independent information. We must emphasize that in the context of 
possibilistic reconstructability analysis, the concept of a null extension does not neces­
sarily generate independent information. Rather, it provides a tool to carry out recon­
structability analysis in the absence of complete information.
Corollary 3.1 : Let 1f  and 2/  be two possibilistic behavior functions such that 
1 / :  X lx X 2—>[0,1], and 2f : X2xX3—»[0,1], Then their join 1f  * zf  is a function 
V  * 2 f :  X 1x X 2x X 3-^[0 ,1] such that
[ 7  * 2f](cc, P, 7) = min[ P), 2f ( P ,  r)] • (3.4)
Corollary 3.2: Let f s = * kf  . Then f s is unbiased reconstruction implied by S.k
Corollary 1 & 2 are due to [11]. Following is the possibilistic version of the recon­
struction algorithm given by Jones [35].
Given a consistent reconstruction hypothesis in the form of equations 
mwcf(a)  = kf ( p )  for all kf ( p )  available. We obtain an unbiased reconstructiona>0
f s PartM using the following steps:
[1 ] f ( a)  := 1 for all a  in the system;
[2] for all kf ( p )  available do the following computation:
f ( a ) : = f ( o c ) * kf ( P )
= min [ f ( a  I p),  kf (P)]
= min [ f ( a ) , kf(P)];
[3] f s Parlial : = f  > f s Parlial is an unbiased reconstruction for the available information;
[4] stop.
We illustrate above algorithm using the following example. Given the following 
reconstruction hypothesis {{ v!,v2 }, { v2, v3 },{ v!,v3 }} ,
Vl v2 n f v2 v3 23/ Vl v3 13/
0 0 0.8 0 0 0.8 0 0 0.8
0 1 0.5 0 1 0.7 0 1 0.7
1 0 0.0 1 0 0.8 1 0 0.8
1 1 0.8 1 1 0.5 1 1 0.5
following are the equivalence classes.
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Equivalence Null Equivalence Null
Class Extension Class Extensi
{ ‘(0), 2(0), 3(0), 12(00), 23(00), 13(00)} 000 {} 111
{ 3d ) ,  23(01), ,3(01)} 001 { 13(H)} 101
{ 2(1), 12(01), 23(10)} 010 { 12(H)} 110
{ *(1), 12(10), 13(10)} 100 { 23(H)} 011
Choosing the minimal element from each equivalence class (if there are more than one 
minimal element then choosing any one of them), we get
SP artia l =  {  12(00), 13(01),  12(01),  23(11),  12(10),  13(11), 12( l i y .
The unbiased reconstruction determined by the above algorithm is
(/(000) = 0.8, /(001) = 0.7, /(010) = 0.5, /(011) = 0.5,
/ ( 100) = 0. 0, / ( 101) = 0. 0, / ( 110) = 0. 8, / ( 111) = 0. 5).
We state, in view of Corollary 3.1 and Corollary 3.2, that the algorithm considers only 
the given information and no additional information. Thus the algorithm computes the 
unbiased reconstruction for the information employed. Then f s ParliaI is an unbiased 
reconstruction implied solely by SPartial. However, we cannot say if f s is the unbiased 
reconstruction for the whole system.
In order to prove that f s Parlial is the unbiased reconstruction solely implied by 
SPaniai we give the following definition.
Definition 3.5: Let F  = { /  I / :  A->[0,1]}. Let < denote a partial ordering in F  such 
that for each pair / i ,  / 2e F,  / ,  < f 2 , if and only if f x{a) < f 2(a ) for all a e  A.
Given a partial reconstruction hypothesis SParlial we assert that the reconstruction fam­
ily of SPartial , FSpariial has a unique maximum f s ParlUJ with respect to partial ordering < 
which can be determined by f SpariM = * kf(J3) for kf { p )  in SPartial. Similar to
Higashi, et. al. [26], let f e  FSpanM. Then f ( a ) < min 7V ) for all a  and for all
in Spartiai. On the other hand, let there be some a 0e A  such that
f ( a 0) > m in j f ( a 0-l ’V). Then there exists some 70 /  in SParlial such that 
j
/(ar0) > jof ( a 0i  70 V ) , which contradicts the very definition of projection function in 
possibilistic systems. Thus f * F SparM. Thus f e  FSparlial= *f < f Sparlial. Now,
/  -  fsPartial ^  m a X  f W  ~  01 &X f S p a r t J ^  f01* &U '  <* 111 S Partial, O r  a > l a  a>la
j f ( j a ) < [ f sl j V] ( j a)  (3.5)
for all j a  e  7 A  in S Partial.
For some a e A  such that a  > 7a  , f s (a)  = min ' / ( ‘a) < 7/ (  i(x) f°r alli




From (3.5) and (3.6) , i f S r M 4- 'V]( ' a )  = J/ ( '«) establishing / 5,v_,s This
concludes the proof of the following theorem.
Theorem 3.1: If FSpariial is non-empty , then FSpartjal has a unique maximum f Spariial 
with respect to partial ordering < which can be determined by using partial join ( as 
described by the algorithm ).
3.3 Reconstruction Families of Possibilistic Systems
A reconstruction family of a given structure system can be considered equivalent 
to the set of solutions of a special type of fuzzy relation equations . The solution set 
thus obtained is partially ordered and contains both minimal solutions and unique 
maximum solutions. It suffices only to identify the maximum and minimal elements in
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order to determine the whole reconstruction family. This was the idea used by Higashi, 
et. al. [27] in identifying the reconstruction family of possibilistic systems. In this sec­
tion, we extend the research on the same line by providing a method for partial recon­
struction hypotheses. We shall discuss how to determine the reconstruction families of 
the partial reconstruction hypothesis using this approach.
A possibilistic measure is a special kind of fuzzy measure which is applicable 
only to finite sets and some special types of infinite sets [27,56,65]. However, we are 
concerned here with finite sets only. Let SPartial be a partial reconstruction hypothesis. 
Then all f e  FSpariial can be determined by solving the set of simultaneous equations
max f ( a )  = j f (  Ja)  (3.7a)
a> >a
for all a  in the system and for all j a  in SPartiah along with the constraint
0 < f ( a )  < 1 . (3.7b)
Equation (3.7a) can be expressed as
max min ( / ( a ) ,  8a< Ja) = j f {  j a)  (3.8a)
o re  A
for all a e  A  and i a  in 5Partiai, where
1 if a  > j a
8 a, Ja ~ (3.8b)
0 otherwise.
This problem can now be translated in terms of fuzzy relation equations as follows. 
Let p, q, r be fuzzy binary relations defined as [16,17,27,61] p : X xy-> [0 ,1], 
q : TxZ—»[0,1], r : Z xX -> [0 ,1], and let “ o "  be max-min composition. Then, the gen­
eral form of a fuzzy relation equation can be written as
poq  = r . (3.9)
41
Thus, for all xe X  and ze  Z,
poq(x ,z )  = sup min(/>U, y), q(y, z))
ye  Y
(3.10)
Because X, Y, Z are finite sets, functions p, q , r can be mapped onto their respective 
matrices as follows: p  = (/?,-,), q = (q^),  r = (rrt), where
Pij = p(*h yj), Qjk = qi.yp zk), r ik = r(xit zk) and X, yj<= Y, Z . Now for each 




rjk = max min(p,•,,# * ).
j
p  = (Pl.P2. • • . P\A\)r Pi == /(or,), ie N lA{ ,




. q \A \ \ q ia \2 • • q\A\ i />,i .
p, = ( v<A). "/(A) *mrs>} ,








(3.12e)r = (ri,r2, . . . , r |P#| ) .
Note that * f  are subsystem functions in P#. Now equation (3.8a) can be rewritten as
max min(/?, , q ik) = rk (3.13a)
<G Nim
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for all ke  N [P̂  which essentially is
P o Q  = r .  (3.13b)
Now for the given example, we have the following representation of p aQ = r,
[po . Pa, P2> Pu Pe, Pi, Ps, Pi ]■
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
1 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 1 1 0 1 0
0 1 0 0 0 0 1
0 0 0 0 1 1 1
= [0 .8 , 0.0, 0 .5, 0.7, 0.8, 0.5, 0 .5 ] .
The system of equations given above can further be simplified by eliminating 
those columns from Q which correspond to 0 values in r-vector. The solution to the 
above set of equations is p 0 = 0 . 8 , pi  = 0 .7, p 4 = 0 . 0 , p 5 = 0 . 0 , p6 = 0 . 8 , p 7 = 0 .5, 
and either p 2 -  0.5 and p 3 < 0 .5  or p 3 = 0.5 and p 2 ^  0.5. Obviously, the recon­
struction family has infinite number of elements. Only one of them is maximum rep­
resented by p 2 = 0.5 and p 3 = 0.5. Two of them are minimal elements represented by 
p 2 = 0.0  and p 3 = 0.5 and represented by p 2 = 0.5 and p 3 = 0.0.
3.3.1 Concluding Remarks
We have expressed the problem of determining the reconstruction family from a 
partial reconstruction hypothesis in terms of max-min fuzzy relation equations. Matrix 
Q is in the form of a lower triangular matrix which can greatly simplify the computa­
tion. By eliminating the columns corresponding to zero values in the r-vector, we can 
further simplify the computation. Details and proofs of this max-min approach are 
listed in Higashi, et. al. [27].
CHAPTER 4
RECONSTRUCTABILITY APPROACH TO AUTOMATED
RULE LEARNING
Reconstructability analysis resembles the process of learning in the sense that it 
discovers general patterns in the data during the process of system reconstruction. 
Based on this fact, our approach to generalized rule induction from databases is unique 
in that it should work for most data covered by the framework of RA and k-systems. It 
is especially appropriate for expert systems domains where the data is intrinsically 
nominal, because RA assumes no structure in the data and regards them as categories. 
The decisions made by experts exhibit a great amount of subjectivity, uncertainty and 
arbitrariness. This is why there are times when the experts find themselves incapable 
of justifying their own correct decisions. It is our understanding that RA can be of 
tremendous utility in analyzing problems in this type of domain.
Our objective is to introduce a new concept for automated rule learning using the 
state/substate paradigm of RA. Because expert systems deal mostly with nominal 
data, the RA methodology seems to be very promising for this type of application. We 
refer to it as the reconstructability approach to rule learning. Since the problem of 
learning rules from databases is viewed as a reconstruction problem, we also call it 
learning by reconstruction.
Unlike classical or classification based techniques, the reconstructability 
approach does not induce any model on the data or on the nature of the solution, nor 
does it make any extraneous or erroneous assumptions regarding the data. The poten­
tial advantages attributed to this approach include the ability to select rules of any 
order and to learn multiple concepts, the explicit specification of unknown attribute 
values, the ability to deal with the noisy data effectively, the ability to work with the
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partial information, and the avoidance of any strong biases in the process of general­
ized rule induction.
4.1 Introduction
The induction, or the learning from examples is simply the search for hypotheses 
in some hypotheses space to account for a set of instances in some instance space. For 
the purpose of the learning approach introduced in this paper, the hypotheses space is 
restricted to the space of conjunctions of attribute values. Generally speaking, auto­
mated rule induction algorithms can be characterized by two learning paradigms, 
namely, symbolic manipulation techniques and statistical inference techniques [15]. 
Symbolic learning algorithms use a bottom-up approach that involves incremental 
generalization of the specialized hypotheses. Our algorithm and most statistical algo­
rithms use a top-down approach that involves the specialization and the refinement of 
more general hypotheses in order to improve the goodness-of-fit. Unlike bottom-up 
approaches, the top-down approaches are generally characterized by the faster conver­
gence rates and a higher degree of robustness [64].
Consider the problem of inferring the general rules (patterns) from the given 
databases. The knowledge acquisition bottleneck in obtaining rules directly from the 
experts is the central motivation to consider this type of problem. Therefore, for 
domains where a sample database already exists, the task of automated rule learning is 
of paramount concern. For instance, consider a company or an organization that 
wishes to develop a rule-based expert system for the domain to which the data is appli­
cable. This expert system can be used for, for example, for prediction, diagnosis or 
simulation. How to use this existing database to effectively and automatically derive 
rules for this expert system is the topic of our concern here. The KRULE algorithm 
introduced in this chapter should lead us to learn the rules for one or more concepts.
4.2 Other Approaches to Learning
In this section, based on [12, 14-15, 18-19, 52-53, 57-60, 64], we outline the dif­
ferent approaches to learning and discuss the motivation behind pursuing our 
approach. As mentioned earlier, automatic rule induction algorithms can be character­
ized by two learning paradigms, namely, symbolic manipulation techniques and statis­
tical inference techniques [15, 64]. Mitchell’s version space approach [53] and Michal- 
ski’s AQ [52] algorithms are the well known examples of symbolic learning, and are 
characterized by the implicit assumption of a Baye’s misclassification rate of zero. 
These algorithms examine the examples sequentially, that is, one by one, and refine 
the rule space until a set of general classification rules covering the seen examples is 
achieved. These approaches are not computationally feasible and fall short of handling 
noise in the data. The first drawback is due to the exponential time complexity of the 
algorithms, and the second drawback lies in the implicit assumption that each attribute 
can be perfectly classified in terms of the other attributes. Most symbolic learning 
algorithms suffer from this implicit assumption of a zero value of Baye’s misclassifi­
cation rate [21, 25, 67]. On the other hand, the statistical techniques exploit average 
properties of the data set. Most learning algorithms using statistical inference lack the 
flexibility because either they assume a parametric statistical model on the data (such 
as multivariate analysis, factor analysis, or discriminant analysis) or they force a struc­
ture on the nature of solution (such as tree induction algorithms).
One of the widely used learning algorithms is Quinlan’s ID3 algorithm [57, 59]. 
ID3 derives classification decision trees from the sample data. Despite their wide­
spread popularity, decision trees are sequential decision algorithms which do not go 
well with the data driven approach of expert systems [64]. Rule based systems are data 
driven, that is, any set of input data can possibly be used to begin the process. How­
ever, trees always begin with the attribute associated with the root node. Rule based 
systems can handle the missing attribute information, while trees are not designed for
this purpose. Further, rule based systems enjoy the benefit of explicit knowledge repre­
sentation inherent to the production rules, while trees are hard to understand for the 
users. Conclusively, rules provide greater flexibility in representation than trees, espe­
cially in the context of expert systems.
The problem of rule induction from databases is referred to as generalized rule 
induction [64]. A few attempts have been made to solve these problems. Gaines and 
Shaw [19] have proposed an algorithm, called ENTAIL, which is designed to handle 
subjective data and is based on the fuzzy logic. ENTAIL derives rules from a repertory 
grid and outputs the set of most informative rules. The main idea behind ENTAIL is to 
transform the subjective repertory grid numbers and then use them to obtain a measure 
of the information content of the associative rules. Ganascia’s approach [20] for rule 
induction is a heuristic one, rather than algorithmic, that does not employ any specific 
measure of rule goodness. Cheeseman [13] uses a Bayesian approach to rule induc­
tion based on the probabilistic measures.
Quinlan [58] introduces a classification based scheme of transforming ID3 
induced trees into the production rules. This scheme has two major drawbacks. First, 
this scheme is classification based, that is, based on the assumption of a zero value for 
Baye’s misclassification rate. Second, the general optimality of tree transformation 
techniques for performing rule induction is doubtful. Similar to Quinlan’s approach, 
Cendrowska’s PRISM algorithm [12] is also classification based and uses information 
theoretic measures. This scheme also suffers from the disadvantages inherent in the 
classification based schemes.
Recently, Clark and Niblett [14] describe a rule induction algorithm, called CN2. 
This algorithm is similar to PRISM in that it directly employs a measure of rule good­
ness in order to search for classification rules. CN2 has two drawbacks. First, it 
allows for internal disjunctives and thus occupies a larger hypothesis space. Second, it
produces a set of rules in the form of a decision list [60]. Because a decision list is a 
form of decision tree, CN2 suffers from the same limitations as trees.
Following are the shortcomings of CN2 and PRISM. Both of them do not include 
a priori probability term in their rule measures [12, 14, 64]. As stated in [64], inclu­
sion of a priori probability is a necessary requirement in a scheme which performs 
generalized rule induction, for this allows comparisons of the competing hypotheses 
for the same concept as well as hypotheses for different concepts. From an informa­
tion theoretic point of view, the rarer an occurrence of an event, the more valuable is 
the information confirming its occurrence. The ability to rank competing hypotheses 
for multiple concepts is essential for a learning algorithm in a resource constraint envi­
ronment. This is the central theme of a recent paper by Smyth and Goodman [64]. 
They use a probabilistic approach to generalized rule induction from databases using 
information theoretic measures and a priori probability term. This algorithm is basi­
cally aimed at solving the problems in the probabilistic domain and therefore is not 
general enough to cover a variety of applications.
Our approach to generalized rule induction is more general because it should 
work for most data using the tools and techniques of k-systems. The state/substate 
paradigm of RA has led to a departure from classical statistical approaches, and thus, 
has provided new insights into the structure and dynamics of the systems. Contrary to 
RA, classical statistical approaches emphasize variables [40]. Concepts of state and 
substate in RA have no equivalents in classical framework. A state viewed apart from 
its occurrence is important everywhere in RA, illustratively, in null extensions or in 
evaluating the cognitive contents of system substates [37]. RA is as good as the data it 
is given. It does not force any structure on the data. On the contrary, statistical tech­
niques induce some kind of model on the data and hence introduce extraneous infor­
mation [40].
4.3 Measures of Cognitive Contents of a Rule
In this section we discuss different measures of the cognitive contents of a rule 
and introduce a new measure. We refer to this new measure as a AT-measure. This 
measure quantifies the cognitive contents of a rule relative to the system it represents. 
Throughout this text, we use the example of a rule and the related concepts given by 
Smyth and Goodman [64]. Consider the following example of a rule.
I f  Y = y  then X = x  with probability p. (4.1)
Here X  and Y are two attributes or two dimensions in the state space and x  and y  are 
their values. Let X  and Y  be discrete random variables. Let X  = x  represent a single 
value assignment statement. Let Y = y  represent a single expression or conjunction of 
expressions. A rule corresponds to particular condition or input event Y = y.
Let f ( X ; Y  = y) be the instantaneous information that event Y  = y  provides 
regarding X.  In other words, this is the information received about X  knowing that 
Y = y  is true or has occurred. Shannon [62] states that the average information from 
all rules should be consistent with the standard definition for average mutual informa­
tion. This amounts to the following equality
Ey[f(X- ,Y = y)] = I(X;Y).  (4.2)
Here E y denotes the expectation with respect to the random variable Y. Blachman [4]
proposes the following two measures, called the /-measure and 7 -measure, in order to
define f ( X ;  Y = y). The /-measure is given as
i(X; T = y) = X  P ( x ) . log —J—• -  X  p(x  I y ) . lo g   1 . (4.3)
x p(x) x p (x  I y)
As is evident from the above formula, the /-measure represents the difference in 
the a priori and a posteriori entropies of X. As discussed by Smyth and Goodman, 
there are problems with the /-measure which make it inappropriate as a basic measure
of cognitive content of a rule [23, 64]. For instance, the /-measure may take negative 
values. Besides, i(X; Y = y) can become zero even if p(x  I y)^p(x).  For example, if 
p(x  I y) = p(x)  and X  is a binary variable, then i (X ;Y  = y) = 0. This amounts to stat­
ing that there is no change in entropy, though we have received information about X. 
This phenomenon is referred to as an information paradox in the literature. Further­
more, the /-measure is incapable of distinguishing between individual events. For 
example, let X  be an n-valued variable where X  -  x x is likely to occur a priori with 
probability p (x x) = 1 -  e . Assume that other values of X  are equally unlikely to occur 
with probability e/(n -  1). In this situation, a conditional probability p(x  I y) repre­
sents a rule that predicts the relatively rare event X  = x r for some r, and is thus sig­
nificant to the analysis. However, the /-measure fails to capture this information and 
would yield zero information for such an event.
Considering the drawbacks of the /-measure, Smyth and Goodman [64] propose 
the y'-measure as the information content of a rule. The y-measure is given as
j (X ;  Y = y) = 2  p(x  I y ) . log 1 y* , (4.4a)
p(x)
or y(X; Y = y) = p (x  I y ) . log + (l -  p ( x \ y ) . log 1 (4  4b)
p(x)  1 -  p(x)
The y-measure represents the average mutual information between the events x, and y, 
expectation being taken with respect to the posteriori probability distribution of X. 
The y-measure has several advantages as compared to the /-measure. Blachman [4] 
proves that the y'-measure is a unique non-negative information measure. Smyth and 
Goodman [64] have found that the y-measure satisfies a variety of desirable properties, 
including appropriate limiting properties. For instance, as the transitional probability 
(that is, conditional probability) approaches one, the information content of the rule 
approaches log(l/p(x))  which is the self information of the event at the right hand side
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of the rule. The y-measure can be regarded as a special case of Shore and Johnson’s 
cross entropy [63]. It can also be viewed as discrimination, as described by Kullback
[49] and Blahut [5]. Discrimination is a measure of information theoretic similarity 
between two probability distribution. In this respect the y-measure describes the dis­
similarity between a priori and a posteriori beliefs about X.  The higher the degree of 
dissimilarity, more useful are the rules.
We now define the /-measure as follows,
J ( X ; Y = y) = p (y ). y'(X; Y = y ). (4.5)
As discussed by Smyth and Goodman, the /-measure is an average measure of cogni­
tive contents of a rule as it does not take into consideration the instantaneous informa­
tion from the other Y terms. Whereas the average measure pertains to the average 
value of the rule information content, the instantaneous measure can be used to rank 
rules after the event Y = y has occurred. The former can be used for learning while 
the latter can be used for forward chaining in drawing inferences in rule based systems 
[64]. Note that the /-measure implicitly ignores the instantaneous information from 
the other Y terms. Though this may be consistent, in the context of learning in a 
resource constrained environment based on the assertion that each rule must be signifi­
cant in its own right, it is of utmost significance to discover how a rule interacts with 
the other rules and what is its contribution to the overall knowledge of the system it 
represents. This has been the motivation for introducing our AT-measure. Succinctly, 
there are three issues in choosing rules,
• instantaneous information contents of a rule, represented by the y'-measure,
• average information contents of a rule, represented by the /-measure, and
• amount of information a rule contributes to the system it represents.
A rule may contain enough information in absolute sense but may not have any
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importance for the system as a whole. Therefore, the cognitive contents of a rule need 
to be explored in relative terms. In order to cope with this situation, we introduce a 
new measure of information based on the principles of reconstructability theory. Jones 
[37,41] has described a measure which estimates the cognitive contents of a system 
substate. Let this measure be referred to as the ^-measure, defined as
where substate p  can be expressed as (F = y)a ( X  =  x), mk are true subsystem func­
tions (that is, probabilities) and mk' are approximate subsystem functions, rn being the 
number of total subsystems.
We reiterate that a state or substate is simply a conjunction of attribute values or 
variable values. The functions k, k', mk and mk' represent the probabilities (normal­
ized function values, in the general case [41]) of states and substates, respectively. 
Note that the ^-measure will choose the substate P that will add the most information 
to the system being reconstructed. Thus, the ^-measure is essentially a measure of 
instantaneous infonnation of the substate (rule) relative to the system. Now we define 
our A'-measure, the average measure of cognitive contents of a rule with respect to the 
system. The AT-measure is given as
Illustratively, if (v! = 0, v2 = 1, v3 = 0, p  = 0.09) is an item in the database (or system) 
then p{y) is simply the probability of substate (vj = 0)a (v 2 = 1), and k(X; Y = y) is 
the measure of instantaneous information for the state (vj = 0)a (v 2 =  1)a (v 3 = 0 ).
4.4 KRULE: Rule Induction Algorithm
The problem of generalized rule induction is the problem of finding a hypothesis 
to fit some given data. Simplicity of the hypothesis and the goodness-of-fit between
mk ( B )
k(X; Y = y) = k (p)  = mk ( p ) . log + (1 -  mk(P) ) . log
K(X-,Y = y) = p (y ) . k (X ;Y  = y). (4.7)
the hypothesis and the data are two primary criteria in the evaluation of the hypothesis 
[1,64]. Similar to the 7-measure, the AT-measure is the product of terms p(Y  = y)  and 
k(X; Y  = y). The first term p(Y  = y)  is the probability of occurrence of the hypothesis 
while the second term k(X; Y = y)  represents the contribution of state x a y  to the data. 
Therefore, the former can be regarded as a measure of simplicity, the latter can be 
regarded as a measure of goodness-of-fit. In our case, we refer to the latter as a mea­
sure of goodness-of-representation. Thus, our Af-measure should possess a combined 
meaning for the simplicity and goodness-of-representation of a given rule.
Following is an outline of the rule induction algorithm. We refer to it as the 
KRULE algorithm. In order to be able to learn a concept X,  we follow the following 
steps:
[1] search for the states which include X;
[2] compute p(Y  = y)  and compute k ( X ; Y -  y)  using (4 .6 );
[3] compute K{X\ Y = y)  using (4.7);
[4] among the possible rules choose one which has the highest value of isf-measure;
[5] if more rules needed, go to step [2];
[6 ] stop.
In the above algorithm, observe that it is possible to learn multiple concepts. 
Once k(X; Y = y)  is computed, K(X; Y -  y)  can be simultaneously computed for other 
concepts. Note that this approach requires the computation of a priori probabilities. 
Where a large amount of sample data is available, the computation can be performed 
using various available techniques [22]. Another limitation of this approach is that it 
is primarily aimed to work at discrete data. Special treatment of data such as clustering 
is required under these circumstances. Technique are available for the transformation 
of data [68].
4.5 Advantages of the KRULE Approach
Besides being suitable to expert system domains, there are certain undisputed 
advantages attributed to this approach. This approach allows us to choose rules of any 
order. For example, we can specify that we are looking for third order rules only, or 
that we are looking for rules of order three or less. To achieve this, we need to choose 
only states carrying three or less variables during the system reconstruction. This 
offers a high degree of freedom and flexibility in determining the desired level of gen­
eralization (or specialization) and in shaping the knowledge base suitable to one’s 
requirements. Of course, as is always the case, there is a trade-off between accuracy 
and the level of generalization.
Another specific advantage of this scheme is the explicit specification of 
unknown attribute values. As the data dealt with is categorical, if some attribute value 
in not specified in a tuple (missing attribute value), we can arbitrarily assign a new 
value to this attribute, say u for unknown. Later on, an occurrence of this attribute 
value in any rule will explain the importance of the knowledge of u. A significant 
advantage of this approach is its ability to deal with noisy data effectively. This is 
because RA searches for general patterns and disregards redundant information. Also, 
it is fair to state that an unbiased reconstruction solution provided by RA methodology 
will avoid any strong biases in the process of generalized rule induction.
Finally, it is possible for our learning algorithm to work for insufficient and 
incomplete data. The promise to do so is shown in RA and k-systems methodology 
[33-45]. Given partial data, we can use k-systems theory and reconstructability theory, 
under most circumstances, to reconstruct the original system (unbiased reconstruc­
tion), and then to employ stated learning algorithm.
4 .6  Concluding Remarks
In this chapter, we have presented KRULE, a rule induction algorithm based on a 
reconstructability theoretic measure called the Af-measure. The AT-measure deter­
mines the information content of a rule relative to the given data. Based on recon­
structability theory, the AT-measure is the unbiased measure of the cognitive contents 
of a rule, which does not include any unsupported information. This approach is not 
only good for probabilistic data but should encompass, in most cases, a wide range of 
problems using reconstructability analysis for general systems.
Finally, a word on the complexity of our algorithm. Search is inherently exponen­
tial. Since the left side of the rule allows conjunctions only, the search space is drasti­
cally reduced. Furthermore, bounds expressed by Smyth and Goodman [64] on the 7- 
measure can be used to reduce the search and proceed with specialization and general­
ization as needed. However, we shall not elaborate on these issues here. Like the 7- 
measure, the Af-measure is a non-negative measure of the cognitive content of a rule 
relative to the system which satisfies Shannon’s requirement (4.2). However it should 
perform better than the 7-measure in terms of knowledge representation, especially 
when there is a higher degree of interaction between various data components. Fur­
thermore, as noted in early chapters, the concept of a null extension can be used to 
divide the state space into equivalence classes, and the process of reconstruction can 
be performed concurrently in order to ease the time factor.
CHAPTER 5
CONCLUDING REMARKS
5.1 Summary and Conclusions
The two problems in reconstructability theory are referred to as the recon­
structability problem and the identification problem. The reconstructability problem 
relates to the process of reconstructing a given system under a given criterion from the 
knowledge of its subsystems and, during this process, identifying the subsystems that 
are important in the reconstruction. The identification problem permits the identifica­
tion of an unknown system from the knowledge of its subsystems. The solution proce­
dures associated with these two problems are referred to as Reconstructability Analy­
sis, abbreviated as RA. Advent of RA has intensified the research efforts on system 
studies. The point is to view the systems and subsystems as entities interrelated by 
some mathematical criterion. The objective of this research has been to study the pro­
cess of system reconstruction and to apply the results from reconstructability analysis 
to the problem of automated rule learning. We have furthered the realm of RA by 
studying it in the context of probabilistic systems, selection systems and possibilistic 
systems. Based on the RA methodology and the k-system framework, we have intro­
duced a new concept to automated knowledge acquisition from databases.
In the first chapter we have introduced the preliminary concepts in the recon­
structability theory and machine learning such as systems, subsystems, states, sub­
states, reconstructibility problem, identification problem, k-systems, automated knowl­
edge acquisition, expert systems, etc.. We have elaborated on the evaluation of recon­
struction hypotheses, have described the significance of unbiased reconstruction, and 
have emphasized the usefulness of k-systems and RA methodology.
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In the second chapter we have extended the previous work on reconstructability 
analysis for probabilistic systems and selection systems to generate better algorithms 
for determining the unbiased reconstruction and reconstruction families. We have pro­
vided a generalization to Jones’ method [33] in the sense that the computation of 
reconstruction families is not limited by the choice of substates to a particular ordered 
set Pf,. Any substate belonging to the same equivalence class as the member of P# can 
be employed in the process of reconstruction. Reconstruction families are determined 
in the form of matrix equations MQ  = W  representing set of linearly independent alge­
braic equations. The coefficient matrix M  is an upper triangular matrix which greatly 
reduces the computation.
Further, we have given a method to compute the unbiased reconstruction for a 
selection system based on possibilistic measures. Furthermore, for a probabilistic sys­
tem, we have proposed an algorithm to compute the unbiased reconstruction. This 
algorithm makes computation simple by avoiding the explicit computation of proba­
bilities. Moreover, we have given an algorithm to compute the unbiased reconstruction 
for a special class of systems, called a U-structure. A proof for computing unbiased 
reconstruction for U-structures is given when only independent information is 
employed. It is really appealing to be able to work with partial information, because at 
times it is cost prohibitive to observe all states.
In the third chapter we have provided algorithms for computing unbiased recon­
struction and reconstruction families of possibilistic systems using partial information. 
To this end, we have introduced the concept of the partial reconstruction hypothesis. 
A possibilistic version of the probabilistic algorithm is provided to compute the unbi­
ased reconstruction, and the reconstruction families have been determined by trans­
forming the possibilistic system constraints into max-min fuzzy relation equations. 
The coefficient matrix is lower triangular which greatly simplifies the computation.
Finally, based on the tools and techniques of the k-systems framework, we have 
introduced a new measure of the cognitive contents of a rule. We refer to this measure 
as a K-measure. When a large sample database exists, it is highly desirable to employ 
automated knowledge acquisition to learn important concepts. Based on recon­
structability theory, our approach to rule learning from databases is unique in that it 
should work for most data covered by the framework of RA. In particular, it is very 
appropriate for expert systems domains where the data is inherently nominal. Unlike 
classical or classification based techniques, our approach does not induce any model 
on the data or on the nature of the solution, nor does it make any extraneous or erro­
neous assumptions regarding the data Our approach to generalized rule induction from 
databases should reveal the broader spectrum in the data by concentrating information 
into a few descriptive rules.
5.2 Problems and Potentials
In this dissertation, we have extended the work on possibilistic systems using 
partial information and have determined the reconstruction families in terms of fuzzy 
relation equations. It is desirable to extend the reconstructability analysis for fuzzy 
measures such as plausibility, necessity or credibility measures [45] or for a more gen­
eral class of fuzzy functions.
We conclude by emphasising that the RA methodology has great potential to sup­
port applications in a variety of disciplines [42]. We should extend the RA methodol­
ogy to suit the requirements of a particular learning process. For example, in the con­
text of expert systems, we may have a function whose values are drawn from a nomi­
nal data set. We will refer to this function as a nominal function and the system as a 
nominal system.
Consider a situation in a medical domain where the system function may repre­
sent a disease that is based on given attributes. The disease may be sinus headache,
cholera, or flu. It is not always possible to quantify such function values, or to impose 
an ordering upon them, which is necessary to investigate the system as a probabilistic, 
possibilistic, or non-linear system. Currently, no RA methodology is available to han­
dle this kind of problem effectively.




1 0 sinus headache
1 1 cholera
One way to approach this problem is to regard a nominal function as a variable, 
thereby introducing one more variable to the set of variables, and simply observe the 
occurrence or non-occurrence of the aggregate states. Theoretically, this transforms 
the original system into a selection system. Appropriate solution procedures can now 
be developed based on the methodology of RA and k-systems.
A selection system is a special case of a possibilistic system, where only occur­
rence or non-occurrence of a state is recorded. On the other hand, it may be possible to 
transform any arbitrary system into a selection system as stated above. From the per­
spective of learning, a selection system is simply a set of positive and negative exam­
ples. The occurrence of a state signifies a positive example, and the non-occurrence of 
a state illustrates a negative example. In order to learn a given concept, during the sys­
tem reconstruction, we must select, based on some criterion, only those states that con­
tain the attribute relating to that concept. This should enable us to learn a single con­
cept as well as the multiple ones.
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Mathematically, we define a nominal system as the following six-tuple [9]
(5.1)
where
(1) K,o = h i  I is  1, 2 , . . . ,  n] is a set of variables;
(2) W„0 = (Vj  I j e f  1 ,2, . . ,  m}, m < n j  is a family of state sets;
(3) s^ :  Vno—tWno is an onto mapping which assigns to each variable in Vno, one state 
set from Wno ;
(4) A llo = sw(v1)xsm,(v2)x—  x s ^ v j  is a set of all potential aggregate states;
(5) Qno is a set of categories or nominal attribute values; and
(6 ) f no: Ano—>Qno is called the nominal system function which represents the infor­
mation regarding the aggregate states of the system.
We transform the above system to a selection system as follows
where
(1) Ke = ( vi I 1* 2 , . .  •, n + 1/  is a set of variables, variable v„+1 takes values from
(2) Wse ={ V j \  j e f  1,2, . . ,  m), m < n  + 1/ is a family of state sets;
(3) sse: >1Vse is an onto mapping which assigns to each variable in Vse , one state 
set from Wse ;
(4) Ase = .v.se(v1)x.vvc(v2)x—  x.vit,(v,J+i) is a set of all potential aggregate states;
(5) a e = / ( U 7 ; a n d
(6 ) f se: Ase-*Qse is called the selection function which represents the information
regarding the aggregate states of the system.
(5.2)
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We define f  ,e as follows. For all aggregate states a no and a ' no in B no ,
fse(Otno fno(.OC no))
1 if OC no
0  otherwise
Following is an example of the transformed system using (5.3).
Vl v2 v3 f s e
0 0 flu 1
0 1 flu 0
1 0 flu 0
1 1 flu 0
0 0 cholera 0
0 1 cholera 1
1 0 cholera 0
1 1 cholera 1
0 0 sinus headache 0
0 1 sinus headache 0
1 0 sinus headache 1
1 1 sinus headache 0
(5.3)
It remains to investigate, to what extent, will the new system capture the structure 
of the original system. Apparently, as there is no loss of information in transforming 
from one system to another, the transformed system must explain the behavior of the 
original system. This methodology can be greatly helpful in the domain of expert sys­
tems where not only the variables but, in most cases, decisions are also nominal.
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