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Euclidean Space
For any n ∈ N let Rn denote the n-fold Cartesian product of R with
itself
Rn := {(x1, x2, . . . , xn) : xj ∈ R for j = 1, 2, . . . , n}
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Euclidean Space
For any n ∈ N let Rn denote the n-fold Cartesian product of R with
itself
Rn := {(x1, x2, . . . , xn) : xj ∈ R for j = 1, 2, . . . , n}
By Euclidean space we shall mean Rn together with the “Euclidean
inner product” we are going to introduce. The integer n is called
the dimension of Rn, elements x = (x1, x2, . . . , xn) of Rn are called
points or vectors or ordered n-tuples, and the numbers xj are called
coordinates, or components, of x
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Two vectors x, y are said to be equal if and only if their components
are equal; i.e., xj = yj for j = 1, 2, ..., n. The zero vector is the vector
whose components are all zero; i.e., 0 := (0, 0, ..., 0). When n = 2
(respectively, n = 3), we usually denote the components of x by x, y
(respectively, by x, y, z).
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Definition. Let x = (x1, x2, . . . , xn), y = (y1, y2, . . . , yn) ∈ Rn be
vectors and α ∈ R be a scalar.
(i) The sum of x and y is the vector
x+ y := (x1 + y1, x2 + y2, . . . , xn + yn)
(ii) The difference of x and y is the vector
x− y := (x1 − y1, x2 − y2, . . . , xn − yn)
(iii) The product of a scalar α and a vector x is the vector
αx = (αx1, αx2, . . . , αxn)
(iv) The (Euclidean) dot product (or scalar product or inner product)
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of x and y is the scalar
x · y := x1y1 + x2y2 + ...+ xnyn
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Figure 8.1 
(Note: For relationships between these three norms, see Remark 8.7. The subscript 
00 is frequently used for supremum norms because the supremum of a continuous 
function on an interval [a, bj can be computed by taking the limit of U: If(x)IP dX)I/p 
as p --> oo--see Exercise 8, p. 126.) 
Since Ilxll = Ilxlll = Ilxll oo = lxi, when n = 1, each norm defined above is an 
extension of the absolute value from R to Rn. The most important, and in some 
senses the most natural, of these norms is the Euclidean norm. This is true for at 
least two reasons. First, by definition, 
IIxl1 2 =x·x 
(This aids in many calculations; see, for example, the proofs of Theorems 8.5 and 
8.6.) Second, if is the triangle in R2 with vertices (0,0), x:= (a,b), and (a,O), 
then by the Pythagorean Theorem, the hypotenuse of .J a2 + b2 , is exactly the 
norm of x. Hence we define the (Euclidean) distance between two points a,b ERn 
by 
dist (a, b) := Iia-bil. 
Thus the Euclidean norm of a vector has a simple geometric interpretation. 
The algebraic structure of Rn also has a simple geometric interpretation in R2 
and R3 that gives us another very useful way to think about vectors. Scalar mul-
tiplication stretches or compresses a vector a but leaves it in the same straight line 
which passes through 0 and a. Indeed, if a = (aI, a2) and t > 0, then ta = (tal, ta2) 
has the same direction as a, but its magnitude is or < than the magnitude of a, 
depending on whether t 1 or t < 1. When t is negative, ta points in the opposite 
direction from a but is again stretched or compressed, depending on the size of Itl. 
To interpret the sum of two vectors, fix a pair of nonparallel vectors a, b E R 2 , and 
let P(a,b) denote the pamllelogmm associated with a and b; i.e., the parallelogram 
whose sides are given by a and b (see Figure 8.1). Notice that if a = (aI, a2) and 
b = (b l , b2), then by definition the vector sum a+b = (al + bl , a2 + b2) is the diagonal 
of P(a,b), i.e., a+b is the vector that begins at the origin and ends at the opposite 
vertex of P(a;b). Similarly, the difference a - b can be identified with the other 
diagonal of P(a, b) (see Figure 8.1). 
Figure 1: Vector’s operations
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Let x, y, z ∈ Rn and α, β,∈ R. Then
1. α0 = 0,
2. 0x = 0,
3. 1x = x,
4. α(βx) = β(αx) = (αβ)x
5. α(x · y) = (αx) · y = x · (αy)
6. α(x+ y) = αx+ αy
7. 0 + x = x
8. x− x = 0
9. 0 · x = 0
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10. x+ (y + z) = (x+ y) + z
11. x+ y = y + x
12. x · y = y · x
13. x · (y + z) = x · y + x · z
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We define the standard basis of Rn to be the collection e1, . . . , en,
where ej is the point in Rn whose j-th coordinate is 1, and all other
coordinates are 0.
By definition each x = (x1, . . . , xn) ∈ Rn can be written as a linear
combination of the ej’s:
x =
n∑
j=1
xjej =
n∑
j=1
x · ejej
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Definition. Let x ∈ Rn. The (Euclidean) norm (or magnitude) of x
is the scalar
||x|| :=
(
n∑
k=1
x2k
)1/2
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Definition. Let x ∈ Rn. The (Euclidean) norm (or magnitude) of x
is the scalar
||x|| :=
(
n∑
k=1
x2k
)1/2
Remark.
||x||2 = x · x
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Definition. Let x ∈ Rn. The (Euclidean) norm (or magnitude) of x
is the scalar
||x|| :=
(
n∑
k=1
x2k
)1/2
Remark.
||x||2 = x · x
Theorem: Cauchy–Schwarz inequality
|x · y| ≤ ||x|| ||y||
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Proof. We consider only the non trivial situation x, y 6= 0.
For t ∈ R define f(t) := ||x− ty||2
Since 0 ≤ f(t) = ||x||2 − 2tx · y + t2||y||2 it must be
∆
4
= (x · y)2 − ||x||2||y||2 ≤ 0
and thesis follows
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Norm properties. If x, y ∈ Rn, then
(i) ||x|| ≥ 0 with equality only when x = 0
(ii) ||αx|| = |α| ||x|| for all scalars α
(iii)
||x+ y|| ≤ ||x||+ ||y||
||x− y|| ≥ ||x|| − ||y||
(iii) are said triangle inequalities
13/13 Pi?
22333ML232
Proof. (i) and (ii) are trivial. To get the first of (iii) observe that
||x+ y||2 = ||x||2 + 2x · y + ||y||2
But from Cauchy–Schwarz inequality we infer
||x||2 + 2x · y + ||y||2 ≤ ||x||2 + 2||x||||y||+ ||y||2 = (||x||+ ||y||)2
The second of (iii) follows analogously from
||x− y||2 = ||x||2 − 2x · y + ||y||2
and from Cauchy–Schwarz inequality
