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ABSTRACT
Global warming and associated role of energy consumption across various sectors is a wellresearched topic in recent years. Understanding current urban energy consumption patterns will
allow us to understand how future energy consumption patterns will evolve. With electrification
of vehicles and potentially altering culture of work from home, the energy usage at regional level
would see a significant change in the future. The current PhD dissertation contributes to energy
consumption analysis of a region by analyzing residential energy consumption, commercial energy
consumption and transportation energy use by households. The aggregation of these energy
consumption within a region contributes to the total energy consumption of a region. As the share
of electric vehicles increases, the proposed modeling frameworks provides the current
consumption that serves as a baseline estimate. Specifically, for the energy consumption, we
examine the choice of energy sources and the energy consumption by source. The share of
electrical vehicles is currently increasing. As the share of electric vehicles increases within our
transportation infrastructure, the spatio-temporal nature of current electricity demand is likely to
alter with increased household electricity consumption for vehicle charging. To develop a future
estimate of urban demand with electric vehicles, a model system of current consumption serves as
a baseline estimate. The analysis of energy use in residential buildings and commercial buildings
is conducted using Residential Energy Consumption Survey (RECS) and Commercial Building
Energy Consumption (CBECS) datasets. The transportation energy use is analyzed using National
Household Travel Survey (NHTS) and MPG of the vehicles taken from Vehicle Fuel Economy
Estimates. Multiple Discrete Continuous Extreme Value (MDCEV) model and Joint Binary Logit
- Fractional Split Model (Joint BLFSM) are used to analyze residential energy consumption. While

iii

Bi level MDCEV is used for commercial energy use and spatial weighted regression models are
used to analyze transportation energy use.

Keywords: Energy Consumption, Residential, Commercial, Transportation, Multiple Discrete
Continuous Extreme Value model, Joint Binary Logit – Fractional Split model, Linear Regression,
Geographical Weighted Regression, Residential Energy Consumption Survey, Commercial
Building Energy Consumption Survey, National Household Travel Survey.
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CHAPTER 1: INTRODUCTION

1.1 Background
The emerging challenges associated with global warming and its potential influence has increased
attention devoted to energy consumption. From 1971 through 2015, the total world energy
consumption has increased by 120% and CO2 emissions by 109% (IEA, 2017b). Energy
consumption is closely associated with economic development and population growth (PérezLombard et al., 2008). United states of America consumes around 17% of the world’s annual
energy consumption with just 4.3% of world’s population (US-EIA, 2018b; Worldometer, 2018).
With developing economies such as China and India making giant strides toward alleviating
poverty, global energy consumption is likely to increase further. Thus, there is growing focus on
developing energy sources that are less likely to worsen the global climate challenges. An
understanding of evolving energy consumption patterns is an important component for
determining the influence of various emerging energy sources.
According to US Energy Information Administration (US-EIA), energy consumption in
the US is broadly classified into four categories (a) residential, (b) commercial, (c) industrial and
(d) transportation. Residential energy consumption accounting for about 22% of the energy use is
primarily sourced from electricity, natural gas, fuel oil and petroleum related products (US-DOE,
2019a). Commercial energy consumption accounts for 19% in the total national energy use which
is primarily serviced by nuclear energy, petroleum related sources, natural gas, bio fuels, solar
energy, wind energy and other renewable energy sources (US-EIA, 2019). Industrial consumption,
accounting for 32%, is serviced by various energy sources including electricity, natural gas, coal,
1

petroleum products, biofuels, renewable energy source. Transportation energy, accounting for
29%, is served from predominantly petroleum related products and natural gas. Electrical energy
needs in transportation industry is expected to increase at a rate of more than 8% annually for the
next three decades (US-EIA, 2019). This shows an interesting move towards electrification of
vehicles and a potential to be explored.

1.2 Motivation for The Study
Electrical vehicles (EVs) are not new to the transportation industry, in fact the automobile industry
have seen EVs since its inception in 19th century (Kley et al., 2011). They have disappeared due
to various factors (Chan, 2007; Kley et al., 2011). Even though they made a comeback in 1970s
during the first oil crisis, it finally waned away as the oil prices fell and new sources of other nonrenewable energy (like natural gas technology) were found (Rajashekara, 1994). By the end of 20th
century, battery technology has seen much progress due to the improvements made to meet the
needs in the other sectors. Thus, a variety of light motor vehicles with variety of battery powered
technology that made into the industry in the past decade. They are fully electric vehicles (which
are completely driven by electric energy), hybrid vehicles (vehicles that use internal combustion
engine and electric motor by adopting regenerative braking, dual power and automatic start or
shutoff technology), plugin hybrids (it has both features of electric vehicles and hybrid vehicles).
These vehicles vary from the conventional vehicles in driving experience, cost savings and
emissions and are becoming popular in the recent years as indicated by growing sales (Lutsey and
Nicholas, 2019). It is reported that the US market share of electric vehicle sales have increased
from 0.14% in 2011 to 2% in 2018 with an estimated growth of 70% from 2017 to 2018. The total
sales of electric vehicles in 2018 alone are 2 million (Lutsey and Nicholas, 2019). Several
2

automobile manufacturers have intentions to see the market for electric vehicles to be 15 million
by 2025 (Lutsey, 2018; Lutsey and Nicholas, 2019). It is projected that the total market share of
electric vehicle sales would be around 20% and the road share to be 7% (Cooper and Schefter,
2018). The governments are making efforts to promote EVs by providing tax rebates (IRS, 2009),
traffic incentives (Sheldon and DeShazo, 2017; Tal and Nicholas, 2014), charging station
incentives (Blink; US-DOE, 2019b). Automobile manufacturers are making efforts to increase
range and battery pack cost (Lutsey and Nicholas, 2019). There is a clear indication that the next
major change in transportation industry is the shift to electric vehicles.
The COVID pandemic has influenced the working hours and workplace due to the stay-athome orders. Work from home increased during the COVID outbreak which affected the mobility
patterns (Bhowmik et al., 2021). It is possible that the current work from home behavior is not just
a temporary trend and it would cause a change to the traditional work culture particularly among
the population with technology based employment (Bick et al., 2020). The work from home culture
would have a significant impact on the energy consumption patterns of residential and commercial
energy mix. During the peak months of work from home orders during the COVID pandemic
(April to August, 2020), the energy consumption in transportation commercial sectors are observed
to reduce by 21% and 8% respectively, while the residential energy usage increased by 8% (USEIA, 2021).
The emergence of electric vehicles and the anticipated increase in work from home culture,
could potentially modify the energy consumption by merging the transportation sector
consumption with residential and commercial energy consumption (charging of vehicles at home
and workplace). In this dissertation, we will be focusing on energy demand modeling of residential,
commercial and transportation usage to understand the energy pattens and behavioural trends.
3

Upon identifying the energy patterns and behavioural trends in the current energy consumption, it
is easier to benchmark the energy consumption and energy savings. The results from the
dissertation will also be useful for establishing a base line of energy consumption at a regional
level, as the main components of energy consumption of a region are residential, commercial and
transportation. The model developed can be employed to build an energy demand simulation for
urban regions by employing synthetic population generation (Konduri et al., 2016). Using
synthetic population generation, urban household population can be synthesized and their energy
demand can be predicted using our model system. The prediction will serve as an annual energy
demand of an urban region, which presents utility provides and policy makers with an expected
demand. With the advent of electric vehicles and cultural changes in working environment, newer
components of energy use will emerge and is likely to alter the current energy use patterns.

1.3 Objective of the Dissertation
The current dissertation contributes towards addressing the gaps in energy demand modeling of
residential, commercial and transportation sectors. The challenges in addressing energy demand
modeling of these sectors are unique and specific to them. So, a comprehensive modelling
approach for each of the sectors is considered as an objective for this dissertation. The three
objectives of the dissertation are described in a flow chart presented in Figure 1.1.
Objective 1: In this objective, we understand the determinants of residential energy usage
at the household resolution. This is accomplished by estimating models to forecast the
consumption of residential energy by energy source. The developed models need to examine two
dimensions of energy use: (a) energy source and (b) consumption for each source. In terms of
energy sources, it is possible that multiple sources of energy are under use. Thus, the choice context
4

lends itself to the application of random utility model structures with multiple discrete continuous
frameworks. Specifically, we adopt the Multiple Discrete Continuous Extreme Value (MDCEV)
model for our analysis. The MDCEV model are then compared to an alternative modeling
approach Joint Binary Logit Fractional Split Model (Joint BLFSM) for the prediction accuracies.
The modelling and forecasting exercise will rely on a publicly available dataset - Residential
Energy Consumption Survey (RECS) - provided by the US-EIA (US Energy Information
Administration) on residential energy consumption representing 118.2 million residential units
across USA. This data set will be used to model residential energy consumption.
Objective 2: We focus our attention on the determinants of commercial energy usage in the
second objective. Commercial energy use is also multiple discrete continuous in nature, so we
adopt MDCEV modelling approach in our study. The modelling exercise relies on publicly
available dataset – Commercial Building Energy Consumption Survey (CBECS) provided by US
EIA, that represent 5.56 million commercial units across USA. In CBECS dataset, energy
consumption by end use type (such as heating, cooling, ventilation, lighting, refrigeration, water
heating, cooking, office equipment, computing and miscellaneous) is also available. Hence, we
adopt Bi-level MDCEV model - a variant of the MDCEV model with two levels capturing the
energy consumption of alternatives and by the end use type. In this model, the upper level MDCEV
model is embedded with a lower level MDCEV model for each upper level alternative to jointly
model commercial energy consumption by source and end use type.
Objective 3: The third objective is devoted to estimating transportation energy
consumption at the household resolution. Currently, a predominant share of household
transportation energy consumption is reliant on gasoline and diesel. Due to electrification, there is
likely to be a large shift in energy consumption toward electricity. But the choice of energy source
5

for transportation usage is not likely to be dependent on the household or socio-economic
attributes, but on the individual driving preferences. Such a dataset that provides the information
of the preference of energy for transportation is not available. So, the choice of energy source for
transportation is not studied. The spatial variation of the effect of various exogeneous on total
consumption of energy for transportation at household level is explored by adopting spatial
regression models. The data for the analysis will rely on vehicle usage information from National
Household Travel Survey (NHTS) 2017 dataset.

Figure 1.1 Flow of objectives of dissertation

1.4 Contributions of the Dissertation
The current dissertation contributes to the existing literature on various fronts. First, a method to
model regional energy demand by segmenting the demand based on sectors is presented in this
dissertation. Second, on the residential energy front, the current research proposed unified
modeling framework to analyze energy source selection and usage to address the interconnected
nature of these decisions. Towards accommodating these interactions, we presented the MDCEV
and Joint BLFS model. Third, on commercial energy front, the current research contributes to the
6

existing literature in understanding the effect of various end use types on the consumption of
energy source. In the modeling effort, the choice and consumption of energy source and the end
use types are interconnected. Fourth, on transportation energy front, earlier research efforts are
not focused in understanding the household level attributes on transportation energy usage. The
current research contributes to the literature by studying the effects of household level attributes
on transportation energy demand. The earlier research efforts have assumed spatial homogeneity
in their analysis i.e. energy use across the different decision makers was assumed to be represented
by the same relationship even if these decision makers resided in different spatial locations. The
current study develops a spatially weighted regression model that builds on the traditional
approach by allowing for the influence of spatial proximity across decision makers to influence
the decision process.

1.5 Outline of the Dissertation
The remainder of the dissertation proposal is divided into five chapters which shows how each
chapter position the current research effort within the larger context of the dissertation goals.
Chapter 2 presents objective one by providing brief introduction to the residential energy
consumption, followed by the earlier research related to residential energy consumption. It is then
followed by a section describing about the modelling approach (MDECV) used to estimate the
residential energy consumption. Then the description of dataset (RECS) and the descriptions of
the variables used in the model are presented. Finally, the model estimates are presented along
with their inferences which is followed by a policy analysis section.
Chapter 3 adds to objective one by providing an alternative approach to MDCEV model
through a joint econometric model. The RECS dataset used in chapter 2 is used to develop joint
7

binary logit fractional split (Joint BL-FS) model. The model results are discussed in detailed in
this chapter. Finally, MDCEV model and Joint BLFS models are compared for prediction
accuracies.
Chapter 4 contributes to objective two by providing brief introduction to the commercial
energy consumption. It is followed by a brief discussion on the earlier literature on commercial
building energy consumption. It is followed by modelling framework (Bi-level MDCEV) and the
dataset (CBECS) used in modelling. The results and the inferences from the modelling approach
are then presented in the final section of the chapter.
Chapter 5 focuses on objective three. This chapter begins with a brief introduction to
transportation energy consumption along with the earlier research on transportation energy
demand modeling. The earlier research on transportation demand modeling, that ties to the
household level attributes is very limited. So, a separate section on the literature focusing the
transportation energy modeling is not presented. This is followed by a section on the data used for
modeling and the process of combining the datasets. The modeling approaches, namely linear
regression and geographical weighted regression adopted to estimate the transportation energy
demand is presented in the next section. Finally, comparison of prediction accuracies is presented
in the final section of the chapter.
Chapter 6 presents the final conclusions drawn from the objectives selected for the study
along with their drawbacks. The final section of this chapter presents the how these models can be
incorporated to develop simulation frameworks, that can predict the energy demand over a region.
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CHAPTER 2: RESIDENTIAL ENERGY DEMAND MODELING USING
MDCEV

The previous chapter presented a summary of the objectives of the current dissertation. In this
chapter, we discuss the objective one in detail along with the literature review of residential
demand modeling, modeling approach, data used, estimates of model and predictions using the
estimated model.

2.1 Background
United states of America consumes around 17% of the world’s annual energy consumption with
just 4.3% of world’s population (US-EIA, 2018b; Worldometer, 2018). Energy consumption and
delivery patterns of households are undergoing a significant transformation. On the demand side
this is being facilitated by advances in transportation technology (such as electric vehicles,
connected autonomous vehicles, V2X communications), building science (smart and resilient
buildings), computing (artificial intelligence, machine learning and mobile applications), and
changing landscape of consumer choices (such as in-home activity participation with smart
devices). On the delivery side, this has been spurred by energy mix (such as fossil fuels, coal,
hydro, solar and wind energy), smart distribution systems, micro-grids, and complex economic
and legal structures. Not only do these changes affecting demand and supply side have direct
impacts but they also interact with each other in complex ways causing indirect and induced
impacts. Therefore, there is a need for modeling tools that allow for a holistic understanding of
the energy demand-supply to assist public agencies, utility companies and other stakeholders in
making informed decisions for the future of energy infrastructure and delivery services. Towards
9

building these holistic frameworks, the current research effort focuses on an important component
of energy usage – residential building energy usage - that accounts for about 22% of the total
energy use in the United States (US-DOE, 2019a). Residential energy consumption has become
an important source of global energy demand growth and carbon emissions growth (IEA, 2017a;
Nejat et al., 2015). In our analysis, we focus on developing a residential energy use prediction
framework for United States with a nationally representative household level energy usage data.
As the share of electric vehicles increases within our transportation infrastructure, the spatiotemporal nature of current electricity demand is likely to alter with increased household electricity
consumption for vehicle charging. To develop a future estimate of urban demand with electric
vehicles, a model system of current consumption serves as a baseline estimate.
Understanding residential energy usage includes addressing two decisions: (1) source of
energy (such as electric and natural gas) and (2) consumption by energy source for various
purposes. Across various urban regions in the United States, several residences have potentially
multiple energy source options. For instance, in some regions, electricity is used for lighting, air
conditioning and refrigeration while natural gas is used for cooking and heating. In this case, the
household consumes energy from two sources and energy usage exists by source. Traditionally in
energy literature, analyzing such data involved estimating separate models by energy source that
take the form of a linear regression (or its variants). While this approach is relatively
straightforward and provides useful insights, it inherently ignores the interaction between the
energy sources and usage patterns by energy source. The overall decision process can be more
efficiently examined using a recently developed econometric model structure that allows for
selecting multiple alternatives (and their associated usages). The framework labelled as Multiple
Discrete Continuous (MDC) systems allow analysis of households selecting multiple options
10

within a behaviorally elegant framework random utility framework. Several model structures have
been proposed under the MDC realm. Of these the Multiple Discrete Continuous Extreme Value
(MDCEV) model with its close form structure is the most adopted framework (Bhat et al., 2013;
Castro et al., 2012; Sobhani et al., 2013).
The MDCEV model system is estimated using data drawn from the 2015 Residential
Energy Consumption Survey (RECS) that provides energy consumption details for electricity,
natural gas, fuel oil and Liquefied Petroleum Gas (LPG) for residential units across United States.
An exhaustive set of independent variables including location characteristics (census region, type
of location), household characteristics (such as HH income, race, household size, education),
housing characteristics (such as year of construction, housing type, type of unit, square footage,
and number of stories), appliance use (such as appliances used in the housing unit) and climatic
characteristics (such as heating degree days and cooling degree days) were employed in the model
estimation. The model estimation results are augmented with a comprehensive policy analysis to
illustrate how various independent variables affect energy use by source.

2.2 Earlier Literature on Residential Energy Demand Modeling
As expected, residential energy consumption is a well researched field (see Amasyali and ElGohary (Amasyali and El-Gohary, 2018) and Wei et al (Wei et al., 2018) for a detailed review).
Earlier research in residential energy consumption focused on choice of energy source (Nejat et
al., 2015), clustering of energy profiles (Al-Wakeel et al., 2017; Azaza and Wallin, 2017; Benítez
et al., 2016), effect of policy decisions on energy use (Belaid and Garcia, 2016), behavioral triggers
for energy saving and energy consumption (Anderson et al., 2017; Asensio and Delmas, 2016;
Bedir et al., 2013; Belaid and Garcia, 2016; Blázquez et al., 2013; Boudet et al., 2016; Brounen et
11

al., 2012) across different segments of population. It is important to note that some of these studies
focused on a subset of energy use choices (such as heating, lighting, cooling, and cooking). The
research methodologies employed for analysis include classical regression models, discrete
continuous models, Artificial Neural Networks (ANN) (Bilgili et al., 2012; Edwards et al., 2012;
Potočnik et al., 2014; Szoplik, 2015; Taşpınar et al., 2013), Support Vector Machine (SVM)
(Edwards et al., 2012; Potočnik et al., 2014), Structural Time Series Model (STSM) (Atalla and
Hunt, 2016; Dilaver and Hunt, 2011; Hunt et al., 2003), and Genetic Algorithms (Ervural et al.,
2016; Forouzanfar et al., 2010). Given the focus of the current research effort in developing an
advanced econometric model for energy usage analysis, we restrict or review of residential energy
literature employing econometric modeling approaches. A summary of the relevant literature
reviewed is presented in Table 2.1 with information on study region, data used for analysis, energy
sources considered, dimensions considered (choice of energy source and/or consumption by
energy source), independent variables considered, and modeling approach employed.
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Table 2.1 Literature on Residential Energy Demand Modeling
Study
region

Data

Energy sources

Dimension
of Interest

Independent Variables

Modelling
approach

(Anderson et al.,
2017)

Ireland

Irish Commission for
Energy Regulation's
(CER) Smart Metering
Electricity Customer
Behaviour Trials (CBTs)

Electricity

Consumption

Household (HH) characteristics

Mixed effects linear
regression model

(Bedir et al.,
2013)

Netherlands

Survey data

Electricity

Consumption

(Belaid and
Garcia, 2016)

France

French PHEBUS dataset

Electricity

Consumption

(Blázquez et al.,
2013)

Spain

Ministry of Industry,
Tourism and Trade
(MITYC)

Electricity

Consumption

(Brounen et al.,
2012)

Netherlands

Dutch Realtor Association
(NVM) Data

Electricity,
Natural Gas

Consumption

(Jones and Lomas,
2015)

UK

Survey conducted in
Leicester (UK)

Electricity

Consumption

(Kavousian et al.,
2013)

Silicon
Valley
(California)

Survey data

Electricity

Consumption

(Huebner et al.,
2016)

UK

Survey data

Electricity

Consumption

(Hori et al., 2013)

Five
different
Asian cities

Survey data

Electricity

Consumption

(Huang, 2015)

Taiwan

FIES (Family Income and
Expenditure Survey)

Electricity

Consumption

Reference
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HH characteristics, housing
characteristics, appliance use,
Economic characteristics
Location characteristics, HH
characteristics, housing
characteristics, Climatic
characteristics
HH characteristics, climatic
characteristics, population, price
of electricity
HH characteristics, housing
characteristics, climatic
characteristics
Appliance use
HH characteristics, Housing
characteristics, climatic
characteristics
HH characteristics, housing
characteristics, appliances use
HH characteristics, energy use
consciousness, environmental
behaviour, social interaction
Location characteristics, HH
characteristics, housing
characteristics

Linear regression
Item Response
Theory (IRT), Linear
regression
Log-Log Linear
regression
Linear regression
Odds ratio method
Linear regression
Lasso regression
Linear regression

Quantile regression

Reference

Study
region

Data

Energy sources

Dimension
of Interest
Choice and
Consumption

Consumption

(Pinjari and Bhat,
2011)

USA

RECS

Electricity,
Natural Gas,
Fuel oil, LPG

(Wiesmann et al.,
2011)

Portugal

Instituto Nacionalde
Estatistica (INE) database

Electricity

Independent Variables
Location characteristics, HH
characteristics, housing
characteristics, climatic
characteristics
Location characteristics, HH
characteristics, housing
characteristics, climatic
characteristics

Modelling
approach
MDCEV

Log-Linear model

(Yu and Zhang,
2015)

Beijing,
China

Survey

Electricity
(End use)

Choice and
Consumption

HH characteristics

MDCEV and
Resource allocation
model based on
multi linear function
(RAM-MLF)

(Dale et al., 2009)

USA

RECS

Electricity,
Natural gas

Consumption

HH characteristics, climatic
variables characteristics, price
of energy source

Log-Log Linear
regression

(Dubin and
McFadden, 1984)

USA

Survey by Washington
Center for Metropolitan
Studies

Electricity and
Natural Gas
(For heating)

Choice and
Consumption

Price and availability of energy
source

(Filippini and
Pachauri, 2004)

India

Survey data

Electricity

Consumption

HH characteristics, price

Choice and
Consumption

HH characteristics, climatic
characteristics, price of energy
source

Joint Multinomial
Logit and Linear
regression

HH characteristics, climatic
characteristics, price
Housing characteristics,
climatic characteristics, price of
energy source

Log-Log demand
model
Discrete –
continuous choice
model
Multinomial Logit
Model, Linear
regression

(Mansur et al.,
2008)

USA

RECS

Electricity,
Natural gas,
Fuel oil and
LPG

(Narayan and
Smyth, 2005)

Australia

International Energy
Agency data

Electricity

Consumption

(Nesbakken,
2001)

Norway

Norwegian micro data

Electricity, oil
and wood (for
heating)

Choice and
Consumption

(Vaage, 2000)

Norway

Norway energy survey
data

Heating
appliances

Choice and
Consumption

HH characteristics, appliances
use, price of energy source

(Sailor and
Muñoz, 1997)

USA

RECS

Electricity and
natural gas

Consumption

Climatic characteristics
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Joint Multinomial
Logit and Linear
regression
Log-Linear
regression

Linear regression

Reference

Study
region

Data

Energy sources

Dimension
of Interest

Independent Variables

Modelling
approach

(Harold et al.,
2015)

Ireland

Commission for Energy
Regulation (CER) data

Natural gas

Consumption

HH characteristics, housing
characteristics, climatic
characteristics

Linear regression
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From the Table, several observations can be made. First, two different types of data were
used to understand the energy use behavior in residential dwellings. The first type of data includes
retrospective survey data compiled by government institutions or researchers. The second type of
data are obtained using monitoring devices to record the household energy consumption. Second,
the geographical extent of the research covers various countries including Netherlands, Norway,
China, United States, Ireland, India, Portugal, France, Spain, and Australia. Third, the independent
variables considered include the following categories: location characteristics, household
characteristics, housing characteristics, appliance use in the housing unit, and climatic
characteristics. From the literature, it is evident that regional characteristics reveal the inherent
differences in energy mix. The size and configuration of housing unit and household influence the
energy consumption of energy alternatives. Climatic variables play a crucial role in consumption
of energy sources to meet heating and cooling needs. With the increase in the appliances used by
the household, the energy consumption of the housing unit increases or decreases intuitively.
Fourth, methodologies considered in these studies vary based on the dimension of interest – choice
of energy source and/or usage by energy source. In the studies that involve selection of energy
alternatives, categorical modeling approaches such as multinomial regression models are used. In
studies focused on consumption by energy alternative, models employed include linear regression
models, lasso regression, log-linear and log-log linear regression models. In the studies that
examine both dimensions, methodologies considered include MDCEV, resource allocation models
and discrete-continuous econometric models were used. Finally, while a majority of the earlier
research has focused on electricity usage, other energy sources such as natural gas, fuel oil and
liquid petroleum gas have also been studied.
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It is evident from the literature review that substantial research has been conducted to examine the
relationship between various independent variables and consumption of various energy sources.
However, several important aspects related to energy source selection and usage are not fully
understood. The proposed study contributes to the literature on residential energy along the
following directions. The current study develops a unified framework for analyzing energy source
selection and usage to address the interconnected nature of these decisions. Earlier research mainly
employed model frameworks that are reliant on linear regression approaches. These approaches
inherently are not suited to capture interactions across energy source selection and usage
dimensions. Towards accommodating these interactions, we adopt the MDCEV model that has
been widely applied in multiple discrete continuous decision contexts. Further, we also build on
existing literature by considering an exhaustive set of independent variables from location
characteristics, household characteristics, housing characteristics, appliance use and climatic
conditions, in examining the residential energy decision framework. The proposed research uses
Residential Energy Consumption Survey (RECS) 2015 dataset, a survey conducted by US Energy
Information Administration (EIA). As the MDCEV model is a non-linear framework, independent
variable impacts are not readily available from the model results. Hence, to further augment the
value of the proposed framework, we conduct a comprehensive policy analysis exercise to
illustrate the sensitivity of energy usage choice to various independent variables from the model.

2.3 Empirical Modeling Approach
The total energy consumption of a building 𝑖 depends on choice of the energy type 𝑗 and the
consumption of each energy type 𝑡𝑗 for energy type j and ∑𝐽𝑗=1 𝑡𝑖𝑗 = 𝑇𝑖 . From here on, we suppress
the index 𝑖 in the expressions for ease of presentation. The utility (𝑈𝑖 ) derived by allocating the
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total energy consumption of a residential building among 𝑗 energy sources, 𝑇 =
{ 𝑡1 , 𝑡2 , 𝑡3 , … … , 𝑡𝐽 } is given as
𝐽

𝑈𝑖 = ∑ 𝛾𝑗 𝜓𝑗 𝑒𝑥𝑝(𝜀𝑗 ) 𝑙𝑛 (

𝑡𝑗
+ 1)
𝛾𝑗

(1)

𝑗=1

𝜓𝑗 represents the baseline marginal utility of consuming energy source 𝑗’s utility. The
consumption of energy source 𝑗 depends on the consumption of 𝑗 by various end-use utility types.
So 𝜓𝑗 is parameterized as 𝜓𝑗 = exp( 𝛽𝑗 𝑥𝑗 ); 𝛽𝑗 represents a vector of parameters and 𝑥𝑗 represents
a vector of exogeneous variables influencing the consumption of energy alternative 𝑗. 𝛾𝑗 is the
translation parameter, which also serves to define the satiation effect. 𝜀𝑗 is the stochastic error
component that captures the unobserved component of baseline utility.
The above optimization problem can be solved by forming Lagrangian function for the
consumption constraint and subsequently applying Kuhn-Tucker first order conditions (similar to
(Wales and Woodland, 1983)). In the above model structure, we assume 𝜀𝑗 to be standard extreme
value distribution and are independently and identically distributed across the alternatives to derive
a closed form of probability expression (Bhat, 2005).
𝑚

𝑚

𝑃(𝛩) = [∏
𝑗=1

𝐶𝑗 ] [∑

1

𝐶𝑗
𝑗=1

𝑚

][

∏𝑖=1 ⅇ −𝑣𝑖
𝑘

[∑

ⅇ

𝑗=1

𝑚𝑗
−𝑣𝑗
]

] (𝑚𝑗 − 1)!
(2)

∀𝑗, 𝑖𝑓(𝑡𝑗 > 0 )
Where 𝐶𝑗 = 𝑡

1

𝑗 +𝛾𝑗

In the above probability expression, 𝑚𝑗 is the number of energy alternatives with non-zero
consumption (𝑡𝑗 > 0) and 𝑣𝑗 = 𝛽𝑗 𝑥𝑗 .
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2.4 Data
Residential Energy Consumption Survey (RECS) is conducted by EIA USA. EIA conducts survey
every 5 years, first of its kind was conducted in 1978. The current research uses the recent RECS
survey dataset conducted in 2015. The survey data was collected from 5600 households selected
at random using a complex multistage, area-probability sample design, which represents 118.2
million US household (see EIA 2019 (EIA, 2019a)). From the data, 4000 records were randomly
sampled for estimation and remaining records were set aside for validation.
In the RECS dataset, total energy consumption of residential buildings is presented in
British Thermal Units (BTUs). The total energy consumption of each building is provided for
electricity, natural gas, fuel oil and propane (LPG). Electricity is available to all the households
and natural gas is available only to a section of the respondents. Availability information for fuel
oil and LPG is not available in the dataset. Electricity is consumed by all the households, whereas
the other energy sources are not consumed by all the buildings. Table 2.2 presents the descriptive
statistics of consumption of energy alternatives. Average consumption of these energy alternatives
by the households using them is presented in the dataset.

Table 2.2 Description of Energy Consumed by Various Alternatives
Energy
Alternative

Availability

Selection

Mean consumption (when
energy source is selected)
(in 10^6 BTU)

Electricity

100%

100%

37.73

Natural Gas

69.3%

58.5%

57.40

Fuel Oil

Not available

5.2%

70.50

Propane (or LPG)

Not available

10%

32.45
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From Table 2.2, it can be observed that all the buildings consume electricity whereas the
other energy sources are not consumed by all the other sources. So, the MDC scenario of
selection of energy source and its consumption has electricity as an outside good (for detailed
explanation of outside good see (Bhat, 2005; 2008)).
Along with the consumption of energy alternatives, RECS dataset provides the details
about location characteristics, household characteristics, housing characteristics, appliance use,
and climatic variables. Figure 2.1 presents descriptive statistics of characteristics of survey
respondent and location variables. From the table we can see that 14% of the responses are from
the dwellings in the north east census region, around 23% are from the dwellings in the mid-west
region, 27% are from the dwellings in south region and 6% are from the dwellings in the west..
Out of the sample, a majority of the households are “White Alone” households with a share more
than 82% and African Americans represent around 10% of the survey responses. Among these
responses 4% of the respondents are the Asians. In the responses, a majority of the respondents
are associate degree holders (33%) and the respondents with at least an undergraduate degree is
36%. Household income is also presented in RECS as a categorical variable. The distribution of
household income reveals that around 40% of the responses have income less than 40,000$, 29%
of the individuals have income between 40,000 to 80,000$ and the rest (31%) has income more
than 80,000$.
Various appliances are used in each household. Figure 2.2 represents the share of
respondents using those various appliances. In the survey, more than 75% of the responses use
dish washer, washer, drier, space heating and thermostats for heating. Less than 25% of the
households have electric smart meter, humidifier and dehumidifiers. Figure 2.3 provides the shares
of various types of housing characteristics such as year of construction of the building, type of
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housing, number of stories of the building, type of occupancy and other amenities. Table 2.3
presents descriptive statistics of various other continuous variables present in the dataset including
number of appliances (such as different types of fans, televisions, smart phones, light bulbs),
number of rooms in the dwelling (bedrooms, bathrooms, total rooms), number of household
members (adult, children and total), and square footage of building (for heating, cooling and total
floor area). Finally, for climatic variables, Heating Degree Days (HDD) and Cooling Degree Days
(CDD) are considered to quantify the demand for energy needed for heating and cooling
requirements of a building respectively. It is defined as the number of degrees that a day's average
temperature is below (above) 65oF for HDD (CDD).

Gross HH
Income

Location and Resident Characteristics
less than 40,000$

40%

40,000 to 80,000$

29%

80,000 to 100,000$

9%

Greater than 100,000$

Education of
Respondent

Less than high school

23%
7%

High school/Diploma

24%

Associate degree

33%

Bachelor’s degree

21%

Census Region
(Location)

Race of the
Respondent

Masters degree and above

15%

White Alone

82%

Black or African/American Alone

10%

Asian Alone

4%

Other

4%

Northeast
Midwest

14%
23%

South

35%

West

27%

Figure 2.1 Descriptive statistics of respondent and location characteristics

21

Appliance Use
Back-up generator

11%

Dishwasher

71%

Clothes Washer

85%

Clothes dryer

84%

Thermostat
Smart thermostat

86%
4%

Electricity smart meter
Dehumidifier

Humidifier

23%
14%
20%

Space Heating

95%

Figure 2.2 Share of various appliances in HH

Type of Housing Number of
unit
Stories

Housing
Type Housing Built in

Housing Characteristics
Before 1959
1960 to 1979
1980 to 1999
2000 to 2009
After 2010
Own
Rented
Other
None
One
Two
More than two
Mobile home
Single-family detached house
Single-family attached house
Apartment in a building with 2 to 4 units
Apartment in a building with 5 or more units

25%
26%
29%
16%
4%
69%
30%
1%
26%
44%
27%
3%
5%
66%
8%
5%
15%

Figure 2.3 Descriptive statistics of various housing characteristics
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Table 2.3 Descriptive Statistics of Other Continuous Variables
Variables

Minimum

Maximum

Mean

Number of bedrooms

0

10

2.83

Number of full bathrooms

0

6

1.75

Number of half bathrooms

0

4

0.32

Number of other rooms
Total number of rooms in the housing unit, excluding
bathrooms
Number of televisions used

1

14

3.36

1

19

6.19

0

9

2.36

Number of smart phones

0

8

1.61

Number of ceiling fans used

0

14

2.24

Number of floor, window, or table fans used

0

14

0.82

Number of whole house fans used

0

9

0.08

Number of light bulbs installed inside the home
Number of inside light bulbs turned on at least 4 hours
a day
Number of household members

1

5

2.07

0

80

7.34

1

12

2.58

Number of household members age 18 or older

1

10

1.97

Number of household members age 17 or younger

0

10

0.61

Number of weekdays someone is at home

0

5

3.4

Total cooled square footage

0

8066

1454.52

Total heated square footage

0

8066

1815.81

Total square footage (used for publication)

221

8501

2081.44

Cooling degree days in 2015, base temperature 65F

0

6607

1719.21

Heating degree days in 2015, base temperature 65F

0

9843

3707.85

2.5 Model Results
The MDCEV model estimation was based on removing the statistically insignificant variables in
a systematic process based on statistical confidence (95% confidence level) and parameter
interpretability. The specification process was also guided by prior research and parsimony
considerations. The estimates of best model fit are presented in Table 2.4. The MDCEV model
results can be interpreted as follows: a positive (negative) sign of the estimate indicates that the
probability of consumption of the alternative increases (decreases) with the increase in the
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variable. In the ensuing discussion, the model estimates from the model are discussed by variable
groups: (a) location characteristics, (b) household characteristics (c) housing characteristics and
(d) appliance use variables and (e) climatic variables.

Constants: The baseline constants do not provide any interpretations, after introduction of other
independent variables.

Location characteristics: Among the location characteristics explored, census region of the
residential unit and location context classified as rural or urban offered significant results. Census
region variable in the energy use model provides the inherent regional differences in energy
selection and usage across the country. From the model results, relative to West census region, we
observe that LPG and fuel oil are preferred in the north east region while natural gas is less
preferred. In the mid-west region, all non-electricity energy sources are less preferred relative to
the West region. In the south census region, a preference for fuel oil is observed. In terms of
location context, we find that units in rural locations have a preferences for LPG and fuel oil (see
(Pinjari and Bhat, 2011) for similar results). From these results it is apparent that residential energy
use in rural areas is reliant on LPG and Fuel oil. To reduce their greenhouse gas (GHG) emission
burden it might be prudent to encourage policies incentivizing solar energy adoption in these
regions with a particular focus in the South and West regions.

Household characteristics: Household income has a perceptible influence on energy mix.
Specifically, we find that households with annual income under 80k or between 80 and 100k have
lower inclination for natural gas and LPG. On the other hand, households with income greater than
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100k exhibit preference for fuel oil. In addition to income, household size and number of children
variables offer expected results. In particular, increased number of individuals lead to higher
electricity, natural gas and fuel oil consumption. Also, it is interesting to note that children
contribute more to energy use than adults in the household (as indicated by the positive sign for
the number of children parameter). These results highlight the key differences in residential energy
use across households with varying income and household composition.

Housing characteristics: In terms of Housing type, relative to all other categories, mobile home
and apartment categories offer significant results. Specifically, mobile home units have a higher
preference for LPG and fuel oil while apartments are likely to exhibit higher preference for fuel
oil. The building construction period presents interesting relationships with energy choice.
Relative to houses constructed before 1960, houses from 1960 have higher inclination for
electricity, natural gas and fuel oil. The construction time period between 1980 and 2000 indicates
a higher preference for LPG energy choice. This is the only time period of housing construction
where electricity is less preferred for usage. In subsequent time periods, while LPG is preferred to
natural gas and fuel oil, electricity is again the most preferred energy source. As the square footage
of the house increases (considered in the form of a natural logarithm), we observe that preference
for non-electricity energy sources increases indicating that larger houses are more likely to have
energy mix from multiple sources (see (Pinjari and Bhat, 2011)). In addition to the overall square
footage, we also explored the impact of number of rooms and number of bedrooms on energy use.
As expected, these variables are associated with increased electricity consumption (relative to LPG
use). The number of rooms is associated with a reduced use of natural gas and increased use of
fuel oil. The number of bedrooms also is associated with increased use of natural gas and fuel oil.
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It is important to note here that square footage, number of rooms and number of bedrooms are
variables that influence each other (yet not correlated). So, their impact on energy selection and
usage needs to be considered together.

Table 2.4 Results of MDCEV model estimation
Variables

Electricity

Natural Gas

LPG

Fuel Oil

--

-5.777 (-866.50)

-6.348 (-509)

-36.465 (-246.72)

North-east

--

-0.470 (-654.70)

0.545 (352.35)

2.626 (706.35)

Mid-west

--

-0.118 (-176.94)

-0.192 (-122.38)

-1.129 (-244.74)

South

--

-1.159 (-1874.95)

-0.210 (-137.29)

1.651 (434.59)

Rural region

--

-1.532 (-2246.49)

1.865 (1968.85)

0.486 (374.96)

<80k

--

-0.273 (-456.78)

-0.263 (-226.36)

--

80 to 100k

--

-0.088 (-128.33)

-0.263 (-226.36)

--

>100k

--

Constant
Location Characteristics
Region (West Census region is the base)

Household Characteristics
Income

--

--

0.024 (15.67)

HH size

0.152 (280.11)

0.065 (116.92)

--

0.174 (227.21)

Number of children

0.064 (89.00)

0.113 (152.75)

--

0.064 (62.45)

Housing Characteristics
Housing type (Other housing types are base)
Mobile home

--

-0.693 (-564.01)

0.463 (312.13)

0.187 (65.90)

Apartment

--

-0.337 (-400.82)

-0.38 (-145.28)

0.943 (402.00)

Building construction period (Before 1960 is base)
1960 to 1980

0.388 (300.62)

0.139 (103.12)

--

0.105 (57.67)

1980 to 2000

-0.176 (-156.23)

-0.431 (-361.80)

--

-1.366 (-578.04)

2000 to 2010

0.057 (45.96)

-0.285 (-219.21)

--

-1.100 (-451.46)

After 2010

0.203 (89.08)

-0.091 (-37.13)

--

-1.663 (-237.4)

Log (Square footage)

--

0.210 (162.73)

0.845 (334.33)

0.711 (199.98)

Number of bedrooms

0.088 (132.55)

0.168 (243.21)

--

0.032 (32.61)

Total number of rooms

0.024 (88.70)

-0.013 (-43.61)

--

0.01 (21.92)

-0.427 (-308.18)

-0.800 (-549.96)

Appliance Use
Backup generator
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0.228 (145.53)

--

Variables

Electricity

Natural Gas

LPG

Fuel Oil

Electricity generated from solar

0.294 (194.47)

--

--

--

Number of refrigerators

0.079 (257.90)

--

--

--

Dryer used

0.358 (558.92)

--

--

--

Outside grill used

0.020 (43.47)

--

--

--

Number of color TVs

0.043 (252.56)

--

--

--

Number of play stations

0.057 (254.25)

--

--

--

Coffee maker

0.065 (162.73)

--

--

--

Crockpot used

0.004 (9.58)

--

--

--

Other appliances

0.118 (194.83)

--

--

--

Number of desktops

0.006 (22.65)

--

--

--

Number of smart phones

0.009 (46.56)

--

--

--

Internet used

0.125 (210.64)

--

--

--

Smart meter for electricity

-0.093 (-213.31)

--

--

--

Space heating used

-4.302 (-30.58)

-4.520 (-32.13)

-5.162 (-36.69)

--

AC used

0.534 (420.97)

0.245 (186.97)

0.015 (11.44)

--

Humidifier used

0.257 (205.49)

0.477 (374.29)

0.218 (142.03)

--

Climatic Variables
Log (HDD)

--

0.938 (947.90)

0.340 (159.09)

6.002 (652.62)

Log (CDD)

--

0.274 (259.34)

-0.360 (-217.25)

0.458 (101.32)

Satiation (Gamma) parameters

--

71.999 (1752.78)

28.087 (1200.63)

366.048 (343.51)

Total weighted Log-likelihood at
convergence
Total weighted Log-likelihood at
constants only

-324,489,600
-349,548,000

Appliance use variables: The RECS dataset provides the information of various appliances used
in the household. In the MDCEV model, we tested for the impact of these appliances on energy
usage. The findings are intuitive. The presence and use of the appliances result in increased
electricity usage (such as for refrigerator, dryer, grill, televisions, play stations, coffee maker,
crockpot, desktops, smartphones). Interestingly we find that units with backup generator have
lower electricity and natural gas consumption while LPG usage is likely to be higher. In units with
solar electricity production, we observe a higher electricity usage. This could potentially indicate
the reason for solar installation (to reduce electricity costs). Another interesting finding pertains to
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internet usage. Households with internet are likely to use more electricity. In households with
smart meters there is a reduced use of electricity. The adoption of space heating is associated with
lower electricity, natural gas and LPG usage indicating a preference for fuel oil. AC and humidifier
usage are associated with higher consumption for all energy sources (except fuel oil).
Based on these results, several important recommendations can be made. It might be useful
for utility providers to replace existing meters with smart meters to better manage electricity use.
Also, educating and promoting the increased adoption of space heating infrastructure during
excessively cold time periods might present a mechanism to efficiently manage energy use.
Finally, in residential units with high AC and heating energy usage, providing incentives for
retrofitting with smart thermostats and/or insulation retrofit might contribute to greater energy use
savings.

Climatic variables: Log transformed variables of HDD and CDD are used as independent variables
in our MDCEV model. The findings indicate that HDD is associated with higher usage for nonelectric energy sources potentially alluding to these energy sources employed for heating. In terms
of CDD, we find that while natural gas usage is positively affected, LPG and fuel oil usage is
negatively affected. The residential buildings in the regions where the climatic conditions are
different from optimal climate from energy use perspective (mild weather), implementing periodic
insulation checks, offering incentives for retrofitting and optimizing HVAC design can potentially
reduce energy needs for heating and cooling requirements.

Satiation (gamma) parameter: The (𝛾𝑗 ) parameter is only estimated for alternatives that have nonzero consumption possibility (for more information about the corner solutions see (Bhat, 2005;
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2008)). From our results, we find that fuel oil has the highest satiation indicating that marginal
utility for energy consumption drops rapidly thus resulting in smaller usage levels. Between natural
gas and LPG, natural gas has a higher satiation.

Validation: The RECS data that is not used in model estimation (1686 records) is used to
validate the model fit of the estimated model. The log-likelihood is estimated on the validation
sample using the model estimates discussed earlier. While there is no way to compare the total
log-likelihood functions, we can compare the average record level log-likelihood and adjusted 𝜌2
to examine if there are major differences in the predictions between estimation and validation
sample. The average log-likelihood (adjusted 𝜌2 ) of the validation sample using the estimated
model is -83318.6 (0.064) while the corresponding value of the estimation sample is -81122.4
(0.072). The difference in the two measures is reasonable and does not appear to reflect any overfitting of the model in the estimation sample.

2.6 Effect of Various Attributes on Energy Consumption
The model estimates for the MDCEV model directly do not provide the marginal impacts of the
independent variables. Towards this end, we predict the energy consumption behavior in
residential units due to changes in the independent variables significant in the MDCEV model.
The prediction follows forecasting method for Kuhn-Tucker consumer demand model system
developed by Pinjari and Bhat (see (Pinjari and Bhat, 2011) for more details). The reader would
note the energy predictions are generated using multiple realizations of the error terms to account
for stochasticity in the prediction process. For this prediction process, we have selected a record
in the dataset that is in Southern census region, owning a housing unit built between 1980 to 2000,
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with a HDD of 3900, CDD of 1330, with household income ranging between 40,000 to 60,000$
and uses basic appliances (namely; backup electricity generation, refrigerator, space heating,
cooling, stove, TV, washing machine and drier), listed in the MDCEV model. The energy
consumption is forecasted by using all the parameters to compare the energy consumption by
location (rural or urban), HH size, number of children, size of the residential unit (number of
bedrooms and area of the unit) are studied. The process can be extended to any household unit of
interest.

Figure 2.4 Consumption of energy in rural vs urban locations

Rural vs Urban: In this, we specifically compared residential energy consumption of
various sources of energy in a rural location and urban location, while all the other variables
remained constant. The variation of consumption of electricity, natural gas, propane and fuel oil
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are presented in Figure 2.4. From the figure, consumption of electricity, natural gas is likely to be
higher in the urban region, while propane is more likely to be consumed in rural region. The
consumption of fuel oil is almost negligible for the chosen household unit.

Figure 2.5 Variation of consumption of energy with HH size

Figure 2.6 Variation of consumption of energy with housing unit size

Household size: In this, we specifically studied the change in residential energy
consumption with increase in household size. Given the differences observed for adults and
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children, we study energy predictions separately for them. To understand the impact of adults, we
fixed the number of children to 0. For studying the impact of children, we fixed the number of
adults to two. The prediction results are presented in Figure 2.5. The figures clearly illustrate how
energy usage by source increases with additional household members.

Size of housing unit: In the MDCEV model formulation, various housing unit characteristics were
explored. They are size of the unit (in log (square footage)), number of bedrooms and total number
of rooms in the unit. These characteristics are interdependent on each other. Along with these
characteristics, the type of housing also has a great influence on the energy consumption of the
unit. In the MDCEV model, the estimate for the type of housing unit (apartment or mobile home)
is estimated by considering single family housing as the base. So, the housing unit characteristics
are studied separately for apartment and single-family housing. In the effect of housing size in the
context of apartment type housing, the base case is a single bedroom apartment of size 500 sqft,
with a total of 3 rooms in it. The energy consumption is studied with increase of one bedroom and
one bathroom at a time, of size 300 sqft. Similarly, in the context of single-family housing, the
base case is a double bedroom house of size 1200 sqft, with a total of 4 rooms in it. The energy
consumption is studied with increase of one bedroom and one bathroom at a time, of size 400 sqft.
Figure 2.6 presents the variation of consumption of energy sources with change in size of the
apartment or individual home. From the figure, we can observe that the consumption of electricity
initially tends to decrease with increase in size of apartment (or single-family house) but increases
gradually. In context of natural gas, the consumption constantly increases with increase in size of
the apartment (or single-family house). While there is no noticeable change in consumption of
propane or fuel oil.
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2.7 Summary
In this chapter, we focus on developing a residential energy use prediction framework for United
States using the 2015 Residential Energy Consumption Survey (RECS) that provides energy
consumption details for electricity, natural gas, fuel oil and Liquefied Petroleum Gas (LPG).
Residential energy usage includes addressing two decisions: (1) source of energy (such as electric
and natural gas) and (2) consumption by energy source for various purposes. Towards studying
the energy usage process, a MDCEV model is estimated by using an exhaustive set of independent
variables including location characteristics, household characteristics, housing characteristics,
appliance use and climatic characteristics.
The MDCEV model revealed the inherent regional differences (by census region) in energy
selection and usage across the country. It is interesting to find that units in rural locations prefer
LPG and fuel oil. Household characteristics, such as income and household configuration (size
and number of children), influence the energy mix. It is interesting to find that children contribute
more to energy use than adults in the household. Various housing characteristics such as type of
housing unit, construction period, size and configuration of the housing unit have an impact on
energy mix and usage. The influence of various appliances used in the household are studied. The
presence and use of the appliances result in increased electricity usage (such as for refrigerator,
dryer, grill, televisions, play stations, coffee maker, crockpot, desktops, smartphones, AC,
humidifier). Interestingly we found that units with backup generator have lower electricity and
natural gas consumption while LPG usage is likely to be higher. The adoption of space heating is
associated with lower electricity, natural gas and LPG usage indicating a preference for fuel oil.
The findings indicate that HDD is associated with higher usage for non-electric energy sources. In
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terms of CDD, we find that while natural gas usage is positively affected, LPG and fuel oil usage
is negatively affected. Several important policy recommendations can be made based on the model
results. In rural areas, to shift the energy mix toward renewable energy, incentives for solar
installations might be appropriate. For local utility providers, important recommendations include
updating the metering systems to smart meters, offering periodic insulation checks and reduced
cost retrofitting, retrofitting with smart thermostats and educating consumers about the benefits of
space heating can provide reductions in overall energy use.
To illustrate the applicability of the proposed model, we conducted sensitivity analysis of
energy mix and usage using a specific residential unit from the dataset. The energy consumption
is forecasted to compare the consumption by location (rural or urban), HH size, number of children,
size of the residential unit (number of bedrooms and area of the unit). The prediction analysis
provides a representation of how various variables considered in the policy analysis affect energy
mix and usage. The approach presented can be extended to draw insights for any household unit.
The proposed framework will serve as a base framework for residential energy consumption that
can be augmented with transportation associated energy consumption as share of electric vehicles
increases.
The results from the proposed research will also be useful for establishing a base line of
residential energy use. The model developed can be employed to build an energy demand
simulation for urban regions by employing synthetic population generation (Konduri et al., 2016).
Using synthetic population generation, urban household population can be synthesized and their
energy demand can be predicted using our model system. The prediction will serve as an annual
demand profile for residential energy use and present utility providers with an expected grid
demand. With the advent of electric vehicles, a newer component of energy use will emerge and
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is likely to alter the current energy use patterns. The model developed will allow us to provide the
non-electric vehicle energy use for urban regions. The baseline residential energy use patterns can
be appropriately augmented with expected household level electric vehicle energy demand to
obtain overall energy demand on the grid under evolving future vehicle mix scenarios. The
proposed model system can also be applied to study energy use across commercial energy sector
using appropriate data (for example see sample results from the analysis of Commercial Building
Energy Consumption Survey (CBECS) data). Finally, building on the current study future research
efforts can also consider energy use analysis at a fine resolution such as energy use by activity
(lighting, heating and so on). The MDCEV model from our research can be easily extended to
conduct data analysis of energy use by energy use activities.
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CHAPTER 3: RESIDENTIAL ENERGY DEMAND MODELING USING
JOINT ECONOMETRIC FRAMEWORK

The previous chapter presented MDCEV residential modeling using MDCEV modeling
framework. In this chapter, we discuss the importance of exploring alternative approaches to
energy demand models. In the later section, Joint Binary Logit Fractional Split (Joint BLFS) model
an alternative MDCEV is presented. The estimates from Joint BLFS model and the comparison of
the prediction accuracies with its MDCEV counterpart is presented in this chapter.

3.1 Background
United States of America is one of the largest consumer of energy, accounting for 17% of the
world’s total energy consumption with just 4.3% of world population (US-EIA, 2018b;
Worldometer, 2018). In general, in the USA, the energy is consumed for residential use (22%),
commercial use (19%), transportation use (29%) and industrial use (32%) (US-DOE, 2019a). The
consumption of energy for the residential, commercial and transport usage are interdependent on
each other, which has become even more evident during the COVID-19 pandemic. Specifically,
the residential energy use has increased by 8% during the peak period of COVID-19 restrictions
(between April to August 2020), while the commercial and transportation related energy usage
were decreased by 8% and 21% respectively (US-EIA, 2021). Thus, it is quite evident that any
changes in energy consumption of one sector are likely to influence energy consumption profiles
of other sectors. On the other hand, it is expected that the energy demand of the residential,
commercial and transportation sectors would undergo significant transformation in consumption
and the associated distribution patterns due to the unprecedented disruptions in different sectors
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with the advent of advanced technologies – including disruptions in transport sector (such as
electric vehicles, connected and automated vehicles, vehicle to everything (V2X)
communications), building science (smart and resilient buildings), computing (artificial
intelligence, machine learning and mobile applications), and changing landscape of consumer
choices (such as in-home activity participation with smart devices). The delivery of the energy is
already being influenced by the diversity of energy sources (such as fossil fuels, coal, hydro, solar
and wind energy), while also are influenced by the advancements in the energy sectors including
smart distribution systems, micro-grids, and complex economic and legal structures. Therefore,
there is a burning need to develop integrated modeling tools which will facilitate holistic
understandings of the energy demand-supply and evidence-based decision support system for
energy demand-supply management. Such as integrated decision support tool would assist the
respective public agencies, utility companies and other stakeholders in making informed decisions
for informing the future of energy infrastructure, supply management and delivery services.
As such, in the current chapter, the major focus is on developing holistic frameworks to
examine the critical factors contributing towards energy consumption patterns with specific focus
on energy consumption profile of residential buildings. Residential building accounts for 22% of
the total energy consumption in the US. in fact, residential energy demand is ever growing demand
source while also is a major source of carbon emissions (IEA, 2017a; Nejat et al., 2015). The
landscape of residential energy demand is likely to change significantly over the years with the
advances in transportation technology – mainly as the share of the electrical vehicles increases
within the transportation infrastructure. The demand for charging the electrical vehicles at home
and work would likely to influence the spatio-temporal nature of the existing electricity demand.
This can have great increase to little increase in demand, depending on the policies for vehicle
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charging and the emergence of smart grid system. To account for such uncertainty in future energy
demand, it is very important to develop our understanding on the inherent energy usage pattern of
the current system which can inform future energy management strategies of the grid.
Generally, in residential buildings, energy is consumed from different sources – such as
electricity, natural gas, fuel oil, propane, coal, and/or wood - depending on the location and
availability of different energy sources. Thus, to study the residential energy use, we need to
address two decision processes: (1) choice of the energy source and (2) consumption of energy by
different energy sources. In the US, majority of the residential buildings have access to more than
one energy sources. For instance, a residential unit in rural region can use propane for cooking and
outdoor purposes, while electricity can be used for lighting, air conditioning and refrigeration.
Similarly, for the residences in regions where natural gas is available, electricity is used for
lighting, air conditioning and refrigeration while natural gas is used for cooking and heating.
Therefore, the choice of energy source of residential buildings is a multiple discrete decision
variable and hence, the choice of modeling structure should be able accommodate such multiple
discreteness in developing robust a energy demand model.
Within the econometric modeling frameworks, such multiple discreteness of energy
demand can be modeled in various ways. First, the traditional method in existing energy literature
is to estimating separate models by energy source that take the form of a linear regression or its
variants (Brounen et al., 2012; Dale et al., 2009). While this approach is relatively straightforward
and provides useful insights, it inherently ignores the interaction between the energy sources and
associated usage patterns. Second, the adoption of discrete alternative models like multinomial
logit models (MNL), that are traditionally used to model the choice behaviour. The choice sets of
these models can be formed by generating all the possible combinations of alternatives as the
38

universal set of choices. This approach has two limitations – (a) the universal set of choices
increases nonlinearly with increase in number of alternatives (2N – 1, for N energy alternatives)
and (b) these models cannot handle the consumption part of the energy models. Third, joint
econometric models that are developed to capture the energy choice and its consumption
simultaneously. These models are stitched together by appropriate correlation of unobserved
components between the alternatives and its consumption models (Dubin and McFadden, 1984;
Mansur et al., 2008; Yu and Zhang, 2015). For example, the choice of energy source can be
modeled by using binary choice models (like binary logit, probit or logistic regression) followed
by the consumption of each energy source by appropriate modeling approach (like linear
regression methods or fractional split approach). In this approach, the correlation of the unobserved
component between the choice of various alternatives and their consumption can be manifested by
appropriate design of the mathematical framework. These are vertical seeking approaches where
the choice of alternatives is modeled conditioned upon the usage of alternatives. Fourth, Multiple
Discrete Continuous (MDC) approaches that allows consumption of multiple alternatives within a
random utility framework (Nesbakken, 2001; Pinjari and Bhat, 2011; Yu and Zhang, 2015). The
framework labelled as Multiple Discrete Continuous Extreme Value (MDCEV) system allows
analysis of selecting multiple options and their consumptions within a behaviorally elegant
framework. Several model structures have been proposed under the MDC modeling realm (such
as Kuhn-Tucker approach(Wales and Woodland, 1983), Amemiya – Tobin approach (Wales and
Woodland, 1983), Model for variety (Kim et al., 2002), Multivariate Probit (Manchanda et al.,
1999) and MDC Extreme Value (MDCEV) model (Bhat, 2005)). Among different MDC
techniques, the Multiple Discrete Continuous Extreme Value (MDCEV) model with its close form
structure is the most adopted MDC framework (Bhat et al., 2013; Castro et al., 2012; Sobhani et
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al., 2013). These are horizontal seeking approaches where a consumer consumes various
alternatives due to diminishing marginal utility of the alternatives. Among the abovementioned
four different energy demand modeling approaches, the first two approaches are likely to be
associated with the burden of explosion in the increased number of alternatives. These approaches
are not robust and cannot handle the competing interactive nature of alternatives while including
the choice and consumption components of the energy use process. however, the later two
approaches are behaviourally superior that can capture the effect of exogeneous variables on the
choice and consumption components of energy demand mechanism simultaneously, thus, can
capture the competing nature of multiple alternatives.
In this chapter, we propose to examine the adoption of horizontal seeking approach against
vertical seeking approach in the context of modeling residential energy demand mechanism. With
regards to the horizontal seeking approach, MDCEV model system is adopted. Whereas in vertical
seeking approach, we propose and estimate a new model structure by stitching the “choice of
energy source” and “energy consumption by sources” in a joint econometric framework.
Specifically, the choice of the energy source is modeled by employing binary logit model (separate
binary logit for each energy source) and the consumption of energy by energy sources is modeled
by employing Fractional Split approach. The energy consumption component is modelled by
employing a multinomial fractional split model that examines the proportion of consumption by
energy source (energy consumption from one source/total energy consumption) with separate
utility equations representing the separate energy source alternative in a single probabilistic model
system. The dependencies across the energy choice component and energy consumption
component are manifested through the correlations of unobserved components. This joint
modeling approach is labeled as Joint Binary Logit- MNL Fractional Split (Joint BLFSM) model.
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These energy demand models of the residential units are estimated by using the 2015 Residential
Energy Consumption Survey (RECS) that provides energy consumption details for electricity,
natural gas, fuel oil and Liquefied Petroleum Gas (LPG) for residential units across United States.
Further, these horizontal and vertical seeking models are compared for prediction accuracies to
determine the better modeling approach with regards to energy demand modeling. To the best of
the authors knowledge, this is the first study to employ a joint-BLFSM model to examine energy
demand while this study, for the first time, provides a comparison of MDCEV and joint-BLFSM
in identifying the model structure that provides better data fit in energy modeling. These models
are estimated by employing an extensive set of independent variables including location
characteristics (census region, type of location), household characteristics (such as HH income,
race, household size, education), housing characteristics (such as year of construction, housing
type, type of unit, square footage, and number of stories), appliance use (such as appliances used
in the housing unit) and climatic characteristics (such as heating degree days and cooling degree
days).

3.2 Earlier Literature on Residential Energy
In existing literature, residential energy use has gained a lot of traction. Researchers have examined
different contexts of energy demand mechanisms including choice of energy source (Nejat et al.,
2015), clustering of energy profiles (Al-Wakeel et al., 2017; Azaza and Wallin, 2017; Benítez et
al., 2016), effect of policy decisions on energy use (Belaid and Garcia, 2016), behavioral triggers
for energy saving and energy consumption (Anderson et al., 2017; Asensio and Delmas, 2016;
Bedir et al., 2013; Belaid and Garcia, 2016; Blázquez et al., 2013; Boudet et al., 2016; Brounen et
al., 2012) across different segments of population. A detailed review of residential energy demand
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literature is presented by Amasyali and El-Gohary, 2018 (Amasyali and El-Gohary, 2018) and Wei
et al, 2018 (Wei et al., 2018). A significant number of these studies focus on a subset of end energy
consumption products within different energy alternatives (such as refrigeration, lighting, HVAC,
and cooking). The methodologies employed for residential energy models include traditional
regression models (Anderson et al., 2017; Bedir et al., 2013; Belaid and Garcia, 2016; Blázquez et
al., 2013; Brounen et al., 2012; Dale et al., 2009; Filippini and Pachauri, 2004; Harold et al., 2015;
Hori et al., 2013; Huang, 2015; Huebner et al., 2016; Kavousian et al., 2013; Narayan and Smyth,
2005; Sailor and Muñoz, 1997; Wiesmann et al., 2011), odds-ratio method (Jones and Lomas,
2015), joint discrete continuous models (Dubin and McFadden, 1984; Mansur et al., 2008; Yu and
Zhang, 2015), multiple discrete continuous models (Nesbakken, 2001; Pinjari and Bhat, 2011; Yu
and Zhang, 2015), Artificial Neural Networks (ANN) (Bilgili et al., 2012; Edwards et al., 2012;
Potočnik et al., 2014; Szoplik, 2015; Taşpınar et al., 2013), Support Vector Machine (SVM)
(Edwards et al., 2012; Potočnik et al., 2014), Structural Time Series Model (STSM) (Atalla and
Hunt, 2016; Dilaver and Hunt, 2011; Hunt et al., 2003), and Genetic Algorithms (Ervural et al.,
2016; Forouzanfar et al., 2010). The summary of the literature employing different econometric
models for residential energy demand is presented in the previous chapter. From the literature
search, it is evident that the residential energy studies are carried out around the world using the
data collected from surveys conducted by government organizations and/or energy providers and
data collected from energy monitoring devices or energy bills. These studies examined the
relationship between the choice of energy source and energy consumption by employing a number
of exogenous variables. In the choice of energy source modeling, the exogeneous variables
considered were location characteristics(Pinjari and Bhat, 2011), household characteristics
(Mansur et al., 2008; Pinjari and Bhat, 2011; Vaage, 2000; Yu and Zhang, 2015), housing
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characteristics (Nesbakken, 2001; Pinjari and Bhat, 2011), appliance use in the housing unit
(Vaage, 2000), climatic characteristics (Mansur et al., 2008; Nesbakken, 2001; Pinjari and Bhat,
2011) and price of the energy alternative (Dubin and McFadden, 1984; Mansur et al., 2008;
Nesbakken, 2001; Vaage, 2000). In the energy consumption modeling different exogenous
variables considered were location characteristics (Belaid and Garcia, 2016), household
characteristics (Anderson et al., 2017; Bedir et al., 2013; Belaid and Garcia, 2016; Blázquez et al.,
2013; Brounen et al., 2012; Hori et al., 2013; Huebner et al., 2016; Kavousian et al., 2013; Mansur
et al., 2008), housing characteristics (Bedir et al., 2013; Belaid and Garcia, 2016; Brounen et al.,
2012; Huebner et al., 2016; Kavousian et al., 2013), appliance use in the housing unit (Bedir et al.,
2013; Huebner et al., 2016; Jones and Lomas, 2015), climatic characteristics (Belaid and Garcia,
2016; Blázquez et al., 2013; Brounen et al., 2012; Kavousian et al., 2013; Mansur et al., 2008),
socio economic characteristics (Bedir et al., 2013; Blázquez et al., 2013; Hori et al., 2013) and
price of energy alternative (Blázquez et al., 2013; Dale et al., 2009; Filippini and Pachauri, 2004;
Mansur et al., 2008) and environmental consciousness (Hori et al., 2013).
The current chapter contributes to the existing literature on residential energy models along
the following directions. The study proposes and estimates a vertical seeking modeling framework
for analyzing choice of energy source and energy usage components of energy demand
mechanisms simultaneously. Specifically, a Joint Binary Logit Fractional Split (Joint BLFS)
model is estimated by employing binary logit model for the choice of energy source component
and multinomial logit fractional split model for the share of energy consumption by energy
sources. Further, the predictive performance of the Joint BLFSM model (vertical seeking
approach) is compared with the predictive performance of MDCEV model (horizontal seeking
approach) in modeling the energy demand mechanism. The performance of the vertical and
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horizontal seeking modelling frameworks for examining energy source and consumption has been
compared by employing a number of data fit measures. In estimating these models, the proposed
research uses Residential Energy Consumption Survey (RECS) 2015 dataset, a survey conducted
by the US Energy Information Administration (EIA).

3.3 Empirical Modelling Approach
3.3.1 Joint Binary Logit Fractional Split Model (Joint BLFSM)
The estimated Joint BLFSM is a vertical seeking approach which focuses on simultaneously
modeling the following two choice dimensions; (1) “choice of energy alternatives” (non-zero
energy use by energy sources) represented by binary logit model and (2) “proportion of energy
use” (consumption allocation across different energy alternatives) in each category represented by
a multinomial fractional split model. These models are joined together by common error terms to
form a joint framework.
Let us assume that 𝑖 (𝑖 = 1,2, … , 𝐼) represents residential housing units, and 𝑗 (𝑗 =
1,2, … , 𝐽 = 4) represents energy source categories. The total energy consumption 𝑇𝑖 of a housing
unit 𝑖 depends on the choice of energy type 𝑗 as an energy source. Let us consider 𝑡𝑖𝑗 is the
consumption of energy type 𝑗 of a housing unit 𝑖. Thus, the total energy consumption of a housing
unit is ∑𝐽𝑗=1 𝑡𝑖𝑗 = 𝑇𝑖 . Let 𝑦𝑖𝑗 represents the decision to use a specific energy source 𝑗 by a housing
unit 𝑖; 𝑦𝑖𝑗 is a vector that holds the choice of energy alternative 𝑗 in the total energy use 𝑇𝑖 . Thus,
𝑦𝑖𝑗 = {

1;
0;

𝑖𝑓 𝑡𝑖𝑗 > 0
𝑖𝑓 𝑡𝑖𝑗 = 0

(3)

If 𝑢𝑖𝑗 represent the utility that household 𝑖 obtain by deciding to consume non-zero amount of
energy alternative across any of the energy source category 𝑗 (a separate utility function for each
44

𝑗, thus, four binary logit model for 𝐽 = 4). Thus, the utility functions for each 𝑗 can be expressed
as:
𝑢𝑖𝑗 = 𝛼𝑗 𝑧𝑖𝑗 + 𝜁𝑖𝑗 + 𝜓𝑖𝑗 + 𝜀𝑖𝑗

(4)

In the equation above, 𝑧𝑖𝑗 corresponds to a vector of independent variables, 𝛼𝑗 represents
the vector of coefficients including a constant (mean effects of the elements of 𝑧𝑖𝑘 on the utility
associated with the decision to energy consumption) to be estimated; 𝜁𝑖𝑗 is a vector of unobserved
factors capturing the correlation across binary equations; 𝜓𝑖𝑗 term captures common unobserved
factors influencing household’s decision to consume non-zero amount of energy and fraction of
energy consumption in each energy source category (additional details will be provided latter in
this subsection). 𝜀𝑖𝑘 is an idiosyncratic random error term assumed to be standard logistic
distributed across housing unit 𝑖. Finally, the probability of a housing unit choosing an energy
alternative and its use conditional on 𝜓𝑖𝑗 can be written as:
𝑃(𝑦𝑖𝑗 = 1) =

𝑒𝑥𝑝(𝑢𝑖𝑗 )
1 + [exp (𝑢𝑖𝑗 )]

(5)

In the consumption allocation component of the model, the dependent variable is the
fraction of energy use by different energy source of the residential building. The sum of all the
fractions of the energy alternatives used by a residential building is equal to one, while each
fraction ranges between zero and one. Let 𝑠𝑖𝑗 be the fraction of energy use of the energy alternative
𝑗 within a housing unit 𝑖.
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0 ≤ 𝑠𝑖𝑗 ≤ 1,

∑ 𝑠𝑖𝑗 = 1

(6)

∀𝑗

Let the fraction 𝑠𝑖𝑗 be a function of a vector 𝑑𝑖𝑗 of relevant explanatory variables associated
with the attributes of residential building 𝑖.
𝐸[𝑠𝑖𝑗 |𝑑𝑖𝑗 ] = 𝐺𝑗 (. )

0 < 𝐺𝑗 (. ) < 1

∑ 𝐺𝑗 (. ) = 1

(7)

(8)

∀𝑗

where 𝐺𝑗 (. ) is a predetermined function. The properties specified in Equation (9) for 𝐺𝑘 (. ) warrant
that the predicted fractional expenditures will range between 0 and 1 and will add up to 1 for each
household. In this chapter, an MNL functional form for 𝐺𝑗 in the fractional split model is
considered. Then Equation 8 can be rewritten using the traditional linear in utility structure as
below:
𝐸[𝑠𝑖𝑗 |𝑑𝑖𝑗 ] = 𝐺𝑗 (. ) =

𝑒𝑥𝑝 { 𝛽𝑗 𝑑𝑖𝑗 ± 𝜓𝑖𝑗 }
∑∀𝑗 𝑒𝑥𝑝 { 𝛽𝑗 𝑑𝑖𝑗 ± 𝜓𝑖𝑗 }

(9)

In the equation above, 𝑑𝑖𝑗 is a vector of attributes associated the share of energy use of alternatives;
𝛽𝑗 is the corresponding vector of coefficients (mean effects) to be estimated. As discussed earlier,
𝜓𝑖𝑗 term captures the correlation between equations for energy choice and use. A positive
(negative) sign of 𝜓𝑖𝑗 implies that the residential buildings choosing an energy source are more
likely to have higher (lower) proportions of energy use of that alternative. The parameters to be
estimated in the joint model system include 𝛼, 𝛽 and 𝜓 vectors. The variances of the stochastic
components are assumed to be normally distributed. Then, the conditional likelihood function for
a given vector of parameters can be expressed for residential building 𝑖 as:
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ℒ𝑖 = {

𝑒𝑥𝑝{𝛼𝑗 𝑧𝑖𝑗 + 𝜁𝑖𝑗 + 𝜓𝑖𝑗 }
[𝑒𝑥𝑝𝛼𝑗 𝑧𝑖𝑗 + 𝜁𝑖𝑗 + 𝜓𝑖𝑗 ] + 1

𝑠𝑖𝑗

}

1−𝑠𝑖𝑗

1

{
}
[𝑒𝑥𝑝{𝛼𝑗 𝑧𝑖𝑗 + 𝜓𝑖𝑗 }] + 1

{

𝑒𝑥𝑝 { 𝛽𝑗 𝑑𝑖𝑗 + 𝜓𝑖𝑗 }

}
∑∀𝑗 𝑒𝑥𝑝 { 𝛽𝑗 𝑑𝑖𝑗 + 𝜓𝑖𝑗 }

(

𝑆𝑖𝑗 𝑦𝑖𝑗

(10)

Finally, the log-likelihood function for all households can be written as:
ℒℒ = ∑ 𝑙𝑛 (ℒ𝑖 )

(11)

𝑖

The log-likelihood function ℒℒ is maximized to estimate the model parameters. To
maximize the ℒℒ function, Quasi-Monte Carlo simulation techniques using scrambled Halton
sequence (with 200 random draws) is adopted. (see (Bhat, 2001; Eluru et al., 2008) for QuasiMonte Carlo approaches). The model estimation is coded in GAUSS Matrix Programming
software.

3.4 Data
The data for current research is sourced from the 2015 RECS survey data collected by EIA.
The data provided the total energy consumptions characteristics by different energy alternatives
along with the household demographics of housing units. In the dataset, the energy alternatives
considered are electricity, natural gas, fuel oil and propane. The survey included energy usage data
from a nationally representative sample of 5,600 household units in the USA (see EIA 2019 (EIA,
2019a)). Table 3.1 presents the descriptive statistics of energy usage of energy alternatives in 2015
RECS dataset, that include the alternative type, availability information of the alternative for the
household, the share of households consuming the energy alternative and mean usage by the
household. The availability of natural gas to a household is based on availability of the resource
and services in the region. While fuel oil and LPG are available in retail stores.
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Table 3.1 Description of Energy Consumed by Energy Alternatives

Availability

Energy
choice

Mean energy
consumption
(when energy source is
selected) (in 10^6 BTU)

Electricity

100%

100%

37.73

Natural Gas

69.3%

58.5%

57.40

Fuel Oil

Not available

5.2%

70.50

Propane (or LPG)

Not available

10%

32.45

Energy
Alternative

*Note: The British thermal unit (BTU) it is defined as the amount of heat required to raise the temperature of one
pound of water by 1o Fahrenheit, which is equivalent to 1055 joules (in SI units).

From Table 3.1, it can be observed that electricity was always consumed as an energy
source while the other energy alternatives were not consumed always. Therefore, electricity is
considered as an outside good in the dependent variable formation of the estimated MDCEV model
(For detailed explanation of outside good see (Bhat, 2005; 2008)). On the other hand, in the JointBLFSM model formulation, electricity is considered as an alternative which is always available
(100% availability) and is a chosen source of energy by all the housing units. Therefore, the choice
of electricity is not modelled in the binary logit component of the joint-BLFSM model. Among
the households using the energy alternatives, mean consumption of the energy alternative is
highest for Fuel oil followed by natural gas and propane. Even though electricity is used by all the
households, mean usage of electricity is the lowest. For the current study, a random sample of
4,000 households were selected for model estimation and the remaining 1,600 records were set
aside for model validation. Along with the energy consumption records, the RECS dataset also
included information on the location characteristics, household characteristics, housing
characteristics, appliance usage and climatic variables – which are considered as exogenous
variables for our analysis. The detailed description of these variables is provided in Chapter 2.
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3.5 Model Estimates
In this section, the choice of energy type and consumption of residential housing units are
examined by employing MDCEV (horizontal seeking approach) and Joint-BLFSM (vertical
seeking approach) frameworks. The model development was based on removing the statistically
insignificant variables in a systematic process based on statistical confidence (95% confidence
level), parameter interpretability (guided by findings from earlier studies) and parsimony
considerations. The dataset employed to examine residential energy consumption in the previous
chapter is used for the model estimation. The empirical results of these models are presented in
this section.

3.5.1 Joint BLFSM Model Results
The estimation results of the Joint-BLFSM are presented in Table 3.2 and Table 3.3. The results
from the BL logit components (choice of energy types) of the joint system are presented in Table
3.2 with estimates for the choice of natural gas, fuel oil and liquid propane in the 4th, 5th and 6th
column panels, respectively1.
In the binary logit model, the positive (negative) coefficient indicates that the likelihood of
choosing an energy alternative increases (decreases) with the increase in the exogenous variable.

1

As mentioned earlier, electricity was a chosen as an energy source by all the housing units in the current

dataset. therefore. the choice of electricity is not modelled as a binary choice given that it is an always chosen
alternative in the current study context.
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Further, the estimates from the fractional split component of the joint model is presented in Table
3.3. In the fractional split model, a positive (negative) coefficient indicates that the share of energy
consumption corresponding to that alternative increases (decreases) as opposed to the base energy
alternative (the base category is set to zero). The model estimates for the BL model component
(energy source choice) and fractional split component (proportion of energy consumption) are
discussed by variable groups: (a) location characteristics, (b) household characteristics (c) housing
characteristics and (d) appliance use variables and (e) climatic variables.

Location characteristics: The regional differences in residential energy consumption are explored
by census region and the location of the residential building (rural or commercial). From the model
results, relative to West census region, we observe that LPG and fuel oil are preferred energy
sources in the north east and south census regions while natural gas is less preferred. In the midwest region, all non-electricity energy sources are less preferred relative to the West region. With
regards to energy consumption, in the north east region, the proportion of fuel oil and LPG
consumptions are likely to be higher while the natural gas consumption is likely to be lower relative
to electricity usage. In the mid west region, the energy consumption is lower for all non-electricity
energy sources. For the south census region, the fraction of natural gas and LPG consumption are
likely to be lower, but fuel oil consumption is likely to be higher relative to electricity consumption.
In terms of location context, we find that housing units in rural locations prefer LPG and
fuel oil, while the choice of natural is less preferred (see (Iraganaboina and Eluru, 2021; Pinjari
and Bhat, 2011) for similar results).
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Household characteristics: The likelihood of choosing natural gas as an energy source is likely to
be lower among the housing units with income under 80k relative to their counterparts (income
level >80k$). However, the effect of household income are not found to be significant in the
consumption component. The estimates of household size variables indicate that an increase in the
household size is associated with an increase in the probability of choosing natural gas and fuel
oil, while the chances of choosing LPG decreases. The estimates of the consumption component
indicate that the consumption of natural gas increases with the household size, while the
consumption of fuel oil and LPG decreases when compared to electricity. However, the number
of adults in the household affects both energy choice and energy use. The households with the
higher number of adults are likely to choose fuel oil and are deterred from natural gas. On the other
hand, the energy consumption of these households with higher number of adults for non-electricity
sources are likely to be less relative to electricity consumption.

Housing characteristics: Different housing characteristics are found to be significant in both BL
and FS components. The non-electricity energy sources are found to be the preferred energy
sources and the energy consumption of these alternatives are also found to be higher relative to
electricity for housing units with higher square footage (similar results can be observed in
(Iraganaboina and Eluru, 2021; Pinjari and Bhat, 2011)). For a residential building occupied by
the owner, the probability of choosing any non-electricity energy alternative is higher. on the other
hand, the proportion of consumption for natural gas and liquid propane are likely to be higher,
while fuel oil is lower compared to electricity use. Type of residential unit is found to be significant
in the choice component of the joint system but was not found to be significant in the consumption
component. In terms of residential type, single family attached, and single family detached
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residential buildings are likely to be higher for the natural gas alternative. From the estimates of
the housing construction year, it can be observed that the choice of natural gas, fuel oil and liquid
propane decreases for the newer buildings. Whereas the natural gas consumption decreases for the
newer buildings compared to other energy alternatives. The number of stories in a residential
building is also found to have impact on the choice and use of energy alternatives. From the
estimates of number of stories, it can be observed that the probability of choosing fuel oil and
liquid propane decreases with increasing number of stories in the residential building. While the
energy use of natural gas and fuel oil are observed to be higher for housing units with one and two
number of stories, but the use of LPG is likely to be lower for one story residential unit, relative to
electricity consumption. Floor to ceiling height is associated with the higher likelihood of the
choices and consumption for natural gas and LPG. In the energy source choice component, the
number of bedrooms is found to have negative impacts on the choice of fuel oil and LPG, but the
total number of rooms have positive impacts on these energy source alternatives. In the energy
consumption component, the number of bedrooms contribute towards higher level of consumption
for natural gas and fuel oil alternatives compared to others. The number of bedrooms has negative
impact on the fuel oil and LPG consumptions relative to electricity and natural gas consumptions.
The number of bathrooms and half bathrooms have positive impacts on the choice of natural gas.

Appliance use variables: Various appliances used in the housing units were also available in the
RECS dataset, which are considered in the model estimation to explore the impacts of appliance
use on residential energy consumption. The residential units with backup generator are more likely
to choose fuel oil and LPG, while natural gas is preferred less. However, the use of liquid propane
is likely to be higher but electricity and natural gas consumption are likely to be lower compared
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to fuel oil consumption. Solar power generator has positive impact on the choice of fuel oil while
it has negative impact on the choice of LPG. In the energy consumption component, solar power
generator contributes to higher level of consumption for fuel oil, but the consumption of natural
gas and LPG are likely to be lower relative to electricity consumption. Central air conditioning in
a residential unit increases the probability of choosing natural gas, however it does not have any
impact on the energy use. The units with cloth drier and space heating are associated with higher
level of electricity use compared to other energy alternatives.

Table 3.2 Results of Binary Logit part of Joint BLFSM model estimation
Variables

Electricity

Constant

--

Natural
Gas
-5.951
(-708.983)

Fuel Oil

LPG

-28.786
(-630.256)

-3.251
(-255.082)

-0.866
(-879.89)
-0.130
(-134.667)
-1.605
(-1904.328)
-2.095
(-2735.579)

3.067
(795.968)
-0.990
(-210.769)
2.275
(581.225)
0.914
(651.763)

0.513
(320.557)
-0.219
(-137.894)
0.208
(131.505)
2.302
(2453.256)

-0.311
(-471.075)

--

--

0.038
(141.666)
-0.025
(-78.093)

0.068
(117.831)
0.108
(164.931)

-0.103
(-184.655)

0.112
(69.232)
0.230
(307.544)
0.416
(475.931)
0.386
(316.05)

0.511
(134.12)
0.231
(137.032)

0.736
(270.879)
0.463
(352.202)

--

--

--

--

Location Characteristics

Region (West Census region is
the base)

North east

--

Mid west

--

South

--

Rural Region (Urban region is the base)

--

Household Characteristics
Income

< 80k$

--

> 80k$
HH Size

--

Number of adults in HH

--

--

Housing Characteristics
Log(square Footage)

--

Own house

--

Type of residential unit (Other
types of residential units are the
base)

Single Family
Detached
Single Family
attached

---
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Electricity

Natural
Gas

1950 to 1980

--

--

1980 to 2000

--

2000 to 2010

--

after 2010

--

1

--

--

2

--

--

2+

--

--

Floor to ceiling height

--

0.188
(307.409)

Number of bedrooms

--

--

Total number of rooms

--

--

Number of common bathrooms

--

Number of half bathrooms

--

Variables

Year of Construction (Before
1950 is the base)

Number of Stories (No Story is
the base)

-0.461
(-585.502)
-0.591
(-713.961)
-0.719
(-453.997)

Fuel Oil

LPG

-0.140
(-91.251)
-1.281
(-565.737)
-1.138
(-497.229)
-1.785
(-267.24)
0.172
(84.503)
-0.142
(-64.284)
-0.287
(-88.627)

-0.039
(-46.355)
0.021
(54.736)

-0.331
(-247.037)
0.270
(228.208)
-0.049
(-37.511)
-0.180
(-76.007)
-0.250
(-183.194)
-0.232
(-137.728)
-0.445
(-162.715)
0.189
(194.681)
-0.075
(-109.529)
0.008
(26.894)

--

--

--

--

0.683
(177.698)
0.418
(273.001)

-0.200
(-56.459)
0.813
(777.776)

--

--

5.869
(628.994)
0.176
(39.151)

-0.039
(-20.205)
-0.697
(-371.562)

--

0.118
(237.17)
0.216
(370.003)

Appliance Use
Solar power generator

--

Backup generator

--

Central AC used

--

--0.664
(-717.46)
0.021
(140.76)

Climatic Variables
Log(HDD)

--

Log(CDD)

--

1.301
(1166.469)
0.771
(551.118)

Table 3.3 Results of Fractional Split part of Joint BLFSM model estimation
Variables

Electricity

Natural Gas

Fuel Oil

LPG

Constant

--

-6.421
(-738.414)

-36.237
(-517.525)

-7.055
(-344.822)

-0.181
(-187.150)
-0.040
(-45.650)

2.908
(606.650)
-2.223
(-290.589)

0.522
(207.408)
-0.127
(-52.940)

Location Characteristics
Region (West Census region
is the base)

North east

--

Mid west

--
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Variables

Electricity
South

Rural Region (Base ??)

---

Natural Gas
-1.061
(-1320.920)
-1.338
(-1589.342)

Fuel Oil
1.432
(293.333)
0.386
(220.263)

LPG
-0.525
(-218.060)
2.099
(1293.005)

0.010
(39.669)
-0.052
(-161.430)

-0.034
(-46.389)
-0.074
(-88.526)

-0.183
(-254.431)
-0.0540
(-65.160)

0.538
(339.569)
0.300
(407.941)
-0.249
(-337.890)
-0.365
(-466.022)
-0.393
(-477.047)
-0.552
(-329.684)
0.2953
(379.851)
0.358
(391.856)
--

0.691
(163.938)
0.100
(47.136)

0.822
(223.837)
0.370
(181.408)

--

--

--

--

--

--

--

--

0.499
(220.233)
0.237
(102.204)
--

-0.073
(-53.032)

Household Characteristics
HH Size

--

Number of adults in HH

--

Housing Characteristics
Log (Square Footage)

--

Own house

--

Year of Construction
(Base Before 1950)

Number of Stories
(No story is the base)

1950 to 1980

--

1980 to 2000

--

2000 to 2010

--

after 2010

--

1

--

2

--

2+

--

Floor to ceiling height

--

Number of bedrooms

--

Total number of rooms

--

---

0.080
(138.358)
0.056
(156.724)

--

0.352
(252.606)

0.109
(119.217)

--

--

--

-0.012
(-34.677)

-0.376
(-169.51)
-0.611
(-320.785)

0.325
(71.132)

--

--

--

--

--

--

1.316
(929.667)
0.117
(87.735)

7.608
(518.318)
0.550
(86.190)

0.642
(165.690)
-0.410
(-165.390)

Appliance Use
Solar power generator
Backup generator
Cloth dryer used
Home heating used

--0.256
(-137.574)
0.338
(426.677)
0.135
(90.923)

--

-0.154
(-30.165)
0.102
(45.757)

Climatic Variables
Log (HDD)

--

Log (CDD)

--

Random Component (Joint BLFSM)
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Variables

Electricity

Natural Gas

Fuel Oil

LPG

Constant

--

0.052
(292.198)

0.180
(418.570)

0.027
(75.397)

Climatic variables: Heating Degree Days (HDD) and Cooling Degree Days (CDD) are considered
to quantify the demand for energy needed for heating and cooling requirements of a building
respectively. It is defined as the number of degrees that a day's average temperature is below
(above) 65oF for HDD (CDD). Log transformed variables of HDD and CDD are used as
independent variables to represent the climatic features in the region of residential buildings. The
findings indicate that HDD is associated with higher probability of choosing natural gas and fuel
oil, while the increase in HDD reduces the likelihood of choosing liquid propane. However, the
use of all the energy alternatives increases with HDD compared to electricity use. In terms of CDD,
we find that while choice of natural gas and fuel oil are positively affected, while the choice of
LPG is negatively affected by increase of CDD. However, the use of natural gas and fuel oil
increases with CDD, while the use of LPG decreases relative to electricity use.

Random error component: The random error component that ties the choice and consumption
component are estimated for the non-electric alternatives, where the electricity component forms
a base. The model estimates reveal the correlation between the components, indicating that the
choice of the alternatives affects the use of the alternative.

3.6 Evaluation of Predictive Performance
The predictive performance of the estimated MDCEV and Joint BLFSM are compared by
employing goodness of fit measures. specifically, three different measures are considered; (1) Root
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Mean Square Prediction Error (RMSE), (2) Mean Absolute Prediction Deviation (MAD) and (3)
Mean Absolute Participation Error (MAPE). The first two prediction measures are to estimate the
error in the predicted energy use by energy alternative, whereas the third measure is to compare
the error in the choice of energy alternative.

Root Mean Square Error (RMSE): RMSE is a most commonly used measure to compare the
differences between the observed and predicted values. It represents the square root of the
quadratic mean of the differences. The lower the RMSE value, the better the prediction of the
model. It is defined as

𝑅𝑀𝑆𝐸𝑘 = √

𝑖
∑𝐾
̂𝑘𝑖 − 𝑦𝑘𝑖 )2
𝑘 (𝑦
𝑖

(12)

𝑁

where 𝑦̂𝑘𝑖 and 𝑦𝑘𝑖 represents predicted and observed energy consumption of energy
alternative 𝑘 for the residential building 𝑖. While 𝑁 is the total number of residential buildings in
the prediction sample.

Mean Absolute Deviation (MAD): MAD measures the average error between the predicted and
observed values. The lower the MAD value, the better the prediction of the model.
𝑀𝐴𝐷𝑘 =

𝑖
∑𝐾
̂𝑘𝑖 − 𝑦𝑘𝑖 |
𝑘 |𝑦
𝑖

(13)

𝑁

Mean Absolute Participation Error (MAPE): MAPE measures the average error in predicting the
energy alternatives used by a residential unit. In other words, it is the sum of shares of false
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positives and false negatives predicted by using the model. The lower the value of MAPE, the
better the prediction of participation by the model.
𝑀𝐴𝐷𝑘 =

𝑖
∑𝐾
̂𝑘𝑖 − 𝑦𝑘𝑖 |
𝑘 |𝑦

(14)

𝑖

𝑁

The RECS data that is not used in model estimation (1686 records) is used to measure the
predictive performance of MDCEV and Joint BLFSM models. The predictive measures estimated
are presented in Table 3.4.

Table 3.4 Predictive Performance of MDCEV and BLFM models
RMSE
Energy alternative

MDCEV

Joint
BLFSM

MAD
MDCEV

MAPE
Joint
BLFSM

MDCEV

Joint
BLFSM

Electricity

48.19

20.36

37.20

13.74

0.00

0.00

Natural Gas

52.56

20.56

32.76

12.18

42.84

18.39

Fuel Oil

13.44

15.46

3.09

5.57

89.64

3.61

LPG

17.61

17.68

3.35

6.00

94.84

7.89

Average

32.95

18.52

19.10

9.37

56.83

7.47

From the RMSE and MAD predictive estimates, it can be observed that Joint BLFSM
performs better compared to MDCEV in case of electricity and natural gas. Whereas MDCEV
predicted better for fuel oil and liquid petroleum. But the fuel oil and liquid petroleum are used in
very small number of residential buildings. In the overall prediction across the alternatives, Joint
BLFSM model performed better compared to MDCEV model. In terms of participation, Joint
BLFSM model predicted the participation of energy alternatives better than the MDCEV model.
As the Joint BLFSM model has the choice component in the modeling structure, the energy use of
alternatives is set to zero if the energy alternatives are not chosen within a residential building.
Whereas in MDCEV framework with no choice component, the predictions estimated a very small
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non-zero energy consumption for the alternatives. This resulted in greater participation error for
the MDCEV framework. These predictions are similar to the earlier work comparing MDCEV and
Joint BLFSM variants (Anowar et al., 2018; Tapia, 2019; Yu and Zhang, 2015) in various research
areas.

3.7 Summary
In this chapter, we focused on developing a residential energy use prediction framework for United
States using the 2015 Residential Energy Consumption Survey (RECS) that provides energy
consumption details for electricity, natural gas, fuel oil and Liquefied Petroleum Gas (LPG).
Residential energy usage includes addressing two decisions: (1) source of energy (such as electric
and natural gas) and (2) consumption by energy source for various purposes. Towards studying
the energy usage process, a MDCEV model is estimated by using an exhaustive set of independent
variables including location characteristics, household characteristics, housing characteristics,
appliance use and climatic characteristics.
This chapter proposes and estimates a vertical seeking modeling framework for analyzing
choice of energy source and energy usage components of energy demand mechanisms
simultaneously. Specifically, a Joint Binary Logit Fractional Split (Joint BLFS) model is estimated
by employing binary logit model for the choice of energy source component and multinomial logit
fractional split model for the share of energy consumption by energy sources. Further, the
predictive performance of the Joint BLFSM model (vertical seeking approach) is compared with
the predictive performance of MDCEV model (horizontal seeking approach) in modeling the
energy demand mechanism. The performance of the vertical and horizontal seeking modelling
frameworks for examining energy source and consumption has been compared by employing
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several data fit measures. From the prediction analysis, it is observed that Joint BLFSM model
performed better for electricity and natural gas alternatives, while MDCEV predicted better for
fuel oil and petroleum. But the fuel oil and liquid petroleum are used in very small number of
residential buildings. In the overall prediction across the alternatives, Joint BLFSM model
performed better compared to MDCEV model. In terms of participation, Joint BLFSM model
predicted the participation of energy alternatives better than the MDCEV model.
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CHAPTER 4: COMMERCIAL BUILDING ENERGY DEMAND
MODELING

In the earlier chapters, the residential energy consumption is studied using MDCEV and Join
BLFMS modeling approaches. In this chapter, commercial building energy consumption is studied
by using a variant of MDCEV, which contributes towards the objective two.

4.1 Background
In the US, energy consumption growth has been fueled by population growth, rapid urbanization,
and economic expansion peaking in the year 2018 at about 101 quadrillion British thermal units
(Btu). About 18% of the energy consumption in 2019 can be attributed to commercial sector
consisting of various buildings such as public facilities (such as hospitals, and churches), public
and private offices, retail establishments, educational institutions, warehouses and hospitality
establishments (EIA, 2019b). The energy consumption in the commercial sector has been steadily
increasing over the years (see Figure 4.1). The energy demand for commercial sector is usually
met from four energy sources: electricity, natural gas, fuel oil and district heat. Over the years, a
larger proportion of commercial sector demand is met by electricity while other energy sources
have remained stable. Given the significant amount of energy consumed, it is useful to understand
the determinants of energy consumption to develop approaches to optimize energy use. Further,
energy consumption in the commercial sector might increase rapidly with increasing market
penetration of electric vehicles (cars and trucks) across the country. The charging of these vehicles
at business establishments might significantly increase energy demand. Thus, understanding
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current energy consumption patterns and the contributing factors might allow us to develop a
framework to predict evolving future demand.

Commercial building energy consumption by energy type
8,000

Consumption (trillion BTU)
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Total

Source: CBECS Energy Usage Summary (US-EIA)

Figure 4.1 Commercial Building Energy Consumption by Energy Alternative (in 106 BTU)

Modeling energy for the commercial sector presents a unique challenge for several reasons.
First, it is comprised of a variety of building types. Second, the type of use and the activities
conducted in these buildings are very diverse. For instance, the energy demand of a typical office
building during regular weekday office hours is high, whereas the consumption during
nighttime/weekends is relatively low. Hospital buildings, on the other hand, might exhibit more
variability in demand. Further, across different buildings, the end-use type for energy usage will
also be different. For example, lighting energy consumption rates in office buildings are likely to
vary from the consumption rates in warehouses. Thus, developing a building level analysis
framework while accounting for the different components of energy use will enable the
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development of a more representative model system. Thus, understanding commercial sector
energy usage includes addressing three decisions at a building level: (1) source of energy selection
(such as electric and/or natural gas), (2) usage by energy source (such as electricity use in BTUs)
and (3) usage by end-use type (such as energy used for heating, cooling, and lighting). These three
decisions are interlinked and are determined simultaneously. Further, it is also important to
recognize that the decisions are not exhaustive i.e. for the same building, different energy sources
can be selected (with a corresponding usage quantity) and/or energy demand exists for multiple
end use types. Traditional approaches to modeling commercial energy use have employed
approaches that do not consider the interaction across these three decisions. Studies have
developed models separately for energy source and/or for end-use type that take the form of a
linear regression or its variants. These approaches ignore the presence of common factors affecting
energy source selection, energy source consumption and end-use type consumption. In our
research, we develop a unified energy consumption model employing a recently developed Bilevel Multiple Discrete Continuous Extreme Value model (BiMDCEV). The BiMDCEV is
estimated using building level consumption data drawn from the 2015 Commercial Building
Energy Consumption Survey (CBECS).

4.2 Earlier Research and Current Study
Given the importance of commercial sector energy usage, significant amount of research has been
conducted to identify the factors affecting energy consumption by source and end use type usage.
A summary of recent literature on energy consumption of commercial buildings is presented in
Table 4.1. The table partitions earlier research review into two panels: (1) top panel of studies
examine energy source and corresponding usage component and (2) the second panel of studies
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focus on end use type usage analysis. For each of the studies, the table provides information on
study (and study location), data elicitation approach and study time period, study region, building
type, energy use dimensions of interest (energy alternative, consumption and end use type), the
methodologies used to develop the models, and the exogenous variables used to predict the
consumption behavior.
Several important observations can be made based on the information from the
Table 4.1. First, the literature modeling energy consumption has primarily focused on total energy
use dimensions. There are only a small number of research studies – 8 out of 28 – that explored
end use energy consumption. Second, there are two streams of energy consumption models –
physics-based/ engineering models (Robinson et al., 2017) and statistical models. In Physics based
method, energy demand is modeled by simulating thermodynamic behavior of representative
buildings (whole buildings or sub-level components) (Dagnely et al., 2015; Jovanović et al., 2015).
These methods range from simple manual estimations to detailed computational simulations using
simulation tools such as EnergyPlus, DOE-2, TRNSYS, BLAST, ESP-r, HAP, APACHE. For
instance, Lam et al. (2010) (Lam et al., 2010) used DOE 2.0 to examine the effects of different
building attributes on energy consumption in five different climate conditions in China. However,
these models are computationally expensive, require very detailed building level information and
are not conducive to examining the complex consumption patterns of the wide variety of buildings
In addition, these models require parameters that are difficult to obtain in practice (Rahman et al.,
2018). Statistical models can overcome these limitations. Under the umbrella of statistical models
falls classical regression-based models and machine learning methods. In classical regression
based analytical models, the building energy consumption is regressed on multiple exogenous
attributes including building level features, climate variables, and built environment characteristics
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(Amiri et al., 2015). Machine learning approaches are also data-driven, but they use techniques
adapted from the field of Artificial Intelligence (AI). The model frameworks considered include
classical regression models and it variants (Amiri et al., 2015; Aranda et al., 2012; Catalina et al.,
2013; Iwafune et al., 2014; Jain et al., 2014a; Korolija et al., 2013), Artificial Neural Networks
(ANN) (Jetcheva et al., 2014; Jovanović et al., 2015; Massana et al., 2016; Roldán-Blay et al.,
2013; Shi et al., 2016; Zhao et al., 2016), Support Vector Machine (SVM) (Dagnely et al., 2015;
Georgescu et al., 2010; Jain et al., 2014b; Paudel et al., 2015; Solomon et al., 2011), Decision
Trees (DT)(Hong et al., 2012; Tso and Yau, 2007; Yu et al., 2010) and Genetic Algorithms
(Ascione et al., 2017; Canyurt et al., 2005).
Third, the temporal resolution employed for energy consumption varied from 10-minute
consumption to yearly consumption. Finally, factors affecting energy consumption can broadly be
categorized into four groups including (1) building attributes and occupant behavior, (2) energy
systems characteristics, (3) climate/weather variables, and (4) built environment characteristics.

4.3 Current Study Context
Based on the literature review presented, it is evident that significant insights have been gained
from past efforts. However, earlier research efforts have multiple limitations. While end use energy
consumption has been investigated, there has been no comprehensive effort to consider all
dimensions of end use type consumption. An accurate representation of energy consumption
without considering all end use type consumptions might not be representative. Earlier research
has considered the various dimensions of energy use as completely independent. It is more
plausible that these various dimensions are interconnected. Further, earlier research does not allow
for the presence of substitution and complementarity impacts across various energy dimensions.
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The traditional approach to accommodate for a series of independent models, when the dimensions
are interconnected, would provide a biased framework for analyzing energy use. Towards
addressing these limitations, the proposed study develops a high resolution unified building energy
consumption model examining energy source, end use type and energy consumption by source
and type. The proposed framework allows for the dimensions of energy use to be interconnected
within an elegant micro-economic theory based model system. Specifically, we employ the Bilevel Multiple Discrete Continuous Extreme Value model (BiMDCEV). The simple MDCEV
model allows for selection of multiple alternatives for a choice context with an associated
consumption value. For example, energy consumption by source at a building level can be studied
as an MDCEV model (one level) with alternatives as energy consumption for electricity, energy
consumption for natural gas and so on. Within each energy source a second level MDCEV model
can be developed to analyze energy use by end use type such as energy use for heating and cooking
(within natural gas). The BiMDCEV considered in the model links the two level MDCEV models
to arrive at a unified framework. The value of the proposed model system for understanding and
prediction energy use is illustrated employing a host of policy examples.

The next section presents the bi-level MDCEV modelling framework, while section 4
presents the data used in the study. The results from the modelling framework is presented in
section 4. 5 section 6 presents the summarizes the chapter along with the conclusions drawn from
the modelling effort.
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Table 4.1 Literature Review on Energy Consumption in Commercial Buildings
Data
Study
(Study Region)

Type
(Software for
Simulated Data)
Studies focusing on consumption of energy source
(Amiri et al., 2015)
Simulated data
(San Jose, and Billings,
(DOE2.0)
USA)
Questionnaire survey;
(Aranda et al., 2012)
actual consumption
(Spain)
data
(Carlo and Lamberts,
Photographic survey
2008)
based simulated data
(Brazil)
(EnergyPlus)

Dimensions of Interest
Collection
period

Type of Building
(# of Buildings)

Energy
Source

End-user
Consumpti
on

Model

Explanatory
Variables/
Exogenous
Attributes

-

Two story office
building

Electricity

Annual

LR

Building attributes

June 2010 –
May 2011

Bank buildings
(55 branches)

Electricity

Annual

LR

Building attributes,
climate variables

2005

Commercial
buildings

Electricity

Annual

LR

Building attributes,
climate variables

Commercial
buildings
(1024)

All Sources
(Electricity,
natural gas
and fuel oil)

Annual

LR, LaR,
SVM, RF,
GB, ANN

Building attributes,
climate variables

Electricity

Annual

SVM

Electricity

Annual

DT

Electricity
and total
energy

Annual

LR

Building type

(Deng et al., 2018)
(USA)

CBECS

2012

(Dong et al., 2005)
(Singapore)

Utility bills data

1996-1998;
2000-2001

(Hong et al., 2012)
(South Korea)

Actual electricity
consumption from
statistical yearbook

2009

(Howard et al., 2012)
(New York, USA)

LL 84

2009

(Mohammadpour et al.,
2015)
(Billings, Houston,
Washington DC, USA)

Simulated data (DOE
2.0)

-

All commercial
buildings

Electricity

Annual

LR

Building attributes

(Robinson et al., 2017)
(USA)

CBECS, NYC LL84

2012
(CBECS);
2015 (LL84)

All commercial
building types

Major
sources
(Electricity,

Annual

LR, GB,
RF

Building attributes,
climatic variables

Office buildings
(4)
Elementary
school buildings
(954)
Residential and
commercial
(859,139 tax lots)
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Building attributes,
climate variables
Building attributes,
built environment
characteristics

Data
Study
(Study Region)

Type
(Software for
Simulated Data)

Dimensions of Interest
Collection
period

Type of Building
(# of Buildings)

Energy
Source

End-user
Consumpti
on

Model

Explanatory
Variables/
Exogenous
Attributes

Annual

LR, ANN

Building attributes,
climatic variables

Climate variable

natural gas
and fuel oil)
(Yalcintas and Aytun
Ozturk, 2007)
(USA)
(Jetcheva et al., 2014)
(USA)

(Fan et al., 2014)
(Hong Kong)
(Dagnely et al., 2015)
(Brussels, Belgium)

(Li et al., 2018)
(Fremont, USA)

(Massana et al., 2016)
(University of Girona,
Spain)
(Neto and Fiorelli, 2008)
(university of Sao Paulo,
Brazil)
(Rahman et al., 2018)
(Salt Lake City, USA)
(Roldán-Blay et al.,
2013)
(Valencia, Spain)

CBECS

Electricity load trace
data
Actual electricity
consumption data (15minute interval)
Actual energy
consumption data

Actual consumption
data

Hourly electric load
data

2003

Office buildings

July 2011 –
April 2012

Office and
factory buildings
(6)

Electricity

Daily

Neural
networkbased
ensemble
model

2011

Commercial
building
(skyscraper)

Electricity

Next day
and peak

GA

2010 – 2014

Office building

Electricity

Hourly

LR; SVM

Energy use patterns

January 2010 –
December
2010 (Retail);
April 2009 –
October 2011
(Office
building)
September
2011 – October
2014

Electricity

Building attributes,
climate variables,
time variables
Building attributes,
climate variables

Retail store;
commercial
office building

Electricity

Hourly

MDBN,
BPNN,
GRBFNN,
ELM, SVM

University
buildings

Electricity

Hourly

SVR,
ARIMA,
LR

Building attributes,
climatic variables

Hourly energy
consumption data

January to
March 2005

Administration
building

Electricity

Hourly

ANN,
EnergyPlus

Building attributes,
climatic variables

Hourly load profile

May 2015 –
August 2016

Public safety
building

Electricity

Hourly

RNN

Climatic variables,
Electricity load

Hourly electricity
consumption

August 2010 –
July 2011

University
building

Electricity

Hourly

ANN

Climatic variables,
Electricity load
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Data
Study
(Study Region)

(Shi et al., 2016)
(China)

Type
(Software for
Simulated Data)
Hourly electricity
consumption from
sockets, lights and air
conditioners

Dimensions of Interest
Collection
period
January 2011 –
December
2014

January 2009 –
July 2010
(Solomon et al., 2011)
Hourly consumption
September
(New York, USA)
2010 – May
2011
Studies focusing on consumption of energy source by end use

Energy
Source

End-user
Consumpti
on

Model

Explanatory
Variables/
Exogenous
Attributes

Commercial
office building

Electricity

Hourly

ESN

Building attributes,
climatic variables

Large
commercial
building

Electricity

Hourly

SVM

Climatic variables,
Electricity load

Annual
Heating

LR

Building attributes

-

Climate variable

Correlation

Building attributed

Statistical
Analysis

Demographics,
urban form and
economy

Type of Building
(# of Buildings)

(Beusker et al., 2012)
(Stuttgart, Germany)

Survey data

-

Schools and
sports facilities
(105)

Electricity

(Korolija et al., 2013)
(UK)

Simulated data
(EnergyPlus)

-

Office building
(3 stories)

Electricity

(Ourghi et al., 2007)

Simulated data (DOE
2.0)

-

Office building

Electricity

(Ma et al., 2017)
(China)

CCBEC
(Chinese commercial
building energy
consumption)

2000-2015

Office, hospital
and school
buildings
(119)

Electricity

(Jovanović et al., 2015)
(Norway)

Actual heat and
electricity
consumption data

January –
March (20092012)

(Kwok and Lee, 2011)
(Hong Kong)

Simulated data

-

(Paudel et al., 2015)
(Ecole des Mines de
Nantes, France)

15 min time series
data of a university
building

October 2012 –
February 2013
and

University
buildings
(35)
Commercial
building
(sky scrapper)
University
building
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Annual
heating and
cooling
Annual
cooling
Monthly air
conditionin
g, lighting,
heating,
cooling

Electricity

Daily
hearing

FFNN,
RBFN,
ANFIS

Climate variables

Electricity

Hourly
cooling

PENN

Climatic variables,
occupancy

Electricity

Hourly
heating

SVM

Climatic variables

Data
Study
(Study Region)

(Zhao et al., 2016)
(Shanghai, Nanjing and
Changsha, China)

Type
(Software for
Simulated Data)

Total energy
consumption (outdoor
units)

Dimensions of Interest
Collection
period
February 2014
– May 2014
July 2013 –
September
2013

Type of Building
(# of Buildings)

Commercial
office building

Energy
Source

End-user
Consumpti
on

Electricity

Hourly
HVAC

Model

Explanatory
Variables/
Exogenous
Attributes

ANN,
SVM,
ARIMA

Climatic variables,
Electricity load

Note: ANFIS = Adaptive Neuro-Fuzzy Interface System; ANN = Artificial Neural Network; ARIMA = Autoregressive Integrated Moving Average; BPNN = Back Propagation
Neural Network; CBECS = Commercial Building Energy Consumption Survey; DT = Decision Tree; ESN = Echo State Network; ELM = Extreme Learning Machine; FFNN =
Feed Forward Back Propagation Neural Networks; GA = Genetic Algorithm; GB = Gradient Boost; GRBFNN = Generalized Radial Basis Neural Network; LaR = Lasso Regression;
LL = Local Law; LR = Linear Regression; MDBN = Modified Deep Belief Network; PENN = Probabilistic Entropy-based Neural Network; PR = Polynomial Regression; QR =
Quadratic Regression; RBFN = Radial Basis Function Network; RNN = Recurrent Neural Network; RF = Random Forest; SVM = Support Vector Machine;
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4.4 Methodology
4.4.1 Modeling Framework
Let i represent commercial building, j represents energy source, and k represent end use utility
type. In this section, a model formulation that defines the consumption of energy source and the
energy constrained end-use type is presented. The model formulation is built on MDC models, that
are built on MDCEV framework proposed by Bhat (Bhat, 2008; Bhat et al., 2013).

4.4.2 Linear Regression
In the proposed modelling framework, a log-linear regression model is considered to estimate the
total energy 𝑇𝑖 of a commercial building 𝑖, which is given by
log(𝑇𝑖 ) = ∑ 𝜃𝑥 + ε𝑖

(13)

Where 𝜃 is the vector of coefficients to be estimated, 𝑥 is the vector of attributes
corresponding to the building 𝑖 and ε𝑖 is random error component. The values of 𝜃 are estimated
by minimizing the error component

4.4.3 Bi-Level MDCEV
In the next step of the proposed framework, the choice of energy alternative and consumption of
the energy source at the upper level is modelled along with the end-use types used by each of the
energy source and their consumptions at the lower level.
The total energy consumption depends on choice of the energy type 𝑗 and the consumption
of each energy type 𝑡𝑗 , which represents the consumption of energy type 𝑗, and ∑𝐽𝑗=1 𝑡𝑖𝑗 = 𝑇𝑖 . The
consumption of each of the energy type depends on the energy consumed by each of the end use
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utility 𝑘. The energy consumed by end use utility type 𝑘 using the energy type 𝑗 in a commercial
𝐽
𝑘
𝑘
𝑘
𝐾
building 𝑖 is represented as 𝑡𝑖𝑗
, and ∑𝐾
𝑘=1 𝑡𝑖𝑗 = 𝑡𝑖𝑗 , ∑𝑗=1 ∑𝑘=1 𝑡𝑖𝑗 = 𝑇𝑖 . For simplicity, the

subscript i will be suppressed. The utility derived by allocating the consumption of each energy
source 𝑗 𝑡𝑗 = { 𝑡𝑗1 , 𝑡𝑗2 , 𝑡𝑗3 … … . . 𝑡𝑗𝑘 } among 𝑘 end use utilities is given by
𝑘

𝑈𝑗𝑘

=

∑ 𝛾𝑗𝑘 𝜓𝑗𝑘

𝑡𝑗𝑘
𝑘
exp(𝜀𝑗 ) ln ( 𝑘
𝛾𝑗

+ 1)

(14)

𝑘=1

Where 𝜓𝑗𝑘 represents the baseline marginal utility of energy source 𝑗 by the end-use utility type 𝑘.
This is parameterized as 𝜓𝑗𝑘 = exp(𝛽𝑗𝑘 𝑥𝑗𝑘 ); 𝛽𝑗𝑘 represents a vector of parameters and 𝑥𝑗𝑘 represents
a vector of exogeneous variables influencing the consumption of energy alternative 𝑗 by end-use
utility type 𝑘. 𝛾𝑗𝑘 is the translation parameter, which also serves to define satiation effect. 𝑡𝑗𝑘 is the
consumption of energy alternative 𝑗 by end-use utility 𝑘. 𝜀𝑗𝑘 is the stochastic error component that
captures the unobserved component of baseline utility.
The utility derived by allocating the total energy consumption of a commercial building
among 𝑗 energy sources, 𝑇 = { 𝑡1 , 𝑡2 , 𝑡3 , … … , 𝑡𝐽 is given as
𝐽

𝑈𝑗 = ∑ 𝛾𝑗 𝜓𝑗∗ 𝑒𝑥𝑝(𝜀𝑗 ) 𝑙𝑛 (

𝑡𝑗
+ 1)
𝛾𝑗

(15)

𝑗=1

Where 𝛾𝑗 is the translation parameter, which also accounts to satiation effect. 𝑡𝑗 is the consumption
of energy alternative 𝑗. 𝜀𝑗 is the stochastic error component that captures the unobserved
component of baseline utility. 𝜓𝑗∗ represents the baseline marginal utility of consuming energy
source 𝑗. But the consumption of 𝑗 depends on the consumption of 𝑗 by various end-use utility
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types. So, the base line utility for the consumption by end-use utility should also be accounted in
the expression. So 𝜓𝑗∗ is parameterized as
𝑤𝑖

𝑘

̅̅̅̅𝑘 )
𝜓𝑗∗ = 𝜓𝑗 (∏ 𝜓
𝐽

(16)

𝑘=1

Here, 𝜓𝑗 represents the baseline marginal utility of consuming energy source 𝑗 which is
parameterized as 𝜓𝑗 = exp(𝛽𝑗 𝑥𝑗 ). Where 𝛽𝑗 represents a vector of parameters and 𝑥𝑗 represents
a vector of exogeneous variables influencing the consumption of energy alternative 𝑗. Here ̅̅̅̅
𝜓𝐽𝑘 is
the baseline marginal utility of energy source 𝑗 by the end-use utility type 𝑘 without the constant
terms, in simple terms ̅̅̅̅
𝜓𝐽𝑘 is nothing but 𝜓𝐽𝑘 with out the constant terms in the expression. The
exponent 𝑤𝑗 is relative contribution of end-use alternate characteristics on the energy alternative
baseline marginal utility. The value of 𝑤𝑗 should be positive and should be between 0 and 1. So, a
transformed function of 𝑤𝑗 = exp(𝑤𝑗∗ ) is used in the modelling approach. The value of 𝑤𝑗 close
to 0 indicates there is no effect of end-use alternate characteristics on the energy alternative
baseline marginal utility. On the other hand, a value of 𝑤𝑗 close to 1 indicates the end-use alternate
characteristics influence the energy alternative baseline marginal utility to the same extent as that
of end-use alternative.
The total utility derived by consuming

𝑇 = { 𝑡1 , 𝑡2 , 𝑡3 , … … , 𝑡𝐽 }

energy by 𝑗 energy

sources and further allocating each of these consumptions among 𝑘 end use utility types i.e. 𝑇 =
{ 𝑡11 , 𝑡12 , 𝑡13 … … . . 𝑡1𝑘 , 𝑡21 , 𝑡22 , 𝑡23 … … . . 𝑡2𝑘 , … … … . . 𝑡𝑗1 , 𝑡𝑗2 , 𝑡𝑗3 … … . . 𝑡𝑗𝑘 } is given by
𝑈 = ∑ 𝑈𝑗 + ∑ ∑ 𝑈𝑗𝑘
𝐽

𝑗

𝑘
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(17)

𝐽
𝑘
Which is subjected to constraints ∑𝑗=1 𝑡𝑗 = 𝑇𝑖 and ∑𝐾
𝑘=1 𝑡𝑗 = 𝑡𝑗

The above optimization problem can be solved by forming Lagrangian function for the
consumption constraint and applying Khun-Tucker first order conditions on it (similar to wales
and woodland 1983 (Wales and Woodland, 1983)). The Joint probability expression derived (in
similar fashion as presented in Enam and Konduri (2017) (Enam and Konduri, 2017)) by
consumption of 𝑇 = { 𝑡1 , 𝑡2 , 𝑡3 , … … , 𝑡𝐽 } energy by 𝑗 energy sources and further allocating each
of these consumptions among 𝑘 end use utility types i.e.
𝑇 = { 𝑡11 , 𝑡12 , 𝑡13 … … . . 𝑡1𝑘 , 𝑡21 , 𝑡22 , 𝑡23 … … . . 𝑡2𝑘 , … … … . . 𝑡𝑗1 , 𝑡𝑗2 , 𝑡𝑗3 … … . . 𝑡𝑗𝑘 } is given by
𝑃(𝛩) = 𝑝( 𝑡1 , 𝑡2 , 𝑡3 , … … , 𝑡𝐽 ) 𝑝(𝑡11 , 𝑡12 , 𝑡13 … … . . 𝑡1𝑘 |𝑡1 > 0) 𝑝(𝑡21 , 𝑡22 , 𝑡23 … … . . 𝑡2𝑘 |𝑡2
> 0) … … … . . 𝑝(𝑡𝑗2 , 𝑡𝑗3 … … . . 𝑡𝑗𝑘 |𝑡𝑗 > 0)

(18)

Where 𝛩 = {𝛾𝑗 , 𝑤𝐽 , 𝛾𝑗𝑘 , 𝛽𝑗 , 𝛽𝑗𝑘 𝜀𝑗 , 𝜀𝑗𝑘 ,}
In the above model structure, we assume 𝜀𝑗 and 𝜀𝑗𝑘 to be standard extreme value distribution
and are independently and identically distributed across the alternatives.
𝑗

𝑃(𝛩) = 𝑝( 𝑡1 , 𝑡2 , 𝑡3 , … … , 𝑡𝐽 ) ∏ 𝑃(𝑡𝑖1 , 𝑡𝑖2 , 𝑡𝑖3 … … . . 𝑡𝑖𝑘 |𝑡𝑖 > 0)

(19)

𝑖=1
𝑚

𝑚

𝑃(𝛩) = [∏ 𝐶𝑗 ] [∑
[

𝑗=1

𝑗=1

−𝑣𝑖
∏𝑚
1
𝑖=1 e
][
] (𝑚𝑗
𝐶𝑗 [∑𝑘𝑗=1 e−𝑣𝑗 ]𝑚𝑗

𝐽
𝑚

− 1)! ∏ [∏ 𝐶𝑗𝑘 ] [∑
]

𝑘=1
𝑗=1

𝑚

𝑚

1
𝐶𝑗𝑘

𝑘

𝑗=1

]

𝑗=1

𝑘

−𝑣𝑗𝑘

[∑ e
[
𝑗=1

∀𝑗, 𝑘 𝑖𝑓(𝑡𝑗 > 0 𝑎𝑛𝑑 𝑡𝑗𝑘 > 0)
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(20)

e−𝑣𝑗

∏

(𝑚𝑗𝑘 − 1)!

𝑚𝑗𝑘

]

]

Where 𝐶𝑗 = 𝑡

1

𝑗 +𝛾𝑗

and 𝐶𝑖𝑘 =

1
𝑡𝑖𝑘 +𝛾𝑖𝑘

In the above probability expression, 𝑚𝑗 is the number of energy alternatives with non-zero
consumption (𝑡𝑗 > 0) and 𝑚𝑗𝑘 is the number of end use utility types consuming energy alternative
𝑗 (𝑡𝑗𝑘 > 0).

4.5 Data
The main data source employed in this study is the Commercial Building Energy Consumption
Survey (CBECS). The database is developed by the U.S Energy Information Administration (EIA)
of the US Department of Energy and is publicly available. It collects information on energy
consumption, energy expenditures, and energy related characteristics of commercial buildings in
the US. For our study, we are using the 2015 survey data which is the most recent release by EIA
(for details about survey methodology see (US-EIA, 2018a)). This dataset covers 20 different
types of commercial buildings based on activities in the building; like Offices, laboratories,
warehouses (refrigerated and non-refrigerated), Food sales, public order/safety facilities, health
care (nursing, inpatient and outpatient), public assembly facilities, education related buildings,
food service, lodging, malls (strip shopping and enclosed), retail shopping (other than mall),
service related and other buildings. The dataset has a sample of 6552 unique types of buildings
with a weighted size of 5.56 million. Of these, 5000 random cases are selected for our empirical
analysis. The remainder of the data will be used for validation and forecasting of the modelling
approach.
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4.5.1 Dependent Variables
In the dataset, total energy consumption of commercial buildings including energy source
consumption and utility type consumption in presented in terms of thousand British Thermal Units
(BTUs). The total energy consumption of each building is from 4 different types of energy sources;
(1) electricity, (2) natural gas (NG), (3) fuel oil (FO), and (4) district heat (DH). The energy from
each of the energy source can be utilized for various purposes (referred to as energy end-use
consumption). These include: (1) heating, (2) cooling, (3) ventilation, (4) water heating, (5)
cooking, (6) lighting, (7) refrigeration, (8) office equipment, (9) computing, and (10)
miscellaneous (includes all the energy loads other than the other specified types).
Figure 4.2 presents the model structure adopted for the study including the average
consumption (in 106 BTUs) and participation rates for each level. From the figure, it can be
observed that among the four energy sources, only electricity is consumed by all buildings. Energy
from each source could be consumed for a single end-use or multiple end-uses. Figure 4.2 shows
that electricity is consumed for miscellaneous end-use in all the commercial buildings. It should
be noted that the other end use type for NG energy source include both cooling and miscellaneous.
Since, the participation rate of cooling was only 1.5%, it was combined into miscellaneous
category for ease of modelling. Similarly, due to lower participation rates (0.5% and 0.7%),
cooling and cooking were combined to form the other category for FO energy source.
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Figure 4.2 Modeling Framework, Participation and Mean Consumption of Energy Alternatives
*Participation represents the share of commercial buildings using the energy alternative or end-use type
** Consumption represents the mean consumption of energy (in 106 BTU)
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4.5.2 Independent Variables
The independent variables considered in the study can be broadly classified into three categories:
(1) regional characteristics including census region, heating degree days and cooling degree days,
(2) building characteristics such as building footprint, presence of basement, attic, elevator,
occupancy, and year of construction. (3) building infrastructure (facilities) including Advanced
Metering Infrastructure (AMI) smart metering, energy management plan, building automation
system, and economizer cycle. Table 4.2 presents descriptive statistics of the independent
variables. For categorical variables, shares of different categories are provided while for
continuous variables mean, standard deviation and the range are presented.

Table 4.2 Descriptive Statistics of Qualitative and Quantitative Variables
Variable

Census region

Year of construction

Percent of exterior glass

Glass area covering most sunlight (building
orientation)

Number of basements
Presence of attic

Categories

Share

North East

17%

Mid-West

22%

South

38%

West

23%

Before 1945

12%

1946 to 1979

35%

1980 to 1989

17%

After 1989

35%

<=1%

21%

2 to 10%

27%

11 to 25%

27%

26 to 50%

10%

> 50%

5%

More glass area

19%

Less glass area

17%

About same area

7%

No basement

23%

One or more

77%

Yes

21%
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Variable

Categories

Share

Presence of elevators

Yes

33%

Presence of escalators

Yes

3%

Building in a multibuilding complex

Yes

39%

0 to 9

4%

9 to 11

5%

12

91%

Open 24 hours a day

Yes

20%

Building automation system

yes

37%

Economizer cycle

yes

31%

Regular HVAC maintenance

yes

78%

AMI smart metering

yes

19%

Energy management plan

yes

24%

Presence of commercial or large kitchen

yes

6%

Presence of small kitchen area

yes

14%

Refrigeration use

yes

85%

Occupancy sensors

yes

35%

Multi-level lighting or dimming

yes

15%

Daylight harvesting

yes

6%

Lighted parking area

yes

61%

Months in use

Continuous variables
Variable

Minimum

Maximum

Mean

Heating degree days (HDD)

47

10,744

3,571

Std.
Deviation
1,979

Cooling degree days (CDD)

12

5871

1656

1,026

Building footprint (in sq ft)

1,001

1,500,000

126,870

261,013

Percent occupancy

0

100

26

41

Total hours open per day

0

24

11

7

Number of computers

0

4,195

167

528

Number of Records

6,552

4.6 Results and Discussions
These records are used to develop a linear regression model to predict total energy consumption
and bilevel MDCEV model to predict consumption of energy by source and end use types. The
results and the inferences from the results are presented in the sections below
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4.6.1 Linear Regression
The results of linear regression model to understand the total energy consumption is presented in
Table 4.3. In the model, a positive (negative) estimate indicates that the parameter increases
(decreases) the consumption of total energy of the building with increase of that quantitative
variable or occurrence of that categorical variable.
From the results, both HDD and CDD increases the consumption of total energy, as more
energy would be needed to meet the heating and cooling requirements (Deng et al., 2018). Similar
results are reported in the existing literature (see (Aranda et al., 2012)). Our results also suggested
that commercial buildings with larger floor areas, increased number of working hours per week,
higher percentage of occupancy are likely to consume more energy. The result is intuitive since
these variables are a proxy for intensity of activities within the buildings, thus requiring higher
energy usage. Presence of attic and basements as well as roof cooling materials reduce total energy
consumption while percent of exterior glass increases consumption. When floor to ceiling height
is 15 ft or less, total energy consumption reduces while any value beyond 15ft is likely to increase
consumption of energy. similar results can be found in (Ghafari et al.)). In buildings with smart
metering the consumption of energy is less compared to that of the buildings without it. Similar
conclusion is drawn in the context on energy inefficiency factor of a building that does not have
any energy saving equipment (Aranda et al., 2012). Other building infrastructure like building
automation system (automatic centralized control of building’s HVAC, lighting and other
systems), refrigeration, multi-level lighting/dimming, lighted parking area, skylights and atriums,
and regular HVAC maintenance have positive impact on total consumption of energy.
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Table 4.3 Log linear regression model estimates to predict total energy consumption
Variable

Estimate

t-stat

Constant

3.26

600.57

North East

0.32

151.4

Mid-West

0.18

91.82

Heating degree days (HDD)

0.05

80.28

Cooling degree days (CDD)

0.11

107.36

Building footprint (in 1000 sq ft)

0.03

654.42

Number of work hours per week

0.05

505.57

No basement

0.22

116.67

Attic

-0.25

-166.32

11 to 25 %

0.24

136.59

26 to 50%

0.60

226.13

51 to 75%

0.65

119.13

76 to 100%

0.68

56.95

11 to 12

-0.02

-10.85

13 to 15

-0.02

-8.21

16 to 20

0.25

113.96

<20

0.40

137.89

Percent occupancy

0.19

111.66

Cool roof materials

-0.28

-144.78

Building automation system

0.26

116.03

AMI smart metering

-0.16

-78.34

Refrigeration

0.92

628.91

Multi-level lighting or dimming

0.52

176.02

Lighted parking area

0.31

232.03

Skylights or atriums

0.13

59.4

Regular HVAC maintenance

0.73

530.63

Regional characteristics
Census region

Building characteristics

Percent exterior glass

Floor to ceiling height (in feet)

Building infrastructure

R-square

0.44

Adjusted R-square

0.44

Sample size

5000
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4.6.2 Bi-level MDCEV model
The joint bi-level MDCEV model results are presented in Table 4.4 to Table 4.8. A variety
of variables available in the CBECS dataset are used to specify the model. The best model has 310
variables including 47 constants (that include constants in baseline utility specification, satiation
parameters in the top and bottom level models and weight parameter). The final loglikelihoods at
convergence for the best model and the constant only model are -149618000 and -154631000,
respectively. The log-likelihood ratio of the model specification is 10026000, that is significant at
99% confidence interval. The MDCEV model results, irrespective of the level, can be interpreted
as the positive (negative) sign of the estimate indicates that the probability of consumption
increases (decreases) with increase in the variable. In case of categorical variables, the positive
(negative) sign of the estimate indicates that the probability of consumption increases (decreases)
for the category when compared to the category considered as the base.

4.6.2.1 Energy Source consumption (Top level)
The results corresponding to MDC scenario of energy alternative (top level) is presented in Table
4.4. The constants for NG, FO and DH are negative indicating the probability of consumption of
these energy sources is less compared to electricity. Heating degree days (the number of degrees
that a day's average temperature is below 65o Fahrenheit, which is the temperature below which
buildings need to be heated) increases the consumption of FO and DH and decreases the
consumption of NG compared to electricity. This indicates that buildings in colder regions use
more of FO and DH than electricity and NG to meet the heating requirements. Whereas, cooling
degree days (the number of degrees that a day's average temperature is above 65o Fahrenheit,
which is the temperature above which buildings need to be cooled) increases the consumption of
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electricity and DH. This indicates that buildings in hotter climatic conditions consume more
electricity and DH to meet their cooling needs. Census region also plays an important role in
consumption of source energy. In the north east region, electricity, FO and DH are more consumed
than NG. In the Midwest, NG is consumed more followed by DH, electricity and FO, respectively.
In the south, electricity, NG and DH are less consumed compared to FO.
A few building characteristics also played an important role in energy consumption of
commercial buildings. The building footprint of the building increases the probability of
consumption of electricity, FO and DH compared to NG. With increase in the floor area of the
building, energy requirement to meet various needs of the building activities increases, thereby
increasing the energy consumed by various energy sources. The model show that electricity
consumption increases the most with increase in total floor area of commercial building, whereas
consumption of NG increases the least. Occupancy percentage reduces the consumption of
electricity, NG and FO compared to DH. The result seems counterintuitive at first glance and needs
further investigation. As expected, older buildings (constructed before 1980) consume more
electricity and NG. Number of working hours in a day increases the consumption of energy in a
commercial building. . More specifically, electricity consumption the most while consumption of
FO is the least increased. Presence of attic decreases the consumption of electricity, whereas
absence of increases the consumption of DH. On the other hand, elevator increases consumption
of electricity as most of the elevators run only on electricity. It is interesting that if a commercial
building is in a multi building complex, it increases the probability of consuming DH and decreases
the probability of NG compared to other alternatives. This might be because that multi building
complexes usually maintain a district heating facility, thus increasing the consumption of DH,
whereas they don’t prefer to maintain NG reserves because of safety issues.
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A variety of building infrastructure also influences the consumption of various energy
sources in commercial buildings. Presence of refrigeration, lighted parking and regular
maintenance of HVAC system increases the probability of consuming electricity, as all these
primarily depend on electricity. Whereas multilevel lighting (or dimming) facility in the building
decreases the probability of electricity consumption, as the electricity load for lighting can be
varied using dimming facility. It is interesting to see energy management plan (long term
sustainable energy management plan) and economizer cycle (mechanical system to reduce energy
consumption for HVAC, refrigeration and boilers) increases the consumption of electricity and
NG, while the consumption of FO decreases compared to DH. Building automation system
(automatic centralized control of building’s HVAC, lighting and other systems) decreases the
probability of consumption of electricity, NG and FO compared to DH. Presence of occupancy
sensors in the building increases the consumption of electricity and reduces the consumption of
FO and DH. The occupancy sensors primarily work on HVAC and lighting requirements of the
occupied rooms in the buildings which primarily depend on electricity.

Role of 𝑤𝑗 :As discussed in previous section, the decision of consumption of end use alternatives
(bottom nests) can influence the consumption of energy alternative (top nest). But the contribution
of end use choice is not always mandatory on the energy alternative and the modelling framework
supports it. So, the value of 𝑤𝑗 is used to understand the influence of the bottom levels on the top
level. The value of 𝑤𝑗 should be positive and should be between 0 and 1. The value of 𝑤𝑗 close to
0 indicates there is no effect of end-use alternate characteristics on the energy alternative baseline
marginal utility. On the other hand, a value of 𝑤𝑗 close to 1 indicates the end-use alternate
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characteristics influence the energy alternative baseline marginal utility to the same extent as that
of end-use alternative.
From the empirical results, value of 𝑤𝑗 is observed to be significant for NG (with estimate
of 0.1418 and t-stat of 3578) and DH (with estimate of 0.0059 and t-stat of 33) nests, while the
others are no different from 0. This indicates that the energy consumption of NG and DH are
influenced by the choice of the end-uses in the building.

Satiation parameter: The Satiation parameter (𝛾𝑗 ) does not correspond to electricity
alternative as all the commercial buildings in the dataset consume a non-zero amount of electricity.
The satiation parameters are estimated for the other alternative except electricity. From the results
it can be inferred that DH has the highest satiation (consumes less energy) followed by NG and
FO.

Table 4.4 Bi-level MDC model estimates for consumption of energy source (top level)
Variables

Electricity

Natural Gas

Fuel oil

District Heat

Constant

--

-4.49
(-21471)

-8.99
(-24469)

-13.59
(-4821)

2.09
(8596)
-0.14
(-64)

1.18
(483)

Regional characteristics
North east
Census region

Mid-west
South

0.35
(2716)
-0.06
(-232)
-1.13
(-4577)

-0.15
(606)
-1.57
(-5927)
-0.04
(-931)

-0.32
(5864)

Heating degree days (HDD)

--

Cooling degree days (CDD)

0.43
(5768)

--

--

0.47
(2192)

--

0.34
(1413)

--0.45
(-174)
0.1
(239)
0.22
(162)

Building characteristics
Building footprint (in 1000 sq. ft.)
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0.29
(524)

Variables
No basements

Natural Gas

Fuel oil

--

--

--

--

--

--

--

--

--

-0.15
(-2081)
0.32
(1964)

Presence of Attic
Presence of elevator
Facility in multi building
complex

Electricity

Yes

Number of working hours in a day
Occupancy percentage
Before 1945
Year of construction
1946 to 79

-0.37
(4336)
-0.57
(-136)
0.25
(1110)
0.39
(3325)

District Heat
0.2
(193)

-0.09
(-1058)
0.05
(497)
-0.73
(-175)
0.91
(5279)
0.67
(4909)

-1.11
(-266)

--

--

--

--

--

0.02
(7)
-1.44
(-1293)
0.33
(288)

-0.25
(-118)
-0.88
(-772)
-0.48
(-419)

--

--

--

--

--

--

--

-0.39
(-2458)

-0.35
(-254)

--

--

--

--

--

--

198.84
(13563)

112.3
(7041)

53825.36
(151)

---

2.22
(1368)
0.04
(31)

Building infrastructure
0.04
(18)
Building automation
-1.23
Yes
system
(-1095)
0.34
Economizer cycle
Yes
(300)
Regular HVAC
0.16
Yes
maintenance
(2455)
0.14
Refrigeration
Yes
(1843)
0.34
Occupancy sensor
Yes
(3496)
Multi-level lighting or
-0.2
Yes
dimming
(-1476)
0.29
Lighted parking area
Yes
(4488)
0
Satiation parameter (𝜸𝒋 )
(--)
Note: Numbers within braces indicate the t-stat of the estimates
Energy management Plan

Yes

----

4.6.2.2 End use consumption of electricity (Bottom level- nest 1)
Table 4.5 presents the empirical model estimates for the end use level for electricity alternative.
As expected, HDD and CDD increase the consumption of electricity for heating and cooling,
respectively. Additionally, increase in HDDs tend to increase the demand for electricity for
refrigeration while reducing it for cooling purposes. Buildings in the North-east region are more
86

likely to use higher portion of the electric energy for cooling, ventilation, lighting, and office
equipment operation.
The results suggest that building footprint has a positive effect on electricity consumption
across the end use types except for heating when compared to water heating. Number of workhours
per day has negative influence on consumption on electricity across the utility types except
ventilation when compared to miscellaneous category. Occupancy of the building has a positive
influence on all the other utility types when compared to cooking and computing. Commercial
buildings with more glass cover facing more sunlight, consume more electricity for heating,
cooling and water heating. Whereas, buildings with less glass cover facing more sunlight, consume
less electricity for heating, cooling and more for water heating. Amount of exterior glass cover on
the building also effects the electricity consumption across various kind of end use types.
Electricity is consumed more for heating with increase in exterior glass cover to certain extent and
then decreases compared to miscellaneous. The other end use categories (like cooling, ventilation,
computing and office equipment) consume more electricity with increase in percent glass cover.
Absence of basement decreases the probability of electricity consumption for heating and water
heating and increases the likelihood for ventilation and lighting. Old buildings constructed before
1945 decreases the electricity consumption for heating and increases for cooking and computing.
The floor to ceiling height is another important building characteristic that increases the probability
of electricity consumption for miscellaneous and lighting end uses. The buildings with more than
20 feet of ceiling height consume more electricity for heating, cooling and ventilation. The roof
cooling material increases electricity expenditure on heating, cooking and water heating
requirements. The buildings with attic have higher probability of consuming more electricity for
heating and less for ventilation. A commercial building located in multi building facility has higher
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likelihood of consuming more electricity for ventilation, lighting, office equipment and computing.
Whereas the probability of consuming electricity is less for cooling end use type.
Building infrastructure also plays an important role in consumption of electricity by end
use types. Building automation system increases the probability of consuming electricity for
ventilation, whereas heating, cooling and water heating increases the same. Economizer cycle in
the building decreases the consumption of electricity for heating, water heating, refrigeration and
office equipment, whereas it increases for cooling and ventilation. Regular HVAC maintenance of
a building decreases the probability of consumption of electricity for heating whereas it increases
for cooling and ventilation. It is interesting that a building with proper energy management plan
increases the consumption of electricity to meet cooling, ventilation, lighting requirements
compared to heating. Multilevel lighting and dimming reduces lighting and computing
requirements. Number of computers in a building has positive influence on consumption of
electricity to meet computing requirement.

Satiation parameter: Since all commercial buildings in the dataset consumed electricity for
miscellaneous end-use needs, no satiation parameter was estimated for this end-use. The
parameters for other end-uses indicate that cooking has the highest satiation (consumed less) and
office equipment has the lowest satiation (consumed high).
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Table 4.5 Bi-Level MDC Model Estimates for Electricity Consumption by Various End Use Alternatives (Bottom Nest 1)
Variable

Heating

Cooling

Ventilation

Constant

-3.18
(-22387)

-1.64
(-12778)

-0.62
(-8152)

0.38
(4529)
0.25
(3072)
0.29
(3930)
-0.13
(-6406)
0.26
(7285)

0.20
(3366)

0.97
(7025)
-0.33
(-8492)
1.08
(8018)
0.24
(4203)
0.41
(4322)
0.49
(4084)
0.14
(2541)

1.31
(8216)
0.27
(7913)
1.98
(14616)
0.14
(2178)
0.18
(1898)
0.42
(1838)

Water
heating
-2.68
(-21158)

Lighting

Cooking

Refrigeration

-0.17
(-2114)

-5.53
(-24267)

-2.57
(-34246)

0.36
(5008)

--

--

--

--

--

--

--

--

Office
equipment
-1.27
(-17350)

Computing

Miscellaneous

-1.45
(-19807)

--

0.33
(5994)
-0.27
(-4881)
-0.22
(-4719)

0.36
(5557)

--

0.16
(3726)

-0.35
(-6520)
-0.34
(-7390)

Regional characteristics
Northeast
Census region

Mid-West
South

Heating degree days (HDD)
Cooling degree days (CDD)
Building characteristics
Building footprint (in 1000
sq ft)

--

-0.33
(-5260)
0.16
(3071)
--

--

--

0.02
(2268)

--

--

--

--

--

--

--

--

--

--

--

--

1.39
(7573)

0.20
(1095)
-0.23
(-4161)

0.92
(6677)

1.03
(6257)
-0.16
(-4968)
1.57
(12447)
0.17
(3384)

1.23
(8061)
-0.6
(-18190)

1.37
(7381)

--

Less

--

--

--

--

--

0.07
(1140)

0.16
(3373)
0.17
(3572)
-0.19
(-3350)

--

--

--

--

--

--

25 to 50%

No basements
before
1945
10 to 12
feet

--

--

More

11 to 25%

Year of
construction
Floor to ceiling
height

--

--

50 to
100%

Occupancy percentage

Glass area
facing most
sunlight

-0.45
(-8083)
0.41
(7949)
0.10
(7929)

--

-0.05
(-287)
-0.51
(-13346)
1.11
(8821)
-0.09
(-1720)
-0.16
(-2101)
0.26
(1553)

Number of work hours

Percent
exterior glass

--

--

-0.83
(-19412)
1.11
(8473)

-1.08
(7695)

--

--

0.76
(6057)

--

--

--

--

--

--

--

0.15
(574)

----

0.42
(1898)

--

-0.68
(4968)
0.19
(3792)
0.16
(2027)
0.16
(892)

--

--

--

--

--

--

--

--

--

--

--

--

0.02
(257)

--

--

--

--

--

--

--

0.27
(2495)

--

--

--

0.03
(465)

--

0.08
(1412)

--

--

--

0.1
(2013)

--
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Variable
13 to 15
feet
16 to 20
feet
>20 feet
Cool roof
Yes
material
Presence of
Yes
attic
Facility in
multi building
Yes
complex
Building infrastructure
Building
automation
Yes
system
Economizer
Yes
cycle
Regular HVAC
Yes
maintenance
Energy
management
Yes
Plan
Small Kitchen
Yes
area
Commercial or
large kitchen
Yes
area
Number of computers
Multi-level
lighting or
dimming
Daylight
harvesting

Yes

Heating

Cooling

Ventilation

Water
heating

Cooking

Refrigeration

Office
equipment

--

--

--

--

--

--

--

--

--

--

--

--

--

--

0.45
(5214)
0.11
(1922)
0.13
(2944)

0.38
(4232)

0.30
(3407)

--

--

--

--

--

--

0.09
(1671)

0.17
(1594)

--

--

--

--

--

-0.07
(-1448)

--

--

--

--

--

--

--

--

-0.05
(-929)

0.05
(1104)

--

0.26
(5716)

--

--

0.11
(2701)

0.34
(7559)

0.25
(5954)

-0.11
(-1761)

-0.16
(-2276)

0.10
(1256)

-0.26
(-4150)

--

--

--

--

--

--

-0.26
(-3521)
-0.32
(-7580)

0.23
(2555)
0.31
(6743)

0.36
(3291)
0.34
(7224)

-0.33
(-4520)

--

--

-0.05
(-908)

-0.02
(-217)

--

--

--

--

--

--

--

--

--

--

0.12
(1486)

0.32
(3286)

-0.07
(-763)

0.27
(2668)

--

0.14
(1858)

0.29
(3431)

0.05
(448)

--

0.42
(6951)

0.36
(5007)

--

0.35
(5558)

2.55
(30273)

0.83
(14477)

0.42
(6886)

0.21
(3178)

--

-0.14
(-1220)

0.27
(1952)

--

-0.57
(-4409)

-0.16
(-1059)

0.88
(7032)

1.16
(11003)

0.01
(70)

-0.17
(-1123)

--

--

--

--

--

--

--

--

--

3.16
(36)

--

--

--

--

--

-0.44
(-4297)

--

--

--

--

-0.49
(-5189)

--

--

--

--

--

--

--

-0.10
(-635)

0.8408
(14.871)

2.0591
(23.605)

1.3118
(12.876)

76.3124
(18.028)

3.8642
(24.033)

0.9947
(21.165)

3.0512
(23.368)

--

-0.09
(-633)
9.939
11.2819
Satiation parameter (𝜸𝒌𝒋 )
(25.679)
(23.911)
*Numbers within braces indicate the t-stat of the estimates
Yes

--

Lighting
0.27
(3811)
0.53
(8085)
0.71
(7344)
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Computing
0.31
(4304)
0.6
(9023)
0.75
(7740)

Miscellaneous
----

4.6.2.3 End use consumption of natural Gas (Bottom level- nest 2)
Table 4.6 presents the empirical model estimates for the end use level of NG alternative.
Consumption of NG energy tend to be higher for non-space heating related end-uses with increase
in HDDs and CDDs.
The variables that increased the likelihood of NG energy source being consumed for
various end-uses include census region (north-east, mid-west, and south), HDDs, CDDs,
occupancy percentage, building footprint, and year the building was constructed (in the 90’s).
Buildings with no basement, that are open year-round, located in a multi-building complex, and
have energy management plans in place, are less likely consume NG energy source for meeting
their end-use needs.
The probability of consumption of NG in commercial buildings decreases for heating and
cooking purposes with increase in number of work hours per week. Whereas, increased working
hours increase NG consumption for water heating purposes. The size of the building (building
footprint) has positive influence on NG consumption to meet heating and water heating
requirements. But it has a negative effect on energy expenditure for cooking. If the floor to ceiling
height is more than 15 ft, it increases the probability of NG consumption for heating, cooking and
other end use types, as the energy required for heating/cooling increases with increase in it.
However, less than 15 ft of floor to ceiling height has a mixed effect. For instance, it has a negative
impact on energy consumption for heating while having a positive impact on cooking energy
consumption for the NG source.
A commercial building with a small kitchen area is less likely to consume NG for heating
and more likely to use more NG for water heating and cooking.
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Satiation parameter: The satiation parameter (𝛾𝑗𝑘 ) results shows that, water heating has the lowest
satiation (implying it will use more NG) and other end-use utility has the highest satiation (it uses
less NG).

Table 4.6 Bi-Level MDC Model Estimates for Natural Gas Consumption by Various End
Use Alternatives (Bottom Nest 2)
Variable

Heating

Constant

--

Water
heating
0.30
(1065)

Cooking

Others

-1.82
(-4660)

-4.68
(-8416)

0.16
(893)

--

0.57
(2398)

--

--

--

0.15
(3273)
0.28
(3450)

0.62
(3759)
0.35
(7494)
0.10
(1097)

0.50
(1780)
0.32
(3801)
0.41
(2323)

0.20
(1372)

-0.03
(-204)

--

--

--

0.46
(1979)

--

--

Regional characteristics
North East
Census region

Mid-West
South

0.11
(840)
0.4
(3250)
0.51
(3965)

Heating degree days

--

Cooling degree days

--

--

Building characteristics
-0.73
(-4602)
0.27
(2700)

Number of work hours
Occupancy percentage
Open for 12 months
Building footprint (in 100 sq. ft.)
No basement
Before 1945
Year of construction

1946 to 1979
1980 to 1999
<10 feet

Floor to ceiling height

0.25
(997)

-0.36
(-2484)
0.16
(716)

--

--

1.34
(3195)
0.57
(2413)
0.43
(2237)
-0.35
(-2829)
-0.38
(-3143)

0.98
(2368)
0.42
(1837)
0.25
(1304)

-0.13
(-469)
-0.51
(-3403)
1.33
(3048)
0.62
(2341)
0.62
(2760)

--

--

--

--

--

10 to 12 feet
13 to 15 feet
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--

0.23
(1889)
0.04
(206)

---------

Variable

Heating
16 to 20 feet
>20 feet

Facility in multi building complex

Yes

Water
heating

Cooking

Others

-0.10
(-1280)

0.08
(414)
0.50
(2044)
-0.63
(-4872)

0.73
(3392)
0.60
(1697)
-0.40
(-1570)

--

--

--

0.35
(1851)
0.72
(5494)
7.40
(20655)

1.05
(5012)
1.18
(7091)
202.80
(8097)

0.47
(3232)
0.36
(2253)

---

--

Building Infrastructure
Energy management Plan

Yes

Small kitchen area

Yes

Commercial or large kitchen area

Yes

Satiation parameter (𝜸𝒌𝒋 )

-0.27
(-2561)
-0.02
(-112)
-86.06
(10985)

--214.73
(3522)

*Numbers within braces indicate the t-stat of the estimates

4.6.2.4 End use consumption of fuel oil (Bottom level- nest 3)

Table 4.7 presents the empirical model estimates for the end use level of FO alternative. Our results
indicate that older buildings (built before the 80’s) which are located in the North-east and South
census regions, with no basements, with increased heating degree days, number of work hours/day,
occupancy percentage, building footprint (area), and floor to ceiling height are more likely to
consume FO for different end-uses. Contrastingly, buildings with higher number of computers and
with occupancy sensor are less likely to consume energy from FO for different end-uses.

Satiation parameter: The satiation parameter (𝛾𝑗𝑘 ) results show that, water heating has the lowest
satiation and other end use utility has the highest satiation.
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Table 4.7 Bi-Level MDC Model Estimates for Fuel Oil Consumption by Various End Use
Alternatives (Bottom Nest 3)
Variables

Heating

Constant

--

Water Heating
-3.89
(-1597)

Others
1.71
(966)

Regional characteristics
North East
Census region
South
Heating Degree Days (HDD)

1.86
(2673)
1.91
(2357)
0.30
(1379)

4.55
(3062)
2.92
(1851)
0.30
(878)

1.42
(3680)
0.35
(642)

0.46
(2017)

----

Building characteristics
Number of work hours per day
Occupancy percentage
Building footprint (in 100 sq. ft.)

--

No basement
before 1945
Year of construction
1946 to 79
<10ft
10 to 12 ft
Floor to ceiling height
12 to 15 ft
15 to 20 ft
Number of computers

1.91
(1468)
1.12
(2626)
0.90
(2508)
0.02
(27)
0.26
(364)
1.06
(1437)
0.23
(312)
-5.16
(-9)

-0.12
(98)
-1.67
(2979)
1.35
(2508)
-----

-1.64
(2585)
0.64
(756)
2.02
(1593)
--------

Building infrastructure
Occupancy sensor

Yes

Satiation parameter (𝜸𝒌𝒋 )

-1.60
(-2672)
4608.23
(478)

*Numbers within braces indicate the t-stat of the estimates
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-0.42
(3758)

0.08
(134)
310.26
(1648)

4.6.2.5 End use consumption of district heat (Bottom level- nest 4)
Table 4.8 presents the empirical model estimates for the end use level of DH alternative. Our
results indicate that buildings built before 1945, located in the North-east, Mid-west, South census
regions, with increased occupancy rate, building footprint, commercial or large kitchen area, and
which have HVAC system are more likely to consume DH for different end-uses. Contrastingly,
buildings located in areas with higher number of heating degree days in a multibuilding complex,
with increased number of work hours/day and small kitchen area, which have occupancy sensor
and energy management plans are less likely to consume energy from DH for different end-uses

Satiation parameter: The satiation parameter (𝛾𝑗𝑘 ) shows that, heating has the lowest satiation and
cooling has the highest satiation.

Table 4.8 Bi-Level MDC Model Estimates for District Heat Consumption by Various End
Use Alternatives (Bottom Nest 4)
Variables

Heating

Constant

--

Water
Heating
4.50
(142)

Cooking

Cooling

-8.35
(-124)

-23.17
(-86)
6.92
(64)
4.12
(35)
4.53
(44)

Regional characteristics

Census Region

North East

1.01
(433)

--

0.94
(31)

Mid-west

--

--

--

South
Heating degree days (HDD)

2.94
(870)
-1.9
(-89)

-1.05
(-50)

2.08
(57)
-1.64
(-57)

-2.08
(-67)
0.48
(174)

-1.67
(-41)
1.67
(44)

--

--

Building characteristics
Number of work hours in a day

-2.43
(-78)

Occupancy percentage
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-1.28
(23)

Variables
Building footprint (in 100 sq. ft.)
Facility in multi building
complex

Water
Heating
0.28
(77)
-2.04
(-50)
0.20
(11)

Heating

Yes

Year of construction (before 1945)

0.21
(60)
-1.96
(-48)
0.41
(22)

Cooking
0.17
(45)
---

Cooling
----

Building infrastructure
-3.64
(-19)
1.71
Economizer cycle
Yes
(933)
-3.37
Energy management plan
Yes
(-91)
-2.67
Small kitchen area
Yes
(-54)
Commercial or large
1.81
Yes
kitchen area
(36)
10.58
Satiation parameter (𝜸𝒌𝒋 )
(32)
*Numbers within braces indicate the t-stat of the estimates
Occupancy sensor

-3.97
(-20)

Yes

-2.74
(-74)
-2.87
(-55)
2.01
(38)
115.85
(608)

-3.07
(-16)
1.93
(64)
-3.75
(-64)
-3.43
(-53)
4.25
(74)
12342.45
(24)

-----27501.61
(14)

4.7 Summary
In this chapter, we focus on developing a commercial energy use prediction framework for United
States using the 2015 Commercial Building Energy Consumption Survey (CBECS) that provides
energy consumption details for electricity, natural gas, fuel oil and district heat. The consumption
problem has a multiple discreteness component, so MDCEV modeling framework is adopted,
which is similar to the approach is chapter 2. However, CBECS data provides detailed information
of energy consumption at end use level for each of the energy alternatives. So in this chapter, we
developed a unified energy consumption model employing a recently developed Bi-level Multiple
Discrete Continuous Extreme Value model (BiMDCEV). Towards studying the energy usage
process, a BiMDCEV model is estimated by using an exhaustive set of independent variables
including regional characteristics, climatic characteristics, building characteristics, building
infrastructure (facilities). The results revealed intrinsic relationship between choice and
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consumption of energy source with the end use types. The results from the proposed research will
also be useful for establishing a base line of commercial energy use.
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CHAPTER 5: TRANSPORTATION ENERGY DEMAND MODELING
USING SPATIAL REGRESSION

5.1 Background
The impending global climate challenge and the impact of air pollution on public health
are closely interconnected with what, where, and when is energy consumed. To elaborate, the
energy source mix (what) and spatio-temporal (where and when) consumption of energy has direct
implications for air pollution patterns and global climate change. United States consumes around
17% of the world’s annual energy with just 4.3% of world’s population (US-EIA, 2018b;
Worldometer, 2018). Alarmingly, global energy demand is growing at the rate of 1.3% per year in
the last decade (Looney, 2020) and at the rate of 0.7% in the US (US-EIA, 2021). In the US,
across the various sectors, transportation sector consumes 22% of total energy and produces 28%
of total greenhouse emissions (US-DOE, 2019a; US-EPA, 2020).
Recent technological advances in transportation technology such as electric vehicles,
connected autonomous vehicles, alternative fuel sources are likely to significantly affect how
energy consumption patterns evolve over time. Currently, transportation energy demand is met
mainly from non-renewable energy sources like gasoline and diesel. With potential electrification
of the fleet, there are significant implications for energy source mix and spatio-temporal patterns
of transportation associated air pollution. The residential and commercial energy consumption is
likely to be significantly affected with vehicles charged at source and destinations. Thus, as
electrification gains hold in the market, it would be useful to understand current energy
consumption patterns for transportation and non-transportation use.
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The interaction between transportation energy consumption and residential and
commercial energy usage became quite clear in the recent COVID pandemic situation. With the
stay-home restrictions in place during the peak months of the pandemic (April to August, 2020),
the energy consumption in transportation sector and commercial usage are observed to reduce by
21% and 8% respectively, while the residential energy usage increased by 8% (US-EIA, 2021).
While the long term impacts of COVID on transportation and non-transportation energy
consumption is far from clear, it provides a glimpse of the intricate relationship. There is a need to
holistically understand transportation energy and non-transportation usage at the household,
regional and country level. In this research, we focus our attention on understanding the
determinants of transportation energy usage to establish the potential baseline of energy
consumption with predominantly non-renewable fuels. As the market penetration of electric
vehicles increases, the baseline estimate will provide a useful benchmark for potential electricity
demand transfer from gasoline systems to the electric grid.
In our analysis, we focus on developing a transportation energy use prediction framework
for United States with a nationally representative household level transportation usage data.
Specifically, we employ a spatially varying regression model frameworks to account for potential
variations in transportation associated energy use across the country. The energy consumption data
is compiled using transportation mileage data from National Household Travel Survey (NHTS)
and MPG of the vehicles taken from Vehicle Fuel Economy Estimates compiled by US-EIA
(FHWA, 2017; US-EPA, 2017). The estimated energy consumption is examined as a function of
a host of independent variables such as like driver characteristics, household characteristics, and
urban form (Cheng et al., 2015; Edwards and Schofer, 1976; Hughes et al., 2004; Yin et al., 2015).
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5.2 Earlier Literature on Transportation Energy Modeling
As transportation sector contributes significantly to air pollution and overall energy consumption,
several research efforts have explored transportation energy use (see (Shunping et al., 2009). A
summary of the relevant literature reviewed is presented in Table 1 with information on study
region, data used for analysis, energy sources considered, dimensions of interest, independent
variables considered, and modeling approach employed. From the Table, several observations can
be made. First, the type of data used to understand the transportation energy use is from the
national government sources. Second, the geographical extent of the research covers various
countries including Australia, Belgium, Britain, China, India, Indonesia, Korea, Thailand, Turkey
and United States. Third, the main research dimensions of interest include energy consumption
and emissions associated with transportation. In some earlier studies, energy consumption was
examined by using multiple modes of transportation. Fourth, the independent variables considered
include the following categories: demographics, urban form, network characteristics, economic
indices, vehicle and trip characteristics. It is interesting to find that the influence of household
characteristics on transportation energy use are not generally explored. Finally, methodologies
considered in these studies are predominantly regression models and their variants (such as
Difference in Differences). Multiple studies have also applied machine learning methods (such as
neural networks, decision trees, random forest) and meta-heuristic algorithms (such as Artificial
bee Colony Algorithm).
It is evident from the literature review that substantial research has been conducted to
examine the relationship between various independent variables and consumption. However,
earlier research efforts have assumed spatial homogeneity in their analysis i.e. energy use across
the different decision makers was assumed to be represented by the same relationship even if these
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decision makers resided in different spatial locations. The current study develops a spatially
weighted regression model that builds on the traditional approach by allowing for the influence of
spatial proximity across decision makers to influence the decision process. The energy
consumption data is compiled using transportation mileage data from National Household Travel
Survey (NHTS) and MPG of the vehicles taken from Vehicle Fuel Economy Estimates compiled
by US-EIA (FHWA, 2017; US-EPA, 2017). Hence, to further augment the value of proposed
research, we conducted a prediction analysis to illustrate the performance of the models.
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Table 5.1 Literature Review of Studies on Transportation Energy Modeling
Reference

Study
region

Data

Energy sources

Dimension of
Interest

Independent Variables

Modelling approach

(Shim et al.,
2006)

Korea

Korean 1999 database

Gasoline

Consumption

Urban form and
Demographics

Linear regression

China

China statistical yearbook
and year of china
transportation and
communication

Oil

Consumption
by mode and
source

Five modes of
transportation

Logarithmic Mean
Deviation Index (LMDI)

(Zhang et al.,
2011)

Three transportation
management policies (fuel
tax, motorcycle parking
management and free bus
service), demographics,
fuel price and economic
growth rate
Metro operation intensity,
GDP, Urban size,
Openness, demographics

(Cheng et al.,
2015)

Kaohsiung,
China

Taiwan’s statistical
Abstract of transportation
and communications

Gas

Consumption

(Yu et al.,
2020)

China (130
cities)

Panel data (2003-2016)

Per capita Traffic
Energy

Consumption

(Kaza, 2020)

USA
(County
level)

US geological Survey, US
census, Bureau of
Economic Analysis,
Survey

Gas

Consumption

Urban form and
demographics

Linear regression

(Edwards and
Schofer, 1976)

37
hypothetical
cities

Hypothetical scenarios

Total energy

Consumption

Urban structure,
transportation network and
demographics

Lowry type of model

(Banister and
Banister, 1995)

Britain

National Travel Survey,
Advisory Committee on
Energy Consumption,
DOT

Total energy

Consumption
by mode

Travel distance, activity
type and demographics

Macro level interpretation
of data

(Yin et al.,
2015)

China

China statistics, survey

Various energy
sources used in
China

Consumption
and CO2
Emissions

Demographics, policy
changes

Global Change
Assessment Model

(Hughes et al.,
2004)

Australia

Newman and Kenworthy
(1989), Kenworthy and

Total energy

Consumption

Urban area, Demographics

Linear regression
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System Dynamics model,
linear regression analysis

Difference in Differences
(DID)

Energy sources

Dimension of
Interest

Independent Variables

Modelling approach

India

Multiple sources from
various departments in
India

Total energy

Consumption
and CO2
Emissions

Modal split between
passenger and truck
traffic, demographics,
distance travelled, GDP

Cointegrating regression

(Sonmez et al.,
2017)

Turkey

World bank, Turkish
Statistical Institute, The
General Directorate of
Highways and TED data

Total energy

Estimated
consumption

GDP, population and total
annual vehicle-km

Artificial bee Colony
Algorithm

(Marique and
Reiter, 2012)

Sub-urban
districts of
Belgium

Various empirical surveys

Transportation
energy in
residential
locations

Consumption

Travel distance, use of
public
transport and vehicle
performance

Quantitative methods

(Chai et al.,
2016)

China

World bank, International
Monetary fund, China
Statistical Yearbook
annual data

Total energy

Consumption

GDP, Financial credit and
employment

Univariate and
multivariate regression
models

(Choi et al.,
2013)

119
metropolitan
areas in 39
countries

Multiple data sources

Total energy

Consumption

Urban density, travel
behaviors, economic level

Discriminant analysis

(Amiri et al.,
2020)

USA

NHTS and DVRPC
database

Total energy

Consumption

Demographics and Trip
characteristics

(Sukarno et al.,
2016)

Padanag,
Indonesia

Indonesian Transport
Department

Gasoline and
diesel

Consumption
and emissions

(Lakshmanan
and Han, 1997)

USA

Bureau of transportation
statistics

Total energy

Consumption
and Emissions

(Wang et al.,
2017)

China

Holiday travel behavior
survey data

Total energy
(Holiday travel)

Consumption
and Emissions

Reference

Study
region

Data
Laube (1999) and UITP
(2003)

(Ramanathan
and Parikh,
1999)
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Trip distance, vehicle
population and average
fuel consumption
People’s propensity of
travel, demographics and
GDP
Socio-demographic
characteristics

ANN, decision trees,
random forest and elastic
net regularization
analyses.
System dynamic model
based on casual loop
diagram
Decomposition Analysis
Activity based travel
demand model integrated
with emission models

Reference

Study
region

Data

Energy sources

Dimension of
Interest

Independent Variables

Modelling approach

(Lin et al.,
2015)

China

IEA, NBS of China

Total energy

Consumption

Energy input, passengerkilometers and freight tonkilometers

Data Envelopment
Analysis (DEA)
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5.3 Data
National Household Travel Survey (NHTS) is conducted by Federal Highway Administration
(FHWA) to record the travel behaviour of US residents. In this research effort, the most recent
NHTS data from 2017 at vehicle level and household level are used. The vehicle level dataset has
the characteristics of the vehicles in the household, like vehicle make, model, year, and fuel type.
The household level dataset has the information of various household level characteristics, regional
characteristics, socio-economic characteristics and demographics of the region along with annual
miles travelled and the expenditure towards the fuel of each household. But the estimates of annual
fuel consumed by the household towards transportation is not available. To estimate the annual
transportation energy consumption at household level, vehicle specific Miles Per Gallon (MPG)
metric was required. Vehicle Fuel Economy Estimates (VFE) data that provides the estimates of
vehicle MPG of all the motorized vehicles in US between 1984 and 2017 by make, model and year
(US-EPA) was employed in the study to match the vehicle make information provided in the
NHTS dataset (US-EPA, 2017). The vehicle make and model in vehicle level NHTS dataset and
VFE dataset are coded differently. So, the datasets are reconciled for consistency in naming
pattern. Any vehicle make and models that are not present in the VFE dataset were manually
searched and updated. The MPG values are then merged with the vehicle level NHTS dataset. The
amount of fuel consumed by each vehicle in the vehicle level NHTS data is estimated using the
following formula.
𝐹𝑢𝑒𝑙 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 =

𝑀𝑖𝑙𝑒𝑠 𝑡𝑟𝑎𝑣𝑒𝑙𝑙𝑒𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑣𝑒ℎ𝑖𝑐𝑙𝑒 (𝑁𝐻𝑇𝑆 𝑣𝑒ℎ𝑖𝑐𝑙𝑒 𝑙𝑒𝑣𝑒𝑙)
𝑀𝑃𝐺 𝑜𝑓 𝑡ℎ𝑒 𝑣𝑒ℎ𝑖𝑐𝑙𝑒 𝑡𝑦𝑝𝑒 (𝐹𝑟𝑜𝑚 𝐸𝑃𝐴 𝑑𝑎𝑡𝑎)
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(21)

The fuel consumption is converted to energy consumption by applying thermal energy
conversion factors of the fuel type. The thermal energy of gasoline and diesel are 124,000 BTU2
and 139,000 BTU respectively (Engineering-ToolBox, 2005). As the hybrid vehicles mostly use
gasoline, the thermal energy of hybrid vehicles is considered to be same as gasoline. The vehicle
level energy consumption is aggregated to household level and appended to the household level
NHTS dataset. The households with the vehicles for which the MPG estimates are not available
are removed from the dataset. The descriptive statistics of the final prepared dataset are presented
in Table 5.2 and Table 5.3.

Table 5.2 Descriptive Statistics of Categorical Variables of NHTS at Household Level
Variable
South

43.5%

North East

15.2%

Mid-West

16.1%

West

25.2%

not in MSA or MSA < 1 Million

43.3%

In an MSA or CMSA > 1Million

56.7%

Census track:
Population density

Population density <10,000

94.9%

Population density >= 10,000

5.1%

Census track:
Housing unit density

Housing unit density 0 to 99

23.8%

Housing unit density >=100

76.2%

< 35,000$

24.1%

35 to 100,000$

46.0%

> 100,000$

29.9%

Census region

HH in MSA region

Income

2

Share

The British Thermal Unit (BTU) is defined as the amount of heat required to raise the temperature of one

pound of water by 1o Fahrenheit, which is equivalent to 1055 Joules (in SI units).
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Variable

How do you go to
work daily

Share
Walk

16.0%

Car

83.7%

Taxi

<1.0%

Bus

<1.0%

Train

< 1.0%

Para Transit

<1.0%

HH in MSA with rail facility

14.64%

HH in Urban region

91.35%

Table 5.3 Descriptive Statistics of Continuous Variables of NHTS at Household Level
Variable

Mean

Minimum

Maximum

Mean age of vehicles

9.594

1

40

Number of hybrid vehicles in the HH

0.053

0

4

Number of workers in household

1.077

0

7

Count of persons with an age between 0 and 4 in household

0.105

0

5

Number of vehicles per adult

0.9815

0

3

Annual energy consumption (in million BTU)

119.5

0.0174

2067.7

Annual miles travelled

20,994

2.83

254,309

From Table 5.2 and Table 5.3, we can see that majority of the observations are from south
census region (43.5%), followed by west (25.2%), mid-west (16.1%) and north-east (15.2%). The
number of households living in MSAs with population over one million are 56.7%. Majority of
the households (94.9%) live in areas where the population density is less than 10,000. More than
75% of the households live in regions with housing density more than 100. In the dataset, around
24% has household annual income less than 35,000$, 46% with income between 45,000 and
100,000$ and the rest above 100,000$. The dataset presents that 16% of the individuals walk to
work daily, while a majority share (83.7%) of them use car. However, the share of individuals
using public transit or taxis is less than 1%. The share of household living in MSAs with rail
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facilities is around 14%, while the households living in urban regions are 91%. The average annual
transportation energy consumption is 119.5 million BTU, with average annual miles travelled by
household to be around 21,000 miles.

5.4 Modelling Approach

5.4.1 Log-linear regression
Let 𝑇𝑖 represent the total transportation energy consumption of a household 𝑖. The Log-Linear
regression model is given by
log(𝑇𝑖 ) = ∑ 𝛽𝑥𝑖 + ε𝑖

(22)

Where 𝛽 is the vector of coefficients to be estimated, 𝑥 is the vector of attributes corresponding
to the household 𝑖 and ε𝑖 is random error component. The values of vector 𝛽 are estimated by
minimizing the error component using the ordinary least squares approach. The vector 𝛽 is
estimated by
𝛽 = (𝑥 𝑇 𝑥)−1 𝑥 𝑇 𝑦

(23)

5.4.2 Geographical Weighted Regression (GWR)
GWR is a spatial regression model, which explores the spatial varying relationships between
dependent and independent variables. The relation between the total energy and the independent
variables is given by
log(𝑇𝑖 ) = ∑ 𝛽𝑖 𝑥𝑖 + ε𝑖
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(24)

Where 𝛽𝑖 is the vector of coefficients for the household 𝑖. In this approach, the estimates are
specific to the household 𝑖 which represents the local variability. The estimation of local specific
coefficients, 𝛽𝑖 , is achieved by using spatial weight factor 𝑤𝑖 that accounts for the inaccuracies
due to spatial difference by penalizing the households other than 𝑖. The location specific vector of
estimates 𝛽𝑖 is given by
𝛽 = (𝑥 𝑇 𝑤𝑖 𝑥)−1 𝑤𝑖 𝑥 𝑇 𝑦

(25)

The weighing function 𝑤𝑖 can be chosen by penalizing the observations, using proximity
to the household 𝑖. The penalizing of the records is achieved by applying kernel functions. The
kernel function is applied along with bandwidth (also known as threshold distance). Table 5.4
presents various kernel functions that are most applied in GWR models.

Table 5.4 Different Kernel Functions Used in GWR models
Kernel

Kernel function

Global

𝑤𝑖𝑗 = 1

Kernel plot

2

Gaussian

𝑤𝑖𝑗 = exp (−

1 𝑑𝑖𝑗
( ) )
2 𝑏
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Kernel

Exponential

Box-car

Kernel function

𝑤𝑖𝑗 = exp (−

Kernel plot

|𝑑𝑖𝑗 |
)
𝑏

0 𝑖𝑓 𝑑𝑖𝑗 < 𝑏
𝑤𝑖𝑗 = {
1 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

2 2

Bi-Square

𝑑𝑖𝑗
𝑤𝑖𝑗 = {(1 − ( 𝑏 ) )
1

𝑖𝑓 𝑑𝑖𝑗 < 𝑏
𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

3 3

Tri-cube

𝑑𝑖𝑗
𝑤𝑖𝑗 = {(1 − ( 𝑏 ) )
1

𝑖𝑓 𝑑𝑖𝑗 < 𝑏
𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

Source: (Gollini et al., 2013)
In the above table, 𝑤𝑖𝑗 represents the penalizing factor for the household 𝑗, while estimating the
coefficient for household 𝑖. 𝑑𝑖𝑗 represent the distance between the households 𝑖 and 𝑗, 𝑏 represents the
bandwidth (threshold). The kernel function with a unit weight factor is a special case of GWR model, where
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the model estimation implodes to traditional linear regression model. The coefficients are estimated by
minimizing the error between the estimated and observed total transportation energy (for more details see
(Brunsdon et al., 1996)). The error is given by
𝑛
2

𝑒𝑟𝑟𝑜𝑟 = ∑(𝑦𝑖 − 𝑦𝑖 (𝛽))

(26)

𝑖=1

5.5 Model Results
The estimation of regression models is carried out by removing the statistically insignificant
variables at 90% confidence and parameter interpretability. A sample of 10,000 records were
selected randomly from the prepared dataset and any observations with missing information are
dropped from the estimation process. Various models are estimated and tested in this chapter. The
model estimation and comparison of models is carried out in three steps. Firstly, a log-linear
regression is estimated to identify the variables affecting the total annual transportation energy
consumption and total annual miles travelled by the households. These models are interpreted and
compared to each other. Second, the identified variables from the log-linear model are used to
develop various GWR models. These GWR models are tested for model fit and prediction
accuracies to determine the best model among the estimated models. Third, the best performing
model is adopted to visualize the spatial variability of the effects of the identified attributes on the
transportation energy usage.

5.5.1 Log-Linear Regression
Table 5.5 presents the log-linear regression model estimates for annual transportation energy usage
and annual miles travelled by the household against different variables. As the energy and mileage
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models are very similar, we focus our discussion on the energy models. In the ensuing discussion,
the energy model estimates are discussed by location characteristics, vehicle characteristics and
household characteristics.

Location characteristics: The regional differences in transportation energy usage are explored by
census region, location of the household (rural or urban), population density and household density
of the MSA and rail availability in MSA. The estimates for north-east and west are negative,
indicating that the energy consumption by the households in these regions are lesser compared to
south and mid-west region. The population density has a negative estimate, indicates that the
households in denser regions tend to use less energy towards transportation. The household in the
MSA with housing unit density of below 100 tend to use more energy towards transportation than
the households in denser regions. Also, the households in the MSA’s with rail facilities and urban
regions consume less energy towards transportation.

Vehicle characteristics: The mean age of vehicles and the number of hybrid vehicles in the
household are explored as vehicular characteristics. The model estimates indicate that the
households travel more as the mean age of the vehicles in the households increases, while the
number of hybrid vehicles decreases the consumption.

Household characteristics: The model estimates indicate that the households consume more
energy with the increase in number of workers in the household, number of children in the
household and number of vehicles per household. The estimates for income show that the
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consumption of energy towards transportation increases with the increase in income.

The

households that walk daily to work consume less energy, while the households that use car
consume higher annual energy towards transportation.

Table 5.5 Log-linear Regression Model Results
Annual
Transportation
Energy Usage
Estimate
t-stat

Variables

Constant

Annual Miles
Travelled
Estimate

t-stat

3.92

58.86

9.08

134.83

--

--

--

--

-0.14

-5.65

-0.12

-4.90

Location Characteristics
South
North-East

Census region

Mid-West

--

--

--

--

-0.07

-3.43

-0.04

-2.13

--

--

--

--

Population density >= 10K

-0.22

-8.39

-0.19

-7.01

Housing unit density 0 to 99

0.15

3.92

0.12

2.98

Housing unit density 100-499

--

--

--

--

Household in urban area

-0.25

-6.75

-0.22

-5.96

HH is in MSA region with rail facility

-0.06

-3.02

-0.03

-1.81

Mean age of vehicles

0.01

3.98

-0.002

-1.50

Number of hybrid vehicles in the HH

-0.16

-5.24

0.09

2.95

Number of workers in household

0.36

36.68

0.37

37.69

Count of persons with an age between 0 and 4 in household

0.14

6.71

0.12

5.96

Number of vehicles per adult

0.29

6.02

0.28

5.66

< 35,000$

-0.51

-21.01

-0.45

-18.46

35 to 100,000$

-0.26

-13.78

-0.21

-11.03

--

--

--

--

Walk

-0.04

-1.94

-0.04

-1.85

Car

0.33

14.39

0.33

14.29

West
Population density <10k

Population density
Housing unit density

Vehicle Characteristics

HH Characteristics

Income

> 100,000$
How do you go to work
daily

Number of Observations

9994

Adjusted R-Square

0.2926

113

0.2867

5.5.2 GWR model
GWR model is estimated on the sample of data that is used in estimation of log-linear models, by using
GWmodel library in R (Gollini et al., 2013). To reduce the computational effort in determining the best
bandwidth for various kernels, optimal bandwidth feature of GWmodel library is used. The GWR models
are spatial models, so the variable census region which is represents the spatial location of the observations
is omitted from the estimation process. The model fits and the optimal bandwidths of all the GWR models
along with the global GWR (linear regression) model are presented in Table 5.6.

Table 5.6 Model Fit of Various GWR models
Model

Kernal Function

Global GWR (Linear regression)
model
GWR
Boxcar
GWR
Bi-square
GWR
Gaussian
GWR
Exponential
GWR
Tri-cube

Optimal
Bandwidth

5,546
7,256
5,622
5,257
6,952

R-Square

Adjusted
R-Square

0.2912

0.2903

0.2926
0.2955
0.2927
0.2942
0.2956

0.2908
0.2917
0.2907
0.2911
0.2919

From the model fits of GWR models, it can be observed that all the GWR models are better
fir compared to the log-linear regression model. Bi-square and Tri-cube model kernel GWR
models are the best fit models among the GWR models.

5.6 Visualization of GWR Model Estimates
The model estimates of the GWR model can be visualized by mapping the estimates to their
corresponding CBSAs. The NHTS data has information of 52 CBSAs, while the rest of the is
suppressed. The sampled dataset has 48 CBSAs, which are used in the visualization. The spatial
114

variation of the GWR model estimates of bi-square model are presented in Figure 5.1 through
Figure 5.6. It should be noted that the color scheme is not generic across the figures and the range
of the color ramp varies for each figure.

Figure 5.1 Spatial Variation of Estimates of Daily Usage of Car

Figure 5.2 Spatial Variation of Estimates of Number of Hybrid Vehicles
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Figure 5.1 presents the spatial variation of the estimates of daily car usage to travel to work.
The spatial variation indicates that, daily car usage affects the consumption of transportation more
in the north east region compared to the west and southern regions. Figure 5.2 shows the spatial
variation of the effect of number of hybrid vehicles in a household. From the spatial estimates, it
can be observed that the hybrid vehicles reduce the usage of energy towards transportation more
in the western regions, especially in California, Nevada and Arizona compared to the other regions.
Figure 5.3 presents the spatial variation of the influence of number of vehicles per driver. The
influence of availability of number of vehicles per driver in a household is more in the south eastern
regions (especially Florida, Georgia, Alabama and Carolinas) compared to the other states.

Figure 5.3 Spatial Variation of Estimates of Number of Vehicles per Driver
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Figure 5.4 Spatial Variation of Estimates of Income Below 35,000$

Figure 5.5 Spatial Variation of Estimates of HH Density of MSA Below 100
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Figure 5.6 Spatial Variation of Estimates of Population Density of the MSA above 10,000

Figure 5.4 presents the spatial variation of low-income households (income below 35,000$)
on the energy usage towards transportation by the households. From the figure it can be observed
that the low-income household in the southeastern regions use less transportation energy compared
to the other states. Figure 5.5 presents the spatial variation of household density. The low-density
households consume (HH density less than 100) more transportation energy in the northeastern
region. While highly populous regions consume less in the north eastern region, which is as
presented by Figure 5.6.

5.7 Prediction Accuracies
The linear regression model and the GWR models are tested for their prediction accuracies using
the Root Mean Square Prediction Error (RMSE) and Mean Absolute Deviation (MAD). RMSE
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and MAD are most commonly used measures to compare the differences between observed and
predicted values. These are estimated using the formulas given below
∑𝐾
̂𝑘 − 𝑦𝑘 )2
𝑘 (𝑦
𝑁

(27)

∑𝐾
̂𝑘 − 𝑦𝑘 |
𝑘 |𝑦
𝑁

(28)

𝑅𝑀𝑆𝐸 = √

𝑀𝐴𝐷 =

where 𝑦̂𝑘 and 𝑦𝑘 represents predicted and observed energy consumption for the household 𝑘.
While 𝑁 is the total number of residential buildings in the prediction sample. The predictions
accuracies of various GWR models are presented in Table 5.7.

Table 5.7 Prediction Accuracies of Various GWR models

Model

Kernel Function

Prediction Measures
(Total Energy)
RMSE
MAD

Global GWR (Linear regression) model

103.17

58.01

GWR

Boxcar

99.53

58.08

GWR

Bi-square

99.52

58.02

GWR

Gaussian

99.65

58.07

GWR

Exponential

99.60

58.04

GWR

Tri-cube

99.53

58.02

From the prediction accuracy measures, it can be observed that the GWR models have
better prediction accuracies compared to log-linear regression model. Among the GWR models,
bi-square and tri-cube models predicted marginally better compared to the other GWR models.
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5.8 Summary
The impending global climate challenge and the impact of air pollution on public health are closely
interconnected with what, where, and when is energy consumed. In the US, across the various
sectors, transportation sector consumes 22% of total energy and produces 28% of total greenhouse
emissions. Currently, transportation energy demand is met mainly from non-renewable energy
sources like gasoline and diesel. With potential electrification of the household vehicles, there are
significant implications for energy source mix and spatio-temporal patterns of transportation
associated air pollution. In this chapter, we focus our attention on understanding the determinants
of transportation energy usage to establish the potential baseline of energy consumption with
predominantly non-renewable fuels. As the market penetration of electric vehicles increases, the
baseline estimate will provide a useful benchmark for potential electricity demand transfer from
gasoline systems to the electric grid.
In our analysis, we focus on developing a transportation energy use prediction framework
for United States using transportation mileage data from National Household Travel Survey
(NHTS) and MPG of the vehicles taken from Vehicle Fuel Economy Estimates compiled by USEIA. The estimated energy consumption is examined as a function of a host of independent
variables such as like driver characteristics, household characteristics, and urban form. Thus, the
research effort ties the household transportation energy to the household level attributes which is
not well studied earlier. The current study develops a spatially weighted regression model that
builds on the traditional approach by allowing for the influence of spatial proximity across decision
makers to influence the decision process. The traditional model revealed the influence of location
characteristics, vehicle characteristics and household characteristics on the transportation energy
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consumption. GWR models revealed that the spatial models provide better insights to the spatial
variation of the influence of attributes on energy usage. Among various GWR models, it is
observed that bi-square and tri-cube kernel functions provide better predictions.
The current study contributes to the existing literature on multiple fronts. First, by adding
the spatial regression framework to predict the transportation energy usage. Second, by exploring
the relationship between the household level attributes and transportation energy usage which is
not well researched. Third, spatial variation of the influence of various factors on transportation
usage is examined. Fourth, these models can be used in combinations with residential energy use
models (Chapter 2 and Chapter 3) and commercial energy use models (Chapter 4) to benchmark
energy consumption of an urban region, by employing synthetic household population generation
method (Konduri et al., 2016).
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CHAPTER 6: CONCLUSIONS

6.1 Summary
The emerging challenges associated with global warming and its potential influence has increased
attention devoted to energy consumption. United states of America consumes around 17% of the
world’s annual energy consumption with just 4.3% of world’s population (US-EIA, 2018b;
Worldometer, 2018). According to US Energy Information Administration (US-EIA), energy
consumption in the US is broadly classified into four categories (a) residential, (b) commercial,
(c) industrial and (d) transportation. Among these categories, residential, commercial and
transportation energy usage is very closely related to the households in the country. Transportation
industry is making giant strides towards electric vehicles, with an estimated electrical energy needs
in transportation industry is expected to increase at a rate of more than 8% annually for the next
three decades (US-EIA, 2019). This shows an interesting move towards electrification of vehicles
and a potential to be explored. The electrification needs to the new vehicles will be met from the
residential and commercial buildings. Thus, the energy needs of these sectors would influence
each other in the future.
The COVID pandemic has influenced the working hours and workplace due to the stay-athome orders. Work from home increased during the COVID outbreak which affected the mobility
patterns (Bhowmik et al., 2021). It is possible that the current work from home behavior is not just
a temporary trend and it would cause a change to the traditional work culture particularly among
the population with technology based employment (Bick et al., 2020). The work from home culture
would have a significant impact on the energy consumption patterns of residential and commercial
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energy mix. During the peak months of work from home orders during the COVID pandemic
(April to August, 2020), the energy consumption in transportation commercial sectors are observed
to reduce by 21% and 8% respectively, while the residential energy usage increased by 8% (USEIA, 2021).
In this context, the current dissertation contributes towards developing energy demand
models for residential energy, commercial energy and transportation energy. The first objective of
the dissertation contributes to residential energy demand modeling through developing MDCEV
and joint BLFSM models discussed in chapter 2 and chapter 3 respectively. The second objective
of the dissertation contributes to commercial building energy demand modeling by exploring the
intrinsic relation between energy consumption of various energy sources and end uses. This is
achieved by developing BiMDCEV model discussed in chapter 4. The third objective of the
dissertation contributes to transportation energy demand modeling at household level by
incorporating household attributes. This is achieved through various regression models presented
in chapter 5.

6.2 Limitations and Future Scope
The current study is not without limitations. The 2015 RECS dataset used in this dissertation does
not provide proper representation of the electric vehicle usage. The next RECS survey representing
the 2020 residential energy usage is underway and should be available by 2023. We expect the
representation of electrical vehicles would increase and can provide significant insights to the
electric vehicle influence on residential energy consumption. On the commercial building energy
consumption front, the CBECS dataset used in the study is from 2013. The new CBECS dataset
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representing the 2018 usage should be available by late 2021. We expect this could provide better
insights to electric vehicle influence on commercial energy usage. On the transportation energy
usage front, there is not much literature available providing the relationship between the
transportation energy use and household level variables. Even though the current work tried to
explore this gap, a lot of research can be carried out to explore various econometric and machine
learning frameworks.
This dissertation identified the energy patterns and behavioural trends in the current
energy consumption on residential, commercial and transportation fronts. These models can be
used to benchmark the energy consumption and energy savings. The results from the dissertation
will also be useful for establishing a base line of energy consumption at a regional level, as the
main components of energy consumption of a region are residential, commercial and
transportation. The model developed can be employed to build an energy demand simulation for
urban regions by employing synthetic population generation (Konduri et al., 2016). Using
synthetic population generation, urban household population can be synthesized. These synthetic
population data can be used to predict residential energy demand (from chapter 2 or chapter 3) and
transportation energy demand (from chapter 5). Commercial energy demand can be predicted
using regional level commercial building information (from chapter 4). The prediction will serve
as an annual energy demand of an urban region, which presents utility provides and policy makers
with an expected demand. With the advent of electric vehicles and cultural changes in working
environment, newer components of energy use will emerge and is likely to alter the current energy
use patterns.
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