ABSTRACT Modified partial least squares (MPLS) is an efficient tool widely used in multivariate statistical process monitoring. To properly describe slow time-varying processes, the method commonly used in model updating is data expansion. However, when the number of lagged variables grows, the modeling order and computational load increase significantly. A recursive structure that has a low computational complexity is an efficient way to update models. However, the recursive structure fails to reduce the false alarm rates (FARs) of quality-unrelated faults when model updating. To cope with this problem, a recursive MPLS (RMPLS) detection approach based on orthogonal signal correction (OSC), named OSC-RMPLS here, is proposed. OSC-RMPLS removes the variation orthogonal to the output space Y from the input space X before MPLS modeling, decomposes X into two orthogonal subspaces, and further updates the RMPLS model adaptively. Compared with the data expansion method, the proposed algorithm has a lower computational load and more robust performance. Numerical simulation experiments and Tennessee Eastman experiments (TEP) are used to verify the effectiveness of the proposed algorithm.
I. INTRODUCTION
Data-driven process monitoring techniques [1] - [4] are very popular in industrial process safety detection due to their easy implementation and low requirements for the underlying model. Principal component analysis (PCA) [5] and partial least squares (PLS) [6] are two typical statistical methods that are used in data-driven processes. Both methods are able to project measurement data into low-dimensional space and construct Q statistics and T 2 statistics [7] in this subspace to monitor the process security.
In an industrial process, two cases exist when the process suffers a variable fault. One is that the fault directly affects the output Y, which needs to be alarmed in time; the other is that the fault will not affect Y and can thus be ignored. PCA-based detection methods cannot distinguish the part of the process variable that is related or unrelated to the output Y. As a consequence, serious false alarms will result. In contrast
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to PCA, PLS is a typical method used to extract information related to Y and infer the quality variables from the input X.
The standard PLS model decomposes X into a principal subspace (PCS) and a residual subspace (RS). However, due to the skewed decomposition of X, information of the RS exists in the PCS, and the accuracy of the fault detection would be reduced. Since the extraction is not completely in descending order in the process of extracting latent variables, there is a large variation in the residual space, and the Q statistic is not applicable for detection. To decompose the space more comprehensively, Zhou et al. [8] proposed the total latent structure projection (TPLS) algorithm. By further decomposing the PCS and RS, the comprehensive description of the space is realized, and the statistics are adapted to the spatial information. TPLS is based on the skewed decomposition of PLS and thus has the same problem as PLS. To cope with this problem, the input space needs to be orthogonally decomposed. Yin et al. [9] proposed a modified PLS (MPLS) algorithm. The input X is orthogonally decomposed by the orthogonal projection operator that is constructed by the singular value decomposition (SVD) algorithm, which avoids the iterative process of PLS.
The aforementioned approaches adopt batch modeling to detect faults. Once the model is established, it will not change. However, in an actual industrial production process, the gradual aging of key equipment and small changes in the working environment can cause the slow drift of the working point. The conventional monitoring models such as MPLS cannot be updated in time since the traditional monitoring techniques assume that a process is not time-varying under a single stationary condition. Thus, it is necessary to adaptively monitor the model in real time when industrial processes experience slow time-varying changes.
A widely used and effective model updating method is data expansion. This method incorporates the normal samples of online testing into the input matrix of model updating and realizes the real-time updating of the model. In this way, Qin and McAvoy [10] proposed a dynamic modeling method based on the nonlinear finite impulse response (NFIR) model and neural network PLS. Chen and Liu [11] proposed a dynamic version of PLS for online batch process monitoring based on the augmented matrix, including lagged input variables.
The method based on data expansion has universal applicability to many models. MPLS can also use the initial model to update in real time. However, with the increase in the number of online test samples, the complexity of the model update calculation will greatly increase, resulting in the reduction of the model update efficiency.
In addition to the data expansion model updating method, Helland et al. [12] proposed a recursive structure updating model method called RPLS, which models by model parameters instead of the original data, greatly reduces the dimensionality of the model and effectively reduces the computational complexity of the model updating. Qin [13] improved RPLS by introducing a moving window and forgetting factor, avoiding the reuse of old data and further improving the computational efficiency. Dong et al. [14] introduced a recursive structure into the TPLS model to realize the adaptive process monitoring of the TPLS model.
Comparing the above two types of model update methods, RPLS has a lower computational complexity but cannot effectively distinguish the quality-related and quality-unrelated spaces. To update the model efficiently and take into account the ability to distinguish the two spaces, we derive an MPLS-based recursive model update structure that replaces the raw data from the data expansion with historical model parameters and new test data. This method reduces the computational complexity of the model update while orthogonally dividing the input data into two subspaces. However, postprocessing such as recursive MPLS (RMPLS) cannot easily completely remove information that is useless for the prediction quality in PCS. Thus, removing the undesired systematic variation from X is a relatively simple method to solve this problem. Based on this idea, this paper employs orthogonal signal correction [15] (OSC) as a preprocessing tool combined with recursive MPLS and proposes a new approach called OSC-RMPLS. The proposed approach removes the large variation that is orthogonal to Y from X. Then, it divides the filtered X into two orthogonal subspaces using MPLS and updates model adaptively by RMPLS. Compared with the data expansion method, the proposed approach has a lower computational complexity and higher update efficiency. This paper is organized as follows. Section II reviews related work. Section III proposes RMPLS and the process monitoring technology of OSC-RMPLS. In Section IV, numerical simulation and the Tennessee Eastman process (TEP) are used to verify the effectiveness of the proposed algorithm. This paper is summarized in Section V.
II. RELATED WORK A. PLS AND MPLS MODEL
Give an input matrix X ∈ R n×m and output matrix Y ∈ R n×l consisting of n samples with m process variables and l quality variables.
By using the nonlinear iterative partial least squares (NIPALS) algorithm [16] , X and Y can be modeled as
where T = [t 1 , . . . , t A ] ∈ R N ×A is the score matrix. P ∈ R m×A and Q ∈ R l×A are the loading matrices. The model residuals of X and Y are represented by E and F, and A is the number of latent variables
In the iterative process of the NIPALS algorithm, the feature vector of X is obtained by the eigenvector regression of Y, and the eigenvector of the corresponding rotation X is used to obtain the eigenvector of Y. The gradual rotation of the feature vector continuously improves the correlation until it finally stabilizes. However, it is easy to see that the PLS algorithm based on eigenvalue decomposition or the NIPALS algorithm makes the whole calculation very complex to repeat the iteration process. In addition, the PLS components still contain information in the PCS that makes no contribution to monitoring quality-independent faults. Therefore, Yin et al. [9] improved this algorithm and proposed MPLS.
The MPLS model can be established by X and Y as follows:
where M is the coefficient matrix. In [9] , it is proposed that the input matrix and the output residual matrix are orthogonal and can be obtained by
According to Eq. (3), it follows that To prevent X T X from being invertible, according to Eq. (7), the coefficient matrix is
After calculating the coefficient matrix M, two orthogonal subspaces are obtained according to SVD, which perform SVD on MM T . The detailed process is shown in Table I , and X and Y can be modeled as follows:
B. RPLS MODEL
RPLS is a recursive algorithm applied to adaptive process modeling. Based on the P LS model and modified on the basis of the model, RPLS is combined with the latest data and the original PLS model parameters to update the model. Qin [13] proposed and proved two lemmas:
By Lemma 1, the RPLS model is used to extract all the principal elements of the input X, and then the X in Eq. (6) can be rewritten as
Lemma 2: The input residuals F and the score vector of X are orthogonal; then,
By minimizing Y − XC 2 , the input-output coefficient matrix C can be written as
where R, B, and Q are obtained by traditional batch PLS model. B is the internal model coefficient matrix, Q is the loading matrix, and R is the regression coefficient matrix between input X and score matrix T. A brief traditional batch PLS algorithm is given in Appendix.
When new data {X i , Y i } are available, update the PLS model by using the following augmented data matrices:
The resulting coefficient is
Since the columns of T are mutually orthonormal, the following relation can be derived by Eq. (8) and Eq. (9):
It is obvious that the RPLS model can be updated by the old model parameters and new data instead of raw data. The augmented data matrices can be rewritten as follows:
Instead of using old data and new data to update the PLS model, the RPLS can update the model using the old model and new data. The RPLS algorithm is summarized in Table II .
C. ORTHOGONAL SIGNAL CORRECTION (OSC) MODEL
Industrial processes have common characteristics of large numbers of variables and samples. They also contain large amounts of information that are unrelated to the output. This irrelevant information may cause system false alarms, and it thus is necessary to remove it. A commonly used method is the orthogonal signal correction (OSC) model, which was proposed by Wold et al. [15] . By gradually taking orthogonal information through regression iteration, OSC improves the interpretability and robustness of the regression model.
In this section, the OSC algorithm is summarized in Table III 
Select the next orthogonal parameter of W ⊥ , and repeat steps (15) - (17) until the constraint is satisfied.
III. OSC-RMPLS APPLIED TO QUALITY-RELEVANT FAULT MONITORING A. RECURSIVE MPLS MODEL
From Table I , the MPLS model can be built as follows:
whereTx = XP M andTx = XP M can be treated as the score matrices ofX andX, respectively [17] , [18] . The covariance of X is given by Comparing Eq. (12) and Eq. (26), it can be seen that RMPLS replaces the initial data with a latent variable with a small number of samples that contains most of the information of the data, and the model update matrix dimension is greatly reduced. In addition, performing orthogonal decomposition on RMPLS effectively removes redundant information in the quality-related subspace.
B. PROPOSED OSC-RMPLS APPROACH
After modeling with RMPLS,P M ,P M ,T M , andT M , which represent covariations in the corresponding subspaces, can be monitored with the appropriate statistical technique.
The statistics can be calculated as follows:
where
To monitor a time-varying process based on the statistical methods above, we calculate the control limits from the statistics of the modeling data. If the sample number n is sufficiently large, the T 2 and Q indices approximately follow distributions [18] . Therefore, from the T 2 and Q statistics, the control limits can be calculated as follows:
where µ and S are the sample mean and variance of T 2 under a normal process, while µ r and S r are the sample mean and variance of T 2 r under a normal process. The main steps of OSC-RMPLS are summarized in the Table IV. Where the WL is the updating-window length of the data matrix X m and Y m . L is the number of samples by X m and Y m . MAX is the number of samples retained by X m and Y m . VOLUME 7, 2019 
IV. SLOW TIME-VARYING PROCESS MONITORING TECHNOLOGY
In this section, a numerical simulation experiment is designed to verify the effectiveness of the proposed algorithm for quality-related and quality-independent fault monitoring. 
where an effective alarm is the detection of a faulty sample related to Y, whereas a false alarm is the detection of a faulty sample unrelated to Y. A superior scheme should have a low FAR in its quality-related statistics for the quality-unrelated faults and a high FDR in its quality-related statistics for the quality-related faults.
A. Numerical Example
Static Model: Consider the following example introduced in [17] :
where e k ∈ R 5 , e k,j ∼ N 0, 0.05 2 (j = 1, . . . , 5), 
The modeling sample is generated by Eq.
(35).
A fault is added in the following form in the input space: where x * k is the fault-free value generated from Eq. (35), is the fault direction vector, and f is the fault magnitude. First, 200 samples are generated under normal operating conditions to build the regression model. Another 2000 samples are generated for detection purposes, of which the first 1800 samples are fault-free while the last 200 samples are with faults. The update window length of MPLS and OSC is set to WL = 150, and the model update retention length is set to MAX = 10.
OSC Model: The modeling data of OSC will be generated by quality-unrelated faults that occur in X and the fault direction vector osc = 0 0 0 0 1 .
The number of OSC components is set to noc = 6, and the number of principal components for PCA is A osc = 7, f osc = 6.
In the following simulations,T 2 andT 2 are used to represent the Hotelling'sT 2 andT 2 statistics of MPLS, respectively;T 2 R andT 2 R are used to represent the quality-related and quality-unrelated statistics of RMPLS, 
respectively;T 2
Rosc andT 2 Rosc are used to represent the qualityrelated and quality-unrelated statistics of OSC-RMPLS.
1) QUALITY-UNRELATED FAULTS OCCURRING IN X UNDER A TIME-VARYING SYSTEM
From the coefficient matrix c, it is easy to see that x k5 has no effect on the prediction y. Therefore, when a fault occurs on x k5 , the process variable does not affect the output y. Based on this, we design the following quality-independent fault direction vector x = 0 0 0 0 1 , and the fault data is generated as:
(38) Fig. 1 show the detection results for quality-unrelated faults by MPLS, RMPLS and OSC-RMPLS under a time-varying system. As seen in theT 2 of MPLS, the MPLS-based method seriously suffers from false alarms of quality-unrelated faults. On the other hand, the proposed RMPLS and OSC-RMPLS maintain quite low FARs for all fault magnitudes even when f is huge enough. The RMPLS-based method only alarms inT 2 R but does not alarm inT 2 R . NeitherT 2 Rosc andT 2 Rosc of OSC-RMPLS alarm. It also verifies that OSC effectively removes the information orthogonal to the output in the preprocessing.
2) QUALITY-RELATED FAULTS OCCURRING IN X UNDER A TIME-VARYING SYSTEM
As variables x k,1 , x k,2 , x k, 3 , and x k,4 are responsible for predicting y k , we design the following fault direction vector for quality-related faults to be y = 1 1 1 1 0 , and the fault data is generated as:
(39) Fig. 2 show the detection results for quality-related faults by MPLS, RMPLS and OSC-RMPLS under a time-varying system. With the slow change of the system, theT 2 statistic of MPLS cannot effectively monitor the quality-related faults after 200 sample moments. The system mistakenly detects the normal samples under the gradual change as faults, resulting in a significant number of false alarms. On the other hand, theT 2 R of RMPLS andT 2 Rosc of OSC effectively monitor the quality-related faults under a time-varying system, and it can be seen that the model is updated in real time, avoiding the interference caused by the time-varying system changes. According to the diagnosis logic, we can conclude that this fault is quality-related.
B. TENNESSEE EASTMAN EXAMPLE (TEP)
The TEP simulation laboratory was proposed by Downs and Vogel of the TE Chemical Company in the United States in 1993. The department designed a research platform for monitoring, diagnosing and optimizing continuous processes. The TEP experiment consists of four reactants and two products. The process of compound reaction is monitored and recorded, and the diagnostic method is verified. Therefore, the TEP has a very wide application in experimental verification. The detailed reaction process is described in the literature [19] , 22 data sets are used for process monitoring and fault diagnosis. Each data set includes 41 measured variables XMEAS (1-41) and 12 control variables XMV (1-12) . The normal data set is used as a training sample for modeling and includes 480 samples. The test sample is preset to 20 types of fault states, which include quality-related faults and quality-unrelated faults, where IDV (1, 2, 5-8, 10, 12, 13 ) are quality-related fault data and IDV (3, 4, 9, 11, 14, 15) is quality-independent fault data.
1) EXPERIMENTAL DATA AND PARAMETER INITIALIZATION
In this experiment, 33 variables are selected as the input data X, including 22 process variables [XMEAS (1)- (22)] and 11 manipulated variables [XMV (1)- (11)]. Moreover, the final product component XMEAS (35) is selected as the quality variable y (l = 1). Normal samples with a sample size of 500 are used to build the MPLS, RMPLS and OSC-RMPLS models. The number of online monitoring data samples is 4480, including the first 4000 normal data and the last 480 faulty data. The OSC model is established by the quality-unrelated fault IDV (4). For MPLS, set A=1 by crossvalidation. For RMPLS, WL = 350, MAX = 10, and A = 1, which is determined by cross-validation. For OSC-RMPLS, WL = 350, MAX = 11, A osc = 7, noc = 6, and A = 1, which is determined by cross-validation.
2) COMPUTATIONAL COMPLEXITY ANALYSIS
In this section, we compare the computational complexity of the data expansion approach and the proposed method. MPLS and OSC-MPLS use the same method to update the model, which performs SVD on the model updating matrix MM T . The computational complexity [20] , [21] of both MPLS and OSC-RMPLS is 1 SVD on an N × N matrix MM T where N represents the dimension of the respective model update. The difference in computational complexity between the two methods is that the dimensions of M are different. It is easy to see that the dimensions of MM T are equal to those of the modeling input matrix X. Therefore, we need to compare the dimensions of the input matrix to represent the difference in the computational complexity.
The fault IDV (1) is monitored online, and the model update is shown in Fig. 3 . As shown in Fig. 3 , OSC-RMPLS updates the model 10 times in fault monitoring, with the arrows corresponding to the time of each update. Moreover, we update the MPLS model by the data expansion method at the same time. The detailed model updating dimension at each updating time is shown in Table V .
As observed in Table V , the OSC-RMPLS model updating dimension is smaller than that of the traditional model updating method. After time 742, the model updating dimension remains unchanged at 394, while the data expansion MPLS updating dimension continues to increase. The model
, which represent the input-output information of the previous model. When WL = 350, 350 normal data are stored in X m at t = 357; then, the model is updated with the current input-output matrix and new model parametersP,P, and P c are obtained. The dimension of X m is greater than MAX, retaining the latest 11 normal data, discarding the remaining old data, and continuing the online monitoring. The latter process monitoring is the same as in the above process, and the model update dimension remains unchanged at 394. The model update method based on data expansion continuously stores normal data in the test data in online monitoring, and the dimension of the model update continuously increases. As shown in Table V, the total model update calculation amounts are compared after the models are updated ten times, and RMPLS has a value of more than 21,405. Obviously, the computational complexity of the OSC-RMPLS model update is much smaller than that of the data expansion update MPLS.
3) FAULT DETECTION

Scenario 1 (Fault Happened in Quality-Related Subspace):
In Table VI , it is observed that the proposed RMPLS generally has the highest FDRs for IDV (5, 8, 10, 12) , while OSC-RMPLS has the highest FDRs for IDV (1, 2, 6, 7, 13) . Only in one case, i.e., IDV (5), does MPLS have the highest FDR. Compared with the MPLS algorithm, RMPLS and OSC-RMPLS generally increase the detection rates of various types of faults. When monitoring IDV (2), the MPLS FDR is 82.33%, and the detection rates of RMPLS and OSC-RMPLS for this fault are over 90%. In the monitoring of faults IDV (7, 8) , the fault detection rates of OSC-RMPLS and MPLS are low, and the RMPLS model demonstrates a significant improvement in the FDRs of the faults. As shown in Fig. 4 , after 4300 samples, the T 2 c statistics of MPLS and RMPLS are under the control limit and have low detection rates for IDV (7) , and a significant number of missed alarms exists. The detection rate of OSC-RMPLS for IDV (7) is 89.6%, which indicates good detection. Overall, RMPLS and OSC-RMPLS have improved the detection of various quality-related faults compared with MPLS.
Scenario 2 (Fault Happened in Quality-Unrelated Subspace): Table VII shows the FARs of MPLS, RMPLS and OSC-RMPLS for quality-unrelated faults. As can be observed in Table VII , compared with OSC-RMPLS, RMPLS has the highest detection rate for all types of quality-unrelated faults, and the false alarms are the most numerous. This result also verifies that the recursive structure will lead to an increase in the FAR. OSC-RMPLS has the lowest FARs in almost all fault cases, except for one case, i.e., IDV (9) . Obviously, the OSC-based preprocessing method effectively reduces the false alarms. As shown in Fig. 5 , both MPLS and RMPLS have obvious false alarms for the quality-unrelated fault IDV (11) . In contrast, OSC-RMPLS has a low FAR for this fault and good monitoring performance. By summing these results, it can be concluded that the proposed OSC-RMPLS approach not only significantly improves the performance of quality-related fault detection and quality-unrelated fault detection but also reduces the computational complexity. Coupled with its clear diagnostic logic, OSC-RMPLS is more suitable for quality-related process monitoring in practical applications.
V. CONCLUSION
In this article, we propose a data-driven adaptive approach by combining OSC and RMPLS. The proposed approach performs OSC to remove undesired systematic variation from the input space and then orthogonally projects the filtered X into two subspaces and adaptively updates the model. In the numerical simulation examples, two different fault scenarios are simulated to demonstrate that the proposed methods correctly distinguish the quality-related subspace and qualityunrelated subspace. Successful application to the TEP has demonstrated a new predominance of the adaptive method, which is more accurate and efficient than the conventional adaptive methods. This new adaptive technique can be implemented online in some time-varying industrial processes to monitor quality-relevant faults and improve the system reliability and stability.
APPENDIX TRADITIONAL BATCH-WISE PLS ALGORITHM
Step 1: Normalize process variables X and quality variables Y. Set E 0 = X, F 0 = Y, and h = 0.
Step 2: Let h = h+1 and take u h as some column of F h−1 .
Step 3: Iterate the PLS outer model until it converges: 
Step 7: Return to step 2 until all principal factors are calculated.
