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Abstract
We study the skew-product semiﬂow induced by a family of convex and cooperative delay
differential systems. Under some monotonicity assumptions, we obtain an ergodic
representation for the upper Lyapunov exponent of a minimal subset. In addition, when
eventually strong convexity at one point is assumed and there exist two completely strongly
ordered minimal subsets K15CK2; we show that K1 is an attractor subset which is a copy of
the base. The long-time behaviour of every trajectory strongly ordered with K2 is then
deduced. Some examples of application of the theory are shown.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
The theory and applications of dynamical systems with order preserving ﬂows
have become increasingly important in recent years. Building on the classical results
of Mu¨ller [27] and Kamke [19], the development and applicability of this theory have
been heavily inﬂuenced by the work of Krasnoselskii [20,21], Hirsch [14,15], Matano
[26] and Smith (see [41,42] and the references therein) among many other authors.
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Results on global convergence and sufﬁcient conditions for all the orbits to
approach the set of equilibria have been extensively investigated for monotone
dynamical systems generated by autonomous differential equations. Krause and
Ranft [24] and Krause and Nussbaum [23] proved a limit set trichotomy
result for maps which are part metric contractive on a normal cone of a strongly
ordered Banach space. The global dynamics of asymptotically autonomous
semiﬂows with applications to Biology has been studied in Thieme [44] and Smith
and Thieme [43].
In the study of cooperative and almost periodic differential equations, the
previous questions must be formulated in terms of skew-product semiﬂows and
minimal subsets which are an N-extension of the base. Therefore, the topological
and ergodic methods included in Ellis [10], Sacker and Sell [34], Sell [37] and Shen
and Yi [38] are of great importance for this approach. One of the basic objectives is
the description of the almost periodic and almost automorphic dynamics in the
omega limit sets.
The purpose of this paper is to study the global dynamics in a class of monotone
and strongly convex dynamical systems induced by a family of nonautonomous
strongly convex and cooperative delay differential systems. We assume the existence
of two completely strongly ordered minimal subsets K15CK2; and give a complete
description of the long-time behaviour of the trajectories, which provides a global
picture of the dynamics. More precisely, we show that K1 is an attractor subset which
is a copy of the base, and the long-time behaviour of every trajectory strongly
ordered with K2 is then deduced.
Convexity is a natural condition to be imposed on differential equations because it
means that the linearized operators are increasing. However, it is convenient to
remark that many models in applied sciences are formulated in terms of concave
differential equations. Since every monotone and concave semiﬂow becomes convex
(and conversely) with a simple change of order which preserves the monotonicity,
our conclusions apply to monotone and strongly concave semiﬂows interchanging
the roles of the minimal subsets K1 and K2:
Some of the ideas and methods used through the paper are close to those of
Alonso and Obaya [2] and Novo and Obaya [29]. In particular, the above dynamical
situation was studied in [29] for a strongly monotone and convex skew-product
semiﬂow. However, the monotonicity conditions are less restrictive in the present
situation. The construction of a discrete skew-product semiﬂow which provides an
integral representation of the upper Lyapunov exponent was partly inspired in
Ruelle [33] and Chicone and Latushkin [7]. The later description of the trajectories is
based on the stronger properties of convexity assumed along the paper.
Johnson et al. [17,18] supply a detailed analysis of a class of disconjugate linear
Hamiltonian systems which induce a monotone and strongly concave ﬂow in the
Lagrangian bundle. In this setting, the existence of two completely strongly ordered
minimal subsets is equivalent to the presence of an exponential dichotomy. A less
restrictive situation K1oK2 between the minimal subsets allows the presence of
almost automorphic dynamics, and leads to a more complicated long-time behaviour
of the trajectories.
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The present dynamical situation arises in a natural way in population dynamics,
where the extinction of species yields an equilibrium state. Recently, Zhao has
provided in [47] a global attraction result for monotone and subhomogenous almost
periodic systems. Our arguments are self-contained and only the recurrence of the
trajectories in the base is required. Additional properties for the ﬂow in the base,
such as almost periodicity or almost automorphy, can be directly translated to the
minimal subsets of the skew-product semiﬂow. The papers by Arnold and Chueshov
[4,5] and the book by Chueshov [9] discuss the dynamical structure of a strongly
sublinear semiﬂow in terms of its equilibria.
This paper is arranged as follows. Section 2 reviews some basic notions and well-
known results in ergodic theory and topological dynamics, as well as some facts
concerning the basic theory of monotone dynamical systems. The skew-product
semiﬂow considered along the paper, which is generated by nonautonomous delay
differential equations and satisﬁes the assumptions of monotonicity and eventually
strong convexity at one point, is detailed in Section 3.
In Section 4, under the assumption of monotonicity, essentially implied by the
cooperative character of the family, we obtain an ergodic representation of the upper
Lyapunov exponent of a minimal subset. In addition, when the ﬂow is eventually
strongly convex at one point and there are two completely strongly ordered minimal
subsets K15CK2; Section 5 shows that K1 is a linearly stable minimal subset and an
almost automorphic extension of the base O:
In Section 6, we deduce that under the assumptions of monotonicity and
eventually strong convexity at one point, the upper Lyapunov exponent of K1 is
strictly negative and we are in the hyperbolic case. Moreover, K1 is an attractor
subset which is a copy of the base O; and every trajectory starting strongly below K2
tends asymptotically to K1; so that it is asymptotically almost periodic when the base
is almost periodic. The main result holds when we change the minimal set K2 for a
non-invariant compact set deﬁned in terms of a continuous super-equilibrium.
Although the results are stated for the convex case, all of them apply to the concave
one, as we have mentioned above.
Finally, Section 7 shows the importance of the application of our results to some
examples arising in Mathematical Biology, Biochemistry or Engineering.
2. Preliminaries
In order to make the paper reasonably self-contained we recall some deﬁnitions
and results more or less standard in ergodic theory and topological dynamics.
Let O be a compact metric space. A real continuous flow ðO; s;RÞ is deﬁned by a
continuous mapping s :R O-O; ðt;oÞ/sðt;oÞ satisfying
(i) s0 ¼ Id;
(ii) stþs ¼ st3ss for each s; tAR;
where stðoÞ ¼ sðt;oÞ for all oAO and tAR: The set fstðoÞ j tARg is called the orbit
or the trajectory of the point o:
ARTICLE IN PRESS
S. Novo et al. / J. Differential Equations 208 (2005) 86–12388
We say that a subset O1CO is s-invariant if stðO1Þ ¼ O1 for every tAR: A
mapping f :O-R is s-invariant if it is constant along the trajectories, i.e., f ðstðoÞÞ ¼
f ðoÞ for all oAO and tAR: A subset O1CO is called minimal if it is compact,
s-invariant and it has no other nonempty compact s-invariant subset but itself.
Every compact and s-invariant set contains a minimal subset; in particular it is easy
to prove that a compact s-invariant subset is minimal if and only if every trajectory
is dense. We say that the continuous ﬂow ðO; s;RÞ is recurrent or minimal if O is
minimal.
Let d be a metric on O: We say that the ﬂow ðO; s;RÞ is distal when, for each pair
o1; o2 of different elements of O; there is a d40 such that dðstðo1Þ; stðo2ÞÞ4d for
every tAR; i.e., inffdðstðo1Þ; stðo2ÞÞ j tARg ¼ 0 if and only if o1 ¼ o2:
The ﬂow ðO; s;RÞ is said to be almost periodic when for every e40 there is a d40
such that, if o1; o2AO with dðo1;o2Þod then dðstðo1Þ; stðo2ÞÞoe for every tAR: If
ðO; s;RÞ is almost periodic, it is distal. The converse is not true; even if ðO; s;RÞ is
minimal and distal, it does not need to be almost periodic.
We say that o1; o2 form a proximal pair if inffdðstðo1Þ; stðo2ÞÞ j tARg ¼ 0;
otherwise the pair is said to be distal. The pair is called positive (resp. negative)
proximal if inffdðstðo1Þ; stðo2ÞÞ j tX0g ¼ 0 (resp. inffdðstðo1Þ; stðo2ÞÞ j tp0g ¼ 0).
For the basic properties on almost periodic and distal ﬂows we refer the reader to
Ellis [10] and Sacker and Sell [34].
A flow homomorphism from ðO; s;RÞ to another continuous ﬂow ðY ;C;RÞ is a
continuous mapping f :O-Y such that f ðstðoÞÞ ¼ Ctð f ðoÞÞ for all oAO
and tAR: Let p : ðO; s;RÞ-ðY ;C;RÞ be a surjective ﬂow homomorphism and
suppose ðO; s;RÞ is minimal. We say that ðO;s;RÞ is an almost automorphic
extension (a.a. extension) of ðY ;C;RÞ if there is yAY such that card ðp
1ð yÞÞ ¼ 1:
We say that ðO; s;RÞ is a proximal extension of ðY ;C;RÞ if any o1; o2AO
with pðo1Þ ¼ pðo2Þ form a proximal pair. An a.a. extension is a proximal extension
(see [45]).
A Borel measure on O will be a ﬁnite regular measure deﬁned on the Borel sets.
Let m be a normalized Borel measure on O; m is s-invariant (or invariant under s) if
mðstðO1ÞÞ ¼ mðO1Þ for every Borel subset O1CO and every tAR: It is s-ergodic (or
ergodic under s) if, in addition, mðO1Þ ¼ 0 or mðO1Þ ¼ 1 for every s-invariant subset
O1CO:
We denote byMinvðO; sÞ the set of positive and normalized s-invariant measures
on O: The Krylov–Bogoliubov theorem (see [28]) asserts thatMinvðO;sÞ is nonempty
when O is a compact metric space. The extremal points of the convex and weakly
compact set MinvðO; sÞ are the s-ergodic measures, from which it is deduced that
also the set of s-ergodic measures is nonempty. The decomposition of the ﬂow
ðO; s;RÞ into ergodic components and the construction and representation theorems
of s-invariant measures from s-ergodic measures are well known (see [25,31]).
We say that ðO; s;RÞ is uniquely ergodic (u.e.) if it has a unique normalized
invariant measure which is then necessarily ergodic. If ðO;s;RÞ is u.e. it is not
necessarily minimal; however, if ðO; s;RÞ is u.e. and mðUÞ40 for every nonempty
open set U ; then ðO;s;RÞ is minimal. An almost periodic and minimal ﬂow ðO; s;RÞ
is always u.e.
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Let X be a complete metric space. Denote Rþ ¼ ftAR j tX0g: A semiflow
ðX ;F;RþÞ is a continuous mapping F : Rþ  X-X ; ðt; xÞ/Fðt; xÞ satisfying
(i) F0 ¼ Id;
(ii) Ftþs ¼ Ft3Fs; for each s; tARþ;
where FtðxÞ ¼ Fðt; xÞ for all xAX and tARþ: We refer to fFtðxÞ j tX0g as the
forward orbit of the point x: A subset X1 of X is positively invariant if FtðX1ÞCX1 for
all tX0:
A flow extension of a semiﬂow ðX ;F;RþÞ is a continuous ﬂow ðX ; *F;RÞ such that
*Fðt; xÞ ¼ Fðt; xÞ for each xAX and tARþ: A compact positively invariant subset is
said to admit a flow extension if the semiﬂow restricted to it does.
Denote R
 ¼ ftAR j tp0g: A backward orbit (resp. entire orbit) of a point xAX of
a semiﬂow ðX ;F;RþÞ is a continuous function c :R
-X (resp. c :R-X ) such that
cð0Þ ¼ x and, for any sp0 (resp. sAR), Fðt;cðsÞÞ ¼ cðs þ tÞ holds for 0ptp
 s
(resp. 0pt).
A compact, positively invariant subset K of a semiﬂow ðX ;F;RþÞ is minimal if it
contains no nonempty, closed, proper positively invariant subset. If X itself is
minimal, then ðX ;F;RþÞ is called a minimal semiflow.
Next, we introduce the basic deﬁnitions and preliminary results of the theory of
monotone dynamical systems, that is, dynamical systems on an ordered metric space
X which have the property that ordered initial states lead to ordered subsequent
states. We refer the reader to Smith [42], Amann [3] and Krasnoselskii et al. [22] for
more details.
We say that X is a strongly ordered Banach space if there is a closed convex cone,
that is, a nonempty closed subset XþCX satisfying
(i) Xþ þ XþCXþ;
(ii) RþXþCXþ;
(iii) Xþ-ð
XþÞ ¼ f0g
with nonempty interior IntXþa|: The strong ordering on X is deﬁned as follows:
x2px1 3 x1 
 x2AXþ;
x2ox1 3 x1 
 x2AXþ and x1ax2;
x25x1 3 x1 
 x2AIntXþ:
The positive cone Xþ is said to be normal if the norm of the Banach space X is
semimonotone, i.e., there is a positive constant k40 such that 0pxpy implies
jjxjjpkjjyjj: A norm of X is called monotone if 0pxpy implies jjxjjpjjyjj:
A semiﬂow ðX ;F;RþÞ is said to be monotone if FtðxÞpFtð yÞ whenever xpy and
tX0:
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Next, we consider a skew-product semiflow ðO X ; t; RþÞ;
t :Rþ  O X-O X
ðt;o; xÞ/ðo  t; uðt;o; xÞÞ; ð2:1Þ
where X is a strongly ordered Banach space with normal positive cone Xþ
and ðO; s;RÞ is a minimal ﬂow deﬁned by s :R O-O; ðt;oÞ/o  t: We
assume that u is locally C1 in xAX ; that is, u is C1 in x; and ux is continuous in
oAO; t40 in a neighborhood of each compact subset of O X : Moreover,
for any vAX ; limt-0þuxðt;o; xÞ v ¼ v uniformly in every compact subset
of O X :
If KCO X is a compact positively invariant set, we can deﬁne a linear skew-
product semiﬂow called the linearized skew-product semiflow of (2.1)
L :Rþ  K  X-K  X ;
ðt; ðo; xÞ; vÞ/ðtðt;o; xÞ; uxðt;o; xÞ vÞ: ð2:2Þ
We note that ux satisﬁes the following semi-cocycle property:
uxðt þ s;o; xÞ ¼ uxðt; tðs;o; xÞÞuxðs;o; xÞ; s; tARþ; ðo; xÞAK : ð2:3Þ
We refer the reader to Chicone and Latushkin [7] for a systematic treatment of recent
results in the area of linear differential equations on Banach spaces and inﬁnite
dimensional dynamical systems, in terms of spectral properties of the associated
evolution semigroup.
We say that the skew-product semiﬂow (2.1) is strongly monotone if
uxðt;o; xÞvb0 whenever v40; ðo; xÞAO X and t40:
The skew-product semiﬂow (2.1) is said to be eventually strongly monotone if there is
a t040 such that
uxðt;o; xÞvb0 whenever v40 and tXt0
for each ðo; xÞAO X and it preserves the ordering, i.e., if we denote by4r any of
the relations 4; X or b then
uxðt;o; xÞ v4r0 whenever v4r0 and t40
for each ðo; xÞAO X : It can be shown that if the semiﬂow is eventually strongly
monotone there is a t040 such that
uðt;o; x2Þbuðt;o; x1Þ whenever x24x1 and tXt0;
i.e., it satisﬁes the strongly order preserving property as called by some
authors.
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The skew-product semiﬂow (2.1) is said to be convex if u is an order convex map in
x; i.e., whenever x1px2 then
uðt;o; lx2 þ ð1
 lÞx1Þpluðt;o; x2Þ þ ð1
 lÞuðt;o; x1Þ
for each tX0; lA½0; 1 and oAO: Since u is C1; the above relation is equivalent (see
[3]) to: whenever x1px2 then
uxðt;o; x1Þðx2 
 x1Þpuxðt;o; x2Þðx2 
 x1Þ ð2:4Þ
for each tX0 and oAO: This property induces an important inequality which will be
used through the paper. Let x1px2 be two ordered elements of X : We have
uðt;o; x2Þ 
 uðt;o; x1Þ ¼
Z 1
0
uxðt;o; l x2 þ ð1
 lÞx1Þðx2 
 x1Þ dl:
Therefore, from the above convexity property (2.4) applied to x1plx2 þ ð1
 lÞx1
and l x2 þ ð1
 lÞx1px2 we obtain
uxðt;o; x1Þðx2 
 x1Þpuðt;o; x2Þ 
 uðt;o; x1Þpuxðt;o; x2Þðx2 
 x1Þ ð2:5Þ
for each tX0 and oAO:
We say that the skew-product semiﬂow (2.1) is strongly convex if u is a strongly
order convex map in x; i.e., if it is an order convex map and whenever x15x2 then
uðt;o; l x2 þ ð1
 lÞ x1Þ5luðt;o; x2Þ þ ð1
 lÞuðt;o; x1Þ ð2:6Þ
for each t40; lAð0; 1Þ and oAO: Notice that this deﬁnition is different from the one
given in [3], where the strong inequality is required in (2.6) for x1ox2: As above,
since u is C1; (2.6) is equivalent to
uxðt;o; x1Þðx2 
 x1Þ5uxðt;o; x2Þðx2 
 x1Þ
for each t40; oAO and x15x2: When in (2.6) the inequality5 is replaced byo; we
say that u is a strictly order convex map in x and the skew-product semiﬂow (2.1) is
strictly convex. It is said to be eventually strongly convex at o1AO if it is convex (for
every oAO) and there is a t040 such that whenever x15x2 and lAð0; 1Þ; inequality
(2.6) holds for o1 and each t4t0:
The corresponding deﬁnitions for concavity are obtained when we substitute the
inequalities p; o and 5 respectively for X; 4 and b: Consequently, it is easy to
check that if we change the positive cone Xþ for X˜þ ¼ X
; and hence the order, a
monotone and concave skew-product semiﬂow becomes a monotone and convex
skew-product semiﬂow for the new order.
We ﬁnish this section recalling some deﬁnitions concerning the stability of
the trajectories of the semiﬂow. A forward orbit ftðt;o0; x0Þ j tX0g of the
skew-product semiﬂow (2.1) is said to be uniformly stable if for every e40 there is
a d ¼ dðeÞ40; called the modulus of uniform stability, such that if sX0 and
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jjuðs;o0; x0Þ 
 uðs;o0; xÞjjpdðeÞ then
jjuðt þ s;o0; x0Þ 
 uðt þ s;o0; xÞjjpe for each tX0:
A forward orbit ftðt;o0; x0Þ j tX0g of the skew-product semiﬂow (2.1) is said to be
uniformly asymptotically stable if it is uniformly stable and there is a d040 with the
following property: for each e40 there is a t0ðeÞ40 such that if sX0 and
jjuðs;o0; x0Þ 
 uðs;o0; xÞjjpd0 then
jjuðt þ s;o0; x0Þ 
 uðt þ s;o0; xÞjjpe for each tXt0ðeÞ:
We refer the reader to Shen and Yi [38] for the implications of uniform stability on
ﬂow extensions.
3. Monotone and eventually strongly convex skew-product semiﬂows generated by
delay differential equations
This section deals with differential equations containing delayed arguments. Since
delay differential equations comprise ordinary differential equations as a special case
(when all the delays are zero), they are included in our study.
Deﬁnition 3.1. A function fACðR Rm;RnÞ is said to be admissible if for any
compact set KCRm; f is bounded and uniformly continuous on R K : f is
Cr ðrX1Þ admissible if f is Cr in xARm; and f as well as its partial derivatives up to
order r are admissible.
We consider the system of delay differential equations
y0ðtÞ ¼ f ðt; yðtÞ; yðt 
 1ÞÞ; ð3:1Þ
where f :R Rn  Rn-Rn is a C2 admissible function.
Let O be the hull of f ; namely, the closure of the set of mappings f ft j tARg with
ftðs; y; zÞ ¼ f ðt þ s; y; zÞ; in the topology of uniform convergence on compact sets.
The translation R O-O; ðt;oÞ/o  t; with o  tðs; y; zÞ ¼ oðt þ s; y; zÞ deﬁnes a
continuous ﬂow s on O: We will assume that ðO; s;RÞ is a minimal ﬂow, which,
among other cases, is satisﬁed when f is a uniformly almost periodic or a uniformly
almost automorphic function. Each oAO is also a C2 admissible function and f has
a unique extension to a continuous function F :O Rn  Rn-Rn;
ðo; y; zÞ/oð0; y; zÞ: Thus, we can consider the family of delay systems
y0ðtÞ ¼ Fðo  t; yðtÞ; yðt 
 1ÞÞ; oAO; ð3:2Þo
which in particular, when o ¼ f coincides with the initial system (3.1).
We consider the Banach space X ¼ Cð½
1; 0;RnÞ with normal positive cone Xþ ¼
fxAX j xðsÞX0 for each sA½
1; 0g; where the partial ordering in Rn is deﬁned in the
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following way (yi (resp. zi) denote the ith component of y (resp. z)):
ypz 3 yipzi for i ¼ 1;y; n;
yoz 3 ypz and yiozi for some iAf1;y; ng;
y5z 3 yiozi for i ¼ 1;y; n:
Since Int Xþ ¼ fxAX j xðsÞb0 for each sA½
1; 0g is nonempty we obtain a strong
ordering on X deﬁned by
xpv 3 xðsÞpvðsÞ for each sA½
1; 0;
xov 3 xpv and xav;
x5v 3 xðsÞ5vðsÞ for each sA½
1; 0:
We endow Rn with the maximum norm, which is monotone, and X ¼ Cð½
1; 0;RnÞ
with the supremum norm, which is also monotone, that is, jjxjjpjjvjj whenever
0pxpv:
By the standard theory of delay differential equations (see [12,13]) for each xAX
and each oAO system ð3:2Þo locally admits a unique solution yðt;o; xÞ with initial
value x; i.e., yðt;o; xÞ ¼ xðtÞ for each tA½
1; 0: Therefore, the family ð3:2Þo induces
a local skew-product semiﬂow
t :Rþ  O X - O X ;
ðt;o; xÞ/ðo  t; uðt;o; xÞÞ; ð3:3Þ
where uðt;o; xÞACð½
1; 0;RnÞ and uðt;o; xÞðsÞ ¼ yðt þ s;o; xÞ for sA½
1; 0:
It is easy to check that if yðt;o; xÞ is a bounded solution of ð3:2Þo for t in its
interval of existence, then uðt;o; xÞ exists for all t40 and the forward orbit
fuðt;o; xÞ j tX1þ dg is relatively compact in X for any d40:
Deﬁnition 3.2. We say that (3.1) is a cooperative system with respect to yðtÞ if
@fi
@yj
ðt; y; zÞX0 for each y; zARn; tAR and iaj:
It is easily seen that if (3.1) is a cooperative system, then so are ð3:2Þo:
As usual, we denote by uxðt;o; xÞ:X-X the linear differential operator with
respect to the third variable. Now we provide sufﬁcient conditions for t to be
monotone. Notice that when all the delays are zero we are only assuming the system
to be cooperative.
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Assumption 3.3. System (3.1) is cooperative with respect to yðtÞ and
@fi
@zj
ðt; y; zÞX0 for each y; zARn; tAR and i; jAf1; 2;y; ng:
Proposition 3.4. If Assumption 3.3 is satisfied then
uxðt;o; xÞvX0 whenever vX0 and tX0;
uxðt;o; xÞvb0 whenever vb0 and tX0;
for each ðo; xÞAO X :
Proof. For each ðo; xÞAO X we consider
AðtÞ ¼ @F
@y
ðo  t; yðt;o; xÞ; yðt 
 1;o; xÞÞ;
BðtÞ ¼ @F
@z
ðo  t; yðt;o; xÞ; yðt 
 1;o; xÞÞ
and for vAX let zðt; vÞ be the solution of
z0ðtÞ ¼ AðtÞzðtÞ þ BðtÞzðt 
 1Þ
with zðs; vÞ ¼ vðsÞ for sA½
1; 0: Therefore, if we denote by Uðt; sÞ the evolutional
operator generated by z0 ¼ AðtÞ z we obtain
zðt; vÞ ¼ Uðt; 0Þ zð0; vÞ þ
Z t
0
Uðt; sÞBðsÞzðs 
 1; vÞ ds; t40: ð3:4Þ
It is easy to check that ðuxðt;o; xÞvÞðsÞ ¼ zðt þ s; vÞ for each sA½
1; 0: Then, relation
(3.4) provides a formula for uxðt;o; xÞv if tA½0; 1 and analogous formulas can be
obtained inductively on each interval ½n; n þ 1:
As in [42], from @Fi=@yjX0 for iaj; which implies the Kamke condition for
z0 ¼ AðtÞ z; it can be shown that Uðt; sÞ z04r0 for each z0ARn with z04r0 and tXs;
where 4r denotes one of the relations 4; X or b: Moreover, from @Fi=@zjX0 all
the entries of the matrix BðtÞ are positive.
Let4s stand for one of the relationsX orb: Therefore, from expression (3.4) we
deduce that if v4s0 and consequently vð0Þ4s0 then zðt; vÞ4s0 for each tA½0; 1:
Analogous formulas for each interval ½n; n þ 1 show inductively that zðt; vÞ4s0 for
each tX0 and ﬁnishes the proof. &
In particular, notice that the above proposition implies the monotone character of
the skew-product semiﬂow, that is,
uðt;o; x2ÞXuðt;o; x1Þ whenever x2Xx1 and tX0;
and also the strong inequality holds when x2bx1:
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Finally, we supply some conditions which guarantee the eventually strong
convexity property for the skew-product semiﬂow (3.3) at some point o1AO:
Assumption 3.5. There is an o1AO such that the function Fðo1  t; y; zÞ is
(1) convex in ð y; zÞ; that is,
Fðo1  t; lð y1; z1Þ þ ð1
 lÞ ð y2; z2ÞÞplFðo1  t; y1; z1Þ þ ð1
 lÞFðo1  t; y2; z2Þ;
whenever ð y1; z1Þpð y2; z2Þ; lA½0; 1 and tAR;
(2) strongly convex in ð y; zÞ for tA½0; 1; i.e.,
Fðo1  t; lð y1; z1Þ þ ð1
 lÞð y2; z2ÞÞ5lFðo1  t; y1; z1Þ þ ð1
 lÞFðo1  t; y2; z2Þ;
whenever ð y1; z1Þ5ð y2; z2Þ; lAð0; 1Þ and tA½0; 1:
First of all, notice that (1) implies that all the functions in the hull are convex. In
particular, the above assumption is satisﬁed when for each oAO the function
Fðo; y; zÞ is strongly convex in ð y; zÞ: However, we are less restrictive because we are
only assuming a strongly convex property for one of the functions in the hull and for
tA½0; 1: When there is no delay, i.e., in the case of ordinary differential equations,
strong convexity is only required at one point ðt ¼ 0Þ: In applications, one often
checks the above assumption for the function f :
Proposition 3.6. If Assumptions 3.3 and 3.5 are satisfied, then t is an eventually
strongly convex semiflow at o1; i.e., whenever x1px2 then
uðt;o; l x1 þ ð1
 lÞ x2Þpl uðt;o; x1Þ þ ð1
 lÞ uðt;o; x2Þ
for each tX0; lA½0; 1; oAO; and
uðt;o1; l x1 þ ð1
 lÞx2Þ5l uðt;o1; x1Þ þ ð1
 lÞuðt;o1; x2Þ ð3:5Þ
for each t41; x15x2 and lAð0; 1Þ:
Proof. We ﬁx lAð0; 1Þ and we consider zoðtÞ ¼ lyðt;o; x1Þ þ ð1
 lÞyðt;o; x2Þ: We
assume that all the solutions are deﬁned for tX0: Therefore, for tA½0; 1
z0oðtÞ ¼ l Fðo  t; yðt;o; x1Þ; x1ðt 
 1ÞÞ þ ð1
 lÞFðo  t; yðt;o; x2Þ; x2ðt 
 1ÞÞ
and since x2Xx1 implies yðt;o; x2ÞXyðt;o; x1Þ and F is convex, we deduce that
z0oðtÞXFðo  t; zoðtÞ; lx1ðt 
 1Þ þ ð1
 lÞx2ðt 
 1ÞÞ
for each tA½0; 1: Moreover, from @Fi=@yjX0 for iaj we know that the function
gðt; zÞ ¼ Fðo  t; z; lx1ðt 
 1Þ þ ð1
 lÞx2ðt 
 1ÞÞ satisﬁes the Kamke condition.
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Thus, comparison theorems for this kind of ordinary differential equations (see [11])
lead to zoðtÞXyðt;o; lx1 þ ð1
 lÞx2Þ for each tA½0; 1: Analogous arguments for
each interval ½n; n þ 1 show inductively that for each tX0
yðt;o; lx1 þ ð1
 lÞ x2Þplyðt;o; x1Þ þ ð1
 lÞyðt;o; x2Þ;
i.e., uðt;o; l x1 þ ð1
 lÞ x2Þpluðt;o; x1Þ þ ð1
 lÞuðt;o; x2Þ; and the skew-product
semiﬂow is convex.
Next we assume that x15x2; which implies yðt;o1; x1Þ5yðt;o1; x2Þ; and in
consequence, from (2) of Assumption 3.5, for each tA½0; 1
z0o1ðtÞbFðo1  t; zo1ðtÞ; l x1ðt 
 1Þ þ ð1
 lÞ x2ðt 
 1ÞÞ:
As before, comparison theorems provide zo1ðtÞbyðt;o1; l x1 þ ð1
 lÞ x2Þ for each
tAð0; 1 and lAð0; 1Þ: Moreover, for each tA½1; 2
z0o1ðtÞXFðo1  t; zo1ðtÞ; lyðt 
 1;o1; x1Þ þ ð1
 lÞyðt 
 1;o1; x2ÞÞ ¼ hðt; zo1ðtÞÞ;
where hðt; zÞ ¼ Fðo1  t; z; lyðt 
 1;o1; x1Þ þ ð1
 lÞyðt 
 1;o1; x2ÞÞ satisﬁes the
Kamke condition. Hence, from zo1ð1Þbyð1;o1; lx1 þ ð1
 lÞx2Þ again comparison
theorems yield to zo1ðtÞbyðt;o1; lx1 þ ð1
 lÞx2Þ for each tA½1; 2: Analogous
arguments for each interval ½n; n þ 1 show inductively that
yðt;o1; lx1 þ ð1
 lÞx2Þ5lyðt;o1; x1Þ þ ð1
 lÞyðt;o1; x2Þ
for each t40; that is, uðt;o1; l x1 þ ð1
 lÞ x2Þ5luðt;o1; x1Þ þ ð1
 lÞuðt;o1; x2Þ
for each t41; as stated. &
Notice that when there is no delay, that is, in the case of ordinary differential
equations, we obtain in the same way that the skew-product semiﬂow is strongly
convex at o1:
Next, we show that we can prove the same results by weakening the condition of
convexity but strengthening the condition of monotonicity.
Assumption 3.7. There is an o1AO and t141 such that
(1) Fðo1  t; y; zÞ is convex in ð y; zÞ; that is,
Fðo1  t; lð y1; z1Þ þ ð1
 lÞð y2; z2ÞÞplFðo1  t; y1; z1Þ þ ð1
 lÞFðo1  t; y2; z2Þ;
whenever ð y1; z1Þpð y2; z2Þ; lA½0; 1 and tAR;
(2) Fðo1  t; y; zÞ is strictly convex in ð y; zÞ for tA½0; 1; i.e.,
Fðo1  t; lð y1; z1Þ þ ð1
 lÞð y2; z2ÞÞolFðo1  t; y1; z1Þ þ ð1
 lÞFðo1  t; y2; z2Þ;
whenever ð y1; z1Þ5ð y2; z2Þ; lAð0; 1Þ and tA½0; 1;
(3) @Fi
@zj
ðo1  t; y; zÞ40 for each tA½t1; t1 þ 1 and y; zARn; i; j ¼ 1;y; n;
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(4) if two nonempty subsets I ; J form a partition of N ¼ f1; 2;y; ng; then for any
y; zARn; tA½t1; t1 þ 1; there is an iAI and jAJ ¼ N 
 I with
@Fi
@yj
ðo1  t; y; zÞ

40;
that is, @F@y ðo1  t; y; zÞ is an irreducible matrix for each tA½t1; t1 þ 1 and
y; zARn:
In particular, the above assumption is satisﬁed when for each oAO the
function Fðo; y; zÞ is strictly convex in ð y; zÞ; ð@Fi=@zjÞðo; y; zÞ40 and
ð@F=@yÞðo; y; zÞ is an irreducible matrix for each oAO and y; zARn: However,
we are again less restrictive by assuming these properties for one of the functions in
the hull and for t in some interval of length one. Again, when there is no delay,
strict convexity is only required at one point ðt ¼ 0Þ; and conditions (3) and
(4) at t ¼ t1:
Proposition 3.8. If Assumptions 3.3 and 3.7 are satisfied, then t is an eventually
strongly convex semiflow at o1:
Proof. As in Proposition 3.6 of [29] or Lemma 6.1 of [38], from Assumption 3.3 and
conditions (3) and (4) of Assumption 3.7 it can be shown that uxð2;o1  t1; xÞvb0 for
each v40: This implies that
uð2;o1  t1; x1Þ5uð2;o1  t1; x2Þ whenever x1ox2: ð3:6Þ
Moreover, as in Proposition 3.6, from conditions (1) and (2) of Assumption 3.7 we
deduce that if x15x2 and lAð0; 1Þ then
uðt1;o1; lx1 þ ð1
 lÞx2Þoluðt1;o1; x1Þ þ ð1
 lÞuðt1;o1; x2Þ:
Hence, the application of inequality (3.6) to the latter points and the convex
character of the skew-product semiﬂow yield to
uðt1 þ 2;o1; lx1 þ ð1
 lÞx2Þ ¼ uð2;o1  t1; uðt1;o1; lx1 þ ð1
 lÞx2ÞÞ
5 luðt1 þ 2;o1; x1Þ þ ð1
 lÞuðt1 þ 2;o1; x2Þ:
Finally, the monotonicity and convexity properties of the semiﬂow show that
uðt;o1; lx1 þ ð1
 lÞx2Þ5luðt;o1; x1Þ þ ð1
 lÞuðt;o1; x2Þ
for each tXt1 þ 2; x15x2 and lAð0; 1Þ; which means that t is an eventually strongly
convex semiﬂow at o1; as stated. &
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4. Ergodic representation of the Lyapunov exponent
We consider the skew-product semiﬂow (3.3) satisfying Assumption 3.3. The aim
of this section is to obtain ergodic representation formulas for the upper Lyapunov
exponent of a minimal subset MCO X : Novo and Obaya obtained in [29] an
ergodic characterization for the upper Lyapunov exponent in terms of a continuous
separation. However, it does not apply to our case because now the skew-product
semiﬂow is not eventually strongly monotone.
Deﬁnition 4.1. Let KCO X be a compact, positively invariant set of the skew
product semiﬂow (2.1). For ðo; xÞAK ; we deﬁne the Lyapunov exponent lðo; xÞ as
lðo; xÞ ¼ lim sup
t-N
lnjjuxðt;o; xÞjj
t
:
The number lK ¼ supðo;xÞAKlðo; xÞ is called the upper Lyapunov exponent on K. If
lKp0; then K is said to be linearly stable.
As explained in the introduction, the following construction, which is essential for
the ergodic representation, is inspired in [7,33]. We consider the closure of the
space X with the norm jjxjjH ¼ jjxð0Þjj þ jjxjj2; which is a Hilbert space Y :
In fact YCRn  L2ð½
1; 0;RnÞ: Then the closed unit ball is a compact and
metrizable subset for the weak topology. In the case of ordinary differential
equations we take Y ¼ Rn: Let C be the compact and metrizable subset of Y
deﬁned by
C ¼ clsfvAX j 0pvðsÞp1 8 sA½
1; 0g; ð4:1Þ
where the closure is taken in the weak topology. Notice that the closure for the weak
topology and the closure for the topology of the norm coincide in this case.
For each ﬁxed tX1; ðo; xÞAM we can deﬁne
uxðt;o; xÞ: Y-X
v/uxðt;o; xÞv
with the same formula (3.4) as in X ; which is continuous both for the topology of the
norm and the weak topology in both spaces. In fact, it takes bounded sets of Y into
uniformly bounded and equicontinuous sets in X ; which implies that it is a compact
operator. We consider the map
T : M  C-M  C;
ðo; x; vÞ/ o  1; uð1;o; xÞ;
uxð1;o; xÞv
jjuxð1;o; xÞvjj
 
if vð0Þb0;
ðo  1; uð1;o; xÞ; 0Þ otherwise:
8<
: ð4:2Þ
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The subset M  C is compact and metrizable when we consider the weak topology in
C; and U ¼ fðo; x; vÞAM  C j vð0Þb0g is an open subset of M  C: As in
Proposition 3.4, we can show that if vAC and vð0Þb0 then uxð1;o; xÞ vb0; which
implies that T maps U into itself. The next lemma shows the continuity of the map.
Lemma 4.2. The map T :U-U is continuous.
Proof. The ﬁrst two components of the map are clearly continuous. Then, it is
enough to show the continuity of the third component. First, we claim that
M  C-X ;
ðo; x; vÞ/uxð1;o; xÞv
is a continuous map when we consider the weak topology in C and the supremum
norm in X : Let fðon; xn; vnÞgnAN be a sequence in M  C such that vn converges
weakly to vAC and limn-N ðon; xnÞ ¼ ðo; xÞAM: We have
jjuxð1;on; xnÞvn 
 uxð1;o; xÞvjjp jjuxð1;on; xnÞvn 
 uxð1;o; xÞ vnjj
þ jjuxð1;o; xÞvn 
 uxð1;o; xÞvjj:
However, since uxð1; ; Þ is a continuous map from M toLðY ; XÞ and the functions
vn are bounded in Y ; from the inequality
jjuxð1;on; xnÞvn 
 uxð1;o; xÞvnjjpjjuxð1;on; xnÞ 
 uxð1;o; xÞjjjjvnjjH
we deduce that limn-Njjuxð1;on; xnÞ vn 
 uxð1;o; xÞvnjj ¼ 0:
As stated above, uxð1;o; xÞ is a compact operator for each ðo; xÞAM:
Consequently, it maps weakly convergent sequences into norm convergent
sequences, which implies that limn-N jjuxð1;o; xÞvn 
 uxð1;o; xÞvjj ¼ 0 and ﬁnishes
our ﬁrst assertion.
In addition, the identity map from X to Y is also continuous when we consider the
supremum norm in X and the weak topology in Y ; from which we ﬁnally conclude
that the third component ðo; x; vÞ/ðuxð1;o; xÞvÞ=jjuxð1;o; xÞvjj is continuous as
stated. &
Next, we consider the map
h : M  C-R
ðo; x; vÞ/ ln jjuxð1;o; xÞvjj if vð0Þb0;
N otherwise;

ð4:3Þ
whose restriction to the above open set U is also continuous. The discrete skew-
product semiﬂow induced by T on M  C will be denoted by ðM  C; TÞ:
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Proposition 4.3. Let MCO X be a minimal subset and T ; h the maps defined by
expressions (4.2) and (4.3), respectively. Then for each ðo; x; eÞAU
lðo; xÞ ¼ lim sup
n-N
1
n
Xn
1
j¼0
hðTjðo; x; eÞÞ: ð4:4Þ
Proof. As shown in Lemma 4.4 of [29], the Lyapunov exponent of a point of M can
be obtained at discrete times, i.e.,
lðo; xÞ ¼ lim sup
n-N
ln jjuxðn;o; xÞjj
n
:
First, we assume that eAX-C and eb0: Since Xþ is a normal cone, each eb0
deﬁnes a norm in X ; called the e-norm
jjxjje ¼ inffr40 j 
 repxpreg; ð4:5Þ
which is equivalent to the usual norm in the Banach space X : We claim that there is a
constant c40 (depending on e) such that for each ðo; xÞAO X and tX0
jjuxðt;o; xÞjjpcjjuxðt;o; xÞejj: ð4:6Þ
We have jjuxðt;o; xÞjje ¼ supjjyjje¼1jjuxðt;o; xÞyjje: From jjyjje ¼ 1 we deduce that

epype; i.e., 0py þ ep2e; and the positiveness of the linear operator uxðt;o; xÞ
gives 0puxðt;o; xÞð y þ eÞp2uxðt;o; xÞe: Moreover, the e-norm is monotone, so
jjuxðt;o; xÞð y þ eÞjjep2jjuxðt;o; xÞejje;
i.e., jjuxðt;o; xÞyjjep3 jjuxðt;o; xÞejje; for each yAX with jjyjje ¼ 1: Thus,
jjuxðt;o; xÞjjep3jjuxðt;o; xÞejje and the equivalence of the norms yields (4.6) from
which we ﬁnally deduce that
lðo; xÞ ¼ lim sup
n-N
lnjjuxðn;o; xÞejj
n
:
We next claim that
lnjjuxðn;o; xÞejj ¼
Xn
1
j¼0
hðTjðo; x; eÞÞ ð4:7Þ
from which (4.4) is immediately deduced. The proof is by induction on n: The case
n ¼ 1 follows from the deﬁnition of h: Assume the formula holds for n 
 1; we will
prove it for n: Therefore,
Xn
1
j¼0
hðTjðo; x; eÞÞ ¼ lnjjuxðn 
 1;o; xÞ ejj þ hðTn
1ðo; x; eÞÞ:
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Moreover, it is easy to check that
Tn
1ðo; x; eÞ ¼ tðn 
 1;o; xÞ; uxðn 
 1;o; xÞejjuxðn 
 1;o; xÞejj
 
;
which together with (2.3) show that
hðTn
1ðo; x; eÞÞ ¼ ln jjuxð1; tðn 
 1;o; xÞÞuxðn 
 1;o; xÞejj

 lnjjuxðn 
 1;o; xÞejj
¼ ln jjuxðn;o; xÞejj 
 lnjjuxðn 
 1;o; xÞejj
and (4.7) is proved for n:
In the general case, if ðo; x; eÞAU we know that uxð1;o; xÞ eb0 and consequently,
e1 ¼ ðuxð1;o; xÞeÞ=jjuxð1;o; xÞejjAX-C with e1b0: Then,
lim sup
n-N
1
n
Xn
1
j¼0
hðTjðo; x; eÞÞ ¼ lim sup
n-N
1
n
Xn
1
j¼1
hðTj
1ðTðo; x; eÞÞÞ
¼ lim sup
n-N
1
n
Xn
1
j¼1
hðTj
1ðtð1;o; xÞ; e1ÞÞ ¼ lðtð1;o; xÞÞ:
Finally, from the formula (4.7) for eAX-C with eb0 and the above formula, we
deduce that lðo; xÞ ¼ lðtð1;o; xÞÞ; which ﬁnishes the proof. &
We obtain the following ergodic representation of the upper Lyapunov exponent
on the minimal set M; which will be essential in the rest of the paper.
Theorem 4.4. Let MCO X be a minimal subset and T ; h the maps defined by
expressions (4.2) and (4.3), respectively. Then, there is a T-ergodic measure m; i.e.,
ergodic for the discrete semiflow ðM  C; TÞ; such that hAL1ðM  C; mÞ and
lM ¼
Z
MC
h dm: ð4:8Þ
Proof. Let lM be the upper Lyapunov exponent of M: From Deﬁnition 4.1, lM ¼
limn-N lðon; xnÞ; where ðon; xnÞAM for each nAN; and lðon; xnÞ is an increasing
sequence. We ﬁx nAN and eAX with eb0: From relation (4.4) there is a sequence
fnkgkAN such that
lðon; xnÞ ¼ lim
k-N
1
nk
Xnk
1
j¼0
hðTjðon; xn; eÞÞ:
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From this expression we construct a T-invariant measure in a standard way. Let
lnk :CðM  C;RÞ-R be the linear functional deﬁned for each gACðM  C;RÞ by
lnkðgÞ ¼
1
nk
Xnk
1
j¼0
gðTjðon; xn; eÞÞ:
By Riesz’s representation theorem, there is a Borel measure mnk such that
lnkðgÞ ¼
Z
MC
g dmnk for each gACðM  C;RÞ:
By construction, the measures mnk are normalized for each kAN; and consequently
there is a weakly convergent subsequence (let us assume the whole sequence). This
means that there is a Borel measure mn with
lim
k-N
Z
MC
g dmnk ¼
Z
MC
g dmn for each gACðM  C;RÞ:
We claim that mn is a T-invariant measure which is concentrated on the subset
U ¼ fðo; x; vÞAM  C j vð0Þb0g and hAL1ðM  C; mnÞ:
For each mAN; we consider the subset
Fm ¼ fðo; x; vÞAM  C j hðo; x; vÞp
 mg
and we deﬁne the continuous map
hm : M  C-R
ðo; x; vÞ/ hðo; x; vÞ if ðo; x; vÞeFm;
m if ðo; x; vÞAFm:

ð4:9Þ
Since jjuxð1;o; xÞjj is bounded in M; there is a constant g such that hphmpg for
each mAN: Moreover, from the continuity of the maps hm we deduce that
lðon; xnÞp lim
k-N
1
nk
Xnk
1
j¼0
hmðTjðon; xn; eÞÞ
¼ lim
k-N
Z
MC
hm dmnk ¼
Z
MC
hmdmnp
 mmnðFmÞ þ g;
which necessarily implies limm-N mnðFmÞ ¼ 0: Therefore, mnð
T
m FmÞ ¼ 0 and we
conclude that mnðUÞ ¼ 1; i.e., mn is concentrated on U:
Besides, fg
 hmgmAN is an increasing sequence of positive functions converging to
g
 h; then
lim
m-N
Z
MC
ðg
 hmÞ dmn ¼
Z
MC
ðg
 hÞ dmn
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and since lðon; xnÞp
R
MC hm dmn we obtainZ
MC
ðg
 hÞdmnpg
 lðon; xnÞ;
that is, g
 hAL1ðM  C; mnÞ and then hAL1ðM  C; mnÞ as stated. Notice also that
we have shown that
lim
m-N
Z
MC
hmdmn ¼
Z
MC
hdmn
and consequently lðon; xnÞp
R
MC hdmn:
Now, we show that mn is a T-invariant measure. We have to check thatZ
MC
g dmn ¼
Z
MC
g3T dmn for each gACðM  C;RÞ:
Since mn is concentrated on U; it is not hard to show that
lim
k-N
Z
MC
r dmnk ¼
Z
MC
r dmn
for each real function r bounded on M  C and continuous on U: From
Lemma 4.2 we know that T is continuous in U: Consequently, for each gACðM 
C;RÞ the real function g3T is bounded on M  C and continuous on U and
therefore,
Z
MC
g3T dmn ¼ lim
k-N
Z
MC
g3T dmnk ¼ lim
k-N
1
nk
Xnk
1
j¼0
g3Tjþ1ðon; xn; eÞ:
Hence,
Z
MC
g3T dmn 

Z
MC
g dmn ¼ lim
k-N
1
nk
Xnk
1
j¼0
ðg3Tjþ1 
 g3TjÞðon; xn; eÞ
" #
¼ lim
k-N
1
nk
½g3Tnkðon; xn; eÞ 
 gðon; xn; eÞ ¼ 0
and mn is T-invariant as claimed.
Next, we consider the sequence of normalized T-invariant measures fmngnAN: As
before, we assume that there is a T-invariant measure m on M  C such that mn-m in
the weak topology (the result is true for a subsequence). From the fact that for each
mAN
lM ¼ lim
n-N
lðon; xnÞp lim
n-N
Z
MC
hm dmn ¼
Z
MC
hm dm;
ARTICLE IN PRESS
S. Novo et al. / J. Differential Equations 208 (2005) 86–123104
because hm is continuous, we show as above that hAL1ðM  C; mÞ and actually
lim
m-N
Z
MC
hm dm ¼
Z
MC
h dm:
Therefore, lMp
R
MC h dm:
Besides, since m is concentrated on U; Birkhoff’s ergodic theorem and relation
(4.4) imply that for almost every ðo; x; vÞAU with respect to m there exists the limit
lim
n-N
1
n
Xn
1
j¼0
hðTjðo; x; vÞÞ ¼ lðo; xÞ and
Z
MC
h dm ¼
Z
MC
lðo; xÞ dm:
Thus,
R
MC h dmplM and we conclude that
lM ¼
Z
MC
h dm: ð4:10Þ
It remains to prove that the same is true for a T-ergodic measure. Since T is a Borel
map, from the theorem of decomposition into ergodic components (see [25]) we
know that Z
MC
h dm ¼
Z
MC
Z
MC
h dmðo;x;vÞ
 
dm; ð4:11Þ
where mðo;x;vÞ are T-ergodic measures for almost every ðo; x; vÞ with respect to m:
In addition, from mðUÞ ¼ 1 it is easy to check that mðo;x;vÞðUÞ ¼ 1 for almost every
ðo; x; vÞAM  C: Thus, again Birkhoff’s ergodic theorem impliesZ
MC
h dmðo;x;vÞplM for almost every ðo; x; vÞAM  C;
which together with relations (4.10) and (4.11) provide the existence of a T-ergodic
measure mðo;x;vÞ such that
R
MC h dmðo;x;vÞ ¼ lM and the proof is complete. &
5. Strongly ordered minimal sets
We consider the skew-product semiﬂow (3.3) satisfying Assumptions 3.3 and 3.5
or 3.3 and 3.7, which provide monotonicity and eventually strong convexity at the
point o1AO: We introduce some deﬁnitions of order between minimal subsets.
Deﬁnition 5.1. We say that two minimal subsets K1 and K2 are ordered K1pK2 if
there are points ðo0; x1ÞAK1 and ðo0; x2ÞAK2 such that x1px2: It is easy to check
that this deﬁnition is equivalent to the existence, for each ðo; y1ÞAK1; of a point
ðo; y2ÞAK2 with y1py2: We say that K1oK2 if K1pK2 and they are different.
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Deﬁnition 5.2. We say that two minimal subsets K1 and K2 are strongly ordered
K15K2; if for each ðo; y1ÞAK1 there exists ðo; y2ÞAK2 with y15y2:
Deﬁnition 5.3. We say that two minimal subsets K1 and K2 are completely strongly
ordered K15CK2; if x15x2 for all ðo; x1ÞAK1 and ðo; x2ÞAK2:
From now on, we will consider two completely strongly ordered minimal subsets
K1 and K2:
Proposition 5.4. If K1 and K2 are completely strongly ordered, then given eb0; there is
a positive constant c40 such that for all ðo; x1ÞAK1; ðo; x2ÞAK2 it holds x2 

x1Xceb0:
Proof. We ﬁx eb0 and deﬁne for each ðo; x1ÞAK1 and ðo; x2ÞAK2
aððo; x1Þ; ðo; x2ÞÞ ¼ supfa40 j x2 
 x1Xa eg;
which is a positive constant because x2bx1: Let
c ¼ inf faððo; x1Þ; ðo; x2ÞÞ j ðo; xiÞAKi; i ¼ 1; 2g:
We claim that c40: Let us assume on the contrary that c ¼ 0: Therefore, there exist
two sequences of points fðon; x1;nÞgnANCK1; fðon; x2;nÞgnANCK2 such that
limn-N aððon; x1;nÞ; ðon; x2;nÞÞ ¼ 0: Moreover, for an adequate subsequence, let us
assume the whole sequence,
lim
n-N
ðon; xi;nÞ ¼ ðo; xiÞ; i ¼ 1; 2
for some ðo; xiÞAKi; i ¼ 1; 2; and we take a040 such that x2 
 x1ba0 e:
Consequently, there is n0 such that x2;n 
 x1;nba0 e for each nXn0: This leads to
aððon; x1;nÞ; ðon; x2;nÞÞXa0 for each nXn0; which contradicts that the limit is null.
Therefore, c40 and the proof is complete. &
The following result was proved in [29] for a convex and eventually strongly
monotone semiﬂow. Although now the semiﬂow is not eventually strongly
monotone, the same proof applies to our case thanks to Proposition 5.4.
Proposition 5.5. If K15CK2; then K1 is a linearly stable set, i.e., lK1p0; and lK2X0:
The next result is essential to show that K1 is an almost automorphic extension of
the base O: Since X ¼ Cð½
1; 0;RnÞ; the inferior of a set of functions means the
inferior in each of the components.
Proposition 5.6. For each oAO there exists
x1ðoÞ ¼ inffxAX j ðo; xÞAK1g;
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it belongs to X ¼ Cð½
1; 0;RnÞ and there is a residual set O0CO of continuity points
for the map x1:O-X ; o/x1ðoÞ:
Proof. From the deﬁnition of the skew-product semiﬂow by Eq. ð3:2Þo; the
compactness and the invariance of K1 and O; it is easy to check that there is a
positive constant L40 such that jjxðtÞ 
 xðsÞjjpLjt 
 sj for each t; sA½
1; 0 and
xAC1 ¼ fxAX j (oAO with ðo; xÞAK1g:
Moreover, for each oAO there is a sequence fzngnAN depending on o although
dropped from the notation, such that if the inferior exists it coincides with
inffxAX j ðo; xÞAK1g ¼ inffzn j nANg:
Next, we deﬁne a new sequence of decreasing continuous functions fyngnANCX as
yn ¼ inffz1; z2;y; zng; nAN:
It is easy to prove that it is also an equicontinuous family which satisﬁes the same
Lipschitz’s property with constant L as above, valid for C1: Then, it converges
uniformly in ½
1; 0 to a function x1ðoÞ; which is continuous in ½
1; 0 by Arzela`-
Ascoli’s theorem. Thus, we have shown that for each oAO there exists the inferior
x1ðoÞ and it belongs to X as claimed. Again, the same Lipschitz’s constant L applies
to each x1ðoÞ:
We consider the map x1 :O-X ; o/x1ðoÞ: We claim that
lim
n-N
on ¼ o and lim
n-N
x1ðonÞ ¼ aAX implies x1ðoÞpa:
We ﬁx sA½
1; 0 and one of the components iAf1; 2;y; ng: We denote by x1;iðoÞ
and ai the corresponding component of the functions x1ðoÞ and a; respectively. Then
limn-N x1;iðonÞðsÞ ¼ aiðsÞ: Besides, from the deﬁnition of x1;iðonÞ; we can ﬁnd
ðon; vnÞAK1; depending on s and i although dropped from the notation with
jx1;iðonÞðsÞ 
 vn;iðsÞjo1
n
;
from which we also deduce that limn-N vn;iðsÞ ¼ aiðsÞ: Moreover, an adequate
subsequence ðonj ; vnj Þ tends to some ðo; vÞAK1 and viðsÞ ¼ aiðsÞ: Thus, again from
the deﬁnition of x1;iðoÞ we conclude that x1;iðoÞðsÞpaiðsÞ for each sA½
1; 0 and
iAf1; 2;y; ng; that is, x1ðoÞpa as claimed.
Let c40 be a positive constant such that jjx1ðoÞjjpc for each oAO: We consider
the compact subset of X
D ¼ fvAX j jjvjjpc and jjvðtÞ 
 vðsÞjjpLjt 
 sj 8t; sA½
1; 0g:
For each oAO we deﬁne the closed subset of D
BðoÞ ¼ fvAD j x1ðoÞpvg:
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Notice that BðoÞ is not empty because x1ðoÞAD for each oAO: Let F denote the
closed subsets of D with the Hausdorff metric and B:O-F; o/BðoÞ:
We claim that B is an upper semi-continuous function. It sufﬁces to
show that given an open subset VCD the set foAO j BðoÞCVg is also
open. Let us assume on the contrary that there is an open subset V and a
sequence fongnAN such that limn-N on ¼ o; BðoÞCV but BðonÞD/ V : Therefore,
we can ﬁnd vnABðonÞ; i.e., x1ðonÞpvn with vneV : Then for an adequate
subsequence
lim
j-N
x1ðonj Þ ¼ b; lim
j-N
vnj ¼ v
and veV because V is open. However, as shown above, this would imply that
x1ðoÞpb and since we also have bpv; we obtain vABðoÞ which is impossible.
Consequently, B is an upper semi-continuous function and the set of points at which
B is continuous is residual (see [8]).
Finally, if we check that each continuity point of B is also a point of continuity for
x1; the proof is complete. Let d be the metric on X obtained from eb0; i.e., dða; bÞ ¼
jja 
 bjje where the expression of the norm is given in (4.5). We denote by r the
Hausdorff metric in F; that is, if A; BAF
rðA; BÞ ¼ supfaðA; BÞ; aðB; AÞg;
where aðA; BÞ ¼ supfdða; BÞ j aAAg and dða; BÞ ¼ inffdða; bÞ j bABg:
Let o be a continuity point of B and let fongnAN be a sequence such that on-o
and then rðBðonÞ; BðoÞÞ-0 as n-N: Thus, given e40 there is an n0 such that
rðBðonÞ; BðoÞÞoe for each nXn0: In particular, dðx1ðoÞ; BðonÞÞoe and
dðx1ðonÞ; BðoÞÞoe: Consequently, there is vABðonÞ and yABðoÞ satisfying
jjx1ðoÞ 
 vjjeoe and jjx1ðonÞ 
 yjjeoe: Therefore,
x1ðonÞ 
 x1ðoÞpv 
 x1ðoÞpee and x1ðoÞ 
 x1ðonÞpy 
 x1ðonÞpee;
from which we deduce that

eepx1ðonÞ 
 x1ðoÞpee;
i.e., jjx1ðonÞ 
 x1ðoÞjjepe for each nXn0 and o is a continuity point of x1; as
stated. &
The next result provides a kind of local eventually strong convexity for uðt;o; xÞ at
each point oAO:
Proposition 5.7. Let us assume that K15CK2: Then, given ðo; x2ÞAK2; ðo; xÞ and
ðo; x1ðoÞÞAO X such that
xpð1
 aÞx1ðoÞ þ ax2 for some aAð0; 1Þ;
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there exists a positive time t041 depending on o; x; x1ðoÞ and x2 such that
uðt;o; xÞ5ð1
 aÞuðt;o; x1ðoÞÞ þ auðt;o; x2Þ
for each t4t0:
Proof. Let o1AO be the point of Assumption 3.7 or 3.5. Since x1ðoÞpz1 for each
ðo; z1ÞAK1; as in Proposition 5.5 of [29] we can show that the forward orbit
ftðt;o; x1ðoÞÞ j tX0g is bounded. Analogously, ftðt;o; xÞ j tX0g is bounded because
x5x2: From these facts and the minimal character of K2 and O; we can ﬁnd a
sequence fsngnAN going to N such that limn-No  sn ¼ o1 and
lim
n-N
uðsn;o; x1ðoÞÞ ¼ y1; lim
n-N
uðsn;o; xÞ ¼ y; lim
n-N
uðsn;o; x2Þ ¼ y2 ð5:1Þ
for some ðo1; y2ÞAK2 and ðo1; y1Þ; ðo1; yÞAO X : Moreover, the convex character
of the semiﬂow yields
uðsn;o; xÞpð1
 aÞuðsn;o; x1ðoÞÞ þ auðsn;o; x2Þ;
which implies that ypð1
 aÞy1 þ ay2: Besides, from x1ðoÞpz1 for each ðo; z1ÞAK1
we deduce that y1px1 for some ðo1; x1ÞAK1 and then, since K15CK2 we have
y15y2: Consequently, the eventually strongly convex character of the semiﬂow at o1
provides
uðt;o1; yÞ5ð1
 aÞuðt;o1; y1Þ þ auðt;o1; y2Þ
for some t41: In addition, from (5.1)
lim
n-N
uðsn þ t;o; x1ðoÞÞ ¼ uðt;o1; y1Þ; lim
n-N
uðsn þ t;o; xÞ ¼ uðt;o1; yÞ;
lim
n-N
uðsn þ t;o; x2Þ ¼ uðt;o1; y2Þ
and we can ﬁnd n0 such that
uðsn0 þ t;o; xÞ5ð1
 aÞuðsn0 þ t;o; x1ðoÞÞ þ auðsn0 þ t;o; x2Þ:
We ﬁnish the proof with t0 ¼ sn0 þ t and the monotone and convex character of the
semiﬂow. &
We denote p :O X/O as the natural projection. Under the hypotheses of
monotonicity and convexity assumed through the paper, we will show in the next
section that K1 is a copy of the base O; i.e., card ðK1-p
1ðoÞÞ ¼ 1 for each oAO:
For the moment, the next result shows that this is true for one point, in fact for a
residual set of points.
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Proposition 5.8. Let us assume that K15CK2: Then, the minimal subset K1 is an
almost automorphic extension of the base O; i.e., there is an oAO such that
card ðK1-p
1ðoÞÞ ¼ 1:
Proof. We consider the map x1:O-X ; o/x1ðoÞ deﬁned in Proposition 5.6 and the
residual subset O0CO of continuity points of x1: As shown in [38], each point
ðo  t; yÞAK1 admits a backward orbit in K1; although not necessarily unique, and
then tð
t;o  t; yÞ ¼ ðo; uð
t;o  t; yÞÞAK1: Therefore, from the deﬁnition of x1ðoÞ
we deduce that x1ðoÞpuð
t;o  t; yÞ; and the monotone character of the semiﬂow
provides
uðt;o; x1ðoÞÞpuðt;o; uð
t;o  t; yÞÞ ¼ y:
However, x1ðo  tÞ ¼ inffxAX j ðo  t; xÞAK1g; and we conclude that for each tX0
uðt;o; x1ðoÞÞpx1ðo  tÞ for each oAO: ð5:2Þ
Next, we claim that for each oAO0 and tX0;
ðo; x1ðoÞÞAK1 and x1ðo  tÞ ¼ uðt;o; x1ðoÞÞ: ð5:3Þ
Let oAO0 and ðo; xiÞAKi; i ¼ 1; 2: We know that x1ðoÞpx1 and from K15CK2 we
deduce that x1ðoÞpx15x2: We consider e ¼ x2 
 x1ðoÞb0 and
a ¼ inffjjx 
 x1ðoÞjje j ðo; xÞAK1g; ð5:4Þ
where the norm jj  jje is deﬁned by (4.5).
It is easy to check that there is ðo; xÞAK1 such that jjx 
 x1ðoÞjje ¼ a: From
ðo; x1ÞAK1 and 0px1 
 x1ðoÞ5x2 
 x1ðoÞ ¼ e we deduce that ao1: If a ¼ 0 we get
ðo; x1ðoÞÞAK1: Let us assume on the contrary that a40: Then x 
 x1ðoÞpae ¼
aðx2 
 x1ðoÞÞ; i.e.,
xpð1
 aÞ x1ðoÞ þ ax2 ð5:5Þ
and Proposition 5.7 and relation (5.2) show that there exists a positive time t040
depending on o; x; x1ðoÞ and x2 such that
uðt;o; xÞ5ð1
 aÞuðt;o; x1ðoÞÞ þ auðt;o; x2Þpð1
 aÞx1ðo  tÞ þ auðt;o; x2Þ
for each t4t0: Therefore, we can ﬁnd 0oa0oa such that
uðt;o; xÞ5ð1
 a0Þx1ðo  tÞ þ a0 uðt;o; x2Þ for each t4t0: ð5:6Þ
From the minimal character of K2; K1 we ﬁnd a sequence tn going to N
such that
lim
n-N
ðo  tn; uðtn;o; x2ÞÞ ¼ ðo; x2Þ; lim
n-N
ðo  tn; uðtn;o; xÞÞ ¼ ðo; yÞ;
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for some ðo; yÞAK1: Moreover, since o is a continuity point of x1 we also have
limn-N x1ðo  tnÞ ¼ x1ðoÞ: Thus, from relation (5.6) we deduce that
ypð1
 a0Þx1ðoÞ þ a0x2;
i.e., 0py 
 x1ðoÞpa0ðx2 
 x1ðoÞÞ ¼ a0 e; which means that jjy 
 x1ðoÞjjepa0oa
and contradicts (5.4).
Consequently, a ¼ 0 and ðo; x1ðoÞÞAK1 for each oAO0: Moreover, the invariance
of K1 yields tðt;o; x1ðoÞÞAK1; and the deﬁnition of x1 shows that x1ðo 
tÞpuðt;o; x1ðoÞÞ which together with (5.2) leads to x1ðo  tÞ ¼ uðt;o; x1ðoÞÞ for
each oAO0; as claimed.
Finally, if we ﬁx o0AO0 it is easy to check that
K1 ¼ clsfðo0  t; x1ðo0  tÞÞ j tX0g
and since o0 is a point of continuity of x1 we conclude that K1-p
1ðo0Þ ¼
fðo0; x1ðo0ÞÞg; which ﬁnishes the proof. &
6. Attractor minimal subset
We consider the skew-product semiﬂow (3.3) satisfying Assumptions 3.3 and 3.5
or 3.3 and 3.7, which provide monotonicity and eventually strong convexity at the
point o1AO: Let K15CK2 be two completely strongly ordered minimal subsets. We
will show that we are in the hyperbolic case, i.e., lK1o0; K1 is a copy of the base O;
and an attractor subset of O X :
Proposition 6.1. Let us assume that K15CK2: If lK1 ¼ 0 there are positive constants
c1; c240 such that
0oc2pjjuxðt;o; x1Þjjpc1
for each ðo; x1ÞAK1 and tX0:
Proof. We omit the proof which uses the ergodic representation of the
Lyapunov exponent for K1 obtained in Theorem 4.4, and it is very similar
to the one of Proposition 6.2 of [29]. It is based on a result on recurrence of
co-cycles given by Atkinson in [6] (see also Theorem 2 of Shneiberg [39] and Johnson
[16]). &
The above result is essential to show the existence of a minimal set between K1 and
K2 when lK1 vanishes.
Proposition 6.2. Let us assume that K15CK2 and lK1 ¼ 0: Then there exists M a
minimal subset of O X such that K1oM5K2:
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Proof. We consider the map x1:O-X ; o/x1ðoÞ deﬁned in Proposition 5.6 and the
residual subset O0CO of continuity points of x1: Let o0AO0: As showed in
Proposition 5.8, ðo0; x1ðo0ÞÞAK1 and since K15CK2; x1ðo0Þ5x2 for each
ðo0; x2ÞAK2: We ﬁx aAð0; 1Þ; ðo0; x2ÞAK2 and we take
ya ¼ ð1
 aÞ x1ðo0Þ þ a x2;
which satisﬁes x1ðo0Þ5ya5x2: Since the forward trajectory ftðt;o0; yaÞ j tX2g is
relatively compact there is a minimal set Ma contained in its closure, i.e.,
MaCclsfðo0  t; uðt;o0; yaÞÞ j tX2g:
From Deﬁnition 5.1, we check that K1pMapK2:
Next, we show that Ma5K2: Let ðo; zÞAMa; then there is a sequence tn-N with
lim
n-N
tðtn;o0; yaÞ ¼ ðo; zÞ: ð6:1Þ
From the convex character of the skew-product semiﬂow we deduce that
uðtn;o0; yaÞpð1
 aÞuðtn;o0; x1ðo0ÞÞ þ auðtn;o0; x2Þ ð6:2Þ
for each nAN: Moreover, there is a subsequence (assume the whole sequence) and
ðo; z1ÞAK1; ðo; z2ÞAK2 such that
lim
n-N
tðtn;o0; x1ðo0ÞÞ ¼ ðo; z1Þ; lim
n-N
tðtn;o0; x2Þ ¼ ðo; z2Þ: ð6:3Þ
Therefore, from relations (6.1)–(6.3) we deduce that
zpð1
 aÞz1 þ az2:
Moreover, again from K15CK2 we have z15z2; and we conclude that z5z2; which
implies that Ma5K2; as claimed.
Finally, we prove that MaaK1: Let us assume, on the contrary, that Ma ¼ K1 and
then ðo0; x1ðo0ÞÞAK1-Ma: Thus, there exists a sequence tn-N such that
ðo0; x1ðo0ÞÞ ¼ limn-N tðtn;o0; yaÞ: From Proposition 6.1 there is a positive
constant c2 such that jjuxðt;o0; x1ðo0ÞÞjjXc240 for each tX0: Besides, from
x1ðo0Þ5ya inequality (2.5) yields
uðtn;o0; yaÞ 
 uðtn;o0; x1ðo0ÞÞX uxðtn;o0; x1ðo0ÞÞð ya 
 x1ðo0ÞÞ
¼ ð1
 aÞ uxðtn;o0; x1ðo0ÞÞðx2 
 x1ðo0ÞÞ
for each nAN: Consequently, from expression (4.6) for e ¼ x2 
 x1ðo0Þb0 and the
monotonicity of the norm we can ﬁnd a positive constant r40 (depending on
x1ðo0Þ; x2 but not on n) such that for each nAN
jjuðtn;o0; yaÞ 
 x1ðo0  tnÞÞjjXr40;
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which contradicts that ðo0; x1ðo0ÞÞ ¼ limn-N ðo0  tn; uðtn;o0; yaÞÞ because o0 is a
point of continuity of x1; and completes the proof. &
The next result shows that, under our assumptions of monotonicity and eventually
strong convexity at the point o1AO; the above situation cannot occur and we are in
the hyperbolic case. In this case, the linearized skew product semiﬂow (2.2) admits an
exponential dichotomy over K1 (see [32,35]).
We also prove that the minimal subset K1 is an attractor. As in Section 5, we
denote p :O X/O as the natural projection.
Theorem 6.3. Let us assume that K15CK2: Then lK1o0; lK240 and
(i) the minimal subset K1 is uniformly asymptotically stable, that is, for each
ðo; x1ÞAK1 the forward orbit ftðt;o; x1Þ j tX0g is uniformly asymptotically
stable;
(ii) K1 is a copy of the base O; i.e., card ðK1-p
1ðoÞÞ ¼ 1 for each oAO; and we can
denote K1 ¼ fðo; x1ðoÞÞ joAOg;
(iii) for each ðo; xÞAO X such that x5x2 for some ðo; x2ÞAK2
lim
t-N
jjuðt;o; xÞ 
 x1ðo  tÞjj ¼ 0;
(iv) for each ðo; xÞAO X such that xbx2 for some ðo; x2ÞAK2; the forward orbit
ftðt;o; xÞ j tX0g is not bounded.
Proof. If lK1 ¼ 0 we have shown in Proposition 6.2 that there exists M a minimal
subset of O X such that K1oM5K2: Let o0AO0 be a continuity point of the map
x1 deﬁned in Proposition 5.6. Then ðo0; x1ðo0ÞÞAK1 and there are points ðo0; zÞAM
and ðo0; x2ÞAK2 such that x1ðo0Þoz5x2: We consider e ¼ x2 
 x1ðo0Þb0 and
a ¼ inffjjx 
 x1ðo0Þjje j ðo0; xÞAMg; ð6:4Þ
where the norm jj  jje is deﬁned by (4.5). It is easy to check that the inﬁmum is
attained, i.e., there is ðo0; xÞAM such that a ¼ jjx 
 x1ðo0Þjje and 0oao1:
As in Proposition 5.8, from the monotonicity and the eventually strongly convex
character of the semiﬂow at o1AO; we can ﬁnd 0oa0oa and t041 (depending on
o0; x1ðo0Þ; x2 and x) such that
uðt;o0; xÞ5ð1
 a0Þ x1ðo0  tÞ þ a0 uðt;o0; x2Þ for each t4t0
and we get a point ðo0; yÞAM such that
ypð1
 a0Þx1ðo0Þ þ a0x2;
i.e., 0py 
 x1ðo0Þpa0ðx2 
 x1ðo0ÞÞ ¼ a0e; which means that jjy 
 x1ðo0Þjjepa0oa
and contradicts (6.4). Consequently, lK1o0 as stated. We will show that lK240 after
proving (iii).
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We omit the proof of (i) which is completely analogous to the one in part (i) of
Theorem 8.1 in [29].
(ii) Let us assume that there are two points ðo; x1Þ; ðo; y1ÞAK1: From (i), given
e40 there is a d40 such that if jjz 
 z1jjod with ðo; z1ÞAK1 then jjuðt;o; zÞ 

uðt;o; z1Þjjoe for each tX0:
Let sn be a sequence tending to 
N such that limn-N o  sn ¼ o0; with o0AO0 a
point of continuity of x1: Moreover, as we have mentioned before, each point of K1
admits a backward orbit, although not necessarily unique, in K1: Then for a
subsequence (let us assume the whole sequence)
lim
n-N
tðsn;o; x1Þ ¼ lim
n-N
tðsn;o; y1Þ ¼ ðo0; x1ðo0ÞÞ
and we can ﬁnd n0 such that jjuðsn0 ;o; x1Þ 
 uðsn0 ;o; y1Þjjod; which implies jjx1 

y1jjoe: Consequently, x1 ¼ y1 and K1 is a copy of the base O; as claimed.
(iii) Let ðo; xÞAO X and ðo; x2ÞAK2 be such that x5x2: First, we assume that
x1ðoÞox5x2: Then there is aAð0; 1Þ such that xpa x2 þ ð1
 aÞ x1ðoÞ; which
implies uðt;o; xÞpa uðt;o; x2Þ þ ð1
 aÞ x1ðo  tÞ and we deﬁne
aðtÞ ¼ inffa40 j uðt;o; xÞpauðt;o; x2Þ þ ð1
 aÞx1ðo  tÞg:
From the monotone and convex character of the semiﬂow, aðtÞ is a nonincreasing
function. We denote by *a its limit as t goes toN: Let us assume that *a40: Since K2 is
a minimal subset and the forward trajectory fuðt;o; xÞ j tX2g is relatively compact,
we can ﬁnd a sequence ftng going to N such that
lim
n-N
ðo  tn; uðtn;o; x2ÞÞ ¼ ðo; x2Þ; lim
n-N
ðo  tn; uðtn;o; xÞÞ ¼ ðo; yÞ
and limn-N aðtnÞ ¼ *a40: Thus, from
uðtn;o; xÞpaðtnÞuðtn;o; x2Þ þ ð1
 aðtnÞÞx1ðo  tnÞ;
we deduce that yp*ax2 þ ð1
 *aÞx1ðoÞ: Since 0o*ao1 and x1ðoÞ5x2; Proposition
5.7 yields
uðt0;o; yÞ5*auðt0;o; x2Þ þ ð1
 *aÞx1ðo  t0Þ
or some ﬁxed t041 (which may depend on o; y; x1ðoÞ and x2) . Therefore, we can
ﬁnd 0oa0o*a such that
uðt0;o; yÞ5a0uðt0;o; x2Þ þ ð1
 a0Þx1ðo  t0Þ:
However, from limn-N x1ðo  ðtn þ t0ÞÞ ¼ x1ðo  t0Þ and
lim
n-N
uðtn þ t0;o; x2Þ ¼ uðt0;o; x2Þ; lim
n-N
uðtn þ t0;o; xÞ ¼ uðt0;o; yÞ;
there is an n0AN such that
uðtn0 þ t0;o; xÞ5a0uðtn0 þ t0;o; x2Þ þ ð1
 a0Þx1ðo  ðtn0 þ t0ÞÞ;
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which contradicts the deﬁnition of aðtn0 þ t0Þ because we have a0o*apaðtn0 þ t0Þ:
Consequently, limt-N aðtÞ ¼ 0 and limt-N jjuðt;o; xÞ 
 x1ðo  tÞjj ¼ 0:
Next, we suppose that xox1ðoÞ: As in Proposition 5.5 of [29] we can show that
the forward orbit ftðt;o; xÞ j tX0g is bounded. Let M be a minimal subset contained
in its closure for tX2: Consequently, MpK15K2 and as we have shown before,
necessarily M ¼ K1: Therefore, from part (i) we deduce that limt-N jjuðt;o; xÞ 

x1ðo  tÞjj ¼ 0:
In the general case x5x2; since x1ðoÞ5x2; we can ﬁnd ðo; yiÞAO X ; i ¼ 1; 2
such that
y15x5y25x2 and y15x1ðoÞ5y25x2:
Then, we can apply the previous cases to show that
lim
t-N
jjuðt;o  t1; yiÞ 
 x1ðo  tÞÞjj ¼ 0 for i ¼ 1; 2;
which implies limt-N jjuðt;o; xÞ 
 x1ðo  tÞjj ¼ 0; as stated.
In particular, when the base ðO; s;RÞ is almost periodic this result implies that all
the trajectories strongly under K2 are asymptotically almost periodic.
Now we show that lK240: From Proposition 5.5 we know that lK2X0: Let us
assume that lK2 ¼ 0: Thus, Theorem 4.4 provides a T-ergodic measure m such thatR
K2C h dm ¼ 0 where T ; h are the maps deﬁned by (4.2) and (4.3) for K2:
From this, similar arguments to the ones given in Proposition 6.6 of [29], based on
a result on recurrence of co-cycles, provide a point ðo; x2ÞAK2; eb0; positive
constants d1; d240 and a sequence fnkgkAN going toN such that
0od2pjjuxðnk;o; x2Þ ejjpd1
for each kAN: Therefore, from relation (2.5) we deduce that for each ðo; yÞAO X
with y5x2 and jjx2 
 yjjeoe; i.e., x2 
 ype e
jjuðnk;o; x2Þ 
 uðnk;o; yÞjjpjjuxðnk;o; x2Þðx2 
 yÞjjpe d1;
which contradicts, for e small enough that limt-N jjuðt;o; yÞ 
 x1ðo  tÞjj ¼ 0 as
proved in (iii). Consequently, lK240 as claimed.
(iv) On the contrary, let us assume that the trajectory is deﬁned for all tX0 and
bounded. Then, there is a minimal subset MCcls fðo  t; uðt;o; xÞÞ j tX2g such that
K15CM: From x1ðoÞox25x; there is 0oao1 such that x2pa x þ ð1
 aÞ x1ðoÞ;
which implies uðt;o; x2Þpa uðt;o; xÞ þ ð1
 aÞ x1ðo  tÞ; for each tX0: As in part (iii)
we deﬁne
aðtÞ ¼ inffa40 j uðt;o; x2Þpa uðt;o; xÞ þ ð1
 aÞ x1ðo  tÞg
and we show that limt-N aðtÞ ¼ 0; i.e., limt-N jjuðt;o; x2Þ 
 x1ðo  tÞjj ¼ 0; which is
impossible and ﬁnishes the proof. &
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Remark 6.4. As explained before, all the conclusions apply to the concave case by
changing the positive cone to fxAX j xðsÞp0 for each sA½
1; 0g: Consequently, in
that case, if we have two completely strongly ordered minimal sets K15CK2 (with
the usual order) the attractor turns out to be K2:
Remark 6.5. A similar result holds when we change the minimal set K2
for a compact set, deﬁned in terms of a continuous super-equilibrium
in the following way. First we recall that a continuous map x2 :O-X ; o/x2ðoÞ
deﬁnes a continuous super-equilibrium for the monotone skew-product
semiﬂow (2.1) if
uðt;o; x2ðoÞÞpx2ðo  tÞ for each oAO and tX0:
Notice that this is equivalent to the positive invariance of the set
fðo; yÞAO X j ypx2ðoÞg:
Thus, if we consider the compact set K2 ¼ fðo; x2ðoÞÞ joAOgCO X
and we assume that K15CK2; that is, x15x2ðoÞ for each ðo; x1ÞAK1;
with slight changes in the statement of Proposition 5.7, we show that
assertions (i)–(iii) of Theorem 6.3 hold whereas we can no longer predict the
behaviour of the trajectories above K2: Analogously, in the concave
case, we can change K1 for a compact set deﬁned in terms of a continuous
sub-equilibrium.
7. Some examples
First of all, we point out that the presence of two completely strongly ordered
minimal sets is not weird at all. This situation often appears in the study of scalar
convex differential equations, as shown in [2,30].
In this section, we will show the importance of the applications of our
theory to the study of nonautonomous ordinary and delay cooperative
systems of equations arising in several applied sciences. In most of the
examples, the study for the corresponding autonomous and periodic cases
is well known, and we provide global attractivity results for the almost
periodic, almost automorphic or in general recurrent case. We have
covered both ordinary and delay differential equations, as well as the
different assumptions of monotonicity and convexity (or concavity) studied along
the paper.
It is important to remark that our conclusions apply to general monotone and
strongly convex (or concave) semiﬂows which admit an ergodic representation
theorem for the upper Lyapunov exponent similar to the one provided in Section 4.
Further applications of our results to different types of semiﬂows will be shown in
forthcoming publications.
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7.1. Time-delay model of single-species growth
The most simple example of application of our theory generalizes the one
presented by Zhao in [47]. We consider the nonautonomous scalar delay equation
y0ðtÞ ¼ aðtÞ yðt 
 1Þ 
 bðtÞ y2ðtÞ; t40; ð7:1Þ
where aðtÞ and bðtÞ are positive recurrent functions, i.e., they are continuous
functions with minimal hull and aðtÞ40; bðtÞ40 for each tAR: This equation is the
recurrent version of an autonomous equation for single-species at the mature stage in
a time-delay model of single-species growth with stage structure, introduced by
Aiello and Freedman [1]. Zhao considers the almost periodic case, which is included
in our formulation.
Theorem 7.1. Let us assume that (7.1) admits a bounded solution yðt; v0Þ such that
lim inf t-N yðt; v0Þ40 for some v040: Then there is a unique positive recurrent
solution yðtÞ of (7.1) and limt-N jyðt; vÞ 
 yðtÞj ¼ 0 for each vACð½
1; 0;RþÞ with
vð0Þ40:
Proof. It is easy to check that the corresponding family of systems induced by (7.1)
in the hull O of f ðt; y; zÞ ¼ aðtÞz 
 bðtÞy2 satisfy Assumptions 3.3 and 3.5, with
concavity instead of convexity properties.
Moreover, the null solution is an equilibrium and we can consider the minimal
subset K1 ¼ fðo; 0Þ joAOg: Next, the omega limit set of the point ðo; v0Þ with o0 ¼
f ; corresponding to the bounded solution yðt; v0Þ; contains a second minimal subset
K2CO X ; for which necessarily K15CK2: Finally, as explained in Remark 6.4,
Theorem 6.3 applied to the concave case asserts that K2 is an attractor which is a
copy of the base O; from which the conclusions of the theorem follow for each
vACð½
1; 0;RÞ with vb0: Finally, notice that if vð0Þ40 then yðt; vÞ40 for tX0;
which ﬁnishes the proof. &
7.2. Mutualistic interaction
We consider the following nonautonomous model of the mutualistic interaction of
n populations yi; 1pipn; given by
y0i ¼ yi riðo  tÞ þ
Xn
j¼1
aijðo  tÞyj
 !
; i ¼ 1;y; n; oAO; ð7:2Þ
where ðO; s;RÞ is a minimal ﬂow deﬁned by s :R O-O; ðt;oÞ/o  t; and the
functions ri; aij are all continuous in O: We assume that aijðoÞX0 for each oAO;
i; jAf1;y; ng and Pnj¼1 aijðoÞ40 for each i ¼ 1;y; n: It is clear that K1 ¼
fðo; 0Þ joAOg is a minimal subset for the induced skew-product ﬂow. It is easy to
check that this ﬂow is monotone and strongly convex in the region Rnþ; so that all the
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results in the paper apply to this family of systems. In particular, from Theorem 6.3
we obtain the following theorem.
Theorem 7.2. Let us assume that there is a backward bounded solution yðt;o0; y0Þ such
that lim inf t-
N yiðt;o0; y0Þ40; 1pipn; for some ðo0; y0ÞAO Rnþ: Then, there is a
minimal subset K2bCK1 such that
lim
t-N
jjyðt;o; z0Þjj ¼ 0; if 0pz05x2 for some ðo; x2ÞAK2;
and fyðt;o; z0Þ j tX0g is unbounded if z0bx2 for some ðo; x2ÞAK2:
7.3. Biochemical control circuits
We consider a simple model of a biological feedback mechanism represented by
the nonautonomous system of ordinary differential equations
y01 ¼ gðt; ynÞ 
 a1ðtÞy1;
y0i ¼ yi
1 
 aiðtÞyi for 2pipn; ð7:3Þ
where aiðtÞ; i ¼ 1;y; n; are positive almost periodic functions and g is a C2
admissible function satisfying:
* gðt; uÞ40 for each tAR; u40 and @g@uðt; uÞ40 for each tAR; uX0;
* gðt; uÞ is uniformly almost periodic and a strongly concave function in u:
The cooperative system (7.3) expresses a model for a biochemical control circuit in
which each of the yi represents the concentration of an enzyme, so that yiX0;
i ¼ 1;y; n: The autonomous case was studied by Selgrade [36] and Smith [42], the
periodic case by Smith [40] and Krause and Ranft [24], and the random case by
Chueshov [9].
The next result provides conditions which ensure the existence of a global attractor
for (7.3) in the interior of the positive cone Rnþ: Similar conclusions apply when we
change almost periodicity for almost automorphy or recurrence.
Theorem 7.3. Let us assume that there are positive constants bi; ai40 with
0oaipaiðtÞpbi for each i ¼ 1;y; n and tAR
and a real function g0AC1ðRÞ such that
* g0ðuÞ40 for each u40; g00ðuÞ40 for uX0 and g00ð0Þ4
Qn
i¼1 bi ¼ b;
* g0 is a strongly concave function;
* g0ðuÞpgðt; uÞpa u þ d for each tAR; uX0 and some positive constants a; d40 with
0oaoQni¼1 ai ¼ a:
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Then, there is a unique positive almost periodic solution yðtÞ of (7.3) such that
lim
t-N
jjyðt; z0Þ 
 yðtÞjj ¼ 0 for each z0ARn with z0b0:
Proof. We consider O the hull of the function f ðt; yÞ which deﬁnes system (7.3), i.e.,
y0 ¼ f ðt; yÞ; and the corresponding family of systems
y0 ¼ Fðo  t; yÞ; oAO: ð7:4Þ
Recall that (7.4) coincides with the initial system (7.3) for o ¼ f : It is easy to check
that Assumptions 3.3 and 3.7 are satisﬁed in Rnþ with concavity instead of convexity.
First, we will study the case gðt; 0Þ ¼ 0 for each tAR; in which we have the minimal
subset K1 ¼ fðo; 0Þ joAOg: We can compare the nonautonomous family (7.4) with
the autonomous ones
y01 ¼ g0ð ynÞ 
 b1y1;
y0i ¼ yi
1 
 biyi for 2pipn; ð7:5Þ
y01 ¼ ayn þ d
 a1y1;
y0i ¼ yi
1 
 aiyi for 2pipn: ð7:6Þ
In particular, if we denote by ybðt; y0Þ (resp. yaðt; y0Þ) the solution of (7.5) (resp.
(7.6)) with initial condition y0X0; from the comparison theorem for cooperative
systems we deduce that for each tX0
ybðt; y0Þpyðt;o; y0Þpyaðt; y0Þ: ð7:7Þ
Moreover, from g00ð0Þ4b; g0ðuÞpau þ d; aob and concavity of g0 we deduce
that there is a unique u040 solution of g0ðu0Þ ¼ bu0: Therefore, it is well known
(although it is also deduced from our results) that the equilibrium of (7.5) given by
the point yb ¼ ð y1;y; ynÞb0 with yn ¼ u0 and yj ¼ ð
Qn
i¼jþ1 bjÞu0 if j ¼ 1;y; n 
 1;
is a global attractor for (7.5) in IntRnþ: Also, we denote by y

ab0 the positive
equilibrium for (7.6). Then,
lim
t-N
ybðt; yaÞ ¼ yb
and from (7.7) we deduce that yðt;o; yaÞ is bounded for tX0: Hence, the omega limit
set of ðo; yaÞ contains a second minimal subset K2 satisfying K15CK2; and Theorem
6.3 applied to the concave case asserts that K2 is an attractor which is a copy of the
base O; from which the conclusions of the theorem follow.
In the general case, K1 ¼ fðo; 0Þ joAOg is not necessarily a minimal set. However,
we can construct K2 in a similar way, and since ð0;y; 0Þ is a sub-equilibrium, the
theorem follows from Remark 6.5. &
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7.4. Delayed Hopfield-type neural networks
There has recently been increasing interest in the potential applications of the
dynamics of artiﬁcial neural networks in signal and image processing, as well as in
biological modelling, cognitive simulation or numerical computation. We refer the
reader to Wu [46] and the references therein for a complete introduction to the
subject. The nonautonomous system of delay differential equations
y0iðtÞ ¼ 
aiðtÞyiðtÞ þ
Xn
j¼1
wijðtÞf ð yjðt 
 1ÞÞ; i ¼ 1;y; n ð7:8Þ
describes the dynamics of a network of n neurons (or ampliﬁers) with delayed
outputs, which are coupled by a nonconstant and almost periodic interconnection
matrix ½wijðtÞ; whose entries are nonnegative, i.e., wijðtÞX0 for each tAR; which
means that the interaction among neurons is excitatory. We will also assume that
aiðtÞ are positive almost periodic functions for each i ¼ 1;y; n and the smooth real
signal or activation function fAC2ðRÞ satisﬁes the following conditions of
monotonicity, convexity and concavity:
* f ð0Þ ¼ 0 and f 0ðuÞ40 for each uAR;
* f 00ðuÞ uo0; for ua0; that is, f is strongly convex for uo0 and strongly concave for
u40;
* there exist the limits limu-7N f ðuÞAR:
This model corresponds to the so called delayed Hopﬁeld-type neural network. The
autonomous case, with or without delay, has been intensively investigated.
The next theorem provides a global attractivity result for the nonautonomous
almost periodic case (7.8). Again, similar conclusions can be obtained changing
almost periodicity for almost automorphy or recurrence.
Theorem 7.4. Let us assume that there exist positive constants 0oapb; 0obpa
and a constant matriz ½wij with nonnegative entries such that
0oapaiðtÞpb; i ¼ 1; 2;y; n tAR;
bwijpwijðtÞpawij; i; j ¼ 1; 2;y; n
Xn
j¼1
wij ¼ 1; i ¼ 1; 2;y; n
and f 0ð0Þ4b=b: Then, there is a unique almost periodic solution yðtÞb0 and a unique
almost periodic solution yðtÞ50 such that
lim
t-N
jjyðt; v0Þ 
 yðtÞjj ¼ 0 for each v0ACð½
1; 0;RnÞ with v0b0;
lim
t-N
jjyðt; v0Þ 
 yðtÞjj ¼ 0 for each v0ACð½
1; 0;RnÞ with v050:
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Proof. Since both cases are completely analogous, we will only discuss the existence
of the unique almost periodic solution yðtÞ50 which corresponds, as we will show
now, to the convex case. As before, we consider the family of systems including (7.8)
y0ðtÞ ¼ Fðo  t; yðtÞ; yðt 
 1ÞÞ; oAO: ð7:9Þ
It is not hard to show, by checking Assumptions 3.3 and 3.5 for the initial system
(7.8), that in the negative cone fv0ACð½
1; 0;RnÞ j v0p0g the semiﬂow is monotone
and eventually strongly convex at one point. In the positive cone, the induced
semiﬂow is monotone and eventually strongly concave. Moreover, from f ð0Þ ¼ 0 we
deduce that K2 ¼ fðo; 0Þ joAOgCO Cð½
1; 0;RnÞ is a minimal subset. Therefore,
if y; zARn
; i.e., y; zp0 we have for each oAO

ayi þ
Xn
j¼1
awij f ðzjÞpFiðo; y; zÞp
 byi þ
Xn
j¼1
bwij f ðzjÞ
and we can compare the nonautonomous family (7.9) with the autonomous ones
y0iðtÞ ¼ 
ayiðtÞ þ
Xn
j¼1
awij f ð yjðt 
 1ÞÞ; i ¼ 1;y; n ð7:10Þ
y0iðtÞ ¼ 
byiðtÞ þ
Xn
j¼1
bwij f ð yjðt 
 1ÞÞ; i ¼ 1;y; n ð7:11Þ
with constant interconnection matrix. In particular, if we denote by yaðt; v0Þ (resp.
ybðt; v0Þ) the solution of the system (7.10) (resp. (7.11)) with initial condition v0; from
the comparison theorem for cooperative systems we deduce that for each tX0
yaðt; v0Þpyðt;o; v0Þpybðt; v0Þ: ð7:12Þ
Moreover, since f 0ð0Þ4b=b and hence f 0ð0Þ4a=a; it is well known that (7.10)
(resp. (7.11)) has a synchronized negative equilibrium ya ¼ ða;y; aÞ50 where
af ðaÞ ¼ a a (resp. yb ¼ ðb;y; bÞ50 where bf ðbÞ ¼ b bÞ which is an attractor and
yapyb50: Therefore, for u0ACð½
1; 0;Rn
Þ such that yapu0ðtÞpyb for each
tA½
1; 0; we have
lim
t-N
yaðt; u0Þ ¼ ya; limt-N ybðt; u0Þ ¼ y

b
and from (7.12) we deduce that yðt;o; u0Þ is bounded for tX0: Hence, the omega
limit set of ðo; u0Þ contains a second minimal subset K1 satisfying K15CK2; and
Theorem 6.3 asserts that K1 is an attractor which is a copy of the base O; from which
the conclusions of the theorem follow. &
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