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ABSTRACT
The broad theme of this work is in constructing optimal transmission mechanisms
for a wide variety of communication systems. In particular, this dissertation provides
a proof of threshold saturation for spatially-coupled codes, low-complexity capacity-
achieving coding schemes for side-information problems, a proof that Reed-Muller
and primitive narrow-sense BCH codes achieve capacity on erasure channels, and a
mathematical framework to design delay sensitive communication systems.
Spatially-coupled codes are a class of codes on graphs that are shown to achieve
capacity universally over binary symmetric memoryless channels (BMS) under belief-
propagation decoder. The underlying phenomenon behind spatial coupling, known as
“threshold saturation via spatial coupling”, turns out to be general and this technique
has been applied to a wide variety of systems. In this work, a proof of the threshold
saturation phenomenon is provided for irregular low-density parity-check (LDPC)
and low-density generator-matrix (LDGM) ensembles on BMS channels. This proof
is far simpler than published alternative proofs and it remains as the only technique
to handle irregular and LDGM codes. Also, low-complexity capacity-achieving codes
are constructed for three coding problems via spatial coupling: 1) rate distortion with
side-information, 2) channel coding with side-information, and 3) write-once memory
system. All these schemes are based on spatially coupling compound LDGM/LDPC
ensembles.
Reed-Muller and Bose-Chaudhuri-Hocquengham (BCH) are well-known algebraic
codes introduced more than 50 years ago. While these codes are studied extensively
in the literature it wasn’t known whether these codes achieve capacity. This work
introduces a technique to show that Reed-Muller and primitive narrow-sense BCH
codes achieve capacity on erasure channels under maximum a posteriori (MAP) de-
coding. Instead of relying on the weight enumerators or other precise details of these
codes, this technique requires that these codes have highly symmetric permutation
groups. In fact, any sequence of linear codes with increasing blocklengths whose rates
converge to a number between 0 and 1, and whose permutation groups are doubly
transitive achieve capacity on erasure channels under bit-MAP decoding. This pro-
vides a rare example in information theory where symmetry alone is sufficient to
ii
achieve capacity.
While the channel capacity provides a useful benchmark for practical design,
communication systems of the day also demand small latency and other link layer
metrics. Such delay sensitive communication systems are studied in this work, where
a mathematical framework is developed to provide insights into the optimal design
of these systems.
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CHAPTER I
INTRODUCTION
The fundamental goal of communication is to reproduce information at one entity
(known as the receiver) that is held by another (known as the transmitter) via a
permeable medium (known as the channel). The information is represented by a
set of symbols agreed on beforehand between the entities. Such a communication
is associated with a rate defined as the number of symbols transmitted in a given
unit time. Usually, the communication medium introduces errors that can cause
some confusion between symbols at the receiver, preventing the perfect reliability
of the information. Until the seminal work of Shannon [1], it was believed that
arbitrarily high reliability can only be achieved at the expense of arbitrarily small
communication rate. Shannon introduced a mathematical quantity called channel
capacity, a theoretical limit on the rate below which communication is possible with
arbitrary reliability, and above which it is not. To achieve reliable communication
below the channel capacity, Shannon used an ingenious random coding mechanism.
While this scheme is appealing theoretically, it is infeasible to implement this scheme
in practice due to its computational complexity.
While coding theory itself predates Shannon’s work, the introduction of chan-
nel capacity has brought a new challenge to theorists and practitioners alike: to
approach the fundamental capacity limit with low computational complexity. The
focus in coding theory for several decades after the birth of information theory has
largely been on the so-called linear codes. Binary linear codes are defined as the
k-dimensional subspace of the n-dimensional vector space {0, 1}n over the binary
field {0, 1}. Such a code is said to be an (n, k) binary linear code and it is asso-
ciated with a rate of k/n. The earliest instance of this class, the Hamming code,
was developed before Shannon’s work. An important parameter of these codes is
the minimum distance, which is defined as the minimum distance between any two
codewords. An (n, k) binary linear code with a minimum distance of dmin can correct
⌊dmin−1
2
⌋ errors. Thus, codes with large minimum distance can correct large number
of errors. Much of early work in coding theory focused on constructing linear codes
with large dmin for a given (n, k). Several elegant codes were discovered. A few pop-
1
ular codes include Reed-Muller codes, Bose-Chaudhuri-Hocquengham (BCH) codes,
Reed-Solomon codes, convolutional codes.
A sequence of (n, k) linear codes is said to be asymptotically good if the sequence
of code rates k/n and normalized minimum distances d/n are bounded away from 0.
Asymptotically good codes are desirable because they correct a constant fraction of
errors while simultaneously having a non-negligible rate. Unfortunately, none of the
codes above, Reed-Muller, BCH, Reed-Solomon or convolutional are asymptotically
good. During the early decades of information theory, the focus of the coding theory
community was not on constructing low-complexity capacity-achieving codes but on
finding codes of short block length that have good performance in practice. As such,
little theoretical progress was made on determining whether these codes achieve
capacity. For some classes of algebraic codes, this property is established in this
dissertation.
Things changed dramatically in 1993 with the advent of Turbo codes and iterative
decoding [2]. It was suddenly possible to construct codes that operate close to
capacity and also have low computational complexity. In 1995, low-density parity-
check (LDPC) codes were rediscovered independently by Spielman [3], Mackay and
Neal [4]. LDPC codes had been introduced by Gallager in the 1960s during the early
days of information theory [5]. Unfortunately, their full potential was not realized
then due to the limited computing power of the time. With their rediscovery and the
introduction of irregular LDPC codes, it was possible to construct capacity achieving
codes with low-complexity at least for erasure channels. However, it was not until
the discovery of polar codes in late 2000s that one could provably construct capacity-
achieving codes under low complexity for general channels [6].
Polar codes are closely related to Reed-Muller codes. However, their construc-
tion is more information theoretic rather than algebraic (like Reed-Muller codes)
and requires a synthesis based on the channel. Another type of codes based on
graphs known as convolutional LDPC codes were introduced in 1999 [7]. During mid
2000s, terminated convolutional LDPC codes (known as spatially-coupled codes)
were observed to have iterative decoding thresholds close to capacity. The underly-
ing phenomenon behind the excellent performance turned out to be universal and
spatially-coupled codes are now known to achieve the capacity of a wide variety of
systems. These codes form the basis of Chapters II and III in this dissertation.
Another aspect we focus on in this dissertation is the delay sensitive communi-
2
cation system. Information theory generally focuses on characterizing the maximum
amount of information that can be communicated by resorting to asymptotically
long block lengths and consequently long delay at the receiver. However, with the
increasing demand for wireless video over cellular networks, other performance met-
rics such as latency and quality of service are equally important. These delay sensitive
communication systems are the focus of Chapter V in this dissertation. Here, we
develop a mathematical framework to provide guidelines for the optimal design of
delay sensitive communication systems.
An overarching theme of this dissertation lies in constructing optimal transmis-
sion mechanisms for a wide variety of communication systems. In the next section,
we summarize the contributions in this dissertation.
I.A OUTLINE OF DISSERTATION
I.A.1 Threshold Saturation via Spatial Coupling
In Chapter II of this dissertation, we analyze a class of capacity achieving codes
called spatially-coupled codes. These codes were introduced in [7] in 1999 as convolu-
tional LDPC codes that combines elements from both turbo codes and convolutional
codes. However, their potential was not realized immediately. Subsequently, in mid
2000s [8, 9], these codes were observed to have iterative decoding thresholds close
to capacity. Recently, the reason for the excellent performance of these codes was
described in [10] as threshold saturation via spatial coupling, and the authors therein
gave a rigorous proof of the threshold saturation for the binary erasure channel.
The idea behind the construction of these codes is the following. Consider a se-
ries of LDPC ensembles and couple them locally. Then, terminate the bits at the
boundary, which is similar to revealing these bits to the decoder. Under iterative
decoding, the known information at the boundary propagates inward and improves
the performance of the decoder even beyond the iterative decoding threshold of the
original LDPC ensemble. The term threshold saturation refers to the fact that the
iterative decoding threshold of the coupled ensemble will be equal to the optimum
or maximum a posteriori (MAP) decoding threshold of the original LDPC ensemble.
Thus, spatial coupling provides a remedy where iterative decoding falls short of MAP
decoding. Spatially-coupled codes have been successfully applied in numerous areas
apart from communication systems. The generality of the threshold saturation phe-
nomenon is evident from its applicability in satisfiability problems, graph coloring,
3
compressed sensing.
In particular, it is now proven that spatially-coupled regular LDPC codes univer-
sally achieve capacity over the class of binary memoryless symmetric (BMS) channels
under belief-propagation decoding. In 2012 [11, 12], potential functions have been
used to simplify threshold saturation proofs for scalar and vector recursions. Our
contribution in Chapter II is in proving the threshold saturation phenomenon for
general BMS channels using potential functions. Our method yields a far simpler
proof compared to the previous proof and it remains as the only existing method that
handles irregular ensembles and low-density generator matrix (LDGM) ensembles.
The potential function approach we use is inspired by physics and blends naturally
with the philosophy of spatial coupling. The required potential functions are closely
related to the average Bethe free entropy of the ensembles in the large-system limit.
These functions also appear in statistical physics when the replica method is used to
analyze optimal decoding.
I.A.2 Spatially-Coupled Codes for Side-Information Problems
In Chapter III, we continue the theme of spatial coupling from Chapter II. In par-
ticular, we construct low-complexity capacity achieving coding schemes based on spa-
tial coupling for three problems: 1) rate distortion with side information (the Wyner-
Ziv formulation) 2) channel coding with side information (the Gelfand-Pinsker for-
mulation) 3) a write-once memory system. In all cases, we consider systems with
binary symmetric sources and channels. The coding scheme for all these problems
is based on compound LDGM/LDPC codes. Compound LDGM/LDPC codes were
shown to achieve the capacity of binary instances of Wyner-Ziv and Gelfand-Pinsker
problems under MAP decoding [13]. Our application of the compound codes to the
write-once memory (WOM) system is new. The coset decomposition in the com-
pound LDGM/LDPC codes naturally provides a way to simultaneously encode the
required messages and provide error protection. Even though the MAP decoding of
these codes achieves capacity, iterative decoding for these problems falls far short.
The main result in this chapter is that spatial coupling enables the compound codes
to achieve the capacity region of these problems with low-complexity message-passing
encoding and decoding algorithms.
We note that standard BP algorithms do not yield desired performance for prob-
lems involving source coding. For lossy compression, one requires a crucial modifica-
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tion to the BP algorithm known as guided decimation. In the belief propagation with
guided decimation (BPGD) algorithm, for every few iterations of the BP algorithm a
bit with largest bias is fixed to match the bias. This guides the BP algorithm to con-
verge to a codeword. Spatially-coupled LDGM ensembles with the BPGD algorithm
were observed to achieve the rate distortion limit. We observe this to be the case
even with compound LDGM/LDPC codes. There is an additional complication with
decimation for the compound codes. The decimated bits are required to satisfy the
parity constraints to yield a valid codeword. Our simulations never yielded a valid
codeword when the BPGD algorithm was applied (without spatial-coupling) to com-
pound LDGM/LDPC codes. However, spatial coupling compound LDGM/LDPC
codes with the proper termination conditions enables the BPGD algorithm to find a
valid codeword.
For the WOM problem, we consider both noiseless systems and systems with
read errors. The encoding for this problem with compound LDGM/LDPC codes is
an instance of the erasure quantization. This reduction to the erasure quantization
allows an efficient linear complexity encoding algorithm.
I.A.3 Capacity-Achieving Codes via Group Symmetry
In Chapter IV, we introduce a new approach to proving that a sequence of deter-
ministic linear codes achieves capacity. This approach is valid on an erasure channel
under MAP decoding. Rather than relying on the precise structure of the codes,
our method requires only that the codes are highly symmetric. In particular, the
technique applies to any sequence of linear codes where the blocklengths are strictly
increasing, the code rates converge to a number between 0 and 1, and the permuta-
tion group of each code is doubly transitive. This also provides a rare example in
information theory where symmetry alone implies near-optimal performance.
An important consequence of this result is that a sequence of Reed-Muller codes
with increasing blocklength achieves capacity if its code rate converges to a number
between 0 and 1 [14]. This possibility has been suggested previously in the literature
but it has only been proven for cases where the limiting code rate is 0 or 1. Moreover,
these results extend naturally to affine-invariant codes and, thus, to all extended
primitive narrow-sense BCH codes. Our proof is based on the analysis of extrinsic
information transfer (EXIT) functions for linear codes. For erasure channels, it is
possible to characterize EXIT functions in terms of monotone boolean functions. For
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a sequence of linear codes to be capacity achieving, the sequence of EXIT functions
must converge to a 0-1 step function and due to the so-called area theorem for these
functions, this transition point must be at the capacity limit. It is possible to show
such a threshold behavior for these EXIT functions when the code satisfies certain
symmetry conditions.
Since Reed-Muller and BCH codes are not asymptotically good, they cannot
correct all patterns with a constant fraction of erasures and simultaneously have
non-vanishing rate. However, to achieve capacity on erasure channels, it is sufficient
to correct almost all patterns of erasures up to the capacity limit, which is the case
for Reed-Muller and some BCH codes. These results are rather surprising. Until
polar codes were discovered, it was believed that achieving capacity may require
some degree of randomness [15–17]. While polar codes are purely deterministic,
they require a synthesis that is highly dependent on the channel. Thus, the capacity
achieving nature of polar codes seems unrelated to the symmetry. On the other hand,
our approach guarantees that a doubly transitive permutation group is sufficient to
achieve capacity.
This result also shows for the first time that there exists a sequence of cyclic
codes that achieves capacity on erasure channel. This is due to the fact that all
BCH codes and punctured Reed-Muller codes are cyclic codes. While our proof is
heavily dependent on the structure of the erasure channel, several aspects of it can
be generalized using generalized EXIT (GEXIT) functions. Nevertheless, a proof for
the general BMS channels is not yet known.
I.A.4 Code-Rate Selection via Hitting Time and Large-Deviations
In Chapter V, we consider the performance of delay sensitive digital communi-
cation systems. We develop a mathematical framework that provides insight into
the optimal allocation of link layer resources, primarily code rate of the communica-
tion under the delay constraints. Messages are transmitted over finite-state erasure
channels with memory, and the information is protected using error-correcting codes;
successful receptions of codewords are acknowledged at the source through instanta-
neous feedback. A distinguishing feature of this framework is the rigorous modeling
of the bit erasure channel and a comprehensive treatment of channels with memory,
error control coding and queuing. The primary focus of this work is on delay-sensitive
applications, codes with finite block lengths and, necessarily, non-vanishing proba-
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bilities of decoding failure.
The contribution of our work is twofold. A methodology based on generating
functions is introduced to compute the distribution of the time required to empty
a buffer. Based on this distribution, the mean hitting time to an empty queue and
delay-violation probabilities for specific thresholds can be computed explicitly. The
proposed techniques apply to situations where the transmit buffer contains a prede-
termined number of information bits at the onset of the data transfer. Focusing on
the hitting time implicitly provides the distribution of the time an incoming delay
packet faces. This viewpoint also offers a foundation for choosing among possible
routes and interfaces. This also obviates the search for representative arrival pro-
cesses. The analysis works well for relatively small buffer sizes. Our study differs
from previous contributions in the literature without resorting to asymptotically long
coding delays or approximations.
Under large buffer sizes, our technique based on generating functions becomes
cumbersome. For this, large deviation principles governing the system evolution
provide meaningful guidelines for resource allocation. In particular, large-deviations
are obtained for the empirical mean service time and the average packet-transmission
time associated with the communication process. The argument of the rate function
in the large deviations can be selected to adjust the delay-sensitivity to the needs of
the underlying data flow. This rigorous framework yields a pragmatic methodology
to select code rate and block length for the communication unit as functions of
the service requirements. Examples motivated by practical systems are provided to
further illustrate the application of these techniques.
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CHAPTER II
THRESHOLD SATURATION FOR SPATIALLY-COUPLED LDPC AND LDGM
CODES ON BMS CHANNELS*
II.A INTRODUCTION
Low-density parity-check (LDPC) convolutional codes were introduced in [7] and
shown to have outstanding performance under belief-propagation (BP) decoding
in [8, 9, 18]. The fundamental principle behind this phenomenon is described by
Kudekar, Richardson, and Urbanke in [10] and coined threshold saturation via spa-
tial coupling. Roughly speaking, multiple LDPC ensembles are placed next to each
other, locally coupled together, and then terminated at the boundaries. The number
of LDPC ensembles is called the chain length and the range of local coupling is de-
termined by the coupling width. This termination at the boundary can be regarded
as perfect side information for decoding. Under iterative decoding, this “perfect”
information propagates inward and dramatically improves performance. See [10]
for a rigorous construction of spatially-coupled codes, and [19] for a comprehensive
discussion of these codes.
For the binary erasure channel (BEC), spatially coupling a collection of (dv, dc)-
regular LDPC ensembles produces a new ensemble that is nearly regular. Moreover,
the BP threshold of the coupled ensemble approaches the maximum a posteriori
(MAP) threshold of the original ensemble [10]. Recently, a proof of saturation to the
area threshold has been given for (dv, dc)-regular LDPC ensembles on binary mem-
oryless symmetric (BMS) channels under mild conditions [19]. This result implies
that spatially-coupled LDPC codes achieve capacity universally over the class of
BMS channels under iterative decoding because the area threshold of regular LDPC
codes can approach the Shannon limit uniformly over this class. Here, universality
refers to the notion that the same ensemble works well for the entire class of BMS
channels [19, Lemma 29].
* c© 2014 IEEE. Reprinted, with permission, from S. Kumar, A.J. Young, N. Macris, H.D. Pfis-
ter, “Threshold Saturation for Spatially Coupled LDPC and LDGM Codes on BMS Channels,”
Information Theory, IEEE Transactions on, Dec. 2014.
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The idea of threshold saturation via spatial coupling has started a small revolution
in coding theory, and spatially-coupled codes have now been observed to approach
the capacity regions of many systems [18,20–25]. For spatially-coupled systems with
suboptimal component decoders, such as message-passing decoding of code-division
multiple access (CDMA) [26, 27] or iterative hard-decision decoding of spatially-
coupled generalized LDPC codes [28], the threshold saturates instead to an intrinsic
threshold defined by the suboptimal component decoders.
Spatial-coupling has also led to new results for K-SAT, graph coloring, and the
Curie-Weiss model in statistical physics [29–31]. For compressive sensing, spatially-
coupled measurement matrices were introduced in [32], shown to give large improve-
ments with Gaussian approximated BP reconstruction in [33], and finally proven to
achieve the theoretical limit in [34]. Recent results based on spatial-coupling are now
too numerous to cite thoroughly.
Recently, a simple approach, based on potential functions, is used in [11, 12] to
prove that the BP threshold of spatially-coupled irregular LDPC ensembles over a
BEC saturates to the conjectured MAP threshold (known as the Maxwell threshold)
of the underlying irregular ensembles. This technique was motivated by [35] and is
also related to the continuum approach to density evolution (DE) in which potential
functions are used to prove threshold saturation for compressed sensing [34].
In this chapter, the threshold saturation proof based on potential functions
in [11, 12] is extended to spatially-coupled irregular LDPC and LDGM codes on
BMS channels. The main results are summarized, rather informally, in the following
theorems whose proofs comprise the majority of this chapter. See the main text
for precise statements and conditions under which the results hold. Moreover, for
LDPC codes, we actually show threshold saturation to a quantity called the potential
threshold. For many LDPC ensembles, it is known that the MAP threshold hMAP is
upper bounded by the potential threshold. In some cases, they are actually equal
(e.g., see Remark 33).
Theorem: Consider a spatially-coupled LDPC ensemble and a family of BMS chan-
nels that is ordered by degradation, and parameterized by entropy, h. If h < hMAP,
then, for any sufficiently large coupling width, the spatially-coupled DE converges
to the perfect decoding solution. Conversely, if h > hMAP, then for a fixed coupling
width and sufficiently large chain length, the spatially-coupled DE does not converge
to the perfect decoding solution.
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Thus, the spatially-coupled BP threshold saturates to hMAP for LDPC codes.
For LDGM codes, message-passing decoding always results in non-negligible er-
ror floors. Even when DE is initialized with perfect information, it converges to a
nontrivial minimal fixed point. When a certain quantity, which we call the energy
gap, is positive, the spatially-coupled DE converges to a fixed point which is ele-
mentwise better than the minimal fixed point. Also, it is conjectured that the MAP
decoding performance is governed by the region where the energy gap is positive
(e.g., see Section II.E.1).
Theorem: Consider a spatially-coupled LDGM ensemble and a BMS channel. If the
energy gap for the channel is positive, then, for sufficiently large coupling width, the
spatially-coupled DE converges to a fixed point which is elementwise better than the
minimal fixed point of the underlying LDGM ensemble.
A variety of observations, formal proofs, and applications now bear evidence to
the generality of threshold saturation. The technique in [11,12] is based on defining
a potential function. The average Bethe free entropy in the large-system limit [36,37]
serves as our potential function. The crucial properties of the free entropy that we
leverage are 1) stationary points of the free entropy are related to the fixed points of
DE, 2) there exists a spatially-coupled potential, defined by a spatial average of the
free entropy, where the fixed points of spatially-coupled DE are stationary points of
the spatially-coupled potential. It is tempting to conjecture that this approach can
be applied to more general graphical models by computing their average Bethe free
entropy.
II.B PRELIMINARIES
II.B.1 Measures and Algebraic Structure
Any output Y ∈ R of a binary-input communication channel, with input X ∈
{−1,+1}, can be represented by the log-likelihood ratio (LLR)
Q = log
PY |X(α|1)
PY |X(α| − 1) ,
which is a sufficient statistic for X given Y . Therefore, a communication channel
can be associated with a LLR distribution.
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The channel is said to be output symmetric if
PY |X(α|1) = PY |X(−α| − 1).
If the channel is output symmetric, then it suffices to compute the LLR distribution
conditional on X = 1.
Throughout this chapter, we assume the communication is over a binary-input
output-symmetric memoryless channel. The distribution of the LLR is a key object in
the analysis of decoding process. The distribution of the random variable Q is given
by the distribution of the LLR conditional on X = 1. For mathematical convenience,
we represent these distributions by measures on the extended real numbers R. Thus,
Q is represented by a measure x where
Pr(Q ≤ t) = x([−∞, t]).
We call a finite signed Borel measure x on R symmetric if
x(−E) =
∫
−E
x(dα) =
∫
E
e−αx(dα),
for all Borel sets E ⊆ R, where R is a compact metric space under tanh(·). This nec-
essarily implies that for any finite symmetric measure x, x({−∞}) = e−∞x({∞}) = 0.
We note that binary-input output-symmetric channels give rise to symmetric mea-
sures [38, Theorem 4.27].
Equivalently, a more operational definition, a finite signed Borel measure x is
symmetric if ∫
−E
f(α)x(dα) =
∫
E
f(−α)e−αx(dα),
for all bounded measurable real-valued functions f and Borel sets E ⊆ R. An
immediate consequence is the following Proposition.
Proposition 1: Let x be a symmetric measure and f : R → R be an odd function
that is bounded and measurable, then∫
f(α)x(dα) =
∫
f(α) tanh
(
α
2
)
x(dα).
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Proof. See Section II.H.2.1.
In particular, for a symmetric measure x and any natural number k,∫
tanh
(
α
2
)2k−1
x(dα) =
∫
tanh
(
α
2
)2k
x(dα).
This last relation is a well-known result and its utility will become apparent in the
section on entropy.
LetM denote the set of finite signed symmetric Borel measures on the extended
real numbers R. In this work, the primary focus is on convex combinations and
differences of symmetric probability measures, which inherit many of their properties
fromM. Let X ⊂M be the convex subset of symmetric probability measures. Also,
let Xd ⊂M be the subset of differences of symmetric probability measures:
Xd , {x1 − x2 | x1, x2 ∈ X} .
In the interest of notational consistency, x is reserved for both finite signed symmetric
Borel measures and symmetric probability measures, and y, z denote differences of
symmetric probability measures. Also, all logarithms that appear in this chapter are
natural, unless the base is explicitly mentioned.
In this space, there are two important binary operators,  and , that denote the
variable-node operation and the check-node operation for LLR message distributions,
respectively. Below, we give an explicit integral characterization of the operators 
and . For x1, x2 ∈M, and any Borel set E ⊂ R, define
(x1  x2)(E) ,
∫
x1(E − α) x2(dα),
(x1  x2)(E) ,
∫
x1
(
2 tanh−1
(
tanh(E
2
)
tanh(α
2
)
))
x2(dα).
Equivalently, for any bounded measurable real-valued function f ,∫
fd(x1  x2) =
∫∫
f(α1 + α2) x1(dα1) x2(dα2),∫
fd(x1  x2) =
∫∫
f(τ−1(τ(α1)τ(α2))) x1(dα1) x2(dα2),
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where τ : R → [−1, 1], τ(α) = tanh (α
2
)
. Associativity, commutativity, and linearity
of the operators ,  are inherited from the underlying algebraic structure of (R,+),
([−1, 1], · ), respectively. Moreover, the space of symmetric probability measures is
closed under these binary operations [38, Theorem 4.29].
In a more abstract sense, the measure space M along with either multiplication
operator (, ) forms a commutative monoid, and this algebraic structure is in-
duced on the space of symmetric probability measures X . There is also an intrinsic
connection between the algebras defined by each operator and one consequence is the
duality (or conservation) result in Proposition 4. The identities in these algebras,
e = ∆0 and e = ∆∞, also exhibit an annihilator property under the dual operation
∆0  x = ∆0, ∆∞  x = ∆∞.
The wildcard ∗ is used to represent either operator in statements that apply to
both operations. For example, the shorthand x∗n is used to denote n fold operations
x∗n = x ∗ · · · ∗ x︸ ︷︷ ︸
n
,
and this notation is extended to polynomials. In particular, for a polynomial p(t) =∑deg(p)
n=0 pnt
n with real coefficients, we define
p∗(x) ,
deg(p)∑
n=0
pnx
∗n,
where we define x∗0 , e∗. For the formal derivative p′(t) =
dp
dt
, we have
p′∗(x) =
deg(p)∑
n=0
npnx
∗n−1.
In general, the operators ,  do not associate
x1  (x2  x3) 6= (x1  x2) x3, x1  (x2  x3) 6= (x1  x2) x3,
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nor distribute
x1  (x2  x3) 6= (x1  x2) (x1  x3), x1  (x2  x3) 6= (x1  x2) (x1  x3).
II.B.2 Partial Ordering by Degradation
Degradation is an important concept that allows one to compare some LLR mes-
sage distributions. The order imposed by degradation is indicative of relating proba-
bility measures through a communication channel [38, Definition 4.69]. The following
is one of several equivalent definitions and is the most suitable for our purposes.
Definition 2: For x ∈ X and f : [0, 1]→ R, define
If(x) ,
∫
f
(∣∣tanh (α
2
)∣∣) x(dα).
For x1, x2 ∈ X , x1 is said to be degraded with respect to x2 (denoted x1  x2),
if If (x1) ≥ If (x2) for all concave non-increasing f . Furthermore, x1 is said to be
strictly degraded with respect to x2 (denoted x1 ≻ x2) if x1  x2 and x1 6= x2. We also
write x2  x1 (respectively, x2 ≺ x1) to mean x1  x2 (respectively, x1 ≻ x2).
Recall that two measures x1, x2 are equal if x1(E) = x2(E) for all Borel sets
E ⊆ R. The class of concave non-increasing functions is rich enough to capture the
notion of non-equality. That is, if x1 6= x2, then there exists a concave non-increasing
f : [0, 1]→ R such that If (x1) 6= If(x2).
Degradation defines a partial order on the space of symmetric probability mea-
sures, with the greatest element ∆0 and the least element ∆∞. Thus
x ≻ ∆∞ if x 6= ∆∞, and x ≺ ∆0 if x 6= ∆0.
This partial ordering is also preserved under the binary operations as follows.
Proposition 3: Suppose x1, x2, x3 ∈ X .
i) If x1  x2, then
x1 ∗ x3  x2 ∗ x3, for all x3 ∈ X .
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ii) The operators and also preserve a strict ordering for non-extremal measures.
That is, if x1 ≻ x2, then
x1  x3 ≻ x2  x3 for x3 6= ∆∞, x1  x3 ≻ x2  x3 for x3 6= ∆0.
Proof. i) Direct application of [38, Lemma 4.80].
ii) It suffices to show that x1 ∗ x3 6= x2 ∗ x3 under the stated conditions. For this, it
is sufficient to construct a functional which gives different values under x1 ∗ x3
and x2 ∗ x3. The entropy functional (e.g., see Proposition 8(iv)) provides such a
property.
Order by degradation is also preserved, much like the standard order of real
numbers, under nonnegative multiplications and additions, i.e. for 0 ≤ α ≤ 1 and
x1  x2, x3  x4,
αx1 + (1− α)x3  αx2 + (1− α)x4.
This ordering is our primary tool in describing relative channel quality. For further
information see [38, pp. 204-208].
II.B.3 Entropy Functional for Symmetric Measures
To explicitly quantify the difference between two symmetric measures, one can
employ the entropy functional. The entropy functional is the linear functional
H: M→ R defined by
H (x) ,
∫
log2
(
1 + e−α
)
x(dα).
This is the primary functional used in our analysis. It preserves the partial order
under degradation and for x1, x2 ∈ X , we have
H (x1) > H (x2) for x1 ≻ x2.
The restriction to symmetric probability measures also implies the bound
0 ≤ H (x) ≤ 1, if x ∈ X .
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The operators  and  admit a number of relationships under the entropy func-
tional. The following results will prove invaluable in the ensuing analysis. Proposi-
tion 4 provides an important conservation result (also known as the duality rule for
entropy) and Proposition 5 extends this relation to encompass differences of sym-
metric probability measures.
Proposition 4 ( [38, Lemma 4.41]): For x1, x2 ∈ X ,
H (x1  x2) + H (x1  x2) = H (x1) + H (x2) .
Proposition 5: For x1, x2, x3, x4 ∈ X ,
H (x1  (x3 − x4)) + H (x1  (x3 − x4)) = H (x3 − x4) ,
H ((x1 − x2) (x3 − x4)) + H ((x1 − x2) (x3 − x4)) = 0.
Proof. Consider the LHS of the first equality,
H (x1  (x3 − x4)) + H (x1  (x3 − x4))
= H (x1  x3) + H (x1  x3)− H (x1  x4)− H (x1  x4)
= H (x1) + H (x3)− H (x1)−H (x4) (Proposition 4)
= H (x3 − x4) .
The second equality follows by expanding the LHS and applying the first equality
twice.
For k ∈ N, let Mk : M→ R denote the linear functional that maps x ∈M to its
2k-th moment under tanh,
Mk(x) ,
∫
tanh2k
(
α
2
)
x(dα).
Proposition 6: The following results hold.
i) For x ∈ X , 0 ≤Mk(x) ≤ 1.
ii) For x1, x2 ∈ X with x1  x2, Mk(x1) ≤Mk(x2).
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iii) Mk satisfies the following product form identity for the operator ,
Mk(x1  x2) = Mk(x1)Mk(x2).
iv) If x = ∆∞ (respectively, x = ∆0), Mk(x) = 1 (respectively, Mk(x) = 0) for all k.
Conversely, for some x ∈ X , if Mk(x) = 1 (respectively, Mk(x) = 0) for some k,
then x = ∆∞ (respectively, x = ∆0).
Proof. See Section II.H.2.2.
Due to the symmetry of the measures, the entropy functional has an equivalent
series representation in terms of the moments Mk.
Proposition 7 ( [39, Lemma 3]): If x ∈M, then
H (x) = x
(
R
)− ∞∑
k=1
γkMk(x), where γk =
(log 2)−1
2k(2k − 1) .
Proof. The main idea is to observe that
log2(1 + e
−α) = 1− log2(1 + tanh(α2 )).
From there, use the series expansion of log2(1+ t) and Proposition 1 to combine the
odd and even tanh moments. For a detailed proof, see [39, Lemma 3] and [38, pp.
267-268].
Proposition 8: From the series expansion for symmetric measures, the entropy func-
tional satisfies the following properties.
i) For y1, y2 ∈ Xd,
H (y1) = −
∞∑
k=1
γkMk(y1),
H (y1  y2) = −
∞∑
k=1
γkMk(y1)Mk(y2).
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ii) For y ∈ Xd,
H (y  y) = −
∞∑
k=1
γkMk(y)
2 ≤ 0, H (y  y) ≥ 0.
with equality iff y = 0. Additionally if x ∈ X ,
H (y  y  x) ≤ 0,
with equality iff y = 0 or x = ∆0.
iii) If y1 = x
′
1 − x1, y2 = x′2 − x2 with x′1  x1, x′2  x2,
H (y1  y2) ≤ 0, H (y1  y2) ≥ 0.
iv) If x1 ≻ x2, then
H (x1  x3) > H (x2  x3) if x3 6= ∆∞
H (x1  x3) > H (x2  x3) if x3 6= ∆0.
Proof. See Section II.H.2.3.
Proposition 8 also implies the following upper bound on the entropy functional
for differences of symmetric probability measures under the operators  and .
Proposition 9: For x1, x
′
1, x2, x3, x4 ∈ X with x′1  x1,
|H ((x′1 − x1) ∗ (x2 − x3))| ≤ H (x′1 − x1) ,
|H ((x′1 − x1) ∗ (x2 − x3) ∗ x4)| ≤ H (x′1 − x1) .
Proof. Consider the first inequality with the operator . From Proposition 8(i),
|H ((x′1 − x1) (x2 − x3))| ≤
∞∑
k=1
γk |Mk(x′1 − x1)| |Mk(x2 − x3)|
(a)
= −
∞∑
k=1
γkMk(x
′
1 − x1) |Mk(x2 − x3)|
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(b)
≤ −
∞∑
k=1
γkMk(x
′
1 − x1)
= H (x′1 − x1) ,
where (a) follows from Mk(x
′
1) ≤Mk(x1) and (b) follows since 0 ≤Mk(x2),Mk(x3) ≤
1. The result for the operator  then follows from Proposition 5. The second
inequality follows from the first by replacing x2, x3 with x2 ∗ x4, x3 ∗ x4.
The series expansion in Proposition 7 leads us to define the following metric on
the set of symmetric probability measures.
Definition 10: For x1, x2 ∈ X , the entropy distance is defined as
dH(x1, x2) =
∞∑
k=1
γk |Mk(x1)−Mk(x2)| .
When x2  x1, observe that dH(x1, x2) = H (x2 − x1); hence the name entropy
distance. Thus, dH(∆∞, x) = H (x) and dH(x,∆0) = 1 − H (x). Moreover, for any
x1, x2 ∈ X , dH(x1, x2) ≥ |H (x1 − x2)|, and for x3  x2  x1, dH(x1, x3) ≥ dH(x1, x2).
Proposition 11:We have the following topological results related to the entropy
distance.
i) The entropy distance dH is a metric on the set of symmetric probability measures,
X .
ii) The metric topology (X , dH) is compact.
iii) The entropy functional H: X → [0, 1] is continuous.
iv) With the product topology on X × X , the operators  : X × X → X and
 : X × X → X are continuous.
v) If a sequence of measures {xn}∞n=1 in X satisfies xn  xn−1 (respectively, xn 
xn−1), then xn
dH−→ x, for some x ∈ X , and x  xn (respectively, x  xn) for all n.
vi) If x′n  xn and x′n dH−→ x′, xn dH−→ x, then x′  x.
Proof. See Section II.H.1.
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We use these topological results minimally. The compactness of X and the conti-
nuity of H (·),  and  are used to establish the existence of minimizing measures for
some functionals. These minima are used to show the threshold saturation converse
for LDPC ensembles. For the achievability result (Theorems 44 and 61), we require
properties (v) and (vi) in the above proposition, which appear in [38, Section 4.1].
We note that our previous article, [40], shows the achievability of threshold satura-
tion for LDPC ensembles using only existing convergence results from [38, Section
4.1].
II.B.4 Bhattacharyya Functional for Symmetric Measures
The quantity that characterizes the stability of LDPC ensembles is the Bhat-
tacharyya functional, B : M→ R,
B(x) ,
∫
e−α/2x(dα).
Since this is a Laplace transform of the measure evaluated at 1/2, Bhattacharyya
functional is multiplicative under the convolution operator ,
B(xn) = B(x)n.
Like the entropy functional, the Bhattacharyya functional also preserves the degra-
dation order,
B(x1) > B(x2), if x1 ≻ x2.
It also satisfies the bound
0 ≤ B(x) ≤ 1, if x ∈ X .
Importantly, the Bhattacharyya functional characterizes the logarithmic decay rate
of the entropy functional under the operator .
Proposition 12: For x ∈ X ,
lim
n→∞
1
n
logH
(
xn
)
= logB(x).
Proof. See Section II.H.2.4.
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II.B.5 Directional Derivatives
The main result in this chapter is derived using potential theory and differential
relations. One can avoid some technical challenges of differentiation in the abstract
space of measures by focusing on directional derivatives of functionals that map
measures to real numbers.
Definition 13: Let F : M→ R be a functional onM. The directional derivative of
F at x in the direction y is
dxF (x)[y] , lim
δ→0
F (x+ δy)− F (x)
δ
,
whenever the limit exists. For G : M→M, define
dxF (G(x))[y] , dx (F ◦G)(x)[y] = lim
δ→0
F (G(x+ δy))− F (G(x))
δ
,
whenever the limit exists. For convenience, we sometimes write
dxF (x)[y]
∣∣∣
x=x1
, dx1 F (x1)[y].
This definition is naturally extended to higher-order directional derivatives using
dnx F (x)[y1, . . . , yn] , dx (· · ·dx (dxF (x) [y1]) [y2] · · · ) [yn],
and vectors of measures using, for x = [x1, · · · , xm],
dxF (x)[y] , lim
δ→0
F (x+ δy)− F (x)
δ
,
whenever the limit exists. Similarly, we can define higher-order directional derivatives
for the composition of functions and functionals on vectors of measures.
The utility of directional derivatives for linear functionals is evident from the
following result.
Proposition 14: Let F : M → R be a linear functional, and ∗ be either  or .
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Then, for x, y, z ∈M, we have
dxF (x
∗n)[y] = nF (x∗(n−1) ∗ y),
d2x F (x
∗n)[y, z] = n (n− 1)F (x∗(n−2) ∗ y ∗ z) .
Proof. Associativity, commutativity, and linearity of the binary operator ∗ allow a
binomial expansion of (x+ δy)∗n:
(x+ δy)∗n =
n∑
i=0
δi
(
n
i
)
x∗(n−i) ∗ y∗i.
Then, the linearity of F implies that
F ((x+ δy)∗n)− F (x∗n) = δnF (x∗(n−1) ∗ y) +
n∑
i=2
δi
(
n
i
)
F (x∗(n−i) ∗ y∗i).
Dividing by δ and taking a limit gives
dxF (x
∗n)[y] = nF (x∗(n−1) ∗ y).
An analogous argument shows that
d2x F (x
∗n)[y, z] = n(n− 1)F (x∗(n−2) ∗ y ∗ z).
In the following proposition, we evaluate the directional derivative of a linear
functional which contains both the operators  and .
Proposition 15: Suppose F : M→ R is a linear functional and p, q are polynomials.
Then
dxF (p
(q(x)))[y] = F
(
p′
(
q(x)
)

(
q′(x) y
))
.
Proof. Since F is a linear functional, it suffices to show the result when p(α) = αn.
In view of the proof of previous proposition, the coefficient of δ in
(q(x+ δy))n − (q(x))n
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determines the first-order directional derivative. Again, from the binomial expansion,
(q(x+ δy))n − (q(x))n =
( deg(q)∑
k=0
qk(x+ δy)
k
)n
− (q(x))n
=
(
q(x)+
( deg(q)∑
k=1
kqkx
k−1 y
)
δ + o(δ)
)n
−(q(x))n
=
(
q(x) +
(
q′(x) y
)
δ + o(δ)
)n − (q(x))n
A direct inspection from the multinomial expansion of the first term gives the coef-
ficient of δ,
n
((
q(x)
)n−1)
 (q′(x) y).
Thus, when p(α) = αn,
dxF (p
(q(x)))[y] = F
(
p′
(
q(x)
)

(
q′(x) y
))
.
The general result follows.
One recurring theme here is when relating two quantities F (x1), F (x2) is to con-
sider a parameterized path from x1 to x2, of the form x1+ t(x2− x1) = (1− t)x1+ tx2,
in the set of symmetric probability measures, and analyze the directional derivative
of F (·) at x1+t(x2−x1), in the direction x2−x1. The following proposition formalizes
this idea.
Proposition 16: Let F : X → R be a linear functional, ∗ either  or , p a poly-
nomial, and G : X → R, G(x) = F (p∗(x)). For x1, x2 ∈ X , let φ : [0, 1]→ R,
φ(t) = G(x1 + t(x2 − x1)).
Then, φ(t) is a polynomial in t,
φ′(t) = dxG(x)[x2 − x1]
∣∣∣
x=x1+t(x2−x1)
, and
φ′′(t) = d2xG(x)[x2 − x1, x2 − x1]
∣∣∣
x=x1+t(x2−x1)
.
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Proof. Since x1 + t(x2 − x1) = (1− t)x1 + tx2, from the binomial expansion,
(x1 + t(x2 − x1))∗n =
n∑
k=0
(
n
k
)(
x∗n−k1 ∗ x∗k2
)
(1− t)n−ktk.
Since F is a linear functional,
φ(t) = G(x1 + t(x2 − x1))
= F (p∗(x1 + t(x2 − x1)))
=
deg(p)∑
n=0
pnF ((x1 + t(x2 − x1)∗n)
=
deg(p)∑
n=0
pn
n∑
k=0
(
n
k
)
F
(
x∗n−k1 ∗ x∗k2
)
(1− t)n−ktk,
is a polynomial of degree at most deg(p). Moreover,
φ′(t) = lim
δ→0
G(x1 + (t + δ)(x2 − x1))−G(x1 + t(x2 − x1))
δ
= dxG(x)[x2 − x1]
∣∣∣
x=x1+t(x2−x1)
,
by Definition 13. The expression for second derivative φ′′(t) follows similarly.
As such, if φ′(t) ≤ 0 in the above proposition for all t ∈ (0, 1), we find that
G(x1) ≤ G(x2) because φ(0) = G(x1), φ(1) = G(x2).
Remark 17: In general, applying Taylor’s theorem to some mapping F : X → X
requires Fre´chet derivatives. However, the linearity of the entropy functional and its
interplay with the operators  and  impose a polynomial structure on the functions
of interest, obviating the need for advanced mathematical machinery. Therefore, Tay-
lor’s theorem becomes quite simple for parameterized linear functionals φ : [0, 1]→ R
of the form
φ(t) = F (x1 + t(x2 − x1)) .
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II.C LOW-DENSITY PARITY-CHECK ENSEMBLES
II.C.1 Single System
Let LDPC(λ, ρ) denote the LDPC ensemble with variable-node degree distribu-
tion λ and check-node degree distribution ρ. The edge perspective degree distribu-
tions λ, ρ have an equivalent representation in terms of the node perspective degree
distributions L, R given by
λ(t) =
L′(t)
L′(1)
, ρ(t) =
R′(t)
R′(1)
.
It is important to note that the distributions λ, ρ, L and R are all polynomials. We
assume that the LDPC(λ, ρ) ensemble does not have any degree-one variable-nodes,
as these ensembles exhibit non-negligible error floors. We also refer to this ensemble
as a single system to differentiate from its coupled variant introduced later.
Density evolution (DE) characterizes the asymptotic performance of the LDPC
(λ, ρ) ensemble under message-passing decoding by describing the evolution of mes-
sage distributions with iteration. Under locally optimal processing, the message-
passing decoder is equivalent to the belief-propagation (BP) decoder. For the LDPC
(λ, ρ) ensemble, the DE under BP decoding is described by
x˜(ℓ+1) = c λ(ρ(x˜(ℓ))), (II.1)
where x˜(ℓ) is the variable-node output distribution after ℓ iterations of message pass-
ing [38, 41]. If the iterative system in (II.1) is initialized with x(0) = a, the variable-
node output-distribution after ℓ iterations of message-passing is denoted by T
(ℓ)
s (a; c).
The variable-node output after one iteration is also denoted by
Ts(a; c) , T
(1)
s (a; c) = c λ
(ρ(a)).
If the sequence of measures {T(ℓ)s (a; c)} converges in (X , dH), then its limit is denoted
by T
(∞)
s (a; c).
The DE update operator Ts satisfies certain monotonicity properties. These
properties play a crucial role in the analysis of LDPC ensembles.
Lemma 18 ( [38, Section 4.6]): The operator T
(ℓ)
s : X×X → X satisfies the following
monotonicity properties for all 1 ≤ ℓ <∞.
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i) If a1  a2, then T(ℓ)s (a1; c)  T(ℓ)s (a2; c) for all c ∈ X .
ii) If c1  c2, T(ℓ)s (a; c1)  T(ℓ)s (a; c2) for all a ∈ X .
iii) If Ts(a; c)  a, then T(ℓ+1)s (a; c)  T(ℓ)s (a; c). Moreover, T(∞)s (a; c) exists and
satisfies T
(∞)
s (a; c)  T(ℓ)s (a; c),
Ts(T
(∞)
s (a; c); c) = T
(∞)
s (a; c).
iv) If Ts(a; c)  a, then T(ℓ+1)s (a; c)  T(ℓ)s (a; c). Moreover, T(∞)s (a; c) exists and
satisfies T
(∞)
s (a; c)  T(ℓ)s (a; c),
Ts(T
(∞)
s (a; c); c) = T
(∞)
s (a; c).
Proof. The monotonicity properties can be derived from Proposition 3, while the
existence of the limit in (X , dH) and its properties follow from Proposition 11. That
the limit satisfies
Ts(T
(∞)
s (a; c); c) = T
(∞)
s (a; c)
follows from the continuity of , , and the fact that λ, ρ are polynomials.
Thus, when (II.1) is initialized with ∆0, the sequence of measures {T(ℓ)s (∆0; c)},
satisfies Ts(∆0; c)  ∆0, and converges to a limit x, which satisfies
x = c λ(ρ(x)).
Definition 19: A measure x ∈ X is a DE fixed point for the LDPC(λ, ρ) ensemble if
x = c λ
(
ρ(x)
)
.
We now state some necessary definitions for the single system potential frame-
work. Included are the potential functional, stationary points, the directional deriva-
tive of the potential functional, and thresholds.
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Figure II.1: Potential functional for the LDPC ensemble with (λ(t), ρ(t)) = (t2, t5)
over a BSC. The values of h for these curves are, from the top to bottom, 0.40, 0.416,
0.44, 0.469, 0.48. The other input to the potential functional is the LLR distribution
for the binary AWGN channel (BAWGNC) with entropy h˜. The choice of BAWGNC
distribution is arbitrary.
Definition 20: The potential functional, Us : X ×X → R, of the LDPC(λ, ρ) ensem-
ble and a channel c ∈ X is
Us(x; c) ,
L′(1)
R′(1)
H
(
R(x)
)
+ L′(1)H
(
ρ(x)
)
− L′(1)H (x ρ(x))− H (c L (ρ(x))) .
Remark 21: The potential functional is essentially the negative of the trial entropy,
formally known as the replica-symmetric free entropy, calculated in [36, 39, 42].1 In
Section II.H.7, we describe the Bethe formalism to obtain the free entropy and detail
the calculations involved to derive the potential in Definition 20. When applied to
the binary erasure channel, Us is a constant multiple of the potential function defined
in [11]. An example of Us(x; c) is shown in Fig. II.1.
It is hard to define precisely what conditions are required for a potential func-
tional, that operates on measures, to prove threshold saturation. But, the crucial
properties of the single system potential that we leverage are 1) the fixed points of
1While it is possible to use the term replica-symmetric free entropy instead of ‘potential’, our
terminology is consistent with [11, 12, 35]. Moreover, we later define coupled potential ; this brings
both definitions together. In addition, for general systems, potential function need not be defined
from the free entropy (e.g., see [28]).
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the single system DE are the stationary points of the single system potential (Lemma
23), 2) there exists a spatially-coupled potential, defined by a spatial average of the
single system potential (Definition 37), where the fixed points of spatially-coupled
DE are stationary points of the spatially-coupled potential (Lemma 38).
The entropy functional and the operators (, ) are continuous. Hence, the
potential functional Us(· ; c) for a fixed c is continuous. Since the metric topology
(X , dH) is compact, Us(· ; c) achieves its minimum and maximum on X . Though we
also have the joint continuity of Us(· ; · ), it is not used in this work.
Definition 22: A measure x ∈ X is a stationary point of the potential if, for all
y ∈ Xd,
dxUs(x; c)[y] = 0.
Lemma 23: For x, c ∈ X and y ∈ Xd, the directional derivative of the potential
functional with respect to x in the direction y is
dxUs(x; c)[y] = L
′(1)H
(
[Ts(x; c)− x]
[
ρ′(x) y
])
.
Proof. Since the distributions λ, ρ, L,R are polynomials, the directional derivative
for each of the four terms can be calculated following the procedure outlined in the
proof of Proposition 14. The directional derivatives of the first three terms are
dxH
(
R(x)
)
[y] = R′(1)H
(
ρ(x) y
)
,
dxH
(
ρ(x)
)
[y] = H
(
ρ′(x) y
)
,
dxH
(
x ρ(x)
)
[y] = H
(
ρ(x) y
)
+H
(
x ρ′(x) y
)
(a)
= H
(
ρ(x) y
)
+H
(
ρ′(x) y
)− H (x [ρ′(x) y]) ,
where (a) follows from Proposition 5 with the observation that ρ′(x)y is a difference
of probability measures multiplied by the scalar ρ′(1). Since the operators  and 
do not associate, one must exercise care in analyzing the last term. From Proposition
15,
dxH
(
c L
(
ρ(x)
))
[y] = L′(1)H
([
c λ(ρ(x))
]

[
ρ′(x) y
])
.
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Consolidating the four terms,
dxUs(x; c)[y] = L
′(1)H
(
[x− Ts(x; c)]
[
ρ′(x) y
])
.
Using Proposition 5, we have the desired result.
Lemma 24: If x ∈ X is a fixed point of single system DE, then it is also a stationary
point of the potential functional. Moreover, for a fixed channel c, the minimum of
the potential functional,
min
x∈X
Us(x; c),
occurs only at a fixed point of single system DE.
Proof. See Section II.H.3.1.
Definition 25: For the LDPC(λ, ρ) ensemble and a channel c ∈ X , define
i) The basin of attraction to ∆∞ as
V(c) , {a ∈ X | T(∞)s (a; c) = ∆∞} .
ii) The energy gap as
∆E(c) , inf
x∈X\V(c)
Us(x; c),
with the convention that the infimum over the empty set is ∞.
The only fixed point contained in V(c) is the trivial ∆∞ fixed point. Therefore,
all other fixed points are in the complement, X \ V(c).
Lemma 26: Suppose c1 ≻ c2. Then
i) Us(x; c1) < Us(x; c2) if x 6= ∆∞
ii) V(c1) ⊆ V(c2) and X \ V(c1) ⊇ X \ V(c2)
iii) ∆E(c1) ≤ ∆E(c2)
Proof. See Section II.H.3.2.
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Definition 27: A family of BMS channels is a function c(·) : [0, 1]→ X that is
i) ordered by degradation, c(h1)  c(h2) for h1 ≥ h2,
ii) parameterized by entropy H (c(h)) = h.
Definition 28: Consider a family of BMS channels and the LDPC(λ, ρ) ensemble.
Define
i) The BP threshold as
h
BP , sup
{
h ∈ [0, 1] | T(∞)s (∆0; c(h)) = ∆∞
}
.
ii) The MAP threshold as hMAP ,
inf
{
h ∈ [0, 1] | lim inf
n→∞
1
n
E [H (Xn | Y n(c(h)))] > 0
}
,
where the expectation E[· ] is over the LDPC ensemble.
iii) The potential threshold as
h
∗ , sup{h ∈ [0, 1] | ∆E(c(h)) > 0}.
iv) The stability threshold as
h
stab , sup{h ∈ [0, 1] | B(c(h))λ′(0)ρ′(1) < 1}.
In the sequel, the potential threshold and its role in connecting the BP and MAP
thresholds are paramount. In particular, the region where ∆E(c(h)) > 0 character-
izes the BP performance of the spatially-coupled ensemble, and, by definition of the
potential threshold and Lemma 26(iii), if h < h∗, then ∆E(c(h)) > 0.
The stability threshold establishes an important technical property of the poten-
tial functional. When hstab = 1, any constraints involving hstab are superfluous. For
LDPC ensembles with no degree-two variable-nodes, hstab = 1. For ensembles with
degree-two variable-nodes2, 0 < hstab ≤ 1.
Lemma 29: The following properties regarding the stability threshold hold.
2We exclude ensembles with degree-one variable-nodes.
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i) h∗ ≤ hstab
ii) If h < hstab, ∆∞ ∈ (V(c(h)))o, the interior of the set V(c(h)) in (X , dH).
Proof. See Section II.H.3.3.
Lemma 30: If h∗ < hstab, then for h > h∗ there exists an x ∈ X such that
Us(x; c(h)) < 0.
Proof. See Section II.H.3.4.
Remark 31: Negativity of the potential functional beyond the potential threshold
is important. This allows us to relate the potential and MAP threshold (Lemma 32).
Negativity is also used in the converse of the threshold saturation result (Theorem
47). For a family of BEC or binary AWGN channels, Lemma 30 can be extended
to include the case h∗ = hstab. We conjecture that this holds for any family of BMS
channels. See Section II.H.6 for a further discussion.
Lemma 32: For an LDPC ensemble without odd-degree check-nodes over any BMS
channel, or any LDPC ensemble over the BEC or the binary AWGN channel,
i) lim inf
n→∞
1
n
E [H (Xn|Y n(c(h)))] ≥ − inf
x∈X
Us(x; c(h)),
ii) If h∗ < hstab, then hMAP ≤ h∗.
Proof. i) Since the potential functional is the negative of the replica-symmetric
free entropy calculated in [36, 39, 42], the main result of these papers translates
directly into the desired result.
ii) Let h > h∗. Since h∗ < hstab by assumption, from Lemma 30 and part i,
lim inf
n→∞
1
n
E [H (Xn|Y n(c(h)))] ≥ − inf
x∈X
Us(x; c(h)) > 0.
Thus, by Definition 28(ii), h ≥ hMAP. Hence h∗ ≥ hMAP.
The following remark discusses, rather informally, further connections between
single and spatially-coupled system thresholds, based on results from [43], [19].
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Remark 33: Let hBPc and h
MAP
c denote the BP and MAP thresholds, respectively, of
the spatially-coupled system by first letting the chain length and then the coupling
width go to infinity. Our results establish (Theorems 44 and 47) that
h
BP
c = h
∗. (II.2)
In [43] it is shown that, under some restrictions on the degree distributions3,
h
MAP
c = h
MAP. By Lemma 32, for any ensemble with hstab = 1, e.g. an ensemble with
no degree-two variable nodes, hMAP ≤ h∗. Combining these results with optimality
of the MAP decoder and (II.2)
h
MAP ≤ h∗ = hBPc ≤ hMAPc = hMAP.
This shows that h∗ = hMAP, for an ensemble satisfying the aforementioned conditions.
The threshold saturation result shown in [19] can be summarized as follows. For
regular codes with left-degree dv, right-degree dc, and a smooth family of channels,
the BP threshold is equal to the area threshold hBPc = h
A, where the area threshold
is
h
A , sup
{
h ∈ [0, 1] | A(T(∞)s (∆0; c(h)), dv, dc) ≤ 0
}
,
and
A(x, dv, dc) , H (x) +
(
dv − 1− dv
dc
)
H
(
xdc
)− (dv − 1)H (xdc−1) .
At the DE fixed point T
(∞)
s (∆0; c(h)), using the duality rule for entropy (Proposition
4), it is also easy to show that
A(T(∞)s (∆0; c(h)), dv, dc) = −Us(T(∞)s (∆0; c(h)); c(h)).
This immediately implies that h∗ ≤ hA. Therefore, by [19, Theorem 41], hA = hBPc ,
and the results here, (II.2), h∗ = hA. Hence, the thresholds hMAP, h∗ and hA are all
equal under suitable conditions.
In particular, for regular codes with even-degree checks, it has been shown rigor-
3Requires regular check-nodes with even degree; this can be relaxed to R(t) convex on [−1, 1].
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Figure II.2: An example of a (λ(t) = t4, ρ(t) = t5, N, w = 3) spatially-coupled
LDPC ensemble. Sockets in each variable- and check-node group are permuted (π
and π′ denote the permutations) and partitioned into w groups, and connected as
shown above. This results in some sockets of the check-node groups at the boundary
unconnected.
ously that hMAP = hA. However, it is instructive to note that the Maxwell conjec-
ture [44, Conjecture 1], which states that the MAP GEXIT function is obtained by
applying the Maxwell construction to the EBP GEXIT curve, is yet to be established
for BMS channels.
II.C.2 Coupled System
The potential theory for single systems is now extended to spatially-coupled sys-
tems. Vectors of measures are denoted by underlines (e.g., x) with [x]i = xi. Function-
als operating on a single measure are distinguished from those operating on vectors
by their input (i.e., F (x) vs. F (x)). Also, for vectors x′ and x, we write x′  x if
x′i  xi for all i, and x′ ≻ x if x′i  xi for all i and x′i ≻ xi for some i.
The ideas underlying spatial coupling now appear to be quite general. The local
coupling in the system allows the effect of the perfect information, provided at the
boundary, to propagate throughout the system. In the large-system limit, these
coupled systems show a significant performance improvement. The spatially-coupled
system model is now described.
The (λ, ρ,N, w) spatially-coupled LDPC ensemble is defined as follows. As before,
the node perspective degree distributions are denoted by L, R, and
L(t) =
deg(L)∑
n=0
Lnt
n, R(t) =
deg(R)∑
n=0
Rnt
n.
33
A collection of 2N variable-node groups are placed at all positions in Nv = {1, 2, . . .,
2N} and a collection of 2N+(w−1) check-node groups are placed at all positions in
Nc = {1, 2, . . . , 2N+(w−1)}. For notational convenience, the rightmost check-node
group index is denoted by Nw , 2N + (w − 1). For the below construction of a
spatially-coupled LDPC ensemble, we assume all Ln, Rn are rational.
The integer M is chosen large enough so that i) MLi, ML
′(1)Rj/R′(1) are nat-
ural numbers for 1 ≤ i ≤ deg(L), 1 ≤ j ≤ deg(R), and ii) ML′(1) is divisible by w.
At each variable-node group, MLi nodes of degree i are placed for 1 ≤ i ≤ deg(L).
Similarly, at each check-node group, ML′(1)Rj/R′(1) nodes of degree j are placed
for 1 ≤ j ≤ deg(R). At each variable-node and check-node group, the ML′(1) edge
sockets are partitioned into w equal-sized groups using a uniform random permu-
tation. Denote these partitions, respectively, by Pvi,k and Pcj,k at variable-node and
check-node groups, where 1 ≤ i ≤ 2N , 1 ≤ j ≤ Nw and 1 ≤ k ≤ w. The spatially-
coupled system is constructed by connecting the sockets in Pvi,k to sockets in Pci+k−1,k
using uniform random permutations. This construction leaves some sockets of the
check-node groups at the boundaries unconnected and these sockets are assigned
the binary value 0 (i.e., the socket and edge are removed). These 0 values form
the perfect information that gets decoding started. A Tanner graph example of a
spatially-coupled LDPC ensemble depicting these connections is provided in Fig. II.2.
The analysis below is valid for any spatially-coupled system whose density evolu-
tion is given by (II.4). For the random ensemble described in [10, Section II-B], and
for the (λ, ρ,N, w) ensemble described above, the asymptotic density evolution is
indeed described by (II.4). Thus, our analysis holds for both these ensembles. How-
ever, this is no longer true for the protograph construction described in [10, Section
II-A].
Let x˜
(ℓ)
i be the variable-node output distribution at node i after ℓ iterations of
message passing. Then, the input distribution to the i-th check-node group is the
normalized sum of averaged variable-node output distributions,
x
(ℓ)
i =
1
w
w−1∑
k=0
x˜
(ℓ)
i−k. (II.3)
The averaging in the reversed direction (i.e. from check-node to the variable-node)
follows naturally from this setup and is essentially the transpose of the forward
averaging for the check-node output distributions. This model uses uniform coupling
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over a fixed window, but in a more general setting window size and coefficient weights
could vary from node to node. By virtue of the fixed boundary condition, x˜
(ℓ)
i = ∆∞
for i /∈ Nv and all ℓ, and from the relation in (II.3), this implies x(ℓ)i = ∆∞ for i /∈ Nc
and all ℓ.
Generalizing [19, Eqn. 12] to irregular codes gives the evolution of the variable-
node output distributions,
x˜
(ℓ+1)
i = c λ

(
1
w
w−1∑
j=0
ρ
(
1
w
w−1∑
k=0
x˜
(ℓ)
i+j−k
))
. (II.4)
Making a change of variables, the variable-node output distribution evolution in
(II.4) can be rewritten in terms of check-node input distributions
x
(ℓ+1)
i =
1
w
w−1∑
k=0
ci−k  λ
(
1
w
w−1∑
j=0
ρ
(
x
(ℓ)
i−k+j
))
, (II.5)
for i ∈ Nc, where ci = c when i ∈ Nv and ci = ∆∞ otherwise. While (II.4) is a
more natural representation for the underlying system, (II.5) is more mathematically
tractable and easily yields a coupled potential functional. As such, we adopt the
system characterized by (II.5) and refer to it as the (λ, ρ,N, w) spatially-coupled
LDPC system.
Borrowing notation from the single system, when the spatially-coupled system
with channel c is initialized with a (i.e. x
(0)
i = ai), the check-node input distribution
after ℓ iterations of message-passing is denoted by T
(ℓ)
c (a; c). One iteration of this
message-passing is also denoted by Tc(a; c). With this new notation, (II.5) can be
written compactly as
x
(ℓ+1)
i = Tc(x
(ℓ); c)i.
If the sequence of measure vectors {T(ℓ)c (a; c)}∞ℓ=1 converges pointwise, then its limit
is denoted by T
(∞)
c (a; c). The following proposition establishes certain monotonicity
properties of T
(ℓ)
c .
Lemma 34: The operator T
(ℓ)
c : XNw × X → XNw satisfies the following for all
1 ≤ ℓ <∞.
i) If a1  a2, then T(ℓ)c (a1; c)  T(ℓ)c (a2; c) for all c ∈ X .
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ii) If c1  c2, then T(ℓ)c (a; c1)  T(ℓ)c (a; c2) for all a ∈ XNw .
iii) If Tc(a; c)  a, then T(ℓ+1)c (a; c)  T(ℓ)c (a; c). Also, the limit T(∞)c (a; c) exists and
satisfies T
(∞)
c (a; c)  T(ℓ)c (a; c),
Tc(T
(∞)
c (a; c); c) = T
(∞)
c (a; c).
iv) If Tc(a; c)  a, then T(ℓ+1)c (a; c)  T(ℓ)c (a; c). Also, the limit T(∞)c (a; c) exists and
satisfies T
(∞)
c (a; c)  T(ℓ)c (a; c),
Tc(T
(∞)
c (a; c); c) = T
(∞)
c (a; c).
Proof. The proof is almost identical to the proof of Lemma 18. We skip the details
for brevity.
When the spatially-coupled system is initialized with
x
(0)
i = ∆0, 1 ≤ i ≤ Nw,
the uniform coupling coefficients and symmetric boundary conditions induce left-
right symmetry on x(ℓ). In particular, the spatially-coupled system is fully described
by only half the distributions because
x
(ℓ)
i = x
(ℓ)
2N+w−i,
for all ℓ. As density evolution progresses, the perfect information from the boundary
propagates inward. This propagation induces a non-decreasing degradation ordering
on positions 1, . . . , ⌈Nw/2⌉ and a non-increasing degradation ordering on positions
⌈Nw/2⌉+ 1, . . . , Nw. For example, see Fig. II.3.
This ordering introduces a degraded maximum at i0 , N + ⌈w−12 ⌉, and this
maximum allows one to define a modified recursion that upper bounds the spatially-
coupled system.
Definition 35: The modified system is a modification of (II.5) defined by fixing the
values of positions outside N ′c , {1, 2, . . . , i0}, where i0 is defined as above. As
before, the boundary is fixed to ∆∞, that is x
(ℓ)
i = ∆∞ for i 6∈ Nc and all ℓ. More
importantly, it fixes the values x
(ℓ)
i = x
(ℓ)
i0
for i0 < i ≤ Nw and all ℓ.
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Figure II.3: This figure depicts the entropies of x1, · · · , xNw in a typical iteration.
The solid line corresponds to the spatially-coupled system and the dashed line to the
modified system. The distributions of the modified system are always degraded with
respect to the spatially-coupled system, hence a higher entropy. The distributions
outside the set {1, · · · , Nw} are fixed to ∆∞ for both the systems.
The DE update of the modified system is identical to (II.5) for the first i0 terms,
1, . . . , i0, but a secondary update is required to impose the saturation constraint,
xi = xi0 for i0 < i ≤ Nw. Repeated iterations for this system require that this
saturation constraint is applied at every step. The distributions of modified system
are degraded with respect to that of spatially-coupled system, thus the modified
system serves as a convenient upper bound for the spatially-coupled system. Both
the spatially-coupled system and the modified system are collectively referred to as
coupled systems.
In Fig. II.3, the entropies of the two systems are illustrated in a typical iteration.
We emphasize that the operator Tc refers to the spatially-coupled system, not the
modified system. However, the DE update for the modified system also satisfies the
same monotonicity properties of Tc in Lemma 34.
If either spatially-coupled system or modified system is initialized with x(0) =
∆0 , {∆0, . . . ,∆0}, then the sequence of measure vectors {x(ℓ)}, by Lemma 34,
satisfies x(ℓ+1)  x(ℓ) and converges to a fixed point x. Thus, for the spatially-coupled
system,
x = Tc(x; c).
Such a fixed point for the modified system satisfies an additional property, stated in
the following lemma.
Lemma 36: The fixed point x resulting from initializing the modified system with
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∆0 satisfies
xi  xi−1, 2 ≤ i ≤ Nw
Proof. See Section II.H.3.5.
Now, we define the coupled potential. The definitions below pertain to both
spatially-coupled and modified system.
Definition 37: The coupled potential functional Uc : XNw ×X → R is given by
Uc(x; c) , L
′(1)
Nw∑
i=1
[
1
R′(1)
H
(
R(xi)
)
+H
(
ρ(xi)
)− H (xi  ρ(xi))]
−
2N∑
i=1
H
(
c L
( 1
w
w−1∑
j=0
ρ(xi+j)
))
. (II.6)
Lemma 38: The directional derivative of the potential functional in (II.6) with re-
spect to x ∈ XNw , evaluated in the direction y ∈ XNwd is given by
dxUc(x; c)[y] = L
′(1)
Nw∑
i=1
H
(
(Tc(x; c)i − xi) ρ′(xi) yi
)
. (II.7)
Proof. See Section II.H.3.6.
Lemma 39: The second-order directional derivative of the potential functional in
(II.6) with respect to x, evaluated in the direction [y, z] ∈ XNwd × XNwd is given by
d2xUc(x; c)[y, z] = (II.8)
L′(1)
Nw∑
i=1
[
ρ′′(1)H
(
Tc(x; c)i 
ρ′′(xi)
ρ′′(1)
yizi
)
−ρ′′(1)H
(
xi 
ρ′′(xi)
ρ′′(1)
yizi
)]
− L′(1)
Nw∑
i=1
ρ′(1)H
(
ρ′(xi)
ρ′(1)
 yi  zi
)
− L
′(1)λ′(1)ρ′(1)2
w
Nw∑
i=1
min{i+(w−1),Nw}∑
m=max{i−(w−1),1}
. . .
H
(
1
w
w−1∑
k=0
ci−k 
λ′
(
1
w
w−1∑
j=0
ρ(xi−k+j)
)
λ′(1)

[
ρ′(xi)
ρ′(1)
 zi
]

[
ρ′(xm)
ρ′(1)
 ym
])
Proof. See Section II.H.3.7.
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II.D THRESHOLD SATURATION FOR LDPC ENSEMBLES
II.D.1 Achievability of Threshold Saturation
We now prove threshold saturation for spatially-coupled LDPC ensembles. For
a family of BMS channels, we will show that, if h < h∗, then the only fixed point
of the modified system is ∆∞. Since the modified system is an upper bound on the
spatially-coupled system, we then conclude that the only fixed point of the spatially-
coupled system is ∆∞.
Consider a modified system with potential functional Uc as in Definition 37, and
a non-trivial fixed point x. Also, consider a parameterization φ : [0, 1]→ R, where
φ(t) = Uc(x+ t(x
′ − x); c(h)).
The path endpoint x′ is chosen to be a small perturbation of x. For all channels
c(h) with h < h∗, at x, it can be shown that the potential functional decreases, at
least by a constant independent of the modified system, along the perturbation x′.
Moreover, a fixed point is also a stationary point of the potential functional. Also, at
the fixed point, the second-order variations in the potential can be made arbitrarily
small by choosing a large coupling parameter w. Thus, all variations in the potential
functional up to second-order can be made arbitrarily small.
By calculating the change in potential at a non-trivial fixed point in two different
ways: first by explicit calculation of change in the potential and second by the first-
and second-order variations, one obtains a contradiction to the existence of a non-
trivial fixed point from the second-order Taylor expansion of φ(t), for all c(h) with
h < h∗.
These ideas are formalized below. A right shift is chosen for the perturbation and
the shift operator S(·) is defined in Definition 40. In Lemma 41, we bound the change
in potential due to shift. Lemmas 42 and 43 characterize the first- and second-order
variations, respectively, along the shift direction [S(x) − x], for a non-trivial fixed
point x. Finally, Theorem 44 proves threshold saturation.
Definition 40: The shift operator S : XNw → XNw is defined pointwise by
[S(x)]1 , ∆∞, [S(x)]i , xi−1, 2 ≤ i ≤ Nw.
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Lemma 41: Let x ∈ XNw be such that xi = xi0 , for i0 ≤ i ≤ Nw. Then the change
in the potential functional for a modified system associated with the shift operator
is bounded by
Uc(S(x); c)− Uc(x; c) ≤ −Us(xi0; c).
Proof. See Section II.H.4.1.
Lemma 42: If x ≻ ∆∞ , [∆∞, . . . ,∆∞] is a fixed point of the modified system
resulting from ∆0 initialization, then
dxUc(x; c)[S(x)− x] = 0,
and moreover xi0 is not in the basin of attraction to ∆∞ (i.e., xi0 /∈ V(c)).
Proof. See Section II.H.4.2.
The above two lemmas together with Definition 25(ii) imply that for a non-trivial
fixed point x resulting from initializing the modified system with ∆0,
Uc(S(x); c)− Uc(x; c) ≤ −Us(xi0 ; c) ≤ −∆E(c).
Thus, when ∆E(c) > 0, the absolute change in potential due to shift is lower bounded
by a constant independent of x, N , w, and hence of the coupled system.
Lemma 43: Suppose x is a fixed point of the modified system resulting from ∆0
initialization. The second-order directional derivative of Uc(x1; c) with respect to x1,
evaluated along [S(x)− x, S(x)− x], can be absolutely bounded with∣∣∣d2x1Uc(x1; c)[S(x)− x, S(x)− x]∣∣∣ ≤ Kλ,ρw ,
where the constant Kλ,ρ , L
′(1) (2ρ′′(1) + ρ′(1) + 2λ′(1)ρ′(1)2) is independent of N
and w.
Proof. See Section II.H.4.3.
Theorem 44: Fix a family of BMS channels c(h), and the LDPC(λ, ρ) ensemble.
For h < h∗, all N , and any w > Kλ,ρ/(2∆E(c(h))), the only fixed point of density
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evolution for the spatially-coupled LDPC (λ, ρ,N, w) ensemble with channel c(h) is
∆∞.
Proof. First, since h < h∗, ∆E(c(h)) > 0. Consider a modified system with a fixed
w > Kλ,ρ/(2∆E(c(h))) and any N . Suppose x is a fixed point of modified system
resulting from ∆0 initialization. If x = ∆∞, by the monotonicity of the DE update
resulting from ∆0 initialization, there is no other fixed point for the modified system.
Suppose instead that x ≻ ∆∞. In this case, we will arrive at a contradiction in the
following.
Let y = S(x)− x and define φ : [0, 1]→ R by
φ(t) = Uc(x+ ty; c(h)).
This is well defined because, for all t ∈ [0, 1], x + ty = (1 − t)x + tS(x) is a vector
of probability measures. As in Proposition 16, φ is a polynomial in t, and thus
infinitely differentiable over the entire unit interval. Hence, the second-order Taylor
series expansion about t = 0, evaluated at t = 1, provides
φ(1) = φ(0) + φ′(0)(1− 0) + 1
2
φ′′(t0)(1− 0)2, (II.9)
for some t0 ∈ [0, 1]. The first and second derivatives of φ are characterized by the
first- and second-order directional derivatives of Uc:
φ′(t) = lim
δ→0
Uc(x+ (t+ δ)y; c(h))− Uc(x+ ty; c(h))
δ
= dx1 Uc(x1; c(h))[y]
∣∣∣
x1=x+ty
,
and similarly,
φ′′(t) = d2x1Uc(x1; c(h))[y, y]
∣∣∣
x1=x+ty
.
Substituting and rearranging terms in (II.9) provides
1
2
d2x1 Uc(x1; c(h))[y, y]
∣∣∣
x1=x+t0y
= Uc(S(x); c(h))− Uc(x; c(h))− dxUc(x; c(h))[S(x)− x]
= Uc(S(x); c(h))− Uc(x; c(h)) (Lemma 42)
≤ −Us(xi0; c) (Lemma 41)
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≤ −∆E(c(h)). (Lemma 42 and Definition 25(ii))
Taking the absolute value and applying the second order directional derivative bound
from Lemma 43 gives
∆E(c(h)) ≤ Kλ,ρ
2w
=⇒ w ≤ Kλ,ρ
2∆E(c(h))
,
a contradiction. Hence the only fixed point of the modified system is ∆∞. The dis-
tributions of the modified system are degraded with respect to the spatially-coupled
system, and therefore, the only fixed point of the spatially-coupled system is also
∆∞.
As an immediate consequence, for the (λ, ρ,N, w) spatially-coupled ensemble with
0 < Kλ,ρ/(2∆E(c(h))) < w <∞ and any N , its BP threshold is at least h. Therefore,
the BP threshold of the (λ, ρ,N, w) spatially-coupled ensemble, by first taking the
limit N →∞ and then w →∞, is at least h∗. Below, Theorem 47 establishes that,
under h∗ < hstab, the BP threshold of the spatially-coupled ensemble in the limits
given above is at most h∗, which establishes the equality of the BP threshold to h∗
in the above limits.
II.D.2 Converse to Threshold Saturation
We begin by establishing two monotonicity results.
Lemma 45: Consider x1 ∈ XNw and x2 = Tc (x1; c).
i) If x2  x1, Tc (x1 + t(x2 − x1); c)  x1 + t(x2 − x1).
ii) If x2  x1, Tc (x1 + t(x2 − x1); c)  x1 + t(x2 − x1).
Proof. i) If x2  x1, then for all 0 ≤ t ≤ 1, x2  x1 + t(x2 − x1)  x1. Since Tc is
order-preserving by Lemma 34,
Tc (x1 + t(x2 − x1); c)  Tc (x1; c) = x2  x1 + t(x2 − x1).
ii) Follows by symmetry.
Lemma 46: Let x1 ∈ XNw , x2 = Tc (x1; c), and suppose x2  x1 or x2  x1, then
Uc(x2; c) ≤ Uc(x1; c).
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Proof. Assume x2  x1. Let φ : [0, 1]→ R be defined by
φ(t) = Uc(x1 + t(x2 − x1); c).
Observe that φ is a polynomial in t as in Proposition 16, with φ(0) = Uc(x1; c) and
φ(1) = Uc(x2; c). Moreover,
φ′(t) = dxUc(x; c)[x2 − x1]
∣∣∣
x=x1+t(x2−x1)
. (II.10)
By Lemma 45,
Tc (x1 + t(x2 − x1); c)  x1 + t(x2 − x1),
and observing (II.7), the derivative in (II.10) is a sum of terms of the form
L′(1)H ([x′3 − x3] x4  [x′5 − x5]) ,
where x′3  x3 and x′5  x5, which is negative by Proposition 8(iii). For the case
x2  x1, we can write a similar expression with x′3  x3 and x′5  x5. In either case,
φ′(t) ≤ 0 for all t ∈ [0, 1]. Thus, Uc(x2; c) = φ(1) ≤ φ(0) = Uc(x1; c).
Theorem 47: Fix a family of BMS channels c(h) and the LDPC(λ, ρ) ensemble with
h
∗ < hstab. Also, consider the spatially-coupled LDPC (λ, ρ,N, w0) ensemble with a
fixed coupling window w0, and a channel c(h) with h > h
∗. Then, there exists an N0
such that, for any N > N0, the fixed point of density evolution resulting from ∆0
initialization satisfies
T(∞)c (∆0; c(h)) ≻ ∆∞.
Proof. First, choose h > h∗. Since Us(· ; c(h)) : X → R is continuous and X is
compact, Us(· ; c(h)) attains its minimum. Let a∗ be a minimizer of Us(· ; c(h)). By
Lemma 24, a∗ is a fixed point of the single system DE. By assumption hstab > h∗,
and h > h∗. Hence, by Lemma 30, Us(a∗; c(h)) < 0. Initialize the spatially-coupled
LDPC (λ, ρ,N, w0) system with a∗ = [a∗, . . . , a∗]. Since a∗ is a fixed point of the
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single system,
Tc(a∗; c(h))i =
1
w
w−1∑
k=0
c(h)i−k  λ
( 1
w
w−1∑
j=0
ρ (a∗)
)
 1
w
w−1∑
k=0
c(h) λ
( 1
w
w−1∑
j=0
ρ (a∗)
)
= c(h) λ(ρ(a∗)) = a∗.
That is, Tc(a∗; c(h))  a∗. Therefore, from the monotonicity of Tc by Lemma 34,
T
(∞)
c (a∗; c(h)) exists and
T(∞)c (a∗; c(h))  T(ℓ+1)c (a∗; c(h))  T(ℓ)c (a∗; c(h))  a∗.
By Lemma 46 and the continuity of Uc(·; c(h)),
Uc(T
(∞)
c (a∗; c(h)); c(h)) ≤ Uc(T(ℓ+1)c (a∗; c(h)); c(h)) ≤ Uc(T(ℓ)c (a∗; c(h)); c(h))
≤ Uc(a∗; c(h)).
Also, since all entries of a∗ are equal,
Uc(a∗; c(h)) = (2N + (w0 − 1))Us(a∗; c(h)) + (w0 − 1)H
(
c(h) L(ρ(a∗))
)
≤ (2N + (w0 − 1))Us(a∗; c(h)) + w0 − 1.
Since Us(a∗; c(h)) < 0, we can choose large enough N0 such that for all N >
N0, Uc(a∗; c(h)) < 0. Therefore, Uc(T
(∞)
c (a∗; c(h)); c(h)) ≤ Uc(a∗; c(h)) < 0, and,
since Uc(∆∞; c(h)) = 0, this implies that T
(∞)
c (a∗; c(h)) 6= ∆∞. Since ∆0  a∗,
T
(∞)
c (∆0; c(h))  T(∞)c (a∗; c(h)). Hence, T(∞)c (∆0; c(h)) ≻ ∆∞.
II.E LOW-DENSITY GENERATOR-MATRIX ENSEMBLES
II.E.1 Single System
Low-density generator-matrix (LDGM) ensembles are a class of linear codes that
have a sparse generator-matrix representation. An example of a Tanner graph repre-
sentation of an LDGM code is provided in Fig. II.4. The term LDGM(λ, ρ) denotes
the LDGM ensemble with information-node degree distribution λ and generator-
node degree distribution ρ from the edge perspective. An equivalent representation
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u1
u2
u3
u4
x1 = u1 + u4
x2 = u1 + u2
x3 = u2 + u3
x4 = u1 + u3
x5 = u2 + u4
x6 = u3 + u4
λ(t) = t2 ρ(t) = t
Figure II.4: The Tanner graph representation of an LDGM code with left-degree 3
and right-degree 2. The leftmost nodes ui’s are the information-nodes and the square
nodes are generator-nodes. The rightmost nodes in gray represent the code-bits.
in terms of the node perspective degree distributions L, R is given by
λ(t) =
L′(t)
L′(1)
, ρ(t) =
R′(t)
R′(1)
.
LDGM codes are amenable to techniques similar to that of their counterpart,
LDPC codes. However, a key issue here is that these codes have non-negligible
error floors. One mathematical difficulty that arises from this is that the desired
fixed point of DE is non-trivial and depends on the channel parameter. This poses
a great challenge when characterizing thresholds, convergence, etc. Nevertheless,
LDGM codes are an attractive option for rateless codes [45], [46], and in lossy source
compression [47], [48]. See Section [38, Section 7.5] for an introduction to LDGM
codes.
The analysis of LDGM codes, and their coupled variant, is very similar to that
of the LDPC codes. Thus, we keep the same notation for analogous quantities.
The evolution of message distributions is characterized by the DE described by
x˜(ℓ+1) = λ(c ρ(x˜(ℓ))), (II.11)
where x˜(ℓ) denotes the message distribution at the output of information-nodes after ℓ
iterations of message-passing, and c represents the channel LLR distribution. When
the iterative system in (II.11) is initialized with a, the information-node output after
ℓ iterations is denoted by T
(ℓ)
s (a; c). The distribution after one iteration is therefore
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T
(1)
s (a; c), or shortly, Ts(a; c). If the sequence of measures {T(ℓ)s (a; c)} converges in
(X , dH), then its limit is denoted by T(∞)s (a; c).
The DE update operator Ts satisfies exactly the same monotonicity properties as
in Lemma 18. To avoid repetition, we do not state them explicitly.
We note that ∆∞ is not a fixed point of (II.11), which is in stark contrast to
LDPC codes. If this system is initialized with ∆∞, then Ts(∆∞; c)  ∆∞. As such,
the sequence {T(ℓ)s (∆∞; c)} converges to the fixed point T(∞)s (∆∞; c). If x is any fixed
point of (II.11), since x  ∆∞, by the monotonicity of Ts,
x = T(∞)s (x; c)  T(∞)s (∆∞; c).
Thus, T
(∞)
s (∆∞; c) is the minimal fixed point.
Definition 48: The minimal fixed point for the LDGM(λ, ρ) ensemble with channel
c is defined to be
f0(c) , T
(∞)
s (∆∞; c).
We also denote this by f0 when the context is clear.
The following definition of the potential functional is essentially the negative of
the trial-entropy or the replica-symmetric free entropy calculated in [39, Equation
6.2]. Also, in Section II.H.7.3, we briefly show the calculations to derive this potential
from the Bethe formalism.
Definition 49: The potential functional Us : X × X → R for the LDGM(λ, ρ) en-
semble with a channel c is defined as
Us(x; c) =
L′(1)
R′(1)
H
(
cR(x)
)− L′(1)H (x c ρ(x))+ L′(1)H (c ρ(x))
− H (L(c ρ(x)))− L′(1)
R′(1)
H (c) .
The directional derivative of the potential functional gives rise to the DE update
in (II.11). Using Proposition 5, we have the following result similar to Lemma 23.
Lemma 50: The directional derivative of the potential functional with respect to
x ∈ X , in the direction y ∈ Xd, is given by
dxUs(x; c)[y] = L
′(1)H
(
[Ts(x; c)− x]
[
c ρ′(x) y
])
.
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Figure II.5: Potential functional for an LDGM(λ, ρ) ensemble with λ(t) = t8 and
ρ(t) = 3
50
+ 6
50
t + 9
50
t2 + 12
50
t3 + 20
50
t4 over a binary symmetric channel with entropy
h. The values of h for these curves are, from the top to bottom, 0.37, 0.4529, 0.56,
0.5902, 0.62, 0.66. The other input to the potential functional is the binary AWGN
channel (BAWGNC) with entropy h˜. The choice of BAWGNC distribution for the
first argument in Us(· ; ·) is arbitrary. The marked points denote the minimal fixed
points f0.
Similar to Lemma 24, we can also show that the minimum of the potential func-
tional for a fixed c occurs at a fixed point of the DE.
Definition 51: For the LDGM(λ, ρ) ensemble with a channel c ∈ X , define
i) The basin of attraction to f0(c) as the set
V(c) = {x ∈ X | T(∞)s (x; c) = f0(c)}.
ii) The energy gap as
∆E(c) , inf
x∈X\V(c)
Us(x; c)− Us(f0(c); c),
with the convention that the infimum over the empty set is ∞.
Fig. II.5 illustrates the potential functional of an LDGM ensemble over a BSC
channel with
λ(t) = t8, ρ(t) =
3
50
+
6
50
t +
9
50
t2 +
12
50
t3 +
20
50
t4.
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A few observations are in order. At small values of h, the minimal fixed point
f0(c(h)) determines the error floor of these ensembles. As we increase h beyond
0.4529, another fixed point appears in the right (from initializing DE with ∆0),
and this fixed point governs the DE performance. For h < 0.5902, the energy gap
∆E(c(h)) > 0 stays positive. The range of h for which the energy gap stays positive
is important, as this characterizes the performance of spatially-coupled codes. For
large values of h, the fixed point resulting from ∆0 initialization and the minimal
fixed point coincide. We emphasize that these observations are only qualitative as
this two-dimensional illustration does not characterize the behavior of Us(· ; c) over
all X .
By Definition 51(ii), ∆E(c(h)) is a difference of two functions varying in h. For
general LDGM ensembles, whether the energy gap is monotone as a function of h
is not known. This poses a difficulty when defining the potential threshold. We
circumvent this by stating the threshold saturation theorem differently, and perhaps
less elegantly, than LDPC ensembles. More precisely, the result we have for LDGM
ensembles is the following (Theorem 61): If ∆E(c) > 0, then, for a large enough
coupling window w, any DE fixed point of the spatially-coupled system is elementwise
better (in the degradation order) than the minimal fixed point of the single system,
f0(c).
It is conjectured [39, Section X] that the region where ∆E(c) > 0 characterizes the
MAP decoding performance. Accordingly, when ∆E(c) > 0, the potential functional
is minimized at f0(c) and therefore the value of L
(c  ρ(f0(c))) under the error
probability functional [38, Definition 4.53] characterizes the bit-error rate of the MAP
decoder. Moreover, when ∆E(c) < 0, the MAP decoder performance is strictly worse
than the one characterized by L(cρ(f0(c))). Thus, if the conjecture in [39, Section
X] is true, then the BP performance of the spatially-coupled ensemble and the MAP
performance of the single system coincide.
II.E.2 Coupled System
The construction of spatially-coupled LDGM ensemble is similar to that of spa-
tially coupled LDPC ensembles and we refer the reader to Section II.C.2 for an
elaborate treatment. A performance analysis of spatially-coupled LDGM ensem-
bles first appeared in [49]. The information-node groups are placed at positions in
Nv = {1, 2, · · · , 2N}, and the generator-node groups at Nc = {1, 2, · · · , Nw}, where
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Nw = 2N + w − 1. The DE update at generator-node inputs is given by
x
(ℓ+1)
i =
1
w
w−1∑
k=0
λ
(
1
w
w−1∑
j=0
c ρ(x
(ℓ)
i−k+j); εi−k
)
, (II.12)
for i ∈ Nc, where xi = ∆∞ when i 6∈ Nc and the shorthand λ(x; εi) denotes
λ(x; εi) =
λ(x) if i ∈ Nv,∆∞ otherwise.
We refer to the system characterized by (II.12) as the (λ, ρ,N, w) spatially-coupled
LDGM ensemble.
A few of the terms that appear in the summation on the RHS of (II.12) will be
∆∞ and these represent the boundary condition that gets decoding started. When
the spatially-coupled LDGM system is initialized with x = ∆0, the information
at the boundary propagates inward and this induces a nondecreasing degradation
ordering on positions 1, . . . , ⌈Nw/2⌉ and a nonincreasing degradation ordering on
positions ⌈Nw/2⌉ + 1, . . . , Nw. This ordering results in a degraded maximum at
position i0 = N + ⌈w−12 ⌉.
As seen in Section II.E.1, the minimal fixed point f0 plays a crucial role in the
performance of the LDGM ensembles under iterative decoding. Spatially-coupled
LDGM ensembles are no exception. The minimal fixed point f0 of the single system is
also crucial for the spatially-coupled system. Changing the boundary in (II.12) from
∆∞ to f0 therefore facilitates the proof of threshold saturation for these ensembles.
Definition 52: The modified system is defined by the following update,
x
(ℓ+1)
i =
1
w
w−1∑
k=0
λ
(
1
w
w−1∑
j=0
c ρ(x
(ℓ)
i−k+j); δi−k
)
,
for i ∈ {1, . . . , i0}, and x(ℓ+1)i = x(ℓ+1)i0 for i0 < i ≤ Nw, xi = f0 when i 6∈ Nc. The
shorthand λ(x; δi) represents
λ(x; δi) =
λ(x) if i ∈ Nv,f0 otherwise.
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In comparison to (II.12), the modified system here differs both in the boundary
condition and the saturation constraint xi = xi0 for i0 < i ≤ Nw. When the modified
system and spatially-coupled system have the same initialization, as DE progresses,
the distributions of the modified system will be degraded with respect to that of
spatially-coupled system in (II.12). Again, the modified system serves as an upper
bound to the spatially-coupled system. The DE updates for both spatially-coupled
and modified system satisfy the monotonicity properties listed in Lemma 34. For
brevity, we do not state them explicitly.
If the modified system is initialized with x(0) = ∆0, then x
(ℓ+1)  x(ℓ) and x(ℓ)  f0
for all ℓ. To see this, suppose x(ℓ)  f0 for some ℓ (e.g., this is automatically true
when ℓ = 0). Observing the modified system DE update for 1 ≤ i ≤ i0,
x
(ℓ+1)
i =
1
w
w−1∑
k=0
λ
( 1
w
w−1∑
j=0
c ρ(x
(ℓ)
i−k+j); δi−k
)
(a)
 1
w
w−1∑
k=0
λ
( 1
w
w−1∑
j=0
c ρ(f0); δi−k
)
=
1
w
w−1∑
k=0
λ
(
c ρ(f0); δi−k
)
(b)
= λ
(
c ρ(f0)
) (c)
= f0,
where (a) follows since x(ℓ)  f0, while (b) and (c) follow since f0 is a fixed point of the
single system DE. Thus, the sequence of measure vectors {x(ℓ)} satisfies x(ℓ)  x(ℓ+1),
x(ℓ)  f0, and consequently {x(ℓ)} converges to a fixed point x with x  f0. We also
have the following result analogous to Lemma 36.
Lemma 53: The fixed point x of the modified system resulting from ∆0 initialization
satisfies
xi  xi−1  f0, 2 ≤ i ≤ Nw.
Below, we define the coupled potential for LDGM ensembles. Unlike LDPC codes,
the coupled potential here and the properties that follow pertain exclusively to the
modified system due to the difference in boundary conditions. The key difference
in our proof strategy for LDGM codes is to tweak the coupled potential to reflect
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the modified boundary and show that this modified potential still has the desired
properties.
Definition 54: The coupled potential functional Uc : XNw × X → R for a modified
system is defined by
Uc(x; c) , (II.13)
L′(1)
Nw∑
i=1
[
1
R′(1)
H
(
c R(xi)
)− 1
R′(1)
H (c)− H (xi  c ρ(xi))]
+ L′(1)
Nw∑
i=1
H
(
c ρ(xi)
)− 2N∑
i=1
H
(
L
( 1
w
w−1∑
j=0
c ρ(xi+j)
))
− L′(1)
w−1∑
i=1
[
w − i
w
H
(
f0 
[
c ρ(xi)
])
+
i
w
H
(
f0 
[
c ρ(x2N+i)
])]
.
The last two terms of (II.13) are not present in (II.6). These additional terms
are necessary to reflect the modified boundary. Proofs of Lemmas 55, 56 are nearly
identical to their analogues, Lemmas 38, 39, respectively.
Lemma 55: The directional derivative of the potential functional in (II.13) with
respect to x ∈ XNw , evaluated in the direction y ∈ XNwd is given by
dxUc(x; c)[y] = (II.14)
L′(1)
Nw∑
i=1
H
([
1
w
w−1∑
k=0
λ
(
1
w
w−1∑
j=0
c ρ(xi−k+j); δi−k
)
− xi
]

[
c ρ′(xi) yi
])
.
Lemma 56: The second-order directional derivative of the potential functional in
51
(II.13) with respect to x, evaluated in the direction [y, z] ∈ XNwd × XNwd is given by
d2xUc(x; c)[y, z] = (II.15)
L′(1)ρ′′(1)
Nw∑
i=1
H
([
1
w
w−1∑
k=0
λ
(
1
w
w−1∑
j=0
c ρ(xi−k+j); δi−k
)
c
ρ′′(xi)
ρ′′(1)
]
yizi
)
− L′(1)ρ′′(1)
Nw∑
i=1
H
([
xi  c
ρ′′(xi)
ρ′′(1)
]
 yi  zi
)
− L′(1)ρ′(1)
Nw∑
i=1
H
(
c
ρ′(xi)
ρ′(1)
 yi  zi
)
− L
′(1)λ′(1)ρ′(1)2
w
Nw∑
i=1
min{i+(w−1),Nw}∑
m=max{i−(w−1),1}
. . .
H
(
1
w
w−1∑
k=0
λ′
(
1
w
w−1∑
j=0
cρ(xi−k+j);δi−k
)
λ′(1)

[
c ρ
′(xi)
ρ′(1)
yi
]

[
c ρ
′(xm)
ρ′(1)
zm
])
,
where λ′(x; δi) denotes
λ′(x; δi) =
λ′(x) if i ∈ Nv,0 otherwise.
II.F THRESHOLD SATURATION FOR LDGM ENSEMBLES
The proof strategy for threshold saturation of spatially-coupled LDGM ensembles
is similar to that of spatially-coupled LDPC ensembles. It is clear that f0 plays a
role similar to that of ∆∞ for LDPC ensembles. The shift operator in Definition 57
is adjusted accordingly. Explicit characterization of the change in coupled potential
due to shift is stated in Lemma 58. The proof for this lemma is considerably different
from that of its counterpart in LDPC section, and it is detailed in Section II.H.5.1.
Lemmas 59 and 60 characterize the first- and second-order variations in the cou-
pled potential at a non-trivial fixed point. Theorem 61 states the threshold saturation
result. Proofs of Lemma 59, Lemma 60 and Theorem 61 are nearly identical to that
of their counterparts in LDPC section, requiring only straightforward changes from
∆∞ to f0. We skip these proofs for brevity.
Definition 57: The shift operator S : XNw → XNw is defined pointwise by
[S(x)]1 , f0, [S(x)]i , xi−1, 2 ≤ i ≤ Nw.
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Lemma 58: Let x ∈ XNw be such that x  f0 , [f0, · · · , f0] and xi = xi0 , for
i0 ≤ i ≤ Nw. Also suppose i0 ≤ 2N . Then the change in the potential functional for
a modified system associated with the shift operator is bounded by
Uc(S(x); c)− Uc(x; c) ≤ Us(f0; c)− Us(xi0; c) (II.16)
Proof. See Section II.H.5.1.
Lemma 59: If x ≻ f0 is a fixed point of the modified system resulting from ∆0
initialization, then
dxUc(x; c)[S(x)− x] = 0,
and moreover, xi0 is not in the basin of attraction to f0 (i.e., xi0 /∈ V(c)).
Lemma 58, Lemma 59, and Definition 51(ii) therefore imply that, for a non-trivial
fixed point x resulting from initializing the modified system with ∆0,
Uc(S(x); c)− Uc(x; c) ≤ Us(f0; c)− Us(xi0; c) ≤ −∆E(c).
We note that while the shift bound in Lemma 58 requires i0 ≤ 2N , which is satisfied
by choosing N > ⌈w−1
2
⌉, this restriction has no bearing on Theorem 61. This is
because for a fixed w, distributions of spatially-coupled systems with larger N are
degraded with respect to that of systems with smaller N .
Lemma 60: Suppose x is a fixed point of the modified system resulting from ∆0
initialization. Then ∣∣∣d2x1Uc(x1; c)[S(x)− x, S(x)− x]∣∣∣ ≤ Kλ,ρw ,
where the constant Kλ,ρ , L
′(1) (2ρ′′(1) + ρ′(1) + 2λ′(1)ρ′(1)2) is independent of N
and w.
Theorem 61: Fix the LDGM(λ, ρ) ensemble and a BMS channel c with ∆E(c) > 0.
For the (λ, ρ,N, w) spatially-coupled LDGM ensemble with w > Kλ,ρ/(2∆E(c)), any
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fixed point x of density evolution satisfies
xi  f0(c), 1 ≤ i ≤ Nw.
II.G CONCLUSIONS
In this chapter, a proof of threshold saturation, based on potential functions,
is provided for spatially-coupled codes over BMS channels. In particular, we show
that for spatially-coupled irregular LDPC codes over a BMS channel, the belief-
propagation decoding threshold saturates to the conjectured MAP threshold. For
LDGM codes, although the notion of thresholds is not systematically defined, a
similar result holds. A converse to the threshold saturation result is also provided
for LDPC codes. This result reiterates the generality of the threshold saturation
phenomenon, which is now evident from many observations and proofs that span a
wide variety of systems.
The approach taken here can be seen as analyzing the average Bethe free entropy
in the large-system limit. We also believe that this approach can be extended to
more general graphical models by computing their average Bethe free entropy.
II.H APPENDIX
II.H.1 A Metric Topology on X
This section establishes a metric topology on X that is homeomorphic to the
weak topology on the set of probability measures on [0, 1]. The given metric is
closely related to the entropy functional. The reader is assumed to be familiar with
the notation in Section II.B.
For x ∈ X , recall from Proposition 7,
H (x) = 1−
∞∑
k=1
γkMk(x), where γk =
(log 2)−1
2k(2k − 1) .
The entropy distance dH : X × X → R is defined as
dH(x1, x2) ,
∞∑
k=1
γk |Mk(x1)−Mk(x2)| .
Endow the space of extended real numbers R = [−∞,∞] with the metric given
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by dR(α1, α2) = |tanh(α1)− tanh(α2)|. Under this metric, R is compact. We begin
by establishing a bijection between the set of symmetric probability measures on R,
X , and the set of probability measures on [0, 1], denoted by P([0, 1]). This bijection
is useful when characterizing the properties of the entropy distance dH.
Remark: The role of the entropy distance dH is similar to that of the Wasserstein
metric in [19, Section II-H]. In fact, one could easily define a weighted Wasserstein
metric where, like dH, the distance between x1 and x2 is equal to H (x1 − x2) if x1  x2.
The relationship between such a weighted Wasserstein metric and dH warrants further
attention.
The function defined by ψ : [−∞,∞] → [0, 1], ψ(α) = tanh2(α
2
) is continuous.
Consider the pushforward measure from X to P([0, 1]) induced by ψ,
Ψ: X → P([0, 1])
x 7→ xˆ,
where xˆ(A) = x(ψ−1(A)) for all Borel sets A ∈ B([0, 1]). Below, for any x ∈ X , we
denote xˆ for Ψ(x). For any measurable f : [0, 1] → R, ∫ fdxˆ = ∫ (f ◦ ψ)dx. This
immediately implies that
∫
αkxˆ(dα) =
∫
tanh2k
(
α
2
)
x(dα). Thus, k-th moments of xˆ
are given by Mk(x).
Lemma: The function Ψ: X → P([0, 1]) defined above is a bijection.
Proof. For injectivity of Ψ, consider x1, x2 ∈ X such that xˆ1 = xˆ2. Clearly, x1({0}) =
x2({0}). Suppose E is a Borel set in B((0,∞]) and AE = ψ(E). We have
x1(ψ
−1(AE)) = x2(ψ−1(AE)),
which implies ∫
−E
x1(dα) +
∫
E
x1(dα) =
∫
−E
x2(dα) +
∫
E
x2(dα),∫
E
(1 + e−α)x1(dα) =
∫
E
(1 + e−α)x2(dα),
due to symmetry. Since 1 + e−α is non-zero, x1(E) = x2(E) for all E ∈ B((0,∞]).
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Again by symmetry,
x1(−E) =
∫
E
e−αx1(dα) =
∫
E
e−αx2(dα) = x2(−E).
This implies that x1(E) = x2(E) for all E ∈ B(R), and consequently, x1 = x2. Hence,
Ψ is injective.
For surjectivity, suppose µ ∈ P([0, 1]). Define measures x1, x2 on [0,∞] such that
for E ∈ B([0,∞]),
x1(E) = µ(ψ(E)), x2(E) =
∫
E
1
1 + e−α
x1(dα).
Extend x2 to [−∞,∞] by defining x as
x(E) = x2(E), for E ∈ B((0,∞]),
x({0}) = 2x2({0}),
x(E) =
∫
−E
e−αx2(dα), for E ∈ B([−∞, 0)).
Then, x is a symmetric probability measure on [−∞,∞], and xˆ = µ. Hence Ψ is
surjective.
Proposition: The set of symmetric probability measures with the entropy distance
(X , dH) is a metric space.
Proof. It is easy to see that dH(·, ·) is non-negative, symmetric, and satisfies the
triangle inequality. For dH to be a metric, it suffices to show that dH(x1, x2) = 0
implies x1 = x2. Let dH(x1, x2) = 0. Note that dH(x1, x2) = 0 iff Mk(x1) = Mk(x2) for
all k ∈ N. Thus ∫ αkxˆ1(dα) = ∫ αkxˆ2(dα), for all k ∈ N. By the Hausdorff moment
problem [50, Theorem VII.3.1], xˆ1 = xˆ2. By injectivity of Ψ, x1 = x2. Thus dH is a
metric on X .
Proposition: The metric topology (X , dH) is homeomorphic to the weak topology
on P([0, 1]).
Proof. It suffices to show that Ψ and Ψ−1 are continuous. Suppose µn → µ weakly
in P([0, 1]). Since xk : [0, 1] → [0, 1] is a bounded continuous function for k ∈ N,
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∫
αkµn(dα) →
∫
αkµ(dα) . But this implies Mk(Ψ
−1(µn)) → Mk(Ψ−1(µ)). Hence
Ψ−1 is continuous.
For the continuity of Ψ, let xn
dH−→ x in X . That is ∫ αkxˆn(dα)→ ∫ αkxˆ(dα), and
consequently,
∫
p(α)xˆn(dα) →
∫
p(α)xˆ(dα), for any polynomial p : [0, 1] → R. By
an application of the Stone-Weirstrass theorem [51, Theorem 4.45], polynomials are
dense in the set of continuous functions on [0, 1] under the supremum norm, C[0, 1].
This implies
∫
f(α)xˆn(dα) →
∫
f(α)xˆ(dα), for any f ∈ C([0, 1]). Thus xˆn → xˆ
weakly, and this establishes the continuity of Ψ.
Corollary: The metric topology (X , dH) is compact and separable. Since compact
metric spaces are complete, it is also a Polish space.
Proposition: The functionals H: X → R and Mk : X → R are continuous.
Proof. The continuity of H follows since |H (x1)− H (x2)| ≤ dH(x1, x2), while the
continuity of Mk(·) follows from |Mk(x1)−Mk(x2)| ≤ 1γk dH(x1, x2).
Proposition: If we endow X × X with the product topology, then the operators
 : X ×X → X and  : X × X → X are continuous.
Proof. Suppose xn,1
dH−→ x1 and xn,2 dH−→ x2. Below, we will show that xn,1  xn,2 dH−→
x1  x2 and xn,1  xn,2
dH−→ x1  x2. First, consider the operator .
dH(xn,1  xn,2, x1  x2) =
∞∑
k=1
γk |Mk(xn,1)Mk(xn,2)−Mk(x1)Mk(x2)|
≤
∞∑
k=1
γk |Mk(xn,1)−Mk(x1)|Mk(xn,2)
+
∞∑
k=1
γk |Mk(xn,2)−Mk(x2)|Mk(x1)
≤ dH(xn,1, x1) + dH(xn,2, x2)→ 0.
Thus  is continuous. For the operator , note that xˆn,1 → xˆ1 weakly and xˆn,2 → xˆ2
weakly. Let µn = Ψ(xn,1  xn,2). We have
Mk(xn,1  xn,2) =
∫
tanh2k
(
α
2
)
(xn,1  xn,2)(dα)
=
∫
αkµn(dα)
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=∫∫
f,k(α1, α2)xˆn,1(dα1)xˆn,2(dα2),
where the kernel f,k : [0, 1]× [0, 1]→ R is the continuous function given by
f,k(α1, α2) =
1+
√
α1α2
2
tanh2k
(
tanh−1(
√
α1) + tanh
−1(
√
α2)
)
+
1−√α1α2
2
tanh2k
(
tanh−1(
√
α1)− tanh−1(√α2)
)
.
Since f,k is continuous and {xˆn,1}, {xˆn,2} converge weakly,∫∫
f,k(α1, α2)xˆn,1(dα1)xˆn,2(dα2)→
∫∫
f,k(α1, α2)xˆ1(dα1)xˆ2(dα2)
=
∫
αkµ(dα) = Mk(x1  x2),
where µ = Ψ(x1  x2). Thus Mk(xn,1  xn,2) → Mk(x1  x2), and consequently,
xn,1  xn,2
dH−→ x1  x2. This establishes the continuity of .
Proposition: If a sequence of measures {xn}∞n=1 satisfies xn+1  xn (respectively,
xn+1  xn), then xn dH−→ x, for some x ∈ X which satisfies x  xn (respectively,
x  xn) for all n.
Proof. We suppose xn+1  xn for n ∈ N; the case where xn+1  xn follows similarly.
Since the entropy functional preserves the order by degradation, H (xn+1) ≥ H (xn).
Since 0 ≤ H (x) ≤ 1 for x ∈ X , {H (xn)} is a Cauchy sequence. For any m > n, since
xm  xn, dH(xm, xn) = H (xm) − H (xn) → 0 as m,n→∞. Thus, the sequence {xn}
is Cauchy and as (X , dH) is complete, xn dH−→ x for some x ∈ X .
To show x  xn, in view of Definition 2, let f be a concave non-increasing function
on [0, 1]. Then, necessarily, f is continuous on [0, 1). First suppose f is continuous
on [0, 1]. We discuss the case where f(1) < limα→1 f(α) separately. Since xn+1  xn,
for any m > n, xm  xn. This implies∫
f
(∣∣tanh (α
2
)∣∣) xm(dα) ≥ ∫ f (∣∣tanh (α2 )∣∣) xn(dα),∫
(f ◦ √·)dxˆm ≥
∫
(f ◦ √·)dxˆn,
lim
m→∞
∫
(f ◦ √·)dxˆm ≥
∫
(f ◦ √·)dxˆn,
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and, since xˆm → xˆ weakly and f ◦
√· is continuous on [0, 1], limm→∞
∫
(f ◦√·)dxˆm =∫
(f ◦ √·)dxˆ. Thus, ∫
(f ◦ √·)dxˆ ≥
∫
(f ◦ √·)dxˆn,∫
f
(∣∣tanh (α
2
)∣∣) x(dα) ≥ ∫ f (∣∣tanh (α
2
)∣∣) xn(dα).
Now suppose f is a concave, non-increasing function on [0, 1], but discontinuous
at 1. Since f is bounded, to show
∫
(f ◦ √·)dxˆ ≥ ∫ (f ◦ √·)dxˆn, we can assume f is
non-negative by adding a suitable constant. Also, there exists a sequence of functions
{fm}∞m=1 that are non-negative, non-increasing, continuous, concave and fm ≤ fm+1,
fm → f pointwise. By the monotone convergence theorem [51, Theorem 2.14],∫
(f ◦ √·)dxˆ = lim
m→∞
∫
(fm ◦
√·)dxˆ,
∫
(f ◦ √·)dxˆn = lim
m→∞
∫
(fm ◦
√·)dxˆn.
Since fm is continuous, from the arguments above,
∫
(fm ◦
√·)dxˆ ≥ ∫ (fm ◦ √·)dxˆn.
Consequently,
∫
(f ◦ √·)dxˆ ≥ ∫ (f ◦ √·)dxˆn. Hence x  xn for any n.
We state the following result without proof as it is similar to the previous propo-
sition.
Proposition: If {x′n}∞n=1, {xn}∞n=1 satisfy x′n  xn and x′n dH−→ x′, xn dH−→ x, then x′  x.
II.H.2 Proofs from Section II.B
II.H.2.1 Proof of Proposition 1
By symmetry and since f(0) = 0 for an odd function,∫
f(α)x(dα) = f(0)x({0})+
∫
(0,∞]
[
f(α)+f(−α)e−α] x(dα)
=
∫
(0,∞]
f(α)(1− e−α) x(dα)
=
∫
(0,∞]
f(α) tanh
(
α
2
)
(1 + e−α) x(dα)
=
∫
f(α) tanh
(
α
2
)
x(dα).
59
II.H.2.2 Proof of Proposition 6
i) Follows from 0 ≤ tanh2k(α) ≤ 1.
ii) Note that f(α) = −α2k is a concave decreasing function over [0, 1]. Since x1  x2,
Definition 2 implies that
−Mk(x1) = If(x1) ≥ If(x2) = −Mk(x2).
Thus, Mk(x1) ≤Mk(x2).
iii) By the equivalent characterization of the operator ,
Mk(x1  x2) =
∫
tanh2k(α
2
)(x1  x2)(dα)
(a)
=
∫∫
tanh2k
(
τ−1(τ(α1)τ(α2))
2
)
x1(dα1)x2(dα2)
=
∫∫
tanh2k
(
α1
2
)
tanh2k
(
α2
2
)
x1(dα1)x2(dα2)
= Mk(x1)Mk(x2),
where τ(α) = tanh(α
2
) in the RHS of (a).
iv) If x = ∆∞ (respectively, x = ∆0), then it is easy to see that Mk(x) = 1 (respec-
tively, Mk(x) = 0) for all k. The other direction follows from
0 < tanh2k(α) if α 6= 0, 1 > tanh2k(α) if α 6= ±∞,
and since the symmetry of the measure implies x({−∞}) = e−∞x({∞}) = 0.
II.H.2.3 Proof of Proposition 8
i) Using Proposition 7 and (y1  y2)(R) = 0 when y1, y2 ∈ Xd, we have the result.
ii) With the observation H (y1  y2) = −H (y1  y2) from Proposition 5, the in-
equalities are trivial. It remains to show that y = 0 when H (y  y) = 0. For
this, let y = x1 − x2 with x1, x2 ∈ X , and observe that
H (y  y) = 0⇐⇒ Mk(x1) = Mk(x2) for all k.
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The fact thatMk(x1) = Mk(x2) for all k iff x1 = x2 follows as a consequence of the
metric properties of the entropy functional; see Definition 10 and Proposition
11.
iii) Using the first part of this proposition and the inequalities Mk(x
′
1) ≤ Mk(x1)
and Mk(x
′
2) ≤Mk(x2), we have the result.
iv) Assume x1 ≻ x2 and consider x3 6= ∆∞. To show H (x1  x3) > H (x2  x3),
observe that
H (x1  x3)−H (x2  x3) = H ([x1 − x2] [x3 −∆∞])
= −H ([x1 − x2] [x3 −∆∞]) (Proposition 5)
=
∞∑
k=0
γk[Mk(x2)−Mk(x1)][1−Mk(x3)] > 0.
The last inequality follows since Mk(x3) < 1 for all k ∈ N (from Proposition
6(iv)) and Mk(x2) > Mk(x1) for some k ∈ N (see the proof of part ii of this
proposition).
Now, consider x3 6= ∆0. Again, we observe that
H (x1  x3)− H (x2  x3) = H ([x1 − x2] x3) =
∞∑
k=0
γk[Mk(x2)−Mk(x1)]Mk(x3) > 0,
where the last inequality follows sinceMk(x3) > 0 for all k andMk(x2) > Mk(x1)
for some k.
II.H.2.4 Proof of Proposition 12
From [38, Problems 4.60-61], 2E(x) ≤ H (x) ≤ B(x), where E(·) is the error
functional E(x) , 1
2
∫
e−(α+|α|)/2x(dα). From [38, Lemma 4.66], for n ≥ 2,
αB(x)3/2√
n
B(x)n ≤ 2E(xn) ≤ B(x)n,
for a constant α > 0. The above relations, together with B(xn) = B(x)n, imply
that limn→∞ 1n log H (x
n) = logB(x).
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II.H.3 Proofs From Section II.C
II.H.3.1 Proof of Lemma 24
The first statement follows from Lemma 23.
For the second part, suppose x is not a fixed point of single system DE. We discuss
the cases x 6= ∆0 and x = ∆0 separately. First, consider x 6= ∆0. The derivative in
Lemma 23 in the direction Ts(x; c)− x is
dxUs(x; c)[Ts(x; c)−x] = L′(1)H
(
(Ts(x; c)−x)2ρ′(x)
)
.
From Proposition 8(ii), the above equation is strictly negative if x 6= Ts(x; c) and
x 6= ∆0. Thus, if x 6= Ts(x; c) and x 6= ∆0,
dxUs(x; c)[Ts(x; c)− x] < 0.
By definition, limδ→0
Us(x+δ[Ts(x;c)−x];c)−Us(x;c)
δ
< 0. Thus, there exists a t ∈ (0, 1] such
that Us (x+ t [Ts(x; c)− x] ; c) < Us(x; c). Therefore, Us(x; c) cannot be a minimum if
x is not a fixed point and x 6= ∆0.
Now, we consider the case x = ∆0. Since x is not a fixed point, Ts(∆0; c) ≺ ∆0.
For notational convenience, let
xt = Ts(∆0; c) + t[∆0 − Ts(∆0; c)] for t ∈ [0, 1].
This implies for t ∈ (0, 1), x0 ≺ xt ≺ ∆0, and by the monotonicity of the operator
Ts, Ts(xt; c)  Ts(∆0; c) = x0 ≺ xt. Define φ : [0, 1] → R, φ(t) = Us(xt; c). As in
Proposition 16, for t ∈ (0, 1),
φ′(t) = dxtUs(xt; c)[∆0 − x0]
= −L′(1)H ([xt − Ts(xt; c)] [∆0 − x0] ρ′(xt))
= L′(1)H
(
[xt − Ts(xt; c)] x0  ρ′(xt)
)
> 0,
by Proposition 3(ii), since xt ≻ Ts(xt; c), x0 6= ∆0 and ρ′(xt) 6= ∆0. Thus,
Us(∆0; c) = φ(1) > φ(0) = Us(x0; c).
As such, Us(∆0; c) cannot be a minimum of Us(· ; c).
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Hence, the minimum of Us(· ; c) can only occur at a density evolution fixed point.
II.H.3.2 Proof of Lemma 26
i) By Proposition 8(iv), H (c1  x) > H (c2  x) if x 6= ∆∞. Thus, Us(x; c1) <
Us(x; c2) if x 6= ∆∞.
ii) Using monotonicity of the DE operator, T
(ℓ)
s (a; c1)  T(ℓ)s (a; c2). Thus, if a ∈
V(c1), then T(∞)s (a; c1) = ∆∞. Then, it is easy to show that T(ℓ)s (a; c2) dH−→ ∆∞.
Thus T
(∞)
s (a; c2) = ∆∞, and a ∈ V(c2).
iii) Follows from parts i and ii.
II.H.3.3 Proof of Lemma 29
i) If hstab = 1, then the result is trivial; therefore we assume hstab < 1. Consider
any h > hstab. From [38, Section 4.9.2], V(c(h)) = {∆∞}, and by the continuity
of Us(· ; c(h)) at ∆∞, ∆E(c(h)) ≤ 0. This implies h ≥ h∗ by Definition 28(iii).
Thus h∗ ≤ hstab.
ii) If h < hstab, there exists an ε > 0 such that for all x with H (x) < ε, x ∈ V(c(h))
[38, Section 4.9.2]. Thus, if dH(x,∆∞) < ε, then dH(∆∞, x) = H (x) < ε, and
hence x ∈ V(c(h)). Thus, there is an ε-ball around ∆∞ which is in V(c(h)).
II.H.3.4 Proof of Lemma 30
If h∗ = 1, then the statement of the lemma is vacuous; suppose h∗ < 1. Let h > h∗.
By assumption, h∗ < hstab, and thus there exists h′ < h such that h∗ < h′ < hstab.
Since h′ < hstab, by Lemma 29,
∆∞ ∈ (V(c(h′)))o =⇒ ∆∞ 6∈ X\V(c(h′)).
Moreover, X\V(c(h′)) is compact and Us(· ; c(h′)) is continuous. Therefore, the in-
fimum inf
x∈X\V(c(h′)) Us(x; c(h
′)) is achieved at some a 6= ∆∞. By Lemma 26(i),
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Us(a; c(h)) is strictly decreasing in h. Therefore,
min
x∈X
Us(x; c(h)) ≤ Us(a; c(h))
< Us(a; c(h
′)) (Since h′ < h)
= inf
x∈X\V(c(h′))
Us(x; c(h
′))
≤ inf
x∈X\V(c(h′))
Us(x; c(h
′))
= ∆E(c(h′)) ≤ 0 (Since h′ > h∗).
Hence, minx∈X Us(x; c(h)) < 0, and there exists an x ∈ X such that Us(x; c(h)) < 0.
II.H.3.5 Proof of Lemma 36
Since the modified system is initialized with x(0) = ∆0, x
(0)
i  x(0)i−1. Suppose at
some iteration ℓ, x
(ℓ)
i  x(ℓ)i−1. If i > i0, then due to the saturation constraint in the
modified system, x
(ℓ+1)
i = x
(ℓ+1)
i0
, x
(ℓ+1)
i  x(ℓ+1)i−1 . For 1 ≤ i ≤ i0, by observing (II.5),
x
(ℓ+1)
i − x(ℓ+1)i−1 =
1
w
ci  λ

( 1
w
w−1∑
j=0
ρ(x
(ℓ)
i+j)
)
− 1
w
ci−w  λ
( 1
w
w−1∑
j=0
ρ(x
(ℓ)
i−w+j)
)
.
Note that ci = c if i ∈ Nv and ci = ∆∞ otherwise. At this point, we need to consider
two cases: 1) 2N ≥ i0 2) 2N < i0.
When 2N ≥ i0, for any 1 ≤ i ≤ i0, i ∈ Nv, which implies ci = c and ci  ci−w.
Since x
(ℓ)
i  x(ℓ)i−1, we see that x(ℓ+1)i  x(ℓ+1)i−1 .
When 2N < i0, for 2N < i ≤ i0, we note that ci = ∆∞. However, 2N < i0 =
N + ⌊w
2
⌋ implies N < ⌊w
2
⌋. Thus, if 2N < i ≤ i0, then we have
2N − w < i− w ≤ i0 − w = N + ⌊w2 ⌋ − w ≤ N − ⌊w2 ⌋ < 0.
As such, ci−w = ∆∞. Here again, ci  ci−w and x(ℓ+1)i  x(ℓ+1)i−1 .
By letting ℓ → ∞, we have xi  xi−1 by Proposition 11, where x is the limit of
{x(ℓ)}.
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II.H.3.6 Proof of Lemma 38
The linearity of the entropy functional and the properties of the operators  and
 (e.g., see Proposition 14) allow one to write
dxUc(x; c)[y] =
Nw∑
i=1
dxiUc(x; c)[yi].
As in the proof of Lemma 23, using the duality rule for entropy for differences of
symmetric measures, the derivatives of the first three terms of Uc in (II.6) are
dxiH
(
R(xi)
)
[yi] = R
′(1)H
(
ρ(xi) yi
)
,
dxiH
(
ρ(xi)
)
[yi] = H
(
ρ′(xi) yi
)
,
dxiH
(
xi  ρ
(xi)
)
[yi] = H
(
ρ(xi) yi
)
+H
(
ρ′(xi) yi
)
− H (xi  [ρ′(xi) yi]) .
For the final term in (II.6), observe that if w ≤ i ≤ 2N , since there are exactly w
components containing xi, its derivative with respect to xi is
L′(1)
w
w−1∑
k=0
H
(
cλ
( 1
w
w−1∑
j=0
ρ(xi−k+j)
)
(ρ′(xi)yi)
)
.
If 1 ≤ i < w, derivative of the final term in (II.6) with respect to xi is
L′(1)
w
i−1∑
k=0
H
(
cλ
( 1
w
w−1∑
j=0
ρ(xi−k+j)
)
(ρ′(xi)yi)
)
.
This can be written as
L′(1)
w
w−1∑
k=0
H
(
ci−kλ
( 1
w
w−1∑
j=0
ρ(xi−k+j)
)
(ρ′(xi)yi)
)
,
where ci = c when 1 ≤ i ≤ 2N and ci = ∆∞ otherwise. This is because H (∆∞  x) =
0 for any x, and hence the additional terms that are added evaluate to zero. A similar
expression holds when 2N < i ≤ Nw. Combining these observations, the derivative
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of the final term in (II.6) with respect to xi for 1 ≤ i ≤ Nw is
L′(1)
w
w−1∑
k=0
H
(
ci−kλ
( 1
w
w−1∑
j=0
ρ(xi−k+j)
)
(ρ′(xi)yi)
)
,
which is L′(1)H (Tc(x; c)i  (ρ′(xi) yi)). Consolidating these four terms and using
Proposition 5 results in (II.7).
II.H.3.7 Proof of Lemma 39
We have
d2xUc(x; c)[y, z] =
Nw∑
m=1
Nw∑
i=1
dxm (dxiUc(x; c)[yi]) [zm].
Using the calculations for dxiUc(x; c)[yi] in Section II.H.3.6, it is tedious but straight-
forward to obtain the desired result.
II.H.4 Proofs From Section II.D
II.H.4.1 Proof of Lemma 41
Due to the boundary condition xi = xi0, for i0 ≤ i ≤ Nw, the only terms that
contribute to Uc(S(x); c)− Uc(x; c) are given by
Uc(S(x); c)− Uc(x; c) =− L′(1)R′(1)H
(
R(xNw)
)− L′(1)H (ρ(xNw))
+L′(1)H
(
xNwρ
(xNw)
)
+H
(
cL
( 1
w
w−1∑
j=0
ρ(x2N+j)
))
−H
(
c L
( 1
w
w−1∑
j=0
ρ(xj)
))
, where x0 = ∆∞.
Since x2N+j  xNw = xi0 for 0 ≤ j ≤ w − 1 and the contribution from the last term
is negative,
Uc(S(x); c)− Uc(x; c) ≤ −L′(1)R′(1)H
(
R(xNw)
)− L′(1)H (ρ(xNw))
+L′(1)H
(
xNwρ
(xNw)
)
+H
(
cL
(
ρ(xNw)
))
= −Us(xNw ; c) = −Us(xi0; c).
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II.H.4.2 Proof of Lemma 42
Since x is a fixed point of the modified system, xi = Tc(x; c)i, for 1 ≤ i ≤ i0.
Since xi = xi−1 for i0 < i ≤ Nw, we have [S(x)− x]i = 0. The first result follows from
applying these relations to the directional derivative given in Lemma 38.
Below, we show that xi0 6∈ V(c). By assumption, we know that x ≻ ∆∞, and by
Lemma 36, xi  xi−1. Thus, xi0 ≻ ∆∞. Also,
xi0 = Tc(x; c)i0 =
1
w
w−1∑
k=0
ci0−k  λ

( 1
w
w−1∑
j=0
ρ(xi0−k+j)
)
 1
w
w−1∑
k=0
ci0−k  λ

( 1
w
w−1∑
j=0
ρ(xi0)
)
 c λ (ρ (xi0))
= Ts(xi0 ; c).
Hence, by Lemma 18, T
(∞)
s (xi0; c)  Ts(xi0; c)  xi0 ≻ ∆∞. Thus xi0 /∈ V(c).
II.H.4.3 Proof of Lemma 43
Let y = S(x)− x, with componentwise decomposition
yi = [S(x)− x]i = xi−1 − xi,
where xi = ∆∞ for i < 1. Since x is a fixed point of the modified system, if i > i0,
due to the saturation constraint, xi = xi−1. If 1 ≤ i ≤ i0, then using the update in
(II.5) gives
xi−1 − xi = 1
w
ci−w  λ
( 1
w
w−1∑
j=0
ρ(xi−w+j)
)
− 1
w
ci  λ

( 1
w
w−1∑
j=0
ρ(xi+j)
)
.
Thus, yi = xi−1 − xi is of the form 1wai − 1wbi, ai, bi ∈ X for all i (if i > i0, ai = bi).
From Lemma 39 and (II.8), the first three terms of the second-order directional
derivative are of the form, for some d ∈ X ,
H (d yi  yi) =
1
w
H (d3  (bi − ai) (xi − xi−1)) ,
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by linearity of the entropy functional. From Lemma 36, xi  xi−1, and by Proposition
9, this term is absolutely bounded by
|H (d yi  yi)| ≤ 1
w
H (xi − xi−1) .
The final term is of the form, for some d1, d2, d3, d4, d5 ∈ X ,
|H (d1  [d2  ym] [d3  yi])| = |H ([d1  (d2  ym)] [d3  yi])| (Proposition 5)
= |H (d3  [d1  (d2  ym)] yi)|
=
1
w
|H (d3  [d5−d4] [xi−xi−1])| (ym= 1wam− 1wbm)
≤ 1
w
H (xi − xi−1) . (Proposition 9)
By telescoping, one observes
∑Nw
i=1H (xi − xi−1) = H (xNw −∆∞) ≤ 1. Combining
these observations, the triangle inequality provides∣∣∣d2x1Uc(x1; c)[y, y]∣∣∣ ≤ L′(1)(2ρ′′(1) 1w + ρ′(1) 1w + 2wλ′(1)ρ′(1)2w 1w
)
=
L′(1) (2ρ′′(1) + ρ′(1) + 2λ′(1)ρ′(1)2)
w
.
II.H.5 Proofs from Section II.F
II.H.5.1 Proof of Lemma 58
Due to the boundary condition xi = xi0 for i0 < i ≤ Nw and by assumption
i0 ≤ 2N , the terms that contribute to Uc(S(x); c)− Uc(x; c) are given by
Uc(S(x); c)− Uc(x; c) = Us(f0; c)− Us(xi0; c) + L′(1)H
(
f0 
[ 1
w
w−1∑
j=0
c ρ(xj)
])
− L′(1)H (f0  [c ρ(f0)])− H(L( 1
w
w−1∑
j=0
c ρ(xj)
))
+H
(
L(c ρ(f0))
)
,
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where x0 = f0. It suffices to show that the contribution from the last four terms is
negative. Define F : Xw → R by
F (x) = L′(1)H
(
f0
[ 1
w
w−1∑
j=0
c ρ(xj)
])
− L′(1)H (f0[c ρ(f0)])
−H
(
L
( 1
w
w−1∑
j=0
cρ(xj)
))
+H
(
L(cρ(f0))
)
.
It is easy to see that F (f0) = 0, where f0 = [f0, · · · , f0]. For fixed x ≻ f0, define
φ : [0, 1] → R as φ(t) = F (f0 + t(x − f0)). Then, φ(0) = F (f0), φ(1) = F (x) and for
t ∈ [0, 1],
φ′(t) = dx1 F (x1)[x− f0]
∣∣∣
x1=f0+t(x−f0)
=
L′(1)
w
w−1∑
i=0
H
([
f0−λ
( 1
w
w−1∑
j=0
cρ(txj+(1− t)f0)
)]

[
cρ′(txi + (1− t)f0) (xi − f0)
])
=
L′(1)
w
w−1∑
i=0
H
([
λ
( 1
w
w−1∑
j=0
cρ(txj+(1− t)f0)
)
−f0
]

[
cρ′(txi + (1− t)f0) (xi − f0)
])
.
Also, since x ≻ f0, xi  f0 and txj + (1− t)f0  f0. Thus,
λ
( 1
w
w−1∑
j=0
cρ(txj+(1− t)f0)
)
 λ
( 1
w
w−1∑
j=0
cρ(f0)
)
= λ(c ρ(f0)) = f0,
since f0 is a fixed point. By Proposition 8(iii), φ
′(t) ≤ 0. Thus, φ(1) ≤ φ(0), which
implies F (x) ≤ F (f0) = 0 for any x ≻ f0. Consequently,
Uc(S(x); c)− Uc(x; c) ≤ Us(f0; c)− Us(xi0; c).
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II.H.6 Negativity of Potential Functional Beyond Potential Threshold
In this section, we discuss negativity of the potential functional (Lemma 30)
beyond the potential threshold when h∗ = hstab.
Suppose h∗ = hstab. Consider any h > hstab and observe that λ′(0)ρ′(1)B(c(h)) >
1. For some x ∈ X , define φ : [0, 1]→ R, φ(t) = Us(∆∞+ t(x−∆∞); c(h)). According
to Proposition 16, note that φ is a polynomial in t, and φ(0) = 0. By Lemma 23,
since ∆∞ is a fixed point of single system DE, φ′(0) = 0. Moreover,
φ′′(0) = L′(1)H
( [
y − c(h) λ′ (ρ(∆∞)) [ρ′(∆∞) y]]

[
ρ′(∆∞) y
] )
, where y = x−∆∞.
= L′(1)ρ′(1)H ([y − λ′(0)ρ′(1)c(h) y] y)
= L′(1)ρ′(1)H (x x− λ′(0)ρ′(1)c(h) x x) .
For a family of BEC or binary input AWGN channels, we can choose x ∈ X such
that x2 = c(h)n for any n ∈ N. For such a choice of x,
φ′′(0) = L′(1)ρ′(1)H
(
c(h)n − λ′(0)ρ′(1)c(h)n+1) = L′(1)ρ′(1)
(λ′(0)ρ′(1))n
(f(n)− f(n+ 1)),
where f(n) = (λ′(0)ρ′(1))nH (c(h)n). Since λ′(0)ρ′(1)B(c(h)) > 1, by Proposition
12,
lim
n→∞
1
n
log f(n) = λ′(0)ρ′(1)B(c(h)) > 1.
As such, limn→∞ f(n) =∞, and thus there exists m ∈ N such that f(m) < f(m+1).
Thus, for a suitable choice of x such that x2 = c(h)m, we have φ′′(0) < 0. Since
φ is a polynomial with φ(0) = φ′(0) = 0, there exists a t ∈ (0, 1] such that φ(t) =
Us(∆∞ + t(x − ∆∞); c(h)) < 0. Thus, we have produced a suitable x for which
Us(x; c(h)) < 0. This completes the discussion for BEC and binary input AWGN
channels.
For general BMS channels, we can show the same result under the condition
lim
n→∞
H (xn+1)
H (xn)
= B(x).
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For this to hold, by Proposition 12, it suffices to show that the limit
lim
n→∞
H
(
xn+1
)
/H
(
xn
)
exists. One way to guarantee the existence of such a limit is to show that the sequence
of numbers {H (xn)} is log-convex,
H
(
xn+1
)
H
(
xn−1
) ≥ H (xn)2 ,
which itself follows by showing that the sequence {H (xn)} is completely monotonic
[52, Proposition 4.7, Appendix A]. That is, the k-th differences of the sequence
{H (xn)},
H
(
xn  (x−∆0)k
)
= (−1)kH (xn  (∆0 − x)k) ,
have the sign (−1)k. That first and second differences of this sequence have the sign
−1 and +1, respectively, follows from Proposition 8. However, it remains to show
H
(
xn  (∆0 − x)k
)
> 0, for k > 2.
II.H.7 Connecting the Potential Functional and the RS Free Entropy
The purpose of this section is to provide pedagogical insight into the potential
functional. As such, the following discussion is independent from the results of this
chapter and the uninterested reader may skip this subsection.
The potential functional in Definition 20 can be viewed as a Lyapunov function.
For the problem at hand, the negative of the replica-symmetric (RS) free entropy
associated with the code ensemble is both a “natural” and an “optimal” Lyapunov
function. It is optimal in the sense that it allows one to prove threshold saturation
up to the MAP threshold (as w → ∞), and it is natural because of its connection
to RS formulas of statistical physics. Below, we first describe the RS free entropy
for a general statistical mechanical system and then show how the corresponding
expression for an LDPC ensemble reduces to the negative of the potential functional
in Definition 20. We then briefly describe how the calculations change for LDGM
ensembles. The choice of the negative sign for the potential is a convention for
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consistency with [11, 12, 35].4
II.H.7.1 RS Free Entropy of General Graphical Models
Consider a graphical model on a bipartite graph G = (V, C,E) with variable-
node set V , a factor-node set C, and a set E of edges connecting variable- and
factor-nodes. Let A be a discrete alphabet (for example A = {0, 1}). Then, A|V | is
the set of all possible assignments to the variable-nodes. For i ∈ V , we denote the
neighborhood of i ∂i as the set of all factor-nodes a such that (i, a) ∈ E; for a ∈ C, a
similar definition is given for ∂a. For x ∈ A|V | and a subset U ⊂ V , we write (xi)i∈U
for the collection of elements in {xi|i ∈ U}.
Each variable-node i ∈ V has an associated weight function gi : A → [0,∞), and
each factor-node a ∈ C has an associated function fa : A|∂a| → [0,∞), which is a
mapping from assignments of variable-nodes in ∂a, i.e. a function acting on un-
ordered sets. One is generally interested in the marginals of the probability measure
P (x) =
1
Z
∏
a∈C
fa((xi)i∈∂a)
∏
i∈V
gi(xi),
where the normalizing factor
Z =
∑
x∈A|V |
∏
a∈C
fa((xi)i∈∂a)
∏
i∈V
gi(xi)
is called the partition function. The free entropy is defined as
1
|V | logZ.
The quantity logZ is closely related to the conditional entropy of the input in a
communication channel given the output, and thus it naturally appears in a MAP
decoding problem. See [53, Section 15.4] for more details.
It is well known that when G is a tree, a recursive evaluation of the sums allows
one to solve for the marginals and the partition function exactly using the message
4This convention is also consistent with physics concepts: because parity-checks of LDPC codes
are hard constraints, the RS free entropy is the negative of the RS free energy, thus the potential
functional is the RS free energy. Moreover, in physics, entropies are maximized and energies,
potentials are minimized.
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passing formulas:
µi→a(xi) =
gi(xi)
∏
b∈∂i\a µˆb→i(xi)∑
xi∈A gi(xi)
∏
b∈∂i\a µˆb→i(xi)
µˆa→i(xi) =
∑
(xj)j∈∂a\i
fa((xj)j∈∂a)
∏
j∈∂a\i µj→a(xj)∑
(xj)j∈∂a
fa((xj)j∈∂a)
∏
j∈∂a\i µj→a(xj)
.
On a tree, these formulas are solved by initializing the messages emanating from
leaf nodes and then recursively computing all the other messages. When a leaf
node is the factor-node a, the outgoing message is µˆa→i(xi)∝ fa(xi). Note that the
factor-node degree is one here. When it is a variable-node i, the outgoing message is
µi→a(xi)∝gi(xi). The marginal distribution µi at variable-node i ∈ V is then given
by
µi(xi) =
gi(xi)
∏
a∈∂i µˆa→i(xi)∑
xi∈A gi(xi)
∏
a∈∂i µˆa→i(xi)
.
The free entropy on a tree is given by the Bethe formula
1
|V | logZ =
1
|V |
(∑
i∈V
ϕi +
∑
a∈C
φa −
∑
(i,a)∈E
ψi,a
)
, (II.17)
where
ϕi , log
(∑
xi∈A
gi(xi)
∏
b∈∂i
µˆb→i(xi)
)
,
φa , log
( ∑
(xi)i∈∂a
fa((xi)i∈∂a)
∏
j∈∂a
µˆj→a(xj)
)
,
ψi,a , log
(∑
xi∈A
µi→a(xi)µˆa→i(xi)
)
.
When G is not a tree, it is usually difficult to calculate the free entropy exactly. In
this case, (II.17) can be seen as the pseudo-dual of the Bethe free entropy [54]. It
also provides a first, a priori uncontrolled, approximation for the free entropy.
We now concentrate on random graphical models where G is an instance of a
random bipartite graph. We assume that the functions fa and gi are realizations of
possibly random functions f and g. For example, the weight function gi(xi; Yi) could
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be an implicit function of random observation Yi. An application to LDPC ensembles
below will make this framework clear. Also, we denote by E[·], the expectation with
respect to all random objects.
The RS free entropy functional is an average of the Bethe formula (II.17) applied
to the graph ensemble. Fix a trial probability measure m over the simplex{
(α1, · · · , α|A|) ∈ [0, 1]|A| |
∑
i
αi = 1
}
.
Let µ = (µ(x))x∈A be a random variable distributed according to m, where the
random variables µ(x), for x ∈ A, are its components. Draw an integer re from the
edge-perspective factor-node degree distribution. Let µi, for i = 1, · · · , re − 1, be
iid random variables distributed according to m. In the following, we define a new
random variable µˆ, over the simplex given above, by its components:
µˆ(x),
∑
(x1,...,xre−1)∈Are−1
fa(x, x1, · · · , xre−1)
re−1∏
i=1
µi(xi)
∑
(x0,x1,··· ,xre−1)∈Are
fa(x0, x1, · · · , xre−1)
re−1∏
i=1
µi(xi)
.
Draw integers r, ℓ from the node-perspective factor- and variable-node degree distri-
butions, respectively. Let µi for i = 1, · · · , r and µˆi for i = 1, · · · , ℓ be independent
copies of µ and µˆ, respectively.
Define the RS free entropy functional, a function of the trial distribution m, as
ΦRS(m) , E
[
log
(∑
x∈A
g(x)
ℓ∏
j=1
µˆj(x)
)]
+
L′(1)
R′(1)
E
[
log
( ∑
(x1,...,xr)∈Ar
f(x1, · · · , xr)
r∏
i=1
µi(xi)
)]
− L′(1)E
[
log
(∑
x∈A
µ(x)µˆ(x)
)]
. (II.18)
Each successive term is an average of the variable, factor and edge sums in the
Bethe formula (II.17). We note that E[ℓ] = L′(1) and E[r] = R′(1). The coefficient
L′(1)/R′(1) accounts for the average number of factor-nodes per variable-node in the
second term, and L′(1) accounts for the average number of edges per variable-node
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in the third term.
The RS approximation for the free entropy of a random graphical model is given
by the minimum of this functional over an appropriate class of trial measures m.
This approximation, or it’s more sophisticated versions, may or may not be exact.
Exactness of the RS formulas, if true, is usually difficult to prove and is the subject
of various conjectures.
Finally, we point out that such formulas for sparse graph models were first derived
in the framework of the replica method [55]. Apart from the conceptual problems
related to the replica method, the derivations are also quite algebraically involved
for the case of sparse graphs. The approach presented here via the Bethe formalism
is better suited to sparse graphs and is of a more probabilistic nature.
II.H.7.2 Application to LDPC ensembles
We now specialize the RS free entropy functional to the LDPC(λ, ρ) ensemble.
Here, the alphabet is binary, A ∈ {0, 1}. The quantity P (x) is the posterior probabil-
ity of the input vector given the output vector. The parity check constraint functions
are fa((xi)i∈∂a) = 1(⊕i∈∂axi = 0), and the weight function at a variable-node is the
prior from channel observations, gi(xi) = Pr(Yi|xi)/Pr(Yi|0) = e−lixi, where li is the
LLR of the memoryless channel output assuming that 0 was transmitted.5
Remark: It is instructive to note that it is possible to choose different functions gi
without changing P (x), e.g. gi(xi) = e
li(1−2xi)/2 is chosen in [36, 42]. Depending on
the choice of gi, the Bethe free entropy may be different. However, the estimate of
the conditional entropy can be adjusted accordingly and remains independent of the
choice of the functions gi.
Since the alphabet is binary, we can parameterize the vectors (µ(0), µ(1)) and
(µˆ(0), µˆ(1)) by real valued random variables ν and νˆ as follows:
ν = log
µ(0)
µ(1)
, νˆ = log
µˆ(0)
µˆ(1)
.
Equivalently,
µ(x) =
1 + (−1)x tanh ν
2
2
, µˆ(x) =
1 + (−1)x tanh νˆ
2
2
.
5The random variable li is distributed according to the BMS channel c.
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The random variable ν is distributed according to a trial measure n. By taking
re − 1 independent copies ν1, · · · , νre−1 of ν, it is easy to show that νˆ has the same
distribution as
νˆ ∼ 2 tanh−1
(
re−1∏
i=1
tanh νi
2
)
. (II.19)
Also, take r independent copies ν1, · · · , νr of ν, and ℓ independent copies νˆ1, · · · , νˆℓ
of νˆ. Straightforward algebra shows that the RS free entropy functional in (II.18) is
given by
ΦRS,LDPC(n) = E
[
log
( ℓ∏
j=1
1
2
[
1 + tanh
νˆj
2
]
+ e−l
ℓ∏
j=1
1
2
[
1− tanh νˆj
2
])]
+
L′(1)
R′(1)
E
[
log
(1
2
[
1 +
r∏
i=1
tanh νi
2
])]
− L′(1)E
[
log
(1
2
[
1 + tanh ν
2
tanh νˆ
2
])]
, (II.20)
where the random variable l is distributed according to the BMS channel c. We note
that the above expectation E[·] includes the average over the LDPC(λ, ρ) ensemble
via the integers ℓ and r drawn according to the variable- and check-node degree
distributions, respectively.
We will now relate (II.20) to the potential functional in Definition 20. First note
that the definitions of the operators  and  in Section II.B imply for any k ≥ 1
and symmetric measures xi, i = 1, . . . , k,
H
(
ki=1xi
)
=
∫
log2(1 + e
−∑ki=1 αi)
k∏
i=1
xi(dαi), (II.21)
H
(
ki=1xi
)
= −
∫
log2
(1
2
[
1 +
k∏
i=1
tanh αi
2
]) k∏
i=1
xi(dαi). (II.22)
First consider the second term in (II.20). Using (II.22), since νi is distributed ac-
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cording to n,
L′(1)
R′(1)
E
[
log
(1
2
[
1 +
r∏
i=1
tanh νi
2
])]
= −(log 2)L
′(1)
R′(1)
H
(
R(n)
)
. (II.23)
For the third term in (II.20), since νˆ is distributed according to (II.19), using (II.22),
L′(1)E
[
log
(1
2
[
1 + tanh ν
2
tanh νˆ
2
])]
= L′(1)E
[
log
(1
2
[
1 + tanh ν
2
re−1∏
i=1
tanh νi
2
])]
= −(log 2)L′(1)H (n ρ(n)) . (II.24)
For the first term in (II.20), we have
E
[
log
( ℓ∏
j=1
1
2
[
1 + tanh
νˆj
2
]
+ e−l
ℓ∏
j=1
1
2
[
1− tanh νˆj
2
])]
= E
[ ℓ∑
j=1
log
(
1
2
[
1+tanh
νˆj
2
])]
+E
[
log(1+e−l−
∑ℓ
j=1 νˆj)
]
= L′(1)E
[
log
(
1
2
[
1+tanh νˆ
2
])]
+E
[
log(1+e−l−
∑ℓ
j=1 νˆi)
]
= −(log 2)L′(1)H (ρ(n))+ (log 2)H (c L(ρ(n))) , (II.25)
where we used (II.19), (II.22) and (II.21) to get the last equality.
Collecting (II.25), (II.23), (II.24), we find that
ΦRS,LDPC(n) = −(log 2)Us(n; c),
which shows that the potential functional is the negative of the RS free entropy
functional.
For completeness, we point out that the conditional entropy H (Xn|Y n) of the
input Xn conditional on the output Y n is equal to the free entropy averaged over
the noise realizations E[H (Xn|Y n)] = E[log2 Z]. For a detailed discussion of this
relation, see [36, 39, 42]. Again, we note that due to different normalizations of the
free entropy, additional nuisance terms may appear in these references. As stated in
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Lemma 32, it is shown in these references that
E[H (Xn|Y n)] ≥ − inf
x∈X
Us(x; c(h)).
It is conjectured that this is in fact an equality, and recently the equality has been
proven for a class of regular codes and smooth channel families [43]. This is a case
where the replica formula allows an exact calculation of the average free entropy.
II.H.7.3 Application to LDGM ensembles
We now briefly describe the calculations involved in obtaining the potential func-
tional for LDGM ensembles in Definition 49. Observing the Tanner graph represen-
tation of an LDGM code in Fig. II.4, each generator-node a is connected to a code-bit
xa, and to each code-bit xa there is an associated observation la, which is the LLR
of the channel output. The parity-check constraint function at the generator-node a
is given by
fa((ui)i∈∂a) = e−laxa1(⊕i∈∂aui ⊕ xa = 0).
In the set ∂a above, we do not include the neighbor xa. The weight function at an
information-node is given by gi(ui) = 1.
With the above functions, the RS free entropy in (II.18) for LDGM ensembles is
given by
ΦRS,LDGM(n) = E
[
log
( ℓ∏
j=1
1
2
[
1 + tanh
νˆj
2
]
+
ℓ∏
j=1
1
2
[
1− tanh νˆj
2
])]
+
L′(1)
R′(1)
E
[
log
(1 + r∏
i=1
tanh νi
2
+ e−l
[
1−
r∏
i=1
tanh νi
2
]
2
)]
− L′(1)E
[
log
(1
2
[
1 + tanh ν
2
tanh νˆ
2
])]
, (II.26)
where the random variable l is distributed according to c, and νˆ has the same distri-
bution as νˆ ∼ 2 tanh−1 (tanh l
2
∏re−1
i=1 tanh
νi
2
)
. Proceeding as in the LDPC case, the
three terms in (II.26) are, respectively,
− (log 2)L′(1)H (c ρ(n))+ (log 2)H (L(c ρ(n))) ,
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(log 2)
L′(1)
R′(1)
H (c)− (log 2)L
′(1)
R′(1)
H
(
c R(n)
)
, (log 2)L′(1)H
(
n c ρ(n)
)
,
which gives the relation ΦRS,LDGM(n) = −(log 2)Us(n; c).
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CHAPTER III
SPATIALLY-COUPLED CODES FOR WYNER-ZIV, GELFAND-PINSKER,
WRITE-ONCE MEMORY SYSTEMS*
III.A INTRODUCTION
In this chapter, we focus on three coding problems: 1) rate distortion with
side-information (Wyner-Ziv formulation) 2) channel coding with side information
(Gelfand-Pinsker formulation), and 3) coding for a write-once memory (WOM) sys-
tem.
For lossy compression with a fixed distortion constraint and side information
at the receiver, the Wyner-Ziv rate is the minimum achievable rate for source en-
coding [56]. For channel coding with an input constraint and side information at
the transmitter, the Gelfand-Pinsker rate is the maximum achievable information
rate [57]. Source and channel coding problems with side information arise naturally
in network information theory. Solutions to these problems often require the use of
“binning”, where a set of codewords is partitioned into separate bins such that each
bin is a good source code or channel code [58].
Another system related to the Gelfand-Pinsker problem is coding for a write-
once memory (WOM) system. In a typical flash storage system, each cell carries an
electric charge that indicates the stored bit; a higher charge denotes a 1 and a lower
charge denotes a 0. While the charge of each cell can be raised easily, decreasing
the charge requires resetting a large block of cells. The WOM systems model such
storage cells. For a binary WOM, a bit with a value of 1 cannot be set to 0. Soon
after its introduction by Rivest and Shamir [59], the capacity region of the noiseless
WOM system was given by Heegard [60].
Sparse-graph codes with iterative decoding now offer many low-complexity solu-
tions to channel coding problems. This good news does not extend automatically,
* c© 2014 IEEE. Part of this chapter is reprinted, with permission, from S. Kumar, A. Vem,
K.R. Narayanan, H.D. Pfister, “Spatially-coupled codes for side-information problems,” Information
Theory (ISIT), 2014 IEEE International Symposium on Information Theory, June 29 2014-July 4
2014.
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however, to problems that require the quantization of an arbitrary sequence to a
nearby codeword (e.g., lossy compression, Wyner-Ziv, and Gelfand-Pinsker). These
problems are not easily solved via iterative decoding because the iterations only con-
verge for a vanishing fraction of the entire sequence space. In the past few years, a
number of practical constructions for these problems have been considered [61–64].
In all these cases, there are non-negligible performance gaps relative to what is
achievable for related single-user problems.
Since their introduction, there has been a plethora of WOM-code constructions for
noiseless systems [65–70]. These constructions are based on projective geometry [66],
coset coding [67, 70], graph coverings [68], and position modulation [69]. However,
the first capacity-achieving scheme for the noiseless two-write WOM system, with
polynomial encoding and decoding complexity, was introduced only recently [71].
Shortly after, polar codes were constructed with an encoding and decoding com-
plexity of O(n log(n)) that achieve the capacity region of the noiseless t-write WOM
system [72]. Constructions based on LDGM codes are also considered in [73]. In
that work, a sequence of optimized irregular LDGM ensembles is used to achieve
capacity for the second write of the noiseless 2-write WOM system. The literature
on WOM codes that handle errors is more limited. Error-correcting WOM codes
were first constructed in [74, 75]. New constructions that are triple-error-correcting
are presented in [76]. Polar codes were shown to correct a constant fraction (of
blocklength) of errors [77]. Recently, polar codes were used to achieve the capacity
of t-write WOM systems with write errors [78].
In this chapter, we seek to construct low-complexity capacity achieving codes
for the three coding problems described above. For lossy compression, low-density
generator matrix (LDGM) codes with modified versions of belief-propagation (BP)
decoding can achieve practically interesting results but they appear to have a non-
negligible gap to the optimal compression rate [79,80]. Better results can be obtained
by using guided decimation techniques where an iterative algorithm (e.g., BP or
survey propagation) is used to sequentially identify bits with a large bias and then
fix them to match the bias [81, 82]. Building on these results, spatially-coupled
LDGM codes with BP guided decimation (BPGD) were recently shown by Aref et
al. to approach the optimal compression rate for a binary symmetric source [48,83].
We extend the approach of Aref et al. to the Wyner-Ziv and Gelfand-Pinsker
problems defined by binary symmetric sources and binary symmetric channels. For
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these problems, Wainwright and Martinian showed that compound LDGM/LDPC
codes can achieve the optimal rates when maximum-likelihood processing is used [13].
In this work, we show empirically that BPGD of spatially-coupled compound LDGM/
LDPC codes can approach the optimal Wyner-Ziv and Gelfand-Pinsker rates. A new
complication with compound LDGM/LDPC codes is that BPGD encoding now has
the possibility of failure. For iterative encoding with LDGM codes, encoding always
succeeds but the resulting distortion depends on the code and encoder details. For
compound LDGM/LDPC codes, the compressed bits are also required to satisfy some
parity checks and the iterative encoder is not guaranteed to find a valid encoding
regardless of the target distortion. This is similar to what happens when BPGD is
used for constraint satisfaction problems [84]. In fact, without spatial-coupling the
BPGD encoder failed in every experiment.
Our coding scheme for binary WOM system is also based on compound LDGM/
LDPC codes. By spatially coupling these codes, we are able to obtain codes that
achieve the capacity under low-complexity message-passing algorithms for the 2-
write WOM system. A key insight from [73] is that encoding the message for the
second write can be reduced to the binary erasure quantization problem (BEQ).
This reduction allows an efficient encoding algorithm with a linear computational
complexity. We note that, while our encoder is also based on the reduction to the
BEQ problem, our code construction differs from the one in [73] in a few important
ways. In particular, it allows for low-complexity decoding and it can handle errors in
the read process. Moreover, by changing the encoding algorithm, we can also handle
the first write.
Compound LDGM/LDPC codes are capacity achieving under MAP decoding [13,
85]. Also, when these codes are spatially-coupled, they also achieve the capacity
under iterative decoding [86, 87]. As a consequence, our constructions based on
spatially-coupled compound codes are also capacity achieving. Moreover, spatial
coupling also obviates the need to optimize degree distributions to operate close to
capacity.
Finally, it is important to note that polar codes also allow the deterministic con-
struction of capacity achieving codes for all these problems [72,78,88]. Unfortunately,
the finite-length performance of these constructions is not good. As such, they re-
quire very large blocklengths to operate at rates close to the capacity limit. The
precise trade-offs between spatially-coupled codes and polar codes is still not clear
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and thus remains as an interesting open problem.
III.B SYSTEM MODEL
In this section, we describe the three problems of interest in this chapter: 1)
rate distortion with side information (Wyner-Ziv formulation), 2) channel coding
with side information (Gelfand-Pinsker formulation), and 3) coding for a write-once
memory system. We seek to construct coding schemes with low computational com-
plexity that achieve the rate regions of these problems.
Notational convention:
• Addition modulo 2 is denoted by ⊕.
• A Bernoulli random variable with parameter δ is denoted by Ber(δ).
• The binary entropy function is denoted by h(x) , −x log2 x−(1−x) log2(1−x).
III.B.1 Rate Distortion with Side Information
Consider a linear code C ⊂ {0, 1}n with rate R = k/n and an iid sequence
Xn = (X1, . . . , Xn) ∈ {0, 1}n, where each Xi is a Ber(12) random variable. In the
rate distortion problem, the objective is to optimally encode Xn to a codeword
X̂n ∈ C that minimizes the expected normalized Hamming distortion D between
Xn and X̂n, D = 1
n
∑n
i=1 E|Xi − X̂i|. For this problem, Shannon’s rate-distortion
theory [58] shows that any rate R > 1−h(D) is both achievable and necessary. Thus,
roughly n(1− h(D)) bits are required to specify Xn up to normalized distortion D.
In the Wyner-Ziv formulation of the rate distortion problem, there is side infor-
mation Zn at the decoder about Xn. Suppose the side information Zn takes the
form Zi = Xi ⊕ Ber(p). Then, [56] shows that any rate
R > RWZ(D, p) = l.c.e{h(D ∗ p)− h(D), (p, 0)}, (III.1)
is achievable and necessary to describe Xn (up to normalized distortion D) along
with side information Zn, where D ∗ p = D(1− p) + p(1 −D) and l.c.e denotes the
lower convex envelope.
III.B.2 Channel Coding with Side Information
Suppose again that C ⊂ {0, 1}n is a linear code with rate R = k/n and that
W n ∈ {0, 1}n is distributed iid according to Ber(δ). In the channel coding problem,
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the objective is to encode a message sk ∈ {0, 1}k into a codeword Xn ∈ C so that
the decoder can reliably estimate the message sk from the decoder output Xn⊕W n.
When the channel {Wi} is distributed iid according to Ber(δ), classical result in
information theory states that any rate R < 1−h(δ) is both necessary and sufficient.
In the Gelfand-Pinsker formulation, the output at the receiver is given by Y n =
Xn ⊕ Zn ⊕W n, where the side information Zn ∈ {0, 1}n is available a priori to the
encoder but not the decoder. Additionally, the average weight of the codeword Xn
is required to satisfy
1
n
n∑
i=1
E[Xi] ≤ δ, p < δ ≤ 12 .
Under these conditions, [57] shows that the rate constraint
R < RGP (δ, p) = h(δ)− h(p) (III.2)
is both necessary and sufficient.
III.B.3 Write-Once Memory System
Consider a storage system with n cells, wherein each cell can store one bit {0, 1}
of information.
Definition 62: In a binary WOM system, a cell with a value of 1 cannot be changed
to 0. This is called the WOM constraint.
In a single write, a k-bit message sk ∈ {0, 1}k is encoded into a n-bit sequence xn
in a binary WOM system. Such a write is associated with a rate of k/n. We consider
read errors, where it is required to decipher the message sk from a noisy version of
xn. Below, we discuss the noiseless and noisy systems separately.
III.B.3.1 Noiseless Write-Once Memory Systems
Consider a noiseless binary WOM system initialized with zeros, and a successive
representation of t messages with rates R1, . . . , Rt. The capacity region of the t-write
system is given by [60]
{
(R1,. . ., Rt) | 0 ≤ Ri ≤ h(δi)
i−1∏
j=1
(1− δj), 1 ≤ i ≤ t− 1,
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0 ≤ Rt ≤
t−1∏
j=1
(1− δj), 0 ≤ δi ≤ 1
}
, (III.3)
where h(x) = −x log2 x− (1− x) log2(1− x).
The capacity region in (III.3) has an intuitive description. Define the normalized
weight of a binary sequence as the number of ones in the sequence divided by its
length. Consider the first write and suppose that the normalized weight of the
sequence in the first write is 0 ≤ δ1 ≤ 1. Then, the rate of the first write must satisfy
R1 < h(δ1). Now, a fraction 1 − δ1 of the cells that are zeros can be utilized for
subsequent writes. For the second write, if a further fraction 0 ≤ δ2 ≤ 1 of these cells
are allowed to set to 1, then the rate of the second write satisfies R2 < (1− δ1)h(δ2).
Generalizing this argument gives the upper bound in (III.3) on the achievable rates.
The primary focus here is on the second write of the 2-write WOM system.
Suppose the normalized weight of the sequence after the first write is δ. Then, we
construct a coding scheme for the second write of the 2-write WOM system that
achieves any rate
R < 1− δ. (III.4)
III.B.3.2 Write-Once Memory Systems with Read Errors
Now, consider the case where there are read errors. Suppose a message sk is
encoded into a sequence xn in a WOM system. However, the message will be decoded
from yn ∈ {0, 1}n, a noisy version of xn. This models the bit-flips caused by read
errors in a storage system. We assume that the errors are caused by a BSC with
bit-flip probability p. That is, yi = xi ⊕ Ber(p), where ⊕ denotes the modulo 2
addition and Ber(p) denotes the Bernoulli random variable with parameter p.
It is important to note that this error model is different from the write error
model. In that model, the error occurs during the write and the reads occur without
error. In this case, the encoder can achieve optimal performance by biasing the input
distribution. In the read-error model, the write occurs without errors but the each
read experiences independent errors. If sufficient error correction is used, then a
single read can be used to recover the correct codeword with high probability and
the system will have perfect knowledge of the memory state during rewrites. To the
best of the authors’ knowledge, the capacity region of the WOM system with read
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1 0 0 1 0 1 1 0 0
x1 x2 x3 x4 x5 x6 x7 x8 x9
u1 u2 u3 u4 u5 u6
dc
dv
d′v
d′c
n
m
s1 s2 0 0
P1, |P1| = k P2, |P2| = k′
Figure III.1: A Tanner graph representation of a compound code. The top part
represents the LDGM code, and the bottom part represents the LDPC code. The
parities in P1 carry the message, and the parities in P2 provide the error correction.
errors is unknown.
For the second write of the two-write WOM system with read errors, we can
construct codes that achieve any rate
R < 1− δ − h(p), (III.5)
where δ is the normalized weight of the state sequence after first write.
III.C CODING SCHEME
III.C.1 Compound LDGM/LDPC Codes
We now describe coding schemes for the problems described in the previous sec-
tion that achieve the rate regions in (III.1), (III.2), (III.4) and (III.5) under optimal
encoding and decoding. The emphasis in the coding schemes described in Sections
III.C.2, III.C.3, and III.C.4 is not on the computational complexity of the encoding
and decoding. In Section III.C.5, we modify the coding scheme with spatially-coupled
codes, and in Section III.D, we describe efficient message-passing algorithms for en-
coding and decoding that achieve the desired rate regions.
At the heart of these coding schemes is a compound LDGM/LDPC code [85],
[4], [13]. We illustrate these codes through an example. The upper portion of the
Tanner graph in Fig. III.1 represents a length-n LDGM code with information bit
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length m, where the codeword is xn = (x1, . . . , xn) ∈ {0, 1}n and the information
bits are (u1, . . . , um) ∈ {0, 1}m. In the compound code, additionally, the information
bits are required to satisfy certain parity constraints. These constraints are split into
two groups P1 and P2 with |P1| = k and |P2| = k′. The parities in P1 specify a fixed
constraint given by sk = (s1, . . . , sk) ∈ {0, 1}k. For the example in Fig. III.1, this
means u1 ⊕ u2 ⊕ u5 = s1 and u3 ⊕ u4 ⊕ u5 = s2. The parities in group P2 are the
usual even parities and for the example, u1 ⊕ u3 ⊕ u6 = 0, u2 ⊕ u4 ⊕ u6 = 0. The
bottom part therefore represents constraints akin to an LDPC code. As such, these
codes are referred to as compound LDGM/LDPC codes. We distinguish between
LDGM and LDPC check-nodes and we refer to the nodes representing xi’s as LDGM
bit-nodes and ui’s as LDPC bit-nodes. The codebook is the set of all sequences x
n
generated by the LDPC bit-nodes that satisfy the required constraints.
A few observations are in order. We note that the design rate of this code is
m− k − k′
n
=
dc
dv
(
1− d
′
v
d′c
)
The codebook specified by a compound code is linear if and only if the parity con-
straints in P1 satisfy sk = 0k. There is also a natural coset decomposition of these
codes. Ignore for a moment the parity constraints specified by P1, and denote the
resulting linear code by C. Denote by C(sk), the original codebook when the parities
in P1 satisfy sk ∈ {0, 1}k. It is easy to see that C =
⋃
sk∈{0,1}k C(sk).
Now, we describe another codebook C′ that is related to C. The codebook C′ is
obtained from C by ignoring all the constraints in P2. In particular, C′ is the linear
code generated from the LDGM part of C. In describing C, the constraints in P1
are not active. When the constraints in P1 are active, the codebook generated by
ignoring P2 is denoted by C′(sk). Note that C′(sk) is a compound code in itself (with
an empty P2). We again have the coset decomposition of C′ into C′(sk).
The main attraction of the compound codes is that they are simultaneously good
for rate distortion and channel coding. Here, we use the term good to mean the
following.
Remark 63:We call a code “good for rate distortion” if the design rate of the code
satisfies R = 1 − h(D) + ε for a small ε, and when the code is used to optimally
encode a Ber(1
2
) sequence, the average normalized Hamming distortion is at most D.
Similarly, we call a code “good for channel coding” if R = 1−h(p)−ε, and when the
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code is used for the channel coding problem with the channel Ber(p), the message
can be reliably estimated under optimal decoding with probability of error at most
ε.
It is known that the codebooks C, C(sk), C′(sk) are good for both rate distortion
and channel coding for any sk ∈ {0, 1}k [13]. But C′ is not a good channel code,
since LDGM codes with fixed degrees exhibit non-negligible error floors. However,
C′ is good for rate distortion [82].
Below, we describe coding schemes for the three problems in Section III.B, using
the codebooks C, C′, C(S), C′(S). That these schemes achieve the rate regions in
(III.1) and (III.2) will be an immediate consequence of the fact that compound codes
are simultaneously good for rate distortion and channel coding, and LDGM codes
are good for rate distortion. We only make heuristic arguments in the following, but
these can easily be made rigorous.
III.C.2 Coding Scheme for Wyner-Ziv
For small ε > 0, choose n, m, k such that
m
n
= 1− h(D) + ε/2, k
n
= h(D ∗ p)− h(D) + ε.
Consider a compound code with block length n, information bit length m, |P1| = k
and |P2| = 0 such that C′ is a good rate distortion code with rate m/n and C′(sk) is
a good channel code with rate 1− h(D ∗ p)− ε/2.
Suppose we want to encode Xn ∈ {0, 1}n up to normalized distortion D, with
side information Zn in the form Zi = Xi⊕Ber(p). The sequence Xn can be encoded
to X̂n ∈ C′ with distortion at most D, since C′ is a good rate distortion code. The
sequence X̂n belongs to a unique coset C′(ŝk) for some ŝk ∈ {0, 1}k. The encoder
transmits ŝk to the decoder, which requires a rate of R = k
n
= h(D ∗ p)− h(D) + ε.
The decoder, together with side information Zn and ŝk, tries to recover X̂n. Note
that
Zi = Xi ⊕ Ber(p), and 1
n
n∑
i=1
E|Xi − X̂i| ≈ D.
This however implies Zi ≈ X̂i ⊕ Ber(D ∗ p). Since C′(ŝk) is a good channel code
with rate 1− h(D ∗ p)− ε/2, the decoder can recover X̂n reliably. As such, any rate
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R > h(D ∗ p)− h(D) is sufficient to describe X up to distortion D. Thus, the rate
region in (III.1) is achievable with this scheme.
Remark 64: The coding scheme we described above is slightly different from [13].
The difference is in using C′ instead of C when compressing Xn to X̂n. The reason
for our choice will be apparent later.
III.C.3 Coding Scheme for Gelfand-Pinsker
First, choose n, m, k, k′ such that
m− k′
n
= 1− h(p)− ε
2
,
m− k − k′
n
= 1− h(δ) + ε
2
.
Consider a compound code with parameters n, m, k, k′ such that C is a good channel
code with rate m−k
′
n
and C(sk) is a good rate distortion code with rate m−k−k′
n
.
We want to transmit a message sk ∈ {0, 1}k, when the encoder has side informa-
tion Zn. First, at the encoder, the side information Zn is compressed to Ẑn ∈ C(sk).
Since C(sk) is a good rate distortion code with rate 1− h(δ) + ε/2, we have
1
n
n∑
i=1
E|Zi − Ẑi| ≈ δ, or Ẑi ≈ Zi ⊕ Ber(δ).
The encoder transmits the vector Xn = Ẑn ⊕ Zn. It is important to note that this
choice of Xn has an average weight of δ. The output at the decoder is given by
Y n = Xn⊕Zn⊕W n = Ẑn⊕W n, where the channel W n is distributed iid according
to Ber(p). Since C is a good channel code with rate 1−h(p)−ε/2, Ẑn can be reliably
decoded at the receiver. Now, since Ẑn belongs to a unique coset C(sk), the message
sk can be recovered reliably. Thus, any rate R = k/n < h(δ)− h(p) is achievable.
III.C.4 Coding Scheme for Write-Once Memory
We now describe our coding scheme for the second write of the 2-write WOM
system based on compound codes. Let sk be the k-bit message for the second write
and n be the size of the WOM system. Consider Fig. III.1, where the gray LDGM bit-
nodes represent the indices that are set to 1 and the horizontally patterned LDGM
bit-nodes represent the zeroes after the first write. The parities sk in group P1 carry
the message.
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Construction 65: The k-bit message sk is encoded into a n-bit sequence xn in the
WOM system by finding a codeword xn in the codebook C(sk) with the constraint
that the indices that are 1 after the first write remain the same in xn.
For such a construction, the message sk can then be retrieved from xn (or a
noisy version of xn), which gives a rate of R = k/n. It remains to find codes C(sk)
and algorithms that allow Construction 65 and also achieve the rates in (III.4) and
(III.5).
A crucial step in Construction 65 is finding a codeword in a code with specified
values in certain bit positions. This is an instance of the erasure quantization prob-
lem. In the binary erasure quantization (BEQ) problem, it is required to quantize
a source sequence over the alphabet {0, 1, ∗} to some codeword in a given codebook
over the binary field {0, 1}. The requirement is that 0s and 1s in the source sequence
cannot be changed but the erasures ∗ can be set to either 0 or 1 in the codeword.
To map the WOM problem to the BEQ problem, we can take the source sequence
as the state of the WOM system after first write and set all zeroes to erasures.
A key observation in [89] is that the BEQ problem is closely related to the channel
coding over the binary erasure channel (BEC). In particular, [89, Theorem 2] states
that an erasure quantizer for a code can successfully quantize every source sequence
with erasure pattern en ∈ {0, 1}n if and only if the channel decoder for the dual code
can correct all received sequences with the erasure pattern 1n ⊕ en.
Remark 66: It is well known that the compound codes achieve the capacity on
erasure channels under bit-MAP decoding [85]. However, under bit-MAP decoding,
linear codes achieve capacity if and only if their dual codes achieve capacity. Thus,
the compound codes also achieve the capacity region of the BEQ problem.
Another important property of compound codes is that they are good channel
codes under MAP decoding for the BSC [82]. Roughly speaking, this means that if
a compound code (of large enough degrees and blocklength) of rate 1 − h(p) − ε is
used for the channel coding problem over a BSC with parameter p, then the message
can be reliably estimated under optimal decoding with probability of error at most
ε.
Theorem 67: Compound codes achieve the rate regions in (III.4) and (III.5) under
optimal encoding and decoding.
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Proof. The following provides heuristic arguments that can be made rigorous using
standard techniques. Moreover, we only discuss the achievability of (III.5) since
(III.4) is a special of (III.5) with p = 0.
Choose a compound code C(sk) with parameters m = n and (n − k′)/n = 1 −
h(p)− ε. The code C is also a compound code with rate (n− k)/n = 1 − h(p)− ε.
Since C is a good channel code for the BSC, the codeword xn (and subsequently sk)
can be recovered from the BSC channel with parameter p.
Since the dual code C(sk)⊥ (with rate 1 − (n − k − k′)/n) can correct up to a
fraction (n− k − k′)/n of erasures, the code C(sk) can quantize all source sequences
with at least a fraction 1− (n−k−k′)/n of erasures. Thus, for a fraction of at most
(n− k − k′)/n ones in the WOM system after first write, we can find a codeword in
C(sk) according to Construction 65. Thus, any δ < (n− k − k′)/n = 1−h(p)−R−ε
is achievable, which is the rate region in (III.4).
III.C.5 Spatially-Coupled Compound LDGM/LDPC Codes
We now describe coding schemes for our three problems based on spatially-
coupled compound LDGM/LDPC codes. The encoding and decoding for these codes
are based on practically implementable, polynomial time message-passing algorithms.
In essence, we describe new codebooks SC, SC(sk), SC ′, SC ′(sk), analogous to C,
C(sk), C′, C′(sk), that are good for rate distortion, channel coding, and binary era-
sure quantization, when encoding and decoding is done with message-passing algo-
rithms [48,83,86,87]. The coding scheme for our problems is same as in the previous
section except that we use spatially-coupled codes and use efficient message-passing
algorithms for encoding and decoding. Below, we give the construction of spatially-
coupled compound codes and discuss the message-passing algorithms in the next
section.
For a comprehensive introduction to the spatially-coupled codes, see [10, 18, 19,
90]. Below, we give a brief description of the construction of the spatially-coupled
compound LDGM/LDPC codes. We describe the construction with regular degrees
for both bit- and check-nodes. As in Fig. III.1, let dv and d
′
v denote the LDPC bit-
node degrees to the LDGM and LDPC check-nodes, respectively. Also, let dc and
d′c denote the LDGM and LDPC check-node degrees to the LDPC bit-nodes. For
simplicity, we assume that the parities in P1 have the same degree as the parities in
P2.
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Figure III.2: Illustration of connections in a spatially-coupled compound LDGM/
LDPC code. The top part denotes the coupling in the LDGM part, and the bottom
part denotes the coupling in the LDPC part. The LDPC bit-nodes in the first w− 1
sections (black bit-nodes in the middle) are set to 0.
Let L be the chain length of the spatially-coupled system and w be the coupling
width of the spatially-coupled code. Consider groups of LDPC bit-nodes at sections
indexed by Nv = {1, · · · , L + w − 1}, LDGM check-nodes at Nc = {1, · · · , L}, and
LDPC check-nodes at N ′c = {w, · · · , L+w− 1}. We describe the coupling structure
in the LDGM part; similarly, this can be repeated for the LDPC part, both for the
parities in P1 and P2. To begin with, let N denote the number of LDPC bit-nodes
in a given section i ∈ Nv, and pick N so that
• Ndv/dc, Nd′v/d′c are integers; this is to ensure that all LDGM and LDPC check-
nodes have regular degrees,
• Ndv/w, Nd′v/w are integers; this ensures an appropriate partition of the edges
in a given section for the coupling.
Place dv edge sockets to each LDPC bit-node. Place Ndv/dc LDGM check-nodes
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at each section in Nc, each check-node with dc edge sockets. For both LDPC bit-
nodes and LDGM check-nodes, this ensures each a total of Ndv edge sockets. Now,
partition the Ndv sockets at both LDPC bit-nodes and LDGM check-nodes into w
groups using a uniform random permutation. Denote these partitions by N vi,ℓ, N cj,ℓ,
where 1 ≤ i ≤ L + w − 1, 1 ≤ j ≤ L, 1 ≤ ℓ ≤ w. The coupled LDGM component
is constructed by connecting the sockets in N cj,ℓ to N vj+ℓ−1,ℓ. See Fig. III.2 for an
illustration of these connections.
To construct the coupled LDPC component, one can start by placing d′v edge
sockets at each LDPC bit-node and repeating the above process. Moreover, the
coupling is done separately for parities in P1 and P2, and ensure that each LDPC
bit-node has connections to check-nodes in both P1 and P2. When decoding the
message sk from xn, the channel decoder does not use the parities in P1. Thus,
if there are LDPC bit-nodes with no connections to the parities in P2 (but has
connections only to P1), this causes a small error floor in the decoding.
This construction leaves some edge sockets of the LDPC bit-nodes unconnected
at the boundary. Similarly, the LDPC bit-nodes in the first w − 1 sections are
shortened to 0. The shortening and the boundary connections are necessary for the
spatially-coupled “encoding/decoding wave” to get started and the threshold satu-
ration phenomenon to take effect in spatial-coupling [10]. This termination results
in a rate-loss that is a well-known side-effect of spatially-coupled constructions.
III.D MESSAGE-PASSING ALGORITHMS
Message-passing algorithms for channel coding are now a standard part of the
coding theory literature. We refer the reader to [38] for their description. It has been
recently shown [87], [86] that spatially-coupled compound LDGM/LDPC codes are
good for channel coding under message-passing. As such, SC, SC(sk), SC ′(sk) are
good for channel coding under message-passing.
In the following, we focus exclusively on the message-passing algorithm for rate
distortion and binary erasure quantization. For rate distortion, we describe a vari-
ation of the so-called belief-propagation guided decimation (BPGD) algorithm [83],
[48]. While there is no satisfactory theoretical analysis of the BPGD algorithm, nu-
merical results shown in the next section confirm that for spatially-coupled compound
LDGM/LDPC codes under the BPGD algorithm is good for rate distortion [48]. For
the BEQ problem, we describe the so-called iterative quantization algorithm [89].
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Algorithm 1 Belief-Propagation Guided Decimation
Require: Sequence xn ∈ {0, 1}n to encode, parameters (T , β), graph G(V, U, C).
Set mi→a=m̂a→i=0 for i ∈ V ∪ U , a ∈ C and (i, a) ∈ G.
Initialize set Vdec to equal LDPC bit-nodes in first w − 1 sections.
while Vdec 6= V do
for t = 1 to T do
mi→a = (−1)xi tanh(β) for i ∈ U and a ∈ C.
mi→a = (−1)ui ·∞ for i ∈ Vdec and a ∈ C.
mi→a =
∑
b∈∂i\{a}
m̂b→i for i ∈ V \ Vdec and a ∈ C.
m̂a→i = tanh
−1 ∏
j∈∂a\{i}
tanhmj→a for i ∈ V \ Vdec and a ∈ C.
end for
Evaluate mi =
∑
a∈∂i m̂a→i for all i ∈ V \ Vdec.
Set B to be max. of |mi| when i varies over left-most w sections of V \ Vdec;
denote the resulting bit-node by i∗.
if B = 0 then
Pick a bit-node i∗ uniformly in left-most w sections of V \ Vdec and set ui∗ to
be 0 or 1 uniformly randomly.
else
Set ui∗ to 0 or 1 with prob.
1+tanhmi∗
2
or 1−tanhmi∗
2
.
end if
Set Vdec = Vdec ∪ {i∗}.
end while
If {ui} fail to satisfy LDPC checks, then repeat.
That spatially-coupled compound LDGM/LDPC codes under iterative quantization
algorithm achieve the capacity region of the BEQ problem is a consequence of the
fact that these codes achieve the capacity region of the binary erasure channel. This
equivalence is due to the duality between the binary erasure quantization and the
channel coding under binary erasure channel.
III.D.1 Belief-Propagation Guided Decimation
Consider an instance of the spatially-coupled compound LDGM/LDPC described
above. Denote its Tanner graph by G(V, U, C), where V denotes the LDPC bit-
nodes, U denotes the LDGM bit-nodes, C denotes the check-nodes (both LDGM and
LDPC). Place a sequence xn ∈ {0, 1}n at the top of LDGM bit-nodes as in Fig. III.1.
The message-passing rules here are same as in the channel coding setup by assuming
that xi have come through a BSC channel (parameterized by β). However, every T
iterations, an LDPC bit-node is decimated (set to a fixed value based on the current
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LLR). This encoding procedure for the codebook C(sk) is described in Algorithm 1
assuming sk = 0k. For sk 6= 0k, the update for each check node in P1 is modified
to include the appropriate sk hard-decision message. Also, the decimated sequence
un may not satisfy all the LDPC check constraints. In this case, successive encoding
attempts often result in a valid codeword due to the randomization in Algorithm
1. In practice, we found that removing double edges and 4-cycles from the code
essentially eliminated this problem at moderate block lengths. For example, see the
results in Table III.1.
One variation in Algorithm 1 from [48] is the choice of the LDPC bit-node for
decimation. In [48], bit-node with maximum bias over entire graph is selected, but
we restrict the search for maximum biased bit to only left-most w sections of the bits
that are not already decimated. We observed that this change increases the chances
of encoding to a valid codeword.
Remark 68: The BPGD algorithm, when applied to uncoupled compound LDGM/
LDPC code, always failed to satisfy the LDPC check constraints and the spatial-
coupling structure is required to overcome this problem. Thus, spatial coupling
in compound codes not only helps to reduce the distortion, but allows the BPGD
algorithm to encode to a valid codeword.
It is also possible to create a coupling structure in a circular fashion and decimate
the bit-nodes in a fixed section as done in [83]. However, this leads to a wave of
decimations from both ends and will result in a failure to encode to a codeword,
as the constraints imposed by the LDPC check-nodes are unlikely to match when
the two waves meet. From a physics point of view, this is akin to growing a crystal
on a torus from a single seed. When the two growth interfaces meet, they are very
unlikely to mesh nicely and form a pure crystal.
III.D.2 Iterative Quantization Algorithm
The encoding algorithm that is described below is introduced in the context of the
BEQ problem as the iterative quantization algorithm [89]. In contrast to the BEQ
problem, the additional challenge in WOM problem is for the quantized sequence
to represent a given message sk. This can be overcome by running the iterative
quantization algorithm on the coset C(sk).
The duality between the BEQ problem and the channel decoding over the BEC is
further illustrated by the similarity between the iterative quantization algorithm and
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Algorithm 2 Iterative Quantization Algorithm [89]
Input: Seq. zn ∈ {0, 1}n, Msg. sk, Comp. code G(U, V ).
Output: Seq. xn in the C(sk) that satisfies WOM const.
Associate zn with LDGM check-nodes as in Fig. III.1.
Set all 0s in zn to erasures ∗.
Set parities in P1 to sk.
while ∃ non-erasures in V do
if ∃ non-erased u ∈ U such that only one of its neighbors v ∈ V is not erased
then
Pair (u, v).
Erase u and v.
else
FAIL.
break.
end if
end while
if pairing did not FAIL then
Set non-erased u ∈ U to 0.
In the inverse order in which bit-nodes in U are erased, set them to satisfy the
paired parity.
Evaluate the codeword xn from the graph G(U, V ) and information bits um.
end if
the peeling decoder for the BEC. In the iterative quantization algorithm, degree-one
bit-nodes are peeled off the graph rather than the degree-one check-nodes. Suppose
G(U, V ) is a Tanner graph representation of the compound LDGM/LDPC, where U
denotes the LDPC bit-nodes (nodes to be peeled off from the graph) and V denotes
the union of check-nodes (analogous to the code-bits in peeling decoder). The details
are presented in Algorithm 2.
Let zn denote the state of the WOM system after first write. That is, 1’s in zn
represent the WOM constraints. First, associate the sequence zn with the LDGM
check-nodes and set all 0’s in zn to erasures ∗. Now, LDPC bit-nodes which have a
single non-erased check-node as its neighbor are paired with that unique check-node.
Then, both those LDPC bit-nodes and the paired check-nodes are erased from the
graph and this process is repeated. This is akin to the peeling decoder which assigns
values to erased bit-nodes that have a degree-one check-node as its neighbor and then
erases those bit-nodes. Once this pairing is done, the values of the LDPC bit-nodes
are set to satisfy the paired check-node in the reverse order that the LDPC bit-nodes
were paired.
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Block length (n) 4-cycles 1/2/3/4/ ≥ 5
9000 yes 5/3/5/2/35
9000 no 21/12/5/3/9
27000 no 35/15/0/0/0
45000 no 40/9/0/0/1
63000 no 44/6/0/0/0
81000 no 50/0/0/0/0
Table III.1: Number of attempts for successful encoding for 50 codewords. Here,
dv = 6, dc = 3, d
′
v = 3, d
′
c = 6, (L,w) = (15, 3), (β, T ) = (0.65, 10).
For this algorithm to succeed in finding a desired codeword, there should be a
sufficient number of degree-one LDPC bit-nodes to begin with. In fact, when this
algorithm is used for the WOM problem with compound LDGM/LDPC codes and
regular degrees, the process never succeeded. Therefore, it is required to design
irregular degree distributions to have sufficient degree-one bit-nodes and achieve the
optimal performance. However, this is not an issue in spatially-coupled codes since
the boundary termination in these codes provides the necessary degree-one LDPC
bit-nodes to get the encoding process started.
III.E NUMERICAL RESULTS
In Table III.1, we show the number of attempts required to encode 50 Ber(1
2
)
source sequences in C(sk) with the BPGD algorithm, with sk = 0k, over different
block lengths. For example, at a block length of 9000, 21 sequences encoded in the
first attempt and 9 sequences did not encode in four attempts. Without removing
4-cycles, only 5 sequences encoded at first and 35 failed after 4 attempts. At a block
length of 81000, all 50 sequences encoded in the first attempt.
Consider a (dv, dc, d
′
v, d
′
c) compound LDGM/LDPC for the Wyner-Ziv problem
with k′ = 0 (i.e., empty P2). Then,
m = n
dc
dv
, k = m
d′v
d′c
= n
dcd
′
v
dvd′c
.
For the coding scheme described in Section III.C.2 for the Wyner-Ziv problem, this
results in the optimal distortion D∗ of
D∗ = h−1(1− code-rate of C′)
97
LDGM/LDPC (L,w) (D∗, p∗) (D, p)
(dv, dc, d
′
v, d
′
c)
(6, 3, 3, 6) (20,4) (0.111,0.134) (0.1174,0.122)
(8, 4, 3, 6) (20,4) (0.111,0.134) (0.1149,0.120)
(10, 5, 3, 6) (20,4) (0.111,0.134) (0.1139,0.122)
Table III.2: Thresholds for Wyner-Ziv problem with n ≈ 140000, β = 1.04, T = 10.
LDGM/LDPC (L,w) (δ∗, p∗) (δ, p)
(dv, dc, d
′
v, d
′
c)
(6, 3, 3, 6) (20,4) (0.215,0.157) (0.220,0.152)
(8, 4, 3, 6) (20,4) (0.215,0.157) (0.223,0.151)
(10, 5, 3, 6) (20,4) (0.215,0.157) (0.220,0.151)
Table III.3: Thresholds for Gelfand-Pinsker problem with n ≈ 140000, β = 0.65,
T = 10.
= h−1
(
1− m
n
)
= h−1
(
1− dc
dv
)
.
From the capacity region in (III.1), the optimal p∗ is given by
D∗ ∗ p∗ = h−1
(
h(D∗) +
k
n
)
,
which implies
p∗ =
h−1
(
1− dc
dv
+ dcd
′
v
dvd′c
)
1− 2D∗ .
Consider the Gelfand-Pinsker problem with the compound LDGM/LDPC codes.
For simplicity, we assume the parities in groups P1 (size k) and P2 (size k′) have
equal size and equal degrees. In the construction of the compound code, we ensure
that all LDPC bit-nodes have equal degrees (except at the boundary in a spatially-
coupled code) in both C and C(sk). Thus, if the code C(sk) has the degree profile
(dv, dc, d
′
v, d
′
c), due to the equality assumptions about P1 and P2, the code C has the
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degree profile (dv, dc, d
′
v/2, d
′
c). With the above assumptions,
m = n
dc
dv
, k = k′ =
m
2
d′v
d′c
=
n
2
dcd
′
v
dvd′c
.
For the coding scheme described in Section III.C.3 for the Gelfand-Pinsker problem,
this results in
p∗ = h−1
(
1−
(
dc
dv
− 1
2
dcd
′
v
dvd′c
))
δ∗ = h−1
(
1−
(
dc
dv
− dcd
′
v
dvd′c
))
.
We note that the rate loss in the spatially-coupled codes is not included when
reporting the optimal thresholds. It is implicit that current constructions based on
spatially-coupled codes suffer a rate loss of O(w/L). While there has been some
progress in mitigating this loss [91–93], minimizing this loss is an important open
problem in the spatially-coupled codes. Also, for a fixed coupling window length w,
the rate loss can be reduced arbitrarily by increasing L without changing the achiev-
able threshold δ. As such, the thresholds shown are not sensitive to the parameter
L.
Tables III.2 and III.3 provide the simulation results with spatially-coupled com-
pound codes with message-passing algorithms. Encoding for the Wyner-Ziv problem
is relatively easy, since this is performed using the codebook SC ′, which does not
have LDPC check constraints. The reported distortion and the optimal thresholds
correspond to the saturated section of the spatially-coupled system not effected by
the boundary condition.
Consider a (dv, dc, d
′
v, d
′
c) compound LDGM/LDPC code as shown in for the sec-
ond write of the noiseless 2-write WOM problem. We can assume k′ = 0, since there
is no need for error correction, and can have empty P2. Then,
m = n
dc
dv
, k = m
d′v
d′c
= n
dcd
′
v
dvd′c
.
For the second write, this gives a rate of
R =
k
n
=
dcd
′
v
dvd′c
.
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LDGM/LDPC δ∗ δ δ δ
(dv, dc, d
′
v, d
′
c) w = 2 w = 3 w = 4
(3, 3, 3, 6) 0.500 0.477 0.492 0.494
(3, 3, 4, 6) 0.333 0.294 0.324 0.326
(3, 3, 5, 6) 0.167 0.095 0.156 0.158
(4, 4, 3, 6) 0.500 0.461 0.491 0.492
(4, 4, 4, 6) 0.333 0.278 0.323 0.325
(4, 4, 5, 6) 0.167 0.086 0.155 0.159
(5, 5, 3, 6) 0.500 0.436 0.488 0.491
(5, 5, 4, 6) 0.333 0.260 0.320 0.324
(5, 5, 5, 6) 0.167 0.079 0.154 0.159
Table III.4: Achievable threshold δ for the noiseless WOM system with spatially-
coupled compound LDGM/LDPC codes with L = 30 and a single system blocklength
of ≈ 24000.
Thus, from the capacity region in (III.4), the maximum normalized weight δ∗ of the
state sequence after first write below which we can successfully encode the second
message is given by
δ∗ = 1− R = 1− dcd
′
v
dvd′c
.
In Table III.4, we list the achievable thresholds δ for the spatially-coupled com-
pound LDGM/LDPC codes. For the spatially-coupled codes, a chain length of
L = 30 is used and the value of the threshold δ is shown for different coupling-
window sizes. The blocklength of the single system is roughly of size 24000, which
gives an effective blocklength for the coupled-system of about 720000. Such enor-
mous blocklengths are required for the spatially-coupled codes to mitigate the rate
loss and also operate close to capacity.
For the simulations, we have tested the encoding of 10 sequences with the iterative
quantization algorithm, and the reported thresholds are the maximum values for
which the majority of the 10 sequences are successfully encoded. A few observations
are in order. From Table III.4, it is clear that one requires a coupling window lengths
of at least w = 3 for the thresholds to have small gap to the optimal values. The
decrease in the gap to the optimal threshold from changing w = 3 to w = 4 is
minimal. To close the gap further, one needs to increase the blocklength of the
single system beyond 24000.
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Figure III.3: Encoding failure probability for the second write as a function of the
normalized weight after first write, for the spatially-coupled compound code with
parameters dv = 3, dc = 3, d
′
v = 3, d
′
c = 6, L = 30, w = 3 and a single system block
length of 1200. A total of 105 messages were attempted to encode, and no failures
were observed for δ < 0.43.
Next, we present the simulations for a smaller blocklength. In Fig. III.3, we
show the encoding failure probability for the (3, 3, 3, 6) spatially-coupled compound
code with (L,w) = (30, 3) and a single system blocklength of 1200, which gives an
effective blocklength of 36000. A total of 105 messages were attempted to encode
and no failures were observed for δ < 0.43. These results appear to be better than
the implementations based on polar codes. For example, in [73, Figure 2] for a polar
code of length 16000 and rate 1/2, at δ = 0.42 the encoding failure probability is
more than 5× 10−2. However, note that our construction based on spatial coupling
with parameters (L,w) = (30, 3) suffers a rate loss of 10%. While the precise trade-
offs between constructions based on spatially-coupled codes and polar codes are not
completely clear, this is worth pursuing.
Now, lets consider the error-correcting WOM codes, where the message sk has to
be decoded from a noisy version of xn corrupted by a binary symmetric channel with
bit-flip probability p. For simplicity, we assume the parities in groups P1 (size k) and
P2 (size k′) have equal size and equal degrees. Recall that when decoding message
sk from a noisy version of xn, the codebook of interest is C (where parities P1 are
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LDGM/LDPC w (δ∗, p∗) (δ, p)
(dv, dc, d
′
v, d
′
c)
(3, 3, 4, 6) 3 (0.333, 0.0615) (0.321, 0.0585)
(3, 3, 4, 8) 3 (0.500, 0.0417) (0.490, 0.0387)
(3, 3, 6, 8) 4 (0.250, 0.0724) (0.239, 0.0684)
(4, 4, 4, 6) 4 (0.333, 0.0615) (0.324, 0.0585)
(4, 4, 4, 8) 4 (0.500, 0.0417) (0.492, 0.0387)
(4, 4, 6, 8) 4 (0.250, 0.0724) (0.241, 0.0694)
Table III.5: Achievable thresholds (δ, p) for the WOM system with read errors and
spatially-coupled compound codes with L = 30 and a single system blocklength of
≈ 32000.
not present). In the construction of the compound code, we ensure that all LDPC
bit-nodes have equal degrees (except at the boundary in a spatially-coupled code)
in both C and C(sk). Thus, if the code C(sk) has the degree profile (dv, dc, d′v, d′c),
due to the equality assumptions about P1 and P2, the code C has the degree profile
(dv, dc, d
′
v/2, d
′
c).
Consider a compound code C(sk) with the degree profile (dv, dc, d′v, d′c). With the
above assumptions,
m = n
dc
dv
, k = k′ =
m
2
d′v
d′c
=
n
2
dcd
′
v
dvd′c
.
Thus, the rate of the second-write is given by
R =
k
n
=
n
2
dcd
′
v
dvd′c
.
Since the degree profile of C is given by (dv, dc, d′v/2, d′c), its code-rate is given by
m− k′
n
=
dc
dv
− 1
2
dcd
′
v
dvd′c
=
dc
dv
(
1− d
′
v
2d′c
)
.
Therefore, the maximum channel parameter p∗ below which the code C can correct
errors with high probability is
p∗ = h−1(1− code-rate) = h−1
(
1− dc
dv
(
1− d
′
v
2d′c
))
.
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From the rate region in (III.5), the maximum normalized weight δ∗ of the state
sequence after first write below which we can successfully encode the second message
is given by
δ∗ = 1− h(p∗)−R = dc
dv
− dcd
′
v
dvd′c
.
In Table III.5, the achievable thresholds (δ∗, p∗) are shown for the spatially-
coupled compound codes. For these codes, a chain length of L = 30 is used and
the thresholds are shown for different coupling window sizes. Again, we have not
included the rate loss when reporting the optimal thresholds (δ∗, p∗). This results
in a small loss in the optimal thresholds. The blocklength of the single system is
roughly of size 30000.
III.F CONCLUSION
We have constructed spatially-coupled compound LDGM/ LDPC codes that
achieve the capacity region of the binary instances of the Wyner-Ziv, Gelfand-Pinsker
and, write-once memory (WOM) systems. The decoding and encoding is based on
message-passing algorithms. For the Wyner-Ziv and Gelfand-Pinsker problems, the
encoding is performed using the BPGD algorithm. Encoding in the compound codes
is complicated since the LDPC bit-nodes need to satisfy additional constraints. The
structure enforced by spatial-coupling seems to be crucial for the BPGD algorithm
to encode to a codeword in compound codes.
For the WOM system, the focus was mostly on the 2-write WOM system. En-
coding here is done by the iterative quantization algorithm from a reduction to the
binary quantization problem. Finally, to the best of our knowledge, this construction
appears to be the only non-polar coding scheme that can correct a constant fraction
of errors in a WOM system with high probability.
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CHAPTER IV
REED-MULLER CODES ACHIEVE CAPACITY ON ERASURE CHANNELS
IV.A INTRODUCTION
Since the introduction of channel capacity by Shannon in his seminal paper [1],
theorists have been fascinated by the idea of constructing structured codes that
achieve capacity. The advent of Turbo codes [2] and low-density parity-check (LDPC)
codes [3,5,94] has made it possible to construct codes with low-complexity encoding
and decoding that also achieve good performance near the Shannon limit. It was even
proven that sequences of irregular LDPC codes can achieve capacity on the binary
erasure channel (BEC) using low-complexity message-passing decoding [95]. For an
arbitrary binary symmetric memoryless (BMS) channel, however, polar codes [6]
were the first provably capacity-achieving codes with low-complexity encoding and
decoding. More recently, spatially-coupled LDPC codes were also shown to achieve
capacity universally over all BMS channels under low-complexity message-passing
decoding [10, 18, 19, 90].
We consider the performance of sequences of binary linear codes transmitted over
the BEC under maximum-a-posteriori (MAP) decoding. In particular, our primary
technical result is the following.
Theorem: A sequence of linear codes achieves capacity on a memoryless erasure
channel under MAP decoding if its blocklengths are strictly increasing, its code
rates converge to some r ∈ (0, 1), and the permutation group1 of each code is doubly
transitive.
Our analysis focuses primarily for the bit erasure rate under bit-MAP decoding
but can be extended to the block erasure rate in some cases. One important conse-
quence of this is that binary Reed-Muller codes achieve capacity on the BEC under
block-MAP decoding.
The main result extends naturally to Fq-linear codes transmitted over a q-ary
erasure channel under symbol-MAP decoding. With this extension, one can show
1The permutation group of a linear code is the set of permutations on code bits under which
the code is invariant.
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that sequences of Generalized Reed-Muller codes [17,96] over Fq also achieve capacity
under block-MAP decoding. For the class of affine-invariant Fq-linear codes, which
are precisely the codes whose permutation groups include a subgroup isomorphic to
the affine linear group [97], one finds that these codes achieve capacity under symbol-
MAP decoding. This follows from the fact that the affine linear group is doubly
transitive. As it happens, this class also includes all extended primitive narrow-
sense Bose-Chaudhuri-Hocquengham (BCH) codes [97]. Additionally, we show that
sequences of extended primitive narrow-sense BCH codes over Fq achieve capacity
under block-MAP decoding. To keep the presentation simple, we present proofs for
the binary case and discuss the generalization to Fq in Section IV.E.4.
These results are rather surprising. Until the discovery of polar codes, it was
commonly believed that codes with a simple deterministic structure might be unable
to achieve capacity [98–100]. While polar codes might be considered a counterexam-
ple to this statement, they require a somewhat complicated design process that is
heavily dependent on the channel. As such, their ability to achieve capacity appears
somewhat unrelated to the inherent symmetry in the binary Hadamard transform. In
contrast, the performance guarantees obtained here are a consequence only of linear-
ity and the structure induced by the symmetry of the doubly-transitive permutation
group.
Reed-Muller codes were introduced by Muller in [101] and, soon after, Reed
proposed a majority logic decoder in [102]. A binary Reed-Muller code, parame-
terized by non-negative integers m and v, is a linear code of length 2m and dimen-
sion
(
m
0
)
+ · · · + (m
v
)
. It is well known that the minimum distance of this code is
2m−v [15–17]. Thus, it is impossible to simultaneously have a non-vanishing rate
and a minimum distance that scales linearly with blocklength. As such, these codes
cannot correct all patterns with a constant fraction of erasures. Until now, it was
not clear whether or not these codes can correct almost all erasure patterns up to
the capacity limit.
The idea that Reed-Muller codes might achieve capacity appears to be rather
old. In a personal communication with Shu Lin, we learned that this possibility
may have been discussed privately by Kasami, Lin, and Peterson as early as 1965.
Later the idea was mentioned explicitly in a 1993 talk by Shu Lin, entitled “RM
Codes are Not So Bad”. To the best of the authors’ knowledge, a 1994 paper by
Dumer and Farrell contains the earliest printed discussion of this question [103]. In
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that paper, they show that some sequences of BCH codes with rates approaching
1 have a vanishing gap to capacity on the BEC. They also suggest, as an open
problem, the evaluation of a quantity which equals 1 if and only if Reed-Muller
codes achieve capacity on the BEC. Since then, similar ideas have been discussed
by a variety of authors [6, 14, 100, 104–107]. In particular, short Reed-Muller codes
with erasures were investigated in [104, 105] and it was observed numerically that
the block erasure rate is quite close to that of random codes. In [107], a modified
construction of polar codes is analyzed and the results again suggest that Reed-
Muller codes achieve capacity on the BEC. For rates approaching either 0 or 1 with
sufficient speed, it has recently been shown by Abbe et al. that Reed-Muller codes
can correct almost all erasure patterns up to the capacity limit2 [14]. Beyond erasure
channels, it is conjectured in [100] that the sequence of rate-1/2 self-dual Reed-Muller
codes achieves capacity on the binary-input AWGN channel.
Even after 50 years of their discovery, Reed-Muller codes remain an active area
of research in theoretical computer science and coding theory. The early work
in [108–110] culminated in obtaining asymptotically tight bounds (fixed order v and
asymptotic m) for their weight distribution [111]. Also, there is considerable interest
in constructing low-complexity decoding algorithms [112–116]. Undoubtedly, inter-
est in the coding theory community for these codes was rekindled by the tremendous
success of polar codes and their close connection to Reed-Muller codes [6, 107, 117].
Due to their desirable structure, constructions based on these codes are used ex-
tensively in cryptography [104,118–124]. Reed-Muller codes are also known for their
locality [125]. Some of the earliest known constructions for locally correctable codes
are based on these codes [126,127]. Interestingly, local correctability of Reed-Muller
codes is also a consequence of its permutation group being doubly transitive [128],
a crucial requirement in our approach. However, a doubly transitive permutation
group is not sufficient for local testability [129].
The central object in our analysis is the extrinsic information transfer (EXIT)
function. EXIT charts were introduced by ten Brink [130] in the context of turbo
decoding as a visual tool to understand iterative decoding. This work led to the
area theorem for EXIT functions in [131] which was further developed in [132]. For
a given input bit, the EXIT function is defined to be the conditional entropy of the
2It requires some effort to define precisely what capacity limit is for rates approaching 0 or 1.
See [14, Definition 2.5] for details.
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input bit given the outputs associated with all other input bits. The average EXIT
function is formed by averaging all of the bit EXIT functions. We note that these
functions are also instrumental in the design and analysis of LDPC codes [38].
An important property of EXIT functions is the EXIT area theorem, which says
that the area under the average EXIT function equals the rate of the code. The
value of the EXIT function at a particular erasure value is also directly related to
the bit erasure probability under bit-MAP decoding. For a sequence of binary linear
codes with rate r to be capacity achieving, the bit erasure probability, and therefore
the average EXIT function, must converge to 0 for any erasure rate below 1 − r.
Since the areas under the average EXIT curves are fixed to r, the EXIT functions
for these codes must also converge to 1 for any erasure rate above 1 − r. Thus, the
EXIT curves must exhibit a sharp transition from 0 to 1, and as a consequence of
area theorem, this transition must occur at the erasure value of 1− r.
We investigate the threshold behavior of EXIT functions for certain binary linear
codes via sharp thresholds for monotone boolean functions [133, 134]. The general
method was pioneered by Margulis [135] and Russo [136]. Later, it was significantly
generalized in [137] and [138]. This approach has been applied to many problems
in theoretical computer science with remarkable success [139–141]. In the context
of coding theory, Ze´mor introduced this approach in [142]. It was refined further
in [143], and also extended to AWGN channels in [144]. For the BEC, [142, 143]
show that the block erasure rate jumps sharply from 0 to 1 as the minimum distance
of the code grows. However, this approach does not generalize directly to EXIT
functions and, therefore, does not establish the location of the threshold. To show
the threshold behavior for EXIT functions, we instead focus on symmetry [139] and
require that the codes of interest have permutation groups that are doubly transitive.
After we completed this work [145], we discovered that the same approach was
being pursued independently by Kudekar, Mondelli, S¸as¸og˘lu, and Urbanke [146].
The chapter is organized as follows. Section IV.B includes necessary background
on EXIT functions, permutation groups of linear codes, and capacity-achieving codes.
Section IV.C deals with the threshold behavior of monotone boolean functions. In
Section IV.D, as an application of the hitherto analysis, we show that Reed-Muller
and extended primitive narrow-sense BCH codes achieve capacity. Finally, we pro-
vide extensions, open problems in Section IV.E, and concluding remarks in Section
IV.F.
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IV.B PRELIMINARIES
This chapter deals primarily with binary linear codes transmitted over erasure
channels and bit-MAP decoding. In the following, all codes are understood to be
proper binary linear codes with minimum distance at least 2, unless mentioned other-
wise. Recall that a linear code is proper if no codeword position is 0 in all codewords.
Let C denote an (N,K) binary linear code with length N and dimension K. The rate
of this code is given by r , K/N . Denote the minimum distance of C by dmin. We
assume that a random codeword is chosen uniformly from this code and transmitted
over a memoryless BEC. In the following subsections, we review several important
definitions and properties related to this setup.
Notational convention:
• The natural numbers are denoted by N = {1, 2, . . .}.
• For n ∈ N, let [n] denote the set {1, 2, . . . , n}.
• We associate a binary sequence in {0, 1}N with a subset of [N ] defined by the
non-zero indices in the sequence. We use this equivalence between sets and
binary sequences extensively. For example, a sequence 1001100 is identified by
the subset {1, 4, 5} ⊆ [7] and vice versa. Similarly, if 101110 is a codeword in
C, then we say {1, 3, 4, 5} ∈ C.
• We say that a set A covers set B if B ⊆ A. Also, for sequences a, b ∈ {0, 1}N ,
we write a ≤ b if ai ≤ bi for i ∈ [N ]. Equivalently, a ≤ b if the set associated
with b covers the set associated with a.
• For a set A, 1A(· ) denotes its indicator function. The random variable 1{·}
is an indicator of some event. For example, for random variables X and Y ,
1{X 6=Y } indicates the event X 6= Y .
• For a vector a = (a1, a2, . . . , aN), the shorthand a∼i denotes
(a1, . . . , ai−1, ai+1, . . . , aN).
• 0n and 1n denote the all-zero and all-one sequences of length n, respectively.
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• A memoryless BEC with erasure probability p is denoted by BEC(p). If the
erasure probability is different for each bit, then we write BEC(p), where p =
(p1, . . . , pn) and pi indicates the erasure probability of bit i.
• For a quantity θ with index n, we use either θn or θ(n). Typically, we write θ(n)
when using θn may cause confusion with another quantity such as θi; in the
latter case we write θ
(n)
i .
• For a permutation π : [N ]→ [N ] and A ⊆ [N ], π(A) denotes the set {π(ℓ)|ℓ ∈
A}. For sequence a ∈ {0, 1}N , π(a) denotes the length-N sequence where the
π(i)-th element is ai.
• As is standard in information theory, H (·) denotes the entropy of a discrete ran-
dom variable and H (·|·) denotes the conditional entropy of a discrete random
variable in bits.
• All logarithms in this chapter are natural unless the base is explicitly men-
tioned.
IV.B.1 Bit and Block Erasure Probability
The input and output alphabets of the BEC are denoted by X = {0, 1} and Y =
{0, 1, ∗}, respectively. Let X = (X1, . . . , XN) ∈ XN be a uniform random codeword
and Y = (Y1, . . . , YN) ∈ YN be the received sequence obtained by transmitting X
through a BEC(p). Here, our main interest is the bit-MAP decoder. But, we will
also obtain some results for the block-MAP decoder indirectly based on our analysis
of the bit-MAP decoder.
For linear codes and erasure channels, it is possible to recover the transmitted
codeword if and only if the erasure pattern does not cover any codeword. To see this,
fix an erasure pattern and observe that adding a codeword to the input sequence
causes the output sequence to change if and only if the erasure pattern does not
cover the codeword. Similarly, it is possible to recover bit i if and only if the erasure
pattern does not cover any codeword where bit i is non-zero. Whenever bit i cannot
be recovered uniquely, the symmetry of a linear code implies that set of codewords
matching the unerased observations has an equal number of 0’s and 1’s in bit position
i. In this case, the posterior marginal of bit i given the observations contains no
information about bit i.
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Let Di : YN → X ∪{∗} denote the bit-MAP decoder for bit i of C. For a received
sequence Y , if Xi can be recovered uniquely, then Di(Y ) = Xi. Otherwise, Di
declares an erasure and returns ∗. Let the erasure probability for bit i ∈ [N ] be
Pb,i , Pr(Di(Y ) 6= Xi),
and the average bit erasure probability be
Pb ,
1
N
N∑
i=1
Pb,i.
Whenever bit i can be recovered from a received sequence Y = y, H(Xi|Y = y) =
0. Otherwise, the uniform codeword assumption implies that the posterior marginal
of bit i given the observations is Pr(Xi = x|Y = y) = 12 and H(Xi|Y = y) = 1. This
immediately implies that
Pb,i = H (Xi | Y ) , Pb = 1
N
N∑
i=1
H (Xi | Y ) .
Let D : YN → XN ∪ {∗} denote the block-MAP decoder for C. Given a received
sequence Y , the vector D(Y ) is equal to X whenever it is possible to uniquely recover
X from Y . Otherwise, D declares an erasure and returns ∗. Therefore, the block
erasure probability is given by
PB , Pr(D(Y ) 6= X).
Using the set equivalence
{D(Y ) 6= X} =
⋃
i∈[N ]
{Di(Y ) 6= Xi},
it is easy to see that
Pb,i ≤ PB, Pb ≤ PB, PB ≤ NPb. (IV.1)
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Also, if D declares an erasure, there will be at least dmin bits in erasure. Therefore,
dmin1{D(Y )6=X} ≤
∑
i∈[N ]
1{Di(Y )6=Xi}.
Taking expectations on both sides gives a tighter bound on PB in terms of Pb,
PB ≤ N
dmin
Pb. (IV.2)
IV.B.2 MAP EXIT Functions
Again, let X = (X1, . . . , XN) denote a uniformly selected codeword from C and
Y be the sequence obtained from observing X with some positions erased. In this
case, however, we assume Xi is transmitted over the BEC(pi) channel. We refer to
this as the BEC(p) channel where p = (p1, . . . , pN) is the vector of channel erasure
probabilities. While one typically evaluates all quantities of interest at p = (p, . . . , p),
such a parametrization provides a convenient mathematical framework for many
derivations.
The vector EXIT function associated with bit i of C is defined by
hi(p) , H
(
Xi|Y ∼i(p∼i)
)
.
Also, the average vector EXIT function is defined by
h(p) ,
1
N
N∑
i=1
hi(p).
Note that, while we define hi as a function of p for uniformity, it does not depend
on pi. In terms of vector EXIT functions, the standard scalar EXIT functions h(p)
and hi(p) (for i ∈ [N ]) are given by
hi(p) , hi(p)
∣∣∣
p=(p,...,p)
, h(p) , h(p)
∣∣∣
p=(p,...,p)
.
The bit erasure probabilities and the EXIT functions h(p) and hi(p) have a close
relationship. Observe that
H (Xi | Y ) = Pr(Yi = ∗)H (Xi|Y ∼i, Yi = ∗) + Pr(Yi = Xi)H (Xi|Y ∼i, Yi = Xi)
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= Pr(Yi = ∗)H (Xi|Y ∼i) .
Therefore,
Pb,i(p) = phi(p), Pb(p) = ph(p). (IV.3)
We now state several well-known properties of these EXIT functions [131, 132],
which play a crucial role in the subsequent analysis. It is worth noting that the orig-
inal definition of EXIT charts in [131] focused on mutual information I(X; Y ) while
later work on EXIT functions focused on the conditional entropy H(X|Y ) [132]. In
our setting, this difference results only in trivial remappings of all discussed quanti-
ties.
Proposition 69: For a code C on the BEC(p) channel, the EXIT function associated
with bit i satisfies
hi(p) =
∂H(X|Y (p))
∂pi
.
For a parametrized path p(t) = (p1(t), . . . , pn(t)) defined for t ∈ [0, 1], where p′i(t) is
continuous, one finds
H (X|Y (1))−H (X|Y (0)) =
∫ 1
0
(
N∑
i=1
hi(p(t))p
′
i(t)
)
dt.
Proof. This result is implied by the results of both [131] and [132]. For completeness,
we repeat here the proof from [132, Theorem 2] using our notation.
For the first statement, we start by using chain rule of entropy to write
H
(
X|Y (p)) = H (Xi|Y (p))+H (X∼i|Xi, Y (p)) .
Then, we observe that
H
(
X∼i|Xi, Y (p)
)
= H
(
X∼i|Xi, Y ∼i(p∼i)
)
,
is independent of pi. Since
H
(
Xi|Y (p)
)
= Pr(Yi = ∗)H
(
Xi|Y ∼i(p∼i), Yi = ∗
)
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+ Pr(Yi = Xi)H
(
Xi|Y ∼i(p∼i), Yi = Xi
)
= piH
(
Xi|Y ∼i(p∼i)
)
,
we find that
∂H
(
Xi|Y (p)
)
∂pi
= H
(
Xi|Y ∼i(p∼i)
)
= hi(p).
The second statement now follows directly from vector calculus.
The following sets characterize the EXIT functions hi and we will refer to them
throughout the chapter.
Definition 70: Consider a code C and the indirect recovery of Xi from the subvector
Y ∼i (i.e., the bit-MAP decoding of Yi from Y when Yi = ∗). For i ∈ [N ], the set
of erasure patterns that prevent indirect recovery of Xi under bit-MAP decoding is
given by
Ωi ,
{
A ⊆ [N ]\{i} | ∃B ⊆ [N ]\{i}, B ∪ {i} ∈ C, B ⊆ A
}
.
For distinct i, j ∈ [N ], the set of erasure patterns where the j-th bit is pivotal for
the indirect recovery of Xi is given by
∂jΩi , {A ⊆ [N ]\{i} | A\{j} /∈ Ωi, A ∪ {j} ∈ Ωi} .
These are erasure patterns where Xi can be recovered from Y ∼i if and only if Yj 6= ∗
(i.e., the j-th bit is not erased). Note that ∂jΩi includes patterns from both Ωi and
Ωci .
Intuitively, Ωi is the set of all erasure patterns that cover some codeword whose
i-th bit is 1. Also, since the minimum distance of C is at least 2 by assumption, the
decoder can always recover bit i indirectly if no other bits are erased. Thus, Ωi does
not contain the empty set. For j ∈ [N ]\i, the set ∂jΩi characterizes the boundary
erasure patterns where flipping the erasure status of the j-th bit moves the pattern
between Ωi and Ω
c
i .
Proposition 71: For a code C on the BEC(p) channel, we have the following explicit
expressions.
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a) For bit i, the EXIT function is given by
hi(p) =
∑
A∈Ωi
∏
ℓ∈A
pℓ
∏
ℓ∈Ac\{i}
(1− pℓ).
b) For distinct i and j, the mixed partial derivative satisfies
∂2H(X|Y (p))
∂pj∂pi
=
∂hi(p)
∂pj
=
∑
A∈∂jΩi
∏
ℓ∈A
pℓ
∏
ℓ∈Ac\{i}
(1− pℓ).
Proof. For a), the definition of hi implies
hi(p) = H (Xi|Y ∼i(p∼i)) =
∑
y
∼i
∈YN−1
Pr(Y ∼i = y∼i)H
(
Xi|Y ∼i = y∼i
)
.
Assume that all-zero codeword has been transmitted. Note that either yℓ = 0 or
yℓ = ∗. Let A ⊆ [N ]\{i} be the set of indices where yℓ = ∗ so that
Pr(Y ∼i = y∼i) =
∏
ℓ∈A
pℓ
∏
ℓ∈Ac\{i}
(1− pℓ).
If A∪{i} covers a codeword in C whose i-th bit is non-zero, then bit-MAP decoder
fails to decode bit i. Also, since the posterior probability of Xi given Y ∼i = y∼i is
uniform, H(Xi|Y ∼i = y∼i) = 1.
If A ∪ {i} does not cover any codeword in C with non-zero bit i, then the MAP
estimate of Xi given Y ∼i = y∼i is equal to Xi and H(Xi|Y ∼i = y∼i) = 0.
Thus, the EXIT function hi(p) is given by summing over the first set of erasure
patterns where the entropy is 1. This set is precisely Ωi, the set of all erasure patterns
that cover a codeword whose i-th bit is non-zero.
For b), we evaluate the partial derivative using the explicit evaluation of hi(p)
from part a). Suppose A ∈ Ωi. To simplify things, we handle the two groups
separately.
If A ∪ {j} ∈ Ωi and A\{j} ∈ Ωi, then we observe that∑
B∈{A∪{j},A\{j}}
∏
ℓ∈B
pℓ
∏
ℓ∈Bc\{i}
(1− pℓ) =
∏
ℓ∈A\{j}
pℓ
∏
ℓ∈Ac\{i,j}
(1− pℓ)
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is independent of the variable pj. Thus, its partial derivative with respect to pj is
zero.
On the other hand, if A∪{j} ∈ Ωi but A\{j} /∈ Ωi, then j ∈ A. In this case, the
contribution of A to hi(p) can be written as
hi,A(p) =
∏
ℓ∈A
pℓ
∏
ℓ∈Ac\{i}
(1− pℓ).
Since j ∈ A, we find that
∂hi,A(p)
∂pj
=
∏
ℓ∈A\{j}
pℓ
∏
ℓ∈Ac\{i}
(1− pℓ) (IV.4)
and, since the derivative is zero for patterns in the first group, we get
∂hi(p)
∂pj
=
∑
A∈{B∈Ωi |B\{j}/∈Ωi}
∂hi,A(p)
∂pj
. (IV.5)
We can also rewrite (IV.4) as
∂hi,A(p)
∂pj
=
∑
B∈{A∪{j},A\{j}}
∏
ℓ∈B
pℓ
∏
ℓ∈Bc\{i}
(1− pℓ), (IV.6)
where the effect of pj is removed by summing over A ∪ {j} and A\{j}. Substitut-
ing (IV.6) into (IV.5) gives the desired result because ∂jΩi is equal to the union of
{A ∈ Ωi |A\{j} /∈ Ωi} and {A 6∈ Ωi |A ∪ {j} ∈ Ωi}.
The following proposition restates some known results in our notation. The area
theorem, stated below as c), first appeared in [131, Theorem 1], and the explicit
evaluation of hi(p), stated below in a), is a restatement of [38, Lemma 3.74(iv)].
Proposition 72: For a code C and transmission over a BEC, we have the following
properties for the EXIT functions.
a) The EXIT function associated with bit i satisfies
hi(p) =
∑
A∈Ωi
p|A|(1− p)N−1−|A|.
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b) For j ∈ [N ]\{i}, the partial derivative satisfies
∂hi(p)
∂pj
∣∣∣
p=(p,...,p)
=
∑
A∈∂jΩi
p|A|(1− p)N−1−|A|.
c) The average EXIT function satisfies the area theorem∫ 1
0
h(p)dp =
K
N
.
Proof. The first two parts follow from Proposition 71. For the third part, we use
Proposition 69(b) with the path p(t) = (t, . . . , t). This gives
H (X|Y (1))− H (X|Y (0)) =
∫ 1
0
(
N∑
i=1
hi(t)
)
dt.
Also, H (X|Y (1)) = H (X) = K and H (X|Y (0)) = 0. Combining these observations
gives the desired result.
Since the code C is proper by assumption, Ωi is non-empty and, in particular,
[N ]\{i} ∈ Ωi. Thus, hi is not a constant function equal to 0 and hi(1) = 1. Since the
minimum distance of the code C is at least 2 by assumption, Ωi does not contain the
empty set. This implies that hi is not a constant function equal to 1 and that hi(0) =
0. As such, hi is a non-constant polynomial. Also, hi is non-decreasing because
Proposition 72(b) implies that dhi/dp ≥ 0. It follows that hi is strictly increasing
because a non-constant non-decreasing polynomial must be strictly increasing.
Consequently, the EXIT functions hi(p), and therefore h(p), are continuous,
strictly increasing polynomial functions on [0, 1] with h(0) = hi(0) = 0 and h(1) =
hi(1) = 1.
The inverse function for the average EXIT function is therefore well-defined on
[0, 1]. For t ∈ [0, 1], let
pt , h
−1(t) = inf{p ∈ [0, 1] | h(p) ≥ t}, (IV.7)
and note that h(pt) = t.
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IV.B.3 Permutations of Linear Codes
Let SN be the symmetric group on N elements. The permutation group of a code
is defined as the subgroup of SN whose group action on the bit ordering preserves
the set of codewords [147, Section 1.6].
Definition 73: The permutation group G of a code C is defined to be
G = {π ∈ SN | π(A) ∈ C for all A ∈ C} .
Interestingly, for binary linear codes, the permutation group is isomorphic to the
group of weight-preserving linear transformations of the code [15, Section 8.5], [147,
Section 7.9], [148].
Definition 74: Suppose G is a permutation group. Then,
a) G is transitive if, for any i, j ∈ [N ], there exists a permutation π ∈ G such that
π(i) = j, and
b) G is doubly transitive if, for any distinct i, j, k ∈ [N ], there exists a π ∈ G such
that π(i) = i and π(j) = k.
Note that any non-trivial code (i.e., 0 < r < 1) whose permutation group is
transitive must be proper and have minimum distance at least two.
In the following, we explore some interesting symmetries of EXIT functions when
the permutation group of the code is transitive or doubly transitive.
Proposition 75: Suppose the permutation group G of a code C is transitive. Then,
for any i ∈ [N ],
h(p) = hi(p) for 0 ≤ p ≤ 1.
Proof. Since G is transitive, for any i, j ∈ [N ], there exists a permutation π such
that π(i) = j. This will allow us to show that there is a bijection between Ωi and Ωj
induced by the action of π on the codeword indices. To do this, we first show that
A ∈ Ωi implies π(A) ∈ Ωj .
Since A ∈ Ωi, by definition, there exists B ⊆ A such thatB∪{i} ∈ C. Since π ∈ G,
π(B ∪ {i}) ∈ C. Also, π(B ∪ {i}) = π(B) ∪ {j} and π(B) ⊆ π(A). Consequently,
π(A) ∈ Ωj .
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Similarly, if A ∈ Ωj , then π−1(A) ∈ Ωi. Thus, there is a bijection between Ωi and
Ωj induced by π. This bijection also preserves the weight of the vectors in each set
(i.e., |A| = |π(A)|).
Since Proposition 72(a) implies that hi(p) only depends on the weights of elements
in Ωi, it follows that hi(p) = hj(p). This also implies that h(p) = hi(p) for all
0 ≤ p ≤ 1.
Proposition 76: Suppose that the permutation group G of a code C is doubly tran-
sitive. Then, for distinct i, j, k ∈ [N ], and any 0 ≤ p ≤ 1,
∂hi(p)
∂pj
∣∣∣
p=(p,...,p)
=
∂hi(p)
∂pk
∣∣∣
p=(p,...,p)
.
Proof. Since G is doubly transitive, there exists a permutation π ∈ G such that
π(i) = i and π(j) = k. Suppose A ∈ ∂jΩi. Then, by definition, either 1) A ∈ Ωi
and A\{j} /∈ Ωi or 2) A ∪ {j} ∈ Ωi and A /∈ Ωi. In either case, we claim that
π(A) ∈ ∂kΩi. We prove this for the first case. The proof for the second case can be
obtained verbatim by replacing A with A ∪ {j}.
Suppose A ∈ Ωi and A\{j} /∈ Ωi. Since π ∈ G and π(i) = i, π(A) ∈ Ωi.
Also, π(A\{j}) /∈ Ωi; otherwise, A\{j} = π−1(π(A\{j})) ∈ Ωi gives a contradiction.
Finally, π(A\{j}) = π(A)\{k} implies that π(A) ∈ ∂kΩi. Similarly, one finds that
A ∈ ∂kΩi implies π−1(A) ∈ ∂jΩi.
Since Proposition 72(b) implies that ∂hi
∂pj
|p=(p,...,p) only depends on the weights of
elements in ∂jΩi and |A| = |π(A)|, we obtain the desired result.
IV.B.4 Capacity-Achieving Codes
Definition 77: Suppose {Cn} is a sequence of codes with rates {rn} where rn → r
for r ∈ (0, 1).
a) {Cn} is said to be capacity achieving on the BEC under bit-MAP decoding, if for
any p ∈ [0, 1− r), the average bit-erasure probabilities satisfy
lim
n→∞
P
(n)
b (p) = 0.
b) {Cn} is said to be capacity achieving on the BEC under block-MAP decoding, if
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Figure IV.1: The average EXIT function of the rate-1/2 Reed-Muller code with
blocklength N .
for any p ∈ [0, 1− r), the block-erasure probabilities satisfy
lim
n→∞
P
(n)
B (p) = 0.
Note that in the definition above, we do not impose any constraints on the block-
length of the code Cn.
The following proposition encapsulates the approach we use to show that a se-
quence of codes achieves capacity. It naturally bridges capacity-achieving codes,
average EXIT functions, and the sharp transition framework presented in the next
section, which allows one to show that the transition width3 of certain functions
converges to 0. The average EXIT functions of some rate-1/2 Reed-Muller codes
are shown in Figure IV.1. Observe that as the blocklength increases, the transition
width of the average EXIT function decreases. According to the following proposi-
tion, if this width converges to 0, then Reed-Muller codes achieve capacity on the
BEC under bit-MAP decoding.
Proposition 78: Let {Cn} be a sequence of codes with rates {rn} where rn → r for
r ∈ (0, 1). Then, the following statements are equivalent.
3Defined as the width over which the function transitions from ε to 1− ε.
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S1: {Cn} is capacity achieving on the BEC under bit-MAP decoding.
S2: The sequence of average EXIT functions satisfies
lim
n→∞
h(n)(p) =
0 if 0 ≤ p < 1− r,1 if 1− r < p ≤ 1.
S3: For any 0 < ε ≤ 1/2,
lim
n→∞
(
p
(n)
1−ε − p(n)ε
)
= 0,
where p
(n)
t is the functional inverse of h
(n) given by (IV.7).
Proof. See Section IV.G.1.
The equivalence between the first two statements is due to the close relationship
between the bit erasure probability and the average EXIT function in (IV.3), while
the equivalence between the last two statements is a consequence of the area theorem
in Proposition 72(c).
While the above result appears deceptively simple, our approach is successful
largely because the transition point of the limiting EXIT function is known a priori
due to the area theorem. Even though the sharp transition framework presented
in the next section is widely applicable in theoretical computer science and allows
one to deduce that the transition width of certain functions goes to 0, establishing
the existence of a threshold and determining its precise location if it exists can be
notoriously difficult [149–151].
IV.C SHARP THRESHOLDS FOR MONOTONE BOOLEAN FUNCTIONS
VIA ISOPERIMETRIC INEQUALITIES
As seen in Proposition 78, the crucial step in showing that a sequence of codes
achieves capacity is to prove that the average EXIT function transitions sharply from
0 to 1. From the explicit evaluation of hi in Proposition 72(a), it is clear that the set
Ωi defines the behavior of hi. Indeed, these sets play a crucial role in our analysis.
In this section, we treat the sets Ωi and ∂jΩi from Definition 70 as a set of
sequences in {0, 1}N−1, since index i is not present in any of their elements. This
occurs because hi(p) is not a function of pi. To make this notion precise, we associate
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A ⊆ [N ]\{i} with Φi(A) ∈ {0, 1}N−1, where bit ℓ of Φi(A) is given by
[Φi(A)]ℓ ,
1A(ℓ) if ℓ < i,
1A(ℓ+ 1) if ℓ ≥ i.
Now, define
Ω′i , {Φi(A) ∈ {0, 1}N−1 | A ∈ Ωi}, (IV.8)
∂jΩ
′
i , {Φi(A) ∈ {0, 1}N−1 | A ∈ ∂jΩi}.
Whenever we treat Ωi and ∂jΩi as sequences of length N − 1, we refer to them as Ω′i
and ∂jΩ
′
i to avoid confusion.
Consider the space {0, 1}M with a measure µp such that
µp(Ω) =
∑
x∈Ω
p|x|(1− p)M−|x|, for Ω ⊆ {0, 1}M ,
where the weight |x| = x1 + · · · + xM is the number of 1’s in x. We note that
hi(p) = µp(Ω
′
i) with M = N − 1.
Recall that for x, y ∈ {0, 1}M , we write x ≤ y if xi ≤ yi for all i ∈ [M ].
Definition 79: A non-empty proper subset Ω ⊂ {0, 1}M is called monotone if x ∈ Ω
and x ≤ y, then y ∈ Ω.
Remark 80: If the bit-MAP decoder cannot recover bit i from a received sequence,
then it cannot recover bit i from any received sequence formed by adding additional
erasures to the original received sequence. This implies that the set Ω′i is monotone.
Monotone sets appear frequently in the theory of random graphs, satisfiability
problems, etc. For a monotone set Ω, µp(Ω) is a strictly increasing function of
p. Often, the quantity µp(Ω) exhibits a threshold type behavior, as a function of
p, where it jumps quickly from 0 to 1. One technique that has been surprisingly
effective in showing this behavior is based on deriving inequalities of the form
dµp(Ω)
dp
≥ wµp(Ω)(1− µp(Ω)). (IV.9)
If w is large, then the derivative of µp(Ω) will be large when µp(Ω) is not close to
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either 0 or 1. In this case, µp(Ω) must transition from 0 to 1 over a narrow range of
p values.
One elegant way to obtain such inequalities is based on discrete isoperimetric
inequalities [133,134]. First, let us define the function gΩ : {0, 1}M → N∪{0}, which
quantifies the boundary between Ω and Ωc,
gΩ(x) ,

∣∣∣{y ∈ Ωc | dH(x, y) = 1}∣∣∣ if x ∈ Ω,
0 if x /∈ Ω,
(IV.10)
where dH is the Hamming distance. Surprisingly, for a monotone set Ω, the deriva-
tive dµp(Ω)/dp can be characterized exactly by gΩ according to the Margulis-Russo
Lemma [135, 136]:
dµp(Ω)
dp
=
1
p
∫
gΩ(x)µp(dx).
Observe that µp(Ω)+µp(Ω
c) = 1 for any 0 ≤ p ≤ 1. For a monotone set Ω, as we
increase p, the probability from Ωc flows to Ω. Intuitively, Margulis-Russo Lemma
says that this flow depends only on the boundary between Ω and Ωc. To obtain
inequalities of type (IV.9), one approach is to find a lower bound on gΩ that holds
whenever it is non-zero [135, 136].
These techniques were introduced to coding by Tillich and Ze´mor to analyze the
block error rate of linear codes under block-MAP decoding [142, 143]. In that case,
the minimum non-zero value of gΩ is proportional to the minimum distance of the
code. Unfortunately, for the bit-MAP decoding problem we consider, the minimum
non-zero gΩ may be small (e.g., 1) even when the minimum distance of the code is
arbitrarily large. This is discussed further in Section IV.E.1. To circumvent this,
we discuss another approach, which requires a different formulation of the Margulis-
Russo Lemma. We begin with a few definitions.
Definition 81: Let Ω be a monotone set and let
∂jΩ ,
{
x ∈ {0, 1}M | 1Ω(x) 6= 1Ω(x(j))
}
,
where x(j) is defined by x
(j)
ℓ = xℓ for ℓ 6= j and x(j)j = 1− xj . Let the influence of bit
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j ∈ [M ] be defined by
I
(p)
j (Ω) , µp (∂jΩ)
and the total influence be defined by
I(p)(Ω) ,
M∑
ℓ=1
I
(p)
ℓ (Ω).
The Margulis-Russo Lemma can also be stated in terms of the total influence.
Theorem 82 ([133, Theorem 9.15]): Let Ω be a monotone set. Then,
dµp(Ω)
dp
= I(p)(Ω).
Remark 83: Note that we have already seen Theorem 82 in the context of EXIT
functions. When M = N − 1, it is easy to see from Proposition 72 that
hi(p) = µp(Ω
′
i), I
(p)
j (Ω
′
i) =
∂hi(p)
∂pj′
∣∣∣
p=(p,...,p)
,
where
j′ =
j if j < i,j + 1 if j ≥ i. (IV.11)
Therefore, Theorem 82 is equivalent to
dhi(p)
dp
=
∑
j∈[N ]\{i}
∂hi(p)
∂pj
∣∣∣
p=(p,...,p)
,
a straightforward result from vector calculus since hi does not depend on pi.
The advantage of using influences over gΩ is that with “sufficient symmetry” in
Ω, it is possible to show threshold phenomenon without any other knowledge about
Ω. The following theorem illustrates the power of symmetry. Our proof hinges on
this result.
Theorem 84: Let Ω be a monotone set and suppose that, for all 0 ≤ p ≤ 1, the
influences of all bits are equal I
(p)
1 (Ω) = · · · = I(p)M (Ω).
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a) Then, there exists a universal constant C ≥ 1, which is independent of p, Ω, and
M , such that
dµp(Ω)
dp
≥ C(logM)µp(Ω)(1− µp(Ω)),
for all 0 < p < 1.
b) Consequently, for any 0 < ε ≤ 1/2,
p1−ε − pε ≤ 2
C
log 1−ε
ε
logM
,
where pt = inf{p ∈ [0, 1] | µp(Ω) ≥ t} is well-defined because µp(Ω) is strictly
increasing in p with µ0(Ω) = 0 and µ1(Ω) = 1.
Proof. See [138, 139, 152], [133, Section 9.6] for details.
In this form (i.e., by assuming all influences are equal), this result first appeared
in [139]. However, this theorem can be seen as an immediate consequence of the
earlier results in [153, Theorem 1], [138, Corollary 1.4]. The constant C was later
improved in [152]. From the outline in [133, Exercise 9.8], one can verify this theorem
for C = 1.
For the historical context, the study of influences for boolean functions was initi-
ated in a 1987 technical report that led to [154]. Shortly after, [155] applied harmonic
analysis to obtain some powerful general theorems about boolean functions. These
results were subsequently generalized in [138, 153].
For the sets Ω′i, such a symmetry between influences is imposed by the doubly
transitive property of the permutation group of the code according to Proposition
76.
Theorem 85: Let {Cn} be a sequence of codes where the blocklengths satisfy Nn →
∞, the rates satisfy rn → r, and the permutation group G(n) (of Cn) is doubly
transitive for each n. If r ∈ (0, 1), then {Cn} is capacity achieving on the BEC under
bit-MAP decoding.
Proof. Let the average EXIT function of Cn be h(n). The quantities N , G, h, hi, Ω′i,
and pt that appear in this proof are all indexed by n; we drop the index to avoid
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cluttering. Fix some i ∈ [N ]. Since G is transitive, from Proposition 75,
h(p) = hi(p), for all p ∈ [0, 1].
Consider the sets Ω′i from Definition 70 and (IV.8), and let M = N − 1. Observe
that, from Proposition 72,
hi(p) = µp(Ω
′
i), I
(p)
j (Ω
′
i) =
∂hi(p)
∂pj′
∣∣∣
p=(p,...,p)
,
where j′ is given in (IV.11). Since G is doubly transitive, from Proposition 76,
I
(p)
j (Ω
′
i) = I
(p)
k (Ω
′
i) for all j, k ∈ [N − 1].
Using Theorem 84, we have
p1−ε − pε ≤ 2
C
log 1−ε
ε
log(N − 1) ,
where pt is the functional inverse of h from (IV.7). Since N →∞ from the hypothesis,
lim
n→∞
(p1−ε − pε) = 0.
Therefore, from Proposition 78, {Cn} is capacity achieving on the BEC under bit-
MAP decoding.
We now focus on the block erasure probability. Recall from (IV.1) and (IV.2)
that the block erasure probability satisfies the upper bounds
PB ≤ NPb
dmin
, PB ≤ NPb.
Thus, if Pb → 0 with sufficient speed, then PB → 0 as well. Using (IV.9), one can
derive the upper bound (see Lemma 97 in Section IV.G.2 for a proof)
µδ(Ω) ≤ exp
(−w[p1/2 − δ]) ,
where p1/2 ∈ [0, 1] is defined uniquely by µp1/2(Ω) = 1/2.
For p < 1− r, the factor of log(N − 1) in Theorem 85 determines the decay rate
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of h with N , and consequently the decay rate of Pb. The following theorem shows
that, if dmin satisfies log(dmin)/ log(N)→ 1, then this decay rate is also sufficient to
show that PB → 0.
Theorem 86: Let {Cn} be a sequence of codes where the blocklengths satisfy Nn →
∞ and the rates satisfy rn → r for r ∈ (0, 1). Suppose that the average EXIT
function of Cn also satisfies, for 0 < p < 1,
dh(n)(p)
dp
≥ C log(Nn)h(n)(p)(1− h(n)(p)),
where C > 0 is a constant independent of p and n. If the minimum distances {d(n)min}
satisfy
lim
n→∞
log d
(n)
min
logNn
= 1,
then {Cn} is capacity achieving on the BEC under block-MAP decoding.
Proof. See Section IV.G.3.
If dmin does not grow rapidly enough (e.g., sequences of Reed-Muller codes with
rates rn → r ∈ (0, 1) have dmin = O(
√
N
1+δ
) for any δ > 0), then the previous the-
orem does not apply. Fortunately, it is possible to exploit symmetries, beyond the
double transitivity of the permutation group, to obtain inequalities like (IV.9) that
grow asymptotically faster than log(N) [156]. In particular, one obtains inequalities
of type (IV.9), with factors of higher order than log(N), for all p except a neighbor-
hood around 0 and 1 that vanishes as N → ∞. The following theorem shows that
this is sufficient to show that PB → 0 without imposing requirements on dmin.
Theorem 87: Let {Cn} be a sequence of codes where the blocklengths satisfy Nn →
∞ and the rates satisfy rn → r for r ∈ (0, 1). Suppose that the average EXIT
function of Cn also satisfies, for an < p < bn,
dh(n)(p)
dp
≥ wn log(Nn)h(n)(p)(1− h(n)(p)),
where wn → ∞, an → 0, bn → 1 and 0 ≤ an < bn ≤ 1. Then, {Cn} is capacity
achieving on the BEC under block-MAP decoding.
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Proof. See Section IV.G.4.
IV.D APPLICATIONS
IV.D.1 Affine-Invariant Codes
Consider a code C of length N = 2m and the Galois field FN . Let Θ: [N ] → FN
denote a bijection between the elements of the field and the code bits. Take a pair
β, γ ∈ FN with β 6= 0 and define πβ,γ ∈ SN such that
πβ,γ(ℓ) = Θ
−1(βΘ(ℓ) + γ).
Note that πβ,γ is well-defined since Θ is bijective and β 6= 0, and observe that
πβ1,γ1 ◦ πβ2,γ2 = πβ1β2,β1γ2+γ1 . As such, the collection of permutations πβ,γ forms a
group. Now, the code C is called affine-invariant if its permutation group contains
the subgroup
{πβ,γ ∈ SN | β, γ ∈ FN , β 6= 0},
for some bijection Θ [147, Section 4.7].
Affine-invariant codes are of interest to us because their permutation groups are
doubly transitive. To see this, consider distinct i, j, k ∈ [N ] and choose β, γ ∈ FN
where
β =
Θ(i)−Θ(k)
Θ(i)−Θ(j) , γ = Θ(i)
(
Θ(k)−Θ(j)
Θ(i)−Θ(j)
)
,
and observe that πβ,γ(i) = i and πβ,γ(j) = k.
Thus, by Theorem 85, a sequence of affine-invariant codes of increasing length,
rates converging to r ∈ (0, 1), achieve capacity on the BEC under bit-MAP decoding.
Some examples of great interest include generalized Reed-Muller codes [17, Corollary
2.5.3] and extended primitive narrow-sense BCH codes [147, Theorem 5.1.9]. Below,
we discuss Reed-Muller and BCH codes in more detail.
IV.D.2 Reed-Muller Codes
For integers v,m satisfying 0 ≤ v ≤ m, the Reed-Muller code RM(v,m) is a bi-
nary linear code with length N = 2m and rate r = 2−m
((
m
0
)
+ · · ·+ (m
v
))
. Although
it is possible to describe these codes from the perspective of affine-invariance [17,
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Corollary 2.5.3], below, we treat them as polynomial codes [157]. This provides a far
more powerful insight to their structure [17, 158].
Consider the set of m variables, x1, . . . , xm. For a monomial x
i1
1 · · ·ximm in these
variables, define its degree to be i1 + · · · + im. A polynomial in m variables is the
linear combination (using coefficients from a field) of such monomials and the degree
of a polynomial is defined to be the maximum degree of any monomial it contains.
It is well-known that the set of all m-variable polynomials of degree at most v is a
vector space over its field of coefficients. In this section, the coefficient field is the
Galois field F2 and the vector space of interest is given by
P (m, v)=span{xt11 . . . xtmm | t1+ · · ·+tm ≤ v, ti ∈ {0, 1}}.
For a polynomial f ∈ P (m, v), f(x) ∈ {0, 1} denotes the evaluation of f at x ∈
{0, 1}m.
Let the elements of the vector space {0, 1}m over F2 be enumerated by e1, e2, . . . ,
eN with eN = 0
m. For any polynomial f ∈ P (m, v), we can evaluate f at ei for all
i ∈ [N ]. Then, the code RM(v,m) is defined to be the set
RM(v,m) , {(f(e1), . . . , f(eN)) | f ∈ P (m, v)}.
Lemma 88 ([96, Corollary 4]): The permutation group G of RM(v,m) is doubly
transitive.
Proof. Take any distinct i, j, k ∈ [N ]. Below, we will produce a π ∈ G such that
π(i) = i and π(j) = k.
It is well known that for any vector space with two ordered bases (u1, . . . , um)
and (u′1, . . . , u
′
m), there exists an invertible m×m matrix T such that
ui = Tu
′
i, for all i ∈ [m].
Note that since i, j, k are distinct, ej−ei 6= 0m and ek−ei 6= 0m. Therefore, there
exists an invertible m×m binary matrix T such that T (ej − ei) = ek − ei.
For such a T , we construct π : [N ] → [N ] by defining π(ℓ) = ℓ′ for the unique ℓ′
such that eℓ′ = T (eℓ − ei) + ei.
Note that π ∈ SN since T is invertible. Also, by construction, π(i) = i and
π(j) = k.
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It remains to show that π ∈ G. For this, consider a codeword in RM(v,m) given
by f ∈ P (m, v). It suffices to produce a g ∈ P (m, v) such that g(eπ(ℓ)) = f(eℓ) for
all ℓ ∈ [N ]. Let
g(x1, . . . , xm) = f(T
−1[x1, . . . , xm]T − T−1ei + ei),
and note that degree(f) = degree(g), g(eπ(ℓ)) = f(eℓ). Thus, we have the desired
g ∈ P (m, v). Hence, G is doubly transitive.
There is also a sequence of {RM(vm, m)} codes with increasing blocklengths and
rates approaching any r ∈ (0, 1). To construct such a sequence, fix r ∈ (0, 1) and let
{Zi} be an iid sequence of Bernoulli(1/2) random variables. Then, the rate of the
RM(vm, m) code is
rm =
1
2m
((
m
0
)
+ · · ·+
(
m
vm
))
= Pr(Z1 + · · ·+ Zm ≤ vm)
= Pr
(
Z1 − 12 + · · ·+ Zm − 12√
m/4
≤ vm −
m
2√
m/4
)
.
Thus, by central limit theorem, if we choose
vm = max
{⌊
m
2
+
√
m
2
Q−1(1− r)
⌋
, 0
}
,
then the rate of RM(vm, m) satisfies rm → r as m→∞. Here,
Q(t) , 1√
2π
∫ ∞
t
e−τ
2/2dτ.
Theorem 89: For any r ∈ (0, 1), the sequence of codes {RM(vm, m)} with
vm = max
{⌊
m
2
+
√
m
2
Q−1(1− r)
⌋
, 0
}
,
has rate rm → r and is capacity achieving on the BEC under bit-MAP decoding.
Proof. This result follows as an immediate consequence of Lemma 88 and Theorem
85.
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We now analyze the block erasure probability of Reed-Muller codes. The mini-
mum distance of Reed-Muller codes is too small to utilize Theorem 86. Thus, we use
Theorem 87 instead.
For the code RM(v,m), consider the set Ω′N from Definition 70 and (IV.8). Let
GN be the permutation group of Ω′N defined by
GN , {π ∈ SN−1 | π(a) ∈ Ω′N for all a ∈ Ω′N}.
Lemma 90: For the permutation group GN defined above, there is a transitive sub-
group isomorphic to GL(m,F2), the general linear group of degree m over the Galois
field F2.
Proof. For a given T ∈ GL(m,F2), associate πT ∈ SN−1, where
πT (ℓ) = ℓ
′, where eℓ′ = Teℓ.
Note that πT is well-defined since T is invertible. Moreover, it is easy to check that
πT1 ◦ πT2 = πT1T2 for T1, T2 ∈ GL(m,F2). As such, the collection of permutations
H = {πT ∈ SN−1 | T ∈ GL(m,F2)}
is a subgroup of SN−1 isomorphic to GL(m,F2). Also, for i, j ∈ [N − 1], there exists
T ∈ GL(m,F2) such that ej = Tei. For such a T , πT (i) = j. Therefore, H is
transitive.
It remains to show that H ⊆ GN . For this, associate πT ∈ H with π′T ∈ SN where
π′T (ℓ) = πT (ℓ) for ℓ ∈ [N − 1], π′T (N) = N.
Also, it is easy to show that πT ∈ G1 if π′T ∈ G, the permutation group of RM(v,m).
To see that π′T ∈ G, consider a codeword given by f ∈ P (m, v). It suffices to
produce a g ∈ P (m, v) where g(eπ′T (ℓ)) = f(eℓ) for ℓ ∈ [N ]. The desired g is given by
g(x1, . . . , xm) = f(T
−1[x1, . . . , xm]T), by observing that degree(g) = degree(f) and
g(eN ) = f(T
−10m) = f(eN).
Theorem 91: For any r ∈ (0, 1), the sequence of codes {RM(vm, m)}, with
vm = max
{⌊
m
2
+
√
m
2
Q−1(1− r)
⌋
, 0
}
,
130
has rate rm → r and is capacity achieving on the BEC under block-MAP decoding.
Proof. Let the EXIT function associated with the last bit and the average EXIT
function of the code RM(vm, m) be hN and h, respectively. Since the permutation
group of RM(vm, m) is transitive by Lemma 88, from Proposition 75, h = hN . More-
over, by Lemma 90, GN contains a transitive subgroup isomorphic to GL(m,F2).
Now, we can exploit the GL(m,F2) symmetry of ΩN within the framework of
[156]. In particular, [156, Theorem 1, Corollary 4.1] implies that there exists a
universal constant C > 0, independent of m and p, such that
dhN(p)
dp
≥C log(logNm) log(Nm)hN (p)(1− hN(p)),
for 0 < am < p < bm < 1, where Nm = 2
m and am → 0, bm → 1 as m → ∞. Since
h = hN , Theorem 87 implies that {RM(vm, m)} is capacity achieving on the BEC
under block-MAP decoding.
From this, we see that the block erasure probability goes to 0 for p < 1 − r.
For p > 1 − r, the average EXIT function h(p) is bounded away from 0. Thus,
Theorem 89 implies that the bit erasure probability ph(p) is bounded away from 0
but not converging to 1. The block erasure probability does converge to 1, however.
This follows from the result in [143] because the minimum distance of the code
RM(vm, m) goes to ∞ as m→∞.
IV.D.3 Bose-Chaudhuri-Hocquengham Codes
Let α be a primitive element of F2m . Recall that a binary BCH code is primitive
if its blocklength is of the form 2m − 1, and narrow-sense if the roots of its gener-
ator polynomial include consecutive powers of a primitive element starting from α.
Here, we consider only primitive narrow-sense BCH codes and we follow closely the
treatment of BCH codes in [147].
For integers v, m with 1 ≤ v ≤ 2m − 1, let f(m, v) be the polynomial of lowest-
degree over F2 that has the roots
α, α2, . . . , αv.
Then, BCH(v,m) is defined to be the binary cyclic code with the generator polyno-
mial f(m, v) and blocklength N = 2m−1. This is precisely the primitive narrow-sense
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BCH code with blocklength N and designed distance v + 1.
The dimension K of the cyclic code is determined by the degree of the generator
polynomial according to [147, Theorem 4.2.1]
K = N − degree(f(m, v)).
Moreover, the minimum distance dmin of BCH(v,m) is at least v + 1 [147, Theorem
5.1.1].
Since F2m is the splitting field of the polynomial x
N − 1 [147, Theorem 3.3.2], it
is easy to see that degree(f(m,N)) = N . Also, since the size of the cyclotomic coset
of any element αi is at most m [147, Section 3.7], we have degree(f(m, 1)) ≤ m,
0 ≤ degree(f(m, v + 1))− degree(f(m, v)) ≤ m.
Thus, for any r ∈ (0, 1), one can choose vm ∈ [N ] such that
N(1 − r) ≤ degree(f(m, vm)) ≤ N(1− r) +m.
Now, it is easy to see that vm ≥ N(1 − r)/m and the rate of the code BCH(vm, m)
will be in [r − m
N
, r].
Consider the length-2m extended BCH code, eBCH(v,m), which is formed by
adding a single parity bit to the code BCH(v,m) so that overall codeword parity
is always even [147, Section 5.1]. The code eBCH(v,m) has the same dimension as
BCH(v,m) and a minimum distance of at least v + 1.
Thus, for any r ∈ (0, 1), there exists a sequence of codes {eBCH(vm, m)} with
blocklengths Nm = 2
m, rates rm → r and minimum distances
d
(m)
min ≥ 1 + vm ≥ 1 +
Nm(1− r)
m
. (IV.12)
An important property of the extended BCH codes is that they are affine-invariant
[147, Theorem 5.1.9]. Thus, Section IV.D.1 shows that their permutation group is
doubly transitive. Therefore, we have the following theorem.
Theorem 92: For any r ∈ (0, 1), there is a sequence {vm} such that the code
sequence {eBCH(vm, m)} has rm → r and is capacity achieving on the BEC under
bit-MAP decoding.
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In the following, we discuss the block erasure probability of BCH codes. It is
possible to characterize the permutation group of the code eBCH(v,m) precisely.
According to [148,159], except in sporadic cases, the permutation group of the code
eBCH(v,m) is equal to the affine semi-linear group. Unfortunately, in the framework
of [156], this group does not produce any factors beyond order log(N). This is not
encouraging for the analysis of block erasure probability. This is in contrast with
Reed-Muller codes where it was possible to exploit GL(m,F2) symmetry to analyze
their block erasure probability. It is worth noting that the only primitive codes over
a prime field, whose permutation group includes the general linear group of degree
m, are variants of generalized Reed-Muller codes [158].
For BCH codes, however, the minimum distance is large enough to use The-
orem 86. In fact, the minimum distance of the code eBCH(vm, m) from (IV.12)
satisfies
lim
m→∞
log d
(m)
min
logNm
= 1. (IV.13)
Since the permutation group of the code eBCH(vm, m) is doubly transitive from
affine-invariance, by Theorem 84 and the proof of Theorem 85, its average EXIT
function satisfies the hypothesis of Theorem 86. Combining this observation with
(IV.13) gives the following result.
Theorem 93: For any r ∈ (0, 1), there is a sequence {vm} such that the code
sequence {eBCH(vm, m)} has rm → r and is capacity achieving on the BEC under
block-MAP decoding.
Corollary 94: For any r ∈ (0, 1), there is a sequence {vm} such that the code
sequence {BCH(vm, m)} has rm → r and is capacity achieving on the BEC under
both bit-MAP and block-MAP decoding.
Proof. The code BCH(m, v) can be constructed from the code eBCH(m, v) simply
by puncturing (i.e., erasing) the overall parity bit. This implies that their EXIT
functions satisfy heBCH(p) ≥ phBCH(p). From this, we see that
hBCH(p) ≤ 1
p
heBCH(p).
Since puncturing single bit has an asymptotically negligible effect on the rate, the
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statement of the corollary follows directly from Theorems 92 and 93.
Remark 95: Corollary 94 shows that there are sequences of binary cyclic codes that
achieve capacity on the BEC. As far as the authors know, this is the first proof that
such a sequence exists [160].
IV.E DISCUSSION
IV.E.1 Comparison with the Work of Tillich and Ze´mor
Our initial attempts to prove a sharp threshold for EXIT functions focused on
analyzing (IV.10) with Ω = Ωi. In particular, our aim was to generalize [143] to
EXIT functions by finding a lower bound on gΩi(x) that holds uniformly over the
boundary
∂Ωi , {x ∈ {0, 1}N | gΩi(x) > 0}.
For code sequences where dmin →∞ and the minimum distance of the dual code sat-
isfies d⊥min → ∞, we expected that minx∈∂Ωi gΩi(x) would grow without bound and,
thus, that the EXIT function would have a sharp threshold. Unfortunately, this is
not true. In fact, the ensemble of (j, k)-regular LDPC codes provides a counterex-
ample. With high probability, their minimum distance grows linearly with N but
one iteration of iterative decoding shows that the EXIT function is upper bounded
by (1− (1− p)k−1)j for all p and N [38].
To understand this, first recall that a weight-d codeword in the dual code defines
a subset of d code bits that sum to 0. If only one of the bits in this dual codeword is
erased, then that bit can be recovered indirectly from the other bits. To see this in
terms of the boundary, consider the indirect recovery of bit-i and assume that it is
contained in a weight-d dual codeword with d = d⊥min ≥ 3. Let x be an erasure pattern
where d−2 of the d−1 other bits in the dual codeword are received correctly and all
other bits are erased. Then, x ∈ Ωi and bit-i cannot be recovered indirectly. Also,
bit-i can be recovered indirectly if the erased bit (say bit j) in the dual codeword is
revealed. Thus, x(j) /∈ Ωi.
Now, let us consider gΩi(x). If there is any other bit (say bit k) for which x
(k) /∈ Ωi,
then the pattern of correctly received symbols in x(k) (along with bit i) must cover
a dual codeword. Since x(k) contains exactly d − 1 zero (i.e., unerased) symbols
and the minimum dual distance is d, it follows that x(k) must be a dual codeword.
Due to linearity, one can add the two vectors to get x(j) + x(k), which clearly has
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weight 2. However, this contradicts the assumption that the minimum dual distance
is d⊥min ≥ 3. Thus, we find that only bit j is pivotal for x and
min
x∈∂Ωi
gΩi(x) = 1.
This shows that the method of [143] does not extend automatically to prove sharp
thresholds for EXIT functions. While it is possible that there is a simple modification
that overcomes this issue, we did not find it.
IV.E.2 Conditions of Theorem 85
One natural question is whether or not the conditions of Theorem 85 can be
weakened. If the permutation groups of the codes in the sequence are not transitive,
then different bits may have different EXIT functions with phase transitions at dif-
ferent values of p (e.g., if some of the bits are protected by a random code of one
rate and other bits with a random code of a different rate).
Even if the permutation groups are transitive, things can still go wrong. Consider
any sequence of codes with transitive permutation groups and increasing length. Let
{d(n)min} be the sequence of minimum distances. Then, symmetry implies that the
erasure rate of bit-MAP decoding is lower bounded by pd
(n)
min for a BEC(p) (e.g.,
every code bit is covered by a codeword with weight dmin). Thus, the sequence does
not achieve capacity if d
(n)
min has a uniform upper bound. Based on duality, a similar
argument holds if the sequence of minimum dual distances {d⊥(n)min } is upper bounded.
Thus, to achieve capacity, a necessary condition is that d
(n)
min → ∞ and d⊥(n)min → ∞.
Based on this observation, we make the following optimistic conjecture.
Conjecture 96: Let {Cn} be a sequence of binary linear codes where the blocklengths
satisfy Nn → ∞, the rates satisfy rn → r for r ∈ (0, 1), and the permutation group
of each code is transitive. If the sequence of minimum distances satisfies d
(n)
min →∞
and the sequence of minimum dual distances satisfies d
⊥(n)
min →∞, then the sequence
achieves capacity on the BEC under bit-MAP decoding.
We call a code reducible if it can be written as the direct product of irreducible
component codes of shorter length. If a code is reducible, then the minimum distance
of each irreducible component is at least as large as the minimum distance of the
overall code. Likewise, if the permutation group of a reducible code is transitive,
then permutation group of each irreducible component code must also be transitive.
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Moreover, transitivity implies that the EXIT function of each bit must equal both
the EXIT function of the overall code and the EXIT function of any irreducible
component code. Thus, the rate of the overall code and the rate of each irreducible
component code must all be equal to the integral of their common EXIT function.
This implies that, if the overall code satisfies the necessary conditions of the conjec-
ture, then each of its irreducible component codes must also satisfy the necessary
conditions. Thus, it is sufficient to resolve the conjecture for the case where there is
a single irreducible component code.
IV.E.3 Beyond the Erasure Channel
Beyond the erasure channel, this work also has implications for the decoding of
Reed-Muller codes transmitted over the binary symmetric channel. In particular, the
results of [14, Theorem 1.8] show that an error pattern can be corrected by RM(m−
(2t + 2), m) whenever an erasure pattern with the same support can be corrected
by RM(m− (t+ 1), m). Such error patterns can even be corrected efficiently [116].
Another interesting open question is whether or not one can extend this approach
to binary-input memoryless symmetric channels via generalized EXIT (GEXIT) func-
tions [44]. For this, some new ideas will certainly be required because the straight-
forward approach leads to the analysis of functions that are neither boolean nor
monotonic.
It would also be very interesting to find boolean functions outside of coding theory
where area theorems can be used to pinpoint sharp thresholds.
IV.E.4 Fq-Linear Codes over the q-ary Erasure Channel
While our exposition focuses on binary linear codes over the BEC, it is easy to
extend all results to Fq-linear codes over the q-ary erasure channel.
First, the set Ωi is redefined to be the set of erasure patterns that prevent in-
direct recovery of the symbol Xi. Importantly, Ωi is still a set of binary sequences
(equivalently, set of subsets of [N ]\{i}), and not a set of sequences over the alphabet
{0, 1, . . . , q − 1}. Note that, if indirect recovery is not possible, then the linearity of
the code implies that the posterior marginal of symbol i given the extrinsic observa-
tions is Pr(Xi = x|Y ∼i = y∼i) = 1/q. Next, we rescale the logarithm in the entropy
H (·) to base q so that H(Xi|Y ∼i = y∼i) = 1 when indirect recovery of Xi is not
possible.
Thus, the sharp threshold framework for monotone boolean functions can be
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applied without change. With these straightforward modifications, the results in
Sections IV.B and IV.C hold true verbatim.
The concept of affine-invariance also extends naturally to Fq-linear codes of length
qm over the Galois field Fq. Similarly, affine-invariance implies that the permutation
group is doubly transitive. Thus, sequences of affine-invariant Fq-linear codes of
increasing length, whose rates converge to r ∈ (0, 1), achieve capacity over the q-
ary erasure channel under symbol-MAP decoding. The results for the block-MAP
decoder also extend without change. Thus, one finds that Generalized Reed-Muller
codes [17] and extended primitive narrow-sense BCH codes over Fq achieve capacity
on the q-ary erasure channel under block-MAP decoding.
IV.E.5 Rates Converging to Zero
Consider a sequence of Reed-Muller codes {RM(vm, m)} where the rate rm → 0
sufficiently fast. A key result of [14] is that Reed-Muller codes are capacity achieving
in this scenario. That is, for any δ > 0,
P
(m)
B (pm)→ 0 for any 0 ≤ pm < 1− (1 + δ)rm.
Looking closely at [14, Corollary 5.1], it appears that rm = O(N
−κ
m ) for some κ > 0
is a necessary condition for this result, where the blocklength Nm = 2
m.
Let’s analyze the bit erasure probability using our method. From the proof of
Theorem 87, it is possible to deduce that P
(m)
b (pεm)→ 0 if we choose εm = o(1) such
that log(1/εm) = o(log(Nm)).
We can also obtain a lower bound on pεm. From the proof of Proposition 78, we
gather that
pεm ≥ 1−
rm
1− εm − (p1−εm − pεm) .
From Theorem 84 and the proof of Theorem 85,
p1−εm − pεm ≤
2 log 1
εm
log(Nm − 1) ,
which implies that
pεm ≥ 1−
rm
1− εm −
2 log 1
εm
log(Nm − 1) = 1− (1 + δm)rm,
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where
δm =
εm
1− εm +
2 log 1
εm
rm log(Nm − 1) .
Therefore,
P
(m)
b (pm)→ 0 for any 0 ≤ pm < 1− (1 + δm)rm,
for any εm = o(1) such that log(1/εm) = o(log(Nm)).
In order to obtain a capacity achieving result under bit-MAP decoding, we require
that δm → 0. This can be guaranteed if rm log(Nm)→∞. Under this condition, we
can choose εm = 1/ log(rm log(Nm)) so that
εm → 0,
log 1
εm
log(Nm)
→ 0, δm → 0.
Thus, under the condition rm log(Nm) → ∞, the sequence RM(vm, m) achieves ca-
pacity on the BEC under bit-MAP decoding.
For rm → 0, our results require rm log(Nm)→∞ while the results in [14, Corol-
lary 5.1] require rm = O(N
−κ
m ) for some κ > 0. Thus, the results here apply to a
different asymptotic rate regimes from [14].
IV.F CONCLUSION
We show that a sequence of binary linear codes achieves capacity if its block-
lengths are strictly increasing, its code rates converge to some r ∈ (0, 1), and the
permutation group of each code is doubly transitive. To do this, we use isoperimetric
inequalities for monotone boolean functions to exploit the symmetry of the codes.
This approach was successful largely because the transition point of the limiting
EXIT function for the capacity-achieving codes is known a priori due to the area
theorem. One remarkable aspect of this method is its simplicity. In particular, this
approach does not rely on the precise structure of the code.
The main result extends naturally to Fq-linear codes transmitted over a q-ary
erasure channel under symbol-MAP decoding. The class of affine-invariant Fq-linear
codes also achieve capacity, since their permutation group is doubly transitive. Our
results also show that Generalized Reed-Muller codes and extended primitive narrow-
sense BCH codes achieve capacity on the q-ary erasure channel under block-MAP
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decoding.
IV.G APPENDIX
IV.G.1 Proof of Proposition 78
S1 ⇐⇒ S2: First, recall from (IV.3) that Pb(p) = ph(p). From this, it follows
that S2 =⇒ S1. Now, consider S1 =⇒ S2. The relation Pb(p) = ph(p) together
with P
(n)
b (p)→ 0 and h(n)(0) = 0 implies
lim
n→∞
h(n)(p) = 0 for 0 ≤ p < 1− r.
Now, we focus on the limit of h(n)(p) for 1−r < p ≤ 1. Fix q ∈ (1−r, 1] and choose
n0 large enough so that, for all n > n0, we have rn > r − ε and h(n)(1 − r − ε) ≤ ε.
Such an n0 exists because rn → r and h(n)(p) → 0 for 0 ≤ p < 1 − r. Since the
function h(n) is increasing for all n, the EXIT area theorem (i.e., Proposition 72(c))
implies that, for all n > n0, we have
r − ε < rn =
∫ 1
0
h(n)(p)dp
=
∫ 1−r−ε
0
h(n)(p)dp+
∫ q
1−r−ε
h(n)(p)dp+
∫ 1
q
h(n)(p)dp
≤ (1− r − ε)ε+ (q − (1− r) + ε)h(n)(q) + (1− q).
This implies
h(n)(q) ≥ q − (1− r)− ε(2− r − ε)
q − (1− r) + ε ≥ 1−
3ε
q − (1− r) .
As such, limn→∞ h(n)(q) = 1, for any 1− r < q ≤ 1.
S2 =⇒ S3: Since p(n)1−ε − p(n)ε is the width of the erasure probability interval over
which h(n) transitions from ε to 1− ε, this follows immediately from S2.
S3 =⇒ S2: It suffices to show that, for any ε ∈ (0, 1/2],
lim
n→∞
p(n)ε = lim
n→∞
p
(n)
1−ε = 1− r.
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From Proposition 72(c), we have
rn =
∫ 1
0
h(n)(α)dα ≤ εp(n)ε +
(
1− p(n)ε
)
,
which implies p
(n)
ε ≤ 1−rn1−ε . Similarly,
rn =
∫ 1
0
h(n)(α)dα ≥
(
1− p(n)1−ε
)
(1− ε),
which implies p
(n)
1−ε ≥ 1−rn−ε1−ε .
Combining these gives
1− rn − ε
1− ε +
(
p(n)ε − p(n)1−ε
)
≤ p(n)ε ≤
1− rn
1− ε ,
1− rn − ε
1− ε ≤ p
(n)
1−ε ≤
1− rn
1− ε +
(
p
(n)
1−ε − p(n)ε
)
.
From the hypothesis,
1− r − ε
1− ε ≤ lim supn→∞ p
(n)
ε ≤
1− r
1− ε,
1− r − ε
1− ε ≤ lim supn→∞ p
(n)
1−ε ≤
1− r
1− ε.
Thus
lim
t→0
lim sup
n→∞
p
(n)
t = lim
t→0
lim sup
n→∞
p
(n)
1−t = 1− r.
But p
(n)
t and p
(n)
1−t are increasing and decreasing functions of t, respectively. This
gives
lim sup
n→∞
p(n)ε ≥ lim
t→0
lim sup
n→∞
p
(n)
t = 1− r, lim sup
n→∞
p
(n)
1−ε ≤ lim
t→0
lim sup
n→∞
p
(n)
1−t = 1− r.
Since p
(n)
ε ≤ p(n)1−ε, we deduce that
lim sup
n→∞
p(n)ε = lim sup
n→∞
p
(n)
1−ε = 1− r.
Repeating this exercise with lim sup replaced by lim inf also gives the result 1 − r.
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Thus, for any ε ∈ (0, 1/2], we have
lim
n→∞
p(n)ε = lim
n→∞
p
(n)
1−ε = 1− r.
IV.G.2 Proofs from Section IV.C
Lemma 97: Suppose h : [0, 1]→ [0, 1] is a strictly increasing function with h(0) = 0
and h(1) = 1. Additionally, for 0 ≤ a < p < b ≤ 1, let
dh(p)
dp
≥ wh(p)(1− h(p)).
If pt = h
−1(t), then for 0 < ε1 ≤ ε2 ≤ 1,
pε2−pε1 ≤ a+ (1−b) +
1
w
[
log
ε2
1−ε2 + log
1−ε1
ε1
]
. (IV.14)
Moreover, for 0 ≤ δ ≤ p1/2,
h(δ) ≤ exp [−w ([p1/2 − δ]− [a + 1− b])] .
Proof. Let g(p) = log h(p)
1−h(p) and observe that, for a < p < b, we have
dg(p)
dp
=
1
h(p)(1− h(p))
dh(p)
dp
≥ w.
Let pt = h
−1(t). We would like to obtain an upper bound on pε2 − pε1 by integrating
dg/dp.
If a < pε1 ≤ pε2 < b, then integrating dg/dp from pε1 to pε2 gives
w(pε2−pε1) ≤
∫ pε2
pε1
dg
dp
dp = log
ε2
1−ε2 − log
ε1
1−ε1 ,
which immediately shows (IV.14).
Suppose pε1 ≤ a < pε2 < b, and note that since g is increasing ε1 = g(pε1) ≤ g(a).
Then, integrating dg1/dp from a to pε2 gives
w(pε2 − a) ≤
∫ pε2
a
dg
dp
dp
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= log
ε2
1− ε2 − log
h(a)
1− h(a)
≤ log ε2
1− ε2 − log
ε1
1− ε1 . (Since ε1 ≤ h(a))
Using pε2 − pε1 ≤ a + (pε2 − a) with the above inequality gives (IV.14).
By considering other cases where pε1 and pε2 lie, it is straightforward to obtain
(IV.14). Also, substituting ε2 = 1/2 and ε1 = h(δ) in (IV.14) gives the desired upper
bound on h(δ).
IV.G.3 Proof of Theorem 86
Let p
(n)
t be the functional inverse of h
(n) from (IV.7). Using Lemma 97 with
an = 0 and bn = 1 gives
p
(n)
1−ε − p(n)ε ≤
2 log 1−ε
ε
C logNn
.
By hypothesis, Nn →∞. Thus, for any ε ∈ (0, 1/2], we have p(n)1−ε − p(n)ε → 0. Using
this, we apply statement S2 of Proposition 78 to see that p
(n)
1/2 → 1− r.
Now, we can choose εn = d
(n)
min/(Nn logNn) and observe that
p
(n)
1−εn − p(n)εn ≤
2
C logNn
log
1− εn
εn
≤ 2
C logNn
log
Nn logNn
d
(n)
min
=
2
C
logNn + log logNn − log d(n)min
logNn
.
By hypothesis, log d
(n)
min/ logNn → 1. Thus, p(n)1−εn − p(n)εn → 0. Combining this with
p
(n)
εn ≤ p(n)1/2 ≤ p(n)1−εn shows that p(n)εn → 1− r.
Also, from (IV.3),
P
(n)
b (p
(n)
εn ) = p
(n)
εn h
(n)(p(n)εn ) ≤ h(n)(p(n)εn ) = εn.
Recall from (IV.2) that PB ≤ NPb/dmin. Hence, for any p ∈ [0, 1− r), one finds that
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p
(n)
εn > p for sufficiently large n and thereafter
P
(n)
B (p) ≤
Nn
d
(n)
min
P
(n)
b (p) ≤
Nn
d
(n)
min
εn =
1
logNn
→ 0.
Thus, we conclude that {Cn} is capacity achieving on the BEC under block-MAP
decoding.
IV.G.4 Proof of Theorem 87
Let p
(n)
t be the functional inverse of h
(n) from (IV.7). From Lemma 97,
p
(n)
1−ε − p(n)ε ≤ an + (1− bn) +
2 log 1−ε
ε
wn logNn
.
By hypothesis, an → 0, 1− bn → 0, and wn logNn →∞. Thus, for any ε ∈ (0, 1/2],
we have p
(n)
1−ε− p(n)ε → 0. Using this, we apply statement S2 of Proposition 78 to see
that p
(n)
1/2 → 1− r.
Now, we can choose εn = 1/N
2
n and observe that
p
(n)
1−εn − p(n)εn ≤ an+(1− bn)+
1
wn logNn
2 log
1− εn
εn
≤ an+(1− bn) + 1
wn logNn
4 logNn
= an+(1− bn)+ 4
wn
.
Combining p
(n)
εn ≤ p(n)1/2 ≤ p(n)1−εn with p(n)1−εn − p(n)εn → 0 shows that p(n)εn → 1− r.
Also, from (IV.3),
P
(n)
b (p
(n)
εn ) = p
(n)
εn h
(n)(p(n)εn ) ≤ h(n)(p(n)εn ) = εn.
Recall from (IV.1) that PB ≤ NPb. Hence, for any p ∈ [0, 1 − r), one finds that
p
(n)
εn > p for sufficiently large n and thereafter
P
(n)
B (p) ≤ NnP (n)b (p) ≤ Nnεn = Nn/N2n → 0.
Thus, we conclude that {Cn} is capacity achieving on the BEC under block-MAP
decoding.
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CHAPTER V
FIRST-PASSAGE TIME AND LARGE-DEVIATION ANALYSIS FOR ERASURE
CHANNELS WITH MEMORY*
V.A INTRODUCTION
Contemporary communication systems must be designed to accommodate the
various applications that compose today’s digital landscape. In particular, mobile
devices must meet the heterogeneous needs of various data flows in terms of delay
tolerance and bandwidth requirements. On the Internet backbone, congestion is
often prevented by over-provisioning. The large throughput and low latency of par-
allel optical lines provide a pragmatic solution that offers adequate network perfor-
mance. This approach, combined with localized content distribution networks and
edge throttling, is key in supporting delay-sensitive traffic over the Internet core.
Unfortunately, a similar strategy cannot be applied to connect untethered devices,
as wireless physical resources are limited and costly. The narrow usable spectrum
and the broadcast nature of wireless environments limit the effective bandwidth of
wireless access networks and, hence, demand the efficient management of available
resources.
Here, we develop a mathematical framework that enables the optimal allocation
of link resources for wireless systems in the context of delay-sensitive communication.
Distinguishing features of the proposed methodology include the joint treatment of
finite-state channels with memory and queueing behavior at the transmitter. The
focus is on the first-passage time to an empty queue, and the methodology implicitly
provides a distribution for the time it would take an additional packet to reach
the head of the queue. This view is not only important for resource allocation and
performance evaluation, it offers a foundation for choosing among possible routes and
distinct interfaces. From an abstract perspective, we introduce a formulation where
time-dependencies in channel states and decoding failures are captured meticulously.
* c© 2013 IEEE. Reprinted, with permission, from S. Kumar, J.-F. Chamberland, H.D. Pfister,
“First-Passage Time and Large-Deviation Analysis for Erasure Channels With Memory,” Informa-
tion Theory, IEEE Transactions on, Sept. 2013.
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In contrast to block-fading models, this formulation allows the seamless optimization
of parameters such as code rate and block length. This is instrumental in better
understanding how these parameters affect the overall performance of delay-sensitive
wireless connections.
Several contributions on the interplay between decisions at the physical layer and
overall performance at the link layer can be found in the literature [161–164]. No-
table approaches include the outage capacity [165, 166], a probabilistic performance
criterion based on the marginal distribution of channel blocks; the effective capac-
ity [167, 168] which captures the decay rate in buffer occupancy at the transmitter;
and finite block-length analyses of wireless connections [169,170]. Physical resources
can be optimized to reduce average delay by carefully selecting advantageous modu-
lation schemes and coding strategies [171,172]. Multi-objective problem formulations
have also been explored. For instance, the optimal tradeoff between power and de-
lay has received attention in the past [173]. The joint treatment of queueing and
error-control coding has been examined by simultaneously considering the effective
capacity of a link and the error exponent of a code family [174,175]. Markov models
have been successfully employed in the queueing analysis of communication links
with automatic repeat request [176, 177]. Finally, powerful asymptotic techniques
based on large deviations and heavy traffic limits have been developed to handle
real-time traffic over unreliable links [178, 179].
This study differs from previous contributions in that it relates queueing behav-
ior, error control coding and channel evolution without resorting to asymptotically
long coding delays or rough approximations. Decoding performance at the receiver
captures channel correlation within a block, while the queueing aspect of the problem
is key in understanding the impact of time-dependencies among successive decoding
attempts. Together, they provide an accurate assessment of overall system perfor-
mance and lead to novel guidelines about efficient designs.
Furthermore, by focusing on the first-passage time to an empty queue [180], we
are able to bypass the search for representative arrival processes. Rather, resource
management can be performed adaptively based on current system conditions. Hav-
ing a distribution for the hitting time to an empty buffer enables the computation of
several pertinent performance criteria such as the probability of violating a comple-
tion deadline, the mean first-passage time to an empty queue, and Chernoff bounds.
The proposed methodology is closely related to generating functions [181] and it
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works well for reasonably small initial buffer sizes, which are typical of communica-
tion systems subject to stringent delay restrictions. On the other hand, under large
buffers, this technique becomes somewhat cumbersome. In this latter case, analyz-
ing the large deviations governing the evolution of the system offers a promising new
direction to derive meaningful guidelines for resource allocation and the selection of
system parameters. Indeed, the concentration of empirical measures can be used to
gracefully adjust delay-sensitivity to the needs of real-time data flows by selecting the
deviation threshold, i.e., the argument of the rate function [182]. Once a threshold
is set, system parameters can be optimized according to this objective function and
the resulting performance can be predicted accurately.
Throughout, we assume the availability of reliable acknowledgements using pe-
riodic feedback. We also assume that the transmitter and receiver share a common
randomness, which permits the utilization of random binary codes. The remainder
of this chapter is organized as follows. Section V.B presents the channel model and
the random coding scheme. The queueing aspect of the problem is developed in
Section V.C. A large deviations perspective on the mean transmission time and the
average service rate is offered in Section V.D. The findings are supplemented by
a discussion of pertinent criteria for performance evaluation, along with numerical
examples. Concluding remarks and possible avenues of future research are exposed
in Section V.G.
V.B SYSTEM MODEL
One physical aspect of wireless communication that we are particularly inter-
ested in is channel memory. From a queueing perspective, it is well known that
correlation over time can drastically alter the stationary distribution of a queueing
system [183, 184]. In a similar manner, channel memory can have a strong impact
on overall performance, as it induces time-dependencies in the service process at
the transmitter. This phenomenon is especially important for delay-sensitive appli-
cations that require the reliable, ordered delivery of data streams. A prime model
class in dealing with such dependencies is composed of finite-state channels with
memory [185–187]. System models derived from this class of channels are typically
mathematically tractable, and they offer a natural mechanism to account for corre-
lation over time. Moreover, insights acquired by studying erasure channels can often
be translated to error channels or, at least, provide partial intuition about promising
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solutions for the latter, more challenging scenarios.
Our discussion revolves around a communication paradigm where information bits
flow from a source to a destination. The transmitter is assumed to possess a message
of a certain length at the onset of the data transfer, and forward error correction
is employed to shield content from potential symbol erasures. At the beginning of
a transmission, the leading information bits stored at the source are grouped into
a segment, and redundancy is added to this message using block encoding. The
resulting codeword is then sent over a finite-state erasure channel with memory.
Contingent upon the channel realization, the destination can either retrieve the data
contained in the transmitted codeword or it declares a decoding failure. Successful
transmissions are acknowledged and the corresponding bits are then discarded from
the source buffer. Otherwise, the leading information bits remain in the queue. We
emphasize that, in this framework, the original data sequence is guaranteed to be
transferred unaltered. However, the completion time of the queue-emptying process
is a random variable that depends on the coding/decoding strategy adopted and on
the realization of the channel.
V.B.1 Channel Abstraction
As indicated above, we capture channel stochasticity and its impact on the com-
munication link using a finite-state Markov process. Several pertinent communica-
tion scenarios can be modeled in this manner [188–190]. At a particular time instant,
we assume that the channel can be in one of k states taking value in C = {1, 2, . . . , k}.
State transitions over time form a Markov chain. We denote the corresponding tran-
sition probability matrix by
B =

b11 b12 · · · b1k
b21 b22 · · · b2k
...
...
. . .
...
bk1 bk2 · · · bkk
 .
Entry bij in matrix B represents the conditional probability that, starting from
state i, the channel transitions to state j. As such, B is a right stochastic ma-
trix. When in state i, the transmitted symbol is erased with probability εi and,
consequently, it is received correctly with probability 1 − εi. For notational conve-
nience, we impose a quality ordering on the channel states, i.e., εi ≥ εj whenever
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b21b12
1 1
0 0
ε2 e
1 1
0 0
ε1 e
Figure V.1: Communication at the bit level takes place over a finite-state erasure
channel with memory. While in state i, the probability of a bit erasure is εi. The
evolution of the channel over time forms a Markov process.
i < j. We represent the state of the channel at time instant n by Cn. We note that
{Cn} is a first-order Markov process. A diagram illustrating the operation of the
communication link for a two-state channel appears in Fig. V.1.
Assumption 98: Throughout, we hypothesize that the chain governing the finite-
state channel is irreducible and aperiodic. We also assume that this Markov channel
is non-trivial in that there exists a state i ∈ C such that εi < 1.
As we shall see, these conditions guarantee the existence of a random coding
scheme for which the transmission process terminates in finite time, almost surely.
These transmission schemes are the only ones of interest for our purpose. In that
sense, Assumption 98 is introduced to prevent difficulties that arise from idiosyn-
cratic, irrelevant scenarios.
V.B.2 Coding Scheme
The envisioned system employs forward error correction to counteract possible
channel erasures. A codeword transmission attempt is initiated by selecting the lead-
ing K bits from the source buffer. Redundancy is then added to this data segment
through the encoding process. A random coding scheme is adopted as a mathemat-
ically convenient abstraction to realistic implementations [161, 191]. To create each
codeword transmission, a random binary parity check matrix of size (N −K) × N
is generated. Every entry is selected uniformly over the binary alphabet, indepen-
dently from other elements. The resulting codebook corresponds to the nullspace
of this matrix. Such a coding scheme ensures that successful decoding of different
codewords are conditionally independent given the channel states at the respective
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transmission times. This will greatly simplify the ensuing analysis. We assume that
maximum-likelihood decoding is performed at the receiver.
We emphasize that this mode of operation requires shared randomness at the
source and the destination. Interestingly, this coding scheme is known to perform
well for large block lengths; and it supports flexible rates of communication, any rate
of the form K/N where 0 ≤ K ≤ N is admissible. These random codes have the
additional property that the average probability of decoding failure depends only
on the number of erasures caused by the channel and not on the specific locations
of these erasures. Provided that e erasures have occurred during transmission, the
probability of decoding failure can be evaluated explicitly,
Pf(N −K, e) = 1−
e−1∏
l=0
(
1− 2l−(N−K)) . (V.1)
A proof for this statement is based on the equivalence between the linear indepen-
dence of the e erased columns in the parity check matrix and the event of a successful
decoding [191]. Throughout, Pf(p, e) denotes
Pf(p, e) =
1−
∏e−1
l=0
(
1− 2l−p) if e ≤ p
1 if p < e ≤ N
(V.2)
which is the average probability of decoding failure under maximum likelihood of a
codebook generated by using a random binary parity check matrix of size p×N , for
any N ≥ p, when e erasures have occurred.
V.B.3 Distribution of Erasures
From the discussion above, we gather that the number of erasures suffered by a
codeword plays a critical role in determining overall system performance, as it dic-
tates the probability of decoding failure. This random variable thus warrants due
attention. Let E denote the number of erasures occurring in a given packet trans-
mission. Since the probability of decoding failure of a codeword depends only on the
number of erasures, it suffices to consider probabilities of the form Pr(E = e, CN+1 =
j|C1 = i) to characterize the evolution of the system. Note that C1 and CN+1 cor-
respond to the channel state transitions across the first codeword transmission. We
can describe this distribution in a compact form using matrix generating functions.
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Define matrix Bx by
Bx =

b11(1− ε1 + ε1x) · · · b1k(1− ε1 + ε1x)
b21(1− ε2 + ε2x) · · · b2k(1− ε2 + ε2x)
...
. . .
...
bk1(1− εk + εkx) · · · bkk(1− εk + εkx)
 .
Throughout, JxnK denotes the linear operator that maps a polynomial in ℜ[x] to the
coefficient of xn. For e ∈ N0 and i, j ∈ C, one can show that [181]
Pr(E = e, CN+1 = j|C1 = i) = JxeK
[
BNx
]
i,j
(V.3)
where, in this case, E denotes the number of erasures over an interval of length N .
The probability that Markov process {Cn} coincides with a specific sequence of states
is equal to the probability of a certain path through the matching trellis. Moreover,
at each point in time, the probability of observing an erasure only depends on the
current state. Consequently, taking the Nth power of matrix Bx is an efficient way to
compute the aggregate conditional probability of observing exactly e erasures, given
an initial probability distribution and an end state. In other words, BNx offers a way
to simultaneously sum all the relevant paths through the trellis. It is also possible
to compute such probabilities through nested sums [192], but the ensuing equations
rapidly become cumbersome for large values of N and Markov chains with sizable
state spaces.
Given initial state i and for a fixed final state j, we can apply the total probability
theorem to compute the probability of decoding failure,
N∑
e=0
Pf(N −K, e) Pr (E = e, CN+1 = j|C1 = i) . (V.4)
These conditional probabilities, along with the progression of the channel states,
underlie the evolution of the queueing system.
Remark 99: As a side note, it is instructive to point out that, under Assumption 98,
there exist values for N and K such that the probability of decoding success as a
function of C1 is not uniformly zero. In particular, if i is a channel state such that
εi < 1, then for large enough N and N −K, the probability of decoding failure in
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(V.4) will be less than one. Random codes for which the conditional probability of
decoding success is not uniformly zero are termed non-trivial.
V.C QUEUEING MODEL
This section describes the queueing behavior of our system. First, we assume
that the number of information bits present at the source at the beginning of the
communication process is fixed and equal to ℓ. Given a code rate and block length,
the source takes the leading K data bits and encodes the resulting segment into a
codeword of length N using the scheme described in the preceding section. This
codeword is then sent to the destination through N consecutive uses of the erasure
channel. A service opportunity occurs every time the random code and channel real-
ization jointly permit reliable decoding. We emphasize, again, that the destination is
assumed to possess the ability to acknowledge the successful reception of codewords
through instantaneous feedback. As such, the selected information bits remain in
the transmit queue until a corresponding codeword is decoded faithfully at the desti-
nation. This data segment is immediately discarded from the buffer upon successful
decoding of a packet.
In its simplest form, this scheme represents a variation of automatic repeat re-
quest (ARQ). We note that this mode of operation is somewhat na¨ıve in that the
information contained in failed decoding attempts is disregarded. A more astute im-
plementation will seek to leverage past failures by performing joint decoding over all
the observed messages pertaining to the current data segment. Incremental redun-
dancy and hybrid automatic repeat request are valuable techniques that can improve
performance [193–195]. Here, we discuss both ARQ and its hybrid variant, where
partial information from failed transmission attempts is incorporated in the decod-
ing process. Still, we focus largely on the rudimentary scheme because it admits a
simpler, more elegant characterization while preserving the natural tradeoff between
error protection and payload content. Overall, the proposed methodology yields
pertinent results that help improve our understanding of delay-sensitive systems.
Our primary interest lies in the distribution of the time elapsed until the message
originally contained in the source buffer becomes wholly available at the destination.
To capture this quantity adequately, we need to examine the evolution of the queue.
The length of the queue can be expressed in terms of the number of data segments
awaiting transmission. If a queue initially contains ℓ information bits, then it will
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require the successful reception of m = ⌈ℓ/K⌉ codewords until the last segment
gets processed. The number of segments in the transmit buffer therefore becomes a
measure of residual work until our objective is met, and it is intrinsically linked to
the state of our communication system.
Codeword s denotes the block of transmitted bits during the time instants sN +
1, . . . , (s+ 1)N , where s ≥ 0. These codewords include both decoding successes and
failures. ForN fixed, we denote the size of the queue at the onset of codeword s byQs.
We note that the state of the bit-erasure channel at the same time instant is CsN+1.
Thus at the onset of the first codeword transmission (s = 0), the size of the queue is
Q0 and the state of the bit-erasure channel is C1. The rapid succession of symbols
in the bit-erasure channel compared to events taking place in the queue produces
the mismatch in indexing between Qs and CsN+1. Indeed, queue transitions are
only possible at the completions of decoding attempts, which only occur after every
N symbol transmissions. The resulting stochastic process {Qs} is a hidden Markov
process, as it is determined partly by the evolution of the unobserved channel process
{Cn}. While {Qs} alone does not possess the Markov property, it is possible to create
an augmented process containing Qs with this desirable attribute. The particulars of
the procedure depend on whether one is considering the standard ARQ framework
or its hybrid variant. We treat these two instances separately.
V.C.1 Automatic Repeat Request
As the title suggests, this section focuses exclusively on the scenario where the
source and the destination employ ARQ to overcome channel erasures and, thereby,
achieve reliable data transmission. In particular, the information contained in past
decoding attempts is disregarded by the decoder when receiving the latest codeword.
To build a suitable model, we consider the random vector Us = (CsN+1, Qs) composed
of channel state and queue length. We wish to show that this vector contains all the
relevant information to track the evolution of the system.
Theorem 100: The aggregate process {Us}s≥0 possesses the Markov property. That
is, conditioned on Ut = (i, q), the stochastic process {Us+t}s≥0 is independent of
U0, . . . , Ut−1.
Proof. See Section V.H.1.
Using the total probability theorem, we can write the transition probabilities of
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2, 0
1, 0
2, 1
1, 1
2,m
1,m
. . .
Figure V.2: This figure illustrates the progression of the queueing system for a
service process that is governed by a two-state Markov erasure channel. System
states, which are composed of queue lengths and channel states, are represented by
circles. Admissible transitions are marked by the arrows.
{Us} as follows,
Pr (Us+1 = (j, qs+1)|Us = (i, qs))
=
N∑
e=0
Pr (Qs+1 = qs+1|E = e, Qs = qs) Pr
(
E = e, C(s+1)N+1 = j|CsN+1 = i
)
(V.5)
where i, j ∈ C. For a non-empty queue, the first part of each summand corresponds
to one of three possible cases,
Pr (Qs+1 = qs+1|E = e, Qs = qs) =

Pf(N −K, e), qs+1 = qs
1− Pf(N −K, e), qs+1 = qs − 1
0, otherwise.
The probability of decoding failure Pf(·, ·) appears in (V.1), while the conditional
distribution of erasures within a block is given in (V.3). Thus, we have already
developed the tools necessary to efficiently compute the value of every transition
probability in (V.5). The evolution of the queueing system and its admissible tran-
sitions are depicted graphically in Fig. V.2.
The states {(·, q)} are collectively referred to as the qth level of the queue. The
first-passage time to an empty buffer is therefore equivalent to the hitting time to
level zero. Due to the repetitive structure of this augmented system, the hitting time
to a lower level will play a key role in finding a tractable solution to the problem at
hand.
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An additional quantity of interest in the analysis of delay-sensitive systems is
the mean service rate. To compute this quantity, it is convenient to analyze the
service process {Ds}, where Ds indicates the potential of a successful decoding event
at time s, s ≥ 0. That is, Ds = 1 when a message can (or could) be decoded
faithfully at the destination; and Ds = 0 otherwise. In words, the sequence {Ds}
indicates time instants at which blocks of information can be transferred successfully
to the destination. As in the case of the queueing abstraction, the stochastic process
{Ds} forms a hidden Markov process which can be lifted to an augmented Markov
process. Let Vs =
(
C(s+1)N+1, Ds
)
denote a random vector composed of the state
of the erasure channel at the onset of block s + 1, together with the indicator of
a service opportunity during block s. As in Theorem 100, one can show that the
stochastic process {Vs} forms a Markov chain.
We note that the transition probabilities of {Ds} are closely related to those of
{Qs}. Since there are no arrivals in our framework, the evolution of these processes
are governed by
Qs+1 = (Qs −Ds)+ .
For convenience, we establish a succinct notation for the transition probabilities of
our two augmented processes,
κij = Pr(Us+1 = (j, q)|Us = (i, q))
= Pr(Vs+1 = (j, 0)|Vs = (i, d))
µij = Pr(Us+1 = (j, q − 1)|Us = (i, q))
= Pr(Vs+1 = (j, 1)|Vs = (i, d))
(V.6)
where q ∈ N, i, j ∈ C and d ∈ {0, 1}. These common definitions draw further
attention to the close connection between {Us} and {Vs}.
In view of Remark 99 and for non-trivial codes, there exists i ∈ C such that
µij > 0. This implies that the states associated with an empty buffer form the only
closed communicating class and, as such, the remaining states are transient [180].
Since the number of states in the augmented chain is finite, this structure ensures
that the task of emptying the transmit buffer is carried out in finite time, almost
surely.
The symmetric decomposition of the queueing system into levels suggests an
approach based on the quasi-birth-death structure of the chain. Suppose that the
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buffer contains exactly m data segments at time zero, i.e., Q0 = m. We can define
the hitting time from level m to level q of the chain as
Hq = inf{s ≥ 0|Qs = q}, (V.7)
where 0 ≤ q < m. That is, Hq designates the time instant at which the process
{Us} first enters the qth level of the queue. We emphasize that, under the mild
assumptions discussed above, Hq is almost surely finite. For consistency, we also
define Hm = 0. Noting that Qs is a non-increasing process, we can write the sojourn
time at level q as
Tq = Hq−1 −Hq,
where 0 < q ≤ m. That is, random variable Tq denotes the amount of time {Us}
stays at level q before leaving for the subsequent lower level.
We are especially interested in H0, the first-passage time to an empty queue.
Taking advantage of the structure of the augmented Markov chain, we can fragment
H0 into a sum of elementary components. Specifically, the hitting time H0 is equal
to the sum of the sojourn times T1, . . . , Tm, i.e.,
H0 =
m∑
q=1
Tq.
The sojourn times Tq and Tq−1 are coupled through the channel state CNHq−1+1 and
hence are not independent. However, since the codebooks over different codeword
transmissions are independent, the sojourn times T1, . . . , Tm are conditionally inde-
pendent given the channel states
{
CNHq+1
}m
q=0
. The sojourn times T1, . . . , Tm are
also conditionally identically distributed. That is,
Pr
(
Tq = t, CNHq−1+1 = j|CNHq+1 = i
)
is independent of q. A powerful means to compute the distribution of H0 is to
employ generating functions extended to matrices [181], exploiting the conditional
independence and the identical distribution among the sojourn times {Tq}. This more
intricate version of the generating function is necessary to keep track of the channel
state entered after each downward queue transition. This method is described below.
Consider a reduced Markov chain composed of states {(i, 0), (i, 1)}ki=1, as shown
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2, 0
1, 0
2, 1
1, 1
1
1
Figure V.3: This reduced Markov diagram represents one of the quasi-birth-death
subcomponents of the queueing system. Starting from any distribution over these
four states, it is possible to characterize the sojourn time T spent at level one. This
is a key step in deriving the first-passage time to an empty buffer.
in Fig. V.3 for a Gilbert-Elliott channel. This reduced Markov chain represents one
downward queue transition of the original system. Under proper state ordering, we
can write the transition probability matrix for the reduced subsystem as
P =
[
I 0
M K
]
, (V.8)
where we have implicitly defined matrices
M =

µ11 · · · µ1k
µ21 · · · µ2k
...
. . .
...
µk1 · · · µkk
 K =

κ11 · · · κ1k
κ21 · · · κ2k
...
. . .
...
κk1 · · · κkk
 .
We emphasize that P is a stochastic matrix. As a consequence of the Perron-
Frobenius theorem, we know that the spectral radius associated with P is one [196].
Define sojourn time T as the time spent at queue-level 1 of the reduced Markov
chain. Mimicking our original notation, let Qs denote the level of the queue (either
1 or 0) at the onset of codeword s and let Us = (CsN+1, Qs). Suppose the reduced
Markov chain starts at queue-level 1, i.e. Q0 = 1, then
T = inf {s ≥ 0|Qs = 0} .
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The random variables {Tq}mq=1 and T have identical conditional distributions. That
is, for any 1 ≤ q ≤ m,
Pr (T = t, CNT+1 = j|C1 = i) = Pr
(
Tq = t, CNHq−1+1 = j|CNHq+1 = i
)
.
The distributions of the sojourn times T1, . . . , Tm are important for determining
the distribution of H0. Thus, the above relation between T1, . . . , Tm and T implies
that the distribution of T is critical. Generating functions are an elegant way to
characterize such distributions. Define matrix generating function GT (z) entrywise
by
[GT (z)]ij = E
[
zT1{CNT+1=j}|C1 = i
]
(V.9)
where 1{·} is the standard set indicator function.
Lemma 101: For the reduced subsystem associated with (V.8), the matrix generat-
ing function GT (z) is equal to
GT (z) = (I−Kz)−1Mz. (V.10)
Proof. The matrix generating functionGT (z) can be obtained by treating the entries
of P as real polynomials in z, with
Pz =
[
I 0
Mz Kz
]
.
Consider the two states (i, 1) and (j, l), where l = 0 or l = 1. Their indices in
the ordering associated with P are k + i and lk + j, respectively. Recall that JztK
denotes the operator that maps a polynomial in z to the coefficient of zt. Suppose
that, at time zero, the reduced system starts in state (i, 1). After s transmissions,
the reduced system will be in state (j, 1) only when all the s transmissions result in
decoding failures. Thus
Pr (Us = (j, 1)|U0 = (i, 1)) = [Ks]i,j . (V.11)
Similarly, the probability that the reduced system is in state (j, 0) after s transmis-
sions and having spent exactly t steps in queue-level 1, where 1 ≤ t ≤ s, is given
by
k∑
h=1
Pr (Us = (j, 0), Ut = (j, 0), Ut−1 = (h, 1)|U0 = (i, 1)) .
Since the reduced system does not transition to a different state after reaching queue-
level 0 (see Fig. V.3), this can be reduced to
k∑
h=1
Pr (Us = (j, 0), Ut = (j, 0), Ut−1 = (h, 1)|U0 = (i, 1))
=
k∑
h=1
Pr (Ut = (j, 0), Ut−1 = (h, 1)|U0 = (i, 1))
=
[
Kt−1M
]
i,j
. (V.12)
Combining (V.11) and (V.12), the joint probability that the reduced system is in
state (j, l) at time s > 0 and has spent exactly t steps at queue-level 1, where
1 ≤ t ≤ s, can be expressed compactly as
Pr(Ss = t, Us = (j, l)|U0 = (i, 1)) = JztK [Psz]k+i,lk+j ,
where Ss represents the total time spent at queue-level 1 over the interval from zero
to instant s. Since T is a discrete random variable that is finite almost surely,
[GT (z)]ij = E
[
zT1{CNT+1=j}|C1 = i
]
= lim
s→∞
s∑
t=0
Pr (T = t, CNt+1 = j|C1 = i) zt
= lim
s→∞
s∑
t=0
Pr (Ss = t, Us=(j, 0)|U0=(i, 1)) zt
= lim
s→∞
s∑
t=0
(
JztK [Psz]k+i,j
)
zt
= lim
s→∞
[Psz]k+i,j .
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Therefore the generating matrix GT (z) can be obtained as
GT (z) = lim
s→∞
[
0 I
]
Psz
[
I
0
]
= lim
s→∞
[
0 I
] [ I 0∑s
t=1K
t−1Mzt Mszs
][
I
0
]
= lim
s→∞
s∑
t=1
Kt−1Mzt
= (I−Kz)−1Mz.
The above equation holds for all |z| < ̺(K)−1, where ̺(·) denotes the spectral radius
of its matrix argument.
V.C.2 Hybrid Automatic Repeat Request
Hybrid ARQ is a mechanism that seeks to incorporate the partial information
contained in failed transmissions into the subsequent decoding attempts of the same
data segment. In this sense, it differs significantly from ARQ only when the initial
decoding of a data segment fails. For finite-state erasure channels with memory, the
evolution of a hybrid ARQ system can be characterized completely, although in a
somewhat cumbersome manner. To implement hybrid ARQ with random codes, we
must modify our coding strategy slightly.
Herein, we focus on hybrid schemes with finite depths. That is, the transmitter-
receiver pair has a predetermined number of tries to successfully transmit a data
segment. Our favored implementation relies on puncturing random codes. In a way
analogous to our previous approach, we generate a codebook by creating a random
binary parity check matrix of size (aN−K)×aN , where a is the depth of the hybrid
ARQ scheme. Again, the entries are selected uniformly from the binary alphabet
and the codebook is equal to the nullspace of this matrix. The hybrid ARQ scheme
progresses as follows. First, an information segment is mapped to a codeword of
length aN . During the initial transmission, the leading N symbols of this codeword
are sent over the erasure channel. Upon completion of this phase, the destination
tries to recover the original data segment. When decoding fails, the next N symbols
are sent and the aggregate message is run through a maximum-likelihood decoder.
This process continues, communicating N symbols at a time, until the message is
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successfully decoded at the destination or the total number of attempts reaches its
limit.
Since untransmitted symbols can be classified as erasures for the purpose of de-
coding, we can leverage (V.2) in assessing the probabilities of decoding failure at the
destination. That is, when s codeword chunks are present at the destination, out
of which a total of e symbols are erased, the probability of decoding failure can be
written as
Pf(aN −K, e+ (a− s)N) = 1−
e+(a−s)N−1∏
i=0
(
1− 2i−(aN−K)) . (V.13)
Comparing this expression for s = 1 and a > 1 to (V.1), we gather that the proba-
bility of decoding failure after receiving one chunk of length N for the hybrid ARQ
scheme differs from the probability of failure in standard ARQ. Indeed, there is a
slight penalty for the initial transmission resulting from using a random code tailored
to hybrid ARQ. The following proposition establishes a uniform bound on the loss
in performance associated with the hybrid scheme.
Proposition 102: Suppose that p and e are fixed, positive integers. The function
of n defined by
Pf(p+ n, e + n) =
1−
∏n+e−1
l=0
(
1− 2l−p−n) if e ≤ p
1 if e > p
is monotone increasing. Furthermore, the difference between this function and
Pf(p, e) is uniformly bounded,
Pf(p+ n, e + n)− Pf(p, e) ≤ 2−p.
Proof. See Section V.H.2.
The probability of decoding failure for the initial transmission of the hybrid ARQ
scheme is Pf(aN −K, e + (a − 1)N), and it is Pf(N −K, e) for the standard ARQ
scheme when the codeword suffers e erasures. As an immediate consequence of
Proposition 102, we know that the penalty incurred in using hybrid ARQ in terms
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of probability of decoding failure at the first attempt is
Pf(aN −K, e+ (a− 1)N)− Pf(N −K, e) ≤ 2−(N−K),
which remains very small for typical scenarios. This brings credibility to employing
a punctured random code in our analysis.
Using random codes over erasure channels leads to some highly desirable prop-
erties for the hybrid ARQ problem. These properties are, in turn, instrumental in
finding expressions for the probabilities of success at intermediate decoding attempts.
Suppose that a codebook is generated using a (aN −K)× aN parity check matrix.
For this specific code, if decoding fails given the first sN received symbols (includ-
ing erasures), then it will necessarily be impossible to decode the message using the
leading (s−1)N received symbols. This nesting is in stark contrast to error channels.
We employ P
(s)
f (j|i) and P (s)s (j|i) to denote the conditional probability of decod-
ing failure and first reliable decoding success at attempt s, respectively, with final
state j and given initial state i. The conditional probabilities of decoding failure are
equal to
P
(s)
f (j|i) =
sN∑
e=0
Pf(aN −K, e+ (a− s)N) Pr (EsN = e, CsN+1 = j|C1 = i) .
Above, EsN represents the number of erasures over the discrete interval [1, sN ].
Given the probabilities of failure events, the conditional probabilities of success can
be evaluated in a recursive fashion. Since decoding failure and decoding success at
attempt one are complementary events, we have
Pr(CN+1 = j|C1 = i) = P (1)f (j|i) + P (1)s (j|i).
Thus, the probability of a success at time one with final state j given initial state i,
can be written as
P (1)s (j|i) = Pr(CN+1 = j|C1 = i)− P (1)f (j|i).
We note that this equation is the complement of (V.4), with a convenient new nota-
tion and appropriate parameters.
Similarly, consider the first two attempts in a hybrid ARQ scheme. Three disjoint
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events can occur: decoding failure at attempt two, decoding success for the first time
at attempt two, decoding success at attempt one after which the channel enters some
state l. Summing over all intermediate states l,
Pr(C2N+1=j|C1= i) = P (2)f (j|i) + P (2)s (j|i) +
∑
l∈C
P (1)s (l|i) Pr(C2N+1 = j|CN+1 = l).
Consequently, the conditional probability of being able to decode for the first time
at attempt two with final state j and under initial state i is
P (2)s (j|i) = Pr(C2N+1=j|C1= i)− P (2)f (j|i)−
∑
l∈C
P (1)s (l|i) Pr(C2N+1 = j|CN+1 = l).
Extending this procedure, we can compute the probability of a decoding success at
attempt s with final state j, given initial state i,
P (s)s (j|i)=Pr (CsN+1=j|C1= i)−P (s)f (j|i)−
s−1∑
r=1
∑
l∈C
P (r)s (l|i) Pr (CsN+1=j|CrN+1= l) .
This methodology provides a recursive and efficient way to compute the probabilities
that, under hybrid ARQ, a system takes exactly s coded chunks to decode the original
message. As in Section V.C.1, we intend to compute the matrix generating function
of T , the time spent in the first level of the reduced Markov chain.
Consider the aforementioned hybrid ARQ scheme with depth equal to a. When
there is a decoding failure at attempt a, the hybrid ARQ system has a few potential
options. The system can discard previously received symbols altogether and start the
process anew. Alternatively, the transmitter can re-encode the data segment and the
information in previously received symbols can be used as side information during
the decoding process. No matter what the exact strategy is, the queue occupancy of
a hybrid ARQ system can always be lower and upper bounded.
• Lower bound : In this mode, the decoding of a message always succeeds by the
ath attempt. We call this the optimistic system. Let Tˇ denote the time spent
in the first level of the reduced Markov chain associated with this system.
• Upper bound : In this mode, whenever decoding fails at the ath attempt, pre-
viously received symbols are discarded altogether and the process starts anew.
We call this the pessimistic view. Let Tˆ denote the time spent in the first level
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of the reduced Markov chain of this system.
In essence, Tˇ and Tˆ are Markov times that provide lower and upper bounds on T ,
the true stopping time of the hybrid ARQ decoding process. These strategies jointly
produce a near complete characterization of the behavior of hybrid ARQ systems.
We turn to the specifics of the proposed approaches below.
As mentioned above, an optimistic bound (lower bound) on T can be derived
using
Pˆ (a)s (j|i) = Pr (CaN+1 = j|C1 = i)−
a−1∑
r=1
∑
l∈C
P (r)s (l|i) Pr (CaN+1 = j|CrN+1 = l) ,
instead of P
(a)
s (j|i), by assuming that the decoding always succeeds by the ath at-
tempt. This bound holds irrespective of how the system handles failures at attempt a.
We define the optimistic matrix generating function GTˇ (z) = Gmin {T,a}(z) entrywise
by
[GTˇ (z)]ij =
a−1∑
r=1
P (r)s (j|i)zr + Pˆ (a)s (j|i)za.
The pessimistic matrix generating function GTˆ (z) can be derived in two steps.
First, consider the matrix generating function
[GT˜ (z)]ij =
a∑
r=1
P (r)s (j|i)zr
Then, under the assumption that information is discarded when the a decoding
attempts have failed, we get
GTˆ (z) =
∞∑
t=0
zat
(
P
(a)
f
)t
GT˜ (z) =
(
I− zaP(a)f
)−1
GT˜ (z).
Above, the matrix P
(a)
f is defined entrywise as[
P
(a)
f
]
ij
= P
(a)
f (j|i).
We will return to these bounds and their application in Section V.F.
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V.C.3 Hitting Time to an Empty Buffer
We can build upon the matrix generating function of T to obtain the distribution
of H0. The basic insights behind this characterization are that the sojourn time at
any level is finite almost surely and generating matrices can account for conditional
independence.
Theorem 103: The ordinary generating function of H0, the first-passage time to an
empty queue, is given by
GH0(z) = E
[
zHq
]
= π0 (GT (z))
m

1
...
1
 (V.14)
where π0 is the channel state probability vector at time zero.
Proof. This expression for GH0(z) can be obtained from an application of mathemat-
ical induction, which proceeds backward in time. The first step consists in showing
that the hypothesis holds for the base case, the sojourn time at level m,
[π0GTm(z)]j =
k∑
i=1
[GTm(z)]ij Pr(C1 = i)
=
k∑
i=1
E
[
zTm1{CNTm+1=j}
∣∣C1 = i]Pr(C1 = i)
= E
[
zTm1{CNTm+1=j}
]
= E
[
zHm−11{CNHm−1+1=j}
]
where we have used the fact that Hm−1 = Tm. Thus, we gather that
JztK [π0GTm(z)]j = Pr
(
Hm−1 = t, CNHm−1+1 = j
)
.
We continue with the inductive step in a similar manner. Suppose that the hypothesis
is true for a certain integer q where 0 < q < m; that is,
[
π0GHq(z)
]
j
= E
[
zHq1{CNHq+1=j}
]
=
[
π0GTm(z) · · ·GTq+1(z)
]
j
.
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Then, we can write
E
[
zHq−11{CNHq−1+1=j}
]
= E
[
zHq+Tq1{CNHq−1+1=j}
]
=
k∑
i=1
E
[
zHq+Tq1{CNHq−1+1=j}
∣∣∣CNHq+1= i]Pr(CNHq+1 = i)
=
k∑
i=1
E
[
zHq1{CNHq+1=i}
]
E
[
zTq1{CNHq−1+1=j}
∣∣∣CNHq+1 = i]
=
k∑
i=1
[
π0GTm(z) · · ·GTq+1(z)
]
i
[
GTq(z)
]
ij
=
[
π0GTm(z) · · ·GTq(z)
]
j
=
[
π0GHq−1(z)
]
j
.
That is, the hypothesis is also true for q− 1. We note that the third equality follows
from the conditional independence of our quasi-birth-death Markov process. In our
problem, we have GTq(z) = GT (z) for all q ∈ {1, . . . , m}. Since this expression holds
for any π0, we conclude that GH0(z) = (GT (z))
m and, as a consequence,
JztK [π0 (GT (z))
m]j = Pr (H0 = t, CNH0+1 = j) .
Summing over all the possible end states, we recover the expression for GH0(z) given
in (V.14).
To differentiate among possible initial conditions, it will become useful to write
the first-passage time to an empty queue with an initial buffer size of m segments as
H
(m)
0 .
V.D LARGE DEVIATION ANALYSIS
As seen in the previous section, it is possible to evaluate the exact distribution of
H
(m)
0 . This facilitates the selection of parameters to optimize overall performance.
However, this process becomes cumbersome for large buffer sizes. In such circum-
stances, analyzing the large deviations governing the system offers a new direction
to derive meaningful guidelines for resource allocation and parameter tuning. Below,
we study two types of aberrations under the ARQ scheme: deviations in the average
transmission time and the mean service rate. We note that, although large deviations
can be studied under hybrid ARQ, this latter scenario is somewhat tedious and it of-
fers limited additional insights. Hence we restrict our attention to the ARQ scheme.
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We begin with the average transmission time; that is, the normalized first-passage
time to an empty queue.
V.D.1 Normalized First-Passage Time
Again, suppose that the transmit buffer contains exactly m segments at the onset
of the communication process. We are interested in the large deviations associated
with the sequence of random variables specified by
Ym =
1
m
H
(m)
0 =
1
m
m∑
q=1
Tq m = 1, 2, . . .
The logarithmic moment generating function for Ym is
Λm(λ) = log E
[
eλYm
]
= log E
[
eλH
(m)
0 /m
]
= logG
(m)
H0
(
eλ/m
)
.
The existence of limits of properly scaled logarithmic moment generating functions
suggests that {Ym} may satisfy a large deviation principle [182]. In particular, con-
sider the following asymptotic regime
Λ(λ) = lim
m→∞
1
m
Λm(mλ) = lim
m→∞
1
m
logG
(m)
H0
(
eλ
)
= lim
m→∞
1
m
log
(
π0
(
GT
(
eλ
))m
1
)
.
(V.15)
A few observations concerning Λ(λ) are in order. In view of Lemma 101 and for
z = eλ,
GT
(
eλ
)
=
( ∞∑
t=0
Ktetλ
)
Meλ
is a non-negative matrix over the extended real numbers. In fact, this matrix pos-
sesses additional properties which are summarized below. Again, let ̺(·) denote the
spectral radius of its matrix argument.
Lemma 104: If T is finite almost surely, the matrix generator GT
(
eλ
)
exists as a
non-negative real matrix if and only if λ < − log ̺(K). In particular, when λ ≥
− log ̺(K), one or more entries of GT (eλ) will be infinite.
Proof. See Section V.H.3.
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Another important quantity is the spectral radius of K, which is related to the
support of GT
(
eλ
)
as seen in Lemma 104.
Corollary 105: If T is finite almost surely, then ̺(K) < 1.
Proof. See Section V.H.4.
Under Assumption 98 and for any non-trivial coding scheme, T is finite almost
surely, thus the hypotheses of Lemma 104 and Corollary 105 are satisfied. A suffi-
cient condition to ensure the existence of a large deviation principle for the average
transmission time is that the Markov process {Ut} sampled at departure events {Hq}
is irreducible. This guarantees that the states of the corresponding jump chain form
a unique recurrent class. Formally, we postulate the following condition.
Assumption 106: The matrix (I−K)−1M is irreducible.
We note that, strictly speaking, this is not a necessary condition. Having a
unique communicating class and, possibly, transient states in the jump chain will also
work. However, this more encompassing setting leads to extra bookkeeping, which
unnecessarily clouds some of the underlying concepts. Furthermore, all the practical
systems we wish to study fulfill the requirements of Assumption 106. As such, we take
it for granted from this point forward. Under this assumption, the matrix GT
(
eλ
)
is irreducible for any λ < − log ̺(K) and, hence, the Perron-Frobenius theorem
applies [182, 196]. This leads to the following result.
Proposition 107: Under Assumption 106, the limiting moment generating function
defined in (V.15) exists as an extended real number for every λ ∈ R, with
Λ(λ) =
̺
((
I−Keλ)−1Meλ) λ < − log ̺(K)
∞ otherwise.
Proof. See Section V.H.5.
Using matrix norms, it can be shown that GT
(
eλ
)
is differentiable entrywise
over the interval λ < − log ̺(K). Since Λ(λ) is an isolated root of the characteristic
function of matrix GT
(
eλ
)
, we deduce that it is positive, finite and differentiable
with respect to λ (see, e.g., [197, Th. 11.5.1], [182, p. 75]). Corollary 105 asserts
that ̺(K) < 1, which implies that Λ(0) is finite. In view of the discussion above, we
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conclude that the origin is in the interior of {λ ∈ R : Λ(λ) <∞}. Consequently, Λ(λ)
is essentially smooth and the Ga¨rtner-Ellis theorem applies [182], thereby establishing
the desired result.
Theorem 108: Suppose
{
Ym =
1
m
∑m
q=1 Tq
}
is the empirical mean sojourn time per
level. For every x ∈ R, consider the Fenchel-Legendre transform
Λ∗(x) = sup
λ∈R
{
λx− log ̺ (GT (eλ))} . (V.16)
The empirical mean Ym satisfies the large deviation principle with the convex, good
rate function Λ∗(·). That is, for any set Γ ⊆ R and any initial state c ∈ C,
− inf
x∈Γo
Λ∗(x) ≤ lim inf
m→∞
1
m
log Pr(Ym ∈ Γ)
≤ lim sup
m→∞
1
m
log Pr(Ym ∈ Γ) ≤ − inf
x∈Γ¯
Λ∗(x),
where Γo and Γ¯ denote the interior and closure of the set Γ, respectively.
Example 109: For the Gilbert-Elliott channel shown in Fig. V.1, it is possible to
obtain a closed-form expression for the spectral radius of GT
(
eλ
)
. Specifically, we
can write the characteristic polynomial of GT
(
eλ
)
as
det
(
γI−GT
(
eλ
))
= det
(
γI− (I−Keλ)−1Meλ)
=
det
(
γI− γKeλ −Meλ)
det (I−Keλ) .
We note that the numerator is a quadratic equation in γ and the denominator is a
constant. It is therefore possible to find parametric expressions for the two roots of
det
(
γI−GT
(
eλ
))
. Taking the maximum of the absolute values of these two roots
yields an explicit, albeit convoluted, expression for the spectral radius of GT
(
eλ
)
.
As such, Λ∗(·) can be obtained efficiently.
V.D.2 Empirical Mean Service
We turn to the second type of aberrations we wish to study: deviations in the
empirical mean service rate,
Zs =
1
s
s∑
t=1
Dt.
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We note that {Ds} is not a Markov process. However, Ds is a (trivial) deterministic
function of Vs = (C(s+1)N+1, Ds). Since {Vs} is a Markov process, we can apply
general results on the large deviation principle of additive functionals of Markov
chains. To leverage these results, we first impose an ordering on the state space
V = C × {0, 1}. Recall that |C| = k; a natural ordering for this state space is to
associate integer v = (dk + i) with state (i, d). Using this ordering, the transition
probability matrix Π for the augmented process {Vs} is given by
[Π]v1,v2 = π(v1, v2), v1, v2 ∈ {1, . . . , 2k}
where π(v1, v2) is the probability of jumping to state v2, conditioned on starting from
v1.
Assumption 110: The matrix Π is irreducible.
This assumption is similar in spirit to Assumption 106. Yet the large deviation
principle on the empirical service can be derived under weaker conditions. In partic-
ular, it suffices to show that K+M is irreducible, a requirement that is easily met.
We stress that K +M is equal to BN , and the latter matrix is itself irreducible by
Assumption 98.
Theorem 111 ( [182]): Let {Vs} be a finite-state Markov chain possessing an irre-
ducible transition matrix Π. For every x ∈ R, define
I(x) = sup
λ∈R
{λx− log ̺ (Πλ)} (V.17)
where Πλ is a nonnegative matrix whose elements are
πλ (v1, v2) = π(v1, v2)e
λd2 v1, v2 ∈ {1, . . . , 2k}.
Then, the empirical mean Zs satisfies the large deviation principle with the convex
good rate function I(·). Explicitly, for any set Γ ⊆ R, and any initial state v ∈ V,
− inf
x∈Γo
I(x) ≤ lim inf
s→∞
1
s
logP πv (Zs ∈ Γ)
≤ lim sup
s→∞
1
s
logP πv (Zs ∈ Γ) ≤ − inf
x∈Γ¯
I(x)
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where P πv denotes the Markov probability measure induced by transition probability
Π and initial state v ∈ V, i.e.,
P πv (V1 = v1, . . . , Vs = vs) = π(v, v1)
s−1∏
t=1
π(vt, vt+1).
Expressions for the transition probabilities used in this theorem appear in (V.6).
We note that
Pr (Vs+1 = (j, d2)|Vs = (i, d1)) = Pr
(
Vs+1 = (j, d2)|C(s+1)N+1 = i
)
;
this induces a repetitive structure in matrix Π. The nonnegative matrix Πλ associ-
ated with every λ ∈ R can then be written explicitly as
Πλ =

κ11 · · · κ1k µ11eλ · · · µ1keλ
...
. . .
...
...
. . .
...
κk1 · · · κkk µk1eλ · · · µkkeλ
κ11 · · · κ1k µ11eλ · · · µ1keλ
...
. . .
...
...
. . .
...
κk1 · · · κkk µk1eλ · · · µkkeλ

. (V.18)
We can rewrite Πλ by taking advantage of its block structure,
Πλ =
[
K Meλ
K Meλ
]
.
The pertinent eigenvalues are the roots of the characteristic polynomial ofΠλ. Using
properties of matrix determinant and the commutative properties of some of the
blocks, we can express this polynomial as
det (γI−Πλ) = det
(
(γI−Meλ)(γI−K)−MKeλ)
= det
(
(γI−K)(γI−Meλ)−KMeλ)
= det
(
γ2I− γK− γMeλ) .
Collectively, Theorem 111 and the matrix defined in (V.18) provide an algorithmic
workflow for the computation of the good rate function associated with the empirical
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means {Zs}. We follow this discussion with an example based on a two-state channel
with memory.
Example 112: Once again, consider a Gilbert-Elliott erasure channel with C =
{1, 2}. An advantage in studying this rudimentary model is that it admits a simple,
closed-form characterization. The dimension of the state space in this case is |V| = 4.
Using the commutative block structure discussed above, the determinant of (γI−Πλ)
reduces to
det (γI−Πλ) = det
(
γ2I− γK− γMeλ)
= γ2 det
([
γ − κ11 − µ11eλ −κ12 − µ12eλ
−κ21 − µ21eλ γ − κ22 − µ22eλ
])
.
By inspection, we see that the spectral radius ofΠλ is the largest root of the quadratic
equation
γ2 − γ(κ11 + κ22 + (µ11 + µ22)eλ)
+ (κ11 + µ11e
λ)(κ22 + µ22e
λ)− (κ12 + µ12eλ)(κ21 + µ21eλ) = 0.
For fixed parameters, this dominating root can be computed using the celebrated
quadratic formula. We will revisit this example in Section V.F.
V.D.3 Relation between Λ∗(·) and I(·)
The two rate functions introduced above, Λ∗(·) and I(·), characterize the large
deviation principles for the mean transmission time and average service rate, respec-
tively. Since the processes {Tq} and {Ds} are closely related, one can presume that
their governing rate functions are somehow linked. A key insight in understanding
this relation is to realize that the following events are equivalent: for any positive
integers m and n,
{T1 + · · ·+ Tm > n} = {D1 + · · ·+Dn < m}. (V.19)
In words, the first event occurs whenever more than n attempts are required to
successfully deliver m packets, while the second event states that fewer than m
packet transmissions have been successful within the first n attempts. Using this
relationship and scaling arguments, one can establish our next proposition which
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substantiates the existence of a strong connection between the two rate functions.
Proposition 113: If the rate functions Λ∗(·) and I(·) are finite in the open intervals
(1,∞) and (0, 1), respectively, then they satisfy
I(x) = xΛ∗
(
1
x
)
for x ∈ (0, 1).
Proof. See Section V.H.6.
V.E PERFORMANCE EVALUATION
Thus far, we have devoted much attention to developing a thorough understand-
ing of H0 and, in particular, its generating function. In this section, we apply the
results of Theorem 103 and we derive a number of pertinent performance criteria
with practical significance.
First, recall that JztKGH0(z) = Pr(H0 = t). Accordingly, the probability that the
queue fails to drain within τ time units is equal to
Pr(H0 > τ) = 1−
⌊τ⌋∑
t=0
JztKGH0(z).
Moreover, the average time required to empty the queue is obtained by differentiating
the moment generating function of H0 and then taking the limit as z approaches one,
E [H0] = lim
z↑1
d
dz
GH0(z).
Alternatively, using Chernoff inequalities, it is possible to upper bound the prob-
ability of a deviation event in a computationally efficient manner. The equation
Pr(H0 > τ) ≤ e−λτE
[
eλH0
]
= e−λτGH0
(
eλ
)
holds for any λ > 0. The optimal bound derived from this collection of inequalities
is sometimes expressed in logarithmic form,
log Pr(H0 > τ) ≤ − sup
λ>0
{
λτ − log (GH0 (eλ))} .
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The large deviation principle on H0 derived in Section V.D confirms that, under mild
conditions, this latter bound is asymptotically tight.
It may be instructive to stress that H0, the first-passage time introduced in (V.7),
is defined in terms of codeword transmission attempts. That is, H0 represents the
cumulative number of codewords sent by the source until the queue empties out
completely. Such a metric poses no issue when comparing systems of identical block
lengths. However, when assessing the performance of candidate implementations
with different block lengths, a more careful interpretation of the results becomes
necessary. This subtlety arises because of the mismatch in indexing between the
evolution of the queue and the number of channel uses. For a fair evaluation of po-
tential candidates, hitting times should be scaled to portray their evolution according
to a common clock, that of the channel process.
Define random variable H˜0 by
H˜0 = NH0,
where N designates the block length associated with the underlying implementation.
Then, H˜0 denotes the number of channel uses necessary to empty out the queue, and
it can therefore be employed to provide a uniform measure of performance. While it
is straightforward to extend our performance criteria to H˜0 through the relation
Pr(H0 > τ) = Pr
(
H˜0 >
τ
N
)
,
it is essential to apply this transformation when comparing systems with different
block lengths.
A similar scaling is needed when comparing the large deviations of systems with
different parameters. A proper scaling for the fair comparison of mean sojourn times
can be expressed in terms of channel uses per information bit,
Y˜ℓ =
1
ℓ
NH
(⌈ℓ/K⌉)
0 .
This leads to the following asymptotic regime
lim
ℓ→∞
1
ℓ
log Pr
(
Y˜ℓ > τ
)
=
1
K
lim
ℓ→∞
1
⌈ℓ/K⌉ log Pr
(
1
⌈ℓ/K⌉H
(⌈ℓ/K⌉)
0 >
K
N
τ
)
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=
1
K
lim
m→∞
1
m
log Pr
(
1
m
H
(m)
0 >
K
N
τ
)
= − 1
K
Λ∗
(
K
N
τ
)
where τ > E
[
Y˜∞
]
. Likewise, to account for discrepancies in design parameters, the
empirical mean service can be expressed in terms of decoded bits per channel use,
Z˜n =
1
n
⌊n/N⌋∑
t=1
KDt.
The ensuing asymptotic regime becomes
lim
n→∞
1
n
log Pr
(
Z˜n < η
)
=
1
N
lim
n→∞
1
⌊n/N⌋ log Pr
 1
⌊n/N⌋
⌊n/N⌋∑
t=1
Dt <
N
K
η

=
1
N
lim
s→∞
1
s
log Pr
(
1
s
s∑
t=1
Dt <
N
K
η
)
= − 1
N
I
(
N
K
η
)
where η < E
[
Z˜∞
]
. Collectively, these various modifications enables the comparison
of competing implementations with different values for K and N .
Another concern that comes into play when optimizing over block length is the
impact of the initial state of the system. If the number of bits at the source is fixed at
time zero, the scope of the optimal solution may be very narrow. This is a situation
akin to over-fitting in statistical modeling. To provide a more robust characterization
with widely applicable results and guidelines, it may be beneficial to assume that
the number of bits in the queue at the onset of the transmission process is random,
with a prescribed representative distribution. In our numerical study, we circumvent
some of these difficulties by assuming that the block length is fixed and the initial
queue length is random. The specifics of our investigation are detailed below.
V.F NUMERICAL ANALYSIS
In this section, we apply the methodology developed above to an illustrative
example. Physical parameters are selected to resemble an implementation of the
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global system for mobile communications (GSM). Specifically, the block length is
fixed at N = 114. The information content per codeword, K, is a parameter to be
optimized. We model the wireless connection as a Gilbert-Elliott erasure channel,
and we denote its transition probability matrix as
B =
[
b11 b12
b21 b22
]
.
For simplicity, we assume that ε1 = 1 and ε2 = 0. The probability of a bit erasure is
set at twenty percent, which entails
b21
b12 + b21
= 0.2.
For this elementary model, channel memory can be expressed unambiguously through
the decay factor (1− b12 − b21), which is determined by the spectrum of the matrix.
A decay factor equal to zero is equivalent to a memoryless channel, while correlation
increases as (1 − b12 − b21) approaches one. Except where specified otherwise, we
employ a decay factor equal to 0.9 in our numerical results.
We assume that L, the number of information bits contained at the source at
time zero, is a random variable possessing a Gamma distribution with mean 2000
and standard deviation 100. Randomizing the number of bits at the source partly
alleviates the idiosyncratic effects associated with partitioning the queue content
into segments of K bits. For a source buffer with ℓ information bits, the number of
segments to be delivered is ⌈ℓ/K⌉ and, as such, a one-bit variation in ℓ can result in
having an additional message to send. Imposing a random distribution on the number
of information bits at the source leads to a probability distribution on M = ⌈L/K⌉.
This, in turn, yields smoother results.
Figures V.4 and V.5 present the mean and variance of the first-passage times for
the ARQ and hybrid ARQ schemes as functions of the number of information bits per
codeword. Varying the code rate affects both the expected value of the first-passage
time and its variance. A low code rate offers more protection against erasures and,
accordingly, the resulting distribution of the hitting time to an empty queue is very
narrow. Increasing the code rate initially reduces the mean first-passage time, as
every successful decoding attempt reveals more information bits. However, a higher
code rate also raises the probability of decoding failure. Eventually, as the code rate
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Figure V.4: This figure shows mean first-passage times as functions of K. The block
length employed in all cases is N = 114. The underlying Gilbert-Elliott channel
produces erasures with probability 0.20, and it possesses a dominant decay factor of
(1− b12− b21) = 0.9. The expected number of bits at the source at time zero is 2000.
The upper and lower bounds for the hybrid ARQ scheme with a depth of a = 3 are
indistinguishable.
is pushed further, decoding failures start to hamper the draining process and the
mean first-passage time grows due to excessive repetition requests. This effect is
much more pronounced for standard ARQ.
The penalty in using a high code rate is less severe for the hybrid ARQ scheme
because the failure recovery mechanism, which is based on incremental redundancy,
adapts gracefully to channel conditions in this latter case. For instance, when K
is very close to N , decoding under standard ARQ will fail nearly every time. Con-
trastingly, the effective code rate drops rapidly with decoding failures under hybrid
ARQ. The robust profile of hybrid ARQ is a key property that underlies the pop-
ularity of this paradigm in practical systems. In the current example, the upper
and lower bounds derived for E[H0] under the hybrid ARQ scheme are essentially
indistinguishable, hinting at the fact that decoding failures are nearly nonexistent
once three blocks are received.
Perhaps not too surprisingly, our numerical investigation suggests that the op-
timal code rate is somewhat impervious to initial queue conditions. To examine
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Figure V.5: This figure displays variances of the first-passage times to an empty
queue as functions of K. The parameters used in this numerical study are the same
as those featured in Fig. V.4. The variance for the hybrid ARQ scheme is calculated
with the upper bound Tˆ .
the effects of the initial queue length, we employ the channel parameters described
above and we modify the distribution on L. For Gamma distributions with means
E[L] ∈ {500, 1000, 2000, 3000} and standard deviation 100, the optimal value of K
in terms of mean first-passage time is consistently equal to 73 for standard ARQ and
it remains fixed at 81 for the hybrid variant.
Using the methodology established thus far, it is possible to consider additional
performance criteria. For instance, we can analyze the crossings of the cumulative
distribution function,
hp = min
t
{t|Pr(H0 ≤ t) ≥ p}.
Fig. V.6 plots the number of transmission attempts associated with threshold values
p ∈ {0.45, 0.95}. We observe that the optimal value of K decreases slightly when
the crossing threshold p approaches one. In other words, when focusing on worst-
case behavior, the system tends to favor a more conservative setting with extra
protection against erasures. This phenomenon offers another perspective on the
tradeoff between expected behavior and its variations.
Next, we turn to the large deviations techniques developed in Section V.D. As
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Figure V.6: The crossings of the cumulative distribution function FH0(·) offer con-
servative figures of merit for the operation of the queueing system. In this example,
the lines correspond to thresholds p ∈ {0.45, 0.95}.
a reference, we consider a voice stream application. In GSM, each speech frame of
length 20 ms is encoded into a data segment of length 228. The underlying physical
layer has the ability to transmit one symbol every 40 µs. If we approximate the
maximum delay tolerance for one-way voice traffic to be 40 ms [198, p. 70], then
this requires 228 bits to be transmitted within roughly 1000 channel uses. This
constraint, in turn, necessitates a nominal rate on the order of 0.23 bits per channel
use for link reliability. We adopt this figure as a rough estimate for the needs of a
voice stream in our numerical study.
The maximum throughput that can be supported over the Gilbert-Elliott chan-
nel in our example is slightly above 0.5 bits per channel use. Recall that threshold
η represents a minimum target requirement on the number of information bits per
channel use that can be successfully decoded at the destination, in an asymptotic
regime. When η < 0.5, there exist values of K for which the rate function 1
N
I
(
N
K
η
)
is strictly positive; this can be seen in Fig. V.7. These curves can be used to char-
acterize the tension between quantization and failures to deliver media properly. A
high-quality stream, with a large η, will offer an enhanced viewer experience when
transmitted adequately, but will necessarily be more prone to interruptions and fail-
ures, as exposed through the rate functions. A low-bandwidth, low-quality stream
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Figure V.7: This figure plots good rate functions governing large deviations in the em-
pirical mean service as functions of K, the number of information bits per codeword.
Given throughput threshold η, the optimal value of K is the argument corresponding
to the apex of the function.
on the other hand offers a better delivery profile with a smaller probability of failure.
However, the quality of the playback may not be satisfactory to the end user. A
proper selection of parameters for an adequate overall user experience can be made
through the rate functions of Fig. V.7.
Once η is picked, the corresponding curve displays performance as a function of
K. For low code rates, the maximum achievable throughput is less than the service
requirement and hence the rate function governing large deviations is zero. At high
code rates, performance is limited by the rise in the probability of decoding failure.
The system must then find the right balance between the frequency of failures and
the payoff of a decoding success in terms of information bits. The optimal value of
K for a specific threshold η is given by the apex of its curve,
K∗Z(η) = arg max
K
1
N
I
(
N
K
η
)
.
It is interesting to note how conservative the optimal code rate becomes when the
target service requirement is reduced.
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Figure V.8: This figure shows good rate functions governing large deviations in the
mean sojourn time as functions of K. The optimum code rate depends heavily on
the deviation threshold of the mean sojourn time.
The second type of rate functions introduced in Section V.D characterizes large
deviations in the mean sojourn times, as shown in Fig. V.8. These curves can be
employed to tradeoff playback quality and buffering times for streaming media. More
specifically, τ represents a limitation on the average number of channel uses employed
to transmit one bit of information. Of course, when a high-quality rendering is
selected, the system must deliver a larger amount of data within the buffering window
and, hence, the probability of delay violation becomes greater. In this case, the
optimal value of K becomes
K∗Y (τ) = arg max
K
1
K
Λ∗
(
K
N
τ
)
.
The behavior of the system in terms of average sojourn time is closely related to the
empirical mean service, holding a reciprocal relation. We emphasize that the optimal
code rates are equal, namely K∗Z(η) = K
∗
Y (τ) whenever τ = η
−1. This is due to the
relation between I(·) and Λ∗(·) described in Section V.D.3.
The last aspect of this system we wish to explore is the potential impact of channel
memory and correlation among successive channel uses. As before, we keep the
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Channel Optimal Value Mean First-Passage Crossing
Memory of K Time E[H0] h0.95
ARQ HARQ ARQ HARQ ARQ HARQ
0 81 81 26.92 25.90 30 30
0.5 77 78 28.87 27.79 32 32
0.9 73 81 34.65 32.03 40 38
0.95 77 96 36.68 31.75 44 38
0.98 95 107 35.21 28.62 45 36
Table V.1: Optimal number of information bits per codeword as a function of channel
memory factor 1− b12 − b21.
probability of a bit erasure at twenty percent. However, we vary the decay factor of
the channel, (1−b12−b21), from zero to one. Once again, we assess performance using
the mean first-passage time to an empty queue. When the channel is memoryless, the
optimal value forK is 81. As correlation increases, more protection against erasures is
beneficial and the optimal value of K decreases moderately. This enables the system
to compensate for short sequences of erasures. Still, as correlation strengthens,
it becomes difficult to correct longer strings of erasures. When this happens, the
penalty of a smaller payoff produced by a low rate code begins to dominate. In
other words, attempting to recover every packet starts to be ineffective. Rather, the
code rate must be selected to transmit more information bits when the channel is
favorable. As (1− b12 − b21) approaches one, the optimal value of K/N tends to one
as well. In the limit, the channel behaves much like a packet erasure model: send as
many bits as possible when the channel is good and ask for retransmissions whenever
the message is corrupted. The data points that provide a basis for these findings are
summarized in Table V.1.
V.G CONCLUSIONS
We present a methodology for the analysis and the design of digital communi-
cation systems that operate over channels with memory. The proposed approach
is based on the time elapsed between the onset of the communication process and
its termination. Results also extend to the asymptotic decay rates of mean service
and mean sojourn time. Emphasis is on the selection of code rate for protection
against erasures. We provide a simple mathematical characterization of the first-
passage time to an empty queue and the large deviations on the mean service and
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mean transmission time, along with a computationally efficient means to compare
the performance of various implementation candidates.
The properties of coded systems are explored through a numerical study. Optimal
code rates appear robust to initial buffer conditions at the transmitter. That is, the
number of information bits to be sent from the source to the destination does not
significantly affect the optimal operating point of the encoder. Optimal operation is
achieved with very similarK values for mean first-passage times and various crossings
of the cumulative distribution function.
For both mean service rate and mean sojourn time, it seems that the optimal
operating point of a system in terms of code rate selection depends heavily on the
needs of the underlying traffic. In particular, delay-adverse applications may perform
better with coarse quantization and low-rate codes. On the other hand, delay tolerant
applications may be able to use a higher rate on the same physical channel. This
phenomenon is closely related to the concept of effective capacity.
Lastly, the optimal code rate depends heavily on channel memory. This suggest
that, for systems with fixed block lengths, the channel parameters should be esti-
mated and fed back to the encoder for optimal operation. This naturally leads to
adaptive strategies and possibly state-aware encoding schemes at the source.
V.H APPENDIX
V.H.1 Proof of Theorem 100
We begin this proof by introducing a convenient notation for abstract sequences.
Let {as} be a discrete-time sequence and assume that r and t are two integers with
r < t. We use atr to denote the subsequence ar, ar+1, . . . , at.
Suppose ut = (it, qt) ∈ C × N0 for every t ≥ 0. Since {Us}s≥0 is a discrete-time
stochastic process whose elements take on values in a finite set, it suffices to show
that
Pr (Us+1 = us+1|Us0 = us0) = Pr (Us+1 = us+1|Us = us)
in order to prove that this process is Markov. In general, the probability on the left
hand side can be expressed as
Pr
(
C(s+1)N+1 = is+1|Us0 = us0
)
Pr
(
Qs+1 = qs+1|Us0 = us0, C(s+1)N+1 = is+1
)
.
We know that the state of the channel at the onset of codeword s + 1, labeled
182
C(s+1)N+1, is conditionally independent of the subsequence Q
s
0 and the channel states
C
(s−1)N+1
1 , given CsN+1. Thus, we get
Pr
(
C(s+1)N+1 = is+1|Us0 = us0
)
= Pr
(
C(s+1)N+1 = is+1|CsN+1 = is
)
.
The length of the queue Qs+1 at time s + 1 is either Qs or Qs − 1, depending on
whether a codeword is successfully decoded at time s. For a non-empty queue, this
depends solely on the generated codebook and the channel realizations during the
transmission cycle of the codeword s. As such, we can write
Pr
(
Qs+1=qs+1|Us0=us0, C(s+1)N+1= is+1
)
=Pr
(
Qs+1=qs+1|Us=us, C(s+1)N+1= is+1
)
.
Collecting these two results, we conclude that {Us} possesses the Markov property.
V.H.2 Proof of Proposition 102
Notice that the proposition is trivially true when e > p. The only case of interest
then corresponds to e ≤ p. We observe that, through a change in indexing, we can
write
n+e−1∏
l=0
(
1− 2l−p−n) = e−1∏
l=−n
(
1− 2l−p) .
As such, we readily see that Pf(p + n, e + n) is monotonically increasing in n. The
difference between this function and Pf(p, e) is obtained as follows,
Pf(p+ n, e+ n)− Pf(p, e) =
e−1∏
l=0
(
1− 2l−p)− n+e−1∏
l=0
(
1− 2l−n−p)
=
n+e−1∏
l=n
(
1− 2l−n−p)− n+e−1∏
l=0
(
1− 2l−n−p)
=
n+e−1∏
l=n
(
1− 2l−n−p)(1− n−1∏
l=0
(
1− 2l−n−p))
≤ 1−
n−1∏
l=0
(
1− 2l−n−p) (a)≤ n−1∑
l=0
2l−n−p
=
n−1∑
l=0
2−l−1−p ≤
∞∑
l=0
2−l−1−p = 2−p.
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Step (a) follows from an n-variable version of the inequality 1 − (1 − p1)(1 − p2) ≤
p1 + p2 where 0 ≤ p1, p2 ≤ 1. This concludes the demonstration.
V.H.3 Proof of Lemma 104
When λ < − log ̺(K), the spectral radius of the matrix Keλ is strictly less
than one and, consequently, the matrix I − Keλ is invertible. The finiteness of
GT
(
eλ
)
immediately follows. We then turn to the alternate case, which we prove by
contradiction.
Assume that, for some λ ≥ − log ̺(K), matrix GT
(
eλ
)
exists over the non-
negative real numbers. Note that this condition implies ̺(K) > 0. For convenience,
we wish to work with the irreducible normal form of K [196]. That is, there exists a
permutation matrix P such that
K˜ = PTKP =

Ψ1 Φ12 · · · Φ1h
0 Ψ2 · · · Φ2h
...
...
. . .
...
0 0 · · · Ψh

in which each Ψi is either irreducible or a zero matrix. Of course, this reordering
also affects M,
M˜ = PTMP.
However, this transformation does not alter the spectrum ofK orM. We note that all
the states corresponding to an irreducible Ψi belong to a same communicating class,
which we denote by Ci. Looking at the block triangular structure of K˜, we gather
that the eigenvalues of K˜ correspond to the union of the eigenvalues of Ψ1, . . . ,Ψh.
Thus, there exists an integer j such that ̺(Ψj) = ̺(K).
Since matrix Ψj is non-negative and irreducible, the Perron-Frobenius theorem
applies and there exists an eigenvector v, with positive components, such that
vΨj = ̺(Ψj)v = ̺(K)v.
Without loss of generality, we can assume that v is normalized to one. Let w be a
probability distribution with weight v over the states associated with Ψj and zero
elsewhere, i.e.,
w =
[
0 · · · 0 v 0 · · · 0
]
.
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Because v is an eigenvector of Ψj, we have
w
(
K˜eλ
)t
=
[
0 · · · 0 (̺(K)eλ)t v ∗ · · · ∗]
and, correspondingly,
w
∞∑
t=0
K˜tetλ =
∞∑
t=0
wK˜tetλ =
[
0 · · · 0∑∞t=0 (̺(K)eλ)t v ∗ · · · ∗] .
We note that the multiplicative factor
∑∞
t=0
(
̺(K)eλ
)t
is a divergent sum that in-
creases to infinity. In fact, all the components of w
∑∞
t=0 K˜
tetλ corresponding to
states that are accessible from Cj must also diverge [196]. Since by assumption the
elements of
G˜T
(
eλ
)
=
( ∞∑
t=0
K˜tetλ
)
M˜eλ
remain finite, we conclude that any state accessible from Cj must lie in the nullspace
of M˜. This necessarily means that wG˜T
(
eλ
)
= 0 and, consequently, wG˜T (1) = 0
because K˜ and M˜ are non-negative matrices. In other words, we have created a
valid probability distribution w for which wG˜T (1) = 0. Equivalently, in the original
domain, we can rewrite this equation as wPTGT (1) = 0. But this equation violates
our assumption that T is finite almost surely. We then conclude, by contradiction,
that not all entries of GT
(
eλ
)
are finite when λ ≥ − log ̺(K).
V.H.4 Proof of Corollary 105
As a straightforward application of Lemma 104, we can show that ̺(K) < 1.
By design, we know that T is finite almost surely. Then, from the definition of the
matrix generating function GT (z) in (V.9), we gather that
[GT (1)]ij = E
[
1{CNT+1=j}|C1 = i
]
= Pr (CNT+1 = j|C1 = i) .
That is, GT (1) is a right stochastic matrix.
Since K is a substochastic matrix, we already have the relation ̺(K) ≤ 1. We
wish to show that, in the current framework, this inequality is strict. Suppose that
̺(K) = 1. Lemma 104 states that, if λ = − log ̺(K) = 0, then not all entries of
GT (e
0) = GT (1) can be finite. In particular, GT (1) cannot be a right stochastic
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matrix. This leads to an obvious contradiction, which indicates that ̺(K) < 1, as
desired.
V.H.5 Proof of Proposition 107
For the first part of this proof, we assume that λ < − log ̺(K). The spectral
radius of Keλ is then strictly less than one and, as such,
(
I−Keλ) is invertible.
This implies that the matrix
GT
(
eλ
)
=
( ∞∑
t=0
Ktetλ
)
Meλ =
(
I−Keλ)−1Meλ
is well-defined over the real numbers. Under Assumption 106, we know that GT (1)
is an irreducible matrix. This readily implies that GT
(
eλ
)
is also irreducible. We
can therefore apply the Perron-Frobenius theorem [182, Th. 3.1.1], whose asymptotic
properties lead directly to Λ(λ).
For the second case, we suppose that λ ≥ − log ̺(K). By Lemma 104, we know
that at least one entry of GT
(
eλ
)
is equal to infinity. We can use the irreducibility
of this matrix to argue that each row in
(
GT
(
eλ
))k
has at least one entry that is
infinite. Since π0 is a probability distribution,
E
[
eλ(T1+···+Tk)
]
= π0
(
GT
(
eλ
))k
1 =∞.
For any m > k, we have
Λm(mλ) = log E
[
emλYm
]
= log E
[
eλ(T1+···+Tm)
]
≥ log E [eλ(T1+···+Tk)] =∞.
Consequently, whenever λ ≥ − log ̺(K), we get
Λ(λ) = lim
m→∞
1
m
Λm(mλ) =∞,
as desired.
V.H.6 Proof of Proposition 113
For the sake of completeness, we offer a brief proof for Proposition 113. As an
initial step for this demonstration, we establish a few key properties. The processes
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{Ym} and {Zs} converge almost surely, i.e.,
Ym =
1
m
m∑
q=1
Tq
a.s.−−→ T¯
Zs =
1
s
s∑
t=1
Dt
a.s.−−→ D¯,
where T¯ are D¯ are constants. Moreover, T¯ and D¯ have a reciprocal relation, i.e.,
T¯ = 1/D¯.
Recall that process
{
Vs =
(
C(s+1)N+1, Ds
)}
is a finite-state Markov chain with
irreducible transition probability matrix Π. Also, Ds = f(Vs) is a (trivial) bounded
function. Then, by the ergodic theorem for Markov chains [180], we have
Pr
(
lim
s→∞
1
s
s∑
t=1
Dt = D¯
)
= 1.
Let Ω1 be the subset of Ω defined by
Ω1 =
{
ω :
1
s
s∑
t=1
Dt(ω)→ D¯
}
.
Clearly, for any ω ∈ Ω1, we necessarily have
N(s, ω) =
s∑
t=1
Dt(ω)→∞.
Consider the empirical average defined by
1
m
m∑
q=1
Tq. (V.20)
We wish to show that this sequence converges almost surely to 1/D¯ as m increases
to infinity. For any ω ∈ Ω1, we have
N(s,ω)∑
q=1
Tq(ω) ≤ s ≤
N(s,ω)+1∑
q=1
Tq(ω).
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As such, we get the inequality
1
N(s, ω)
N(s,ω)∑
q=1
Tq(ω) ≤ s
N(s, ω)
→ 1
D¯
.
In a similar fashion, we obtain
1
N(s, ω) + 1
N(s,ω)+1∑
q=1
Tq(ω) ≥ s
N(s, ω) + 1
=
N(s, ω)
N(s, ω) + 1
s
N(s, ω)
→ 1
D¯
.
It follows that, for any ω ∈ Ω1, we get
1
N(s, ω)
N(s,ω)∑
q=1
Tq(ω)→ 1
D¯
. (V.21)
To complete the proof, we must connect this result to the sequence in (V.20).
We emphasize that, for any ω ∈ Ω1 and for any m ∈ N, there exists s such that
N(s, ω) = m because N(s, ω) increases by at most one at every step. It follows that
(V.20) is a subsequence of convergent sequence (V.21). They must then share the
same limit. Collecting these results, we gather that
Pr
(
lim
m→∞
1
m
m∑
q=1
Tq =
1
D¯
)
= 1.
As a side note, it is possible to show that
D¯ = EπD [Dt] = πDM1
T¯ = EπT [Tq] = πT
[
lim
λ↑0
d
dλ
GT
(
eλ
)]
1,
where d
dλ
GT (e
λ) denotes the entrywise derivative. Above, πD and πT represent the
invariant distributions of the channel and the stochastic matrix GT (1), respectively.
Our strategy to finish this proof is to establish the claimed result for rational num-
bers, and then invoke continuity to get a full characterization. From our hypotheses,
we know that the rate functions Λ∗(·) and I(·) are finite in the open intervals (1,∞)
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and (0, 1), respectively. We note that these functions are also convex over these
intervals and, hence, continuous. Let r = p/q, where p, q ∈ N, be a rational number
less than one. Recall that I(·) is convex and, therefore, continuous over (0, 1). Then,
for every ε > 0, there exists δ > 0 such that
−I(r)− ε ≤ lim inf
n→∞
1
np
log Pr (Znp ∈ (r − δ, r + δ))
≤ lim sup
n→∞
1
np
log Pr (Znp ∈ (r − δ, r + δ)) ≤ −I(r) + ε.
Taking the limit as δ → 0, we get
lim
δ→0
lim inf
n→∞
1
np
log Pr (Znp ∈ (r − δ, r + δ))
= lim
δ→0
lim sup
n→∞
1
np
log Pr (Znp ∈ (r − δ, r + δ)) = −I(r).
A similar argument applies to {Ym}. Noting that q/p ∈ (1,∞), we gather that Λ∗(·)
is continuous in a neighborhood of 1/r. Then, for every ε > 0, there exists δ > 0
such that
−Λ∗
(
1
r
)
− ε ≤ lim inf
n→∞
1
nq
log Pr
(
Ynq ∈
(
1
r
− δ, 1
r
+ δ
))
≤ lim sup
n→∞
1
nq
log Pr
(
Ynq ∈
(
1
r
− δ, 1
r
+ δ
))
≤ −Λ∗
(
1
r
)
+ ε.
As before, this implies that
lim
δ→0
lim inf
n→∞
1
nq
log Pr
(
Ynq ∈
(
1
r
− δ, 1
r
+ δ
))
= lim
δ→0
lim sup
n→∞
1
nq
log Pr
(
Ynq ∈
(
1
r
− δ, 1
r
+ δ
))
= −Λ∗
(
1
r
)
.
We stress that the rate functions Λ∗(·) and I(·) vanish at T¯ and D¯, respectively.
At this point, we need to consider two separate cases. First, suppose r < D¯. We
know that I(·) is a non-increasing function over interval [0, D¯) (see, e.g., [182, Lemma
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2.2.5]). Also, in an analogous manner, rate function Λ∗(·) is non-decreasing over(
T¯ ,∞). Leveraging (V.19), we can write
Pr
(
T1 + · · ·+ Tpn
pn
>
q
p
)
= Pr
(
D1 + · · ·+Dqn
qn
<
p
q
)
.
By letting n go to infinity, we obtain
inf
x∈[ 1r ,∞)
rΛ∗(x) = inf
x∈(0,r]
I(x).
Using the monotonic properties of these rate functions over the prescribed intervals,
we get
rΛ∗
(
1
r
)
= inf
x∈[ 1r ,∞)
rΛ∗(x) = inf
x∈(0,r]
I(x) = I(r),
as desired.
For the second case, assume r > D¯. Under this constraint, the monotonic prop-
erties of the rate functions are reversed. That is, I(·) is non-decreasing over (D¯, 1)
and Λ∗(·) is non-increasing over (0, T¯). Using these relations and the set equalities
Pr
(
T1 + · · ·+ Tpn
pn
<
q
p
)
= Pr
(
D1 + · · ·+Dqn
qn
>
p
q
)
,
we can write
rΛ∗
(
1
r
)
= inf
x∈(0, 1r ]
rΛ∗(x) = inf
x∈[r,∞)
I(x) = I(r).
Collecting these results, we deduce that I(x) = xΛ∗
(
1
x
)
whenever x ∈ Q ∩
(0, 1). Since the rational numbers are dense in (0, 1) and the two rate functions are
continuous, this equality must also hold for any real number in (0, 1).
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CHAPTER VI
CONCLUSION & FUTURE RESEARCH
While coding theory has come a long way since the seminal work of Shannon and
dramatically shaped the current landscape of telecommunications, we believe there
are several interesting phenomena to discover that will further shape the future.
Below, we list some open questions that emanate from this dissertation.
• Even though the threshold saturation in spatially-coupled codes is a universal
phenomenon, the biggest hurdle in its adoption in current communication sys-
tems is the rate loss due to boundary. Mitigating this necessitates large chain
length and consequently large blocklengths. One question in this direction
is to quantify the boundary information required to kick-start the “encoding
wave”. It is also interesting to investigate the potential of threshold saturation
in quantum systems.
• We have seen the utility of the BPGD algorithm in Chapter III in the context
of source coding, where the standard BP algorithms fall far short of the desired
performance. Also, the iterative quantization procedure in Algorithm 2 cannot
constrain the weight of the output sequence. It would be useful to see whether
one can utilize the BPGD algorithm to accomplish this and hence achieve the
capacity region of the multi-write WOM system. More generally, it remains
to see whether this algorithm plays a crucial role in other graphical models,
where standard BP algorithms suffer from convergence.
• Although the study of Reed-Muller codes in Chapter IV has been a theoretical
curiosity, it opens up a plethora of questions. The most important question
that warrants attention here is the generality of the capacity achievability of
structured codes such as Reed-Muller and BCH codes. More precisely, do
Reed-Muller and BCH codes achieve capacity on general channels? Also, the
early popularity of Reed-Muller lends to the availability of low complexity
decoding algorithms. Unfortunately, these algorithms do not scale well for
large blocklengths and arbitrary rates. It is important to explore algorithmic
aspects of these codes in these regimes.
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