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The object of this investigation is to report a study of mathematics
teacher retention in the Texas Education System by generating a model that
allows the identification of crucial factors that are associated with teacher
retention in their profession. This study answers the research question: given
a new mathematics teacher with little or no service in the Texas Education
System, how long might one expect her to remain in the system? The basic
categories, used in this study to describe teacher retention are: long term
(10 and more years of service), medium term (5 to 9 years of service), and
short term (1 to 4 years of service). The research question is addressed by
generating a model through data mining techniques and using teacher data and
variables from the Texas Public Education Information Management System
(PEIMS) that allows a descriptive identification of those factors that are crucial
in teacher retention. Research on mathematics teacher turnover in Texas has
vii
not yet focused on teacher characteristics. The literature review presented in
this investigation shows that teacher characteristics are important in studying
factors that may influence teachers’ decisions to stay or to leave the system.
This study presents the field of education, and the state of Texas, with an
opportunity to isolate those crucial factors that keep mathematics teachers
from leaving the teaching profession, which has the potential to inform policy
makers and other educators when making decisions that could have an impact
on teacher retention. Also, the methodology applied, data mining, allows this
study to take full advantage of a collection of valuable resources provided by
the Texas Education Agency (TEA) through the Public Education Information
Management System (PEIMS), which has not yet been used to study the
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My investigation restricts its focus to minority mathematics teachers
in the state of Texas. Specifically, I am focusing on teachers of hispanic back-
ground, although other ethnicities that are also considered minorities, such as
Asians, African Americans, and Native Americans, are studied and mentioned
in my investigation in order to inform this research and assess its impact.
Focusing on hispanic teachers has an impact on the development of teacher
preparation programs, on professional development, and ultimately on student
achievement due to the changing demographics of the state and the population
of Texas schools. According to Stevens (n.d.) teachers do not show the same
diversity found among students in Texas schools. In a recent report by Stutz
(2010), during the 2008–2009 school year the population of hispanic teachers
in the state of Texas was only 22%, while 48% of the students in the entire
state were hispanic. In the same report Dr. Edward Fuller, at that time a
senior research associate for the Center for Teaching Quality (CTQ) in Chapel
Hill, North Carolina, commented that “[t]he research shows that if you can
match the ethnicity and race of teachers and students, teachers tend to be more
effective” (Stutz, 2010). Grant (1992), The Institute for Education in Trans-
formation (n.d.), and Meier and Stewart (1991) have also presented concrete
1
data that confirms that the demographics in the teaching force is important to
the learning outcomes of minority students. In Hemphill and Rahman (2011)’s
latest report on the achievement gap it is clear that closing the hispanic-white
achievement gap remains a challenge throughout the country. The report also
confirms that hispanics are “the fastest-growing segment of the United States
population” (Hemphill & Rahman, 2011, p.iii). The same study provides data
from the U.S. Census Bureau showing that the hispanic population “increased
by about 58 percent, from 22 million in 1990 to 35 million in 2000, compared
with an increase of about 13 percent for the total U.S. population” (Hemphill
& Rahman, 2011, p.iii).
This study focuses on Texas mathematics teachers in large part due
to the importance and weight that mathematics courses have in the state
curriculum. Teachers of mathematics at the secondary level teach 5 to 6 classes
per day throughout the 180–day school year (Texas Education Agency Policy
Planning and Evaluation Division, 1993). This implies that every mathematics
teacher in the state of Texas teaches about 900 classes per school year. Thus
the impact that teachers of mathematics have on the educational system is very
significant. It is not a surprise, then, that we find in the literature that any
crises in the economic, social and political aspects of the country are constantly
related to failure in the educational system of the nation, particularly in the
fields of science and mathematics (Cuban, 2010).
This study addresses important gaps in the current literature. Accord-
ing to Torres, Santos, Peck, and Corte´s (2004) the studies that have developed
2
theories on occupational choice and career development have sampled mostly
middle class males and do not address aspects related to ethnicity, race and
culture when choosing teaching as a profession. An additional benefit of this
investigation, in the area of professional development, is that it informs our un-
derstanding of the reasons that might motivate people from ethnic minorities
to remain as teachers of mathematics. Consequently, this study has the poten-
tial to improve the shaping of incentives to promote the field of mathematics
teaching as a desirable career path for a wider group of people.
1.1 Research Question
My proposed study can be stated this way: What are the character-
istics of mathematics teachers that are related to teacher retention
in Texas schools? More specifically,
• What are the characteristics that most relate to retention of hispanic
mathematics teachers in Texas schools?




This chapter presents a review of the relevant literature concerning
the proposed study. It is divided into two parts: the first part describes a
theoretical framework in which both teacher and student strive for success in
accordance with the incentives which present themselves. The focus of this
part is on the factors in and results of the interaction between teachers and
students. The second part of this literature review focuses on research related
to teacher retention, with a brief description of the research theory on minority
teacher retention in mathematics, followed by a summary of the research on
teacher characteristics.
2.1 Theoretical Framework
This study seeks to describe the characteristics of mathematics teachers
that remain in the Texas educational system and how these might change over-
time. Identifying the characteristics of the teachers that stay in their current
positions or leave the profession helps to identify strategies for professional
development that motivate teachers to remain in the system for longer periods
of time. Chapman (1984) has found that teachers’ first teaching experience
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has a significant impact on the number of years teachers tend to stay in the
system. If teacher training programs, school administrators and professional
development programs can identify the salient teacher characteristics, adjust-
ments could be made in their programs and schools to facilitate better teaching
experiences that consequently might diminish teacher turnover rates.
2.2 Teacher Incentives
Teacher compensation is a relatively controversial topic when talking
about teacher retention. Darling-Hammond (1984) considers teacher com-
pensation to be fundamental in retaining teachers. As she indicates, other
professional fields offer more competitive salaries as well as economic incen-
tives in order to attract talented people, while the teaching profession is always
associated with lower salaries. However, Rivkin and Hanushek (2007) present
an investigation contradicting Darling-Hammond (1984)’s argument for the
importance of compensation. A study from Rivkin and Hanushek (2007), on
teacher incentives in Texas, showed that 6 percent of teachers in Texas move
to different schools within the same district and that 5 percent of teachers
switch districts. Rivkin and Hanushek (2007) also stated that 82 percent of
teachers in Texas remain in the same school and 7 percent leave the profes-
sion. In this article, Rivkin and Hanushek (2007) showed that teachers in
Texas tend to switch districts and schools according to students’ characteris-
tics. Salaries and other compensations are not as important for teachers as the
characteristics of students in the school or district in which teachers choose
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to teach. The same study showed that the academic achievement of students
in the school in which teachers prefer to teach actually increases compared to
the academic achievement of those students in the schools teachers tend to
leave. In a recent study on teacher salaries in Texas, G. Krause (2011) did not
find a definitive conclusion on teacher retention based on teachers’ salaries.
The report did not consider aspects of mobility, nor the various other char-
acteristics such as ethnicity, years of experience and level of preparation. A
three-year pilot investigation by the National Center on Performance Incen-
tives (2010) on teacher incentives also concluded that there is no significant
effect on teacher incentives and student performance. The study did not find
evidence of an effect in teachers’ practices due to incentives. This study did
not consider teacher characteristics either; only teacher practices were linked
to students’ standardized test scores.
2.3 Teacher Characteristics and Student Performance
There is an extensive literature on studies that focus on the effect
teacher quality has on student achievement. It is logical to derive conclu-
sions on the interdependency of these two aspects of education, when the
average gain in learning among students within the same schools is so differ-
ent. Hanushek (2011) found that students assigned to certain teachers pro-
duce much higher test scores than students assigned to other teachers, even
though the material covered is the same when they are in the same school
and students share similar characteristics. “[T]eachers are very important; no
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other measured aspect of schools is nearly as important in determining stu-
dent achievement” affirms Hanushek (2011, p.467). Rockoff, Jacob, Kane, and
Staiger (2008) found that students assigned to teachers with higher cognitive
level score higher in mathematics tests. Also, Dobbie (2011), in a study based
on data from Teach for America, found that students assigned to teachers
with higher rating in leadership experience and perseverance score higher in
academic tests. This same study also found that students who are taught by
teachers with these characteristics are less likely to misbehave.
Other authors consider teacher characteristics, such as ethnicity and
race, to have as important an impact on student achievement as teacher qual-
ity. Dee (2005) highlights different studies that present evidence of teachers’
ethnic background influencing students’ academic outcomes. Dee (2005) de-
scribes what is called “stereotype threat”, “active teacher effect” and “passive
teacher effect”. He describes the first one as the situation where, for example,
a black student might experience certain apprehension with white teachers
that can cause the student to not feel comfortable in the class and conse-
quently, affect the student’s academic outcome. Dee (2005) defines the second
as teachers’ unintended bias in the expectations and interactions of students
of different ethnicity, and finally, he defines the third as the effect triggered by
the teacher’s racial, gender or ethnic identity that positively affect students’
outcomes. In this case teachers are seen as role models which can increase
motivation and expectations for academic achievement.
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2.4 Teacher Retention
Ingersoll and May (2012) trace the origins of investigating teacher reten-
tion to two decades ago when a group of researchers noted significant changes
in the characteristics of the people that decided on teaching as their profes-
sional path. One investigation from Darling-Hammond (1984), gained atten-
tion from policy makers. The report describes several factors that led the
country to an “[e]merging crisis in teaching” (Darling-Hammond, 1984, p.1).
The author talks about a crisis in the general field of teaching; however, she
noted that the content areas most affected by the lack of teachers were math-
ematics, physics, biology, chemistry, computer programming, and bilingual
education. She identified that “[d]emographic trends, expanded opportunities
for minorities and women, low salaries and lack of prestige associated with
teaching” (Darling-Hammond, 1984, p.7) were reasons why people preferred
other careers over teaching. She explains that in the 1970s there was a surplus
of teachers in the U.S. According to her report, 20% of the bachelor’s degrees
in the 1970s corresponded to education. By the 1980s the surplus decreased
significantly, with the addition of a simultaneous increase in the student pop-
ulation. With a higher number of students in the public schools, there was
a greater need for teachers. But during the 1980s, minorities in general, and
women in particular, were in high demand in the larger workforce. Women
who traditionally would have majored in education were now choosing career
paths such as business, commerce, and professional healthcare, with higher
salaries and status.
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Darling-Hammond (1984) also identified teacher dissatisfaction as one
of the causes for teacher attrition. She says that “[c]onditions that undermine
teacher efficacy, i.e. the teacher’s ability to do an effective job of teaching, are
strongly related to teacher attrition” (Darling-Hammond, 1984, p.13). The
author presented data in her report that indicated that those teachers who
possessed a master’s degree and teacher certification in the subject they were
teaching were the same teachers that reported higher dissatisfaction. She links
this dissatisfaction at least in part to a systemic failure to see teachers as au-
tonomous decision makers, but rather as agents that must follow decisions
established by others. Darling-Hammond (1984) explains that when teachers
are required to follow a standard pattern for teaching, they cannot be effective.
If the teacher needs to teach according to the standard established, she cannot
adjust her instruction according to the needs of her students. This standard-
ization therefore lowers the quality of teaching imparted in the schools and
consequently produces poor academic achievement.
As for recommendations for improving teacher retention, twenty years
ago Darling-Hammond (1984) suggested that teachers’ salaries should increase.
She also suggested a change in teachers’ roles. Teachers’ lack of autonomy
on the content and methodology for teaching in their own classrooms is the
primary factor that influences lack of motivation to continue in a teaching
career for most teachers. Darling-Hammond (1984) justifies the change in
teachers’ roles by explaining that their new roles would lead to administra-
tive positions, and lead to changes in the resource allocations in the schools.
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Additionally, she suggested that the following features should characterize
teaching: “[r]igorous entry requirements, supervised induction, autonomous
performance, peer-defined standards of practice, increased responsibility with
increased competence” (Darling-Hammond, 1984, p.17).
Twenty years after Darling-Hammond (1984)’s report, Ingersoll and
May (2012) investigated teacher retention. The authors not only identified
the problem of retaining teachers, mostly in the fields of mathematics and sci-
ence, but also raised a new issue which had received little attention: the cost
of teacher turnover. Their investigation cited studies within the field of eco-
nomics that demonstrated that in industry, if corporations’ employees change
jobs frequently, it typically does not have a negative impact on the companies’
efficiency. Moreover, the paper cites Kimmit (2007), Deputy of the Treasury,
who explains that employee turnover is beneficial for individuals and organi-
zations. Ingersoll and May (2012) contrast these findings with other studies
explaining that, in some cases, employee turnover has produced problems in
the organizations, and that high turnovers in industry can have high costs and
might be a sign of a poor administration. While there is ample discussion of
the benefits and costs of employee turnover in industry, very little research
can be found on the costs or benefits of teacher turnover in education. The
financial cost of teacher turnover is further described in section 2.5.
In the intervening 20 years, some studies did address issues surrounding
teacher turnover. Guarino, Santiban˜ez, and Daley (2006) present results which
help identify some of the predictors and sources of teacher turnover; Grissmer
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and Kirby (1991) highlights that the fields of special education, mathemat-
ics, and science have the highest rates of teacher turnover; Rumberger, R.
(1987) clarifies that a strong incentive for mathematics and science teachers
to leave their teaching careers is their ability find other jobs outside education.
These investigations suggest the complexity of understanding the factors con-
tributing to teacher turnover and retention. Ingersoll and May (2012) identify
these studies and present a more current analysis that complements these prior
investigations. Ingersoll and May (2012)’s overall conclusions on the investiga-
tion of teacher turnover in science and mathematics confirmed that, contrary
to the general belief, there is a large enough pool of science and mathematics
teachers to meet demand. However, this particular group of teachers shows a
high turnover rate, tending to leave the schools earlier than teachers in other
areas. Ingersoll and May (2012) have also found that mathematics and science
teachers do not tend to leave the educational system to pursue a different ca-
reer path. Rather, when mathematics and science teachers leave the schools
for other jobs, these jobs tend to be related to education: for example they
may find work as educational administrators or developing new curricula.
Another important finding by Ingersoll and May (2012) was that math-
ematics and science teachers tend to move frequently between schools. In par-
ticular mathematics and science teachers show a higher turnover rate in poorer
schools with a large proportion of minority students than in mostly white,
non-poor public schools. Ingersoll and May (2012)’s own research suggests
that mathematics and science teachers who leave poor and high-proportion
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minority schools are not dissatisfied with the students, but instead, with the
administration and poor management skills of the administrative staff. Espe-
cially important is their finding that those mathematics and science teachers
who leave the educational system altogether have two completely different
reasons motivating them to leave: mathematics teachers typically state that
they leave because of dissatisfaction with their classrooms and issues related to
classroom management, while science teachers typically state that they leave
because the salaries are low. Ten years before Ingersoll and May (2012)’s
study, work on teacher retention published in Ingersoll (2001) confirmed that
teacher characteristics, especially age and subject taught, are among the most
influential factors for teachers leaving the field.
2.4.1 Age, Gender and Ethnicity in Teacher Retention
The preceding discussion describes research surrounding salary and
teacher retention. Among all the variables studied in this investigation, salary
is most commonly cited in the literature as the reason why teachers leave their
professions. The literature has relatively less to say regarding other character-
istics such as the age, gender, and ethnicity of teachers and how they might
affect their decisions to stay or leave the teaching profession.
Ingersoll (2011) presents a useful description of how these three char-
acteristics influence teacher retention in the United States. His study suggests
that the age of the teacher might be an important predictor of teacher turnover.
The analysis suggests that teachers who are less than 30 years old or who are
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over 50 tend to leave the system in greater number than middle-aged teachers.
The report does not appear to delve into the reasons for such findings. But one
may view these results in terms of other research. Ingersoll (2001) suggested
that younger teachers appear to still be involved in the search for a career
path and so tend to enter and leave the profession in greater numbers; and
older teachers are nearing the point of retirement, and so have an incentive to
leave. It should be noted that Ingersoll (2011) divides age into a categorical
variable: younger (less than 30), middle (40–50 years old), and older (over 50).
So there is some loss of resolution within these various age groups. In point
of fact, Ingersoll (2011) states that this correlation with age is only the case
for white teachers, while for minority teachers this tendency was not observed.
Though not a point made explicitly in the study, this suggests that the pre-
dictive value of age for teacher turnover can not be evaluated in isolation from
ethnicity. This will be a theme picked up in the description and conclusions
of the current investigation.
Ingersoll (2011) also found that for minority teachers male teachers are
more likely to depart than female teachers, and for whites, Ingersoll (2011)
found no difference in gender. He also found that minority teachers tend to
stay longer than white teachers. It is worth noting that the same study finds
that mathematics and science teachers show no greater tendency to depart
than other teachers.
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2.5 The Cost of Teacher Turnover
In general, teacher turnover necessarily implies a financial cost. Dif-
ferent studies have presented varied results and data that demonstrate these
costs. For Texas, Texas Center for Educational Research (2000) has explicitly
identified three areas that represent costs due to teacher attrition: separation
cost, hiring cost, and training and support cost. The report defines separa-
tion cost as the expenses caused by “exit interviews, notification to insurance
companies, notification to payroll, completion of service records, and other exit
reports” (Texas Center for Educational Research, 2000, p.1). Hiring cost is de-
fined by the expenses related to advertisement, background checks, interviews,
and processing applications. Training and support cost corresponds to the ex-
pense of training beginning teachers and the stipend paid to mentors to help
train the new teacher. Overall, Texas Center for Educational Research (2000)
states that the total cost of teacher turnover per district is about $329 million,
when roughly 15.5% of teachers leave a district. The report also points out that
this estimate is conservative, noting that other studies have calculated the cost
for the same percentage of teacher turnover to be about $2.1 billion. Either
number is alarmingly large, considering that the same money could otherwise
be used directly in the classrooms supporting students’ academic achievement.
Barnes, Crowe, and Schaefer (2007) completed a study of the costs of teacher
turnover in five school districts: Chicago Public Schools (Chicago, Illinois),
Milwaukee Public Schools (Milwaukee, Wisconsin), Granville County Schools
(Granville, North Carolina), Jemez Valley Public Schools (New Mexico), and
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Santa Rosa Public Schools (New Mexico). The study found that the costs of
recruiting, hiring, and training a new teacher are substantial. “In Granville
County, North Carolina, the cost of each teacher who left the district was just
under $10,000. In a small rural district such as Jemez Valley, New Mexico, the
cost per teacher leaver is $4,366. In Milwaukee, the average cost per teacher
leaver was $15,325. In a very large district like Chicago, the average cost was
$17,872 per leaver. “The total cost of turnover in the Chicago Public Schools
is estimated to be over $86 million per year” (Barnes et al., 2007, p.3). The
same study also found that low performance and high poverty in schools were
correlated with high teacher turnover. The data presented in these reports
confirm the alarmingly high rates of teacher turnover in the nation’s school
system and consequently the high cost that this entails. At the same time, this
is an opportunity to search for solutions that would help ameliorate this prob-
lem. Ultimately, the reports presented highlight the relevance of the proposed
study.
2.6 Conceptual Framework
In this section I provide a conceptual overview of the present study
based on the theoretical framework described above. Figure 2.1 depicts a
logic flow describing how the data regarding teacher characteristics enters the
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Figure 2.1: The framework shows how teacher characteristics help identify
how long a new teacher might stay in the Texas educational system.
2.6.1 Teacher Characteristics: Internal and External
This study defines teacher characteristics as those properties which
define or determine the state or situation of a teacher. Some of these properties
may be inherent to the individual teacher, such as gender or year of birth;
others may pertain to the overall situation in which the teacher finds him-
or herself, such as school size and location. Moreover many characteristics
may be shared by different teachers, e.g. gender; few characteristics, such as
identification number, will be unique to a given teacher. Teachers will exert
control over some of their characteristics, such as highest degree attained; while
others will be under control of no individual teacher, such as school ranking,
and that are either unchanging or cannot change unless the teacher decides to
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take action. Those characteristics, which either define the physical makeup of
the teacher (e.g. gender, ethnicity, age) or over which the individual teacher
may exercise control (e.g. level of preparation), are termed by this study as
internal characteristics. This study labels as external those characteristics
which pertain to the environment in which the teacher is situated, but not
properly under the control of any particular teacher (e.g. school condition).
As one might expect, many characteristics are interrelated. In partic-
ular, external characteristics such as school location can become linked with
internal characteristics such as teacher salary.
2.6.2 Classification
The object of this study is to determine teacher characteristics accord-
ing to the length of their terms of service in the Texas Education System.
Fundamentally, the process this study seeks to implement is descriptive. The
study seeks to answer the question: given a new teacher, defined by certain
characteristics but with little or no service in the Texas Education System, how
long might one expect the teacher to remain in the system? The basic cate-
gories, used in this study to describe teacher retention are: long term, medium
term, and short term, whose numerical values are provided in Section 3.6.
The teacher classification scheme in its most basic form derives from
similarities and dissimilarities among the teachers already in the system. For
these teachers, their individual characteristics are known, along with their
terms of service. When studying a new teacher, the study compares the char-
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acteristics of the new teacher to those of teachers already in the system and
arrives at a descriptive classification by looking at shared characteristics.
2.7 STEM Education and Data Mining
Data Mining has so far received little application in STEM education.
This is unfortunate given the vastness of the field of education and the neces-
sity of analyzing large amounts of data. There are some signs, however, that
the situation is changing. Early in 2008 the first international data mining
conference was held (International Educational Data Mining Society, 2011),
and in July of 2011 the International Educational Data Mining Society was
founded. Most of the research published during these years relates to stu-
dents’ gains, behavior, and use of technology in the classroom. Rather than
techniques of data mining centering on classification, applications in educa-
tion have focused more heavily on network analysis. McCornick, Carmichael,
Fox, and Procter (2011) have noted that the majority of network research in
education has been done in the area of teacher development. In particular,
most of the studies up to now have focused on collaboration among teachers.
2.8 Current Issues
From the literature review described above, several aspects that are
fundamental to the analysis of teacher retention in schools can be identified.
One fact that is clear is the special attention that must be paid to teachers of
mathematics and science. Mathematics and science teachers historically have
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presented higher rates of teacher turnover. At the same time any decrease
in the number of these teachers draws overwhelming attention from govern-
ment and industry, since the nation’s low academic achievement in science
and mathematics is associated to slow economic growth and a lack of global
competitiveness.
We have seen that certain factors are known to affect teacher attrition.
Broadly speaking, these may be divided into two basic categories: internal and
external factors. By internal factors we mean those factors which are particular
to the teacher in question, such as age, subject taught, level of dissatisfaction
with the job. External factors are those which are not properties of individual
teachers. For example the school condition would be an external factor. School
condition itself is a term that encompasses several different factors, such as
the proportion of economically disadvantaged students and the proportion
of minority students, among others. Unfortunately, studies show that the
proportion of students from poor backgrounds (often measured by the number
that qualify for lunch that is provided either free or at a reduced rate) is closely
linked to the proportion of minority students within the school (Abbott &
Joireman, 2001). Thus student poverty and ethnicity seem inextricably linked.
Furthermore, we have seen that teacher and student ethnicity can interact in
a way that can have a dramatic effect on student performance (Hemphill &
Rahman, 2011). Student performance can in turn affect teacher dissatisfaction
(Dee, 2005), which brings us full circle: teacher ethnicity can affect teacher
dissatisfaction, and so can affect teacher attrition.
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2.9 Importance of the Study
As presented in the literature review provided, the highest rates of
teacher turnover are found in the fields of science and mathematics. Past stud-
ies have identified the problem and searched for methods to improve teacher
attrition rates. Particularly in Texas, Mount (2012) did an extensive study on
teacher migration focusing on science teachers. Mount (2012) found that 22
percent of science teachers move to different schools from year to year, and that
this teacher migration occurred more from schools with a higher percentage of
students eligible for free and reduced lunch.
However, research on mathematics teacher turnover in Texas has not
yet focused on teacher characteristics. The literature review presented here
has shown that teacher characteristics are important because they influence
teachers’ decision to stay or to leave the system. Moreover, the results of
Mount (2012) have confirmed that, at least for science teachers, students’
socioeconomic status, which is intimately related to their ethnicity, influences
their decisions to stay or to leave a particular school.
This study presents the field of education, and the state of Texas, with
an opportunity to isolate those crucial factors discouraging mathematics teach-
ers from remaining in the teaching profession. Also, the methodology described
in chapter 3 allows this study to take full avantage of a collection of valuable
resources provided by TEA through the Public Education Information Man-
agement System (PEIMS) which, as explained in section 3.2, has not yet been





In this chapter I first describe the data set that is used for this inves-
tigation. I then describe the methodology for the current study and explain
how the methodology is applied.
3.2 Data
The data set available for the proposed study comes from the Public
Education Information Management System (PEIMS), compiled by the Texas
Education Agency (TEA) from 2003 to 2007. PEIMS was established in 1986
by the State Board of Education with the purpose of improving education prac-
tices of local school districts (Texas Education Agency, 2011b). For each year,
PEIMS “encompasses all data requested and received by TEA about public ed-
ucation, including student demographic and academic performance, personnel,
financial, and organizational information” (Texas Education Agency, 2011b,
¶1). This data is requested by TEA from all school districts in Texas. PEIMS
presents detailed information on teachers such as ethnicity, age, type of certi-
fication, subject taught, school and district where the teachers teach, salary,
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years of experience, and other variables. See the appendix A for a complete
list of the variables compiled in PEIMS. PEIMS is used by TEA to generate
several reports such as:
• TEA Standard Reports. According to Texas Education Agency (2011b)
the PEIMS Standard Reports are provided to fullfil requirements for in-
formation regarding public education in Texas. “Some of these reports
comprise geographic information for each district and campus; while
others contain listings of school districts or campuses by legislative dis-
tricts. There are also reports that include information for high school
graduates, or information for student enrollment. Other PEIMS Stan-
dard Reports include information concerning superintendents, staff or
teachers employed by school districts.”(Texas Education Agency, 2011b,
¶1)
• Academic Excellence Indicator System Accountability System (AEIS).
The information collected here refers to the performance of students
in each school and district in Texas. Texas Education Agency (2011b)
reports that the indicators presented in AEIS are the following:
– Results of the Texas Assessment of Knowledge and Skills (TAKS).
For the 2011–2012 school year, TAKS data is only available for
grades 10 and 11.
– Exit-level TAKS Cumulative Passing Rates;
– Progress of Prior Year TAKS Failers;
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– Attendance Rates;
– Annual Dropout Rates (grades 7–8 and grades 9–12);
– Completion Rates (4-year and 5-year longitudinal);
– College Readiness Indicators;
– Completion of Advanced/Dual Enrollment Courses;
– Completion of the Recommended High School Program or Distin-
guished Achievement Program;
– Participation and Performance on Advanced Placement (AP) and
International Baccalaureate (IB) Examinations;
– Texas Success Initiative (TSI) – Higher Education Readiness Com-
ponent;
– Participation and Performance on the College Admissions Tests
(SAT and ACT), and College-Ready Graduates.
Texas Education Agency (2011b) disaggregates these indicators by eth-
nicity, special education, and low income status. Starting in the 2002–
2003 school year limited English proficient status is reported, in the
2003–2004 school year at-risk status is also reported by district, region
and state, and in the 2008–2009 school year bilingual/ESL is also re-
ported by district, region, and state. AEIS has its origins when the
Texas Legislature saw the need for emphasizing the academic achieve-
ment of students as the foundation for accountability. Prior to this,
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accountability was measured on the basis of schools following the rules
and regulations. (Texas Education Agency, 2011b)
• Accountability System. The Texas Education Agency (TEA) is cur-
rently developing a new accountability system based on the STAAR
(State of Texas Assessments of Academic Readiness) tests (Texas Ed-
ucation Agency, 2012). “In February of 2012, Commissioner Robert
Scott amended the Texas Education Agency’s House Bill 3 Transition
Plan”(Texas Education Agency, 2012, ¶4). This amendment allowed
changes in the public school accountability system of the state. Texas
Education Agency, and Texas Higher Education Coordinating Board,
and Texas Educators (2012) established the following indicators for de-
termining accountability ratings:
– Student performance on the STAAR grades 3-8 and End-of-Course
(EOC) assessments.
– Dropout Rates (including district completion rates) for grades 9
through 12.
– High School Graduation Rates.
Texas Education Agency, and Texas Higher Education Coordinating
Board, and Texas Educators (2012) also specifies that the commissioner
of education will determine how to assign ratings for accountability based
on the recommendations from advisory groups and public input.
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• Snapshot. According to Texas Education Agency (2011b) snapshot re-
ports provide an overview of public education in Texas for a particular
school year. The information provided in the snapshot report corre-
sponds to state-level and a profile about the characteristics of each public
school district.
• Pocket Edition. This report is published annually since the 1991–1992
school year. It reports state-level statistics on students; TAKS per-
formance and participation; graduates and college admissions; atten-
dance, completion, and dropouts; accountability ratings; personnel; and
finances (Texas Education Agency, 2011b).
This study contributes to current research by taking advantage of the
richness of data that has been systematically collected by TEA for many years.
Despite having one of the largest education data bases in the world (Texas Ed-
ucation Agency, 2011b) and all the effort devoted by TEA to collect and ana-
lyze this incredibly valuable information, no study or report has yet appeared
indicating how ethnicity and other teacher characteristics in Texas inform the
increasing problem of mathematics teacher turnover.
3.3 Variables
As stated in Chapter 2 research on mathematics teacher turnover in
Texas has not addressed teacher characteristics and the impact they might
have on the teachers’ decisions to stay or leave their profession. An investiga-
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Table 3.1: The table provides a list and explanation of the variables encoun-
tered in the TEA data
Name in PEIMS Name in Study Comments
Scrambled ID Scrambled ID None
GENDER Gender None
ETHNICX Ethnicity




African American = 2;
Asian = 1;
Native American = 0.
This variable will be treated as a di-
chotomous variable. Cf. Section 3.6.
BIRTHDATE Current Age This variable comes from TEA using
the following format: 14-Mar-49. The
actual age will be used for the data
analysis. It will be calculated based on
the year of birth.
EXPER Experience This variable uses the following param-
eters: short, medium and long term.
The justification for modifying this




tion by Allen (2005) has stated that in order to find real answers to the current
problem of teacher turnover, investigators need to focus thoroughly on the “un-
derstanding of the characteristics of the teacher workforce and the impact those
characteristics have on teachers’ decisions to enter and remain in teaching and
their success in the classroom” (Allen, 2005, p.iv). Another investigation by
Ingersoll (2001) pointed out that research on where minority teachers tend to
be employed has received little attention, as well as what happens with these
teachers once they have been employed. He also stated that even less attention
has been paid to the impact of minority teacher turnover. He stated, “As a
recent review concluded, empirical research on minority teacher turnover has
been limited, has had mixed findings, and, in general, has been inadequate
. . . ” Ingersoll (2001, p.5).
The variables analyzed in this investigation were selected based on a
combination of factors. Some, such as salary, were included because they
have already received attention in the literature. Therefore they provide a
benchmark to which to compare results of the study. Other variables, such as
age and gender, were chosen because of a perceived paucity of adequate study
within the literature. A final factor affecting the decision to include variables
was the feasibility of their inclusion. Given the nature of the computational
investigation, the inclusion of more than one factor was relatively easy to
effect. However the inclusion of too many variables would have complicated
and slowed the analysis (see Section 3.6). This led to the decision to include
only a representative subset of characteristics, leaving others for subsequent
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investigation. Now that the program is built, other variables can be added,
the only cost being in program runtime. Variables such as school location,
certification type, and number of classes taught by the teachers will be included
in future work; their omission in the present study owes itself primarily to the
need to streamline the data during initial phase of analysis as the methodology
was developed.
To simplify how the information is displayed in this document some
of the names of the variables have been modified. Table 3.1 describes the
variables and modifications made to them.
3.4 Years
As noted in section 3.2, changes in how PEIMS disaggregates the data
were introduced during the 2003–2004 school year. During this same school
year other major changes were introduced. On the state level, a new ac-
countability system was put in place. The new accountability system had to
implement and report the results of the Texas Assessment of Knowledge and
Skills (TAKS). The new TAKS was to include more subjects and grades and
was supposed to be more rigorous than the previous system, the Texas As-
sessment of Academic Skills (TAAS) (Texas Education Agency, 2010, p.34).
On the federal level, states were required to develop and submit Adequate
Yearly Progress (AYP) criteria. “Each state was required to establish a time-
line to ensure that not later than 12 years after the end of the 2001–2002
school year (2013–2014 school year), all students in each group will meet or
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exceed the state’s performance standards.” (Texas Education Agency, 2010,
p.34) In summary, the 2003–2004 school year was the starting point for a more
rigorous accountability system, not only in the state of Texas, but also in the
nation. The significance of this change made the 2003–2004 school year a
natural starting point for the present investigation.
In addition, I analyzed the school year 2006–2007. Because of the
classification scheme employed in the present study, the minimum term of
service distinguished by the algorithm is 4 years or less. Thus in order to ensure
the algorithm would retain the ability to identify, not only teachers who served
medium– or long–term, but also short–term according to the classification
scheme outlined above, it was deemed appropriate to look at a gap in school
years where teachers new to the system in the first year could still have equal
a priori chances of falling into any of the short–, medium–, or long–term
categories. Given the initial reference point of 2003–2004, then in the school
year 2006–2007 a teacher who was new in 2003–2004 could still be in the
system yet maintain the possibility of being short–term.
3.5 Sample
As explained above, PEIMS collects data from all teachers in the Texas
educational system in the state. Given that this study only focuses on the
mathematics teachers within PEIMS, I have created a subset of PEIMS con-
taining only the mathematics teachers for the 2003–2004 and 2006–2007 school
years. Table 3.2 describes the total number of teachers and what courses those
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teachers taught in each of the years analyzed in this study. For the 2003–2004
school year there is a total number of 32, 253 teachers and for the 2006–2007
school year there is a total of 32, 933 teachers. The first step to prepare the
data set for this investigation shows an increment in the number of mathemat-
ics teachers in the state. 680 mathematics teachers joined the system during
this 3 year period.
3.5.1 Extracting the Sample
I used the programming language Python (Rossum, 1995; Python Soft-
ware Foundation, 1990–2013), an interactive shell for Python called IPython
(IPython Development Team, 2008), and a Python library called Pandas
(Lambda Foundry, Inc. & PyData Development Team, 2012) to extract and
organize the data set used for this investigation. “Pandas provides rich data
structures and functions designed to make working with structured data fast,
easy, and expressive”(McKinney, 2013, p.4). Pandas allows Python to be a
powerful data analysis tool, which is the main reason why this tool was chosen
for this investigation.
3.6 Data Mining
The methodology to analyze this data set comes from the area of data
mining and machine learning. The intent is to apply the following algorithm
to the data: k–Nearest Neighbors.
The first step is the development of the k–Nearest Neighbors algorithm
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Table 3.2: The table provides a list, from PEIMS, of the mathematics courses
taught in middle and high school in the state of Texas and the total number
of teachers teaching those courses during the 2003–2004 and 2006–2007 school
years.
Mathematics Course 2003–2004 2006–2007
Algebra 1 7, 515 7, 581
Algebra 2 4, 513 4, 727
Algebra 1-4 Mathematics 101 0
Calculus AB 955 1, 000
Calculus BC 190 240
Differential Equations 2 0
Discrete Mathematics 2 2
Foundations of Mathematics 2 2
Geometry 5, 443 5, 398
Mathematics Grade 7 5, 664 5, 699
Mathematics Grade 8 5, 166 5, 545
Mathematics Higher Level 14 0
Independent Study in Mathemat-
ics First Time
325 433
Independent Study in Mathemat-
ics Second Time
10 70
Mathematical Models with Appli-
cations









Number Theory 1 1
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Table 3.3: The table provides a list, from PEIMS, of the mathematics courses
taught in middle and high school in the state of Texas and the total number
of teachers teaching those courses during the 2003–2004 that had from 0 to
4 years of teaching experience, and the list of teachers from that year that
continued again in the 2006–2007 school years.
Mathematics Course 2003–2004 2006–2007
Algebra 1 2, 379 1, 669
Algebra 2 1, 016 706
Algebra 1-4 Mathematics 32 25
Calculus AB 113 72
Calculus BC 10 5
Differential Equations 0 0
Discrete Mathematics 1 0
Foundations of Mathematics 0 0
Geometry 1, 486 1, 019
Mathematics Grade 7 1, 983 1, 387
Mathematics Grade 8 1, 733 1, 222
Mathematics Higher Level 0 0
Independent Study in Mathematics
First Time
75 55
Independent Study in Mathematics
Second Time
10 9
Mathematical Models with Applica-
tions
567 393
Problem Solving, Mathematical Mod-
els, and Computer Simulation
9 7
Statistics 44 28
Mathematical Methods Subsidiary 0 0
Number Theory 1 1
LDC Mathematics Grades 7–12 636 447
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(Harrington, 2012). This algorithm has the virtue of being straightforward
conceptually and computationally. In particular it converts each teacher’s
data to numeric values and views these as vectors in a state space. The data is
then considered as a collection of some number n of vectors v. The algorithm
classifies a new data vector w by going through all n of the data vectors v
in the data set, computing the distance d(v,w) between w and each vector,
ordering the vectors v according to their distance from w, and choosing the
closest k vectors. The category that appears most often among those k vectors
is the category to which the new data vector w is assigned.
An example of how k–Nearest Neighbors algorithm is applied to the
data is the following:
Table 3.4 provides an excerpt of the information contained in the 2006
– 2007 PEIMS which is part of the data base used in this investigation. The
names of the variables have been changed according to the description in Ta-
ble 3.1. Also, the column identifying the vector has been added in order to
explain how the calculations are done.
Table 3.4: Characteristics of Mathematics’ Teachers.
Data taken from 2006–2007 PEIMS. The Vector column
has been added for purposes of explication. Ethnicity
will be treated as a dichotomous variable.
Vector Scrambled ID Current Age Gen Ethnicity Exper
v1 3686 32 1 5 1 (short
term)
continued on next page
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Table 3.4: (continued)
Vector Scrambled ID Current Age Gen Ethnicity Exper
v2 4258457 64 0 5 14 (long
term)
v3 4599759 53 0 4 22 (long
term)
v4 14229703 44 0 3 1 (short
term)
v5 14226919 39 1 2 5 (medium
term)
For the example presented in this section only four variables are used:
Current Age, Gen, Ethnicity, and Exper. This will help simplify the calcula-
tions for the purpose to exemplify the k-nearest neighbor methodology.
In this example there are 5 vectors, since there are 5 teachers. Teacher
one is identified as v1, teacher two v2, and so on. If there is a new teacher
entering the Texas educational system, it is unknown how long this teacher
will stay in the system, but there is a way of making a prediction. The first
step to make this prediction is calculating the Euclidean distance. Which for









age of teacher i [in years]
gender of teacher i
ethnicity of teacher i






































Since there are values that lie in different ranges, as shown in Table 3.4,
it is common to normalize the data, otherwise Age would dominate, even
though all variables are equally important. Also, ages and gender cannot be
added together, this is an indicator that the distance function needs coefficients
to handle the units. Specifically, the term





has units of [years]2. But the term v2i −v2j has no associated





. It therefore makes no more sense to add these terms
than it would to add two apples and two oranges. Similarly for the remaining
terms in the expression for the Euclidean distance.





















If choosen, say, the number c1 such that it has units of inverse–years-squared,














where the last expression is simply a numerical value, with no associated units.
The units of c4 are chosen in the same way to cancel the units in the last term
in the distance; c2 and c3 need no associated units, since the associated terms
in the respective products are themselves unitless.
Now, finally, the above procedure of resolving the units is combined
with the issue of changing scales. Though the units of c1 cancel those of(
v1i − v1j
)2
, its numerical value is still undetermined. This numerical value is
chosen in such a way as to make sure the product lies in the desired numerical
range. For example, one might choose c1 to be the inverse of the square of the












Since the maximum age carries units of years, then c1 chosen in this way has
the units required above. Moreover, this term now always falls within the
range [0, 1]. Thus, both problems are solved at once: unwanted units are
removed, and the range of values obtained by this term is normalized. A
similar procedure is applied to c4, and to any of the other coefficients ck in the
distance function.
The variable Ethnicity also needs special consideration. There are five
ethnicities represented in the data: White, African American, Hispanic, Asian,
and Native American. TEA has coded them: 5, 4, 3, 2, and 1, respectively.
The numbers identify the type of ethnicity, but the value of each number is
not a metric, but rather a categorical variable. The fact that 5 is higher than
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2, while 1 is lower, is irrelevant; the system merely notes that 5 and 2 are
each different from 1 and therefore the ethnicities, respectively, are different.
This means that a simple “distance” calculation, i.e. taking the magnitude of
the difference between two values, is not quite appropriate in the case of the
variable Ethnicity. Rather, we must specify a special distance function for this
variable. If we let ei represent the numerical value of the ethnicity of the ith
teacher in the TEA scheme, then we may say that the distance dij between
teachers i and j in terms of ethnicity is
dij :=
{
0, if ei = ej, and
1, otherwise.
That is, two teachers have an ethnic distance dij = 0 if their ethnicities are the
same, and an ethnic distance dij = 1 if not. With this function the expression

















One question the reader might have at this point is: between what
are the distances being calculated? Between variables already in the data
set? No. The interest is only in the distances a new data point is given,
say w, that comes from outside the data set. The data set is the list of
vectors {v1,v2, . . . ,vn}, for some integer n (n = 5 in Table 3.4), which can be
written more simply as {vi}ni=1. This is a collection of vectors. The interest
is in the collection of distances {d(w,v1), d(w,v2), . . . , d(w,vn)}, or simply
{d(w,vi)}ni=1, which is a collection of numbers.
37
After calculating the distances {d(w,vi)}ni=1 the k nearest teachers are
found by sorting the distances in increasing order. Assume, in this example,
that k = 2. This value is much higher when using the complete data set. The
parameter k is given by the programmer in a way that balances computational
performance with accuracy of classification. As such, it can be adjusted after
performing an error analysis based on the total error rate for the classifier.
Harrington (2012) explains that the error rate is the number of misclassified
pieces of data divided by the total number of data points tested. To simplify
the classification procedure, three categories were created: Short Term (st),
Medium Term (mt), and Long Term (lt). The first category covers a range
from 0 to 4 years of experience, the second covers from 5 to 9 years, and the
third covers 10 years of experience and above. These categories are based on
Moreland, A. (2011)’s work, where she defines three categories: Early, Se-
nior, and Veterans based on the teachers’ years of experience. In Moreland,
A. (2011) we find that the Early years are defined by the first five years of
work experience. The Senior years are defined by the following four years of
experience and the Veteran years are defined by nine or more years of expe-
rience. The classification used in the model of this investigation includes one
more year of experience for the Senior and Veteran categories. The decision
to include an extra year in each of the categories corresponding to Senior and
Veteran in the work of Mount (2012) was made based on TEA’s 2011–2012




In the exploration of data, the notion of “assumptions” comes into play
as one decides what statistical tools to apply in order to better understand the
model. Properly, this falls under the purview of statistical inference: that is,
one may talk of descriptive statistics, where one strives to describe key mea-
sures of a data set, such as the mean, mode, and median, in order to simplify
understanding of a vast amount of unwieldy information; or one may talk of
predictive statistics, or statistical inference, where one strives to encounter a
model, or mathematical framework, which not only serves to delineate certain
of the descriptive parameters of the data on hand, but also supplies certain
additional parameters or assumptions which, perhaps, in combination with the
descriptive parameters, may serve as a guide to the prediction of future values
of data collected under similar circumstances.
For example, having a set of student test grades, one may simply seek to
describe the data, and may therefore calculate properties such as the average
value. This average, however, tells nothing about what to expect when the
test is re-administered in the future.1
However one may also suspect that a given student’s test scores in-
crease linearly with age. This marks the introduction of a model. By making
1This should not be confused with an inferential model with only one parameter. If one
wishes to create a predictive model which has only one parameter, then one may go through
the various calculations to find that, for a wide variety of situations, the average value is
the single best “point–estimator”. But this is a predictor, not a descriptor. It just happens
that the former gives the value of the latter when applied to the same set of data.
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this assertion, one can describe a way of predicting, given some information
about a student (her age), a future data value (the score when the test is
re-administered). Of course one may make all manner of assertions about sets
of data, but ultimately one must see if the model fits the data on hand.
In this hypothetical example, a linear relationship is supposed, and in
statistical terms, it is supposed that one is attempting to do linear regression
on the data on hand. Should that analysis prove successful, then the trend
line that results would provide with a way of incorporating new data: given a
line relating age to score, in order to predict the score of a particular student
on the next test, one looks at the age of the student, and then claims that the
corresponding value on the line is the predicted score.
Of course, for the regression analysis to work, it is necessary to ensure
that certain assumptions are valid. Which assumptions? The assumptions
that occur in the theorems pertaining to the topic. For example, the typical
case for linear regression requires that measurement errors be normally dis-
tributed and independent. (Certain theorems might weaken these restrictions.)
Thus, before even considering the application of a particular model, one must
investigate whether the data satisfies the requirements of the theorems that
ensure the model’s validity.
Data mining often applies statistical methods. It also finds application
as a method of attacking data that is too large or too varied for a researcher to
find an applicable statistical model, or to verify whether the data satisfies the
specific requirements of the theorems pertaining to the desired model. Data
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mining therefore provides in many cases a different, complementary mode of
analysis. In particular, it often seeks to describe the data on hand, and even
more importantly to predict aspects of new data, in the absence of a particular
statistical model: data mining often makes no claims as to what statistical
model best describes the data. And in that sense, it also frequently lacks any
accompanying requirements that the data must satisfy for a given model to be
applied (e.g. that the variables obey certain statistical properties required by
theorems).
The proposed methodology, k–Nearest Neighbors, makes no particular
assumptions about the data other than that it contains numeric values. This
holds simply because the algorithm tries to calculate “distances”, and this
calculation requires numerical values.2 This however is no different from any
part of statistics: statistics is a mathematical discipline and therefore only ap-
plies to numbers, and data which involves text or other elements must first be
converted to numerical values before statistical analysis can be applied. Thus
for non-numeric values, it is necessary to devise a discrete numeric encoding
corresponding to the categorical values, just as in any other setting.
2The term “distance” here is convention, nothing more. “Similarity” or “dissimilarity”
are other common terms for much the same mathematical entity. There need not be any a
priori interpretation as physical distance.
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3.8 Distance
Many data mining techniques, and k–Nearest Neighbors in particular,
require a so–called “distance” function. This is simply a function that, given
any two data vectors v and w, produces a number d(v,w) which we interpret
as the distance between them in some generalized sense. That is, it provides
a numerical measure of how “far” from one another those two points are. If
the data points consist of coordinate locations, then most likely the distance
function’s value will have the interpretation of a true physical distance. But
this need not be the case. In general it may provide the same notion of “far” as
when we talk about two people as being “far apart on the political spectrum”:
it just means that, given a number of distinct data elements, v and w differ
in many of those individual elements.
Mathematically a distance function, or technically a metric, satisfies
some basic properties:
• It must be symmetric:
d(v,w) = d(w,v).
That is, the distance from one point to another must be the same as
from the other to the one.
• It must be positive definite:
d(v,w) ≥ 0, with equality only if v = w.
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That is, the distance should be a positive number, and it should be zero
only if the two items are the same point.
• It should satisfy the triangle inequality:
d(v, z) + d(z,w) ≥ d(v,w).
That is, as in a triangle, the distance between two points should be no
greater than than the distance travelled going from the first point to
an intermediate point, and then from the intermediate point to the last
point.
To see this more clearly, we may imagine a function describing physical
distance. In this case, when the distance between objects w and v is zero,
they occupy the same physical position. If these are baseballs, say, then two
baseballs cannot occupy the same physical location. For baseballs w and v
to occupy the same position, they must be the same baseball: w = v. Thus,
discussions of metrics typically assume that zero distance implies identity. In
the present study, however, the situation is different. We can imagine that
two teachers have the same ethnicity, have been teaching the same number of
years, teach in the same school, etc., and yet are not the same actual person.
Hence, in terms of the distance presented above, it may still be the case that
w 6= v, even though d(w,v) = 0.
Similarly, the triangle inequality, as its name suggests, incorporates the
intuition that the shortest distance between w and v is along the straight line
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joining them; if one attempts to travel between the two points by traveling from
the first to a third point, z, and then from that third point to the other, then
one will necessarily travel a longer distance, unless z lies on the straight line
joining w and v. Since the space under consideration is not a physical space to
be traveled, but rather a space of points w consisting of teacher characteristics,
the notion of straight-line travel might not carry all the intuition garnered from
the study of situations in physics. So the triangle inequality might not need
to be imposed as a condition for a viable “distance” function for the purposes
of this study, even though the use of “distance” in this case would break with
terminology standard in other subdisciplines of mathematics.
When values are categorical, this simply means that, in numeric terms,
their possible values form a discrete set. In such circumstances one often tailors
the distance function so that it has the desired interpretation. A common
practice is to treat data points as having a distance of 0 when they share a
categorical value, and as having a distance of 1 when they differ in the value
of that categorical value.
This need not pose a problem when a data vector v contains compo-
nents, some of which are continuous, others of which are discrete. The above
prescription serves to compute the distance for the discrete components, while
a normal difference vk − wk would serve to compute a distance in continuous
components. Providing all of the components were normalized (i.e. scaled to
fall within a similar range of values), then combining components of different
types should pose no a priori difficulties. The only difficulty arises when we
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try to impose a particular interpretation, such as physical distance. But if
we realize we are only concerned with “similarity” or “dissimilarity”, then we
need not be concerned with having differing measures of “likeness” for differing
components of a data vector v.
3.9 Utility
A typical question posed by a statistical investigation of data is, “What
factors most contribute to the effect being studied?” For example, in the con-
text of the present investigation, one might ask, “What factor most contributes
to a teacher’s longevity in the school system?” Why ask such a question? Pre-
sumably because one could think that understanding the relation between the
factors and the effects will help discern in the future what characteristics are
associated with those teachers who remain longest in the system based on the
values they present for the relevant factors.
Investigation of such a question necessarily implies the use of a model.
It was supposed right from the beginning that some factors are more important
than others. Then it is necessary to go through the process of justifying how
and why certain factors are discarded and not others, and it is necessary to
ensure that the remaining factors are not interdependent, and so on. At each
stage additional assumptions are brought in.
A data mining algorithm like k–Nearest Neighbors seeks to avoid this
process. Though one can reduce the number of factors one wishes to pro-
cess, this is not strictly necessary. The algorithm in principle is designed to
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work with all factors present in a data set, limited only by the computational
resources of the machine on which the algorithm is run.
How, then, one decides which factors really are important for deter-
mining the effect under consideration? In the present context, how can one
determine which teacher characteristics contribute most greatly to teacher re-
tention? There are two answers to this question.
The first is: the k–Nearest Neighbors algorithm takes as input all the
data on hand. Once an algorithm is designed based on current data (and tested
with a subset of that data to see that it yields accurate results), then as a new
data vector v is fed, it will provide with an evaluation based on all information
contained in that vector. One need not tell it beforehand to disregard certain
factors and to pay attention to a particular few. The algorithm is fed with
everything one has, and it comes back with an answer. In this sense it is truly
holistic: it evaluates a teacher as a whole, using all available data.






where the coefficients ck take care of the units associated with each component
of the data, as well as the scaling of the range, then one is free to adjust these
parameters. In particular, one can make one coefficient so much bigger than
the others such that their corresponding terms will outweigh other terms in
the sum. In such a way we can provide more weight to some factors relative to
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others. This amounts to asserting that some factors are more important than
others.
How could one know which factors are more important? For this, one
reserve a part of the data for testing the algorithm. As adjustments are made
to the weights ck, one can test to see whether the algorithm performs better
or worse on test data (i.e. on data where one already knows what the answer
should be). This might involve looking at false positives or other measures.
This is a free–form process where the designer has free rein to change the
weights, but at the same time she has a concrete method of evaluating those
changes: she looks for an improvement of the algorithm’s accuracy on the
test data.3 It is important to keep in mind: the adjustments are made not
in the search for a particular, well–defined error rate. Rather the algorithm
designer adjusts the weights to improve the error rate: given a test run with a
particular error rate, the designer then adjusts the weights, runs the algorithm
again, and compares the new error rate with the previous error rate to see if
the adjustments improved performance or not. See Section 3.6 for further
discussion of error rates.
The parameter k, on the other hand, is really an algorithm–intrinsic
parameter. It bears little if any relation to the relative importance of the fac-
tors in the data. Rather, once a metric has been defined, k merely determines
3The weights of certain factors are increased, not based on whether they “should” be
more important according to some theoretical consideration, but rather based on whether
the algorithm performs better on the data under consideration.
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how many of the “neighbors” of a new data point v get a “vote” as to what
category v should belong to. Ultimately the k–Nearest Neighbors algorithm
boils down to this: voting. Once the algorithm has been designed and tested,
then we feed it new data points one at a time. For each new data point v, the
algorithm goes back through all the n original data vectors {w1,w2, . . . ,wn},
calculates the distances {d(v,w1), d(v,w2), . . . , d(v,wn)}, orders them from
decreasing to increasing, and figures out which collection of k data vectors
(k ≤ n) are “closest” to v. Then, looking at these k vectors, it simply takes a
vote: what category appears most? The answer to that question determines
the category assigned to the new data vector v.
By selecting different values for k, one selects how many vectors get to
vote. For k = 1, we are saying that we will assign v the same category as that
single vector which lies “closest” to it in terms of our metric. But perhaps they
lie close to one another because of one single factor on which they agree, and
that factor happens to dominate all others. So we should probably take more
neighbors. Perhaps we should take k = 3: then whichever category appears
two out of three times in the three nearest neighbors of v will be assigned as
v’s category. But what if all three neighbors have distinct categories? Then no
single category appears more than any other, and so it is unclear as to which
category v should have. So we should set k to a value high enough that we
expect at least one category to occur with some frequency. But we must keep
k low enough that its value does not serious slow the program’s performance.
This manner of determining k is more art than science. It simply
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balances concerns such as runtime with overall performance of the algorithm in
its role of categorization. This is less a theoretical parameter than a pragmatic
one. And its value does not so much affect the validity of the procedure as its
effectiveness in completing its task.
3.10 Outliers
Any statistical analysis must take care to identify outliers, those points
that lie “far” from the “typical” points of the data. But we must recognize
that the sheer assertion of the existence of outliers presupposes some, perhaps
hidden, theoretical assumptions.
If we simply look at descriptive statistics, outliers are simply the rel-
atively few points that do not bunch with the relatively many. For example,
if we simply describe data using box–and–whisker plots, then outliers fall be-
yond the whiskers (or beyond the box, depending on one’s concept of what it
means to fall outside of the central group). In such a context, an outlier is
nothing of particular concern: it is a natural outcome of the non–uniformity
of the data under consideration.
Where outliers become problematic is in statistical inference, when we
try to construct a model based on the data on hand in order to predict likely
outcomes of new measurements. The reason outliers become problematic is the
following. The basic process of statistical inference is this: we collect a set of
data, we describe a model with a relatively small number of parameters (much
smaller than the size of the collection of data), we manipulate the data in such
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a way as to determine those parameters, and then we use the resulting model
(now with its parameters fixed) to predict outcomes of new measurements. In
this process we use the data on hand to fix the parameters of the model.
The problem of outliers arises due to this use of the data to fix the
parameters. Typically the process of fixing parameters requires the researcher
to assume that the data on hand is actually a sample of a repeated set of
identical experiments. This assumption generally factors crucially into how
the parameters are determined from the data. But outliers are precisely those
points of a sample which are “atypical”: in repeated experimentation, those
outliers should occur less frequently than the points in the “center” of the
sample. But if we only have our one data set with which to determine the
model parameters, then these outliers will contribute with equal weight to
the central points, even though we know they are the less–typical values. In
this sense, we say the outliers “distort” the fixing of model parameters: the
parameter values will now include what should be rare and inconsequential
data points on equal footing with more typical points.
But in an algorithm like k–Nearest Neighbors, we are not trying to fix
parameters in this way. We are not trying to describe a robust set of data by
a handful of parameter values. Instead, we are simply trying to find which
values in our current data are “most like” (closer to) a new data point. Maybe
our new data point is an “outlier”, i.e. a point located far from a central group.
Then hopefully it will be near other outliers, and our algorithm will classify
it as such. If we try to remove points in our data that we think are outliers,
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we will undercut the algorithm’s ability to classify new outliers as what they
really are. But we must keep in mind: removal of outliers is intimately tied to
the notion that our data derives from a random sample of data encountered in
repeated experiments. Data mining with algoritms like k–Nearest Neighbors
does not necessarily make that assumption. From the point of view of the
algorithm, the data we have is simply that: the data we have. From the
algorithm’s point of view, outliers are a mere curiosity: a special name given
to points whose distance from other points is “large”. But those points should
remain in the data: if not, then how would the algorithm know to classify




The first step in developing the algorithm that can run the data set for
its analysis is to organize the files containing the data set. The original data
set comes from TEA split in different files. Each file contains the information
per year. I am only using the files for the 2003–2004 and 2006–2007, therefore
the process described in this section needs to be repeated two times.
Each file is a comma separated file. Each entry in the files lists the
following information per individual teacher:
• Scrambled ID. This column identifies each teacher in the system using a
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unique id per teacher.
• Year. This variable refers to the school year where the data is collected.
The information in each raw is the same for all teachers in the file.
• District. This column lists the identification number of the district where
the teacher teaches.
• Distname. This column lists the name of the school district where each
teacher teaches.
• Campus. Lists the identification number of the school link to the previ-
ous variables.
• Campname. Lists the name of the school link to the previous variable.
• Fname. Lists the first name of the teacher.
• Lname. Lists the last name of the teacher.
• Ethnicx. Lists the ethnicity of each teacher using the TEA code for each
ethnicity. See Table 3.1.
• Gender. Lists the gender of each teacher.
• Birthdate. Lists the date of birth of each teacher. See Table 3.1.
• Exper. Lists the years of experience of each teacher.
• Basepay. Lists the annual salary for each teacher.
52
• Service. Lists the number that identifies the course taught by each
teacher.
• Servicex. Lists the name of the course link to the previous variable.
• Grade levelx. Lists the grade level taught by each teacher.
Using Pandas, I first extracted the teachers that teach mathematics.
Given the size of the original file, I decided to split the information in different
files. I created a file per each mathematics course taught. As mentioned before,
I needed to repeat this step using the file for the 2006–2007 school year. Then,
I repeated the process one more time to extract only the mathematics teachers
that had from 0 to 4 years of experience during the 2003–2004 school year.
The next step in organizing the data was the identification of those teachers
that remained in the system from the 2003–2004 school year to 2006–2007
school year. Once again with the help of Python and Pandas, I was able to
extract the ids of those teachers that remained in the system. The logic of the
program that extracted the data is the following:
• Step 1. Check the data for 2003: i.e. open the file, put it in a DataFrame
• Step 2. Go through each Scramble ID in 2003. This is what the program
does as it goes through it:
– for each ID in 2003 data:
– look for that ID in the 2007 data
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– if it is there, keep that ID in a list
– otherwise, forget it
– output: the list of IDs which persist
3.11.2 Creating the Model
Having the data set organized in the files, the next step is to create the
algorithm that defines the model to analyze the data set. The logic behind
developing the algorithm is the following:
• I start by reading in the database assuming it is contained in a single
CSV file.
– The Input: ‘infilename’: the name of the CSV file containing the
data base
– The Output: ‘dataBase’: a Pandas DataFrame containing the data
base
• The new point to be classified is read in assuming it is contained in a
separate CSV file. In fact, I allowed for the possibility that the CSV file
could contain multiple rows, each to be interpreted as a separate point
that needs classification.
– The Input: ‘infilename’: the name of the CSV file containing the
points to be classified (one per line)
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– The Output: ‘newPoints’: a Pandas DataFrame containing the
points to be classified (one per row)
As explained in 3.3 some of the variables in the data set need to be
modified in order to have the appropriate format for running the algorithm.
These step was done as follow:
• BIRTHDATE was the first variable modified. The date of birth is given
in the form ‘dd-mm-yy’ (e.g. 14-Mar-49), where the last two digits are
the ones I am interested in. (The tacit assumption is that all teachers in
the database will have been born before the year 2000). I added a new
column to the data base with the current age. The name of the column
is Current Age.
– The Input:
∗ ‘dataBase’: a Pandas DataFrame containing the data base
∗ ‘birth col’: the name of the column (as a string) containing the
dates of birth of all teachers in the data base (default ‘BIRTH-
DATE’)
∗ ‘current year’: the numerical value of the current year (default
‘2013’)
– The Output: ‘dB’: the modified data base including columns for
the ‘Birth Year’ and ‘Current Age’
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• The next variable modified was GENDER, which was handled as a cat-
egorical variable. I represented the opposing categories of ‘male’ and
‘female’ by ‘1’ and ‘0’, respectively. The following function allows me to
make this kind of switch for an arbitrary list of categories, together with
a corresponding list of numerical values by which to encode them. Then
a new column, GEN was created.
– The Input:
∗ ‘dataBase’: the Pandas DataFrame containing the data base
∗ ‘col orig’: the string representing the name of the column whose
categorical data we wish to represent numerically (default ‘GEN-
DER‘)
∗ ‘col numb’: the string representing the name of the column
where the corresponding numerical data will be placed (default
‘’GEN’‘)
∗ ‘categories’: a list of strings denoting the categories to be coded
(default ‘[’MALE’, ’FEMALE’]’)
∗ ‘values’: a list of numbers representing the numerical values
corresponding to the categories (default ‘[1, 0]’)
∗ ‘default’: a default numerical value, used for creating the new
column (default ‘0’)
– The Output: ‘dB’: a Pandas DataFrame containing the data base,
with an added column containing the numerical representation of
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the categorical data
The following function calculates the distance for quantities, such as
ethnicities (ETHNICX third variable modified), where the only important
information is whether the elements are identical or not. This goes by the
name of the discrete distance in the topology of metric spaces. Suppose we
have points x and y. Then the idea of the discrete distance is the following:
• The idea:
– If ‘x’ and ‘y’ are the same, return 0;
– If different, return 1.
As such, the quantities do not even need to be coded as numerical values;
they can remain strings if desired.
– The Input:
∗ ‘newPoint’: the new data vector you wish to classify
∗ ‘dataBase’: the collection of data (as Pandas DataFrame) with
which to compare new point
∗ ‘cols dscr’: a list of columns requiring treatment with discrete
distance, such as with ethnicity
– The Output: ‘spec dists’: a DataFrame with 0 in the rows where
quantities were the same, 1 elsewhere, organized by column
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The last step before creating the algorithm is the normalization of the
data. It should take place before any data mining algorithm is applied.
Ultimately this is part of the data preparation, and not part of the mining
algorithm itself. In particular we need to make sure that the new point is
included in any normalizations of date set; if not, then the data elements
of the new point will be markedly off-scale and skew the results of the
mining algorithm.
This function normalizes rows with numerical values:
– Input:
– ‘newPoints’: a list, Pandas Series, or Pandas DataFrame which we
wish to classify (this should now be able to handle the case where
‘newPoints’ contains several points to be classified)
– ‘dataBase’: a Pandas DataFrame containing the (classified) vectors
of the data base
– ‘columns’: a list of the names of the columns we wish to normalize
– ‘constants’: a list of numerical coefficients that can serve as weights
for each column (defaults to 1.0 for each column)
– Output:
– ‘nP norm’: a Pandas DataFrame with ‘newPoint”s data in normal-
ized form




What is the result of the implementation of the k–Nearest Neighbor al-
gorithm applied to our teacher data? Ultimately it is a program (G. H. Krause,
2013–2014). It is a program we can run any time we are given a new piece
of data, that is, the characteristics of a new teacher. The program will clas-
sify the new teacher based on similarities to characteristics of teachers in the
existing data.
Now as we run the algorithm on a new data point v, i.e. a new teacher
introduced to the system, the algorithm will find which vectors w in the cur-
rent data set have the closest characteristics and then categorize v as likely
to remain for a short, medium or long term, based on the majority vote of
those vectors w closest to v. Such is the nature of the k–Nearest Neighbors
algorithm.
Finally, one may analyze the program itself. Suppose the metric has





and it seems to do a reasonable job at classifying teachers according to longevity,
then one can say that those factors with the largest weights ck are the ones
that most contribute to the process of classification. That is, they are the
most important contributors to determining teacher retention.
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The interpretation is slightly subtle, however. These factors themselves
need not determine how long a teacher will remain in the system. Rather they
will be the factors which most determine the similarity between teachers of a
given length of time in the system. Why those teachers remain in the system
might still remain unclear, but looking at a successful metric might give insight





This chapter organizes and reports the main results of the study, includ-
ing relevant quantitative (statistical and computational) data. The purpose
of developing a model to examine the data was to identify the characteris-
tics of minority mathematics teachers that remain in the Texas educational
system for extended periods of time. This concurrent model explores all math-
ematics teachers from the 2003–2004 school year reported in PEIMS. It also
explores all mathematics teachers from the 2006–2007 school year reported in
PEIMS. The model used in this study is based on Data Mining techniques.
Specifically, the intent is to apply the k–Nearest Neighbors algorithm to the
data. The k–Nearest Neighbors algorithm allows for a novel look into the
characteristics of hispanic mathematics teachers and provides the ability to




The overarching inquiry at the center of this research is, What are the
characteristics of mathematics teachers that are related to teacher
retention in Texas schools? Several salient characteristics of the mathemat-
ics teachers during the 2003–2004 school year are described in Tables 4.1–4.13.
There are no records of teachers with 0–4 years of experience in the
following courses: Differential Equations, Foundations of Mathematics, Math-
ematics Higher Level and Mathematical Methods Subsidiary. The information
provided by TEA contained no description of the content of the Mathemati-
cal Methods Subsidiary course. The TEKS did not contain any information
regarding this course, nor is there any specification of the grade level corre-
sponding to this course other than that it is a secondary mathematics course.
For these reasons, the data on the characteristics of the mathematics teachers
listed below does not contain data on those listed as teaching Mathematical
Methods Subsidiary.
There was only one teacher teaching Discrete Mathematics with 0–4
years of experience (specifically, 3 years) in the 2003–2004 school year. The
teacher was 33 years old at that time, male, Asian and his salary was $39,998
per year. He did not stay in the system for the 2006–2007 school year. This
teacher is included in the data for this investigation.
There was also only one teacher teaching Number Theory during the
2003–2004 school year with 0–4 years of experience (specifically, 2). The
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teacher was 38 years old, male, white and his salary was $38,491 per year.
He did stay in the system through the 2006–2007 school year. His salary in-
creased to $45,050 by that year. This teacher is also included in the data for
this investigation.
The characteristics of the teachers teaching Algebra 1-4 Mathematics
are not included in this analysis. As with the course Mathematical Methods
Subsidiary, none of the records provided describe the content of the Algebra
1-4 Mathematics classes. Since there are only 28 teachers in the data set that
appear to have from 0–4 years of experience in the 2003–2004 school year, they
have not been included in the analysis.
Each table lists, by characteristic, the proportion of mathematics teach-
ers present in the 2003–2004 school year who were also present in the 2006–
2007 school year. As can be seen, throughout each of the tables there is a
tendency to find female mathematics teachers staying in the system with a
higher proportion than their male counterparts. Moreover, in all courses his-
panic teachers tend to stay longer, as well as teachers in their 50s and those
with a salary between $40,000 and $50,000.
At the same time, in each of the courses it is frequently seen that
African American mathematics teachers leave the system at a much higher
rate than any other ethnicity, as well as those teachers in their 60s and 30s,
and those with a salary in the range of $30,000–$40,000 per year.
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Table 4.1: Retention rates, broken down according to characteristic, of Algebra
I teachers with 0–4 years of experience during the 2003–2004 school year, and
who stayed through the 2006–2007 school year.
Algebra I
Characteristics Initial Remaining Retention
Ethnicity
White 1, 565 1, 089 0.70
Hispanic 450 345 0.77
African American 271 173 0.64
Asian 87 58 0.67
Native American 6 4 0.67
Gender
Male 978 702 0.72
Female 1, 401 967 0.69
Age
20s 1, 197 840 0.70
30s 595 427 0.71
40s 358 242 0.68
50s 195 141 0.72
60s 32 19 0.59
70s 2 0 0.00
Salary
≤ $10, 000 31 21 0.67
$10, 001 to $20, 000 94 61 0.65
$20, 001 to $30, 000 492 338 0.69
$30, 001 to $40, 000 1, 704 1, 213 0.71
$40, 001 to $50, 000 52 32 0.62
$50, 001 ≤ 6 4 0.67
Total 2, 379 1, 669 0.70
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Table 4.2: Retention rates, broken down according to characteristic, of Algebra
II teachers with 0–4 years of experience during the 2003–2004 school year, and
who stayed through the 2006–2007 school year.
Algebra II
Characteristics 2003–2004 2006–2007 Retention
Ethnicity
White 647 434 0.67
Hispanic 223 180 0.80
African American 96 64 0.67
Asian 44 23 0.52
Native American 6 5 0.83
Gender
Male 427 292 0.68
Female 589 414 0.70
Age
20s 486 331 0.68
30s 270 192 0.71
40s 152 106 0.69
50s 90 66 0.73
60s 17 11 0.65
70s 1 0 0.00
Salary
≤ $10, 000 6 4 0.67
$10, 001 to $20, 000 32 21 0.66
$20, 001 to $30, 000 250 168 0.67
$30, 001 to $40, 000 695 491 0.71
$40, 001 to $50, 000 29 19 0.66
$50, 001 ≤ 4 3 0.75
Total 1, 016 706 0.69
65
Table 4.3: Retention rates, broken down according to characteristic, of Cal-
culus AB (AP Calculus) teachers with 0–4 years of experience during the
2003–2004 school year, and who stayed through the 2006–2007 school year.
Calculus AB (AP Calculus)
Characteristics 2003–2004 2006–2007 Retention
Ethnicity
White 95 59 0.62
Hispanic 7 5 0.72
African American 5 3 0.60
Asian 6 5 0.83
Native American 0 0 0.00
Gender
Male 52 31 0.60
Female 61 41 0.67
Age
20s 49 30 0.62
30s 31 19 0.63
40s 16 11 0.69
50s 9 7 0.78
60s 8 5 0.63
70s 0 0 0.00
Salary
≤ $10, 000 0 0 0.00
$10, 001 to $20, 000 3 2 0.67
$20, 001 to $30, 000 42 27 0.64
$30, 001 to $40, 000 61 38 0.62
$40, 001 to $50, 000 7 5 0.72
$50, 001 ≤ 0 0 0.00
Total 113 72 0.64
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Table 4.4: Retention rates, broken down according to characteristic, of BC
(AP Calculus) teachers with 0–4 years of experience during the 2003–2004
school year, and who stayed through the 2006–2007 school year.
Calculus BC (AP Calculus)
Characteristics 2003–2004 2006–2007 Retention
Ethnicity
White 7 4 0.57
Hispanic 1 0 0.00
African American 2 1 0.50
Asian 0 0 0.00
Native American 0 0 0.00
Gender
Male 8 3 0.37
Female 2 2 1.00
Age
20s 3 2 0.67
30s 4 2 0.50
40s 1 1 1.00
50s 1 0 0.00
60s 1 0 0.00
70s 0 0 0.00
Salary
≤ $10, 000 0 0 0.00
$10, 001 to $20, 000 0 0 0.00
$20, 001 to $30, 000 2 1 0.50
$30, 001 to $40, 000 6 2 0.67
$40, 001 to $50, 000 2 2 1.00
$$50, 001 ≤ 0 0 0.00
Total 10 5 0.5
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Table 4.5: Retention rates, broken down according to characteristic, of Geom-
etry teachers with 0–4 years of experience during the 2003–2004 school year,
and who stayed through the 2006–2007 school year.
Geometry
Characteristics 2003–2004 2006–2007 Retention
Ethnicity
White 957 632 0.67
Hispanic 300 233 0.78
African American 163 108 0.66
Asian 59 39 0.66
Native American 7 7 1.00
Gender
Male 663 452 0.68
Female 823 567 0.69
Age
20s 679 458 0.67
30s 394 273 0.69
40s 247 173 0.70
50s 135 94 0.70
60s 29 20 0.69
70s 2 1 0.50
Salary
≤ $10, 000 0 0 0.00
$10, 001 to 20, 000 71 42 0.59
$20, 001 to 30, 000 335 222 0.66
$30, 001 to 40, 000 1028 719 0.70
$40, 001 to 50, 000 48 34 0.71
$50, 001 ≤ 4 2 0.50
Total 1486 1019 0.69
68
Table 4.6: Retention rates, broken down according to characteristic, of Inde-
pendent Study First Time teachers with 0–4 years of experience during the
2003–2004 school year, and who stayed through the 2006–2007 school year.
Independent Study First Time
Characteristics 2003–2004 2006–2007 Retention
Ethnicity
White 40 26 0.65
Hispanic 24 21 0.88
African American 4 3 0.75
Asian 7 5 0.71
Native American 0 0 0.00
Gender
Male 40 29 0.73
Female 35 26 0.74
Age
20s 40 29 0.73
30s 18 13 0.72
40s 11 8 0.73
50s 0 0 0.00
60s 0 0 0.00
70s 0 0 0.00
Salary
≤ $10, 000 0 0 0.00
$10, 001 to 20, 000 2 2 1.00
$20, 001 to 30, 000 14 10 0.72
$30, 001 to 40, 000 56 40 0.72
$40, 001 to 50, 000 3 3 1.00
$50, 001 ≤ 0 0 0.00
Total 75 55 0.73
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Table 4.7: Retention rates, broken down according to characteristic, of Inde-
pendent Study Second Time teachers with 0–4 years of experience during the
2003–2004 school year, and who stayed through the 2006–2007 school year.
Independent Study Second Time
Characteristics 2003–2004 2006–2007 Retention
Ethnicity
White 5 4 0.80
Hispanic 5 5 1, 00
African American 0 0 0.00
Asian 0 0 0.00
Native American 0 0 0.00
Gender
Male 7 6 0.86
Female 3 3 1.00
Age
20s 4 4 1.00
30s 2 1 0.50
40s 2 2 1.00
50s 2 2 1.00
60s 0 0 0.00
70s 0 0 0.00
80s 0 0 0.00
Salary
≤ $10, 000 0 0 0.00
$10, 001 to 20, 000 0 0 0.00
$20, 001 to 30, 000 1 1 1.00
$30, 001 to 40, 000 9 8 0.89
$40, 001 to 50, 000 0 0 0.00
$50, 001 ≤ 0 0 0.00
Total 10 9 0.90
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Table 4.8: Retention rates, broken down according to characteristic, of Mathe-
matical Models with Applications teachers with 0–4 years of experience during
the 2003–2004 school year, and who stayed through the 2006–2007 school year.
Mathematical Models with Applications
Characteristics 2003–2004 2006–2007 Retention
Ethnicity
White 406 275 0.68
Hispanic 84 66 0.79
African American 62 42 0.68
Asian 14 9 0.64
Native American 1 1 1.00
Gender
Male 266 186 0.70
Female 301 207 0.69
Age
20s 233 165 0.71
30s 154 111 0.72
40s 95 65 0.68
50s 68 45 0.66
60s 15 7 0.47
70s 2 0 0.00
Salary
≤ $10, 000 9 8 0.89
$10, 001 to 20, 000 31 21 0.68
$20, 001 to 30, 000 157 107 0.68
$30, 001 to 40, 000 348 246 0.71
$40, 001 to 50, 000 20 11 0.56
$50, 001 ≤ 2 0 0.00
Total 567 393 0.69
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Table 4.9: Retention rates, broken down according to characteristic, of Grade
7 teachers with 0–4 years of experience during the 2003–2004 school year, and
who stayed through the 2006–2007 school year.
Mathematics, Grade 7
Characteristics 2003–2004 2006–2007 Retention
Ethnicity
White 1, 251 859 0.69
Hispanic 389 299 0.77
African American 628 186 0.69
Asian 66 36 0.55
Native American 9 7 0.78
Gender
Male 651 458 0.70
Female 1, 332 929 0.70
Age
20s 954 648 0.68
30s 535 380 0.71
40s 354 265 0.75
50s 125 86 0.69
60s 14 7 0.50
70s 1 1 1.00
Salary
≤ $10, 000 0 0 0.00
$10, 001 to 20, 000 61 42 0.67
$20, 001 to 30, 000 339 239 0.71
$30, 001 to 40, 000 1, 547 1, 080 0.70
$40, 001 to 50, 000 33 25 0.76
$50, 001 ≤ 3 1 0.33
Total 1, 983 1, 387 0.69
72
Table 4.10: Retention rates, broken down according to characteristic, of Grade
8 teachers with 0–4 years of experience during the 2003–2004 school year, and
who stayed through the 2006–2007 school year.
Mathematics, Grade 8
Characteristics 2003–2004 2006–2007 Retention
Ethnicity
White 1, 082 755 0.70
Hispanic 328 268 0.82
African American 267 164 0.62
Asian 52 32 0.62
Native American 4 3 0.75
Gender
Male 591 423 0.70
Female 1, 142 799 0.70
Age
20s 822 573 0.70
30s 465 329 0.70
40s 329 247 0.75
50s 96 65 0.68
60s 21 8 0.38
70s 0 0 0.00
Salary
≤ $10, 000 0 0 0.00
$10, 001 to 20, 000 60 46 0.72
$20, 001 to 30, 000 293 209 0.77
$30, 001 to 40, 000 1, 350 948 0.70
$40, 001 to 50, 000 24 15 0.62
$50, 001 ≤ 6 4 0.67
Total 1, 733 1, 222 0.71
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Table 4.11: Retention rates, broken down according to characteristic, of Prob-
lem Solving teachers with 0–4 years of experience during the 2003–2004 school
year, and who stayed through the 2006–2007 school year.
Problem Solving
Characteristics 2003–2004 2006–2007 Retention
Ethnicity
White 9 7 0.78
Hispanic 0 0 0.00
African American 0 0 0.00
Asian 0 0 0.00
Native American 0 0 0.00
Gender
Male 4 3 0.75
Female 5 5 1.00
Age
20s 6 5 0.83
30s 2 2 1.00
40s 1 1 1.00
50s 0 0 0.00
60s 0 0 0.00
70s 0 0 0.00
Salary
≤ $10, 000 0 0 0.00
$10, 001 to 20, 000 0 0 0.00
$20, 001 to 30, 000 0 0 0.00
$30, 001 to 40, 000 9 7 0.78
$40, 001 to 50, 000 0 0 0.00
$50, 001 ≤ 0 0 0.00
Total 9 7 0.78
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Table 4.12: Retention rates, broken down according to characteristic, of Ap
Statistics teachers with 0–4 years of experience during the 2003–2004 school
year, and who stayed through the 2006–2007 school year.
AP Statistics
Characteristics 2003–2004 2006–2007 Retention
Ethnicity
White 33 23 0.70
Hispanic 6 4 0.67
African American 3 1 0.33
Asian 2 0 0.00
Native American 0 0 0.00
Gender
Male 26 15 0.58
Female 18 13 0.72
Age
20s 24 16 0.67
30s 11 6 0.55
40s 8 5 0.63
50s 1 1 1.00
60s 0 0 0.00
70s 0 0 0.00
Salary
≤ $10, 000 0 0 0.00
$10, 001 to 20, 000 0 0 0.00
$20, 001 to 30, 000 4 3 0.75
$30, 001 to 40, 000 35 20 0.57
$40, 001 to 50, 000 5 5 1.00
$50, 001 ≤ 0 0 0.00
Total 44 28 0.67
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Table 4.13: Retention rates, broken down according to characteristic, of LDC
Mathematics teachers with 0–4 years of experience during the 2003–2004 school
year, and who stayed through the 2006–2007 school year.
LDC Mathematics – Grade 7 to 12
Characteristics 2003–2004 2006–2007 Retention
Ethnicity
White 477 325 0.68
Hispanic 103 78 0.76
African American 40 32 0.80
Asian 14 11 0.79
Native American 2 1 0.50
Gender
Male 238 172 0.72
Female 398 275 0.69
Age
20s 330 224 0.68
30s 152 109 0.72
40s 97 72 0.74
50s 50 39 0.78
60s 6 3 0.50
70s 0 0 0.00
Salary
≤ $10, 000 0 0 0.00
$10, 001 to 20, 000 22 15 0.68
$20, 001 to 30, 000 169 124 0.74
$30, 001 to 40, 000 429 296 0.69
$40, 001 to 50, 000 12 10 0.83
$50, 001 ≤ 4 2 0.50
Total 636 447 0.70
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Table 4.14: Characteristics of hispanic Algebra I teachers who had from 0 to 4
years of experience during the 2003–2004 school year, and who stayed during
the 2006–2007 school year.












≤ $10, 000 7 4
$10, 001 to 20, 000 17 11
$20, 001 to 30, 000 74 54
$30, 001 to 40, 000 356 276
$40, 001 to 50, 000 4 4
$50, 001 ≤ 2 2
4.2.1 Hispanic Math Teachers: Descriptive
I have extracted the characteristics of hispanic mathematics teachers
from the data set. The results are presented in Tables 4.14–4.24.
According to the characteristics describing hispanic teachers, the data
shows that both hispanic men and women tend to stay in the system by the
same proportion. Both, men and women in their 30s and 40s tend to remain
longer in the system. For hispanic teachers it was not possible to establish
what salary level tend to remain the longest.
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Table 4.15: Characteristics of hispanic Algebra II teachers who had from 0 to
4 years of experience during the 2003–2004 school year, and who stayed during
the 2006–2007 school year.












≤ $10, 000 1 1
$10, 001 to 20, 000 7 7
$20, 001 to 30, 000 46 34
$30, 001 to 40, 000 168 137
$40, 001 to 50, 000 1 1
$50, 001 ≤ 1 1
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Table 4.16: Characteristics of Calculus AB (AP Calculus) teachers who had
from 0 to 4 years of experience during the 2003–2004 school year, and who
stayed during the 2006–2007 school year.












≤ $10, 000 0 0
$10, 001 to 20, 000 0 0
$20, 001 to 30, 000 2 2
$30, 001 to 40, 000 5 3
$40, 001 to 50, 000 0 0
$50, 001 ≤ 0 0
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Table 4.17: Characteristics of Geometry teachers who had from 0 to 4 years














≤ $10, 000 9 4
$10, 001 to 20, 000 20 13
$20, 001 to 30, 000 53 38
$30, 001 to 40, 000 229 182
$40, 001 to 50, 000 2 2
$50, 001 ≤ 1 1
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Table 4.18: Characteristics of Independent Study First Time teachers who had
from 0 to 4 years of experience during the 2003–2004 school year, and who
stayed during the 2006–2007 school year.












≤ $10, 000 0 0
$10, 001 to 20, 000 1 1
$20, 001 to 30, 000 21 18
$30, 001 to 40, 000 2 2
$40, 001 to 50, 000 0 0
$50, 001 ≤ 0 0
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Table 4.19: Characteristics of Independent Study Second Time teachers who
had from 0 to 4 years of experience during the 2003–2004 school year, and who
stayed during the 2006–2007 school year.












≤ $10, 000 0 0
$10, 001 to 20, 000 0 0
$20, 001 to 30, 000 0 0
$30, 001 to 40, 000 0 0
$40, 001 to 50, 000 5 5
$50, 001 ≤ 0 0
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Table 4.20: Characteristics of Mathematical Models with Applications teach-
ers who had from 0 to 4 years of experience during the 2003–2004 school year,
and who stayed during the 2006–2007 school year.












≤ $10, 000 0 0
$10, 001 to 20, 000 3 3
$20, 001 to 30, 000 20 15
$30, 001 to 40, 000 60 47
$40, 001 to 50, 000 1 1
$50, 001 ≤ 0 0
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Table 4.21: Characteristics of Mathematics, Grade 7 teachers who had from
0 to 4 years of experience during the 2003–2004 school year, and who stayed
during the 2006–2007 school year.












≤ $10, 000 3 1
$10, 001 to 20, 000 12 8
$20, 001 to 30, 000 37 27
$30, 001 to 40, 000 335 260
$40, 001 to 50, 000 4 4
$50, 001 ≤ 1 0
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Table 4.22: Characteristics of Mathematics, Grade 8 teachers who had from
0 to 4 years of experience during the 2003–2004 school year, and who stayed
during the 2006–2007 school year.












≤ $10, 000 1 0
$10, 001 to 20, 000 14 11
$20, 001 to 30, 000 32 27
$30, 001 to 40, 000 277 226
$40, 001 to 50, 000 3 3
$50, 001 ≤ 2 1
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Table 4.23: Characteristics of Ap Statistics teachers who had from 0 to 4 years
of experience during the 2003–2004 school year, and who stayed during the
2006–2007 school year.












≤ $10, 000 0 0
$10, 001 to 20, 000 0 0
$20, 001 to 30, 000 0 0
$30, 001 to 40, 000 6 4
$40, 001 to 50, 000 0 0
$50, 001 ≤ 0 0
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Table 4.24: Characteristics of LDC Mathematics teachers who had from 0 to 4
years of experience during the 2003–2004 school year, and who stayed during
the 2006–2007 school year.












≤ $10, 000 0 0
$10, 001 to 20, 000 6 6
$20, 001 to 30, 000 16 12
$30, 001 to 40, 000 80 59
$40, 001 to 50, 000 0 0
$50, 001 ≤ 1 1
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4.2.2 Discussion
A report from Henke, Zahn, and Carroll (2001) shows a tendency in
all occupations for employees to leave their jobs within their first 5 years
on the job. Henke et al. (2001) also presents data that shows that, among
all professions, teaching actually presents lower resignation rates than other
professions for employees in the first five years on the job.
According to the data used in this investigation, 3, 042 mathematics
teachers out of a total of 10, 095 left the system during their first four years in
the job during the 2003–2004 school year. This indicates a retention rate of
0.70. Of the 10, 095 teachers in the system that year, 1, 920 were hispanic. Of
these, 416 left, indicating a 0.78 retention rate. Among the minority teachers
in the educational system, Native American mathematics teachers had the
higher retention rate, 0.80, followed by hispanic teachers. African American
teachers presented the lowest retention rate among all ethnicities, 0.5. Whites
presented a 0.76 retention rate and Asians presented a 0.63 retention rate.
An investigation from Zumwalt and Craig (2005), using data from the
National Center for Educational Statistics (NCES), showed that during the
years 1999 and 2000, hispanic teachers were among the teachers that tended
to stay longer in the educational system. This is consistent with the results
found in this investigation. Zumwalt and Craig (2005)’s investigation also
mentions that the number of hispanic teachers is increasing every year, which
is also consistent with the results found in the present investigation. At the
same time, Zumwalt and Craig (2005) explains that minority teachers, in gen-
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eral, expressed that their motivation to become teachers started with their own
experiences as students. They felt that their own education lacked quality and
they felt obligated to go back and bring better opportunities to others. Con-
trary to Zumwalt and Craig (2005)’s results, indicating that African American
teachers tend to stay longer as teachers, the data in this investigation suggests
that in Texas, African American teachers tend to leave the system earlier than
other ethnicities.
Zumwalt and Craig (2005) did not find differences between gender. For
hispanic teachers in particular, the data presented here did not show sub-
stantial differences in gender either; however, looking at all the mathematics
courses, there is a slight tendency to higher retention rates among female
teachers than male teachers in Texas.
Consistent with Zumwalt and Craig (2005)’s investigation, teachers in
their 50s, in Texas, tend to have a higher retention rate, and teachers in their
30s have the lower retention rate.
4.3 Inferential Analysis
The present section discusses the data generated by the application of
the k–Nearest Neighbor algorithm to the data base. The ultimate goal of this







yield the best performance of the algorithm. That is: which values ck yield
the best predictive ability of the algorithm? This predictive ability is mea-
sured in terms of the classification error rate as measured on a data base of
test points, points whose classification is already known. Thus, I seek that
collection of weights {c1, c2, c3, c4} which minimizes the error rate. Once I find
this combination of weights, I may then infer that the characteristic whose
corresponding weight has a value higher than the others is the characteristic
which has the most predictive ability for classifying new data. Phrased differ-
ently, that characteristic is more important or more relevant than the others
in establishing the longevity of a given teacher in the system.
In this section, I discuss the data which bears on establishing the best–
performing values of the weights, and which therefore establishes the relative
ranking of characteristics in terms of predictive ability.
4.3.1 Math Teacher Characteristics: Static
Because computational resources for the current investigation were lim-
ited, proper reading of the data output by the program requires an understand-
ing of the method in which it was generated. In the most general case, the
algorithm sought to find the optimal values of four weights {c1, c2, c3, c4}, cor-
responding to gender, ethnicity, current age, and salary. The procedural goal
would be to set specific values for each of the weights,
c1 = c˜1, c2 = c˜2, c3 = c˜3, c4 = c˜4,
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subject to the constraint
c˜1 + c˜2 + c˜3 + c˜4 = 1,
then calculate the error rate for this particular combination of weights. The
procedure would then assign new values
c1 = c¯1, c2 = c¯2, c3 = c¯3, c4 = c¯4,
subject to the same constraint, and calculate a new error rate. The computer
would continue in this way, exhausting all possible combinations of weight
values satisfying the constraint, and computing a new error rate each time.
I would then look at the error rates, find the minimum, and say that the
particular combination of weights corresponding to this minimum error rate is
the desired combination.
Naturally there is an infinity of combinations of weights which satisfy
the constraint, so that this procedure is not practical even provided ideal
computational resources. But due to the severely limited resources available,
I have followed a particularly restricted procedure. Specifically, the procedure
is as follows:
1. The computer creates a list of all distinct pairs of weights (ci, cj).
• The pairs (ci, cj) and (cj, ci) are not considered distinct (they will
contain the same information), and so the computer only chooses
one of these. This choice is made randomly (this simplifies the
programming).
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2. The computer assigns a value of 0.25 to each of the two other weights,
and leaves them fixed.
• Because of the overall constraint that all weights must sum to 1,
this means we must have ci + cj = 0.5.
3. The computer initializes ci with a value of 0, hence cj receives a value of
0.5.
4. The computer calculates an error rate with this combination of values.
5. The computer then increments ci by 0.125, necessarily decreasing cj by
the same amount to maintain the constraint ci + cj = 0.5.
6. The computer calculates a new error rate.
7. The computer repeats the procedure of incrementing ci and calculating a
new error rate until ci reaches a maximum value of 0.5 (and cj a minimum
of 0).
8. The computer repeats the entire procedure for the next pair of weights
(cm, cn) until all pairs are exhausted.
This procedure, while hardly optimal or even exhaustive, provides a small
search of the space of possible values of the weights which nevertheless lends
some insight into relative importance and at the same time performs well
with the available computational resources. Given more robust computational
resources, this procedure could be improved dramatically.
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Given the above procedure, the output produced comes in the form of
weight combinations together with the error rate calculated for each combi-
nation. But because of the particular procedure employed, two weights are
always held fixed at 0.25 each, one weight ci is incremented, and the final
weight is always known implicitly from the relation
cj = 0.5− ci.
Thus, I may graph the error rates as functions of the changing value of the
weight ci, as long as I stipulate which weight cj will form its conjugate (i.e.
will decrease in lock-step with ci’s increase). Figures 4.1–4.3 present the error
rate for running k–Nearest Neighbors one time through the above procedure
using the 2003–2004 data.
Let us focus on the first of the graphs in Figure 4.1. For each point
in this graph, the weight assigned to Base Pay and Gender are held constant.
Moving from left to right, the weight assigned to Current Age increases, while
that assigned to Ethnicity decreases so as to keep their sum constant. One can
see from the left–most point that removing Current Age from consideration
(setting its weight to zero, and thus setting the weight of Ethnicity to 0.5)
leads to slightly worse performance. In the remainder of the graph, one can
see that the error rate remains roughly constant as Current Age is weighted
more heavily, Ethnicity less heavily. This suggests that there is little reason
to weight one of these characteristics more heavily than the other, though
perhaps this is a slight improvement in performance if Current Age receives
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Figure 4.1: 2003–2004. Error Rates for Current Age vs. Ethnicity and for
Current Age vs. Base Pay
the lower weight of 0.125. In terms of the actual numerical output of the
program, Table 4.25 lists the data plotted in the first graph in Figure 4.1.
The graph and accompanying table show that the classification pro-
cedure performs slightly better (has a lower error rate) when the weight of
Current Age falls somewhere between 0.125 and 0.25. When the weight of
Current Age takes on the value 0.125, the weight for Ethnicity takes on the
corresponding value 1 − 0.125 = 0.375; and so on. Other weights stay fixed
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Table 4.25: Tabular display of data represented in visual form by the upper
graph of Figure 4.1.
cbasepay cgender cage cethnicity Error Rate
0.25 0.25 0.0 0.5 0.249561
0.25 0.25 0.125 0.375 0.233743
0.25 0.25 0.25 0.25 0.240773
0.25 0.25 0.375 0.125 0.242531
0.25 0.25 0.5 0.0 0.242531
at values of 0.25. The change in the error rate over the full range of values
employed for Current Age is, compared to other graphs, rather modest. From
this graph what can be concluded with relative certainty is, given that Base
Pay and Gender weights are set at 0.25 each, excluding Current Age as a fac-
tor (i.e. setting its weight to zero) in favor of including Ethnicity on a higher
footing (i.e. setting its weight to 0.5) leads to slightly worse performance of
the algorithm, i.e. to a modestly higher error rate. Thus Current Age should
be incorporated as a determining characteristic, in comparison with Ethnicity.
Now let us move on to the lower graph in Figure 4.1. Here again the
weight of Current Age increases from left to right, but since it is paired with
the weight for Base Pay, it is the Base Pay weight that decreases over the same
range, while the weights for Gender and now Ethnicity stay fixed at 0.25. The
numeric data represented by the graph is listed for convenience in Table 4.26.
We see here that, once again, the algorithm seems to perform better for
the Current Age weight in the range [0.125, 0.375]. Again, the performance is
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Table 4.26: Tabular display of data represented in visual form by the lower
graph of Figure 4.1.
cbasepay cgender cage cethnicity Error Rate
0.5 0.25 0.0 0.25 0.249561
0.375 0.25 0.125 0.25 0.226714
0.25 0.25 0.25 0.25 0.240773
0.125 0.25 0.375 0.25 0.235501
0.0 0.25 0.5 0.25 0.347979
worse (i.e. leads to a higher error rate) at the extremes: poorer performance
when Current Age is removed (has a weight of 0) in favor of Base Pay, all other
weights being equal; and noticeably terrible performance, relatively speaking,
when Base Pay is eliminated in favor of Current Age, all other weights being
equal. Thus, I should eliminate neither Current Age nor Base Pay in favor
of the other, and the error rate shows lower values for weights of these two
characteristics in a middle range. Moreover, performance is slightly better for
the lower weighting of Current Age relative to Base Pay, though it is hard to
make too much of this, since the next lowest error rate corresponds to a higher
weighting of Base Pay relative to Current Age.
We may consider the data outlined in Figure 4.2 using the same pro-
cedure. In the top graph, we find that, for constant Base Pay and Ethnicity
weights, as the weight for Current Age increases and the weight for Gender
decreases, the error rate increases after an initial dip. This initial dip suggests
that Current Age should not be removed from consideration, since this leads
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Figure 4.2: 2003–2004. Error Rates for Current Age vs. Gender and for Eth-
nicity vs. Base Pay
to a higher error rate. The next highest error rate in the graph, however,
occurs when Gender is removed from consideration. Thus Gender too should
remain as a factor in the distance calculation. The intermediate points of the
graph show similar performance, except for the the point where cage = 0.125,
where the error rate shows a minimum in the graph. Thus, if this graph shows
a preference, it might be towards a stronger weighting of Gender relative to
Current Age. But again the difference in error rates is slight, and the safest
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Table 4.27: Tabular display of data represented in visual form by the upper
graph of Figure 4.2.
cbasepay cgender cage cethnicity Error Rate
0.25 0.5 0.0 0.25 0.251318
0.25 0.375 0.125 0.25 0.233743
0.25 0.25 0.25 0.25 0.240773
0.25 0.125 0.375 0.25 0.242531
0.25 0.0 0.5 0.25 0.247803
interpretation is that there is little preference for one over the other.
Table 4.28: Tabular display of data represented in visual form by the lower
graph of Figure 4.2.
cbasepay cgender cage cethnicity Error Rate
0.5 0.25 0.25 0.0 0.244288
0.375 0.25 0.25 0.125 0.239016
0.25 0.25 0.25 0.25 0.240773
0.125 0.25 0.25 0.375 0.242531
0.0 0.25 0.25 0.5 0.349736
The second graph in Figure 4.2 provides little clear information in terms
of what values of the Ethnicity weight optimize the performance of the algo-
rithm, compared with the weight for Base Pay. For most weight values, the
algorithm functions almost equally well regardless of whether more weight is
given to Ethnicity or to Base Pay. But it does highlight that the classification
algorithm shows distinctly worse performance when the weight for Ethnicity is
increased to 0.5 and the weight for Base Pay set to 0. Thus I can conclude that
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it is definitely less optimal to exclude Base Pay as a characteristic included
in the distance metric if this is done in order to amplify the contribution of
Ethnicity.
Figure 4.3: 2003–2004. Error Rates for Ethnicity vs. Gender and for Base Pay
vs. Gender
The upper graph of Figure 4.3 does not show any clear tendency, but it
suggests that performance is similar regardless of whether Ethnicity or Gender
receives the higher weight. It does however make clear that neither Ethnicity
nor Gender should be removed in favor of the other. The lower graph of
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Table 4.29: Tabular display of data represented in visual form by the upper
graph of Figure 4.3.
cbasepay cgender cage cethnicity Error Rate
0.25 0.5 0.25 0.0 0.258348
0.25 0.375 0.25 0.125 0.240773
0.25 0.25 0.25 0.25 0.240773
0.25 0.125 0.25 0.375 0.240773
0.25 0.0 0.25 0.5 0.251318
Table 4.30: Tabular display of data represented in visual form by the lower
graph of Figure 4.3.
cbasepay cgender cage cethnicity Error Rate
0.0 0.5 0.25 0.25 0.349736
0.125 0.375 0.25 0.25 0.242531
0.25 0.25 0.25 0.25 0.240773
0.375 0.125 0.25 0.25 0.239016
0.5 0.0 0.25 0.25 0.253076
Figure 4.3 similarly shows little preference between weights, this time Base Pay
and Gender. However it makes clear that Base Pay should not be eliminated
in favor of Gender, since this leads to dramatically poorer performance.
4.3.2 Summary of Implications
We may now take a moment to understand the inferential evidence sup-
plied by the output of the computational procedure applied. We are left with
a series of binary comparisons. The following list summarizes the conclusions
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outlined above.
• Incorporate Current Age, when compared to Ethnicity.
• cage ∼ cethnicity.
• Eliminate neither Base Pay nor Current Age in favor of the other.
• cage ∼ cbasepay.
• Do not eliminate Gender in favor of Current Age.
• cage ∼ cgender.
• Do not eliminate Base Pay in favor of Ethnicity.
• cbase pay ∼ cethnicity.
• Remove neither Ethnicity nor Gender in favor of the other.
• cethnicity & cgender.
• Do not eliminate Base Pay in favor of Gender.
From this list it is safe to say that there is no clear evidence that any of the
four characteristics under consideration should be eliminated. They all contain
some predictive value. Moreover, it is hard to establish any clear evidence that
one particular characteristic should be ranked higher than the others:
cage ∼ cethnicity ∼ cbase pay ∼ cgender.
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Table 4.31: 2003–2004. Weights for smallest error rates achieved in Fig-
ures 4.1–4.3.
cbasepay cgender cage cethnicity Error Rate
0.25 0.25 0.125 0.375 0.233743
0.375 0.25 0.125 0.25 0.226714
0.125 0.25 0.375 0.25 0.235501
0.25 0.375 0.125 0.25 0.233743
0.375 0.25 0.25 0.125 0.239016
0.375 0.125 0.25 0.25 0.239016
Nevertheless one may still estimate which particular set of values for
the weights provides the best performance by looking at the numerical data.
Table 4.31 provides a list of the lowest error rates achieved in the graphs,
along with the corresponding values of the weights. The absolute minimum is
0.226714, achieved for the values
cbasepay = 0.375, cgender = 0.25, cage = 0.125, cethnicity = 0.25.
This suggests that Base Pay should receive the highest weight, Current Age the
lowest, and Gender and Ethnicity should receive equal intermediate weights.
This point is depicted in the lower graph of Figure 4.1. This would suggest a
ranking
cbase pay & cethnicity ∼ cgender ∼ cage.
4.3.3 Discussion
How can we understand the relative ranking suggested by the preceding
discussion?
102
One might have expected Current Age to show a noticeably higher
importance for two main reasons. In the first instance, one may imagine that
the older a teacher, the greater the possibility that the teacher has been in
the system for a longer time. Since in our test data base a teacher’s term of
service was taken as a proxy for how long the teacher would eventually serve,
it stands to reason that the procedure would select age as the more useful
parameter with which to influence the distance calculation. The fact that this
did not happen is somewhat heartening: it suggests that use of the term of
service as a proxy does not automatically bias the results. The proxy serves
its purpose adequately.
On the other hand, one may also suppose that, for general economic
reasons, teachers in the first few years of their employment are the most likely
to decide they made a poor decision in becoming teachers, and may soon opt
for other employment. Thus younger teachers might be more likely to have
shorter terms of service. For that reason one might expect a higher ranking
for Current Age, yet this is not borne out by the data.
Though the characteristic of Current Age has a noticeably direct con-
nection with the length of a teacher’s term of service, with the other character-
istics the connection is less direct, and for this reason the current investigation
contains some merit. Regardless of how the connection is made, the above
analysis shows that the procedure employed does have merit: the program
establishes that all four of the characteristics under consideration have an im-
pact on predicting the longevity of a teacher in the system. Moreover, looking
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at the overall collection of error rates displayed in the graphs, the particu-
lar program I have developed correctly predicts the general classification of
this longevity (long–, medium–, or short–term) in roughly three out of four
teachers.
In order to ensure that the performance and output of the program,
and hence the conclusions drawn, do not depend on a particular set of training
or test data, I have re-run the program several times. Each time the program
runs, the procedure splits the data base into training and test data at random;
thus each run uses a different selection of data for the training data base and
a different set of data for the test points. The results of some additional runs
have been included in appendix B. Here I find something of note: though the
point in parameter space given by
cbasepay = 0.375, cgender = 0.25, cage = 0.125, cethnicity = 0.25,
does in fact frequently correspond to a minimum on the graph of Current Age
vs. Base Pay, it does not always yield a global minimum among the error rates.
Thus it is difficult to support the assertion that Base Pay be ranked highest
and that Current Age be ranked lowest. Failing to find clear evidence to the
contrary, it may be best to simply stick to an equal ranking:
cage ∼ cethnicity ∼ cbase pay ∼ cgender.
In addition, the results outlined above show some general correspon-
dence with other investigations found in the literature. For example, Kersaint,
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Lewis, Potter, and Meisels (2005) has shown that among the different ethnic-
ities, hispanic teachers tend to be the least influenced by salaries when de-
ciding whether to leave the educational system. This suggests that Ethnicity
and Base Pay are both individually important variables: excluding Base Pay
from consideration would miss a driving factor in the retention of non-hispanic
teachers; while excluding Ethnicity from consideration would imply that Base
Pay should be considered equally important for teachers of all ethnicities,
which research shows not to be the case. Thus our finding that Ethnicity and
Base Pay should have roughly equal weight falls in line with results gleaned
from other investigations.
4.3.4 Hispanic Math Teachers: Static
Figures 4.4 and 4.5 describe the results of running the k–Nearest Neigh-
bors algorithm on data including only hispanic mathematics teachers. Since
the ethnicity is the same for all teachers in the data, I exclude this charac-
teristic from consideration. This consequently reduces the number of pairs of
weights under consideration, and hence the number of graphs produced.
The upper graph of Figure 4.4, whose numeric data is presented in Ta-
ble 4.32, shows a general tendency whereby increasing the Current Age weight
over the Base Pay weight reduces the error rate, denoting better performance.
Specifically, when the weight for Current Age is 0.375, and the weight for Base
Pay is 0.125 the error rate is at its lowest (holding the weight for Gender at
0.5). This indicates that for hispanic mathematics teachers Current Age might
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Figure 4.4: 2003–2004 Hispanic Teachers. Error Rates for Current Age vs.
Base Pay and Current Age vs. Gender
be a better indicator for labeling teachers than Base Pay. However completely
eliminating Base Pay leads to dramatically worse performance, so we can only
say that Current Age should be weighted higher than Base Pay. The same
graph shows that when Current Age is eliminated, the program’s performance
is similarly poor.
The lower graph of Figure 4.4, whose numeric data is presented in
Table 4.33, suggests that Current Age should not be eliminated in favor of
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Table 4.32: Tabular display of data represented in visual form by the upper
graph of Figure 4.4.
cbasepay cgender cage Error Rate
0.5 0.5 0.0 0.270588
0.375 0.5 0.125 0.235294
0.25 0.5 0.25 0.223529
0.125 0.5 0.375 0.188235
0.0 0.5 0.5 0.294118
Gender. Moreover, weighting Current Age lower than Gender appears to yield
slightly better performance of the algorithm.
Table 4.33: Tabular display of data represented in visual form by the lower
graph of Figure 4.4.
cbasepay cgender cage Error Rate
0.5 0.5 0.0 0.270588
0.5 0.375 0.125 0.223529
0.5 0.25 0.25 0.223529
0.5 0.125 0.375 0.235294
0.5 0.0 0.5 0.235294
Finally, Figure 4.5, whose numeric data is presented in Table 4.34,
shows that Base Pay should not be eliminated, however it should receive a
lower weight than Gender. Any weight of Base Pay above 0.25 leads to no-
ticeably poorer performance.
From the above analysis I can propose a ranking of characteristics.
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Figure 4.5: 2003–2004 Hispanic Teachers. Error Rates for Gender vs. Base
Pay
Based on the weights I might suggest that
cgender & cage & cbase pay.
conforms to the graphical data listed above. However we may also look directly
at the data outlined in the tables. We find that the same minimum error rate
occurs for three distinct combinations of weights, shown in Table 4.35. The
first and last rows of this table show a collection of weights conforming to the
above ranking. The middle row, however, achieves the same minimum in a
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Table 4.34: Tabular display of data represented in visual form by Figure 4.5.
cbasepay cgender cage Error Rate
0.0 0.5 0.5 0.294118
0.125 0.375 0.5 0.188235
0.25 0.25 0.5 0.188235
0.375 0.125 0.5 0.211765
0.5 0.0 0.5 0.235294
case where cage & cgender. We note that, in each of these cases, the algorithm
is able to predict the correct longevity for 4 out of 5 hispanic mathematics
teachers.
Table 4.35: Weights for minima achieved in Figures 4.4–4.5.
cbasepay cgender cage Error Rate
0.125 0.5 0.375 0.188235
0.125 0.375 0.5 0.188235
0.25 0.25 0.5 0.188235
As with the preceding discussion, the same procedure was run a total
of three times on the data, employing a different randomized split of the data
base into training data and test data each time. The results have been included
in appendices C and D.
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4.4 Math Teacher Characteristics: Variation
In the preceding section I have seen how the k–Nearest Neighbors al-
gorithm can be applied to the teacher data base to gain insight into which
characteristics most impact any determination of a current or future teacher’s
longevity in the educational system. A natural question which arises is, does
the importance of these characteristics change over time?
In order to address such a question, a natural first point of departure
is a comparison of one year’s data with that of another year. In this section,
I discuss such an analysis. In particular, I analyze the data from a second
year, in this case chosen to be the 2006–2007 school year, according to the
same procedure to determine what kind of ranking of characteristics the data
implies for that year. We may then compare this ranking with that determined
above to see if there is in fact any change between the two years.
The results of applying the k–Nearest Neighbors algorithm to the math-
ematics teacher data for the 2006-2007 school year are presented in Figures 4.6–
4.8.
Let us consider the upper graph of Figure 4.6, with the accompanying
numerical data in Table 4.36. As with the analysis of the data from the
previous year, I see an overall trend in which increasing the weight of Current
Age relative to Ethnicity yields better performance. What does differ from
the previous analysis, however, is that I see no worsening of performance if
I eliminate Ethnicity completely (in this case, setting cage = 0.5 and hence
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Figure 4.6: 2006–2007. Error Rates for Current Age vs. Ethnicity and for
Current Age vs. Base Pay
cethnicity = 0). However further review of subsequent runs, each with a different
random splitting of the data into training and test sets, does not bear out this
conclusion. In some runs of the program, I find that removal of Ethnicity leads
to distinctly worse performance.
From the lower graph of Figure 4.6, with the accompanying data in
Table 4.37, I again see that elimination of either Current Age or Base Pay leads
to poorer performance. Moreover, I see a slight tendency for higher weight
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Table 4.36: Tabular display of data represented in visual form by the upper
graph of Figure 4.6.
cbasepay cgender cage cethnicity Error Rate
0.25 0.25 0.0 0.5 0.287293
0.25 0.25 0.125 0.375 0.258287
0.25 0.25 0.25 0.25 0.256906
0.25 0.25 0.375 0.125 0.254144
0.25 0.25 0.5 0.0 0.244475
Table 4.37: Tabular display of data represented in visual form by the lower
graph of Figure 4.6.
cbasepay cgender cage cethnicity Error Rate
0.5 0.25 0.0 0.25 0.287293
0.375 0.25 0.125 0.25 0.263812
0.25 0.25 0.25 0.25 0.256906
0.125 0.25 0.375 0.25 0.259669
0.0 0.25 0.5 0.25 0.379834
given to Current Age leading to marginally better performance, though this
preference is so slight it might be better to say that the two might be weighted
evenly.
In the upper graph of Figure 4.7, together with the numerical data in
Table 4.38, I see that Current Age seems to lie on rather equal footing with
Gender. Again eliminating one or the other of the two leads to markedly worse
performance of the algorithm.
In the lower graph of Figure 4.7, together with the numerical data in
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Figure 4.7: 2006–2007. Error Rates for Current Age vs. Gender and Ethnicity
vs. Base Pay
Table 4.39, I again see some improvement in performance upon eliminating
Ethnicity. But this does not stand the test of repeated trials. And I see
that elimination of Base Pay again leads to worse performance. In the middle
range, I see no particular preference for Ethnicity or Base Pay.
Finally, Figure 4.8, together with the accompanying numerical data in
Tables 4.40–4.41, show a similar story. Again I find the false friend of improved
performance with Ethnicity eliminated. And I see that removing either Gender
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Table 4.38: Tabular display of data represented in visual form by the upper
graph of Figure 4.7.
cbasepay cgender cage cethnicity Error Rate
0.25 0.5 0.0 0.25 0.290055
0.25 0.375 0.125 0.25 0.258287
0.25 0.25 0.25 0.25 0.256906
0.25 0.125 0.375 0.25 0.254144
0.25 0.0 0.5 0.25 0.279006
Table 4.39: Tabular display of data represented in visual form by the lower
graph of Figure 4.7.
cbasepay cgender cage cethnicity Error Rate
0.5 0.25 0.25 0.0 0.238950
0.375 0.25 0.25 0.125 0.256906
0.25 0.25 0.25 0.25 0.256906
0.125 0.25 0.25 0.375 0.258287
0.0 0.25 0.25 0.5 0.357735
or Base Pay from consideration leads to worse performance.
4.4.1 Summary of Implications
In this section I provide a summary of the inferences drawing from the
data outlined in above. In particular, I find the following:
• cage & cethnicity.
• No reason to eliminate either Current Age or Ethnicity.
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Figure 4.8: 2006–2007. Error Rates for Ethnicity vs. Gender and Base Pay vs.
Gender
• No reason to eliminate Base Pay.
• cage ∼ cbase pay.
• cage ∼ cgender.
• No reason to eliminate Gender.
• cethnicity ∼ cbase pay.
• cethnicity ∼ cgender.
115
Table 4.40: Tabular display of data represented in visual form by the upper
graph of Figure 4.8.
cbasepay cgender cage cethnicity Error Rate
0.25 0.5 0.25 0.0 0.241713
0.25 0.375 0.25 0.125 0.256906
0.25 0.25 0.25 0.25 0.256906
0.25 0.125 0.25 0.375 0.256906
0.25 0.0 0.25 0.5 0.281768
Table 4.41: Tabular display of data represented in visual form by the lower
graph of Figure 4.8.
cbasepay cgender cage cethnicity Error Rate
0.0 0.5 0.25 0.25 0.379834
0.125 0.375 0.25 0.25 0.255525
0.25 0.25 0.25 0.25 0.256906
0.375 0.125 0.25 0.25 0.256906
0.5 0.0 0.25 0.25 0.280387
• cbase pay ∼ cgender.
In general, I again find that no characteristic under investigation should be
eliminated. All continue to maintain some predictive value. If there is any
change from the results of the analysis of the data from the preceding year,
it seems to be that the characteristics seem more plausibly to lie on an equal
footing. I may propose
cage ∼ cethnicity ∼ cbase pay ∼ cgender.
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Table 4.42: 2006–2007. Weights for smallest error rates achieved in Fig-
ures 4.6–4.8.
cbasepay cgender cage cethnicity Error Rate
0.25 0.25 0.375 0.125 0.254144
0.25 0.125 0.375 0.25 0.254144
0.125 0.375 0.25 0.25 0.255525
as a ranking of weights. The only departure I see from this is a slight possibility
that Current Age should receive a higher weight. This does not disagree with
the data listed in Table 4.42.
4.4.2 Hispanic Math Teacher: Variation
I may now repeat the analysis of hispanic mathematics teachers, this
time concentrating on those teachers present in the 2006–2007 school year. The
results of running the program on this set of data are presented in Figures 4.9–
4.9.
Table 4.43: Tabular display of data represented in visual form by the upper
graph of Figure 4.9.
cbasepay cgender cage Error Rate
0.5 0.5 0.0 0.259843
0.375 0.5 0.125 0.181102
0.25 0.5 0.25 0.188976
0.125 0.5 0.375 0.196850
0.0 0.5 0.5 0.370079
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Figure 4.9: 2006–2007 Hispanic Teachers. Error Rates for Current Age vs.
Base Pay and Current Age vs. Gender
From the upper graph of Figure 4.9, together with the accompanying
numerical data in Table 4.43, I see that elimination of either Current Age or
Base Pay worsens performance of the program. If I may note any tendency
from the intermediate points, it is that increasing weight given to Current Age
leads to slightly poorer performance.
From the lower graph of Figure 4.9, together with the accompanying
numerical data in Table 4.44, I see again that elimination of Current Age leads
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Table 4.44: Tabular display of data represented in visual form by the lower
graph of Figure 4.9.
cbasepay cgender cage Error Rate
0.5 0.5 0.0 0.259843
0.5 0.375 0.125 0.181102
0.5 0.25 0.25 0.188976
0.5 0.125 0.375 0.188976
0.5 0.0 0.5 0.173228
to worsening performance. The shape of the graph also suggests, by contrast,
that elimination of Gender might lead to better performance. However I note
that the error rate is quite similar to that obtained for cage = 0.125 and
cgender = 0.375. This sort of seemingly contradictory behavior suggests that
the program is indifferent to the two variables.
Table 4.45: Tabular display of data represented in visual form by Figure 4.10.
cbasepay cgender cage Error Rate
0.0 0.5 0.5 0.370079
0.125 0.375 0.5 0.220472
0.25 0.25 0.5 0.188976
0.375 0.125 0.5 0.181102
0.5 0.0 0.5 0.173228
The graph in Figure 4.10, accompanied by the numeric data in Ta-
ble 4.45, shows a distinct tendency toward increasing the weight given to Base
Pay. It goes so far as to suggest that Gender could be eliminated altogether
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Figure 4.10: 2006–2007 Hispanic Teachers. Error Rates for Gender vs. Base
Pay
The data from the various figures is confusing, and it bears taking a
look at the minima and near–minima as outlined in Table 4.46. Whereas the
absolute minimum is attained when cgender = 0, the next smallest value is
attained when cgender = 0.5. This near–smallest value of 0.181102 is attained
with cbase pay = 0.375, and variously with cgender = 0.5 and cage = 0.125 or vice
versa. Such behavior suggests that the program is in fact sensitive in roughly
equal measure to the latter two weights. And in the absolute minimum I see
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Table 4.46: Weights for smallest values achieved in Figures 4.9–4.10.
cbasepay cgender cage Error Rate
0.375 0.5 0.125 0.181102
0.25 0.5 0.25 0.188976
0.5 0.25 0.25 0.188976
0.5 0.125 0.375 0.188976
0.5 0.0 0.5 0.173228
0.25 0.25 0.5 0.188976
0.375 0.125 0.5 0.181102
0.5 0.0 0.5 0.173228
that cbase pay = 0.5. Thus, perhaps the safest evaluation of the evidence is to
suggest the following ranking
cgender ∼ cage ∼ cbase pay.




This chapter serves as a brief review of the preceding material with a
view toward its understanding and interpretation. I say some words not only
concerning what I have accomplished in the production of this work, but also
concerning directions for its future development and application.
5.1 Evaluation of Research Questions
Now I will assess what the results in Chapter 4 imply for the research
questions of primary interest:
1. What are the characteristics of mathematics teachers that are related to
teacher retention in Texas schools?
2. What are the characteristics that most relate to retention of hispanic
mathematics teachers in Texas schools?
3. Do these characteristics change over time?
I will treat each one of these in turn in the subsections below.
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5.1.1 Characteristics & Retention
Question 1: What are the characteristics of mathematics
teachers that are related to teacher retention in Texas schools?
Here I address the first of my research questions. In particular, I discuss
which of those teacher characteristics under investigation pertain to the de-
termination of the longevity of the teacher in the educational system. The
short answer is: all of them. Recall from the preceding chapter that I have
been studying the impact of the four characteristics age, gender, ethnicity, and
base pay on the determination, via algorithmic means, of the length of time
a teacher is likely to stay in the system. In each of the various analyses de-
scribed above, I found that, overall, when a given characteristic was removed
from consideration, the error rate of the algorithm increased. That is, removal
of any characteristic led to noticeably worse performance of the algorithm.
Exclusion of any particular characteristic leads to worse performance of the
algorithm (as measured by increased error rate) in almost all cases. Where
such does not appear to be the case on a particular run, over successive runs
on further randomly selected subset of the data, any putative improvement in
performance evaporates. We therefore conclude that Base Pay, Current Age,
Gender, and Ethnicity, as exhibited in the data, all play an important role in
estimating teacher longevity.
In addition, this is borne out by a look at the descriptive statistics
presented for teachers of the various mathematics courses. In particular with
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Ethnicity, I see that the particular ethnic background of the teachers leads to
implications for the likelihood of retention. I found similar tendencies with
Gender and Current Age. With Base Pay, however, the trends were more
difficult to discern simply by looking at the tabular data.
It is worth mentioning a notable benefit of the particular computational
approach followed in the present investigation. So far, I may characterize the
current situation as follows: I studied four characteristics and I found that all
four are important. We can imagine that, had I studied five characteristics,
I might just as easily have found all five to be important. And so on: I
can imagine a situation where most, if not all, relevant information about a
teacher can lend itself to bettering estimations of teacher retention. One of the
novelties of the approach presented in this investigation is that the program as
developed is ready to handle the incorporation of such additional information
without changing a single line of code. Essentially, the investigator would
simply need the names of the new columns added to the data base, and the
entire program could be run as–is.
Not only did I identify which factors were important to the determi-
nation of teacher retention, but I also made an informed estimation of the
relative importance of each of these factors. In the analysis of the data from
the 2003–2004 school year, I found that the relative weights of the character-
istics appeared to satisfy the following relation:
cage ∼ cethnicity ∼ cbase pay ∼ cgender.
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Within the data from that school year, there was no clear evidence by which to
assert that one factor should be ranked higher than the others. The program
produced some results suggesting that Base Pay might be most important
among the teacher characteristics, but in successive runs this did not consis-
tently produce the minimum error rate. The lack of any distinct trend as to
relative importance may simply be due to the fact that our sample of three er-
ror rates for each choice of weights is simply too small for any trend to appear.
But the results obtained do appear to fall in line with some findings present
in the literature.
The conclusions drawn from the 2006–2007 data show a picture only
slightly different, if at all. The most plausible ranking based on the analysis
of that data remained
cage ∼ cethnicity ∼ cbase pay ∼ cgender.
In this case there was little evidence to suggest that ranking Base Pay higher
would substantially improve performance.
I will return to the slight differences in Section 5.1.3 below.
5.1.2 Characteristics & Hispanic Mathematics Teachers
Question 2: What are the characteristics that most relate to
retention of hispanic mathematics teachers in Texas schools?
In the course of this investigation I have also sought to outline which of the
characteristics under investigation most pertain specifically to the determi-
125
nation of hispanic mathematics teachers’ longevity in the system. Again the
short answer turns out to be all of them. Of course in this case, teacher eth-
nicity was held constant and therefore removed from determination. But as
with the data on the mathematics teachers in general, I saw a notable trend
by which removal of a given characteristic led to poorer performance of the
program as determined by an increase in error rate.
Again, these findings concur with the descriptive data presented on
hispanic mathematics teachers. Each of the characteristics appears to present
tendencies relating to retention.
When applied to the data from the school year 2003–2004, the pro-
gram’s output suggested the following ranking of characteristics:
cgender & cage & cbase pay.
A careful look at the numeric data suggests that the relative importance of
Gender and Current Age could be interchanged without worsening importance.
But as described in our analysis, when Current Age was ranked higher in
importance than Gender, Gender and Base Pay were of equal importance.
Thus, though Base Pay seemed overall least important, some data suggests it
could be as important as Gender.
By contrast, when applied to the data from the school year 2006–2007,
I determined the following ranking:
cgender ∼ cage ∼ cbase pay.
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But in fact the results show some dramatic variation. In one run in particular,
I find an absolute minimum in the error rate when Gender is eliminated as
a factor altogether. But I find the next smallest error rate when Gender’s
weight is 0.5, i.e. highest among the three factors under consideration. This
suggests that equal weight among the factors is likely the most prudent choice
for consistent performance across a range of data bases. This also suggests
that we cannot read too much into the lower importance of Base Pay from the
2003–2004 data, since we might not see drastic swings in performance due to
the small number of runs.
As a result, if we restrict consideration to hispanic teachers, there might
be some tentative evidence for change in the relative importance of factors
over time. Thus, whereas the earlier data seemed to suggest that gender and
age counted more toward retention than salary, by the time of the later set
of data any such difference in impact became harder to discern. But any
such assumption of change must be studied under numerous iterations of the
procedure to see if the tendency holds up.
Again I defer discussion of the differences in relative rankings between
years to Section 5.1.3.
5.1.3 Characteristics & Change
Question 3: Do these characteristics change over time?
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Finally, I have sought to determine whether the set of characteristics which
determines teacher retention changes over time. The short answer here is: yes
and no. To make this determination, I compared data from the 2003–2004
and 2006–2007 school years.
In the most basic sense, I may say the following with clarity: the col-
lection of factors which influences teacher retention over time does not change,
at least over the window of time on which I have focused. By this I mean that
those factors which are important for the determination of teacher retention in
one year are also important for its determination in other years — all of them.
In each year, I found that exclusion of a given characteristic would lead to a
notable worsening of program performance. By “notable worsening”, I mean
there was a “large jump” in the graph of the error rate, a change frequently
on the order of 100% of the values of the error rate at intermediate values of
the characteristic weights.
However what perhaps might change is the relative ranking of charac-
teristics between years. That is, whereas a higher Base Pay ranking seemed to
have a notably greater impact on program performance for some runs on the
data from 2003–2004, its impact on performance did not seem too different
from the impact of other characteristics for data from 2006–2007. However,
it must be pointed out that a close inspection of the graphs displayed in the
preceding analysis shows that, for intermediary values of weights (i.e. values
where no characteristic was excluded by virtue of its weight going to zero),
variation in error rates remained in a range of roughly 25% of the overall value
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of these error rates. In particular this effect is far less pronounced than the
jumps which allow us to conclude with relative confidence that no particular
characteristic should be excluded from consideration.
Therefore, though one may speculate as to why the difference arises
between data from different years, one must be careful to understand the
relative imprecision of the ranking to begin with. To properly decide whether
or not Base Pay, say, has a larger impact on the classification scheme than other
characteristics, one must compare the change in error rate due to its increase
to some standard measure of variation. In particular, one must determine in
mathematical terms whether or not the increased impact of Base Pay is due
to its weight in the distance calculation or simply due to random variation as
one randomly selects a new data base. Such a determination would require far
more than three iterations of the classification procedure, enough to allow for
a statistical measure of the variation. Due to the limitations of computational
resources during this study, such large–scale iteration of the procedure was
not feasible. This provides a point of departure for further refinements of the
study.
In sum there is no clear indication that the relative importance of fac-
tors changes from year to year. Admittedly, the current investigation only
compares the results based on data from two single years. No sound statistical
conclusions can be drawn from this. Several years’ worth of data would need
to be compared, and one would need to isolate natural variation in the data
from true variation due to the putative changing importance of factors.
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If we take the lack of change over time at face value, we can potentially
use this to improve the algorithm. If there is truly no difference in relative
importance of factors from year to year, then the data from any particular
year is as good as the data from any other year. We can therefore aggregate
all data in hand, pooling all teachers from 2000–2012 into one unified data
base. We can then split this much larger data base into a training data base
and a test data base, and we can see how the program performs with more
data in hand.
5.2 The Program
Another product of this investigation has been a program. This pro-
gram provides an algorithmic way to estimate, given certain characteristics of
a teacher (new or already present in the educational system), whether that
teacher will likely stay in the system short–, medium–, or long–term. In par-
ticular, the program focuses on four teacher characteristics: base pay, age,
gender, and ethnicity. The program may include, without modification, other
characteristics. And the program may evaluate any data base of teacher char-
acteristics, so long as it is input as a file structured with comma–separated
values (csv). Nothing in the structure of the program ties it to the Texas
teacher data to which it has been applied here. It could just as well be ap-
plied to data from any other educational system in other regions of the United
States, potentially beyond. According to the tests illustrated in the main body
of this dissertation, the program correctly estimates the longevity for three out
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of four teachers. With optimized combinations of parameter weights and data
base, performance occasionally achieves an accuracy of better than four in five.
5.3 Comparison with Traditional Statistical Techniques
This section compares briefly the results of the data mining methodol-
ogy employed, specifically k–Nearest Neighbors, and the type of results that
might be obtained through more traditional statistical methods. Given that
there is a plethora of different statistical models available, discussion focuses
on the simplest type and makes a few observations on how procedures may or
may not differ.
In a typical statistical regression model, such as linear regression, one
must first decide which of the various variables available are likely to affect
the outcome of the variable one wishes to predict. In this sense, regression
differs little from k–Nearest Neighbors: this amounts to deciding which data
columns to include in the calculation.
Next a researcher must decide how these variables affect the effect under
investigation. For example, in a regression model one must decide if the vari-
ables predict the effect in a linear fashion or not. This is a rather non-trivial
assumption: relationships between variables can be particularly complicated,
and it is not clear that a linear model will encapsulate the nuances of such
relations. For example one might suspect that two variables actually inter-
act with one another, and so there should be a nonlinear term involving the
product of those two variables. So one finds one in fact wants a regression
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model with interaction. Or perhaps several factors work together in combi-
nation, within groups, but separately on individual subpopulations within the
overall population under investigation. So one should look for a hierarchical
regression model, such as hlm.
How is one to decide between these various possibilities? There are two
basic elements to the decision:
• A Real–World Model: the researcher must have some a priori argument
for how the various factors work in the actual environment in which
they are found, and then seek the particular statistical technique (if one
exists) which best models that particular vision of their interaction;
• Mathematical Consistency: any statistical technique will make certain
assumptions on the variables (such as independence, gaussian distribu-
tions, etc.) in order to ensure that the conclusions are valid. The re-
searcher must verify that these assumptions are satisfied by the variables
under study before the desired technique can be applied cogently.
These criteria are difficult to satisfy in the current study. The dynamics among
age, gender, ethnicity, and salary are likely very complicated in the decision
of any one teacher to stay or leave the educational system, even more so
among all teachers. In particular, the literature has yet to reach consensus
on which factors are most important in teacher retention, and so at this stage
of investigation it seems sensible to use a methodology which is as flexible as
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possible, minimizing the assumptions of how particular variables affect one
another.
In some sense the regression model and the k–Nearest Neighbors algo-
rithm parallel one another. At its heart, the regression model draws a line
through the data points and moves this line around until it minimizes a spe-
cific model of error: the sum total of the squared vertical distances between
the data points and the line. The k–Nearest Neighbors algorithm, in a similar
fashion, allows the user to tune the weights of the various factors until it mini-
mizes a specific model of error: the error rate in classifying test data. However,
whereas the regression model requires that the various factors be independent
(that is, uncorrelated) and normally distributed to ensure that the resulting
line gives the optimal predictor of the effect under investigation, the k–Nearest
Neighbor algorithm has no such requirements. This in fact suits the problem
under investigation, since one might expect some correlation between, say, age
and salary.
Given the current state of the literature on teacher retention as dis-
cussed specifically in Chapter 2 and elsewhere, particularly among mathemat-
ics teachers, the results of any statistical method akin to regression would only
be noteworthy insofar as the particular real–world model dictating the struc-
ture of the regression model applied could be assumed to be credible. Studies
of teacher retention show enough variation that any such model would seem
premature (see Section 5.4 below). Rather, an exploratory approach seems
more apt, one simply trying to identify which factors have the greatest im-
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pact, without a priori stating how they manage to have that impact. For
these reasons, the current investigation has opted to apply techniques from
data mining, starting with one of the most straightforward among these, k–
Nearest Neighbors.
5.4 Implications of the Study
As presented in Chapter 2 some studies suggested that the highest rates
of teacher turnover are found in the fields of science and mathematics. Chapter
1 has also shown that teacher characteristics influence teachers’ decisions to
stay or leave the system, and that research on mathematics teacher turnover
in Texas has not yet focused on teacher characteristics. My study on Texas
teacher characteristics presents a novel contribution to the isolation and study
of these crucial factors.
The overriding result of the study is that, in Texas, all characteristics
under consideration are in fact equally important for determining the period
of time a teacher is likely to stay in the system. This conclusion might seem
general, and fairly obvious, but it is not. Some publications have listed low
wages as the leading cause for teacher attrition (Buckley, Schneider, & Shang,
2005). Gritz and Theobald (1996) have also suggested that both male and
female teachers alike consider income to be the number one reason to remain
in the system. There is also research on school conditions and their relation
to teacher retention. Hanushek, Kain, and Rivkin (2004) have suggested that
better school conditions may be as important as salary for teachers’ decision
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to stay in the profession. Section 2.2 discusses yet other findings.
Several studies make particular reference to the ethnicity of the teacher,
and how it might impact student performance. There is extensive literature
in this regard, as described in Chapter 2. Ingersoll and May (2011) have also
summarized the research done in this area and highlighted the areas where
little attention has been paid: the magnitude, determinants and consequences
of minority teacher retention. My investigation has not focused exclusively on
minority teachers, but I have been able to identify that, at least in Texas, and
for the specific period of time studied in this investigation, there is a small
possibility that within the hispanic teachers age and gender might be key
components in determining the time a hispanic teacher stays in the system.
Although my study is an exploratory study and further analysis is required,
adding more years and characteristics, this finding can help researchers identify
where to focus their investigations when targeting teacher attrition in the state
of Texas.
Ingersoll and Kralik (2004) pointed out that despite the effort put into
research for teacher retention there are still many questions that have not
been answered, in particular questions related to the design of professional
development programs that can contribute to lessening teacher attrition: What
teachers are helped most? What should the focus be when providing assistance
to teachers of different backgrounds? When working with new teachers, what
aspects most influence teacher retention? Although the present study does not
offer specific answers to these questions, the results can help to find answers.
135
Consider some of results of the present study in light of the above
questions. The study shows that age and gender might be among those teacher
characteristics that most influence retention of hispanic teachers. Given that
the study focused on the four characteristics of ethnicity, age, gender, and
salary, and given that ethnicity was removed as a variable when considering
only hispanic teachers, then one may restate this finding as follows: among
hispanic teachers salary seems to be the least important factor influencing
teacher retention. If one allows some room for interpretation, this suggests that
there is some commonality or common experience specifically among hispanic
mathematics teachers that overrides salary as a dominant factor in the decision
to remain in the education system, an experience that either is not present or
does not have the same effect in the teacher population at large. Some sources
(Dee, 2005) suggest that this commonality may be a shared frustration in
their experience as students, which then drives hispanic teachers to improve
the educational system as they become a part of it: this provides a sense of
mission which overrides sensitivity to salary to some degree. But this need not
be the explanation, or the only explanation, and the findings of the present
study hint at the fact that future investigations should focus on ascertaining
what might reduce sensitivity to salary among hispanic teachers.
Nevertheless the study highlights that, when looking at the characteris-
tics that most influence teacher retention for the two particular years studied,
gender, ethnicity, salary and age are all equally important: despite claims in
the literature, salary was not in this case the characteristic that most influ-
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enced teacher retention.
Another significant contribution of the present study relates to the
methodology used. The methodology described in Chapter 3 provides a tool
that will allow the inclusion of more characteristics, and broader data sets,
in order to ascertain whether other characteristics are equally, less, or more
important in determining the period of time a teacher stays in the system.
As discussed in Chapter 2 some researchers have proposed that the condition,
location and administrative decisions of the schools might influence teacher
retention. With the program used in this investigation, future investigations
can now include characteristics such as school location, funds allocated per
school per year, number of teachers in a school, and more. One can even an-
alyze the validity of the arguments that tie teacher retention to teacher level
of preparation, determined by the certification type of the teacher, highest
degree obtained, and number of languages spoken.
It is important to note here that when more characteristics are included,
as well as more years, the analysis of the results needs to accompany an analysis
of the labor conditions during the years studied. For example, Chapter 2
illustrated that the labor market in education changed significantly when other
opportunities were opened to women in the broader labor market. This in fact
could be an external characteristic that changes how teachers see the teaching
profession. Instead of being viewed a long–term carrer, teaching could be seen
as a first or intermediary step toward a different professional path.
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5.5 The Future
Here I take a moment to consider avenues for future advances based on
the work presented in this dissertation. Many of the avenues open to furthering
the investigation surround overcoming the limitations placed on the study due
to the time frame and computational resources available.
5.5.1 More Samples
One limitation of the current research surrounds the number of samples
of data compared to draw the conclusions. For each choice of weights, I have
run the program three times, each time randomly re-splitting the data and
checking the resulting error rate. Ultimately I would like to see how much
variation in the error rate occurs for a particular choice of weights, but three
values form a collection too small from which to derive any meaningful sta-
tistical characterization of the error rate’s variability for given weights. One
would at least like to see 10s or 100s of runs for each choice of weights.
5.5.2 More Weights
Another limitation of the present study is the vanishingly small region
explored within the 4–dimensional space of possible weights (which can be
reduced to 3 dimensions once one imposes the constraint that the weights
sum to 1). In particular, I have only explored along lines in this space, and I
have actually only calculated the error rate at five points along each of these
lines. A more robust exploratory analysis would select three weights at random
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from a uniform distribution, calculate the fourth using the constraint, and run
the algoritm (various times) for this selection of weights. Performing such a
procedure 100s or 1000s of times would provide a more uniform exploration
of the space of weights than the walk–along–lines performed in the current
analysis.
5.5.3 More Computer Time
Any of the above analyses requires vastly more computational power
and computer time than what was available with the current limited resources
and time. In particular, the procedure could easily be parallelized: given a
fixed (initially randomly selected) training data base, each point in the test
data base could be classified in parallel against that data base. That is, the
classification of one point does not require the classification of any other point,
and so when classifying two points, say, they could in principle be classified
simultaneously. Because of the computational resources available, the current
program must classify the points one after the other. But once understood,
adapting the program to run in parallel would require only minor modifica-
tions. (That is one of the reasons why it was initially deemed advisable to
develop a program from scratch, rather than simply employing some previ-
ously developed k–Nearest Neighbors implementation as a black box.)
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5.5.4 More Data
Finally there is the issue of the quantity of data. In data mining, the
general trend is that, the more data, the better. In this study we have imposed
an arbitrary constraint by focusing on two particular school years: 2003–2004
and 2006–2007. Generally speaking, any procedure in data mining, as with
statistics more broadly, improves with additional data. Among the various
possibilities of adding more data, two stand out:
• look at variation across several years;
• use data from all preceding years to predict data for a given year.
Any of these methods, however, will suffer from the constraints on computer
time. Thus one finds an order of preference: ideally future research should
focus first on making such modifications as allow the program to be run in
parallel. After this barrier is overcome, then the program should be applied
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Appendix B
Graphs for Repeated Program Runs All Math
Teachers
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Figure B.1: 2003–2004. Iteration 1.0. Error Rates for Ethnicity vs. Gender
and Base Pay vs. Gender
150
Figure B.2: 2003–2004. Iteration 1.1. Error Rates for Ethnicity vs. Gender
and Base Pay vs. Gender
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Figure B.3: 2003–2004. Iteration 1.2. Error Rates for Ethnicity vs. Gender
and Base Pay vs. Gender
152
Figure B.4: 2003–2004. Iteration 2.0. Error Rates for Ethnicity vs. Gender
and Base Pay vs. Gender
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Figure B.5: 2003–2004. Iteration 2.1. Error Rates for Ethnicity vs. Gender
and Base Pay vs. Gender
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Figure B.6: 2003–2004. Iteration 2.2. Error Rates for Ethnicity vs. Gender
and Base Pay vs. Gender
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Figure B.7: 2003–2004. Iteration 3.0. Error Rates for Ethnicity vs. Gender
and Base Pay vs. Gender
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Figure B.8: 2003–2004. Iteration 3.1. Error Rates for Ethnicity vs. Gender
and Base Pay vs. Gender
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Figure B.9: 2003–2004. Iteration 3.2. Error Rates for Ethnicity vs. Gender
and Base Pay vs. Gender
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Appendix C
Graphs for Repeated Program Runs All
Hispanic Math Teachers 2003–2004
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Figure C.1: 2003–2004. Iteration 1.0. Error Rates for Ethnicity vs. Gender
and Base Pay vs. Gender
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Figure C.2: 2003–2004. Iteration 1.1. Error Rates for Ethnicity vs. Gender
and Base Pay vs. Gender
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Figure C.3: 2003–2004. Iteration 2.0. Error Rates for Ethnicity vs. Gender
and Base Pay vs. Gender
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Figure C.4: 2003–2004. Iteration 2.1. Error Rates for Ethnicity vs. Gender
and Base Pay vs. Gender
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Figure C.5: 2003–2004. Iteration 3.0. Error Rates for Ethnicity vs. Gender
and Base Pay vs. Gender
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Figure C.6: 2003–2004. Iteration 3.1. Error Rates for Ethnicity vs. Gender
and Base Pay vs. Gender
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Appendix D
Graphs for Repeated Program Runs All
Hispanic Math Teachers 2006–2007
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Figure D.1: 2006–2007. Iteration 1.0. Error Rates for Ethnicity vs. Gender
and Base Pay vs. Gender
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Figure D.2: 2006–2007. Iteration 1.1. Error Rates for Ethnicity vs. Gender
and Base Pay vs. Gender
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Figure D.3: 2006–2007. Iteration 2.0. Error Rates for Ethnicity vs. Gender
and Base Pay vs. Gender
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Figure D.4: 2006–2007. Iteration 2.1. Error Rates for Ethnicity vs. Gender
and Base Pay vs. Gender
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Figure D.5: 2006–2007. Iteration 3.0. Error Rates for Ethnicity vs. Gender
and Base Pay vs. Gender
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Figure D.6: 2006–2007. Iteration 3.1. Error Rates for Ethnicity vs. Gender
and Base Pay vs. Gender
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