Abstract. We study the complexity of the reachability problem for a new subclass of Petri nets called simple-circuit Petri nets, which properly contains several well known subclasses such as conflict-free, BPP, normal Petri nets and more. A new decomposition approach is applied to developing an integer linear programming formulation for characterizing the reachability sets of such Petri nets. Consequently, the reachability problem is shown to be NP-complete. The model checking problem for some temporal logics is also investigated for simple-circuit Petri nets.
capable of decreasing the token count of a minimal circuit, and such circuits are called -circuits. Our new PN class, called simple-circuit Petri nets (sc-PNs, for short), consists of those in which each minimal circuit is either a -circuit, or a ⊕-circuit which is not properly included in any non-⊕-circuit. By relaxing the constraints on circuits, our sc-PNs properly contain that of conflict-free, normal, trap-circuit, extended trap-circuit, and BPP-nets as Figure 1 indicates.
To analyze sc-PNs, the technique of the so-called decomposition approach is used. Given a computation σ of a PN, the basic idea is to rearrange σ into some canonical form σ 1 σ 2 · · · σ n with each of them being of some 'simpler form'. By a 'simpler form' we mean the sub-PN induced by each of the segments has its reachability set characterizable by certain well-understood and easily solvable formulations, such as ILP. For cases, we can also place a bound on the number of segments in the above canonical computation. Demonstrating the applicability of the decomposition approach to sc-PNs is another contribution of our work. It is worthy of noting that our analysis yields an ILP formulation for the reachability problem in which the initial and final markings are regarded as parameters, as opposed to being constants as in many of the traditional reachability analysis of PNs. The complexity of model checking with respect to a number of temporal logics is also investigated.
Preliminaries
A Petri net is a 3-tuple (P, T, ϕ), where P is a finite set of places, T is a finite set of transitions, and ϕ is a flow function ϕ : (P × T ) ∪ (T × P ) → {0, 1}. A marking is a mapping µ : P → N . Pictorially, Petri net is a directed, bipartite graph consisting of two kinds of nodes: places (represented by circles within which each small black dot denotes a token) and transitions (represented by bars or boxes). See Figure 1 for an example.
A transition t ∈ T is enabled at a marking µ iff ∀p ∈ P , ϕ(p, t) ≤ µ(p). If a transition t is enabled, it may fire by removing a token from each input place and putting a token in each output place. We then write µ
, where (P, T, ϕ) is a PN, and µ 0 is called the initial marking. Throughout the rest of this paper, the word 'marked' will be omitted if it is clear from the context. By establishing an ordering on the elements of P and T (i.e., P = {p 1 , ..., p k } and T = {r 1 , ..., r m }), we can view a marking µ as a k-dimensional column vector with its i-th component being µ(p i ), and # σ as an m-dimensional vector with its jth entry denoting the number of occurrences of transition r j in σ.
The reachability set of P with respect to µ 0 is the set R(P,
The reachability problem is that of, given a marked PN P (with initial marking µ 0 ) and a marking µ, deciding whether µ ∈ R(P, µ 0 ).
For ease of expression, the following notations will be used. Let σ, σ be transition sequences, p a place, and t a transition. 
• p={t|ϕ(t, p) ≥ 1, t ∈ T } is the set of input transitions of p;
• t={p|ϕ(p, t) ≥ 1, p ∈ P } is the set of input places of t.
to denote the set of places (resp., transitions) in c, and tr(c) to represent the sequence t 1 t 2 · · · t n . We define the token count of circuit c in marking µ to be µ(c) = p∈P c µ(p). A circuit c is said to be tokenfree in µ iff µ(c) = 0. Given two circuits c and c , c is said to be included (resp., properly included) in c iff P c ⊆ P c (resp., P c ⊂ P c ). We say c is minimal iff it does not properly include any other circuit. Circuit c is said to be a
In words, every pair of neighboring circuits in (2) c is a ⊕-circuit and if c properly includes c, c must be a ⊕-circuit as well. To the best of our knowledge, the class of sc-PNs defined in this paper is new. Notice that being simple-circuit is a 'structural property' which is independent of the initial marking.
The interested reader is referred to [13] for more about PNs.
Decomposition is one of the few useful techniques for analyzing various subclasses of PNs, as demonstrated in [4, 5, 7, 14, 17, 18] and more recently in [3] . Given a computation µ 0
.., σ n is of some 'simpler form.' What a 'simpler form' means is that if we define
, and ϕ| Ti is the restriction of ϕ to (P ×T i )∪ (T i × P )) to be a sub-PN induced by segment σ i (1 ≤ i ≤ n), then reachability in P i is easily solvable. Two notable examples are the classes of normal PNs and BPP nets, for which the decomposition approach gives rise to an ILP formulation for reachability. Since sc-PNs admit both circuit types found in normal and BPP PNs, a detailed description of how the decomposition is performed for these two sub-classes is in order. For simplicity, we write ILP (P, µ 0 , µ) to denote an instance of ILP for checking whether µ is reachable from µ 0 in P. The idea behind the decomposition analysis of normal PNs is illustrated in Figure 2 . The rearrangement σ 1 σ 2 · · · σ n of σ is such that if σ = t 1 σ 1 t 2 σ 2 · · · t n σ n where t 1 , t 2 , ..., t n mark the first occurrences of the respective transitions in σ (i.e., t i ,
Decomposition Approach for Normal PNs
This, in conjunction with the fact that n ≤ |T | allows the reachability problem to be solved by ILP. See [7] for more details.
Decomposition Approach for BPP-nets
The idea of rearranging an arbitrary computation in a BPP-net into a canonical one is explained using Figure 3 . It was shown in [18] that the above decomposition allows us to formulate reachability as ILP. A similar strategy has been applied to the so-called extended trap-circuit PNs which subsume BPP-nets [17] .
Characterizing sc-PNs Computations using ILP
(1) Stemming from the idea of Section 3.1, the decomposition is constructed stage-by-stage (Figure 4 ) as a sequence of sub-PNs P 1 , · · · , P n where
.., t n are chosen the same way) Unlike normal PNs where reachability in P i can be completely captured by the state equation, a more involved procedure to further decompose σ i is needed. (2) For stage i, we carry out the following steps:
(2.1) Apply a strategy similar to that of Section 3.2 to rearrange σ i such that once a ⊕-circuit c covered by σ i is enabled , then use c as a 'seed' to grow the largest collection C of connected circuits covered by σ i (see Figure 3 for a similar demonstration). (Guaranteed by Lemma 2). ., all the circuits c 1 , c 2 , . .., c z are covered by σ.), and 
not cover any ⊕-circuit that shares some place with ⊕-circuits in C (i.e., C is a largest collection of connected circuits.),
and (3) µ 1 δ 1 ) . α. We let X be {p|p ∈ • t, µ 4 (p) = 0, t ∈ T r(β)}. i.e., X consists of those input places of transitions in T r(β) that are token-free in µ 4 . We now make the following observations:
There must be some place r in X such that either (i)
. And for each such r, ∃t 2 ∈ T r(δ 1 α) such that r ∈ • t 2 . (Assume, to the contrary, that neither (i) nor (ii) holds. In σ, let f be the first transition depositing a token into some place in X. Since f ∈ T r(δ 1 α), one of f 's input places, say g, must be in X. In this case, place g could never have possessed a token along σ to the marking at which f is fired -a contradiction. The existence of a t 2 results from µ 4 (r) = 0.) Let R be the set of all places r satisfying Observation 2(i) or (ii) above. We are to show that at least one place in R must be along a circuit consisting of some places in X and some transitions in T r(β). Suppose, to the contrary, that none of R is on a circuit; then there must be an s ∈ R such that s cannot be reached from the remaining places in R through places in X and transitions in T r(β). For s, let t 3 be a transition guaranteed by Observation 1 above. Due to the selection of s, t 3 could never have been fired in σ since
• t 3 ∩ X would never possess a token (because none of the input places of t 3 is in R, and due to the definition of s, none of R is capable of supplying a token to
• t 3 directly or indirectly) -a contradiction. Intuitively, one can think of R as places through which tokens are 'pumped' into the sub-PN consisting of places in X and transitions in T r(β).
Let r ∈ R be a place on a circuit, say c, and t 2 (guaranteed by Observation 2) be a transition in δ 1 α removing a token from r. (Note c is token-free in µ 4 .) Due to Assumption (d) of the lemma, c is not a -circuit; otherwise, c would not have become token-free in µ 4 . Now c is a ⊕-circuit whether it is a minimal circuit or not. (It clearly holds if c is minimal; otherwise, due to Condition (2) in the definition of sc-PNs, c again must be a ⊕-circuit.) If t 2 is in δ 1 (which comprises only circuits from C), then c must have shared some place with one of the circuits in C -violating Assumption (b) of the lemma. If t 2 is in α, then r is marked during the course of the computation α, which implies that c should have been added to α -violating the assumption about α being longest.
By repeatedly applying the above cut-and-paste strategy, we can construct the decomposition within a stage (e.g., stage i in Figure 4 ) as the following lemma indicates. One of the keys in this lemma lies in that the sub-computation linking two neighboring ⊕-circuit collections (see α i 1 in Figure 4 , for instance) constitutes a normal sub-PN. Due to space limitations, the proof details are omitted. 
, where π 
satisfy those conditions stated in Lemma 3. To set up the ILP (P, µ 0 , µ), we begin by guessing the sequence t 1 , · · · , t n to capture t i = head(σ i ). The associated inequalities are: 
, there shall be some markings,
−→ µ i . Now,we are able to set up the following linear inequalities to capture the above PN computation: Lemma 4) Due to space limitations, the remaining details are omitted.
It is also known that the reachability problem for either normal or BPP-nets is NP-hard, and hence the following holds. 
Model Checking
EF is the fragment of unified system of branching time allowing only EF operators (and their duals), but not EG operators. For labeled PNs P=(P, T, ϕ, l), l is a labeling function l : T → Σ (a set of labels), each formula φ in logic EF is of the form: φ ::= true | ¬φ | φ 1 ∧ φ 2 | E(a)φ | EF φ, where a ∈ Σ. A marking µ satisfying a formula φ, denoted by µ |= φ, is defined inductively as follows.
µ |= true always holds µ |= ¬φ iff ¬(µ |= φ) µ |= φ 1 ∧ φ 2 iff µ |= φ 1 and µ |= φ 2 µ |= E(a)φ iff ∃ µ such that µ t −→ µ and µ |= φ, for some t with l(t) = a µ |= EF φ iff ∃ a path µ 1 −→ µ 2 −→ µ 3 · · · such that µ = µ 1 and ∃i ≥ 1 µ i |= φ A labeled PN P=((P, T, ϕ, l), µ 0 ) is said to satisfy a formula φ iff µ 0 |= φ. In [2] , EF has been augmented with Presburger formulas and is called EF+Pres for which model checking is decidable for BPP-nets ( [2] ). For EF, model checking for BPP-nets is PSPACE-complete ( [12] ). In what follows, we supplement the results of [2, 12] by showing that for sc-PNs, model checking a fragment of EF+Pres can be equated with solving a systems of linear inequalities, thus yielding an NP algorithm. LetẼF + P res be a fragment of EF+Pres with the ¬ operator being applied only to formulas without E(a) and EF operators.
Theorem 4. ForẼF + P res, the model checking problem for sc-PNs is NPcomplete.
Proof. Omitted.
Similar strategies can be used to derive complexity of model checking for a linear-time temporal logic defined in [6] , and path formulas defined in [16] .
