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Basic, local kinetic theory of ion temperature gradient driven (ITG) mode, with adiabatic electrons
is reconsidered. Standard unstable, purely oscillating as well as damped solutions of the local
dispersion relation are obtained using a bracketing technique that uses the argument principle. This
method requires computing the plasma dielectric function and its derivatives, which are implemented
here using modified plasma dispersion functions with curvature and their derivatives, and allows
bracketing/following the zeros of the plasma dielectric function which corresponds to different roots
of the ITG dispersion relation. We provide an open source implementation of the derivatives of
modified plasma dispersion functions with curvature, which are used in this formulation. Studying
the local ITG dispersion, we find that near the threshold of instability the unstable branch is rather
asymmetric with oscillating solutions towards lower wave numbers (i.e. drift waves), and damped
solutions toward higher wave numbers. This suggests a process akin to inverse cascade by coupling
to the oscillating branch towards lower wave numbers may play a role in the nonlinear evolution
of the ITG, near the instability threshold. Also, using the algorithm, the linear wave diffusion is
estimated for the marginally stable ITG mode.
I. INTRODUCTION
A. Background
Ion temperature gradient driven (ITG) mode was stud-
ied in great detail over the years in light of its relevance
for transport in magnetized fusion devices[1–3]. A basic
formulation of the kinetic ITG that has been studied in
the past is a local, electrostatic description based on the
gyrokinetic equation[4–6] for ions, with adiabatic elec-
trons, where the linear problem boils down to finding the
roots of the plasma dielectric function ε (ω,k) numeri-
cally.
Kinetic waves in electrostatic plasmas in general, can
be described using the so-called plasma dispersion func-
tion [7]. The cylindrical ITG mode for instance, can
be formulated completely in terms of plasma dispersion
functions[8]. The advantage of such a formulation is that,
the plasma dispersion function is linked to the complex
error function and there exists efficient methods for its
computation[9].
Recently, a similar, numerically efficient reformulation
of local ITG in terms of curvature modified plasma dis-
persion functions was proposed [10], which is equivalent
to the formulation in Refs. [11, 12]. These functions,
dubbed Inm (ζα, ζβ , b), and defined for Im [ζα] > 0 as:
Inm (ζα, ζβ , b) ≡
2√
pi
ˆ ∞
0
dx⊥
ˆ ∞
−∞
dx‖
xn⊥x
m
‖ J
2
0
(√
2bx⊥
)
e−x
2(
x2‖ +
x2⊥
2 + ζα − ζβx‖
) , (1)
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can be written as a 1D integral of a combination of
plasma dispersion functions, instead of the two dimen-
sional integral shown above. Note that, since these func-
tions have been formulated with built-in analytical con-
tinuation, a dispersion relation, written with these func-
tions, can be used to describe oscillating and damped
solutions as well as unstable ones.
In this paper, we extend the space of curvature
modified plasma dispersion functions by including their
derivatives [i.e. Jnm (ζα, ζβ , b) ≡ − ∂∂ζα Inm (ζα, ζβ , b)],
defined as
Jnm (ζα, ζβ , b) ≡
2√
pi
ˆ ∞
0
dx⊥
ˆ ∞
−∞
dx‖
xn⊥x
m
‖ J
2
0
(√
2bx⊥
)
e−x
2(
x2‖ +
x2⊥
2 + ζα − ζβx‖
)2 , (2)
and use these functions in order to compute the deriva-
tives of the plasma dielectric function ε (ω,k) with re-
spect to the angular frequency ω. This allows the use of
a root finding alogrithm based on the argument princi-
ple as discussed for instance in Ref.[13] (similar to the
method used in the quasi-linear solver QualiKiz[14] and
detailed in Ref. [15]), which allows us to obtain both
unstable and stable roots.
Notice that in most cases, the stable roots are con-
sidered to have a negligible effect on transport and are
therefore ignored. However, from a simple quasi-linear
theory (QLT) point of view, this is clearly not permis-
sible, since as the nonlinear interactions appear, so does
the transfer of energy to stable or damped modes. How-
ever, from a renormalized QLT perspective -à la Balescu
[16], which is actually how the use of QLT to estimate
transport is really justified- it is unclear whether one may
use a single dominant (but renormalized) mode, or one
still has to consider a coupling of a number of stable
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2and unstable modes (even if each one of those modes are
modified due to nonlinear effects, via mechanisms such as
eddy damping). This may be crucial in particular if after
renormalization, the most unstable (or the least damped)
mode for a given wave-vector becomes subdominant to a
previously subdominant mode.
The rest of the paper is organized as follows. In sec-
tion II, the local ITG dispersion relation is recalled using
curvature modified plasma dispersion functions, Inm’s.
Then, in subsection b), derivatives of the curvature mod-
ified dispersion functions are defined as Jnm’s, and the
derivative of the plasma dielectric tensor is written in
terms of Jnm’s. In Section III, methods and examples,
first an efficient and accurate method for finding and trac-
ing the roots of the dispersion relation is introduced in
subsection a), and then an example of linear wave dif-
fusion of an unstable mode into linearly stable region is
considered and the diffusion coefficient is estimated. Sec-
tion IV is results and conclusion.
II. FORMULATION
A. Linear Dispersion Using Inm’s:
A basic description of local kinetic ITG in the electrostatic limit, with adiabatic electrons is based on the gyrokinetic
equation [5, 6, 17] for the non-adiabatic part of the fluctuating distribution function for the ions:
∂
∂t
δg+
[
v‖
B∗
B
+
µ
eB
bˆ×∇B
]
· ∇δg = e
Ti
F0
∂
∂t
〈δΦ〉 − F0 bˆ
B
×∇〈δΦ〉 ·
[
1
n
∇n+
(
E
T
− 3
2
)
1
T
∇T
]
. (3)
This is then complemented by the quasi-neutrality relation (ne = ni), with adiabatic electrons:
e
Te
Φ = −eΦ
Ti
+
ˆ
J0δgd
3v . (4)
Taking the Laplace-Fourier transform of (3) in the form δgk,ω (v) =
´
e−iωt+ik·xδg (x,v, t) and solving for δgk,ω and
substituting the result into (4), we obtain the dispersion relation in the form:
ε (ω,k) ≡ 1 + 1
τ
−
 1√2piv3ti
ˆ (ω − ω∗Ti (v)) J0
(
v⊥k⊥
Ωi
)2
(
ω − v‖k‖ − ωDi 12
(
v2‖
v2ti
+
v2⊥
2v2ti
))e− v22v2ti v⊥dv⊥dv‖
 = 0 , (5)
where ε (ω,k) is the plasma dielectric function,
ω∗Ti (v) ≡ ω∗i
[
1 +
(
v2
2v2ti
− 3
2
)
ηi
]
,
and ωDi = 2LnR ω∗i. Using ω/ |ky| → ω, and ωD/ |ky| →
ωD, the dispersion relation (5) can be written as:
ε (ω,k) ≡1 + 1
τ
+
1
ωDi
(
I10
[
ω +
(
1− 3
2
ηi
)]
+ (I30 + I12) ηi
)
= 0 (6)
where Inm ≡ Inm
(
− ωωDi ,−
√
2k‖
ωDiky
, b
)
. The advantage of
this particular form is that the explicit scaling of ω with
ky is removed, so that we can define a region in ω space
to search for roots, and do not need to scale it with ky.
As discussed in detail in Ref. 10, the Inm’s can be
written as a single integral:
Inm (ζα, ζβ , b) =ˆ ∞
0
s
n−1
2 Gm (z1 (s) , z2 (s)) J0
(√
2bs
)2
e−sds ,
(Im [ζα] > 0)
using the straightforward multi-variable generalization of
the standard plasma dispersion function:
Gm (z1, z2, · · · , zn) ≡ 1√
pi
ˆ ∞
−∞
xme−x
2∏n
i=1 (x− zi)
dx (7)
with
z1,2 (s) =
1
2
(
ζβ ±
√
ζ2β − 2 (s+ 2ζα)
)
. (8)
Note that, using Eqns. 4 and 6 of Ref. 10, we can write
the Gm (z1, z2) in terms of the standard plasma disper-
sion function as:
3Gm (z1, z2) =
1√
pi (z1 − z2)
[
zm1 Z0 (z1)− zm2 Z0 (z2)
+
m∑
k=2
(
zk−11 − zk−12
)
Γ
(
m− k + 1
2
)]
, (9)
which was then implemented using a 16 coefficient Wei-
deman method [18], in the form of an open source fortran
library [http://github.com/gurcani/zpdgen] with a
python interface.
As discussed in Refs. 11 and 12. In addition to the in-
tegral in (6), the analytical continuation requires adding
a residue contribution, which can be computed as
∆Inm (ζα, ζβ , b) = −i
√
pi2
(n+3)
2 w
n
2
ˆ 1
−1
dµ
(
1− µ2) (n−1)2 (µ√w + ζβ
2
)m
J20
(
2
√
b (1− µ2)w
)
e
−2(1−µ2)w−
(
µ
√
w+
ζβ
2
)2
×

0 ζαi > 0 or wr < 0
1
2 ζαi = 0 and wr > 0
1 ζαi < 0 and wr > 0
where w = ζ
2
β
4 − ζα and ζαi = Im (ζα) and wr = Re [w].
With this, Inm = I
′
nm + ∆Inm [where I
′
nm is the integral
in (6)] is defined everywhere on the complex plane.
B. Derivatives of Inm’s
Similarly the derivatives as defined by the relation
Jnm (ζα, ζβ , b) ≡ − ∂
∂ζα
Inm (ζα, ζβ , b)
can be written using
Jnm (ζα, ζβ , b) =ˆ ∞
0
ds
[
s
n−1
2 Gm (z1, z2, z1, z2) J0
(√
2bs
)2
e−s
]
,
(Im [ζα] > 0) (10)
with repeating variables z1 = z1 (s) and z2 = z2 (s) as
given in (8). Since the ζα dependence is through z1 and
z2, we can use (8) to compute the derivatives , acting
d
dζα
= 1(z1−z2)
(
d
dz2
− ddz1
)
on (9), in order to obtain:
Gm (z1, z2, z1, z2) = − d
dζα
Gm (z1, z2) =
1
(z1 − z2)2
{
1√
pi
m∑
k=2
[
(k − 1) (zk−21 + zk−22 )− 2 (zk−11 − zk−12 )(z1 − z2)
]
Γ
(
m− k + 1
2
)
− 2 (zm1 + zm2 ) + Z0 (z1) zm−11
(
m− 2z21 −
2z1
(z1 − z2)
)
+ Z0 (z2) z
m−1
2
(
m− 2z22 +
2z2
(z1 − z2)
)}
.
(11)
We also have to compute the derivatives of the residue contribution ∆Inm, which we dub ∆Jnm (note that, this is
derivative of the residue and not the residue of the derivative), and can be written as:
∆Jnm =− i
√
pi2
n+3
2
ˆ 1
−1
{(
n
2w
+
µm
2µw +
√
wζβ
− 2 + µ2 − ζβ
2
µ√
w
)
J20
(
2
√
b (1− µ2)w
)
− 2
√
b (1− µ2)
w
J0
(
2
√
b (1− µ2)w
)
J1
(
2
√
b (1− µ2)w
)}
wn/2
(
1− µ2)n−12 (µ√w + ζβ
2
)m
e
−2(1−µ2)w−
(
µ
√
w+
ζβ
2
)2
dµ×

0 ζαi > 0 or wr < 0
1
2 ζαi = 0 and wr > 0
1 ζαi < 0 and wr > 0
(12)
where we used the definition ∆Jnm = − ddζα∆Inm =
d
dw∆Inm. Finally, Jnm = J
′
nm + ∆Jnm where J
′
nm is
the integral given in (10) with (11).
Using these Jnm functions, which denote derivatives of
4Figure 1. The way the bracketing algorithm isolates the roots
of the plasma dielectric function (6) to a desired rectangle size.
Shaded rectangles contain no roots and so are immediately
abandoned. The roots, which are depicted by x’s are found
using a least square optimization, where the midpoint of the
final rectangle is used as the initial guess, and the rectangle
itself is used as a boundary. The case that is shown here is
ky = 0.8, which is usually used as the reference ky.
the curvature modified plasma dispersion functions with
respect to the first variable, the derivative of the plasma
dielectric function can be written as:
∂
∂ω
ε (ω,k) ≡ 1
ωDi
I10 +
1
ω2D
(
J10
[
ω +
(
1− 3
2
ηi
)]
+ (J30 + J12) ηi
)
. (13)
where Jnm ≡ Jnm
(
− ωωDi ,−
√
2k‖
ωDiky
, b
)
, and ω and ωD are
normalized to |ky| for convenience.
III. METHODS AND EXAMPLES
A. Finding and tracking stable and unstable
solutions
Fixing the values of plasma parameters such as ηi,
R/Ln and τ , we can solve (6) for ω, for a given k. In
practice we fix k‖ and kx and consider ω as a function
of ky. While there are many different ways of achieving
this numerically, we have developed a simple algorithm
for bracketing, solving and then tracing each root of the
solution. Generally we pick a reference ky value, where
we think the roots are reasonably distinct (choosing this
reference ky may require trial and error). Then we use
an algorithm very similar to the one outlined in Ref. 13
in order to bracket each solution as shown in Fig. 1, with
an initial rectangle that covers only the ωr < 0 part of
the complex plane avoiding the line ωr = 0, where there
Figure 2. Growth rates γ (solid lines), and frequencies ω
(dashed lines) as functions of ky, for the first four roots of
the local, kinetic ITG dispersion relation as defined in (6),
where each color denotes a seperate root. Note that around
ky = 2.5, the second root becomes less damped than the
unstable branch.
is a branch cut. In fact a desired number of roots (i.e.
Nr) are specified so that the algoritm repeats itself with
larger and larger rectangles (always avoiding the branch
cut) until the desired number of roots fall within the rect-
angle. This gives us Nr rectangles with a root in each
one. Then, a basic least square optimization is used to
locate the exact root within each rectangle. Note that a
small buffer is added around the boundary of the rect-
angle in order to succeed in cases where the point falls
exactly on the boundary of the rectangle (e.g. third root
from above in Fig. 1).
When the ky is varied, a new rectangle is defined for
each Nr root, using the solutions from one of the pre-
vious steps (i.e. nearest ky, for which ω have already
been computed), with a predefined rectangle size (i.e. if
ky resolution is high enough, the rectangle sizes can be
very small and there are virtually no intersections), and
the least square optimization is used again to find the
new solutions in each rectangle. This allows us to trace
curves in ω = ω (ky), which help distinguish different
roots. Note that tracking ω as a function of ky instead
of repeating the bracketing step each time, saves a huge
amount of computation time. Such an approach would
be useful also in quasilinear transport modelling geared
towards speed[14].
In any case, bracketing is necessary in order to isolate
the different roots of (6). Since the algorithm relies on
the argument principle
˛
C
∂
∂ω ε (ω,k)
ε (ω,k)
dω = 2pii (N − P )
where N and P are the number of poles and zeros in
the closed contour defined byC, we use (13) in order to
5Figure 3. Growth rate γ (solid line), and frequency ω (dashed
lines) as functions of ky, for the dominant root of the ITG
dispersion relation near the threshold of instability (i.e. ηi =
0.68). Note that the damped modes in this case, are strongly
damped (i.e. γd < −0.2) as compared to the unstable mode.
compute the derivative of the plasma dielectric function
analytically.
Using this method, the growth (and damping) rates
as well as frequencies for the reference shot studied in
Ref. 11 (i.e. ηi = 2.5, Ln/R = 0.2, τ = 1.0 and k‖ =
0.01) is shown in Fig. 2. It is remarkable that for these
parameters, around ky = 2.5, the second root becomes
less damped than the unstable branch. Since trapped
electron physics is ignored, the second root never actually
becomes unstable.
Another interesting observation about the nature of
the roots of this particular limit of the gyrokinetic equa-
tion, is that near the instability threshold (slightly above,
or slightly below), one observes a region to the left (in ky
space) of the linearly most unstable (or the least damped)
mode, where the solution becomes a propagating wave in
the electron diamagnetic direction (i.e. ω > 0) as seen in
Fig. 3. This is the drift wave (DW) branch, that is mod-
ified due to the weak ion temperature gradient. This is
not a surprise, since the equations considered in this pa-
per should recover the drift wave limit as the ITG drive
disappears.
B. Example: Linear diffusion near marginality
For a given set of plasma parameters, ηi determines the
stability of the ITG mode. Considering ηi as a function
of x , for instance of the form ηi (x) = ηic + δηi
[
x−x0
x1−x0
]
,
we can define a resonable description of an unstable re-
gion next to a stable region. The issue of turbulence
spreading into the unstable region is a complex one and
is out of the scope of the current paper. Here we dis-
cuss how a monochromatic wave, propagating mainly in
the y direction can diffuse in the radial direction due to
∂2γk/∂k
2
x being finite and negative. Consider the evo-
lution of the amplitude of ITG mode near its stability
boundary. Close enough to the marginal stability, only a
single mode will be linearly unstable. We can write the
general two scale evolution equation for the amplitude of
that mode in the form
(∂t + vgi∂i) Ik − 2γkx,kyIk −Dij∂ijIk + γn`I2k = 0 (14)
Here I = |Φk|2 is the intensity of the most unstable mode,
vgi = ∂ωk/∂ki, Dij = −∂2γkx,ky/∂ki∂kj and γn` is the
nonlinear damping via mode coupling or coupling to large
scale flows, whose origin is, again, out of the scope here.
Nonetheless, the local mixing length estimate would sug-
gest γn` ∼ 2k2⊥. Note that the most unstable mode has
∂
∂kx
γ = ∂∂ky γ = 0 , by definition and has ωk ≈ 0 for the
ITG mode near marginality. In addition it is also true
that ∂ω/∂kx  ∂ω/∂ky, near the stability boundary.
Eqn. (14) is a linear Fisher-Kolmogorov equation[19]
similar to the one discussed in the study of formation of
subcritical turbulence fronts[20]. Moving to the group
velocity frame in the y direction, and considering mainly
the diffusion in the x direction, we get:
∂tI − 2γk (x) I −Dxx∂xxI + γn`I2 = 0 (15)
Using θ = kxsˆky , with ωD → ωD (cos θ + sˆθ sin θ) and b =
k2⊥ = k
2
y + k
2
x in (5), in order to get the kx dependence
of the growth rate, we can obtain the growth rate and
frequency as a function of kx, x and ky as show in Fig. 4.
This allows us to compute a linear diffusion coefficient via
Dxx = −∂2γ/∂k2x, which can be estimated to be around
Dxx ≈ 0.1, near the the marginal point. More generally,
the methodology that we have developed above allows us
to determine the coefficients of (15) - except γn`.
IV. RESULTS AND CONCLUSION
The method outlined in this paper allows us to solve
the local linear gyrokinetic equation with adiabatic elec-
trons and background density and ion temperature gra-
dients as in (3-4) for stable and unstable roots using gen-
eralized plasma dispersion functions as seen in Fig. 2.
It can be used to study the behaviour of the ITG mode
near ηi = ηic for the instability (i.e. ηic = 2/3 for small
enough R/Ln), where the subcritical solution becomes a
propagating wave in the electron diamagnetic direction
(i.e. ω > 0) as seen in Fig. 3. This is the drift wave (DW)
branch, that is modified due to the weak ion temperature
gradient.
The existence of a drift wave with γ = 0, has important
implications for subcritical turbulence, especially when
one considers a stable region next to an ITG unstable re-
gion. In such a scenario, the ITG that is generated at the
unstable region with higher wavenumbers (say around
ky ∼ 0.3 − 0.5) can couple to drift waves in the sta-
ble region, which has the nice property of having γ = 0
6Figure 4. Profiles of a) the growth rate γk as a function of position (x-axis) and ky (y-axis) at kx = 0, b) the real frequency as
a function of position (x-axis) and ky (y-axis) at kx = 0, c) the growth rate γk as a function of position (x-axis) and kx (y-axis)
at ky = kyc, where kyc is the most unstable wavenumber at x = kx = 0, d) the growth rate γk as a function of kx at ky = kyc
and x = 0. The box shows the marginal point. As can be seen in a) and b), the growth rate γ = 0 to the left of the marginal
point (i.e. for which ηi < ηic), where the frequency is positive (i.e. electron diamagnetic direction).
(rather than negative) even when the ηi is below criti-
cal. In this case the wave diffusion (as discussed above
due to d2γ/dk2x) or nonlinear spreading due to turbulent
diffusion of broadband turbulence[21] is easier, since the
subcritical region does not act as a sink.
It is also worth discussing the possibility of asymme-
try in three wave couplings near the threshold of the
ITG instability. In the standard picture of triadic in-
teractions, the middle wave-number of a triad gives its
energy to larger and smaller wavenumbers, this normally
contributes equal amount to forward and backward cas-
cades. However since the higher ky ’s are damped but
lower ky’s are not, the energy would travel towards the
drift wave branch naturally. Notice that near marginal
stability, the frequencies are such that it is easy to sat-
isfy the resonance conditions with a positive frequency
for the drift wave, and the negative frequency for the
damped higher-ky ITG mode with ω ≈ 0 for the pump.
This may explain how the free energy can be transfered
to low ky in a process similar to -but intrinsically different
from- the inverse cascade.
The approach, developed in this paper, can be ex-
tended to a renormalized version of the plasma dielectric
function[22]. However, since both the careful implemen-
tation and the detailed analysis of the physics results of
such a formulation requires dedicated effort, we leave this
to future studies.
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