Abstract-Mood of music is considered as one of the most intuitive criteria for listeners, thus this work is focused on the emotional content of music and its automatic recognition. The research study presented in this work contains an attempt to music emotion recognition including audio parameterization and rough sets. A music set consisting of 154 excerpts from 10 music genres was evaluated in the listening experiment. This may be treated as a ground truth. The results achieved indicated a strong correlation between subjective results and objective descriptors and on that basis a vector of parameters related to mood of music was created. On the other hand, rough set-based processing was applied to derive reducts containing the most promising features in the context of mood recognition, as well as confusion matrices of the mood recognition. Both approaches indicate strong relationship between objective descriptors and subjective evaluation of mood of music.
INTRODUCTION
n music perception studies many different classifications and systems that describe music components are defined. Levitin [1] observed that from the listener's perspective there are seven major elements of music: loudness, pitch, melody, harmony, rhythm, tempo, and meter. These components are significant for discussion related to emotions included in music. The conventional approach to studying music emotion perception or to assigning music genre consists in subjective tests, in which a number of listeners evaluate a given music excerpt, and then these results are analyzed using statistical processing. This process is very lengthy and arduous, and does not always return reliable results, as mood and emotion are often treated by the listeners as interchangeable terms. Even such a notion as "music genre" may not precisely be defined, but still it plays an essential role in music appreciation and cognition. Mood plays an important role in music interpretation and annotation. Still, even though mood is an intuitive way of music describing, it is very difficult to find an exact correlation between physical features and perceived mood, which is necessary to make the annotation process automatic. This way, mood could automatically be added to music recommendation systems [2] , [3] .
Music as a form of art is perceived and interpreted in many different ways. It contains layers of music composition This work was supported by Gdansk University of Technology elements, emotions that may elicit different meanings, references to other pieces and other elements that are difficult to define and interpret. On the other hand, music can be treated as an audio signal and parameterized according to its temporal and spectral characteristics. The relationship between music described by music features and parameters derived from the signal is very difficult to find. The researchers' task is to identify parameters that are related to those features.
As already mentioned, with the growth of accessible digital music libraries over the past decade, there is a need for research into automated systems for searching, organizing and recommending music. Therefore, the aim of this study is to find a correlation between subjective evaluation of music mood and objective data processing. For that purpose, the rough set-based [4] , [5] analysis is carried out, employing the Rough Set Exploration (RSES) system [6] , [7] .
The paper is organized as follows; Section II presents the mood model used in this study, list of labels and the principles of the listening tests carried out by the authors, as well as results of mood perception-based evaluation. In Section III correlation analysis is performed for data gathered in the listening tests and in feature vectors that are assigned to the set of 150 music excerpts. As a result, a table is created that contains the most significant parameters correlated to two mood-related features, namely: valence and arousal. Next, the same data are analyzed using the rough set-based processing and then results obtained compared to those presented in Section III. Finally, a short summary is included in Conclusion Section.
SUBJECTIVE EVALUATION

A. Model of Mood of Music
This section includes information with regard to the main experiment that aimed for subjective emotional content evaluation of larger set music. Outcomes from previous experiments [8] - [12] were taken into consideration and affected the final form of this experiment including the model of emotions, music dataset and the experimental procedure.
The test was executed to collect subjective mood evaluation results of a large set of songs using specially designed graphical interface (Fig. 1, for translation see Table  I ). The model of mood of music used in the experiment was proposed by the authors. The main assumptions were that the model has to be intuitive for users and compatible with dimensional models consisting of two dimensions as proposed by Thayer [13] . Since previous stages of the research showed that 2-dimensional model is not very intuitive for listeners, an alternative solution was proposed [10] . The set of mood labels was selected from the Mood Dictionary Associated with Music proposed by the authors [10] Mood labels (originally in Polish) along with their translation can be found in Table I .
Mood descriptors were placed on a 2-dimensional plane, with regards to dimensions retrieved from Multidimensional Scaling (MDS) experiment [11] . This placement is coherent with Thayer's model [13] and Russel's [14] emotion representation. It is also consistent with findings of Brinker et al., [15] and Hevner [16] , who placed mood descriptors on Valence/Arousal (VA) plane. The intensity of color corresponds to the intensity of the particular emotion contained in music. The "white" area placed in the center is considered as a neutral, where no emotional content is included. This concept is also strongly related to fuzzy logic and the concept of "degrees of truth". It includes various states of truth in between 0 (false) and 1 (truth), which is very intuitive, when it comes to evaluation of such a subtle substance as emotions.
B. Listening Procedure
The stages of the test are presented in Fig. 2 . The main part of the test consisted of a series of musical excerpts presented one after another, where listeners were asked to evaluate the mood of music by clicking at the graphical mood representation. It was preceded by a short survey and the level check. The experiment was performed in Polish and its total average duration was approximately 12 minutes. The test was performed using a WEB-based interface. 112 listeners (57 women and 55 man) within age from 16 to 56 (average age 28) participated in the experiment. Majority of the audience reported that they listen to music everyday. 150 tracks were chosen from 10 different music genres, to obtain a diversified set. Chosen music styles were as follows: [17], [18] . A detailed list of music files used in the experiments is available in [9] .
C. Results
Answers provided by subjects were pre-processed and only valid entries were included in the result analysis. A submission was considered as valid, if consisted of 5 to 30 evaluated songs.
Results were analyzed with both dimensional and label approaches. In the dimensional approach answers were analyzed in the polar coordinates. To each field on the graphical interface, the number value was assigned according to the mood intensity (from 0 to 3) and the angle was assigned according to the position of the label. This allowed mapping onto 2D Energy/Arousal plane (Fig. 3) . Achieved results were used as polar and Euclidean coordinates depending on the employed method. Selected results are listed in Table II . Averaged ratings are mostly within range [0,2]. Only for aggressive mood a stronger result was obtained. In this case mood of music might be strongly related to the perceived emotion. Also distribution of music pieces sorted by genre is very interesting.
For pop and rock music, excerpts are distributed in all quadrants of the AV plane. There is no jazz songs in III quadrant. Blues was placed by listeners mostly on the right half of the VA plane (positive) as well as classical, where only two pieces were placed in quadrant III. A similar tendency is observed for country excerpts. Rap & Hip-Hop was considered mostly as music with high arousal and appeared mostly in quadrants I and II but some excerpts are placed in quadrant III.
Distribution of Blues and R&B was quite similar (mostly quadrants I and IV), which might be related to musical similarities and common roots of both genres. Although blues is often considered as very sad music, it was placed on the "positive" half of VA plane.
What is interesting, Dance & DJ excerpts are distributed among all quadrants as well as Pop and Rock. These music genres are very frequent in popular culture, therefore are not strongly related to one and only esthetics or topic but are mixtures of different trends. That is also reflected in values of the standard deviation, which are highest for these genres. Averaged results for each genre are listed in Table II. This  table was used in the rough set-based analysis further on. Detailed results of the listening test are presented in [9] . All observations listed above are important cues for conducting experiments with decision systems. Although they are related to the specific music set, they might represent more general trends due to carefully selecting excerpts for the performed evaluation.
Contrarily, the label analysis was performed, where the number of occurrences of each label was calculated for every song. As a result, each song is described with a 9-element vector, where each position refers to the mood label (Table I) . The value describes the percentage of occurrences of each label. Some songs are described by all listeners with mainly one label, while for other evaluations is spread among the labels. Examples of songs along with their label description are shown in Fig. 4 . 
CORRELATION ANALYSIS
The starting point of the feature vector (FV) content creation for the purpose of automatic mood recognition was examination of previous studies performed in MIR by the authors and their collaborators. Resulted from them was FV applied to two databases, namely ISMIS [18] and SYNAT [9] , [19] - [25] , thus its content may be treated as very thoroughly analyzed. Moreover, the same FV was used in the ISMIS'2011 conference in music competition [18] , in which more than 100 teams participated, thus it may also be treated as a kind of benchmarking. ISMIS is a database of approx. 1300 music excerpts of high quality audio excerpts, collected and divided into six music genres. On the other hand, the SYNAT database is a collection of 52532 pieces of music described with a set of descriptors obtained through the analysis of mp3-quality recordings. For the SYNAT database, the analysis band is limited to 8kHz. The database stores 173-feature vectors, which in majority are the MPEG-7 standard parameters (109). The vector has additionally been supplemented with 20 Mel-Frequency Cepstral Coefficients (MFCC), 20 MFCC variances and 24 time-related 'dedicated' parameters. The SYNAT database was realized by the Gdansk University of Technology (GUT) [19] and music was collected from the Internet. The vector includes parameters associated with the MPEG-7 standard, melcepstral coefficients (MFCC) and is supplemented by the so-called dedicated parameters which refer to temporal characteristic of the analyzed music excerpt. Full list of parameters was shown in the earlier study [12] , [20] .
In addition, parameters from the MIR Toolbox [26] were calculated. This set of parameters contains a lot of information but not necessarily related to mood of music. At previous stages of this study a selection of parameters based on correlation analysis was performed and returned good results, therefore this approach was also applied. Correlation between subjective values of Valence and Arousal and parameters was calculated and therefore a set of features strongly related to mood was created. Only parameters with correlation coefficient higher than 0.50 were included in the final feature vector. Eventually, the feature vector describing mood of music consisted of 16 parameters from SYNAT, listed in Table III and 16 parameters from MIR Toolbox  Table IV . It is worth noting that correlation is slightly stronger with parameters based on music characteristic than from SYNAT, which describe general properties of an audio signal. Description of parameters included in SYNAT can be found in [9] , [12] and features from MIR Toolbox in the MIR manual [26] . 
ROUżH SETS-BASED ANALYSIS
A. Input Data for Rough Sets
As mentioned earlier, the RSES was used in this study. The system generates interpretable results in the form of reducts,
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classification measures, etc., thus it is very useful for the analysis and classification of data. Data for the rough set-based analysis were prepared in various configurations. Table V gathers datasets in a form of decision tables, in which: "Mood label I", " Mood label II", and "Music Genre" are the decision attributes. Averaged values of Valence and Arousal were calculated, and averaged position on the Valence/Arousal plane indicated Mood label I. Mood label II was chosen according to the label analysis, where the number of occurrences of each label was calculated for every song and the label with maximum number of occurrences was chosen. The last column shows music genres. As seen from Table V , not always labels from Mood labels I and II are consistent between each other. Moreover, it is interesting that the position in VA plane does not condition music genre assigned.
Datasets from Table V were analyzed by the RSES system, the returned results are shown in a form of confusion matrices (Tables VI-VIII) , containing true positives (TP), as well as coverage and accuracy measures. Data were randomly split into 60% and 40% subsets for training and testing the classifier. For every dataset a separate set of rules was created by the following procedure: 1. Every parameter value range was discretized by a local variant of Maximum Discernibility discretization method. 2. Reducts were calculated from training subset by the genetic method available in RSES software. 3. Reducts were tested against training subset to create decision rules, based on every object in the subset. 4. Testing subset was classified and accuracy was expressed by calculating a confusion matrix. 
B. Results
As seen from Tables VI-VIII, the rough set-based processing brought satisfying results with a high accuracy and coverage. Total number of tested objects: 60, Total accuracy: 0.879, Total coverage: 0.967. Another set of data containing FVs and assigned Mood label I, Mood label II and music genre for the same 150 music excerpts was called FVs. These data returned confusion matrix (see Table IX ). This dataset was classified by the following 10 reducts, with sizes ranging from 8 features to 11 features, each with positive region of 1.0 (i.e. percentage of objects from training set accurately classified), see Table X .
It should be of interest that reducts contain rhythm-related features belonging to "dedicated" features, such e.g. 1RMS_TCD_10FR_VAR, 2RMS_TCD_10FR_VAR, etc.
This confirms a notion that music genre and related mood rely heavily on rhythmic features of music. Moreover, when comparing the correlation analysis performed (Table III) , it may be seen that similar parameters were derived from this analysis for Valence and Arousal, which are features corresponding to mood of music. As mentioned before other datasets combinations were tested. Two more attempts were made to classify songs: -mood based on "Valence", "Arousal", and music genre features, -genre based on "Valence", "Arousal", and "Mood Label I" features.
Even though, confusion matrices did not bring very satisfying results, i.e. the total accuracy was at level of 0.25 and the total coverage was approx. 0.56, still, the classification performed, based on a majority voting, returned adequate results. 1RMS_TCD, 1RMS_TCD_10FR_VAR, ASE10, ASE17,  ASE20, ASE5, ASEV1, MFCC20, MFCC7, SFM5,  SFMV6   7   1RMS_TCD, 1RMS_TCD_10FR_VAR, 3RMS_TCD,  ASE_MV, ASE10, ASE17, ASE20, MFCC7, SFM5,  SFM7, SFMV6   8   1RMS_TCD, 1RMS_TCD_10FR_VAR,  2RMS_TCD_10FR_VAR, ASC_V, ASE10, ASE12,  ASEV14, MFCC7, SFM15, SFM8, SFMV6   9   1RMS_TCD, 2RMS_TCD_10FR_VAR,  3RMS_TCD_10FR_MEAN, ASC_V, ASE12, ASE22,  ASE27, ASEV14, ASEV17, SFM5, SFM7   10   1RMS_TCD, 2RMS_TCD_10FR_VAR, 3RMS_TCD,  ASC_V, ASE_MV, ASE12, ASE17, ASE27, ASE9,  ASEV1, ASEV17 Finally, the last experiment used a decision table consisted of the joint Synat and MIR Toolbox parameters (derived from the correlation analysis as the ones correlated with mood of music). The decision attribute was Mood Label I. The confusion matrix for this dataset is presented in Table XI . 44 reducts resulted from the processing, each containing 6 to 8 attributes (Fig. 5) . An attribute called Spectral irregularity_mean was the most often used (see Fig. 6 ), also Spectral brightness is among those most often occurring, which confirm the results derived from the correlation analysis (see Table IV ).
Based on these attributes and all training cases a set of rules was generated, containing 2583 rules (Fig. 7) , aimed at precise classification of all 90 training objects. Such a disproportion indicates low quality of approximations, and low generalization, as the test set is classified with total accuracy of only 0.383. 
CONCLUSION
Several subsets were created for mood classification within the study presented. Gathered data contain results of subjective evaluation, which may be treated as ground truth in this type of classification. This means that we treat listeners' opinions, derived from a meaningful statistical analysis, as the starting point in such analyses. However, it should be remembered that listeners may impose their own emotions on those intended by the composer. That's why it would be preferable if the composer's perspective on the emotion content is known. However from the results obtained, distribution of music objects on the VA plane is coherent with findings available in the literature of the subject [27] , reflected by the prior concepts on musical expressiveness.
Data were carefully analyzed using correlation analysis, as well as the rough set-based processing. In the experiments conducted, the authors used the RSES application for testing the effectiveness of recognizing music genres using the rough set theory. It should be observed that reducts containing only a small number of parameters brought very similar results to those obtained in the correlation analysis, among them spectral irregularity mean and spectral brightness features may be found. The latter analysis was performed for two important features describing mood of music, namely valence and arousal. High accuracy and coverage achieved in rough sets processing confirm consistency between dimensional and label interpretation of the proposed model of mood of music.
