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Abstract 
In this paper, the engineering design process is modeled as an optimization problem over the system 
design space, where the goals, desired outcomes, and trade-off preferences of the customer define 
measurable objective functions. In this formulation, customer requirements become constraints that 
define the feasible region of all potential system designs. This paper proposes an implementation of a 
requirement management process that is based on the aforementioned reformulation of the design 
process. The ultimate goals of such a reformulation are to provide a way of viewing the requirements 
that better communicates customer wishes to the design team, to increase customer participation in 
the system definition process, improve adherence to customer wishes when conflicts and trade-off 
situations arise, and to allow for integration of decision making techniques and rationales with the 
requirements discovery and management processes. After describing the proposed requirements 
management model, this paper describes some potential methods of solving non-linear optimization 
problems that may be applied to this formulation of the design process, and under what conditions 
those methods apply. Further case studies are suggested to evaluate this methodology's performance 
against traditional requirements management systems in relation to the metrics described above. 
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1. Introduction 
Complex systems are described to the systems architects by the customer in the form of requirements. 
Requirements state unambiguously what a system should do, and represent the basis of the contract between the 
customer and provider. Design of a system should adhere to the wishes of the customer, and communication with 
the customer improves the ability of the designer to react to changes in the customer wishes and to explain design 
choices to the customer.1 Communication is often improved with the aid of models which represent the system 
accurately while being easier to comprehend than the system as a whole.  
There are a plethora of models which describe the design process itself.2 The model that is used on any particular 
project depends on the wishes of the design organization and customer, as well as the process model, if any, that the 
designer adheres to. The models range from very linear to cyclical. Some models specify work at several levels of 
detail, or discreet states that design moves into, or overlapping processes that can occur simultaneously. Examples 
include the “Vee Model” and the “Waterfall Model.” This paper proposes to formulate the design process as an 
optimization problem, viewing design as finding the best set of parameters that meets certain criteria, where the 
definition of “best” is a customer-defined objective, and the criteria are the requirements that a customer provides 
about what makes an acceptable system.3 This model is not necessarily incompatible with other process models, as 
this model only covers requirements development and design, and leaves other aspects such as implementation and 
verification. 
The optimization model of the design process improves communication in several ways. It abstracts the 
requirements elicitation process into a model that is understandable and communicable to customers, it also connects 
requirements to objectives hierarchies which are commonly used as tools for decision making strategies.7 This 
relationship is shown in the reference implementation. Because objectives hierarchies are themselves connected to 
other decision making tools, like the decision tree, this model can potentially utilize those tools to improve 
requirements analysis. This paper does not explore these options. The final improvement in communication afforded 
by this model of the design process is that it internalizes decision rationales into the requirements themselves 
through conflict resolutions, and connection to customer objectives. 
2. Reference implementation 
This reference implementation is proposed to serve as a backdrop for formulating the requirements management 
process as an optimization problem by introducing nomenclature that fits within the optimization model. This 
implementation is not unique, and many of the elements can be present in different form in a conventional 
requirements management scheme. This implementation is designed to best communicate the underlying model.4 
This implementation is best carried out using a database oriented model-based systems engineering tool that 
automatically keeps track of the properties of requirements and can track relationships automatically with a revision 
history.10 
This method consists of three primary component sets: specification classes, relationships between the classes, 
and rules relating to conflict resolution, elicitation, and management of requirements. Here, specification refers to an 
imperative statement describing the system. A requirement is a specification, but not all specifications need take on 
the formal nature of a requirement. 
Usage of this method is best performed by a model-based systems engineering utility that allows the creation of 
custom classes and relationships that can be linked together, so that the relationships between constraints can be 
easily traversed and have validation and verification information attached. This method may be referenced as 
"BONC" by using the acronym formed from the specification classes; i.e. "Binding, Objective, Non-binding, 
Conflict."
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2.1. Specification classes 
This method has four specification classes that are important in determining and communicating customer wishes 
and deriving a system solution. These are "binding constraints," "non-binding constraints," "conflicts," and 
"objectives." 
Taken together, the binding and non-binding classes of constraints are equivalent to requirements as used in 
traditional requirements management. The distinction between the two classes, which is not made traditionally, is 
that binding constraints come directly from the customer and stakeholders, and should be sufficient to define the 
entire feasible system solution space. Binding constraints may come from many stakeholders and may include non-
negotiable constraints placed on the developer by legal or physical reasons.  
Non-binding constraints are derived constraints, either from binding constraints or a higher level non-binding 
constraint, if hierarchical nesting of constraints is desired. Non-binding constraints imply design work by the 
systems architect. They constrain the system further than the customer generated constraints so that a single solution 
in the solution space is eventually arrived at. However, non-binding constraints may not be necessary for acceptance 
by the customer, and are managed differently than binding constraints. Non-binding constraints are a defining 
feature of this method. They may be managed differently, depending on the desires of the systems design team. The 
non-binding constraints can be used to include documentation of the design process in the specification model. One 
should draw a clear distinction between design work and what is traditionally regarded as requirements by using 
binding requirements to represent all of the traditional requirements at each level.  
Note that this terminology is different than how some optimization textbooks use the terms binding and non-
binding constraints. In these cases, a binding constraint is a constraint that the solution meets exactly, while a non-
binding constraint has the solution exceeding the demands of the constraint.11 
When two constraints are found to conflict with each other during validation, a conflict is created to describe the 
inconsistency and to point to the resolved constraint. Conflicts are resolved by first determining which two 
constraints are in conflict, which may not be the same as the constraints where the conflict was discovered. The 
resolution continues according to precedence rules, and ultimately, customer input should be gathered to produce a 
final resolution. More detail about how to resolve constraint conflicts is given in section 2.3. 
The final specification class, objectives, is one of the main defining features of this method. Objectives represent 
a set of related descriptions of what the customer desires the system to do. The elicitation phase of requirements 
management should focus heavily on determining the system objectives. There are three sub classes of objectives: 
goals, tradeoffs, and objective functions. The goals are the most straightforward to determine from the customer. 
They describe the system at its very basic level and determine what the customer wants to be satisfied with the final 
product. The tradeoff statements describe how important each feature is to the customer relative to the other 
qualities. Together, these sets of statements are used to determine the objective function. The objective function is a 
synthesis of the main goals of the customers and what features and other goals factor in to it. The objective function 
should be as quantitative as possible. The objective function should be stated as a minimum or maximum problem 
that the remaining customer requirements constrain. 
It is possible that the customer desires to optimize the system for two qualities simultaneously. In this case, one 
of several methods may be used. Trade off statements may be used to convert each desired quality to the same units, 
and the result may be optimized for the now related qualities. Another method is to perform a Pareto analysis, and 
determine a frontier where multiple qualities are optimized at the same time. As customer statements about the 
functionality of a system are rarely so readily numerically quantified, such an analysis is out of the scope of this 
paper. 
When system architects narrow the design space to a particular solution by deriving non-binding constraints from 
binding constraints, improving the objective function value should guide the creation of new constraints. The 
customer goals can also be used to justify particular constraints, and when a conflict arises, the goals and objective 
function should be consulted to determine the best resolution. Ideally, the customer would be involved in the same 
processes, validating that constraints are in line with stated goals. 
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Some possible objective functions include minimizing cost, minimizing risk, minimizing lead time, maximizing 
performance of a specific performance measure, maximizing quality, or maximizing optional feature inclusion. The 
goals and trade-off statements would help to determine what specifics each of these objective functions entail.  
The objective function remains useful even if it is only qualitative in nature, as it provides justification for design 
decisions which can also be qualitative in nature. It is beneficial, however, to make the objective function as 
quantitative as possible. A quantitative objective function allows precise comparison of designs to determine which 
would satisfy the customer's wishes better. 
2.2. Relationships 
Each of the specification classes may have relationships with other classes. The primary relationships between 
classes are "refines/refined by" and "justifies/justified by." A diagram of the relevant relationships can be seen in 
Figure 1. A "refines" relationship can exist between pairs of binding constraints, pairs of non-binding constraints, 
pairs of objectives, or between a binding and non-binding constraint where the non-binding constraint refines the 
binding constraint. These relationships define a hierarchy between the participating objects where the refining object 
is below the level of the object which is refined. This is congruent with the traditional method of grouping 
requirements by level of specificity. In addition, when the objectives are related this way, an objectives hierarchy is 
produced, similar to those used in decision making. 
The "justifies/justified by" relationship exists between objectives and other classes. In the case of a constraint, a 
"justifies/justified by" relationship indicates that the objective has provided a portion of the rationale for the 
constraint. In the example where the objective function is to minimize cost, the objective function would justify the 
addition of a non-binding constraint by the system architect which would restrict the feasible design space to certain 
architectures on the basis of those architectures being lower cost, even if there is no verifiable non-binding 
constraint relating to cost. The relationship to the objective provides both a clear channel of communication to the 
customer's wishes and a justification for a particular design choice by the system architect. 
Another set of important relationships exists between conflicts and constraints. A when two constraints are in 
conflict, a conflict object is produced and related to the opposing constraints. The conflict can be related to another 
constraint with a "resolves/resolved by" relationship. This applies to both binding and non-binding constraints. This 
Figure 1: Diagram of relationships between classes. 
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method allows for easy documentation of changes in specifications arising from conflicting constraints. The conflict 
may be justified by an objective if the objective helped to guide the resolution. 
Other relationships between constraints and other aspects of the system may be maintained, such as verification 
requirements on the constraints or relationships to system model elements to connect the specifying constraint with 
the manifestation in the system. These other relationships are not part of this method, but are a part of good model-
based systems engineering practice, and will not be discussed here further. 
2.3. Conflicts 
During the validation process, it may be determined that two constraints are in conflict.5 Since the constraints 
define the feasible region in design space, conflicting requirements indicate that there are no feasible solutions. 
Discussion of conflicts is not necessary for the theoretical use of the optimization model, but it is necessary to deal 
with situations that may arise in practice. Conflicts represent inconsistencies in the understanding of the system and, 
while uncommon, should be addressed. Any conflicts arising from two binding constraints should have their 
resolution guided by the customer. A conflict may be resolved by the customer or by changing non-binding 
constraints as the system architect sees fit, however, the following rules are given as guidelines. If a non-binding 
constraint is in conflict with a binding constraint, the conflict should be resolved in favor of the binding constraint, 
since it came directly from the customer. Higher level constraints should generally take precedence over lower level 
ones. In the case where to non-binding constraints conflict or if a binding constraint of a lower level conflicts with a 
non-binding constraint of a higher level, the conflict should be traced to higher level constraints until one of the 
other cases is encountered, since the constraints could be refining higher level constraints which only subtly conflict.  
Constraints that were involved in a conflict and not part of the resolution should be kept for traceability, but 
should not be reported with the body of current constraints, since the unresolved constraints are no longer relevant. 
A constraint that refines such a conflicted constraint is also conflicted and must be removed or refine a different 
constraint. Conflicts should be maintained for traceability at the same level as the conflicted constraints. 
2.4. Elicitation process 
To best utilize this method, requirement elicitation from the customer should focus on collecting trade off 
relationships in addition to the general goals and specific wishes of the customer. Many requirements management 
processes already include this type of elicitation, but this method relies on it to produce a good objective function for 
the specifications. More emphasis, too, is placed on recording complete statements about desires and goals that 
cannot necessarily be stated as a precise and verifiable constraint. 
2.5. Management process 
Components are arranged hierarchically into levels that relate to the specificity of the constraints. All projects 
should at minimum compile constraints for level 1. For most projects, a single document that contains the primary 
customer objectives and constraints will be sufficient for level 1. The suggested format is to describe the objective 
function first, followed by the customer goals and trade-offs. The binding constraints should come next, categorized 
into functional constraints and then into process constraints. Finally, the customer's acceptance testing constraints 
should be listed. If there are multiple stakeholders that will submit binding constraints or if there are many 
constraints across a variety of categories, multiple documents may be appropriate. If this is the case, the location 
where the objectives have been documented should be well known. 
3. Implications of the optimization model of the design process 
The optimization model of the design process will be defined as  
 
(P)  ݂ሺݔሻ ݏǤ ݐǤ
ܤሺݔሻ (1) 
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Where f(x) is the objective function, B(x) is the set of binding constraints. The set X is the set of all design 
parameters. In general, the binding constraints, feasible designs, and even the objective do not have many of the 
properties that are used to solve the problems more easily in optimization theory. The functions are typically non-
linear, possibly discontinuous, neither convex nor concave, and are not defined over a convex set. This makes 
theorems related to solving difficult optimization problems, such as Karush-Kuhn-Tucker (KKT) optimality 
conditions, frequently unavailable for generalized optimization. There are several potential methods for addressing 
these issues, while still drawing conclusions about the system design process.9 I will discuss a few of them in detail. 
 
The first method is to divide the system into smaller subunits that meet certain criterion. Ideally, the reduced 
system would meet the criterion for a convex programming problem, and so could be solved with a smaller amount 
of effort.8 There are some situations where this could be easily accomplished; for instance, a software system may 
have a set of functional requirements that can be mapped onto convex functions and a clear objective, but at the 
same time may include requirements specifying documentation or quality assurance which are independent of the 
design variables specified in the functional requirements. This method in practice could be highly subjective in 
terms of which smaller systems may be appropriate. Also, only “well behaved” systems will reduce into a convex 
programming problem without further modification to the constraints. It is already typical design practice to 
decompose a problem into smaller subunits, so this method in of itself does not contribute to the state of the art in 
system design. 
A second method is to change the requirements elicitation to produce only constraints which are isomorphic to 
convex functions. This method of requirements analysis has the potential to change the standard elicitation process 
with the result of building a set of system constraints that can be solved using KKT conditions or other methods of 
solving convex programming problems. The theorems relating to convex programming provide sets of both 
necessary and sufficient conditions for finding optimal solutions, so if the design process were to be formulated as a 
convex programming problem, potential solutions may be arrived at faster. This particular method may be very 
difficult, however, and there is no guarantee that a system that a customer wants to build can be formulated in this 
particular way. Also, eliciting constraints in this manner may not be intuitive to system architects, and is almost 
certainly foreign to customers. This eliminates the communications benefit that the optimization model of the design 
process otherwise affords. The determination of a concrete, understandable method of eliciting real system 
constraints such that they can be mapped to convex functions would be very beneficial to system architects.  
In the case where the domain of the design variables is not convex, but the objective and constraints are, a 
domain relaxation can be made. This is performed in optimization for problems involving mixed integer 
programming, where the constraints and objective are linear, but the domain is restricted to integers for some 
variables. The solution algorithm involves allowing all variables to be defined on the real numbers, and the problem 
is optimized over the relaxed domain. Since all of the originally allowed solutions are feasible in the relaxed 
domain, then the optimal solution for the original problem is included in the relaxed problem. When the relaxed 
problem is solved, the value of the objective must be greater than or equal to the value of the objective of the 
original problem. The original problem may be solved by iteratively removing solution candidates that are below the 
lower bound for the optimal and above the upper bound for the optimal. The algorithm for solving such problems is 
known as the “Branch and Bound” method, and has several variations. These algorithms are easily implemented in 
computational solvers. 
3.1. Duality 
Perhaps the most powerful implications of the proposed model of the design process is the ability to formulate 
and solve the dual problem. The dual of a problem is a different problem in different variables that is related to the 
original problem. The dual has properties that allow it to be analyzed even when the original problem is not well 
behaved. The dual function is defined as6 
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Where u and v are the so-called Lagrange multipliers, and inf is the infimum function. The dual problem, 
therefore is 
 
(D) ߠሺݓሻ 
ݏǤ ݐǤ ݑ ൒ Ͳ (3) 
 
Even if the original problem is not defined over convex sets or has constraints that are not convex, the dual 
function has several beneficial properties: the dual function is concave, possesses subgradients, and directions of 
steepest ascent can be determined. All of these make finding the solution to the dual problem, (D), easier, since it is 
a maximization problem. It is possible, too, that the formulation of the dual problem can shed a different light on the 
problem that may help to either understand the system or discover new solutions, even by using conventional design 
techniques. 
 
4. Conclusions and further work 
In this paper, I proposed to model the design process as an optimization problem given an objective which is 
provided by the customer as well as constraints placed on the set of feasible designs. I also presented an example 
implementation of a requirements management system that uses this concept to communicate the system 
requirements, called constraints. In addition to defining the customer-provided information, the example 
requirements management system also allows design decisions and rationale to be documented alongside the more 
typical requirements. During the course of system design, as design decisions are made, one could add the system 
architect-defined constraints to narrow the feasible region down to a single design. This paper sought to establish a 
framework for further work. Thinking of the design process as an optimization problem is not too foreign, nor is it a 
problem from a mathematical standpoint. However, whether doing so improves the time required to solve the 
problem or provides a better solution is yet to be seen. Design of a new system is difficult work, and not all 
optimization techniques are computationally fast. A concrete example of the application of this framework to a 
system needs to be developed and compared directly to a traditional formulation to determine the merits of the 
framework and under what circumstances it may be applied. Such a case study is being planned for the requirements 
of a university nanosatellite development project. 
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