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Resumen. Este artículo, se centra en la predicción de la irradiación solar global diaria horizontal, 
por ser el caso más interesante en la meteorología agrícola, por ejemplo, en las previsiones de 
necesidades de riego, utilizando la técnica de las redes neuronales artificiales (RNAs) de la 
inteligencia computacional, a partir de variables accesibles en las estaciones agrometeorológicas. 
El lugar donde fueron medidos los datos, utilizados para entrenar las RNAs, caracterizan donde 
se pueden volver a utilizar este tipo de modelos, en este estudio fueron las estaciones 
meteorológicas de la red SIAR en Castilla y León, en concreto la situada en Mansilla Mayor 
(León), durante los años 2004-2010. Los modelos RNAs se construyeron en la entrada con los 
datos medidos de irradiación solar global diaria de uno, dos y tres días anteriores, añadiendo el 
día del año J(t)=1..365, para predecir su valor el día siguiente. Los resultados obtenidos, 
validados durante el año 2011 completo RMSE=3,8012 MJ/(m2d), concluyen que las RNAs 
estudiadas mejoran los métodos clásicos comparados: 1) año típico CENSOLAR RMSE=5,1829 
MJ/(m2d), 2) media móvil ponderada con la autocorrelación parcial de 11 días de retardo 
RMSE=3,9810 MJ/(m2d), 3) regresión lineal sobre el valor del día anterior RMSE=4,2434 
MJ/(m2d), 4) año típico Fourier utilizado el 1er armónico RMSE=4,2747 MJ/(m2d), y 5) las matrices 
de transición de Markov para 33 estados posibles RMSE=4,3653 MJ/(m2d). Durante los días de 
cambio brusco en el nivel de irradiación solar, se observan los mayores errores de predicción. 
Se plantea utilizar en la entrada otras variables para mejorar la eficacia del modelo RNA. Una 
de las variables probadas fue el índice de claridad diario Kt=H/H0, resultando una mejora 
RMSE=3,7703 MJ/(m2d). 
Palabras clave: insolación, evapotranspiración, agrometeorología, inteligencia computacional. 
 
1. Introducción 
El modelado de la irradiación solar comprende múltiples variantes según se trate con su 
valor global o sus componentes (directa o difusa), el tipo de variables predictivas utilizadas 
(meteorológicas o geográficas), la resolución espacial o temporal (minuto, horaria, diaria o 
mensual) dada al modelo, el ancho de banda estudiado, la metodología o algoritmo (determinista 
o estocástica) aplicado, la superficie estudiada (horizontal, inclinada o con seguimiento solar) y 
el tipo de cielo. 
Los modelos de irradiación solar se pueden clasificar de diferentes maneras, a partir de una 
revisión exhaustiva [1] identifica nueve criterios de clasificación, como siguen: 1) Tipo de datos 
de salida como la irradiación directa, difusa y global. 2) Tipo de datos de entrada de las variables 
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meteorológicas y componentes de la irradiación solar. 3) Resolución espacial para un lugar 
concreto o con resultados reticulados. 4) Tiempo de resolución para cada minuto utilizado en 
concentradores solares, horaria para simulaciones de sistemas solares, o diaria en meteorología 
agrícola, además de los promedios horarios o diarios mensuales. 5) Resolución espectral de onda 
corta, ultravioleta, para dos o más bandas. 6) Tipo de metodología como puede ser determinista 
durante un tiempo específico, pasado, presente o futuro, y estocástica respetando las propiedades 
estadísticas de las series de tiempo de la irradiación solar. 7) Tipo de algoritmo entre modelos 
derivados de los principios físicos y los modelos empíricos basados en los datos de irradiancia 
solar medidos en un lugar y periodo específico. 8) Geometría de la superficie con datos de la 
irradiación solar sobre superficies (horizontales, inclinadas o con seguimiento solar). 9) Tipos de 
cielo (despejado, parcialmente nuboso y cubierto) según el efecto de las nubes. Los resultados 
finales pueden requerir del uso de varios modelos sucesivamente cuyos resultados están 
vinculados. 
Las técnicas de la inteligencia artificial (redes neuronales artificiales, algoritmos genéticos, 
lógica borrosa y sistemas híbridos) han sido utilizadas de diferentes formas para la estimación de 
la irradiación solar, en diferentes escalas de tiempo (mensual, diaria u horaria), utilizando 
variables meteorológicas, como por ejemplo (temperatura del aire, humedad relativa, velocidad 
del viento, nubosidad, duración de la insolación, índice de claridad, presión atmosférica) y las 
coordenadas geográficas (latitud, longitud y altura). También han sido utilizadas para la 
predicción de la irradiación solar (global, directa o difusa) futura, sobre la base de los últimos 
datos observados [2].  
Los resultados obtenidos por las redes neuronales artificiales (RNAs) se han comparado con 
las técnicas estadísticas clásicas, describiendo las ventajas de las RNAs en las ciencias 
atmosféricas [3], cuando las situaciones ambientales de interés son lo suficientemente complejas 
y no lineales, haciendo a estos modelos RNAs de utilidad por su dinámica, que solo se pueden 
obtener a través de datos empíricos, no a través de ecuaciones analíticas [4], y donde las relaciones 
subyacentes son poco conocidas [5]. [6] investiga la estructura óptima para las RNAs utilizadas 
en la predicción de las series de tiempo, de las cuales, los datos ambientales son un buen ejemplo. 
A continuación se exponen diversos estudios con referencia al lugar de los datos utilizados para 
la construcción de los modelos. 
Las RNAs se han utilizado para la estimación de la irradiación solar en lugares que no 
cuentan con instrumentos de medida. En Omán [7] analiza la relación de la irradiación solar 
global mensual y las variables climatológicas (localización, mes, presión media, temperatura 
media, presión de vapor media, humedad relativa media, velocidad del viento media y duración 
de la insolación media) y [8] con una primera estimación del índice de claridad, en función de su 
latitud, longitud, horas de sol y el mes del año.  
En la India [9] realiza la estimación de la irradiación solar difusa diaria y horaria media 
mensual, bajo diferentes condiciones climáticas, las neuronas de la capa de entrada reciben nueve 
entradas (latitud, longitud, altura, mes del año, temperatura del aire, humedad relativa, 
precipitación, velocidad del viento y longitud de onda larga), y [10] mejorando otros modelos de 
correlación.  
Las RNAs se han utilizado para obtener mapas de la irradiación solar mensuales en Turquía 
[11] y en la provincia de Jaén, España [12] cuando la calidad de los datos y su densidad espacial 
no es tan buena como debería ser para la mayoría de los propósitos. 
En Eslovenia [13] estima la irradiación solar global cada media hora con las entradas al 
modelo (irradiación solar extraterrestre, ángulo cenital solar, día del año, temperatura y presión 
atmosférica relativa) con buen resultado para los días claros. En Arabia Saudí [14,15,16] 
utilizando diferentes combinaciones. 
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La ecuación de regresión de Ångström es mejorada por la lógica borrosa en la parte 
occidental de Turquía [17] y por las RNAs en Athalassa, Chipre [18], en Irán [19] con un modelo 
independiente para seis ciudades, y en Dehful, Irán [20]. 
Las RNAs son aplicadas para la generación de series sintéticas de irradiación solar horaria 
en varias ciudades de España [21] y diaria en Sao Paulo y Río Grande del Sur, Brasil [22]. En 
Argelia [23] presenta un sistema de inferencia neuro-difuso adaptativo ANFIS para la estimación 
de las secuencias del índice de claridad media mensual y la irradiación solar global en lugares 
aislados sobre la base de las coordenadas geográficas (latitud, longitud y altitud) obteniendo 12 
valores del índice de claridad medio mensual, posteriormente las matrices de Markov se utilizan 
para generar las secuencias de datos de irradiación solar global diaria. 
En Desert Rock, USA [24] utiliza el método bayesano para evaluar la importancia relativa de 
las variables atmosféricas y radiométricas como entradas a un modelo de RNAs, resultando el 
índice de claridad y la masa relativa del aire en la estimación de la irradiación solar directa 
horaria. En Mahasarakham, Tailandia [25] estudia sobre todos los tipos de cielo la disponibilidad 
de la iluminación e irradiación solar global horizontal para un clima tropical, desarrollando un 
modelo senoidal que consta de funciones polinómicas o exponenciales y una RNA se propone 
como modelo alternativo. 
Por otra parte, está la predicción de la irradiación solar mediante las técnicas de la 
inteligencia artificial [26], utilizando diferentes estructuras de RNAs en Argelia [27] realiza la 
predicción de la irradiación solar global diaria en base de los valores anteriores y con un modelo 
hibrido (RNA y matrices de transición de Markov) [28]. En Shanghái, China [29,30,31] utilizan las 
redes neuronales wavelet. La predicción de la irradiación solar se ve afectada por muchos factores 
como la masa de aire, las nubes y otras condiciones de entorno de la tierra de acuerdo a diferentes 
frecuencias de la luz solar [32]. 
En tres zonas de Egipto [33] predice la fracción difusa diaria y horaria, mejorando los 
modelos de regresión. En Dakhla, Marruecos [34] utiliza datos de hasta el quinto día, comparando 
con los resultados de los modelos ARMA. En Brue, UK [35] utiliza la prueba Gamma para 
seleccionar las variables de entrada y la longitud de los datos de entrenamiento. En Jeddah, 
Arabia Saudí [36] utiliza RNAs para predecir la irradiancia solar horaria global, directa y difusa. 
En Golden, Colorado, USA [37] utiliza la RNA recurrente echo state para realizar 
predicciones a corto y medio plazo de la irradiación solar a 30, 60, …, 270 minutos. En Uganda 
[38] desarrolla un modelo con RNAs para predecir la irradiación solar global diaria media 
mensual para ubicaciones sobre la base de datos geográficos y meteorológicos (latitud, longitud, 
altitud, duración de la insolación, humedad relativa y temperatura máxima). En Omaezaki, Japón 
[39] desarrolla una RNA en varias etapas para predecir la insolación del día siguiente utilizando 
la previsión de la presión atmosférica media. 
En Eskisehir, Turquía [40] utiliza un modelo de representación 2D de los datos de irradiancia 
solar horaria, proporcionando una visualización única y compacta de los datos. En Triestre, Italia 
[41] predice la irradiancia solar en una base de 24 horas para cada hora del día de mañana, usando 
los valores actuales del día de hoy de la irradiación diaria y la temperatura del aire diaria media, 
comprobando que el modelo funciona satisfactoriamente para días soleados y baja ligeramente 
su rendimiento en los días nublados. 
En Córcega, Francia [42] utiliza una normalización sobre los datos de irradiación solar 
respecto a los datos de irradiación solar extraterrestre mejorando la correlación entre las 
mediciones y los datos predichos, utilizando de una a 15 entradas de los valores diarios anteriores 
y [43] predice a un paso por delante la irradiancia solar horaria media. 
En Madrid, Lleida, Albacete y Murcia, España [44] compara los modelos estadísticos basados 
en series de tiempo aplicados a la predicción de la irradiación solar global diaria con un horizonte 
temporal de tres días, utilizando el valor mitad diario. En Atenas, Grecia [45] utiliza seis estados 
de nubosidad diferentes y el número de periodos de 10 minutos de tiempo desde el que se realiza 
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la predicción y el mediodía solar y con predicciones de la irradiación solar global horaria [46] 
encuentra que de cinco a ocho valores anteriores aumenta la eficiencia y que con más de nueve 
se mantiene. 
En este artículo, se realiza la predicción de la irradiación solar global diaria mediante redes 
neuronales artificiales (RNAs), utilizando la base de datos de la red SIAR en Castilla y León, en 
concreto de la estación agrometeorológica situada en Mansilla Mayor (León). El objetivo principal 
es realizar la mejor predicción utilizando como variables, las propias medidas registradas en la 
estación, ya que estos modelos representan al propio lugar de los datos utilizados para entrenar 
las RNAs. Para ello, se probaron RNAs con los datos de uno, dos y tres días de retardo, resultando 
un rendimiento similar a los modelos clásicos, pero que se mejora añadiendo como predictor el 
día del año J(t)=1..365, que sitúa la predicción en la época del año, y/o el índice de claridad diario 
Kt=H/H0 como relación del irradiación solar global diaria, que incide sobre la superficie, y la 
irradiación solar extraterrestre, que llega al tope de la atmósfera para cada día concreto, calculada 
para cada latitud [47]. 
2. Equipo experimental 
Los datos irradiación solar global diaria utilizados de los años 2004-2011 están recogidos por 
la estación agrometeorológica de la red SIAR, situada en la localidad de Mansilla Mayor (León) 
[Coordenadas: 42°30′32″N 5°26′31″O. Altitud: 790 msnm. Hora local: GMT-21,725555], proyecto 
de la Dirección General de Desarrollo Rural del Ministerio de Medio Ambiente y Medio Rural y 
Marino. En Castilla y León esta información está gestionada por el servicio InfoRiego de 
asesoramiento al regante desde el Instituto Tecnológico Agrario de Castilla y León (ITACyL), que 
pretende fomentar el acceso del público a la información relativa de la meteorología en Castilla y 
León, además de facilitar a los regantes recomendaciones que sirvan para ahorrar agua en el 
riego. 
La irradiancia solar está medida con un piranómetro Skye SP1110 Campbell, que es una 
fotocélula de silicio sensible a la radiación entre 350-1100 nm, los cambios son detectados, 
linealizados y amplificados por un circuito electrónico situado en la sonda Vaisala HMP45C 
Campbell. 
3. La predicción de la irradiación solar global diaria mediante redes neuronales artificiales 
(RNAs) 
En este artículo, para la predicción de la irradiación solar global se utilizan varios modelos 
black-box, implementados con la técnica de las redes neuronales artificiales (RNAs). El 
preprocesamiento y el posprocesamiento automático de los datos medidos en la estación 
agrometeorológica se realiza mediante la interfaz gráfica de usuario (GUI) Neural Network 
Fitting Toolbox ‘nftool’ Matlab. La arquitectura diseñada para ocho modelos RNA 1..8 con 
diferentes combinaciones de entradas para la predicción de la irradiación solar global del día de 
mañana [H(t+1)] son las presentadas en Figura 1-8. 
La capa de salida de los modelos RNA 1..8 tiene una neurona correspondiente a la predicción 
de la irradiación solar global del día de mañana [H(t+1)] en el mismo lugar. En la capa oculta, se 
probaron diferente número de neuronas, calculando el valor RMSE obtenido para la salida, para 
seleccionar la arquitectura con los mejores resultados. 
La creación de las RNAs se realiza mediante la función ‘feedforwardnet’ con los vectores de 
datos de entrada y salida que determinan el tamaño de sus respectivas capas, para crear una RNA 
multilayer feed-forward perceptron (MLP), con una capa oculta, donde la función de 
transferencia de sus neuronas es la tangente sigmoidal hiperbólica ‘tansig’ y en la neurona de la 
capa de salida como lineal ‘purelin’. 
X CONGRESO IBÉRICO DE AGROINGENIERÍA 
X CONGRESSO IBÉRICO DE AGROENGENHARIA 
3 – 6 septiembre 2019, Huesca - España 
 
El algoritmo back-propagation (BP) Levenberg-Marquardt (LM) se aplica para lograr una 
optimización rápida ‘trainlm’, la función de aprendizaje del sesgo y el momento del peso con 
gradiente descendente ‘learngdm’, la función normalizada de error cuadrado ‘mse’, las funciones 
de procesamiento de los elementos de la matriz de entrada como el procesamiento de datos para 
recodificar las filas con datos desconocidos ‘fixunknowns’ y los vectores de datos repetidos en la 
entrada que no proporcionan información útil ‘removeconstantrows’, y el procesamiento de 
matrices para normalizar los vectores con valores mínimos y máximos en el rango [-1 1] 
‘mapminmax’. 
El entrenamiento de las RNAs se realiza mediante la función ‘train’, para cada modelo RNA 
1..8, con la matriz de vectores de datos de entrada y la matriz de vectores de datos de salida de 
los años 2004-2010, registrando el proceso de entrenamiento (epoch and performance). 
La función ‘sim’ se utiliza con las RNAs previamente entrenadas, para realizar la predicción 
de [H(t+1)], con una matriz de vectores de datos de entrada del año 2011. 
La GUI Neural Network Fitting Toolbox ‘nftool’ Matlab muestra los resultados del 
entrenamiento y la simulación, la arquitectura RNA elegida, los algoritmos de entrenamiento, el 
rendimiento, cómo se realizaron los conjuntos de datos, la evolución de la progresión en el 
entrenamiento y la validación. 
3.1. Modelo RNA 1 
Un modelo RNA 1 con una entrada para la irradiación solar global diaria del día anterior 
[H(t)] en Figura 1. 
 
 
Figura 1. Modelo RNA 1 con una entrada [H(t)]. 
3.2. Modelo RNA 2 
Un modelo RNA 2 con dos entradas para la irradiación solar global diaria de los dos días 
anteriores [H(t-1),H(t)] en Figura 2. 
 
 
Figura 2. Modelo RNA 2 con dos entradas [H(t-1),H(t)]. 
3.3. Modelo RNA 3 
Un modelo RNA 3 con tres entradas para la irradiación solar global diaria de los tres días 
anteriores [H(t-2),H(t-1),H(t)] en Figura 3. 
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Figura 3. Modelo RNA 3 con tres entradas [H(t-2),H(t-1),H(t)]. 
3.4. Modelo RNA 4 
Un modelo RNA 4 con dos entradas para la irradiación solar global diaria del día anterior y 
el día del año [H(t),J(t)] en Figura 4. 
 
 
Figura 4. Modelo RNA 4 con dos entradas [H(t),J(t)]. 
3.5. Modelo RNA 5 
Un modelo RNA 5 con tres entradas para la irradiación solar global diaria de los dos días 
anteriores y el día del año [H(t-1),H(t),J(t)] en Figura 5. 
 
 
Figura 5. Modelo RNA 5 con tres entradas [H(t-1),H(t),J(t)]. 
3.6. Modelo RNA 6 
Un modelo RNA 6 con cuatro entradas para la irradiación solar global diaria de los tres días 
anteriores y el día del año [H(t-2),H(t-1),H(t),J(t)] en Figura 6. 
 
 
Figura 6. Modelo RNA 6 con cuatro entradas [H(t-2),H(t-1),H(t),J(t)]. 
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3.7. Modelo RNA 7 
Un modelo RNA 7 con dos entradas para la irradiación solar global diaria y el índice de 
claridad Kt=H/H0 del día anterior [H(t),Kt(t)] en Figura 7. 
 
 
Figura 7. Modelo RNA 7 con dos entradas [H(t),Kt(t)]. 
3.8. Modelo RNA 8 
Un modelo RNA 8 con tres entradas para la irradiación solar global diaria, el índice de 
claridad Kt=H/H0 del día anterior y el día del año [H(t),Kt(t),J(t)] en Figura 8. 
 
 
Figura 8. Modelo RNA 8 con tres entradas [H(t),Kt(t),J(t)]. 
4. La predicción de la irradiación solar global diaria mediante modelos clásicos 
En este apartado se presentan los modelos clásicos de predicción de la irradiación solar 
global diaria sobre la superficie horizontal: 1) año típico CENSOLAR a escala provincial, 2) media 
móvil ponderada, en este caso, con la autocorrelación parcial de 2 a 20 días de retardo, 3) 
regresión lineal del valor diario de irradiación solar, sobre el valor del día anterior, 4) año típico 
del análisis de Fourier para 1 a 8 armónicos, y 5) análisis de Markov para 33 estados posibles de 
irradiación solar diaria. La construcción de los modelos se realizó con la serie de datos de los años 
2004-2010 y para la comparación de sus predicciones se utilizaron los datos del año 2011. 
4.1. Año típico CENSOLAR 
Los valores de la irradiación solar global horizontal de las tablas CENSOLAR [48] 
representan un año típico a escala provincial de un día medio para cada mes del año. 
4.2. Media móvil ponderada con la autocorrelación parcial 
La autocorrelación parcial hace referencia a la dependencia del valor de una determinada 
variable estadística con valores de esa misma variable precedentes en el tiempo. La media móvil 
ponderada se utiliza dando más peso a los valores más próximos y menos a los más alejados 
intentando que la media se comporte de forma más ágil en relación a una media móvil simple. 
En este artículo, se utilizaron los coeficientes de autocorrelación parcial de la serie de datos 
de los años 2004-2010 de irradiación solar global diaria, obtenidos con la función ‘parcorr’ Matlab, 
para realizar la media móvil ponderada con retardos de tiempo de 2 a 20 días durante el año 2011. 
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Los coeficientes de autocorrelación parcial se aplican con el valor de irradiación solar 
correspondiente a su día de retardo, realizando el sumatorio de sus productos y dividiendo por 
el sumatorio de los pesos asignados por los coeficientes de autocorrelación parcial del orden 
utilizado, dando más importancia a los valores más próximos que a los valores más alejados. 
4.3. Regresión lineal 
La predicción de la irradiación solar global diaria del día de mañana se realizó mediante la 
regresión lineal, que modela la relación entre una variable dependiente en este caso el valor de la 
irradiación solar global del día de mañana H(t+1), la variable independiente, en este caso, con el 
valor de la irradiación solar global del día de hoy H(t) y un término aleatorio calculado con Curve 
Fitting Toolbox ‘cftool’ Matlab, aplicando la serie de datos de los años 2004-2010. 
4.4. Análisis de Fourier 
El análisis de Fourier se aplica a las variables que muestran frecuencias significativas como 
es el caso de la irradiación solar global diaria. La ecuación representativa del año se obtiene con 
varios armónicos. Para el cálculo de los coeficientes de los ocho primeros armónicos se utilizó 
Curve Fitting Toolbox ‘cftool’ Matlab, aplicando la serie de datos de los años 2004-2010. 
4.5. Análisis de Markov 
En un proceso aleatorio donde se produce un cambio de estado entre ciertos estados en el 
tiempo, teniendo un número finito de estados posibles, surge una sucesión o cadena de 
situaciones, donde cada una es igual a uno de los estados, este proceso se llama cadena de 
Markov. 
En este artículo, se definieron los estados, uno por cada valor entero de la irradiación solar 
global diaria en los valores enteros de la unidad en Megajulios (MJ) posibles de la serie de datos 
de los años 2004-2010, para ello: 
1. Se redondea todos los valores y se les asignó ese estado, para ello se utilizó la función 
‘round’ MATLAB. 
2. Se busca el valor máximo y mínimo de la serie de datos de la irradiación solar global 
diaria resultando 33 estados posibles, con las funciones ‘max’ y ‘min’ Matlab. 
3. Se crea una matriz con las transiciones, existentes en la serie de datos de los años 2004-
2010, una para cada fila en la matriz b. 
b = [
x1 x2
x2 x3
… …
xn−1 xn
] 
4. Se crea una matriz de probabilidades, matriz de transiciones de Markov (MTM), con el 
número de transiciones para cada estado en la serie de datos mediante la función Matlab 
en Figura 9, que recorre los cambios de estado de la serie de datos matriz b y actualiza la 
matriz de transición de Markov (MTM), donde cada elemento de la matriz tiene el 
número de cambios habidos en la serie de datos entre el estado representado por el 
número de la fila hacia el estado representado por el número de la columna. 
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MTM = [
1 →  1 1 →  2 ⋯ 1 →  33
2 →  1 2 →  2 ⋯ 2 →  33
⋮ ⋮ ⋱ ⋮
33 →  1 33 →  2 ⋯ 33 →  33
] 
function a=mtm(b) %Matriz de Transición de Markov 
a=zeros(33); 
for i=1:2556 %Recorrer cambios estados de la base de datos 
    x=b(i,1); 
    y=b(i,2); 
    a(x,y)=a(x,y)+1; %Actualiza la Matriz de Transición de Markov 
end 
Figura 9. Función Matlab para crear la matriz de probabilidades, Matriz de Transiciones de 
Markov MTM. 
5. Se normaliza la matriz de transición de Markov (MTM) para cada fila, dividiendo cada 
elemento de la fila por el valor de la suma de todos sus elementos, resultando la matriz 
de transición de Markov normalizada (MTMN), que tiene como suma de los elementos 
en todas las filas el valor 1. 
6. Se calcula la probabilidad de cambio de estado para el día de mañana a partir del estado 
de hoy, multiplicando el vector del estado inicial de hoy con la matriz de transición de 
Markov normalizada (MTMN), resultando un vector, en el que la posición, donde se 
encuentre el valor más alto, será el estado, que tenga más probabilidad de suceder 
mañana, mediante la función Matlab en Figura 10. 
function p=pmarkov(a,d) %Pronóstico para un año, respecto del día anterior 
p=zeros(365,1); 
r=zeros(1,33); 
for i=1:365 
    x=d(i,1); 
    r(1,x)=1; 
    m=r*a; %Multiplica vector del estado inicial por matriz de transición 
    [ymax,posimax]=max(m); 
    p(i,1)=posimax; %Estado de la máxima probabilidad 
    r=zeros(1,33); 
end 
Figura 10. Función Matlab para realizar la predicción [H(t+1)] multiplicando el vector de estado 
del día [H(t)] con la matriz de transición de Markov normalizada (MTMN). 
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5. Resultados y discusión 
En este apartado se aplican las metodologías desarrolladas, propuestas para la predicción 
de la irradiación solar global diaria. Los resultados de las metodologías de predicción se aplican 
y validan con la base de datos SIAR en la estación de Mansilla Mayor (León) durante el año 2011, 
mediante el estadístico Root Mean Square Error (RMSE) para realizar una primera selección de 
los modelos predictivos, encontrando el modelo de predicción que presente el mínimo error con 
la ventaja de que sus resultados están en las unidades originales de la información. También se 
utiliza el Coeficiente de Determinación (R2) para describir la bondad o ajuste del modelo, Durbin-
Watson (DW) para detectar la autocorrelación de primer orden, Mean Percentage Error (MPE) 
para el sesgo del error de la predicción, Forecast Accuracy (FA) para realizar una medida de la 
precisión de los modelos de predicción a corto plazo, y Akaike Information Criterion (AIC) para 
seleccionar el mejor modelo tomando en cuenta el número de variables penalizando la 
complejidad del modelo. 
Los resultados de la metodología para la predicción de la irradiación solar global diaria 
mediante los modelos RNA 1,2,3 a partir de los datos de la irradiación solar global diaria con uno, 
dos o tres días de retardo, implementadas con distinto número de neuronas en la capa oculta se 
estudian mediante el estadístico RMSE en Figura 11. Los mejores resultados de la predicción 
realizada para el modelo RNA 1 fue con la red (1-1-1) RMSE=4,26 MJ/(m2d), para el modelo RNA 
2 fue con la red (2-7-1) RMSE=4,12 MJ/(m2d) y para el modelo RNA 3 fue con la red (3-20-1) 
RMSE=3,96 MJ/(m2d). 
El rendimiento de los modelos aumenta, al considerar la irradiación solar global diaria de 
más días de retardo de forma parecida a la media móvil ponderada. El ajuste es similar a los 
métodos clásicos de la literatura probados. 
 
 
Figura 11. Eficacia de los modelos RNA 1,2,3 con diferente número de neuronas en la capa oculta 
vs Datos año 2011 SIAR. 
Los resultados de la metodología para la predicción de la irradiación solar global diaria 
mediante los modelos RNA 4,5,6 a partir de los datos de la irradiación solar global diaria con uno, 
dos o tres días de retardo y el día del año, implementadas con distinto número de neuronas en la 
capa oculta se estudia mediante el estadístico RMSE en Figura 12. Los mejores resultados de la 
predicción realizada para el modelo RNA 4 fue con la red (2-2-1) RMSE=3,75 MJ/(m2d), para el 
modelo RNA 5 fue con la red (3-4-1) RMSE=3,78 MJ/(m2d) y para el modelo RNA 6 fue con la red 
(4-4-1) RMSE=3,80 MJ/(m2d). 
El rendimiento de los modelos, para estos casos, no varía significativamente al considerar la 
irradiación solar global diaria de más días de retardo. El ajuste es mejor que la primera serie de 
modelos RNA 1,2,3 que no utilizan el día del año como variable predictiva, mejorando a los 
métodos clásicos de la literatura probados. También se observa, que utilizar el día del año como 
predictor mejora el rendimiento del modelo, ya que se introduce un parámetro que indica la 
época o estación del año cuando se realiza la predicción, porque la irradiación solar extraterrestre 
diaria en el tope de la atmosfera varía anualmente en forma senoidal. 
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Figura 12. Eficacia de los modelos RNA 4,5,6 con diferente número de neuronas en la capa oculta 
vs Datos año 2011 SIAR. 
Los resultados de la metodología para la predicción de la irradiación solar global diaria 
mediante los modelos RNA 7,8 a partir de los datos de la irradiación solar global diaria con un 
de retardo, el día del año o el índice de claridad, implementadas con distinto número de neuronas 
en la capa oculta se estudia mediante el estadístico RMSE en Figura 13. Los mejores resultados 
de la predicción realizada para el modelo RNA 7 fue con la red (2-4-1) RMSE=3,76 MJ/(m2d) y 
para el modelo RNA 8 fue con la red (3-7-1) RMSE=3,80 MJ/(m2d). 
El rendimiento del modelo mejora al considerar el índice de claridad diario, pero utilizar el 
día del año o el índice de claridad como predictor obtiene resultados parecidos, con lo que utilizar 
el día del año es un valor más sencillo de manejar que el índice de claridad y produce 
rendimientos similares. 
 
 
Figura 13. Eficacia de los modelos RNA 7,8 con diferente número de neuronas en la capa oculta 
vs Datos año 2011 SIAR. 
Por lo que se observa de las predicciones realizadas con los modelos RNA 1..8 durante el 
año 2011 en Figura 14 y los resultados estadísticos evaluados para comprobar su efectividad en 
Tabla 1. 
Los modelos RNA 2 [H(t-1),H(t)], RNA 4 [H(t),J(t)] y RNA 7 [H(t),Kt(t)] presentan el menor 
grado de autocorrelación mediante el estadístico DW. 
La efectividad del modelo RNA 7 [H(t),Kt(t)] y RNA 6 [H(t-2),H(t-1),H(t),J(t)] consigue los 
mejores resultados, mediante el estadístico FA que analiza las predicciones a corto plazo y 
mediante el estadístico MPE que valora el sesgo del error la predicción. 
La efectividad del modelo RNA 7 [H(t),Kt(t)] y RNA 4 [H(t),J(t)] obtiene los mejores 
resultados, respecto al mínimo error RMSE, a su ajuste mediante el estadístico R2 y a su 
complejidad mediante el estadístico AIC. 
X CONGRESO IBÉRICO DE AGROINGENIERÍA 
X CONGRESSO IBÉRICO DE AGROENGENHARIA 
3 – 6 septiembre 2019, Huesca - España 
 
Tabla 1. Efectividad de los modelos RNA 1..8 de predicción vs Datos SIAR en Mansilla Mayor 
(León) para el año 2011 
Modelos RNA 1..8 [H(t+1)] vs Irradiación solar global diaria horizontal año 2011 Mansilla 
Mayor (León) 
 Red RMSE, MJ/(m2d) R2 DW MPE FA AIC 
RNA 1 [H(t)] (1-1-1) 4,2609 0,7862 2,2632 -0,2523 0,5884 4,2835 
RNA 2 [H(t-1),H(t)] (2-6-1) 4,1292 0,7988 1,9703 -0,2517 0,5940 4,1733 
RNA 3 [H(t-2),H(t-1),H(t)] (3-8-1) 4,0204 0,8088 1,8543 -0,2507 0,5938 4,0830 
RNA 4 [H(t),J(t)] (2-5-1) 3,8012 0,8299 1,9263 -0,2154 0,6196 3,8427 
RNA 5 [H(t-1),H(t),J(t)] (3-10-1) 3,8467 0,8253 1,9061 -0,2232 0,6160 3,9106 
RNA 6 [H(t-2),H(t-1),H(t),J(t)] (4-7-1) 3,8431 0,8253 1,8007 -0,2032 0,6277 3,9261 
RNA 7 [H(t),Kt(t)] (2-6-1) 3,7703 0,8326 1,9183 -0,2022 0,6324 3,8118 
RNA 8 [H(t),Kt(t),J(t)] (3-7-1) 3,8043 0,8297 1,8716 -0,2273 0,6098 3,8662 
 
 
Figura 14. Modelos RNA 1..8 vs Datos año 2011 SIAR. 
Los valores de la irradiación solar global diaria horizontal para la provincia de León en las 
tablas CENSOLAR, se representan junto a los datos del año 2011 SIAR en Mansilla Mayor (León) 
con un RMSE=5,1829 MJ/(m2d) en Figura 19. Este año típico ofrece una buena aproximación, 
además de ser rápida y sencilla su aplicación, pero no tienen en cuenta las variaciones diarias 
para cada día del mes. 
Los coeficientes de autocorrelación parcial resultantes de la serie de datos de los años 2004-
2010 SIAR en Mansilla Mayor (León) para retardos de tiempo de 1 a 20 días en Figura 15, muestran 
que la dependencia de la irradiación solar global diaria en un determinado día es máxima con la 
del día anterior 0,8747, disminuyendo esa dependencia rápidamente con la irradiación solar 
recibida en días anteriores: 0,2622 para 2 días, 0,1777 para 3 días, 0,0843 para 4 días. 
 
 
Figura 15. Autocorrelación parcial para retardos de tiempo de 1-20 días en los datos de los años 
2004-2010 SIAR de irradiación solar global diaria. 
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La media móvil ponderada con los coeficientes de autocorrelación parcial de 2 a 20 días de 
retardo se utiliza para la predicción de la irradiación solar global diaria durante el año 2011 con 
un error para cada predicción RMSE en Figura 16. Obteniendo el mejor resultado para 11 días de 
retardo mediante la ecuación (Ec. 1) con un valor RMSE=3,9810 MJ/(m2d) en Figura 19. 
 
Ht+1 =
0,8747 Ht + 0,2622 Ht−1 + 0,1777 Ht−2 + 0,0843 Ht−3 + 0,1158 Ht−4 + 0,1123 Ht−5 + 0,0888 Ht−6 + 0,0585 Ht−7 + 0,0570 Ht−8 + 0,1018 Ht−9 + 0,0309 Ht−10
0,8747 + 0,2622 + 0,1777 + 0,0843 + 0,1158 + 0,1123 + 0,0888 + 0,0585 + 0,0570 + 0,1018 + 0.0309
 (1) 
 
Figura 16. Eficacia de la media móvil ponderada de 2-20 días de retardo vs Datos año 2011 SIAR. 
Se pueden utilizar estas correlaciones para una buena predicción, mejorando los resultados 
de las tablas CENSOLAR, al realizar una predicción diaria sobre los valores registrados en los 
días anteriores. La autocorrelación parcial más fuerte se produce con un día de retardo, que 
confirma la persistencia radiativa de un día para el siguiente, disminuyendo drásticamente para 
los días siguientes, pero que se pueden utilizar para mejorar ligeramente las predicciones. 
La regresión lineal respecto a un día de retardo mediante la ecuación (Ec. 2) obtenida de los 
datos de la irradiación solar global de los años 2004-2010 SIAR en Mansilla Mayor (León) con un 
valor RMSE=4,32 MJ/(m2d) en Figura 17. Se utiliza para la predicción de la irradiación solar global 
diaria durante el año 2011 con un valor RMSE=4,2434 MJ/(m2d) en Figura 19. Se puede utilizar 
esta regresión para una buena predicción, similar a la media móvil ponderada, debido a la 
persistencia radiativa diaria. 
H(t + 1) = 0,8748 H(t) + 2,048 (2) 
 
Figura 17. Regresión lineal de un día de retardo vs Datos de los años 2004-2010 SIAR. 
El análisis de Fourier efectuado con el cálculo de los coeficientes de los datos de la irradiación 
solar global diaria de los años 2004-2010 SIAR en Mansilla Mayor (León), obtienen las funciones 
anuales típicas que se muestran en la Tabla 2 desde el primer al octavo armónico, el error 
producido para cada función disminuye ligeramente con el número de armónicos considerados. 
En Figura 18 se muestra el caso del primer armónico respecto a los datos de los años 2004-2011 
con un valor RMSE=4,417 MJ/(m2d) y respecto a los datos del año 2011 con un valor RMSE=4,2747 
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MJ/(m2d) en Figura 19. El ajuste es similar a la media móvil ponderada, pero la utilización de más 
de un armónico no aporta mejora significativa. 
Tabla 2. Funciones anuales típicas de Fourier de los datos de los años 2004-2010 de la irradiación 
solar global diaria en Mansilla Mayor (León), del primer al octavo armónico y el RMSE 
Irradiación solar global diaria años 2004-2010 SIAR Mansilla Mayor  
N° de 
armónicos 
Función anual típica de Fourier 
RMSE, 
MJ/(m2d) 
1 H(t)  =  16,31 − 10,9 cos(0,01712 t) + 1,383 sen(0,01712 t) 4,417 
2 
H(t)  =  16,79 − 10,75 cos (0,01792 t) − 0,1918 sen (0,01792 t) −
0,4302 cos (2 · 0,01792 t) + 0,9119 sen (2 · 0,01792 t)  
4,372 
3 
H(t)  =  16,82 − 10,72 cos (0,01795 t) − 0,2652 sen(0,01795 t) −
0,4444 cos (2 · 0,01795 t) + 0,9129 sen (2 · 0,01795 t) − 0,1614 cos (3 ·
0,01795 t) − 0,2203 sen (3 · 0,01795 t)  
4,370 
4 
H(t)  =  14 − 8,82 cos(0,01374 t) + 7,663 sen(0,01374 t) + 0,4119 ·
cos(2 · 0,01374 t) − 1,859 sen(2 · 0,01374 t) − 1,071 cos(3 · 0,01374 t) +
0,2203 sen(3 · 0,01374 t) − 0,1655 cos(4 · 0,01374 t) + 0,1346 sen(4 ·
0,01374 t)  
4,365 
5 
H(t)  =  15,95 − 10,9 cos(0,01659 t) + 2,442 sen(0,01659 t) + 0,4894 cos(2 ·
0,01659 t) + 0,62 sen(2 · 0,01659 t) − 0,2298 cos(3 · 0,01659 t) −
0,438 sen(3 · 0,01659 t) − 0,08166 cos(4 · 0,01659 t) − 0,2479 sen(4 ·
0,01659 t) − 0,4204 cos(5 · 0,01659 t) − 0,1472 sen(5 · 0,01659 t)  
4,360 
6 
H(t)  =  15,59 − 10,71 cos(0,01601 t) + 3,58 sen(0,01601 t) + 0,8222 cos(2 ·
0,01601 t) + 0,2469 sen(2 · 0,01601 t) − 0,3552 cos(3 · 0,01601 t) −
0,5187 sen(3 · 0,01601 t) − 0,1731 cos(4 · 0,01601 t) − 0,2608 sen(4 ·
0,01601 t) − 0,3646 cos(5 · 0,01601 t) + 0,01903 sen(5 · 0,01601 t) +
0,1542 cos(6 · 0,01601 t) − 0,2483 sen(6 · 0,01601 t)  
4,358 
7 
H(t)  =  15,62 − 10,77 cos(0,01608 t) + 3,439 sen(0,01608 t) +
0,7548 cos(2 · 0,01608 t) + 0,3084 · sen(2 · 0,01608 t) − 0,3652 cos(3 ·
0,01608 t) − 0,502 · sen(3 · 0,01608 t) − 0,1898 cos(4 · 0,01608 t) −
0,2505 sen(4 · 0,01608 t) − 0,4033 cos(5 · 0,01608 t) + 0,0155 sen(5 ·
0,01608 t) + 0,1429 cos(6 · 0,01608 t) − 0,2134 sen(6 · 0,01608 t) −
0,2898 cos(7 · 0,01608 t) + 0,05327 sen(7 · 0,01608 t)  
4,355 
8 
H(t)  =  15,9 − 10,88 cos(0,01608 t) + 2,604 sen(0,01608 t) + 0,5436 cos(2 ·
0,01608 t) + 0,5728 sen(2 · 0,01608 t) − 0,243 cos(3 · 0,01608 t) −
0,4557 sen(3 · 0,01608 t) − 0,09469 cos(4 · 0,01608 t) − 0,2583 sen(4 ·
0,01608 t) − 0,4202 cos(5 · 0,01608 t) − 0,1266 sen(5 · 0,01608 t) +
0,2067 cos(6 · 0,01608 t) − 0,1177 sen(6 · 0,01608 t) − 0,2595 cos(7 ·
0,01608 t) − 0,1288 sen(7 · 0,01608 t) − 0,1798 cos(8 · 0,01608 t) −
0,04178 sen(8 · 0,01608 t)  
4,355 
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Figura 18. Función anual típica de Fourier con el primer armónico vs Datos de los años 2004-2010 
SIAR. 
El análisis de Markov utilizado para la predicción de la irradiación solar global diaria del 
año 2011 resulta con un valor RMSE=4,3653 MJ/(m2d) en Figura 19. El ajuste es similar al análisis 
de Fourier, pero en este caso se basa en las probabilidades de cambio de estado de un día para 
otro. 
Por lo que se observa de las predicciones realizadas con los modelos clásicos durante el año 
2011 en Figura 19 y los resultados estadísticos evaluados para comprobar su efectividad en Tabla 
3. 
Los modelos Media Móvil [H(t-1),H(t)], Media Móvil [H(t-10),…,H(t)] y Regresión Lineal 
[H(t)] presentan el menor grado de autocorrelación mediante el estadístico DW. 
La efectividad del modelo Media Móvil [H(t-10),…,H(t)] consigue el mejor resultado, 
respecto al mínimo error RMSE, a su ajuste mediante el estadístico R2 y a su complejidad 
mediante el estadístico AIC. Pero, los demás modelos clásicos les siguen con resultados parecidos, 
excepto el año típico CENSOLAR, que obtiene el peor resultado, salvo mediante el estadístico 
MPE que valora el sesgo del error la predicción, al ser una media diaria mensual. 
La efectividad del modelo Media Móvil [H(t-1),H(t)] consigue el mejor resultado, mediante 
el estadístico FA que analiza las predicciones a corto plazo, al utilizar dos días de retardo. 
Tabla 3. Efectividad de los modelos clásicos de predicción vs Datos SIAR en Mansilla Mayor 
(León) para el año 2011 
Modelos Clásicos [H(t+1)] vs Irradiación solar global diaria horizontal año 2011 Mansilla 
Mayor (León) 
 RMSE, MJ/(m2d) R2 DW MPE FA AIC 
CENSOLAR [León] 5,1829 0,6837 0,7092 -0,1342 0,5286 5,2105 
Media Móvil [H(t-1),H(t)] 4,2582 0,7865 2,0952 -0,1366 0,6589 4,3048 
Media Móvil [H(t-10),…,H(t)] 3,9810 0,8134 1,7265 -0,1682 0,6493 4,2283 
Regresión Lineal [H(t)] 4,2434 0,7880 2,2880 -0,2234 0,6103 4,2666 
Fourier 1er Armónico 4,2747 0,7848 1,0439 -0,2692 0,5294 4,2974 
Fourier 2° Armónico 4,2626 0,7861 1,0498 -0,2629 0,5381 4,3086 
Fourier 3° Armónico 4,2675 0,7856 1,0474 -0,2617 0,5388 4,3374 
Fourier 4° Armónico 4,2618 0,7861 1,0499 -0,2560 0,5466 4,3562 
Fourier 5° Armónico 4,2465 0,7877 1,0575 -0,2580 0,5439 4,3642 
Fourier 6° Armónico 4,2552 0,7868 1,0532 -0,2577 0,5444 4,3971 
Fourier 7° Armónico 4,2537 0,7869 1,0539 -0,2547 0,5490 4,4199 
Fourier 8° Armónico 4,2557 0,7867 1,0529 -0,2543 0,5495 4,4463 
Markov [H(t)] 4,3653 0,7756 2,4099 -0,1525 0,6497 4,3892 
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Figura 19. Modelos clásicos vs Datos año 2011 SIAR. 
6. Conclusiones 
Una de las características más interesantes de las redes neuronales artificiales es su 
capacidad de aprender y modelar un fenómeno. Para establecer la predicción, un número fijo de 
valores anteriores se establece como entradas de la RNA, la salida es la predicción del valor futuro 
de la serie de tiempo. 
La predicción de la irradiación solar global que recibirá la superficie horizontal el día de 
mañana, se realizó utilizando las redes neuronales artificiales (RNAs), procurando el mínimo 
número de entradas para facilitar su uso, con datos de una estación agrometeorológica local. Se 
probaron los modelos más sencillos posibles, para que su utilización sea práctica en cualquier 
lugar, donde se disponga de una serie de datos de irradiación solar global diaria horizontal, ya 
sea medida en el propio lugar o como alternativa, la estimada por los satélites artificiales o desde 
otras variables ambientales (temperatura ambiente y horas de insolación). 
En las predicciones realizadas se utilizaron los datos de irradiación solar global del día 
anterior, dos días y tres días de retardo, con lo que se mejora su rendimiento respecto a los 
modelos clásicos estudiados (año típico CENSOLAR, media móvil con 2 días de retardo, 
regresión lineal, análisis de Fourier y Markov), salvo la media móvil con 11 días de retardo que 
obtiene mejor resultado. Pero, que los modelos RNA superan a este último cuando la red utiliza 
como variable de entrada el día del año J(t)=[1..365] al tener conocimiento de la época del año en 
la que se hace la predicción. Se observa para este caso, que utilizar los datos de irradiación solar 
de más días de retardo ya no aporta mejora en la predicción como en los primeros modelos. 
Una segunda mejora en el modelo RNA se consigue utilizando el índice de claridad Kt=H/H0 
como relación de la irradiación solar que incide en la superficie y la irradiación solar que llega al 
tope de la atmosfera, al tener conocimiento de la proporción de irradiación solar diaria que es 
absorbida y dispersada por la atmósfera. 
Para mejorar la predicción de la irradiación solar global diaria sobre la superficie horizontal, 
se pretende seguir desarrollando nuevos modelos RNA: 1) Utilizando otras variables explicativas 
como pueden ser la humedad, la presión atmosférica, la nubosidad,… que contribuyan a detectar 
cambios en su evolución, principalmente, durante los días de cambios bruscos, que es donde 
presenta los peores resultados los modelos RNA utilizados en este artículo. 2) El estudio por 
separado de los datos para cada época del año que tienen características similares. 3) La mejora 
del rendimiento de los modelos neurales también puede realizarse a partir de las predicciones de 
los servicios meteorológicos en lugar de utilizar únicamente los datos históricos registrados en la 
zona. 4) Otra posibilidad de mejora en las predicciones es la combinación de los modelos de 
predicción para el aumento de su rendimiento. 
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