Abstract-P2P downloads still represent a large portion of today's Internet traffic. More than 100 million users operate BitTorrent and generate more than 30% of the total Internet traffic. Recently, a significant research effort has been done to develop tools for automatic classification of Internet traffic by application. The purpose of the present work is to provide a framework for subclassification of P2P traffic generated by the BitTorrent protocol. The general intuition is that the users with similar interests download similar contents. This intuition can be rigorously formalized with the help of graph based semisupervised learning approach. We have chosen to work with a PageRank based semi-supervised learning method, which scales well with very large volumes of data. We provide recommendations for the choice of parameters in the PageRank based semi-supervised learning method. In particular, we show that it is advantageous to choose labelled points with large PageRank score.
I. INTRODUCTION P2P downloads still represent a large portion of today's Internet traffic. More than 100 million users operate BitTorrent and generate more than 30% of the total Internet traffic [7] . According to the Wikipedia article about BitTorrent [2] , the traffic generated by BitTorrent is greater than the traffic generated by Netflix and Hulu combined. Recently, a significant research effort has been done to develop tools for automatic classification of Internet traffic by application [9] , [8] , [11] . The purpose of the present work is to provide a framework for subclassification of P2P traffic generated by the BitTorrent protocol. Unlike previous works [9] , [8] , [11] , we cannot rely on packet level characteristics (packet size, packet interarrival time, etc). Instead we make use of the bipartite user-content graph. This is a graph formed by two sets of nodes: the set of users (peers) and the set of contents (downloaded files). From this basic bipartite graph we also construct the user graph, where two users are connected if they download the same content, and the content graph, where two files are connected if they are both downloaded by at least one user. Using the methodology developed in [7] we were able to use the snapshots of P2P downloads from the whole Internet. Even a snapshot corresponding to half an hour duration represent a huge amount of data. Without some filtering technique, which will be explained in Section 3 we were even not able to operate with the user graph constructed from a single snapshot. The content graph is smaller and we were able to construct an aggregated content graph from several snapshots corresponding to the week-long observation.
The general intuition is that the users with similar interests download similar contents. This intuition can be rigorously formalized with the help of graph based semi-supervised learning approach [13] . In particular, we have chosen to work with PageRank based semi-supervised learning method [3] , [4] , [12] . It has been demonstrated in [4] that the PageRank based semi-supervised learning method has implementations with quasi-linear complexity and produces robust results with respect to the method's parameters.
We have three goals in the present work. The main goal is to provide a robust graph based semi-supervised learning approach for content and user classification of BitTorrent P2P transfers. The second goal is to demonstrate that the PageRank based semi-supervised learning method, thanks to its quasilinear complexity, can deal with classification of very large datasets. Some datasets used in the present paper are several orders of magnitude larger than datasets typically used in the literature on graph based semi-supervised learning. The third goal is to test the impact of the choice of the labelled nodes on the classification result. In particular, we test the following three options for the choice of the labelled points: randomly chosen labelled points, labelled points with large PageRank values and labelled points with large degrees. We demonstrate that in the context of P2P classification the choice of labeled points with large PageRank values gives good results in the majority of classification tasks.
The article is organized as follows: In the next Section II we describe the PageRank based semi-supervised learning method. Then, in Section III we give a detailed description of our datasets and method implementation. In Section IV we perform topic based and language based classifications of the whole collection of the P2P traffic based on the content graph and user graph, respectively. Then, we examine our method on smaller subsets of content. In Section V we analyse the content classification of the video plus music subgraph. In Section VI we study the classification of the untagged content in the "other video" category. Again the graph based semisupervised learning method performed very well and provided good suggestions for finer subcategorization. In Section VII we give conclusions and provide directions for future research.
II. PAGERANK BASED CLASSIFICATION
Let us present some basic facts about PageRank based semisupervised learning method. An interested reader can find more theoretical results in [4] and in related works [3] , [12] .
Suppose we need to classify N data points into K classes and P data points are labelled. In particular, this means that for a labelled point i = 1, ..., P the function k(i) ∈ 1, ..., K is defined. Graph based semi-supervised learning approach uses a weighted graph connecting data points. The weight matrix, or similarity matrix, is denoted by W . Here we assume that the weight matrix W is symmetric. Each element w i,j represents a degree of similarity between data points i and j. Denote by D a diagonal matrix with its (i, i)-element equals to the sum of the i-th row of matrix W :
We refer to each column Y ·k of matrix Y as labeling function. Also define the N ×K matrix F and call its columns F ·k classification functions. A general idea of the graph-based semisupervised learning is to find classification functions so that on the one hand they will be close to the corresponding labeling function and on the other hand they will change smoothly over the graph associated with the similarity matrix. This general idea can be expressed by means of the optimization formulation
where µ is a regularization parameter. In fact, the parameter µ represents a trade-off between the closeness of the classification function to the labeling function and its smoothness. Proposition 1: The classification functions for the PageRank based semi-supervised learning are given by
for k = 1, ..., K.
Let us now explain why the following framework corresponds to the PageRank based clustering method. Denote α = 2/(2 + µ) and write F .k in a transposed form
If the labeling functions are normalized, this is exactly an explicit expression for PageRank [10] . This expression was used in [3] but no optimization framework was provided.
Note that D −1 W represents the transition probability matrix for the random walk on the similarity graph. Then, the (i, j)-th element of the matrix (I − αD −1 W ) −1 gives the expected number of visits to node j starting from node i until the random walk restarts with probability 1 − α. This observation provides the following probabilistic interpretation for the PageRank based method. In the PageRank based method with normalized labeling functions, F ik gives up to a multiplicative constant the expected number of visits to node i, if the random walk starts from a uniform distribution over the labeled nodes of class k.
The choice of the labelled points can potentially have a significant influence on classification results. Therefore, in the present work we study this influence. Specifically, we consider the following options for the choice of labelled points: 1) randomly chosen labelled points, that is, in each class we take several samples of random labelled points; 
III. DATASETS AND METHOD IMPLEMENTATION

DESCRIPTION
We have several snapshots of the Torrents collected from the whole Internet using methodology described in [7] . Each snapshot contains half an hour of P2P transfers. In total, we have about one week of observations. We have also an aggregate representing the transfers observed during the whole week. To test the effect of NATs, to save memory and to reduce information noise, the following filtering has been applied which we denote by g(X, Y ): we filter out all IP addresses with more than or equal to X ports (X = 0 means no filtering), and we filter out all contents with less than or equal to Y IP addresses seen downloading the content (Y = 0 means no filtering). Two users with the same IP addresses but with different ports could be the same user or different users if they are behind a NAT. Thus to exclude this ambiguity we can apply filtering by ports. The second filter by IP address helps to remove unpopular contents which were downloaded less than or equal to Y times, which in turn helps to reduce information noise and data volume. We use the whole aggregate to create the content graph. Some files are tagged with information about name, language, topic, login of the person who inserted these files. Those tags correspond to the classification made by popular torrent sites like ThePirateBay [7] . If two files are downloaded by the same user, we create an edge between these two files. The weight of the edge shows how many users downloaded these two files. We filter out all links with the weight equal to one to reduce the noise and memory usage. Without this filtering even the PageRank based method with quasi-linear complexity cannot be applied on a standard desktop computer.
We start with the smallest aggregated dataset g(2, 10) which contain information with small noise. To evaluate the impact of the noise with respect to user identification we have also made experiments with datasets g(0, 10) and g(2, 0).
The graph for g(2, 0) dataset after preprocessing contains three times more nodes and two times more edges than the dataset g(2, 10). The graph for g(0, 10) dataset after preprocessing contains two times more edges than the dataset g(2, 10). Let us now describe how we construct the user graph. The user graph is constructed with the help of HADOOP realization of MapReduce technology [1] from the basic usercontent bipartite graph from a single half an hour snapshot. The aggregated user graph is too large to work with.
The snapshot contains information on which content was downloaded by whom. In the user graph an edge with the weight M signifies that two users download M same files. The user graph has 3 228 410 nodes and 3 436 442 577 edges. The number of edges with weight one is equal to 3 309 965 972. Also we have noticed that some users downloaded much more files than a normal user would do. One user who has downloaded 655 727 files, for sure is a robot. Thus, we have decided remove all edges with weight one and the user-robot. The modified user graph has 1 126 670 nodes and 124 753 790 edges. This filtering significantly reduces required computing and memory resources. In fact, by doing this filtering we also remove some information noise. If two users download only one common item it could be by pure chance, if they both download more than two same files -it is more likely that they share same interests.
We classify contents and users by both language and topics. The considered languages and topics are given in Tables II and III. Our base line expert classification is based on P2P content tags if they are available. For instance, in the case of classification by language we consider that the content is in English if it has only tag "English". And we consider a user to be an English language user, if he or she downloads only English language content.
We have implemented PageRank based classification method in the WebGraph framework [6] . The WebGraph framework has a very efficient graph compression technique which allows us to work with very large graphs.
IV. RESULTS OF CLASSIFICATION OF CONTENT AND USERS
Using PageRank based classification method, we have performed four classification experiments. We have used the aggregated graph of content g(2, 10) to classify the content into 5 classes according to the languages (see Table II ) and into 7 classes according to the content type (see Table III ). The classification of the aggregated content graph has taken approximately 15 minutes on a 64-bit computer with IntelCore7i processor and 6GB RAM. The results of the classification evaluated in terms of accuracy are presented in Tables IV and V. In the present work by accuracy we mean the number of correctly classified data points divided by the total number of data points in our expert classification. Then, we have performed the classification of users also into 5 classes of the languages and into 7 classes of the content preferred by users (see Tables VI and VII) . It has taken about 20 minutes on the same computer. However, the preprocessing of a single snapshot of the user graph was much more demanding than the preprocessing of the aggregated content graph. Our main conclusion is that the PageRank based classification method scales remarkably well with large volumes of data. Then, our second important observation is that by using a very little amount of information, we are able to classify the content and users with high accuracy. For instance, in the dataset of 1 126 670 users, using only 50 labelled points for each language, we are able to classify the users according to their preferred language with 88% accuracy.
In all four classification experiments, we have tried three different options for the choice of the labelled points. We have chosen the labelled points: (a) with largest standard PageRank values; (b) with largest degree; and (c) randomly. When evaluating the performance with the randomly chosen labelled points we have averaged the accuracy over 10 random samples (because of the size of the data, making more than 10 samples for each of many experimental setups was very time demanding) and we have also reported the worst (rand min column) and the best (rand max column) accuracy. With respect to the choice of the labelled points, our conclusion is that in the majority of cases the labelled points with large values of the standard PageRank are the best picks (see topPR columns). In the case of classification with the aggregated content graph, the labelled points with large degrees give results comparable with the results obtained with the labelled points chosen according to PageRank. However, it was interesting to observe that in the case of the classification of users, the classification based on the labelled points with large degrees does not perform well at all. Our explanation is that in that dataset the nodes with very large degrees are not representative. There is an independent confirmation of this idea given in [5] .
We would like to note that there is not much difference if one considers weighted or unweighted graph for content classification. As one can see from Table IV , the accuracy of content classification by languages in the case of unweighted graph is 66.3% (choosing 50 labelled points for each class according to top PageRank values). We have repeated the experiment with the weighted graph and have obtain 68.9% accuracy. We explain the relatively small difference in accuracies by the fact that 88.3% of edges have weight 1 and then 7.1% of edges have weight 2. So the majority of edges have weight 1 and the other edges have also small weights.
Finally, we have observed that the classification using g(2, 10) filtering is one or two percent better in terms of accuracy than the classification using g(0, 10) filtering. Thus, by doing the filtering we not only reduce the amount of data required for processing, but also we reduce the information noise.
To understand better how the graph based semi-supervised learning works let us consider in the next two sections smaller subsets of content. We have constructed a subgraph which consists of all files which have in their tags "video", "movie", "audio" or "music". In Table VIII we see the results of classification "music"+"audio" against "video"+"movie". The results are . The good classification is probably due to the fact that the dataset is smaller and the classes are balanced. In particular it is interesting to observe how the files tagged "Music Video Clips" are classified. 143 such files are classified into "music", and 45 files are classified into "video". This is quite in agreement with intuition that "music video clips" are better related to music than to video. On opposite only 20 "video movie clips" are classified as "music" and 125 "video movie clips" are classified as "video". This also agrees with our intuition since most of "video movie clip" files are short extracts from movies. 
VI. CLASSIFICATION OF UNTAGGED CONTENT
We have also created "other video" subgraph from the whole content graph. We have taken all nodes for which we have topic tags as "other video" and all edges induced by the supergraph. The subgraph contains 1189 nodes and 20702 edges. We made the expert evaluation manually by popular categories: "Sport Tutorials The results of the semi-supervised classification are presented in Tables IX, X, XI. In Table IX we demonstrate the effect of the choice of the labelled points. As expected the more labelled points we take the better. In Table XII we compare in detail the random choice of labelled points with the labelled points chosen according to their PageRank value. Specifically we average the results over 100 experiments with random labelled points. We can see that the precision corresponding to the labelled points chosen by PageRank is better than the average precision corresponding to the random choice of the labelled points. The coefficient of variation (CoV) for the random choice of the labelled points is significant (around 20%), which means that if we choose labelled point randomly the result of the classification is much less reliable than the result of the classification according to the labelled points with large PageRank values. It was surprising to observe that choosing labelled points with large degrees does not help much. May be here we also face the phenomenon described in [5] .
In Tables X, XI we present the Cross-Validation matrices for experiments with 10 and 15 labeled points chosen according to large PageRank values. In both tables we see strong diagonal domination. It is nice to observe that we have good classification despite the fact that nearly the half of the files do not belong to any of the mentioned above six classes. This can be interpreted as robustness of graph based semi-supervised learning approach with significant presence of noisy data.
Furthermore, it is interesting to observe that most of the "other video" files with the content as "Dance Tutorials" (21 from 27) are classified into "Sport Tutorials" [ST] , which seems to be indeed related category. And all tutorials about gun shooting (13) are classified in "Sport Tutorials", even though they have not initially been classified as "Sport Tutorials". This automatic classification appears to be quite logical and suggests the possibility of application of graph based semisupervised learning for refinement of P2P content categorization. 
VII. CONCLUSIONS AND FUTURE RESEARCH
We have proposed to apply the PageRank graph-based semisupervised learning method to classify P2P content and users. The proposed method has appeared to be highly scalable. We We have also demonstrated that the graph-based semi-supervised method is very robust with respect to various types of noise in the data. As a future research direction we suggest to consider a combination of graph-based unsupervised and semisupervised methods to produce an automatic or computeraided categorization of P2P traffic.
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