Collaborative Learning by Boosting in Distributed Environments by Shijun Wang & Changshui Zhang
Collaborative Learning by Boosting in Distributed Environments
Shijun Wang
Diagnostic Radiology Department, National Institutes of Health, Bethesda, MD 20892, USA
sjwang05@gmail.com
Changshui Zhang
Department of Automation, Tsinghua University, Beijing 100084, China
zcs@mail.tsinghua.edu.cn
Abstract
In this paper we propose a new distributed learn-
ing method called distributed network boosting (DNB)
algorithm for distributed applications. The learned hy-
potheses are exchanged between neighboring sites dur-
ing learning process. Theoretical analysis shows that
the DNB algorithm minimizes the cost function through
the collaborative functional gradient descent in hy-
potheses space. Comparison results of the DNB algo-
rithm with other distributed learning methods on real
data sets with different sizes show its effectiveness.
1 Introduction
With rapid progress of the telecommunication and
computer network technologies, we are facing more and
more distributed applications with massive data sets. It
is not feasible to centralize the data physically dispersed
in diverse geographic locations in some circumstances.
Because they may be too large to fit into the computer
memory or they are private and can not be exposed to
other sites. There are two main directions developed in
the machine learning community to deal with massive
data sets from multiple sites: data subsampling [1] and
distributed approaches [2, 3, 4]. If we assume that we
do not need all the data available, then we may subsam-
ple the data and use traditional data mining methods to
handle them [1]. On the other hand, in order to make
full use of data, the distributed or parallel approaches
tries to learn from multiple data resources, e.g. parallel
decision trees[2], DIvote and DRvote [3], etc.
The DIvote and DRvote algorithms [3] are based on
the pasting votes method proposed by Breiman [6]. The
two algorithms build hundreds or thousands of classi-
fiers on small subsets of data in a distributed environ-
ment. Whereafter, A. Lazarevic et al. proposed a paral-
lel algorithm called distributed boosting algorithm (DB)
[4] based on boosting[5]. In the DB algorithm the train-
ing processes on different sites are proceeded concur-
rently. The weights of samples on each site are updated
according to the learned hypotheses. Afterwards the
sum of weights of the samples on each site are broad-
casted which helps each node to build a global weight
distribution of all the instances. The training set of each
site for the next round is sampled from the global distri-
bution with all the samples belonging to other sites are
deleted.
In this paper, we propose a new method called dis-
tributed network boosting algorithm (DNB) for classifi-
cation problems in distributed environments. The DNB
method is based on the collaborative functional gradi-
ent technique for combining hypotheses in functional
space. Theoretical analysis shows that it can learn the
target hypothesis through the cooperation between dif-
ferent sites with all the data in each site kept private.
The DNB algorithm, unlike the distributed boosting al-
gorithm [4] which tries to emulate the global distribu-
tion of samples by broadcast, just uses local information
and requires less memory space than that of the DB al-
gorithm.
2 The distributed network boosting algo-
rithm
In distributed applications, each site will have a clas-
sifier or base learning algorithm. They compose a clas-
sifier network in which nodes are classifiers and links
between nodes represent the relationship between clas-
sifier pairs [7]. If there is a link between node A and
node B, then classifier A will exchange information
with classifier B during the learning process. The topol-
ogy of the classifier network is determined by real dis-
tributed applications. The link represents the commu-
nication link between two sites. The basic idea of out
DNB method is that we try to learn the target hypothe-
sis through the cooperation of classifiers distributed on
different sites. To reduce the communication and com-
putation cost incurred by exchanging samples between
sites, here we exchange the learned hypotheses between
neighbors during the training of the DNB algorithm. So
the base learning algorithm in each site does not need
to know the samples in its neighbor sites, they just need
to know what their neighbors learned. This scenario is
very similar to the propagation and accumulation pro-
cess of knowledge in our human society.
The dynamic integration approach contains
two phases. In the learning phase, given train set
Sk, k = 1, 2, ..., K for each base learning algorithm
on different sites, each site k maintains a weight
distribution Dk,t (i) for k = 1, ..., K , t = 1, ..., T
of samples xi, i = 1, 2, ..., lk on that site respectively
(lk is the number of train samples in node k). Then a
classifier on each site is built by the training instances
sampled from the train data according to the weight
distribution of the train data it holds. After that, the
weights of the instances on each node are updated
according to the classification result of the node and its
neighbors. The classifier network is trained T rounds
in such way. In the application phase, for a coming
new sample at any site k, its label is determined by
weighted vote of all the hypotheses learned by site k
and its direct neighbors on the classifier network. The
proposed DNB algorithm is described as follows:
Input: Network N with K nodes; Training set Sk for
each site k, k = 1, 2, ..., K; Training rounds T .
Initialize: For each node k, Dk,1 (i) = 1/lk where lk
is the number of samples in Sk, k = 1, 2, ..., K .
Do for: 1. Generate a replicate training set Tk,t of size
lk, by weighted sub-sampling with replacement from
train set Sk for k = 1, 2, ..., K;
2. Train the classifier (node) Ck in the classifier
network with respect to the training set Tk,t and obtain
hypothesis
hk,t : x → {−1, +1} for k = 1, 2, ..., K;




Dk,t(i)I[yi = hk,t(xi)] , k = 1, 2, ..., K
(I is the indication function);
4. Hypothesis weight αk,t = 0.5∗ log ((1 − εk,t)/εk,t),
k = 1, 2, ..., K;
5. Update the weight of in-




















k = 1, 2, ..., K and n is the direct neighbor of node k.
3 Collaborative functional gradient tech-
nique for combining hypotheses in dis-
tributed environments
The ensemble learning problem is closely related
with optimization problem in hypothesis space [8]. In
this section, we propose a collaborative functional gra-
dient technique in hypotheses space and show that the
DNB algorithm minimizes the classification objective
function through it.
At first, we assume that in a distributed environment,
every site or node has its own training set Sk, k =
1, ..., K . For each node k, we define the output of the











where node n is the direct neighbor of node k and αk,s
is the weight of hypothesis hk,s, k = 1, 2, ..., K, s =
1, 2, ..., t. The above formulation shows that the ensem-
ble output of node k contains not only all the hypotheses
learned in the node k, but also the hypotheses learned by
its neighbors during past training process.
Like AdaBoost [5], we define the optimization ob-
jective function C of sample margins in each node k at






















To minimize the objective function, a natural way is
finding the negative gradient direction of C in hypothe-
ses space. Because it is very hard to directly find the
negative gradient direction of the cost function C, we
choose an alternative way:
At training round t + 1, we expect the inner product
of the new learned hypothesis hk,t+1 and the negative
gradient direction of cost function C at Hk,t






yihk,t+1 (xi)C′ (yiHk,t (xi)) (4)
is maximized. After a simple transformation, we get













































If we define the weight of sample i at round t in node k
as


















Then finding hk,t+1 to maximize
−〈∇C (Hk,t) , hk,t+1〉 at round t + 1 is equiva-
lent to finding hk,t+1 to minimize∑
i:hk,t+1(xi) =yi
Dk,t+1 (i), (6)
which means that we should find hypothesis hk,t+1
that has the minimum weighted error rate under current
weight distribution of samples. Because the optimiza-
tion is done by the cooperation of learners on the classi-
fier network, we call it collaborative functional gradient
technique in hypotheses space.
According to the definition of the update of sample
weight above, if we represent it as iterative form accord-
ing to training round t, then










It is just the weight update equation of the DNB al-
gorithm. The above equation shows that: for any node
k, the DNB algorithm not only considers the hypothe-
sis learned at training round t, but also the hypotheses
learned by its neighbors when the weights of samples
are updated. So the DNB algorithm implements the col-
laborative functional gradient technique in hypotheses
space through importing of neighbor information and
minimizes the cost function step by step.
4 Experiments
In this section, we compare the distributed net-
work boosting algorithm with distributed boosting and
DIvote algorithms on several benchmark data sets
selected from UCI repository (http://www.ics.
uci.edu/). In the experiments below, the C4.5 de-
cision tree algorithm is employed as a base classifier in
all the ensemble methods without pruning.
We first tested the distributed ensemble learning
methods on several small-sized datasets whose samples
are less than 4000. We performed statistical tests to
compare the three ensemble learning algorithms. For
each problem we generated 50 random partitions into
training and test sets with proportion 6 : 4. For all the
distributed algorithms, the training samples were uni-
formly distributed in 4 nodes (sites). Then we trained
each distributed learning algorithm and computed its
test error on each partition. The boosting iterations were
all 100. For the DIvote [3], the size of each bite was 40.
For the DNB algorithm, the 4 nodes were fully con-
nected.
The comparison results are shown in table 1. We
also tested the C4.5 with complete data available for
comparison. In the table we show the average error
rate (err) and standard deviation (std) of the 50 random
tests for each data set tested by each algorithm. We also
show the results of significance tests (t-hypothesis test
at significance level 0.05) of the C4.5, DIvote, DB al-
gorithms with the DNB algorithm. “+” and “-” mean
that there is a significant difference between the results
of the two algorithms compared. From the table we can
find that the DNB algorithm shows better generalization
ability compared to the DIvote and DB algorithms. It
also achieves higher accuracy compared with the C4.5
algorithm with centralized data.
To show the performance of the distributed network
boosting algorithm on large-scale data sets, we com-
pared the DIvote, DB and DNB algorithms on the cov-
type dataset. The covtype data set was selected from
UCI repository which has 581,012 instances in total. It
has 7 classes and 54 continuous attributes. We split the
data into training set and test set with the size 100,000
and 481,012 respectively. For each distributed learn-
ing algorithm, we partitioned the training set into ten
disjoint partitions. For the DIvote algorithm, the size
of each bite was 800. For the DNB algorithm, a fully
connected network was used. Figure 1 shows the test
error rates of the three methods on each boosting iter-
ation. The DNB algorithm achieves higher accuracy
compared with other two methods on this large scale
dataset.
Table 1. Comparison results of the DNB algorithm with the C4.5, DIVote and DB algorithms.
Name C4.5 DIVote DB DNB
err ± std err ± std err ± std S1 S2 S3 err ± std
credit-g .285 ± .020 .265 ± .020 .255 ± .017 + + .252 ± .017
heart-c .245 ± .042 .169 ± .032 .212 ± .029 + - + .184 ± .031
ionosphere .114 ± .027 .086 ± .024 .110 ± .031 + + .088 ± .028
kr-vs-kp .009 ± .003 .022 ± .004 .013 ± .004 + + .010 ± .003
sick .015 ± .004 .022 ± .003 .020 ± .003 - + + .017 ± .004
soybean .110 ± .022 .218 ± .028 .099 ± .023 + + + .088 ± .015
splice .067 ± .007 .069 ± .011 .073 ± .015 + + + .058 ± .007
tic-tac-toe .179 ± .024 .228 ± .021 .061 ± .024 + + + .050 ± .021
vehicle .288 ± .024 .291 ± .021 .260 ± .026 + + + .245 ± .016
vowel .266 ± .028 .388 ± .032 .154 ± .027 + + .148 ± .024























Figure 1. Comparisons of the DIvote, DB
and DNB algorithms on the test set under
different training iterations for the cov-
type dataset.
5 Conclusions
In this paper, we propose a new distributed learn-
ing algorithm called the distributed network boosting
algorithm. During the training process, the hypothesis
learned in each round and each node is shared by its
neighbor nodes (sites). With the help of exchanged hy-
potheses, the learned classifiers become more diverse
and are robust to noise. The theoretic analysis shows
that it minimizes the classification cost function through
the collaborative functional gradient descendent in hy-
potheses space. To validate the proposed method, we
compare it with the C4.5, DIvote and distributed boost-
ing algorithms on the UCI datasets with different sizes.
Experimental results show that the DNB algorithm has
higher generalization ability compared with others.
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