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AbstractÐWe present a method for the exact computation of the moments of a region bounded by a curve represented by a scaling
function or wavelet basis. Using Green's Theorem, we show that the computation of the area moments is equivalent to applying a
suitable multidimensional filter on the coefficients of the curve and thereafter computing a scalar product. The multidimensional filter
coefficients are precomputed exactly as the solution of a two-scale relation. To demonstrate the performance improvement of the new
method, we compare it with existing methods such as pixel-based approaches and approximation of the region by a polygon. We also
propose an alternate scheme when the scaling function is sincx.
Index TermsÐArea moments, curves, splines, wavelets, Fourier, two-scale relation, box splines, wavelet-Galerkin integrals.
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1 INTRODUCTION
MOMENTS are standard descriptors of the shape of anobject [1], [2], [3]; they easily yield features that are
invariant to translation and rotation [4] or, more generally,
to affine transformations, which makes them useful tools
for pattern recognition. In the standard formulation, they
are computed as surface integrals which requires raster
scanning through the image. However, there are many
instances where the boundaries of objects are described by
parametric curves. This is the case, for example, when the
objects are detected using parametric snakes which are
represented using B-spline [5], [6], [7], [8] or wavelet basis
functions [9], [10]. Another simple case is when the region is
described as a polygon [11].
In this paper, we address the problem of computing the
area moments of objects described by such parametric
curves when the basis functions are scaling functions. The
popular wavelet curve descriptors also fall into this class.
The originality of our approach is that the computation is
exact and also more direct than the conventional pixel-
based method which requires an explicit labeling of the
inner region of the curve prior to computation. Moreover,
the pixel-based schemes suffer a low accuracy due to the
loss of subpixel details in the rasterizing process. Also, the
error in the area-based computation of moments is
dependent on the orientation of the shape.
Since a polygon can be represented in terms of linear
splines, the computation of moments by approximating the
shape as a polygon [11], [12], [13] is a particular case of our
approach. While the polygon method can be made as
accurate as desired by increasing the number of segments,
the convergence is slow because of the low approximation
order of linear splines. Moreover, it is not suitable for
computing the curvature, which is an interesting shape
feature as it is invariant to rotation and translations, and can
be easily normalized to scale changes. This motivates us to
investigate higher order schemes where the curve is
represented by smoother basis functions such as B-splines
and other scaling functions that appear in wavelet theory
[14], [15]. These type of basis functions also occur naturally
when one seeks multiresolution representation of curves
which are well suited for pattern recognition and shape
simplification [16], [10].
The paper is organized as follows: In Section 2, we show
how Green's Theorem can be used for the computation of
the area moments of a parametric curve. In Section 3, we
consider the computation of the moments of such a curve
represented in spline or wavelet bases. Here, we also
discuss the properties of the multidimensional kernel used
in the computation of moments. In Section 4, we give the
implementation details of the moment computation. In the
following section, we deal with the precomputation of the
kernel. In Section 6, we present an alternate implementation
that works for any order moments, but it is rigorously exact
only when the scaling function is sincx. This is especially
interesting because it makes our method applicable to the
Fourier representation of curves as well. In the last section,
we compare the new method with the existing schemes
such as approximation using polygons and rasterizing.
2 PRELIMINARIES
2.1 Computation of Moments Using
Green's Theorem
Green's Theorem relates the volume integral of the
divergence of a vector field in a closed region to the
integral of the field over the surface enclosing it. In this
section, we show how it can be used to compute the
moments of an area enclosed by a curve.
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Consider a closed region V, bounded by a surface S.
Green's Theorem states that, for any vector field F,Z
V
r:F dV 
Z
S
F:dS; 1
where dS is the unit vector pointing out of the surface S.
Assuming the volume has a constant cross-section bounded
by the curve C and that the variation of the field along the
z-direction is zero, we can restrict the theorem to two
dimensions as,Z
S
@Fx
@x
 @Fy
@y
 
dxdy 
I
C
Fydxÿ Fxdy: 2
The first integral is evaluated over the area S enclosed by
the curve and the second one along the curve C in the
clockwise direction. The computation of the moments
involves the evaluation of the integral
R
S x
m:yn:dxdy on the
surface bounded by the curve. This, by (2), is equivalent to
Im;n 
I
C
xmyn1
n 1 dx; 3
with F  eyxmyn1n1 ; ey denotes the unit vector along the
y direction. Note that the choice of F is not unique. We
choose the vector field F that makes the computation
simple. Another possible choice that has the same computa-
tional complexity is F  ÿexxm1ynm1 .
2.2 Parametric Representation of a Curve
A curve in the x Ð y plane can be represented in terms of an
arbitrary parameter t as rt  xt; yt. If the curve is
closed, as discussed in the paper, the functions xt and yt
are periodic.
When the curve C is represented as above, rt can be
approximated efficiently as linear combinations of some
basis functions, which makes the representation compact
and easy to handle.
In this paper, we mainly focus on the representation of
the function vector rt in a scaling function basis as
rt 
X1
kÿ1
bk ’tÿ k: 4
Here, bk denotes the sequence of vector coefficients given
by bk  ck; dk. If the period, M, is an integer, we have
bk  bkM . This reduces the infinite summations to
rt 
XMÿ1
k0
bk ’ptÿ k; 5
where
’pt 
X1
kÿ1
’tÿ k:M: 6
In the context of wavelets, ’ is called the scaling function; it
satisfies the two-scale difference equation
’t 
X
k
hk’2tÿ k; 7
where hk is the mask of the corresponding refinement
filter [14]. The scaling function representation enables us to
have local control of the contour, which is desirable in many
applications. It also permits a multiresolution representa-
tion of the curve [9], [17]. Moreover, the scaling function
representation is affine-invariant; an affine transformation
of the curve is achieved simply by transforming the
coefficient vector bk; k  0; 1; . . . ;M ÿ 1. This is because of
the linearity of the representation and the partition of unity
condition:
X1
kÿ1
’tÿ k  1; 8
which is satisfied by all valid scaling functions in wavelet
theory. Among the scaling functions, a case of special
interest is ’  n, where n is the causal B-spline of degree n
[18] defined by its Fourier transform
^s!  1ÿ e
ÿj!
j!
 s1
: 9
This yields spline curves which are frequently used in
computer graphics [19] and computer vision [6], [20], [21].
We now consider a simple example to illustrate this kind
of curve representation. Given in Fig. 1 is a polygon and its
parametric representation. The dotted lines show the linear
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Fig. 1. Example: A polygon and its parametric representation.
B-spline basis functions, 1tÿ k (tent function), multiplied
by the corresponding coefficients.
The description of C in the scaling function basis is
equivalent to a periodized wavelet representation [9]. This
implies that, if we have a wavelet description of the curve,
the scaling function coefficients at any scale can be obtained
from the wavelet coefficients using the fast reconstruction
equation described in [22]. Hence, the theory is sufficiently
general to include the wavelet curve descriptors as well.
The representation of the curves in a sinc basis also falls
in this class, as sinc is a valid scaling function. The
description of the curve in the sinc basis as (5) is not
efficient, as sinc has an infinite mask unlike most of the
widely used scaling functions. It is well known (c.f. [23])
that the sinc interpolation of a periodic signal can be
formulated into a numerically stable and efficient expres-
sion as
rt 
XL
kÿL
bk exp
j2kt
M
 
; 10
where 2L 1 M, assuming M to be odd. A similar
expression is obtained for even M as well. Here, bk is the
discrete Fourier transform of the vector sequence rk. Note
that (10) provides the Fourier series description of the
curve, which is frequently used for the representation of
closed curves [24], [25].
2.3 Differentiation of Scaling Functions
We will use the property that the kth derivative of a scaling
function ’ can be expressed as [26]
’kx  k’fkgx; 11
where ’fkgx denotes the scaling function whose mask is
given by
Hfkgz  2
1 zÿ1
 k
Hz;
Hz is the mask of ’.  denotes the backward difference
operator, defined as  x  x ÿ xÿ 1.
The relation (11) follows from the fact that any mth order
scaling function can be written as
’^!  1ÿ e
j!
j!
 m
|{z}
^mÿ1!
^!;
where  is a refinable distribution which does not satisfy the
partition of unity. The mask of ’ is Hz  1zÿ12
 m
Hz.
Note that 1z
ÿ1
2
 m
is the mask of mÿ1 and H the mask of .
Differentiating ’ with respect to x, k number of times
(k  m) yields
’kx ÿ!F j! k’^!
 1ÿ ej!ÿ k 1ÿ ej!
j!
 mÿk
^!|{z}
’^fkg!
ÿ!F
ÿ1
k’fkgx: 12
Thus, the mask of ’fkgx is
Hfkgz  1 z
ÿ1
2
 mÿk
Hz  2
1 zÿ1
 k
Hz:
3 COMPUTATION OF THE MOMENTS OF AN AREA
BOUNDED BY A PARAMETRIZED CURVE
To facilitate the understanding of our method, we first give
a detailed derivation of the formula for the area of the
region bounded by the curve. We then extend our
formulation to the general case.
3.1 Computation of the Area
For the parametric representation of the curve, the area of
the region is given by
I0;0 
Z M
0
yt dxt
dt
dt: 13
When the curve is described in a scaling function basis as in
(5), we have
I0;0 
XMÿ1
i;j0
dicj
Z M
0
’ptÿ i’0ptÿ jdt; 14
where
’0pt 
d’pt
dt
:
Substituting for ’0pt from (6), we get
I0;0 
XMÿ1
i;j0
dicj
Z 1
ÿ1
’ptÿ i’0tÿ jdt; 15
which is equivalent to
I0;0 
XMÿ1
i;j0
dicj
Z 1
ÿ1
’ptÿ i j’0tdt|{z}
gp
0
iÿj
: 16
Again, substituting for ’p from (6), we get the kernel g
p
0l as
the M periodized version of
g0l 
Z 1
ÿ1
’0t’tÿ ldt 17
as gp0l 
P1
kÿ1 g0l k:M. With the simplification (11),
the above equation becomes
g0l  f0l; 18
and
f0x 
Z 1
ÿ1
’f1gt’tÿ xdt: 19
Note that, if ’t  ’ ÿ t, then f0x can be written as the
convolution ’f1g  ’ÿ   x. We prefer to represent the
kernel gp in terms of f due to its nice properties, discussed
later.
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For the example given in Fig. 1, we have
g0l   0  1
ÿ l 2  2l 2
g0 : 0:5; 0;ÿ0:5; l 2 fÿ1; 0; 1g;
where n is the causal B-spline function of degree n.
Now, for the polygon, ck : 1; 1; 6; 8; 7; 4 and dk :
1; 6; 8; 5; 1; 0. Hence, by (16), we have
I0;0  1
2
h6; 8; 5; 1; 0; 1; 5; 7; 1;ÿ4;ÿ6;ÿ3i
 42 units:
Here, hx1; x2i stands for the ‘2 inner product given byP
k x1kx2k.
3.2 General Formula
Having shown how to compute the area, we proceed on to
the general case. The formula for the computation of the
general moments are given by the following theorem:
Theorem 1. Let C be a closed curve in the x-y plane represented
in the parametric form in a periodized scaling function basis as
(4). Then, the m;nth order area moment of the region S,
bounded by the curve C, given by
Im;n 
Z
S
xmyn dxdy for m; n  0 20
can be computed as
Im;n  1
n 1
X
k2R
X
i2Rm1
j2Rn
ck ci
mdjn1g
p
mniÿ k; jÿ k; 21
where R is the integer range 0 . . .M ÿ 1. The kernel gpmn in
(21) is
gpmnk 
Z 1
ÿ1
’0t’ptÿ k1 . . .’ptÿ kmn1 dt: 22
Here, cm stands for the m-times tensor product1 c

c . . .
 c and iÿ k denotes the sequence
i1 ÿ k; i2 ÿ k; . . . im1 ÿ k:
Proof. For a parametric curve, the evaluation of the m;nth
order moment given by (20) can be reduced to
Im;n  1
n 1
Z M
0
xmtyn1t dxt
dt
dt 23
by (3). When the curve is described in a scaling function
basis, we have
Im;n  1
n 1
X
k2R
X
i2Rm1
j2Rn
ck ci
mdjn1
Z M
0
’ptÿ i1 . . .
’ptÿ im’ptÿ j1 . . .’ptÿ jn1’0ptÿ kdt:
24
Substituting for ’0pt from (6), we get
Im;n  1
n 1
X
k2R
X
i2Rm1
j2Rn
ck ci
mdj n1
Z 1
ÿ1
’ptÿ i1 . . .
’ptÿ im’ptÿ j1 . . .’ptÿ jn1’0tÿ kdt:
25
The integral in the above equation is equivalent toR1
ÿ1 ’
0t’ptkÿi1...’ptkÿim’ptkÿj1...’ptkÿjn1dt|{z}
gpmniÿk;jÿk
: 26
Hence, the m;nth order moment is
Im;n  1
n 1
X
k2R
X
i2Rm1
j2Rn
ckci
mdjn1 g
p
mniÿ k; jÿ k: 27
tu
As in the case of the area, the kernel gp is obtained by the
M-periodization of
gmnk 
Z 1
ÿ1
’0t’tÿ k1::’tÿ kmn1:dt; 28
where k 2 Zmn1. Expressing ’0 in terms of ’f1g, we get
gmnk  fmnk ÿ fmnkÿ 1; 29
where
fmnx 
Z 1
ÿ1
’f1gt’tÿ x1::’tÿ xmn1dt; 30
where x  x1; x2 . . . ; xmn1 2 Rmn1. The kernel f has
many interesting properties, which are discussed next.
3.3 Properties of the KernelÐf
1. Finite Support. As the kernel is an integral of
products of the translates of finitely supported
functions, it has a finite support as well. If the
scaling function is continuous and has a support
0; N , then the kernel will be supported on the
integer points in the interval
I  ÿN  1; N ÿ 2  . . .
ÿN  1; N ÿ 2  ÿN  1; N ÿ 2: 31
2. Symmetry. The fact that the kernel is obtained from
the integration of similar translated scaling functions
introduces a lot of symmetry. As (30) is symmetric
with respect to the parameters k1; k2; ::, interchan-
ging them will not affect the value of the kernel. This
implies
fk  fik; 32
where i indicates all possible m n 1! permu-
tation operators. In addition, if the scaling functions
are symmetric as in the case of splines, we have
fk  fÿk: 33
Both these properties together imply 2m n 1!
relations, which are used to accelerate the computa-
tion of the kernel as well as the moments.
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1. c0 is defined as the neutral element c0 
 cm  cm.
3. Two-Scale Relation. We now show that the kernel
satisfies a two-scale relation, which is the key to our
computational approach. This property follows from
the fact that the scaling functions ’t and ’f1gt,
from which the kernel is derived, satisfy two-scale
relations. If we consider (30) and rewrite the ’ and
’f1g in terms of the corresponding two-scale rela-
tions (cf. (7)), we get
fmnk 
X
l2Z m1
Hmnl:fmn2kÿ l; 34
where k 2 Zm1. The mask H in the above equation
is
Hml1; l2; ::; lm  1
2
X
k
h1k:hkÿ l1::hkÿ lm:
35
The z-transform of the mask is given by
Hmz1; z2; ::; zm  1
2
H1
Qm
k1zk
Ym
k1
Hzÿ1k : 36
It is this property that enables us to compute the
kernels exactly, by solving a linear system of
equations. This technique, which is discussed later,
is analogous to the computation of the integer (or
dyadic rational) samples of a scaling function from
the transition operator [14].
Note that a scaling relation similar to (34) was
also considered by mathematicians in the context of
the wavelet-Galerkin method for the computation of
integrals involving products of scaling functions and
their derivatives [27], [28]. The work of Dahmen and
Miccheli is essentially theoritical; Restrepo and Leaf
concentrated on numerical issues and proposed a
solution which is equivalent to the computation of
our kernel gm instead of fm. This slightly complicates
the approach and also increases the dimensionality
of the problem; this issue is discussed further in
Section 5.1.
The above mentioned properties imply that the kernel
can be computed exactly for any finitely supported scaling
function, as discussed in Section 5. In the next section, we
will give some examples for the kernels when the scaling
functions are B-splines.
3.4 Examples with Splines
Splines possess nice approximation properties. The B-splines
have the maximum approximation order among the class of
functions that satisfy a two-scale relation with a given
support. Hence, they give better local control of the contour.
Moreover, they are symmetric, which facilitates the compu-
tation of the kernel and moments as discussed before. So, it is
worthwhile to analyze the properties of the kernels for a
spline representation of the curve. For the results used in this
section, refer to [18].
We consider causal B-splines, as they satisfy a two-scale
relation for all orders. The refinement filter for a B-spline of
degree n is the binomial filter
hk  1
2n
n 1
k
 
: 37
If we choose s, a B-spline of degree s, as ’, then
’f1g  sÿ1; that is a spline of degree sÿ 1. Hence, the
kernel f as given by (30) is a box spline [29] sampled at the
integers. In particular,
f0k  2sk s 1: 38
The spline functions have a closed-form representation in
the Fourier domain, which the kernels also inherit. By
taking the continuous Fourier transform of (30), when the
scaling function is a B-spline, we get
f^ sn!; ! 2 Z n  ^sÿ1j!j
Yn
i1
^s!i; 39
where j!j stands for Pnj1 !j. By using Poisson's formulaX
k
f^sn! 2k 
1
2
X
k
fsnkeÿ2j!k; 40
we get the discrete Fourier transform of the kernel as the
2-periodized version of (39).
We give some examples of kernels for the computation of
the first three moments when we have a linear spline
representation. For linear splines, the kernel fmÿ1
k1; k2; . . . ; km is supported in the interval ÿ1; 0 
ÿ1; 0 . . . ÿ1; 0. The kernels are
f0k1; k1 2 fÿ1; 0g : 1
2
  1 1 ; 41
f1k1; k2; k1; k2 2 fÿ1; 0g : 1
6
 1 2
2 1
 
; 42
f2ÿ1; k2; k3; k2; k3 2 fÿ1; 0g : 112 
1 1
3 1
 
f20; k2; k3; k2; k3 2 fÿ1; 0g : 112 
1 3
1 1
  :
8><>: 43
It is interesting to see that the computation of the moments
using the linear spline kernel is the same as when the
polygon is triangulated in a specified way and the moments
of individual triangles added up as in [11].
We also give the kernel f0 for the cubic spline
representation.
f0k1; k1  ÿ3; . . . 2 : 1
720
:1; 57; 302; 302; 57; 1: 44
The higher order kernels are omitted due to space
constraints. They can be downloaded from http://
bigwww.epfl.ch/jacob.
4 IMPLEMENTATION
In this section, we analyze equation (21) and simplify it for
faster computation. We start with the simplest case: the area
of the region.
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The area bounded by the curve (cf. (15)) is computed as
I0;0 
XMÿ1
k0
cpk
XNÿ2
lÿN1
dpklg0l; 45
where g0 is given by (17). The sequences c
p
k and d
p
k are
M-periodized versions of the coefficients ck and dk with
respect to the period M. This is simply because convolving
a nonperiodized sequence with a periodized kernel is
equivalent to convolving a periodized sequence with a
nonperiodized kernel. We have also reduced the range of
summation of the inner sum to ÿN  1 to N ÿ 2, which is
typically much less than the range 0 to M ÿ 1. Similarly, for
the higher order moments all the summations, except the
outer one, are in the range ÿN  1 to N ÿ 2.
From (45), we see that the computation of the area
involves just a filtering operation by gÿl  gT l, followed
by an inner product. This can be written as,
I0;0  hcp; gT0  dpi; 46
where h:; :i stands for the inner product hc; di PMÿ1
k0 ckdk. With a similar notation, the computation
of the other moments are given as
Im;n 
hcp; gTmn  cpm 
 dp n1i
n 1 47
 ÿ hd
p; gTmn  cpm1 
 dpni
m 1 : 48
As the m n 1-D sequence is separable, the filtering
operation is much simpler than the usual m n
1-dimensional filtering.
The complexity in the computation of the moment Im;n is
M:2N ÿ 2mn2, without taking the symmetries into
account. Thus, for basis functions with small support and
reasonable m and n, the complexity is quite managable.
5 COMPUTATION OF THE KERNEL
In this section, we propose two schemes for computing the
kernel. An exact space domain scheme and an approximate
one in the Fourier domain.
5.1 Exact Method
In this scheme, we compute the kernels in space domain
making use of the properties of kernels discussed before.
We start with the computation of f0 and later extend it to
the general case. Making use of the finite support property,
the two-scale relation (34) can be rewritten in the matrix
form as,
A0:f0  f0; 49
where A0 is the square matrix with coefficients A0k;l 
H02kÿ l and f0 is the vector whose elements are f0n. As
the support of f0 is ÿN  1; N ÿ 2, the indices of A0 run
from ÿN  1 to N ÿ 2.
It can be seen from (49) that f0 is an eigen-vector of the
matrix A0, with eigen-value 1. Solving for f0 is equivalent to
solving for a vector which falls in the nullspace of A0 ÿ I,
where I is the identity matrix. Since f0 6 0, A0 must have
the eigen-value 1, which is in general single. This provides
f0 up to a constant which is further set by the normalization
identity X
k
f0k  1; 50
which can be seen from (19). This is because the function’x
has at least an approximation order of one [14], which impliesP
k ’x k  1. One of the equations in A0 ÿ I:f0  0 can
be substituted for by the (50) to yield the system of equations
given by
B:f0  y; 51
B is the matrix obtained by substituting one of the rows of
A0 ÿ I with the row vector 1; 1; . . . ; 1 and y is given by
0; 0; 0 . . . ; 0; 0; 1T c.f [30]. Now, B is a full rank matrix and,
hence, the eigen-vector f0 can be solved by matrix inversion.
To represent the two-scale relations of the higher order
kernels in the matrix form, we introduce a one-to-one
function  : ÿN  1; N ÿ 2m 7!0; 2N ÿ 2m ÿ 1. Using
this function, (34) can be rewritten as
fmÿ1k 
X2Nÿ2m1ÿ1
l0
Hm 2
ÿ1k ÿ ÿ1lÿ fm ÿ1lÿ ;
which is a linear system of equations. This can be written in
the matrix form as
Amfm  fm; 52
where Ami;j  Hm 2ÿ1i ÿ ÿ1j  and fmi  f ÿ1i .
This equation is of the same form as (49) and can be solved
in the same way, with the normalization constraintP
i fmi  1.
Let us now compare our computational solution with the
method developed for computing gm in the context of
wavelet-Galerkin approach [27]. For a scaling function of
support N , the kernel gm is zero outside the interval
I 0  ÿN  1; N ÿ 1  . . .
ÿN  1; N ÿ 1  ÿN  1; N ÿ 1: 53
as compared to fm whose support is given by (31). Thus, the
direct computation of gm involves a linear system with
2N ÿ 1m variables as compared to 2N ÿ 2m for fm in our
case. For 3-dimensional kernels involving cubic splines, we
achieve a 40 percent reduction in the number of equations.
As the computational complexity in inverting a linear
system is proportional to the third power of the number of
equations, this implies a performance improvement of
around 5 times. The approach becomes even more reward-
ing for higher order kernels. Moreover, the normalization
constraint (50) that we use to make the system full rank is
much more straightforward than the corresponding relation
for the derivative functions.
Note that this simplification is covered by Dahmen and
Michelli's general theory for integrals of multidimensional
scaling functions [28]. This is because the mask of any
mth order 1ÿD scaling function can be always factored as
proposed in [28, Corollary 3.3]. In the case of wavelet-
Galerikin integrals, the performance improvement can even
more substantial depending on the number of derivatives.
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5.2 Approximate Method for Splines
Because the spline kernel has a closed-form expression in
the frequency domain, the kernel can be obtained by taking
the inverse DFT of the above mentioned Fourier transform
(40) sampled at an appropriate rate; we make use of the
finite support property of the kernel. As sinc is a decaying
function, the periodization of the Fourier transform may be
approximated with an appropriately truncated sum to
achieve any desired accuracy. This is because we can have
an upper bound for the error that is a decreasing function of
the summation range. Moreover, the symmetries of the
kernel discussed before may be used for the efficient
computation of the box spline kernels as in [31].
However, this technique, besides being approximate, can
be used only for scaling functions that have a closed form
expression in the frequency domain, i.e., splines in practice.
This scheme may be useful to precompute the spline kernels
for very high order moments, where the exact scheme can
be computationally expensive.
6 COMPUTATION OF THE AREA MOMENTS USING
RIEMANN SUMS
An alternate approach to compute the moments is to
approximate the integral (3) by a Riemann sum:
Im;n  1n 1P :
XMPÿ1
l0
xintl=P m:yintl=P n1:x0intl=P ;
54
where P is an appropriate oversampling factor. We show in
this section that this quadrature formula is exact when the
curves are described in a sinc basis. For other representa-
tions, it can be used for the approximate computation of
higher order moments.
6.1 Sinc Representation of the Curve
A curve represented in a sinc basis also falls into the
framework of Theorem 1 because sincx is a valid scaling
function. However, computing the moments as described in
Section 4 is expensive as the mask of the sinc function is not
finitely supported. We remind the reader that the repre-
sentation of a periodic signal in the sinc basis is equivalent
to the Fourier representation as seen in (10).
In this particular case, the moments can be computed
exactly and more efficiently using (54), where the over-
sampling factor, P , is any integer greater than mn22 .
Proposition 1. The quadrature formula (54) is exact for the sinc
representation provided that P  dmn22 e.
The continuously defined functions xintt and yintt are
obtained by interpolating the sample values of the curve at
the integers, using the periodized sinc function. The
computation is exact because we implicitly assume that
the functions xt and yt are bandlimited functions, with
bandwidth B  2.
Proof. The integral (3) can be considered as an L2 0;M inner
product of two functions, which are dmn22 e and bmn22 c
fold2 products of the corresponding band-limited
functions. Hence, they are bandlimited by B0 
Bdmn22 e and B00  Bbmn22 c, respectively. So, these
functions are exactly represented in the basis fsincPx
ÿk; 8k 2 Z g, where 2P  B0. Because the sinc basis is
orthogonal, the L2 0;M inner product is equivalent to the
‘2 0;MPÿ1 inner product. Hence, it is sufficient to
compute the discrete summation instead of the integral.
Finally, the sinc function is interpolating, so that the
coefficients of the basis functions are the resampled
curve values and, hence, the result (54). tu
Using the equivalence of the sinc and the Fourier
representations, we can compute the interpolated samples
efficiently with a MP point inverse FFT of the Fourier
coefficients ck and dk.
We will compare the sinc moment estimator with the
scaling-function-based moment estimator in the next sec-
tion. One disadvantage of the Fourier(sinc) representation
of curves is the loss of local control property that we were
having with the finitely supported scaling functions.
The complexity in the computation of the moments
in this scheme is MP 3 logMP   m n 2. Here,
3MP logMP  is the cost of the inverse FFT of the
sequences ck, dk, and k:ck, and m n 2MP corre-
sponds to the multiplications.
6.2 Spline Representation of the Curve
The quadrature formula (54) is also applicable to the spline
representation, provided that the functions xintt and yintt
are obtained by interpolating the integer sample values,
using the corresponding B-spline functions. This scheme is
no longer exact, but it may be a viable alternative for
computing the higher order moments. The necessary
condition for the computation to be reliable is that the
Fourier transform of the B-spline function is essentially
bandlimited to 2P , where P is the oversampling factor.
The error in the moments computed with the approximate
method is, thus, proportional to the residual energy of the
B-spline function in the corresponding outband. As the
Fourier transform of the B-spline is a decaying function of
the frequency, the error will be a decaying function of P as
well. Thus, any desirable accuracy may be achieved by
choosing P sufficiently large.
The complexity of the spline quadrature formula is OM
m n 2m n 2 3NP , where Mm n 2P is
the total number of resampled points. The evaluation of the
spline representation requires N multiplications to obtain
one resampled point from the corresponding B-spline
representation. Then, the computation of the discrete sum
costs m n 2 multiplications per resampled point. Inter-
estingly, the approximate scheme will give better results for
higher order splines as these functions will become
bandlimited as the order tends to infinity [32].
7 EXPERIMENTS AND RESULTS
In this section, we compare the new technique with the
existing ones: approximation using polygons and raster-
izing. We first consider the exact scheme proposed in
Section 4. We try to estimate the parameters of a known
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2. bxc and dxe denote the floor and the ceil operators, operating on a
fraction x to yield the lower and upper integers that bound x.
ellipse and choose the relative error in the parameters as the
criterion of comparison.
Our preferred choice is to represent the curve in a cubic
B-spline basis due to its nice approximation properties and
minimum curvature properties. To compare it with the
approximation of the region as a polygon, the ellipse is
sampled uniformly and the samples are interpolated using
the two techniques (linear and cubic splines). The average
relative error in the three centered second order moments
versus the number or samples are plotted in Fig. 2. It can be
seen that the relative error is much smaller for the cubic
spline interpolation even at low sampling rates and that it
exhibits a faster decay.
In the traditional scanning approach, the ellipse is
scanned along the x and y axes with a step size  and the
monomials are computed at the grid points assigned to the
interior of the curve. Fig. 3 shows the decay of the average
relative error for an ellipse versus

Area
p
 for three different
orientations. The plot clearly shows the dependence of the
accuracy on the orientation of the ellipse.
It can be seen that to achieve a relative error of
0:1 percent the interior of the ellipse has to be sampled at
about 3,600 points, whereas to achieve the same error using
the cubic spline interpolation we need only around nine
points on the curve. In comparison, the polygon method
(linear spline) requires more than 40 samples to have a
similar error. More interesting is the case when the interior
of the ellipse has to be sampled at about 2:5 105 points to
achieve an error of 0:002 percent while the cubic splines
require only 25 samples to achieve the same accuracy. In
Fig. 4, we show the ellipse corresponding to the second
order moments of the central structure in the image. The
contour of the object was estimated using a snake where
the curve was represented parametrically in terms of cubic
B-splines; the moments are computed using our algorithm.
Note that the fit is astonishingly good.
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Fig. 2. Comparison of moment estimators.
Fig. 3. Variation of error versus 1 in a raster scan moment estimator.
Fig. 4. Estimated ellipse for a real image.
Fig. 5. Shape of corpus callosum represented using a cubic B-spline
curve with 20 knot points.
Having observed that the cubic spline estimator per-
forms better than the polygon method, we now compare it
with the Fourier (sinc) technique proposed in Section 6. It is
not fair to use the ellipse as we did before because it can be
represented exactly in a Fourier series representation with
L  2. So, we choose the real shape of corpus callosum
shown in Fig. 5, represented in a linear spline basis with
39 knot points as the reference shape. This shape was
resampled at different rates and these points were inter-
polated using cubic B-spline and Fourier representations,
respectively. The moments of the corresponding curves
were calculated using the respective algorithms discussed
before. Fig. 6 shows the decay of the relative error with the
resampling rate for both representations. We observe that
the spline estimator is better than the Fourier estimator for
small sampling rates, while the Fourier estimator performs
better at very high sampling rates (typically more than eight
times the number of points used for the description of C). In
the example considered, the Fourier method performs
better when the shape of corpus callosum is represented
with around 312 samples.
To evaluate the performance of the approximate scheme
introduced in Section 6.2, we now consider the case where
the corpus callosum is represented by a cubic B-spline curve
with 20 knot points. The relative error in the computation of
the second order moments by the quadrature formula as a
function of its relative computational complexity (propor-
tional to P ) is shown in Fig. 7; here, the reference method is
the kernel-based computation, which is exact. Our results
indicate that, for the second order moments, the error of the
quadrature formula is quite substantial (e.g., 9.4 percent).
Thus, it is not advantageous for computing the lower order
moments. However, the quadrature formula will eventually
start to pay off for higher order moments, because its cost
increases only quadratically with the degree as compared to
exponentially for the kernel-based method.
8 CONCLUSION
In this paper, we have presented a new approach for the
computation of the moments of a curve described in a
wavelet or scaling function basis. It is especially useful
for objects detected using parametric snakes. The main
advantages of the proposed scheme over the conventional
methods are:
. the exactness of the computation,
. its independence of the orientation of the shape, and
. the consistency with the snake model and the fact
that it is the most direct method available.
In addition, the method is reasonably fast and easy to
implement.
We recommend using our exact kernel-based approach
for computing the lower order moments (typically
m n  2) for which the kernels are available. For higher
order moments, we have proposed a quadrature formula
that approximates the continuous integrals with Riemann
sums. The latter method is exact for the sinc basis functions;
otherwise, it can be made as accurate as desirable by
resampling the model at a finer rate (P sufficiently large).
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