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Bacterial communities engage in social activities, exhibiting behaviors 
such as communicating with small signaling molecules (quorum sensing [QS]) 
and building antibiotic-resistant biofilms. The opportunistic human pathogen 
Pseudomonas aeruginosa produces both freely diffusible QS molecules, as well 
as a QS molecule that is packaged or transported across cell membranes via the 
production of outer membrane vesicles. Despite the ubiquity of vesicle production 
in bacteria, the mechanism of outer membrane vesicle production has not been 
fully elucidated. In addition, most of our understanding of QS and biofilm 
formation arises from in vitro studies of bacterial communities containing large 
numbers of cells, often with greater than 108 bacteria. However, many bacterial 
communities are comprised of small, densely packed aggregates of cells (≤105 
bacteria), and it is unclear how group behaviors and chemical interactions take 
place in densely packed, small populations. This dissertation has two main goals: 
i) to provide insights into the mechanism of bacterial membrane vesicle 
production, and ii) to understand how population size and the spatial distribution 
of cells affect cell-cell interactions and the nutritional microenvironment within a 
small (≤105 bacteria) prokaryotic community. 
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Chapter 1: Introductiona 
1.1 A BRIEF OVERVIEW OF THE MAIN TOPICS 
The following chapter will review the two main topics discussed in this 
dissertation. The first half of the chapter will provide an overview of the regulation 
of bacterial membrane vesicle formation. The second half will review the 
technologies utilized for studying how cell spatial distribution and population size 
affects chemical and physical interactions that take place in microbial 
communities. Because the second half may contain vocabulary that is outside of 
the reader’s expertise, I have provided a glossary of terms (terms are underlined) 
located in the last pages of the dissertation, before the References section. 
 
1.2 REGULATION OF MEMBRANE VESICLE PRODUCTION (1) 
In 1966, electron microscopy gave direct micrographic evidence of cell envelope 
blebbing, showing the outer membrane (OM) of Escherichia coli bulging 
outwards upon starvation of lysine (3, 4) (Fig. 1.1A). A year later it was 
documented that during exponential phase growth of Vibrio cholerae, the OM 
bulged outward and presumably pinched off from the cell (8) (Fig. 1.1B).  
                                                
a Chapters 1 and 5 were adapted from the references below and used with permission: 
 
1. Wessel AK, Palmer GC, Whiteley M. Regulation of Vesicle Formation. In: Vasil ML, 
Darwin AJ, editors. Regulation of Bacterial Virulence. Washington, DC: ASM Press; 2013. p. 441-
64. Copyright © American Society for Microbiology, ASM Press. DOI: 
10.1128/9781555818524.ch23 
 
2. Wessel AK, Hmelo L, Parsek MR, Whiteley M. Going local: technologies for exploring 
bacterial microenvironments. Nat Rev Microbiol. 2013;11(5):337-48., DOI: 10.1038/nrmicro3010 
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Additional experiments elucidated that these blebs, called outer membrane 
vesicles (OMVs), were not products of cell lysis, but rather a membrane shedding 
event conserved among growing bacteria (5-9). Through multiple studies of 
Gram-negative bacteria, OMVs were determined to range in size from 20 – 500 
nm and include OM proteins, with very few inner membrane (IM) and cytoplasmic 
components (10-13). From 1966 to 1990, reports of bacterial vesiculation have 
focused on the blebbing of the OM of Gram-negative bacteria, though eventually, 
increased interest in Gram-positive vesiculation occurred in the 1990s, and the 
late 2000s. This chapter addresses the regulation of OMV production in Gram-
negative bacteria; however, a brief section is dedicated to summarizing current 




Figure 1.1 Two papers published in 1966 and 1967 give visible evidence of 
bacterial membrane blebbing.  
A) An electron micrograph of lysine-limited E. coli cells, illustrating the outer 
membrane blebbing away from the inner membrane (at arrows). “g” labels an 
“extracellular globule,” presumably a membrane vesicle, and “m” labels an 
“intracytoplasmic membranous organelle” (4). B) Exponential phase Vibrio 
cholerae grown in peptone water, exhibiting multiple areas of membrane 




1.2.1 Who makes membrane vesicles?  
Secretion of vesicles is a highly conserved process occurring in all domains of 
life, in archaea, mammalian cells, and bacteria (3, 4, 15, 16) (Fig 1.1). The 
production of membrane vesicles serves many universal purposes; vesicles can 
package, protect, and transport numerous components that may travel long 
distances before reaching a target cell. Bacteria produce OMVs capable of 
trafficking a variety of components to both eukaryotes and prokaryotes (17-20). It 
has been reported that all Gram-negative bacteria and some Gram-positive 
bacteria are capable of producing membrane vesicles, and numerous OMV 
producing species will be introduced throughout this chapter. 
 
As would be expected, not all bacterial species produce identical vesicles, and 
individual vesicles produced by the same species are not always uniform in size 
and content. The heterogeneous distribution of envelope components, 
differences in lipopolysaccharide (LPS) structure, lipids, peptidoglycan (PG), 
protein production, and stages of growth have all been shown to affect bacterial 
vesiculation and will be reviewed in this chapter. Additionally, changes 
encountered in the environment can dramatically alter cellular membranes and 
OMV production, due to physical and nutritional fluctuations and subsequent 
genetic regulation. OMVs can package soluble and insoluble components inside 
membrane bound nano-compartments, enabling the delivery of proteins, DNA, 
RNA, lipids, and small molecules. Upon delivering these components to target 
cells, OMVs can affect cellular processes across long distances. OMV production 
has been observed in a variety of growth environments, including planktonic and 
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biofilm laboratory cultures as well as natural environments such as sewage and 
rivers (21, 22). 
 
1.2.2 Why make OMVs? 
OMVs have been shown to interact with eukaryotic cells as well as Gram-
negative and Gram-positive bacteria (17, 18, 23, 24). While the ability to deliver 
contents via OMVs to other cells can be useful, what is additionally important to 
note is that OMVs can protect their cargo en route. Under conditions present in 
many common growth environments, proteins can be degraded by proteases, 
DNA degraded by DNases, and small molecules degraded or taken up by 
surrounding cells (16, 25, 26). By surrounding contents with a structured 
membrane, OMVs protect their contents from environmental degradation. 
Additionally, OMVs can package and traffic hydrophobic molecules (27), which 
normally cannot easily disperse during growth in aqueous environments. 
 
1.2.3 What is the molecular mechanism of OMV formation? 
To understand the molecular mechanisms of OMV formation, it is important to 
first review the structural differences between the cell envelopes of Gram-
negative and Gram-positive bacteria. While both classes of bacteria contain a 
semi-permeable membrane and PG layer surrounding the cytosol, only Gram-
negative bacteria contain an additional protein studded OM, consisting of an 
asymmetric bilayer with an outer leaflet of LPS and an inner leaflet of 
phospholipids. LPS generally consists of three components: the hydrophobic lipid 
A domain, core oligosaccharide, and O-antigen. Some OM lipoproteins interact 
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with the underlying PG, linking the OM to the PG. Between the OM and IM is the 
periplasmic space, which contains proteins in addition to the relatively thin PG 
layer. The Gram-positive cell envelope contains techoic acids and lipoteichoic 
acids, polymers of glycerol, phosphates, and ribitol covalently bound to a thick 
layer of PG.  
 
Despite intense interest and research in the field since the discovery of OMVs, 
the molecular mechanism of OMV formation has not been completely elucidated. 
Three main models for the mechanism of OMV formation have been proposed, 
which are not mutually exclusive. Within these models, five factors are proposed 
to contribute to OMV formation: 1) expansion of the OM in areas that lack protein 
linkages to the PG layer (10, 28), 2) cell division and cell shape (29, 30), 3) OM 
stress caused by accumulation of misfolded proteins within the periplasmic space 
(9, 31-34), 4) charge-charge repulsion of LPS (18, 35, 36), and 5) change in the 
rigidity and curvature of the membrane due to insertion or association of small 
molecules in the membrane (5, 37). In the following subsections, the 
contributions of these five factors to the molecular mechanism of OMV formation 
and release will be discussed in detail (Fig. 1.2). 
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Figure 1.2 The three models of OMV formation.  
The cell envelope contains an OM with an outer leaflet of LPS. In Model 1 and 2, 
LPS is hexa-acylated to illustrate a common E. coli structure, while in Model 3, 
LPS is penta-acylated to illustrate a common P. aeruginosa structure. Model 1) 
The membrane can bleb in areas where the OM is not well anchored to the PG. 
Model 2) Pressure on the OM caused by accumulation of proteins in the 
periplasmic space is relieved by membrane blebbing (Figure adapted from (38)). 
Model 3) Charge-charge repulsion of LPS and PQS insertion. In P. aeruginosa, 
in areas containing high amounts of B band LPS, charge-charge interactions 
induce curvature of the membrane. Membrane curvature is additionally enhanced 
by PQS preferentially inserting into the outer leaflet of the OM.  
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1.2.4 Model 1: OM anchored to the PG 
1.2.4.1 Model 1 outline. 
As the OM grows, it can over time bulge, particularly in areas with few covalent 
protein linkages to the PG, and pinch off from the cell. There are multiple ways in 
which the OM can become detached from the PG layer. The association between 
the OM and PG decreases: I) in areas where few OM-PG and OM-PG-IM 
associated proteins exist, II) when the OM grows and III) during cell division and 
in spaces where the shape of the cell is highly curved. 
 
1.2.4.2 OM-PG linkage.  
The OM is anchored to the PG layer by covalent and non-covalent protein 
interactions. Interestingly, significantly fewer lipoproteins and their associated 
proteins are present in OMVs compared to the OM (10, 28). A study of 
lipoprotein association to PG differentiated free lipoprotein from PG-bound 
lipoprotein (39), indicating that PG-bound lipoprotein was mostly excluded from 
E. coli OMVs (28). Many groups have hypothesized that OM detachment occurs 
in areas of localized decreased lipoprotein connections to the underlying PG 
layer, leading to blebbing of the OM and OMV release (9, 27, 28, 34, 40, 41). 
Mutations in genes encoding PG-associated lipoproteins OmpA, Pal, and Lpp 
have been shown to significantly affect OMV formation in E. coli, V. cholerae, 
and Salmonella. Deleting or truncating these anchoring proteins decreases OM 
association to the PG, increase vesiculation events (40, 42-46). Additionally, 
Bernadac and colleagues demonstrated that E. coli tol-pal mutants produce high 
levels of OMVs (45). The Tol/Pal complex spans the entire envelope, including 
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Pal in the OM, TolB in the periplasm, and several other Tol IM proteins. This 
complex connects large portions of the cell envelope together and is known to be 
crucial for maintaining OM integrity (47, 48). However, in a mutant screen of E. 
coli vesiculation, several hypervesiculators maintained OM stability, giving 
evidence that OM integrity is not the only variable involved in OMV production 
(32). Additionally, some have questioned the validity of conclusions drawn from 
Bernadac’s experiments (40), due to strains and methods used.  Regardless, it 
has been demonstrated that physical contacts mediated by protein interactions 
occurring between the OM, PG, and IM maintain OM stability and affect 
vesiculation.  
 
1.2.4.3 OM growth.  
Wensick and colleagues proposed that OMVs form when the OM enlarges faster 
than the PG layer (28). It is hypothesized that vesicles form in zones of OM 
growth, as E. coli vesicles are enriched in newly synthesized proteins (49). Mug-
Opstelten and Witholt performed experiments using both [3H] and [14C] 
radiolabeled leucine, and demonstrated that E. coli preferentially releases newly 
radiolabeled protein into what was referred to as “outer membrane fragments.” 
Overnight cultures that had been labeled with [3H] leucine were sub-cultured and 
subsequently given [14C] leucine. Newly synthesized protein could be 
distinguished from old protein, and newly labeled protein was released into 
membrane fragments, indicating that OMVs release where new proteins have 
inserted into the OM (49).  
 
 10 
III) Cell division and cell shape. As bacterial populations grow, cells increase in 
mass, replicate DNA, and synthesize new cell envelope components. In binary 
fission, after chromosome replication, the two chromosomes are partitioned by 
the formation of a septum. As the IM and PG invaginate, the OM remains 
excluded from the septum, and PG synthesis occurs along the wall of the newly 
formed septum. Eventually, the OM grows and the new daughter cells separate 
(29) (Fig. 1.3). At the division septum, the OM is highly detached from the PG, a 
physical occurrence which leads to the formation of OMVs (Fig. 1.3) (30).  
 
Deatherage and colleagues proposed that the three-dimensional shape of cells 
affects OMV formation, as membrane surfaces of varying degrees of curvature 
have different physical properties (40). The differences in biophysical properties 
of membranes of cocci and bacilli have yet to be studied. However, since it is 
known that membrane curvature during septation induces OMV formation, it is 
possible that pre-existing degrees of membrane curvature would also similarly 
affect degrees of membrane blebbing. Though hypotheses for this potential OMV 




Figure 1.3 E. coli vesicles released upon the beginning of septation.  
Vesicles are released (black arrows), as the peptidoglycan and 
cytoplasmic membrane grow inward toward the center of the cell (white arrows). 
Scale bar, 100 nm (Figure from (29)). 
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1.2.5 Model 2: Misfolded proteins in the periplasm 
1.2.5.1 Model 2 outline. 
It is assumed that the shape of the prokaryotic cell is determined by tension as a 
result of hydrostatic pressure, expanding and contracting with changes in 
osmolarity (50). The presence of excess proteins in the cell envelope can also 
contribute to pressure on the OM, and under conditions where protein levels are 
increased, proteins often become misfolded. The cell responds with a variety of 
stress responses that degrade or remove excess proteins (Reviewed in (51)). 
Recently, McBroom and Kuehn proposed a model (here named “Model 2”) where 
an additional stress response pathway responds to cell envelope stress by 
removing excess and misfolded cell envelope proteins via OMV secretion (33).  
 
1.2.5.2 Accumulation of misfolded proteins.  
The presence of misfolded proteins in the periplasm induces the production of 
proteases and chaperones through several well-characterized stress response 
pathways (52, 53). McBroom and Kuehn found that vesicle production is an 
alternate stress-response pathway that is not directly regulated by previously 
identified stress-response systems; however, it was shown that impairing the 
SigmaE stress response pathway increased OMV production (33). By depleting 
DegS, a periplasmic sensor protease responsible for SigmaE activation, 
misfolded proteins accumulated in the periplasm, and vesicle production 
increased (33, 54). To further elucidate the role of misfolded proteins in OMV 
formation, a construct was designed to mimic a misfolded envelope protein, and 
the mimic was preferentially sorted in OMVs. Additionally, when periplasmic 
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proteins were overexpressed, OMV production increased (33). With these 
findings, McBroom and Kuehn provide evidence for this second model, 
demonstrating that accumulation of periplasmic protein causes increased 
blebbing of the OM. A more detailed review of the regulation of OMV formation 
due to misfolded proteins can be found in the section “Cell envelope stress.” 
 
1.2.6 Model 3: Anionic charge repulsion of LPS and outer leaflet expansion 
1.2.6.1 Model 3 outline:  
LPS normally provides a structural barrier to the environment, with divalent 
cations forming cross bridges between adjacent LPS molecules. Not all LPS 
barriers are identical: LPS structure not only varies from species to species, but 
also varies within species due to changes in physical, chemical, and nutrient 
conditions (55-57). For example, Pseudomonas aeruginosa produces both A-
band and B-band LPS, which differ in the structure of the O-polysaccharide; A-
band LPS contains mostly uncharged, short sugar chains, while B-band LPS is 
larger in size, and highly anionic (58, 59). Mg2+ and Ca2+ salt bridges neutralize 
the charge-charge repulsions that occur between B-band LPS molecules in the 
OM.  
 
1.2.6.2 LPS structure.  
Kadurugamuwa, Beveridge, and colleagues hypothesized that P. aeruginosa 
OMVs form due to anionic charge repulsion in the OM, specifically due to the 
presence of B-band LPS (18, 21, 35, 36, 60). When compared to A-band LPS, B-
band LPS has longer, more negatively charged side chains that cause B-band 
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LPS side chains to repel each other due to neighboring terminal phosphate 
groups (21). It has been proposed that areas containing high levels of B-band 
LPS produce a charge-charge repulsion causing outward blebbing of the OM. As 
the B-band-rich OM blebs, periplasmic components can become packaged within 
blebs as they pinch off and leave the cell (35). Evidence for this model includes 
the fact that OMVs isolated from P. aeruginosa almost exclusively contain B-
band LPS (35, 61, 62) as well as additional experimental evidence discussed in 
the following paragraph. It should also be noted that LPS molecules with long 
polysaccharide chains were found to be more abundant in P. gingivalis OMVs 
than in the OM, however, the O antigen has been shown not to play a key role in 
the mechanism of P. gingivalis OMV formation, as strains that lack O-antigen are 
able to produce OMVs (63). 
 
Using transmission electron microscopy (TEM), Sabra and colleagues showed 
that P. aeruginosa produced more OMVs under conditions of oxidative stress 
(pO2~350% of air saturation). Under oxidative stress, cells became enriched in 
B-band LPS, which enhanced OMV formation (62). However, in oxygen limited 
environments, (pO2~0%) B-band LPS was weakly detected in the OM, and 
OMVs were rarely observed. Direct quantification of OMVs produced in these 
conditions was not shown, however a 3-fold increase of mannuronic acid, a main 
component of B-band LPS, was detected in the culture supernatants of cells 
grown under oxidative stress (62). Additional support for the LPS charge-charge 
repulsion model is discussed below, however, it should be noted that oxygen-
limited cells experience global changes in genetic regulation, which could also 
affect OMV formation (See “Environmental effects on OMV formation”).  
 15 
1.2.6.3 OMV-inducing molecules.  
The order and fluidity of membranes is determined by the molecular structure 
and chemical interactions of membrane lipids, proteins, and small molecules. 
Mashburn-Warren hypothesized that the bacterial OM can develop curvature at 
loci with decreased membrane fluidity, which can eventually lead to blebbing and 
OMV formation (37). Different lipids and molecules can decrease the fluidity of a 
membrane, and when these molecules bind or interact with the OM, they can 
presumably affect OMV formation. 
 
Several studies have demonstrated that aminoglycoside antibiotics weaken the 
cell surface through ionic binding to the membrane (64-66). For example, the 
bactericidal activity of gentamicin is not limited to inhibition of the 30S ribosome 
but is also due to disruption of the cell surface (60, 67). Using strains that varied 
in their A- and B-band LPS content, Beveridge and colleagues investigated the 
nature of the ionic binding of gentamicin to the OM and found that the degree of 
gentamicin binding varied by LPS content; strains with more B-band LPS had a 
higher affinity for gentamicin than strains with A-band LPS alone (60, 67). This 
high affinity also made B-band strains more susceptible to gentamicin. 
Gentamicin, a polycationic antibiotic, can replace structurally important cations 
like Mg2+ and Ca2+, which normally function to cross-bridge LPS molecules 
together (64, 68, 69). Gentamicin binds and alters the LPS packing order, 
causing the membrane to bleb, and at higher concentrations forms transient 
holes in the membrane (65). Additional studies found that gentamicin stimulated 
OMV formation by 3- to 5-fold, supporting the idea that gentamicin destabilizes 
the OM by altering the packing of LPS (5). 
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Similar to LPS interactions with gentamicin, a hydrophobic cell-cell signaling 
molecule, Pseudomonas quinolone signal (2-heptyl-3-hydroxy-4-quinolone, PQS, 
reviewed here (70) and discussed in the section “Quorum sensing and OMV 
formation”), was shown to interact with and alter LPS packing. It was proposed 
that PQS destabilizes Mg2+ and Ca2+ salt bridges that normally neutralize the 
charge-charge repulsions of B-band LPS molecules, as it is known that 
quinolones can interact with cations (71). Further experimentation demonstrated 
that not only is PQS packaged into OMVs, but also that PQS production is 
required and sufficient for OMV formation in P. aeruginosa (27). More 
specifically, a successive study elucidated the interaction between PQS and the 
OM, showing that PQS strongly interacts with the 4’-phosphate group, and acyl 
chain of LPS (37).  
 
An exciting new addition to this model was recently proposed (72). It has been 
hypothesized that PQS inserts preferentially into the outer leaflet of the OM, due 
to its higher affinity for LPS over inner leaflet phospholipids (37). Insertion of PQS 
primarily into the LPS would result in an asymmetric expansion of the outer 
leaflet, which has previously been proposed as the mechanism behind 
membrane blebbing in Red Blood Cells (RBCs) exposed to certain membrane-
active small molecules (73, 74). Sheetz and Singer developed the “bilayer-couple 
hypothesis”, which states that lateral expansion of one leaflet relative to the other 
causes membrane curvature, analogous to how a bimetallic thermocouple 
responds to heating. Though PQS was shown to have a higher affinity for LPS 
over phospholipids, HHQ, the precursor to PQS that lacks only the 3-hydroxyl 
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group, does not have a higher affinity for LPS over phospholipids and does not 
induce OMV formation (37). Because HHQ lacks direct interaction with LPS, it 
can likely easily flip-flop between leaflets, and therefore does not contribute to 
asymmetric lateral growth of the outer leaflet.  It was shown that PQS induces 
membrane curvature in RBCs, and that curvature was dependent upon the same 
characteristics of the molecule that are required for OMV formation in P. 
aeruginosa (72).  Accordingly, neither HHQ nor other analogs of PQS tested had 
this effect.  This model is consistent with work showing that PQS physically 
promotes OMV formation (27) and raises the possibility that other organisms 
might regulate OMV formation through the secretion of membrane-active small 
molecules. 
 
1.2.7 Summary of models 
Together all of the parameters mentioned within the models above may have a 
collective effect on the production of OMVs. According to the first model, 
membrane blebbing likely occurs in areas where the OM does not contain strong 
association with the PG, specifically in areas where the PG is being cleaved or 
reorganized and in areas where the OM is growing. In the second model, 
blebbing occurs in areas where pressure builds due to accumulation of excess 
and misfolded proteins. The third model proposes that the membrane blebs due 
to LPS charge-charge repulsion, and in areas where insertion of molecules in the 
OM changes the fluidity, length ratio, and therefore curvature of the inner and 
outer leaflets. Because these changes in molecular interactions of the OM have 
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all been shown to affect OMV production, they may all together alter the OM 
structure and impact membrane vesiculation. 
 
1.2.8 What regulates OMV formation? 
A significant, albeit elusive, goal in the OMV field has been to identify genes 
whose products are involved in regulation of OMV production. Given the 
importance of OMVs in sharing of genetic material, pathogenicity, and host-
pathogen relationships, understanding what controls vesiculation opens the door 
for new antimicrobial therapeutic targets and has implications for environmental 
science and agriculture. Unfortunately, no one mode of genetic regulation of 
OMV formation has been discovered, however, many inroads have been made 
into understanding the cellular components that regulate OMV formation, as well 
as identifying proteins and RNA that may function as regulators. As mentioned in 
a previous section (See “Model 1: OM anchored to the PG”), loss of OM integrity 
can enhance vesiculation and has been associated with altered protein-lipid 
interactions that tether the OM to the PG layer. More recent results have called 
into question whether membrane integrity is the only factor affecting OMV 
formation. The presence of misfolded proteins in the OM, the cell envelope stress 
response, quorum sensing, and other mechanisms are all thought to control 
OMV formation. In this section we will summarize the current work on the 
regulation of OMV production.  
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1.2.8.1 Cell envelope stress 
As the barrier to the outside world, the cell envelope is frequently exposed to 
varying and harsh environments and the cell must maintain membrane integrity 
to survive. The structure of the cell envelope and particularly the OM are also 
critical to OMV formation, which suggests that the mechanisms cells utilize for 
coping with cell envelope stress could also directly or indirectly affect OMV 
formation. Evidence in support of this comes from a recent genetic screen by 
McBroom and colleagues for E. coli mutants that over- and under-produced 
OMVs. Among the genes identified in the screen were several whose products 
are involved in the cell envelope stress response and also increased OMV 
production (32). The cell envelope stress response, which has been best 
characterized in E. coli, is regulated by an alternative sigma factor encoded by 
the rpoE gene, SigmaE. Regulation of SigmaE is mediated through its 
sequestration at the membrane by a transmembrane anti-sigma factor, RseA. 
When OM proteins become misfolded, a protease, DegS, is activated which 
begins a sequential process resulting in the cleavage of RseA and release of 
SigmaE. Free SigmaE induces transcription of genes involved in the cell 
envelope stress response, including a downstream effector protease, DegP, 
which degrades misfolded proteins (75) (Reviewed in: (76, 77)). It was noted in a 
previous section (See “Model 2: Misfolded proteins in the periplasm”) that the 
presence of misfolded proteins enhances OMV production. Considering SigmaE 
and OMV formation are both activated in the presence of membrane stress, it is 
logical to hypothesize that the SigmaE pathway may induce OMV formation. 
However, this is not strictly the case as mutations that both diminish (degS) and 
enhance (rseA) SigmaE activity increased OMV formation by more than 100-fold 
 20 
compared to wild type (32). The McBroom screen also identified degP as a 
hypervesiculating mutant, indicating that abolishing downstream products of 
SigmaE activation also enhance OMV formation. 
 
How can OMV production be positively affected by both activation and 
deactivation of SigmaE McBroom and colleagues proposed in subsequent work 
that OMV formation is an alternative cell envelope stress response pathway 
meant to release misfolded proteins in the cell envelope regardless of SigmaE 
activity. The strongest evidence presented for this hypothesis was the presence 
of over-expressed proteins in OMV preparations and the preferential sorting of a 
peptide that mimics misfolded envelope proteins into OMVs (33). Thus, the 
presence of misfolded proteins in the cell envelope induces not only canonical 
stress-coping mechanisms like the SigmaE pathway, but also the production of 
OMVs.  
 
The fact that misfolded proteins induce OMV formation is also consistent with an 
early observation that heat induces OMV formation (12) (See “Environmental 
effects on OMV formation”). Prior to studies of misfolded proteins enhancing 
OMV production, it was believed that heat stress induced OMV formation by 
increasing the likelihood of protein misfolding, and perturbing interactions 
between lipids, proteins and PG, which all in turn disrupt membrane integrity (10, 
12). Consistent with this hypothesis, the same screen for mutants that over- and 
under-produced OMVs identified several loci that when mutated both decrease 
membrane integrity as determined by detergent sensitivity and increase OMV 
formation (32). For the most part these mutants contained defects in proteins 
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critical for maintaining cell envelope structure including constituents of the Tol-
Pal system; OmpC, a porin; OmpR, a regulator of porin production; and PonB, a 
protein involved in growth and crosslinking of the PG layer (32). The identification 
of tolA, tolB, and pal confirmed the utility of the screen, as the Tol-Pal system 
had been previously identified as affecting OMV formation (45). It has also been 
reported that expression of recombinant soluble protein fragments that interact 
with the Tol-Pal system can induce OMV production when present in the 
periplasm (45, 78). The role these proteins play in membrane structure and OMV 
formation is discussed more thoroughly in another section (See “Model 1: OM 
anchored to the PG”). However, the fact that Tol-Pal proteins are known to affect 
OMV formation is consistent with the hypothesis that perturbation of the Tol-Pal 
system during envelope stress enhances OMV production. It is worth noting that 
both cell envelope stress generated by misfolded proteins as well as loss of 
important structural components within the cell envelope encompass proposed 
mechanisms of OMV formation regulation that are not mutually exclusive.  
 
A final example of OMV formation as a stress-coping mechanism comes from 
Pseudomonas putida, which has been shown to increase OMV formation in the 
presence of the organic solvent toluene (79). A study by Kobayashi and 
colleagues demonstrated that less toluene remained cell-associated in a toluene-
resistant strain compared to a toluene-sensitive strain, and this coincided with an 
increase in toluene associated with OMVs produced by the resistant strain (79). 
The authors presented this as evidence of a novel toluene resistance mechanism 
that involves shedding of cell-associated toluene via OMVs, and it is reminiscent 
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of the proposed mechanism for release of misfolded proteins through OMV 
production (79).  
 
1.2.8.2 The role of proteins in regulation of vesiculation  
In addition to the broad regulatory effects of membrane stress on OMV formation, 
several examples of proteins involved in regulation of OMV formation have also 
been found. The McBroom screen for mutants that over- and under-produced 
OMVs isolated a mutant in nlpA that under-produced vesicles, suggesting it may 
play a role in positively regulating OMV formation. NlpA, a IM-bound periplasmic 
protein, had no known function until its vesiculation phenotype (32). More recent 
work has demonstrated that NlpA transcription is negatively controlled by the 
enterotoxigenic E. coli (ETEC) virulence regulator Rns, and related E. coli 
proteins CfaD and AggR (80). These proteins also control production of the 
ETEC heat-labile toxin, which is transmitted on the surface of OMVs. Rns, CfaD, 
and AggR may broadly regulate virulence by controlling both production of toxins 
and their release in OMVs (80).  
 
Interactions between protein and OMVs could be an important regulatory scheme 
in newly discovered OMV-secreting organelles called nanopods (81) (Fig. 1.4). 
First identified in micrographs of the Delftia strain Cs1-4, nanopods are 
filamentous structures that can be up to 6 microns long and appear under TEM 
as a layer of crystalline protein enclosing contents that resemble OMVs (81). 
Analysis of the macromolecular contents of the external and internal structures 
revealed the former to be primarily composed of a previously uncharacterized 
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protein, NpdA, while the latter contained LPS, periplasmic proteins, and OM 
proteins typically associated with OMVs (81). Little is known about how the 
formation of these structures is regulated or what role they may play in regulation 
of OMV formation. However, the identification of NpdA as the primary constituent 
of the bacteria’s surface layer protein (SLP) indicates a possible regulatory 
mechanism, as extracted SLP has been previously shown to assemble complex 
structures in the presence of native membrane (81, 82). This raises the 
possibility that mechanisms of OMV formation may be involved in formation of 
the nanopod secretion apparatus, though further analysis of the interplay 
between NpdA and OMVs is required. The existence of an OMV secreting 
organelle is an intriguing, unique method for regulating vesicle production and 
trafficking. While this particular structure seems to be unique to the 
Comamonadaceae family, the existence of a similar tube structure for transfer of 
cellular components in Bacillus subtilis raises the possibility that this 
phenomenon may be prevalent in nature, though the later structure was not 
associated with OMVs (83). 
 
As mentioned in a recent review, the existence of remarkably different OMV 
formation phenotypes between two strains of Lysobacter may indicate new 
regulatory mechanisms for OMV formation (38, 84).  A single parent Lysobacter 
strain differentiates into two distinct strains, XL1 and XL2, upon long-term 
culturing (84). In a nutrient-poor medium that induces secretion of lytic enzymes, 
quantification of OMV production by assaying total protein in the vesicle 
preparation demonstrated approximately 60-fold more protein in OMVs from XL1 
compared to XL2 (84). It was proposed that this was due to the presence of 
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larger vesicles in XL1 compared to XL2, and this difference in vesicle size may 
help explain any OMV formation regulatory difference between the strains (84). 
The fact that these strains arose from the same progenitor and are presumably 
nearly genetically identical suggests that the differences between these two 
strains should be studied for insight into regulatory mechanisms of OMV 




Figure 1.4 Thin section transmission electron micrograph of Delftia 
producing nanopods, an organelle that secretes OMVs.  
A) Cell-attached nanopods (white arrows) can be up to 6 µm in length. Scale bar, 




1.2.8.3 Small RNAs and OMV formation 
Small RNAs (sRNAs) are regulatory RNA molecules that can affect protein 
expression levels in many cases by binding the 5’ untranslated region (5’-UTR) of 
a messenger RNA and either altering interactions with the ribosome or targeting 
the RNA for degradation. Consequently, these interactions can either positively 
or negatively affect expression of the target protein, and they are often facilitated 
by a protein chaperone, Hfq. Reports have emerged of SigmaE-regulated sRNAs 
in E. coli (RseX and MicA) and Salmonella (RybB and MicA) that decrease the 
abundance of OM proteins by degrading their mRNA transcripts (46, 85-91). 
While these reports did not specifically address the effect of sRNAs on 
vesiculation, it follows that their ability to alter expression of proteins known to 
affect vesiculation suggests that the sRNAs are capable of regulating OMV 
production. This hypothesis was recently confirmed by studies of V. cholerae, 
which showed that an sRNA directly affects OMV formation (46). Similar to the 
sRNAs described previously, the V. choloerae sRNA VrrA binds to the 5’-region 
of the OmpA transcript in a manner that blocks access to the ribosome binding 
site and inhibits translation of the porin protein. As with OmpC discussed 
previously (See “Cell envelope stress”), OmpA is believed to be an important OM 
protein involved in maintenance of OM stability and tethering the OM to the PG 
layer. Deletion of VrrA decreased OMV production, corresponding to increased 
levels of OmpA protein in the membrane; over-expression of VrrA had the 
opposite effect (46). The presence of SigmaE-regulated sRNAs that affect 
vesiculation provides further evidence in support of the hypothesis that OMV 
formation is inducible as part of the normal cellular response to OM stress. With 
the help of techniques like RNA-Seq, novel sRNAs are rapidly being discovered, 
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and as the population of known sRNAs increases, it will be interesting to uncover 
the role they play in OMV formation.  
 
1.2.8.4 Quorum sensing and OMV formation 
Quorum sensing (QS) is a means of bacterial cell-to-cell communication that 
results in coordinated gene expression and group behavior. The canonical QS 
scheme requires production and sensing of small molecule (Gram-negative 
bacteria) or peptide (Gram-positive bacteria) signals called autoinducers. When 
concentrations of constitutively produced autoinducer signals reach a threshold 
level, the signal molecules interact with a transcriptional regulator(s) and alter 
gene expression in a cell density-dependent manner. Processes regulated by QS 
include production of secondary metabolites and virulence factors, light 
production, biofilm formation, and importantly for this chapter, OMV formation. In 
P. aeruginosa, a model organism for QS studies, production of OMVs is 
substantially diminished in the absence of an autoinducer called the 
Pseudomonas quinolone signal (PQS; 2-heptyl-3-hydroxy-4-qunilone) (27). It has 
been shown that OMVs package and disseminate PQS, a highly hydrophobic 
signal whose diffusion would be significantly curtailed in the aqueous 
extracellular environment. Subsequent work is consistent with a model that PQS 
inserts into the outer leaflet of the OM, interacts with specific chemical moieties in 
LPS, and potentially stabilizes membrane blebs leading to OMV formation (See 
“Curvature inducing molecules”) (92). Consistent with other autoinducer 
molecules, once the concentration of PQS reaches a threshold concentration, it 
interacts with the transcriptional regulator MvfR (PqsR) and induces expression 
 28 
of a range of genes including its own biosynthetic operon (pqsABCD). This 
represents a positive feedback loop, which ultimately results in greater 
production of OMVs. This example of direct gene regulation of OMV formation 
has implications for multi-species interactions mediated by vesicle trafficking, as 
well as host-pathogen interactions in this clinically relevant organism.  
 
1.2.8.5 Summary 
While no broad genetic regulation scheme for OMV production has been 
determined for all OMV-producing bacteria, there have been many discoveries 
that point to possible cell components and regulatory pathways that are likely 
involved. The observation that OMV production is increased in the presence of 
heat, misfolded proteins, and toxic compounds like toluene in a manner 
independent of known cell envelope stress pathways suggests OMV formation 
may be an alternative stress coping mechanism, though the mechanism of 
genetic regulation of this phenomenon remains elusive. Further, recent reports of 
sRNA and QS regulation of OMV formation raise intriguing new prospects for 
genetic regulation of OMV formation. The ubiquity of OMV production among 
Gram-negative bacteria implies it is a critical process for growth and survival. 
This combined with the ability of OMVs to traffic important compounds for 
virulence and interspecies interactions makes OMV production an attractive 
target for curtailing the growth and/or pathogenicity of bacteria. Thus, it becomes 
clear that understanding the mechanisms for regulation of OMV formation could 
lead to novel antimicrobial targets. Finally, understanding genetic regulation of 
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OMV formation could also allow investigators to over-produce OMVs, which 
could be useful for industrial applications and vaccine development (93-95).  
 
1.2.9 What is packaged in OMVs?  
OMVs package proteins, signaling molecules, and genetic material within a 
bilayered membrane derived from the OM, consisting of an outer leaflet of LPS, 
and an inner leaflet of phospholipids. OMV contents can be trafficked to 
neighboring cells over long distances, influencing the environment in a variety of 
ways. Specific proteins and lipids are packaged into OMVs, while others are 
excluded, suggesting the existence of a sorting mechanism, as opposed to 
indiscriminate blebbing of the OM. The content of OMVs is not identical among 
bacteria, and differs greatly due to the diversity of bacterial species. 
 
Initial experiments were performed to investigate whether OMVs originated from 
a pinching off of the OM, or were merely artifacts of cell lysis. In studies of 
naturally produced OMVs, components of OMVs were compared to components 
found in the OM, periplasm, IM, and cell cytoplasm. Experiments concluded that 
proteins and lipids found in membrane vesicles were indeed most similar to the 
protein content of the OM, containing some periplasmic components and no 
cytoplasmic components (21, 96, 97). This confirmed the theory that OMVs 
originated from OM blebs of living cells. However, there is still much debate over 
whether OMVs package cytoplasmic components, as some proteomic analysis 
suggests OMVs originate from the OM and periplasm and contain cytoplasmic 
components (98-100).  
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An important distinction of OMV studies should be made: many studies have 
examined detergent-extracted OMVs, which are synthetically produced with 
detergent treatment (101-104), while other researchers have studied “native” 
OMVs, naturally produced by cells (99, 102, 105, 106). Additionally, within native 
OMV studies, some researchers have examined OMVs purified from mutants; 
mutant OMV content may contain minor, though possibly significant differences 
from wild-type OMVs. 
 
1.2.9.1 Proteins 
The protein content of vesicles has been studied using sodium dodecyl sulfate – 
polyacrylamide gel electrophoresis (SDS-PAGE) with Coomassie or silver 
staining, Western blots, biochemical analysis, and mass spectroscopy (MS) (97, 
99, 102, 105). Proteomic studies using SDS-PAGE have examined total protein 
recovered from whole cells, purified OM, periplasm, and OMVs. OMVs had a 
banding pattern distinct from the rest of the cell components, suggesting the 
presence of a protein sorting method during OMV biogenesis (96, 107, 108). 
While several abundant OM proteins were demonstrated to also be present in 
OMVs (109), there is evidence that some OM proteins are largely excluded from 
OMVs (97) (Fig. 1.5). For example, the lipoprotein Lpp, which connects the OM 
to the PG, was not detected in OMVs (10, 28). Additionally, biochemical studies 
have provided evidence that OMVs contain both outer membrane and 
periplasmic components (97).  
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OMVs produced by several Gram-negative bacteria have been shown to contain 
virulence factors, enabling bacteria to kill both prokaryotic and eukaryotic cells, 
even from a great distance. Several bacteria produce OMVs with antimicrobial 
activity, including Citrobacter, Enterobacter, Escherichia, Klebsiella, Morganella, 
Proteus, Pseudomonas, Salmonella, and Shigella (6, 18). Murein hydrolases (6), 
phospholipase C, alkaline phosphatase, proelastase, and hemolysin (18) have all 
been shown to be packaged within OMVs. Additionally, β-lactamase can be 
packaged into OMVs, allowing populations of cells to lower the antibiotic 
concentration present in an environment (110), as well as potentially transferring 
active β-lactamase to β-lactam-sensitive bacteria.  
 
Several toxins have also been detected within OMVs. The oral pathogen 
Aggregatibacter actinomycemtemcomitans (Aa) produces a leukotoxin, LtxA, 
which interestingly does not contain a type II signal peptide sequence, but is still 
translocated across the IM into the periplasm by LtxB and LtxD, and then 
integrates into the OM (111). Once in the OM, LtxA is packaged into OMVs more 
frequently than other Aa OM proteins, lending further evidence for the presence 
of an OMV sorting mechanism (11). More recently Haurat and colleagues 
reported additional evidence for the existence of a protein sorting mechanism in 
a study of P. gingivalis OMVs (63). P. gingivalis produce gingipains, a group of 
proteases that serve as a major virulence factor during infection. Gingipains are 
selectively sorted into OMVs, while some abundant OM proteins are excluded 
(63). Understanding OMV protein-sorting mechanisms may provide insight into 
the molecular mechanism of OMV formation, and may better elucidate how to 
engineer bacteria to package and deliver specific cargo. 
 32 
 
Previous work has shown that changes in the growth medium affect protein 
composition of the OM (97, 112), which suggests that OMV protein composition 
also changes due to environmental perturbations. As seen in Fig. 1.5, Horstman 
and Kuehn report that changing the growth medium moderately affected the 
OMV protein profile; the banding patterns between the two media conditions do 
not appear identical, but are somewhat similar. Keenan and Allardyce give 
stronger evidence for OMV protein composition change due to alterations in the 
growth medium; the protein composition of H. pylori OMVs was altered under 
iron-limiting conditions, as less of the vacuolating cytotoxin VacA was observed, 
while two new proteases were detected. These phenotypes were reversed upon 
addition of iron (113). Similarly, the specific activity of proteins in OMVs has 
shown to be altered by environmental changes, as greater proteolytic activity was 
observed in OMVs obtained from haemin-limited P. gingivalis cells, while the total 
protein content remained the same (114).  
 
While the protein profile of OMVs has been shown to vary due to environmental 
fluctuations, it is clear that many OMV proteins are conserved among species. 
Several groups have used a proteomics approach to examine total protein 
content of native OMVs isolated from both pathogenic and nonpathogenic 
bacteria, including N. meningitides, P. aeruginosa, Pseudoalteromonas 
antarctica NF3, and E. coli (96, 98, 99, 102, 105, 106, 115, 116). With these 
studies, researchers found a diverse array of proteins that differed between 
species, however, the presence of several protein families were found to be 
conserved: porins and OM proteins, murein hydrolases, multidrug efflux pumps, 
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ABC transporters, protease/chaperone proteins, and motility proteins were are all 
common constituents of Gram-negative OMVs. These proteomic studies were 
recently reviewed by Lee and colleagues (100).  
 
Some researchers have challenged the convention that OMVs exclusively 
contain OM and periplasmic components, arguing that OMVs also package IM 
and cytoplasmic proteins (99, 105). Cytoplasmic and IM proteins may be 
packaged in OMVs, however, it is also possible that the detection of IM and 
cytoplasmic proteins could be due to contamination during the preparation of 
OMVs, as proteins originating from trace amounts of cells or lysed cell material 
may be detected by mass spectrometry. Most studies of native OMV protein 
content determined that IM and cytoplasmic proteins are not included in OMVs, 
an idea which is also supported by TEM studies that do not show an additional 
IM layer within OMVs (4, 96). 
  
 34 
Figure 1.5 Protein banding patterns of outer membrane proteins (OM), and 
membrane vesicles (Ves) from HB101 and ETEC E. coli strains, with 
varying growth conditions.  
Outer membranes (OM) and vesicles (Ves) (0.5 µg) were applied to 12.5% SDS-
PAGE and silver-stained. Banding patterns for membrane vesicles look similar to 
the OM protein banding, however, some proteins appear to be preferentially 
sorted into OMVs. Molecular weight standards are indicated on the left (kDa) 





1.2.9.2 Nucleic Acids 
In addition to protein, OMVs also enable the transfer of genetic material in a 
mechanism substantially different from the canonical means of horizontal gene 
transfer (transfection, transformation, and conjugation). Within OMVs, genetic 
material can be moved over long distances, transferring genetic information 
without requiring a physical attachment of cells. DNA associates with OMV 
surfaces, but may also be enclosed within OMVs, which provide protection from 
DNases and other means of degradation in the extracellular environment. dsDNA 
has been identified in OMVs produced by Neisseria gonorrhoeae, E. coli 
0157:H7, and P. aeruginosa (19, 107, 117, 118). Successful transfer of plasmid 
DNA was demonstrated in N. gonorrhoeae, where a donor strain was able to 
transfer a plasmid containing a β-lactamase gene into recipient cells. In addition, 
a plasmid containing replication, mobilization, and partitioning genes was isolated 
from E. coli 0157:H7 OMVs. OMVs facilitated the transfer of genetic material to 
both Salmonella enterica serovar Enteritidis and E. coli JM109 recipient cells. 
Like the previously mentioned species, P. aeruginosa packages chromosomal 
and plasmid DNA in OMVs, however, the transfer of DNA to a recipient has been 
unsuccessful under experimental conditions tested thus far (107), suggesting that 
the mechanism of DNA transfer via OMVs varies among species. Renelli and 
colleagues proposed two mechanisms of DNA packaging and transfer via OMVs 
in P. aeruginosa (107): 1) DNA moves from the cytoplasm to the periplasm, 
where it incorporates into OMVs, 2) extracellular DNA moves through the OM 
and into the periplasm, where it then becomes packaged in OMVs. The 
mechanism for DNA movement into the periplasm in each model is unknown. 
Based on Renelli’s experiments, it seems likely that both models are relevant to 
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DNA transfer via OMVs. In addition to DNA, RNA has been identified in OMVs in 
lesser amounts, but this phenomenon has not yet been widely investigated (19). 
 
1.2.9.3 LPS and phospholipid content of OMVs 
The OM of Gram-negative bacteria is an asymmetric bilayer, consisting of an 
outer layer of lipopolysaccharide (LPS), and an inner layer of phospholipids. 
Generally, LPS is comprised of three components: the hydrophobic lipid A 
domain, core oligosaccharide, and O-antigen. Similarly, OMVs contain LPS, 
glycerophospholipids, OM proteins, and periplasmic components. Several 
studies have shown that P. aeruginosa OMVs primarily contain B-band LPS, 
despite B-band LPS being less prevalent in the OM compared to A-band LPS. It 
had been proposed that repulsive forces between adjacent B-band LPS 
molecules cause membrane curvature, leading to blebbing and eventual OMV 
release; this model is reviewed in the previous section (See “Model 3: Anionic 
charge repulsion of LPS”). 
 
In studies of E. coli, Hoekstra et al. found that phospholipid and fatty acid content 
of the OM and OMVs appeared to be mostly similar (10). Adding to those 
studies, Horstman and Kuehn studied Enterotoxigenic E. coli (ETEC) OMVs 
using thin layer chromatography (TLC), and found that the lipid content of 
vesicles were very similar to the OM, containing LPS, phosphatidylethanolamine, 
phosphatidylglycerol, and cardiolipin, though they did not discuss the enrichment 
of specific lipids (97). 
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In more recent studies of P. aeruginosa, Tashiro et al. examined differences in 
the phospholipid and fatty acid content in OMVs, compared to the content of the 
OM. The major phospholipid found in OMVs was phosphatidylglycerol, while the 
major OM phospholipid was phosphatidylethanolamine (119). In addition, OMVs 
contained more saturated fatty acids and longer-chain fatty acids than the OM, 
demonstrating that P. aeruginosa OMVs are more rigid than the OM. The 
differences Tashiro points out may be species specific; therefore, additional 
studies are needed to conclude whether OMVs are universally enriched for 
specific lipids. 
 
1.2.9.4 Small molecules 
Lipids and proteins of the OM interact with the external environment, and often 
small molecules associate with the OM due to their hydrophobic or cationic 
character. For example, in a study by Goedhart and colleagues, it was shown 
that Nod factor, a small molecule produced by nitrogen fixing bacteria that 
induces nodulation in their leguminous symbiotes, associates with artificial 
membranes, suggesting that Nod factor may also be packaged into bacterial 
OMVs (120). Interestingly, artificially produced membranes containing Nod factor 
could transfer Nod factor to a host plant (120). In addition, the signaling molecule 
PQS (See “Model 3: Anionic charge repulsion of LPS”) associates with OMVs 
due to its hydrophobic nature and ability to specifically interact with LPS. It is 
likely that many other hydrophobic molecules, including antimicrobial and 
signaling molecules, are packaged and trafficked in OMVs (6, 18, 36); in P. 
 38 
aeruginosa, several quinolones have been identified in OMVs, and are thought to 
contribute to their antimicrobial activity (27). 
 
1.2.9.5 Summary 
OMVs have been shown to package a range of substrates. Proteomic analysis of 
MV contents has confirmed their OM-derived nature, as the protein profiles of 
OMVs and the OM are often similar. Additionally, non-OM proteins are found in 
OMVs including virulence factors and toxins. OMVs also package nucleic acids, 
including antibiotic resistance genes, which suggests the contribution of OMVs to 
pathogenicity goes beyond delivery of toxins. The lipid content of OMVs is also 
similar to that of the OM, however, differences in lipids present in OMVs may 
represent a regulatory mechanism for OMV formation. Finally, the fact that 
intercellular signaling molecules, have also been associated with OMVs indicates 
a role for OMVs in intra- and inter-species communication. OMVs provide cells a 
means of concentrating and protecting secreted cellular components; continued 
characterization of these components and the mechanisms by which they are 
secreted will yield greater knowledge of the evolutionary purpose of OMVs and 
possibly lead to the exploitation of OMVs in industry and medicine.  
 
1.2.10 Environmental effects on OMV formation 
The greatest obstacle that bacteria must overcome is variability between and 
within the environments in which they live, and their ability to cope with and adapt 
to the environment is critical to successful reproduction and propagation. As 
OMV formation has been associated with both normal growth as well as the 
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stress response, it is not surprising that the environment can often profoundly 
affect OMV formation. Beginning with the aforementioned observation that heat 
induces vesicle formation (See “Cell envelope stress”) there has been much 
progress toward understanding environmental effects on OMV formation, and 
this section will summarize the effects of environmental features like 
temperature, salt/osmolarity, and available nutrients on OMV formation. Because 
of the well-documented role OMVs play in the pathogenicity of some organisms, 
much of the OMV field has focused on how the host responds to bacterially 
derived OMVs (23, 96, 121, 122). Of note, the use of vesicles as novel vaccines 
has become one area of widespread interest (93-95). While the effect of OMVs 
on the host is outside the scope of a chapter on regulation of OMV formation, the 
reciprocal effect of both antibiotic treatment and the host on OMV formation will 
be discussed.  
 
1.2.10.1 Temperature 
It has been known since the early 1980s that heat induces vesicle formation 
(Katsui et al., 1982). Work by Katsui and colleagues demonstrated that OM blebs 
were present when E. coli cells were incubated at 55°C for 30min (12), and these 
blebs were found to have similar protein and lipid content to the OM. Thus, they 
argued these were not an artifact of cell lysis. Katsui and colleagues were also 
able to image membrane blebs that appear similar to vesicles, and occurred 
primarily at division septa (See “Model 1: OM anchored to the PG” and Fig. 1.3) 
(12). Importantly, the vesicles contained periplasmic alkaline phosphatase 
activity, however no activity was demonstrated for the cytoplasmic enzyme 
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glucose-6-phosphate dehydrogenase, confirming the blebs were indeed genuine 
vesicles rather than the result of dead or lysing cells (12).  
 
1.2.10.2 Available nutrients 
The nutritional environment in which a bacterium finds itself can often profoundly 
affect the physiology and behavior of the organism. This is also true for OMV 
formation, though there is no known strict rule for how available nutrients affect 
OMV formation. Some bacteria display enhanced OMV formation when nutrients 
are low. For example, early reports of OMVs were observed in a lysine-limited 
medium (4) and under starvation conditions (123). Additionally, inoculation of 
Haemophilus influenzae into a competence-inducing medium that is missing 
several nutrients critical for growth was shown to also induce OMV formation 
(124), and the previously discussed strains of Lysobacter (See “The role of 
proteins in regulation of vesiculation”) also made more OMVs in a nutrient poor 
medium (84). On the other hand, Pseudomonas fragi makes OMVs when grown 
in rich media but not in a nutrient-poor, minimal medium (125). Consistent with 
the former idea, it has been suggested that some organisms use vesicles to help 
acquire or degrade sources of carbon and energy, and the lysis of other 
organisms is one means to accomplish this. Enzymes capable of such nutrient 
acquisition by degradation have been associated with P. aeruginosa OMVs (36). 
Further, the concentration of proteolytic enzymes in H. pylori vesicles that may 
aid in nutrient acquisition was increased in an iron-limited medium, though the 
number of vesicles was unaffected (113). Finally, production of recently 
discovered OMV-secreting structures called nanopods (See “The role of proteins 
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in regulation of vesiculation” and Fig. 1.4) was induced in the presence of the 
polycyclic aromatic hydrocarbon phenanthrene (81). The Delftia strain in which 
these structures were discovered was isolated from an oil-contaminated area, 
and it was proposed that nanopods and the vesicles they secrete may have a 
role in phenanthrene metabolism (81). The presence of degradative enzymes in 
OMVs combined with their up-regulation in nutrient-poor environments in many 
species suggests nutrient acquisition may be one of the more significant roles 
OMVs play in bacterial growth and development.  
 
The ability of the quorum sensing molecule PQS (See “Quorum sensing and 
OMV formation”) to regulate OMV formation in P. aeruginosa (27, 92) also raises 
an interesting possibility for nutritional effects on OMV formation. P. aeruginosa 
is well-known to cause chronic infections in the lungs of individuals with the 
genetic disease cystic fibrosis (CF). When P. aeruginosa was grown in lung 
secretions from individuals with CF, PQS production was found to be increased 
approximately 5-fold, raising the possibility that a nutrient(s) within CF lung fluids 
could induce PQS production (126). Subsequent work confirmed that aromatic 
amino acids, specifically phenylalanine and tyrosine, are responsible for 
enhanced PQS production in CF lung secretions (127). In addition to aromatic 
amino acids, oxygen has also been shown to be critical for PQS production and 
consequently OMV formation in P. aeruginosa (128). The ability of available 
nutrients to affect OMV formation and virulence phenotypes associated with 
OMVs underscores the need to characterize nutrients at infection sites, as this 




As discussed in a previous section (See “Model 3: Anionic charge repulsion of 
LPS”), concentration of ions, such as Mg2+ and Ca2+, can affect interactions 
between LPS molecules in the OM of Gram-negative bacteria. Additionally, 
osmotic stress derived from the presence of high salts in an aqueous 
environment has also been show to affect OMV formation. When P. fluorescens 
was exposed to osmotic stress by addition of 0.5M NaCl to its growth medium, 
an increase in OMV formation was observed (129). It is not clear whether this 
response was due specifically to the osmotic stress or down-regulation of the Pal 
homolog, OprL, which affects OMV formation (45, 129).  
 
1.2.10.4 Antibiotics 
One of the classic targets for antimicrobial therapeutics has been the unique cell 
surface structures found in bacteria. Not surprisingly, antibiotics that disrupt the 
cell envelope such as antimicrobial peptides have also been shown to affect 
vesiculation (130). Other antibiotics that do not affect the cell envelope have also 
been shown to affect vesiculation, as production of Shiga toxin and its release in 
OMVs by Shigella dysenteriae is increased in the presence of the antitumor drug, 
mitomycin C; whether toxin release or OMV formation is the target of this 
regulation remains unknown (131). Finally, exposing P. aeruginosa cells to the 
aminoglycoside gentamicin was demonstrated to increase OMV formation 
approximately 3-fold (35). This was hypothesized to be due to the ability of 
aminoglycosides to replace charge-charge interactions within the LPS of the OM 
(See “Curvature inducing molecules”), and the unique macromolecular 
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composition of the vesicles compared to non-gentamicin induced vesicles 
suggests they may be formed in a mechanistically distinct manner (35).  
 
1.2.10.5 Host and other organisms  
The utility of vesicles for trafficking molecules to other bacteria and even 
organisms in other domains of life suggests target organisms can be affected by 
OMVs. Indeed, vesicles from a range of pathogenic organisms have been 
observed at infection sites, and they can be isolated from infected tissues and 
fluids (132-135). Many studies outside the scope of this chapter have examined 
the effects of OMVs on other organisms, and one particularly interesting thread 
of research investigates the immunogenic properties of vesicles and their utility 
as vaccines (93-95). If the presence of vesicles can affect host behavior, it 
follows that OMV formation could be modulated in the presence of other 
organisms including the host. It has been argued that pathogens have co-opted 
the natural process of vesicle shedding for delivery of toxins and other virulence 
factors, and it is true that pathogenic bacteria are generally found to produce 
more OMVs than non-pathogenic bacteria (136). Examples of this include the 
fact that both an enterotoxigenic E. coli and a leukotoxin-producing strain of Aa 
produced more vesicles than strains that did not make the toxins (97, 137). 
Additionally, Haemophilus influenzae grown in either rats or human cerebrospinal 
fluid produced OMV-like structures within two hours of growth compared to cells 
grown in a standard culture medium that needed to reach stationary phase to 
produce OMVs (138). 
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Obstacles for bacterial growth within the host often affect OMV formation. 
Altering LPS and other surface molecules within the host has been a survival 
strategy for several pathogens (139, 140). It has also been reported that 
modifying such molecules can result in OMV formation phenotypes, thus 
phenomena like serotype switching can affect OMV formation (61). Another 
obstacle to growth within the host is low levels of free iron, which is generally 
sequestered by host iron-binding molecules. Iron limitation decreased the 
number of vesiculating cells in a commercially significant rainbow trout pathogen, 
Flavobacterium psychrophilum (141). Host derived substances also affect OMV 
formation, as the presence of bile salts induced production of vesicle-like 
structures in an anaerobe found in the intestine, Bacteroides fragilis (142). It is 
possible that the presence of bile salts reflects a host environment, which alters 
the behavior of the organism by inducing OMV formation. Karavolos and 
colleagues recently reported an additional example of an OMV-inducing host 
molecule, as exposure of S. typhi to host neuroendocrine hormones increased 
OMV production (143). The authors observed that this was likely due to 
increased expression of a small RNA, micA, which represses expression of 
ompA (143) (See “Small RNAs and OMV formation”), representing another 
example of genetic control of OMV formation through small RNAs.  
 
In a recent microscopic analysis of P. aeruginosa infecting the nematode 
Caenorhabditis elegans, the pathogen was found to produce an extracellular 
matrix that included putative OMVs (Fig. 1.6A), while a non-invasive E. coli strain 
(OP50) did not produce OMVs in the nematode (134).  
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Most pathogens exist within microcolony or biofilm structures inside the host, 
which among other advantages, often confer resistance to host-derived 
antimicrobial agents as well as exogenous antibiotics. The contribution of OMVs 
to biofilm structures will be discussed more in the section below, however, 
specifically within the host, the propensity to form microcolonies and the role 
OMVs play during infection may reveal novel biofilm-related regulatory 
mechanisms of OMV formation within the host.  
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Figure 1.6 Transmission electron micrographs (TEM) of OMVs produced in 
biofilms.  
A) and B) P. aeruginosa (b) infects C. elegans in the lumen of the intestine, 
producing what appears to be membrane vesicles (omv), in the presence of 
extracellular material (em) Scale bar, 0.5 µm (Figure from (134)). C) TEM of a 
biofilm isolated from a domestic bathroom drain, indicating the presence of 
OMVs between cells (arrows), as well as blebbing off the cell surface (arrows). 






1.2.10.6 OMVs produced in biofilms   
In nature, bacteria commonly grow as biofilms, populations of cells attached to 
surfaces. Biofilm communities produce an extracellular matrix (ECM), which 
serves to protect the biofilm from harsh environments and can also help to create 
a three-dimensional colony structure. The ECM commonly consists of 
exopolysaccharides, proteins, lipids, nucleic acids, and of note for this chapter, 
OMVs (22, 81, 144-146). Interestingly, P. aeruginosa biofilm-derived OMVs have 
been shown to be distinct from planktonically-derived OMVs as they displayed a 
unique protein profile and greater proteolytic activity (22). Laboratory grown 
biofilms of Shewanella oneidensis, E. coli, Azotobacter sp., and H. pylori have all 
been shown to contain OMVs as a part of the ECM (22, 147). This, combined 
with many studies that have also demonstrated that OMVs are produced in 
naturally occurring biofilms (22, 148) (Fig. 1.6), supports the hypothesis that 




Bacteria exist in widely varying environments, and many alter their physiology 
and behavior as part of a coping mechanism to mitigate this stress and 
successfully adapt to new or changing conditions. Production of OMVs is one of 
the behaviors altered as the environment changes, and may provide bacteria 
with an advantage as growth conditions change. As discussed, heat stress 
induces OMV production, and the ability to scavenge for nutrients or degrade 
nutrients present is often mediated by OMVs and their contents. Bacteria also 
respond to the challenges of antibiotic treatment and the host environment by 
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altering OMV production. Finally, OMVs are a component of biofilms, which are 
likely the most common lifestyle for bacteria in the environment and one that is 
often associated with protection from harsh conditions. The differences observed 
in OMV formation in different environments underscores the importance of 
studying bacteria in situ, as the specific environment in which bacteria are 
growing dictates these phenotypes.  
 
1.2.11 Gram-positive membrane vesicles 
Several decades after Gram-negative OMVs were reported, Dorward and Garon 
noted in 1990 that two Gram-positive species produced membrane vesicles 
(MVs): B. subtilis and Bacillius cereus (16). Reports that Gram-positive bacteria 
indeed produce MVs provide evidence that MV formation is an evolutionarily 
conserved process. In a study of S. aureus, Lee and colleagues examined 
culture supernatants and visualized purified vesicles using TEM (Fig. 1.7A) (149). 
 
Their analysis identified 90 vesicular proteins and provided their theoretical 
cellular localization, based on SDS-PAGE, tryptic digestion, Nano-LC-ESI-
MS/MS, and in silico analysis. According to their proteomic studies, 56.7% were 
classified as cytoplasmic, 16.7% membrane, and 23.3% extracellular (149). It is 
logical that Gram-positive MVs contain a high number of cytoplasmic proteins, as 
cytoplasmic membrane blebbing is required for MV formation in Gram-positive 
organisms. Lee also reported that a large amount of ribosomal and metabolic 
proteins are packaged in MVs, as well as the inclusion of transporter proteins, 
antibiotic resistance proteins, and numerous virulence factors. One year after 
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Lee and colleagues published evidence for MV production in B. subtilis, Rivera 
and colleagues reported that Bacillus anthracis, the etiological agent of Anthrax 
disease, produces membrane vesicles both in the environment and within 
macrophages (Fig. 1.7B) (150). Using immunoelectron microscopy and ELISA 
analysis, Rivera showed that B. anthracis vesicles contain multiple toxin 
components, and sometimes have double membranes. Though some remain 
skeptical over whether Gram-positive bacteria indeed produce MVs, several 
control experiments have been performed. For example, vesicles could not be 
isolated from heat-killed B. anthracis incubated in regular MV culture conditions 
(150). Most recently, it was also reported that the Gram-positive Streptomyces 
coelicolor produces MVs (151). 
 
In 2007, Marsollier and colleagues showed that the acid-fast, Gram-positive 
causative agent of Buruli ulcers, Mycobacterium ulcerans, produces MVs within 
its extracellular matrix (152). M. ulcerans MVs package a large number of 
membrane proteins (51/57 total proteins identified). Additionally, isolated M. 
ulcerans MVs have been shown to package two polyketide synthases required 
for production of the toxin mycolactone, the only known virulence factor 
responsible for Buruli ulcers (152, 153). Mycolactone was detected within 
vesicles, and purified vesicles contained cytotoxic activity. Mycolactone 
packaged within vesicles was more cytotoxic to host cells than equal levels of 
purified toxin alone (152). Though only a few Gram-positive species have been 
reported to produce MVs, the number of reported species will likely increase as 
research in the field progresses. The molecular mechanism of Gram-positive MV 
formation is also unknown, however, curiosity remains in the field as to how MVs 
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Figure 1.7 Production of membrane vesicles (MVs) is not limited to Gram-
negative bacteria.  
A) A thin-section TEM of the Gram-positive bacterium S. aureus. MV formation 
occurs at the cell surface (arrows), and a secreted MV is shown nearby (arrow 
head). Scale bar, 100 nm. (Figure from (149)). B) The Gram-positive bacterium 
B. anthracis (Ba) is producing MVs within macrophages (MØ) phagosomes (P). A 
disrupted phagosome double membrane is visible (dashed arrow), and a B. 
anthracis vesicle is present in the macrophage cytoplasm (solid arrow). Scale 





1.2.12 Conclusion of outer membrane vesicle review 
Through the combined efforts of many investigators over the course of decades 
of research, much light has been shed on the highly conserved process of 
bacterial membrane vesicle formation, though several questions remain 
unanswered. Every Gram-negative species tested has demonstrated the ability 
to produce OMVs, however it is still unclear whether OMV formation is as 
common among Gram-positive bacteria. The field has also delineated several 
models describing the molecular mechanisms of OMV formation, but more effort 
is needed to determine which models apply to different species and growth 
conditions. Regulatory schemes for OMV formation are actively being determined 
and some of the future progress here could be derived from collaboration with 
other research areas like quorum sensing and regulatory RNAs. As for the 
contents of OMVs, the packaging of cytoplasmic components into Gram-negative 
OMVs is still a highly debated topic and yet another active area of investigation. 
Finally, the presence of OMVs within biofilms and the evidence that biofilm-
derived OMVs are distinct from planktonically-derived OMVs suggests the OMV 
field will continue to investigate these clinically and industrially relevant structures 
as well. The importance of OMVs for normal growth and development, virulence, 
and a range of other processes will ensure that these and many other questions 




1.3 GOING LOCAL: TECHNOLOGIES FOR EXPLORING BACTERIAL MICROENVIRONMENTS 
(2)  
1.3.1 Background 
Microorganisms are social and engage in complex behaviours in response to 
other organisms and the extracellular environment. Historically, the study of 
these behaviours in the laboratory has been limited to pure-culture populations 
grown in shaken liquid. These studies have been informative, providing insight 
into how microorganisms respond to stimuli at the population level. However, 
most microbial ecosystems, including human commensal and pathogenic 
populations, are composed of diverse microbial species growing in high-density 
microcolonies (154-157). Moreover as in most ecosystems, microbial 
communities are spatially organized, and the physical location of individuals 
within the community has profound effects on intercellular interactions. For 
example, localization of a bacterium at a defined position within a chemical 
gradient or at a defined distance from another cell will affect its behaviour. While 
spatial organization is of clear importance in most ecosystems, relatively few 
studies have examined the fundamental question: how does spatial organization 
impact microbial behaviour in natural populations?  
 
Technological advancements in two areas have recently been applied to study 
the impact of spatial organization on microbial behaviour. First, microscale 
techniques facilitate confinement of small bacterial populations in defined 
locations, such as microfluidic devices and protein traps (Table 1.1). Second, 
analytical techniques, such as scanning electrochemical microscopy (SECM) and 
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imaging mass spectrometry (IMS) allow for real-time measurement of signals and 
environmental cues present in microenvironments surrounding microbial 
communities (Table 1.1). Just as enhanced magnification and resolution in light 
microscopy advanced our understanding of bacterial cell biology, these 
technologies are increasing our ability to probe the behaviour of individuals in 
microbial communities. While the tools and techniques presented here are useful 
for examining diverse microbial behaviours, this review focuses on their use to 
study how chemical gradients and microbe-microbe interactions affect bacterial 
behaviour and phenotypic heterogeneity. Because the complete array of 
approaches available to study microbial behaviour is extensive and beyond the 
scope of this review, we have chosen to focus on confinement strategies and 
analytical techniques for probing small population sizes, including single cells. 
We also discuss how the combination of these technologies has the potential to 









Table 1.1 Summary of cell confinement technologies.   
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1.3.2 Confinement using microfluidic devices  
The use of microfluidic devices is a common strategy for confining small 
microbial populations and assessing their response to environmental signals and 
chemical gradients. Similar to flow cells (174-177), microfluidic devices offer a 
means to experimentally probe the impact of spatial structure and chemical 
gradients on microbial interactions. Microfluidic devices can be patterned 
topographically with precise, complex, microscale or sub-microscale features to 
produce channels (159) and mazes (178, 179) (Fig. 1.8). Microfluidic channels 
often have volumes of ~10 µL (180) although they have been engineered to use 
considerably smaller volumes (181),(182). In microbiology, these devices are 
generally made of transparent polydimethylsiloxane (PDMS) using soft 
lithography techniques (159, 183), though other polymers have been utilized 
(184). Microfluidic devices have been combined with non-invasive imaging 
techniques (183, 185-187), such as videomicroscopy or confocal laser scanning 
microscopy (CLSM), to study individual cells in heterogeneous microbial 
populations (159, 180).  In addition, they have been used to precisely organize 
small microbial communities in three-dimensions (181, 188), and to separate 
individual cells for the demonstration of phenotypic heterogeneity in genetically 
identical populations (181). Since flow within microfluidic channels is generally 
laminar and mixing between adjacent laminar fluid streams occurs by 
diffusion, precise chemical gradients can be established to study the behaviour of 
spatially organized populations in defined chemical environments (159, 189).    
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Figure 1.8 Microfluidic devices, hydrogels and optical trapping for the 
study of bacterial interactions in spatially organized communities.  
A) An example of a microfluidic device that was used to probe the chemotactic 
behaviour of E. coli(190). The device is constructed from PDMS and contains 
three separate inlets for the chemoeffector, bacteria and buffer.  Fluid flow is left-
to-right and fluid exits the device on the right-hand side through an array of 
outlets.  The vertical arrow indicates the chemoattractant gradient in the direction 
of highest concentration. B) V. harveyi accumulation in a microfabricated maze 
(179). The narrowest passages are 100 µm wide. V. harveyi accumulation is the 
result of self-attractive behaviour and results in increased population density. 
Dark field image (left panel) displays autoaggregation of cells at dead ends and 
cul-de-sacs, which results in the QS-dependent production of luminescence (right 
panel), as detected by a photon-counting CCD camera. C) A microfluidic device 
wherein signal producing “transmitter cells” are flowed in from the left channel 
and signal perceiving “receiver cells” are flowed in from the right channel. Optical 
trapping is used to spatially organize transmitter and receiver cells in a 
photopolymerized hydrogel (indicated by the dashed box) (166). D-F) Transmitter 
cells (expressing red fluorescent protein) secrete AHL signaling molecules that 
are sensed by receiver cells, which results in expression of green fluorescent 
protein (GFP).  Images represent receiver cells above (d) and below (f) the 
transmitter cell cluster (e). At 380 minutes, transmitter cells were induced to 
produce the AHL signal, which was subsequently sensed by the receiver cells at 
675 minutes.  
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1.3.2.1 Monitoring chemotaxis 
Microfluidic flow cells have the advantage of allowing researchers to spatially 
confine or position cells in a way that cannot be achieved with traditional flow 
cells. For example, microfluidic flow-cell devices have been used to probe the 
chemotactic behaviour of Escherichia coli (190) (Fig. 1.8A). Upon injection into 
the device, parallel flow of chemoattractant and buffer results in diffusion and 
mixing during transit through the chamber, producing a concentration gradient of 
chemoattractant perpendicular to the direction of flow. A narrow stream of 
bacteria is injected between the buffer and chemoattractant stream, and the 
distribution of bacteria within the chemoattractant gradient is measured at several 
outlets at the end of the chamber. This system provides a high degree of 
resolution, allowing individual bacteria to be imaged and counted directly. Other 
researchers have improved the sensitivity of microfluidic flow-cell-based 
chemotaxis assays by integrating arrays of “concentrator” elements into the main 
channel of the devices (191). Rather than counting cells as they exit the device, 
cells are collected at several locations along the main channel, between the 
source of the chemoattractant and the channel exit. The cells accumulate as long 
as there is flow through the channel, which allows the assay to be performed 
over multiple hours. 
 
Microfluidic devices have also been used to model natural environments (158) 
such as nutrient patches, which serve as chemoattractants for microorganisms in 
natural aquatic environments (180). Microfluidic stopped-flow assays have been 
used to investigate the chemotactic response of marine bacteria to nutrient 
patches and nutrient plumes in the ocean (186, 192). To produce a 
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chemoattractant gradient for a stopped-flow assay, bacteria and chemoattractant 
are simultaneously injected into the microfluidic device via two separate ports. 
The chemoattractant is injected downstream from the bacterial injection port, at 
the center of the device channel. A stream of chemoattractant moves through the 
center of the channel, producing a tight band. Once flow stops, the tight band of 
chemoattractant diffuses, producing a gradient. This allows chemotaxis to be 
observed under flow-free conditions. The spatio-temporal dynamics of bacteria 
can be recorded by videomicroscopy, which allows the response of individual 
cells to be monitored, in addition to population level behaviour. With this 
approach, investigators monitored chemotaxis towards the phytoplankton-
produced solute dimethylsulfoniopropionate, which is degraded by multiple 
bacteria in the ocean to produce dimethyl sulfide, a molecule that serves as 
cloud condensation nuclei in the atmosphere (193). 
 
An alternative microfluidic approach for studying chemotaxis involves the 
construction of microfabricated ‘mazes’ (Fig. 1.8B). These devices differ from 
other microfluidic devices in that they are not linearly organized, but instead 
contain partitions that allow bacteria to autoaggregate by accumulating in 
pockets within the mazes. These devices have been used to demonstrate that E. 
coli and Vibrio harveyi move towards self-produced chemoattractants and 
develop local aggregates within the topographical features of the device (179). 
This work has elucidated a previously unknown role for chemotaxis in promoting 
bacterial cell aggregation (so-called ‘self-attractive behaviour’) (179), and has 
provided insight into the mechanisms that bacteria may use to form aggregates 
in natural environments. Other microfluidic devices have provided insight into the 
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self-organizing behaviour of bacteria (182), and the mechanisms that bacteria 
use to aggregate in heterogeneous landscapes (178, 179). For longer time scale 
studies, miniaturized chemostats have been constructed using microfluidic 
techniques. These devices operate according to the same basic principle of 
traditional chemostats, providing a homogeneous environment and promoting 
synchronized growth of planktonic cells (194). Modified microfluidic chemostats 
have been developed that incorporate defined topographical features, providing 
microorganisms the opportunity to spatially organize. Cho et al. used a 
microfluidic chemostat with growth chambers of distinct sizes and shapes to 
show that bacterial colonies gradually self-organize, resulting in increased 
movement of nutrients into and evacuation of waste out of the colonies (182). 
 
 
1.3.2.2 Studying bacterial persistence 
In addition to chemotaxis, microfluidic devices have been instrumental in the 
study of bacterial persistence, a phenomenon that was first recognized nearly 70 
years ago (185, 195, 196). The molecular mechanisms controlling bacterial 
persistence are poorly understood and are likely species-specific and influenced 
by growth conditions. Balaban and co-workers developed a microfluidic device to 
investigate the relationship between metabolic activity and the persistence 
phenotype. Using this device, individual bacteria from a genetically identical 
(isogenic) population were monitored over time as they grew within fine, linear 
channels (dimensions 1.5 µm x 0.5 µm) (185). As the cells multiplied, the 
channel became progressively occupied, with the length of channel correlating 
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directly with growth rate. Using this system, the investigators demonstrated that 
individual cells derived from an isogenic population varied in growth rate. 
Interestingly, slow-growing cells exhibited higher survival rates upon treatment 
with the β-lactam antibiotic ampicillin suggesting that growth rate heterogeneity 
within an isogenic population is linked to the persister phenotype. This study also 
contributes to a growing appreciation for the importance of phenotypic 
heterogeneity within isogenic populations during growth in fluctuating 
environments (197, 198). 
 
1.3.3 Confinement using hydrogels 
In combination with microfluidic devices, hydrogels have been instrumental as a 
means of confining small microbial populations. Hydrogels have a long history in 
microbiology, beginning with the work of Robert Koch’s laboratory that mixed 
molten agar with nutrients to produce a hydrogel that served as a solid growth 
medium (199). Koch used an agar medium to culture Mycobacterium 
tuberculosis in 1882 (168, 169), and agar remains a vital tool in virtually all 
microbiology laboratories today.  
 
A key advantage of hydrogels is that they can be used to quickly and precisely 
create environments with defined mass-transfer properties. Such environments 
can be devised to mimic bacteria growing in natural biofilm populations, wherein 
cells are encased in a complex extracellular polymeric matrix that changes the 
mass transfer properties of the microenvironment. To mimic these mass-transfer 
environments, hydrogels with variable mass transfer properties are used to 
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immobilize cells in semi-solid media. In contrast to solid, polymerized PDMS, 
hydrogels are permeable to small hydrophilic molecules allowing diffusion of 
these molecules between cells and the surrounding medium.  
 
Timp and co-workers used optical trapping techniques to precisely arrange 
bacteria in a three-dimensional array within a hydrogel (Fig. 1.8C-F) (166). Using 
this system, they demonstrated that induction of quorum sensing (QS) genes is 
not only dependent on cell density but also on the mass transfer rate of the fluid 
surrounding the hydrogel ‘biofilm,’ (Fig. 1.8C-F). Complementary results were 
obtained by Meyer and colleagues, who used a microfluidics-based experiment 
to conclude that QS induction is suppressed by hydrodynamic flow in the 
surrounding environment (200). Flickinger and co-workers combined microfluidic 
chambers with hydrogels to examine diffusion of acyl homoserine lactones 
(AHLs), which are QS signals (201). They observed that Pseudomonas 
aeruginosa could detect AHLs originating 8 mm away, suggesting that AHL 
signals produced by a microcolony are capable of influencing the behaviour of 
other microcolonies over 1000 cell lengths away. Similar results were obtained 
by Dilanji et al. using a microfluidic device embedded in an agar matrix (202). 
Collectively, these studies demonstrate the power of using microfluidic devices 
with hydrogels as a platform for studying intercellular interactions.   
 
1.3.3.1 Multiphoton lithography 
An additional method for producing hydrogels to study mass transfer effects on 
microbial communities involves the confinement of bacteria in microchambers 
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with walls of varying porosity. One such technique, multiphoton lithography 
(MPL) (Fig. 1.9A), is capable of producing picoliter-sized cavities (referred to as 
bacterial lobster traps (171)) with walls comprised of cross-linked protein (Fig. 
1.9B), wherein a single cell can be confined. Importantly, the permeability of the 
walls can be manipulated to allow diffusion of nutrients, waste products and other 
small molecules. These microfabricated biomaterials are responsive to external 
stimuli, and the geometry and size of the microchambers can be altered in real-
time by modulating environmental conditions, including pH, temperature, 
osmolarity and light (170, 171). Many proteins, including bovine serum albumin 
(BSA), avidin, lysozyme and cytochrome c (203, 204), can be used to fabricate 
confinement walls with varying porosity and unique chemical characteristics. 
Moreover, because these protein-based structures can be fabricated on the 
coverslip of a traditional flow cell (176), the rate of mass transport through the 
system can also be tuned and the population can be observed microscopically in 
real time (171).  
 
Importantly, studies using the bacterium P. aeruginosa have shown that bacteria 
growing within the traps display growth rates indistinguishable from those 
observed for in vitro flask grown bacteria (~40-45 minutes)(171) and somewhat 
faster than for P. aeruginosa growing in a human chronic lung infection (~130 
minutes)(205). MPL constructed traps have also provided insights into bacterial 
communication and antibiotic resistance. Indeed, similar to the studies using 
microfluidic chambers and hydrogels described above, traps constructed using 
MPL were used to show that the ability of P. aeruginosa to communicate via QS 
is influenced not only by cell density but also by population size and mass 
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transfer (Fig. 1.9CD) (171). In addition, high level resistance of P. aeruginosa to 
a clinically relevant antibiotic was shown to occur in as few as 150 cells confined 
within 2 pL traps (171), while the same concentration of antibiotic eradicated 107 
bacteria growing in a test tube. Interestingly, bacteria within the trap were 
growing at the same rate as test tube grown bacteria, indicating that different 
growth rates could not explain the high level of antibiotic resistance observed for 




Figure 1.9 Bacterial lobster traps.  
A) Simplified optical schematic of mask-based multiphoton lithography. A pulsed 
laser beam is scanned and focused on the face of an electronic reflectance 
mask, a digital micromirror device (DMD). The DMD is positioned in a plane 
conjugate to the focal plane of a high-numerical aperture objective, and the 
binary images are displayed on the DMD to direct protein fabrication of the mask 




(Figure 1.9, continued) Complex, 3D microstructures can be fabricated within 
minutes in a layer-by layer process by moving the multiphoton fabrication voxel in 
defined vertical steps along the optical (z) axis between each fabrication 
plane(171). B) Scanning electron microscopy (SEM) image of a trap filled with P. 
aeruginosa. The tear in the roof occurred during SEM preparation. The bacteria 
are false colored green. C-D) Initiation of P. aeruginosa QS is dependent on 
population size. A P. aeruginosa strain that produces GFP upon initiation of QS 
was captured inside 2 pL (top panel) and 6 pL (bottom panel) traps and exposed 
to a flow rate of 250 µl min−1. When filled to near capacity (top and bottom 
panels, left), little GFP is observed in 2 pL traps (top panel, right), while 
significant GFP expression is observed in 6 pL traps (bottom panel, right). Scale 





1.3.4 Low-volume confinement  
As described for persister cells above, phenotypic heterogeneity exists within a 
clonal population, and we are only now beginning to understand the mechanisms 
controlling this phenomenon. Elucidating these mechanisms requires the 
development of high-throughput techniques for confining and studying single 
cells. Recent techniques provide methodologies for confining a single bacterium 
in volumes as small as ~100 fL (181).  
 
1.3.4.1 Lipid-silica structures 
One of the primary methods for confining single cells involves trapping 
microorganisms in lipid-silica containers with volumes on the picoliter scale (172, 
206) (Fig. 1.10A). However recent advances have allowed confinement of single 
cells in significantly smaller volumes. One technique involves a refinement of an 
evaporation-induced self-assembly (EISA) approach(207) where cell surfaces 
organize lipids (such as diacylphosphatidylcholines) to direct the assembly of a 
silica structure. Other technique alterations and advancements include the use of 
an aerosol-assisted approach(207) using dihexanoylphosphatidylcholine (206) as 
well as the use of pre-formed lipid-templated silica films (173). These approaches 
produce porous lipid-silica structures formed around individual cells and small 
groups of cells at densities of 1011 to 1012 cells mL-1. Because the culture volume 
remains physically and chemically isolated within a lipid-silica structure, the 
diffusion of molecules through the structure is limited. This methodology has 
been used to study the effects of confinement on QS in Staphylococcus aureus 
(Fig. 1.10B). Because QS signals accumulate over time within diffusion-limited 
lipid-silica environments, a single S. aureus cell displayed QS initiation after 10 
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hours of isolation (206).  
 
Multiple studies have employed PDMS-based microfluidic techniques to produce 
arrays of droplets composed of culture media and cells. Boedicker and 
colleagues produced ~100 fL droplets (181) by passing low-density bacterial 
cultures through a PDMS channel on top of biocompatible resin wells (208, 209) 
(Fig. 1.10C). Introduction of an air bubble on top of the wells allowed individual 
droplets to form, producing extremely low-volume bacterial cultures surrounded 
by air. Within these droplets and confined at extremely high cell densities (~1010 
– 1011 cells mL-1), P. aeruginosa initiated QS with as few as one to three cells 
(Fig. 1.10D). However, a limitation to these droplet-based and lipid-silica 
structures is that cells do not grow at any appreciable rate over an extended 
period, perhaps due to waste accumulation or insufficient nutrients. This lack of 
growth influences metabolic activity and thus calls into question the physiological 














Figure 1.10 Small volume confinement.  
A) Lipid-silica structures (not drawn to scale) provide picoliter-sized chambers 
and are used to confine small populations at high densities(206). B) An individual 
S. aureus (red) cell induces QS within a droplet (false-colored blue). In this 
instance, GFP production (green) serves as an indicator of QS mediated gene 
expression(206). C) Confinement of small bacterial populations in ~100 fL 
droplets on biocompatible resin wells surrounded by an air bubble(181). D) Cells 
within the ~100 fL volume initiate QS after 8 h incubation. GFP production 





1.3.4.2 High-throughput applications 
Advances in droplet microfluidics(210), such as the ability to fuse or split droplets 
(211, 212), along with computer controlled automation (163), has enabled high 
throughput studies of cells within low volume droplets confined in microfluidic 
chambers. Droplets within microfluidic systems are generally produced using a T-
junction(210) or a flow-focusing microfluidic device (160, 161) (Fig. 1.11A) where 
the droplet size can be tuned by varying the flow of immiscible liquids (213). 
Microbiological studies using such devices often detect and sort droplets based 
on a fluorescent marker, such as fluorogenic substrate turnover or the expression 
of a fluorescent protein. Baret et al. isolated bacteria based on their ability to 
metabolize a fluorogenic β–galactosidase substrate (161). Droplets were then 
sorted into different channels by a fluorescence-activated droplet sorter (FADS) 
based on the presence or absence of fluorescence. FADS utilizes 
dielectrophoresis (214), a technique in which a high-voltage alternating current is 
applied across electrodes to produce an electric field that deflects droplets in a 
specified direction within the microfluidic device (Fig. 1.11B). Other studies have 
also produced droplets using a flow-focusing microfluidic device and sorted cells 
outside of the microfluidic device using fluorescence-activated cell sorting 
(FACS) (213). Using this technique, single GFP-expressing E. coli cells 
encapsulated in agarose microparticles of 1-50 pL and suspended in mineral oil 
were exposed to varying levels of the antibiotic rifampicin. The microparticles 
were extracted from the oil phase and analyzed using FACS to determine growth 
rates and to isolate spontaneous mutants displaying increased rifampicin 
resistance. The mutations conferring rifampicin resistance were then mapped by 
sequencing the genomes of the resistant mutants.  
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Droplet microfluidics have also been used to perform high-throughput studies of 
the effects multiple antibiotics on bacterial survival. For example, one study 
investigated the metabolic activity of E. coli exposed to predefined concentrations 
of three antimicrobials (Fig. 1.11C) (162). The researchers included resazurin in 
the droplets, which is converted to the fluorescent compound resorufin when 
metabolized (162). The high throughput nature of the screen not only allowed 
elucidation of the minimum inhibitory concentration of three antibiotics against E. 
coli but also examination of pairwise drug interactions. For example, 
chloramphenicol and tetracycline together were additive (non-interacting), 
whereas ampicillin and chloramphenicol together were antagonistic. Compared 
to classic techniques that rely on the screening of large numbers of mutants, 
these techniques reduce both the amount of reagents and the time required for 
experiments. 
 
Cell confinement using droplet microfluidics has also provided a platform for 
performing comparative genomics of single cells and small bacterial populations. 
Importantly, these techniques can be used to isolate bacteria from natural 
populations (164). This strategy involves capturing individual cells in nL- to pL-
sized droplets followed by separation of the droplets into individual chambers. 
The genomes of individual cells contained within the droplets are then 
sequenced using a PCR-based whole genome amplification protocol (such as 




Figure 1.11 Production of droplets for confining, sorting and spatially 
arranging bacteria.  
A) A schematic of a PDMS flow-focusing microfluidic device. Flow (arrows) of 
mineral oil is perpendicular to the flow of cells (which are admixed with agarose) 
and results in the production of cell-containing droplets (agarose microparticles) 
suspended in mineral oil(213). B) An example of a droplet sorting mechanism 
where aqueous droplets are sorted by the presence (red) or absence (inset) of 
an electric field(161). Scale bar, 100 µm. C) A schematic displaying a microfluidic 
system capable of generating droplets containing cells in environments with 
defined volumes and chemical compositions(162). Droplets of defined chemical 
composition (packets of known volume) are created then combined to produce 
diverse chemical environments. Cells within these droplets can then be 
incubated off the microfluidic chip and metabolic activity assessed using a 
fluorogenic substrate, thus allowing rapid assessment of the impact of the growth 
environment on metabolic activity. This methodology was used by Churski et al. 
to examine interactions between multiple antibiotics by creating droplets 
containing combinations of different antimicrobials. 
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1.3.5 Analytical techniques for studying microenvironments 
The ability to confine small numbers of microorganisms is an important step 
towards understanding the impact of spatial structure on microbial behaviours. 
However, it is equally important to develop techniques for measuring small 
molecule signals and cues responsible for modulating behaviour. Importantly, 
these techniques must be applicable to small bacterial numbers and ultimately to 
single cells. In this section, we describe technologies that have been used to 
quantitatively assess the chemical environment surrounding bacterial 
communities, down to the microcolony level (Table 1.2). These studies have 
provided new insights into the chemical world microorganisms inhabit.    
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Table 1.2 Description of analytical techniques for studying 
microenvironments. 








technique that has 
the ability to quantify 
specific redox-active 
molecules, based on 
their unique redox 
potentials, on the 
µm-scale using an 
ultramicroelectrode. 
SECM can 
produce a real 
time spatial map 
of the 
concentration of a 
redox-active 
molecule, 
proximal to a 
population of 
cells. 
Highly sensitive and 
does not require 
fixing of cells.  
 
The UME tips must be 
fabricated and are 
sensitive to damage. 
Measurement of a 
single molecule only. 
Complete SECM 
setup is ~$44,000 - 
$80,000.  
Less expensive 








visualize the spatial 
distribution of 
biomolecules. 
Detection of a 
diverse range of 
biomolecules in an 
environment. 
Determines the 
spatial distribution of 
multiple elements or 
biomolecules 
surrounding cells. 
- Instrumentation is 
expensive.  
- Samples most often 
must be dried and 
fixed prior to analysis  
Requires purchase 
of specialized 
equipment or use 
of a pay-per-use 
facility. Instrument 







Cells are bombarded 
with a continuous 
(dynamic SIMS) or 
pulsed (static SIMS) 
primary ion beam 
that releases 
secondary analyte 
ions, which are 
detected by the MS.   
Imaging single 
cells or bacterial 
colonies. 
Detects 
compounds in low 
molecular mass 
range (up to 1500 
Da).  Mass range 
varies for dynamic 
(low-end of range) 
or static (high-end 
of range) SIMS 
(218). 
- Highest spatial 
resolution of IMS 
techniques. 
- Does not yield 


















resolution of SIMS 
techniques (sub 50 
nm resolution). 
(218). 
Detects a relatively 
limited mass range 











sample surface by 
pneumatically 










pressure so samples 
need not be dried.  
Detects intact 
molecules.  Possible 
to bias the suite of 
desorbed 
compounds and can 
be paired with 
reactants for 
reactive imaging. 
Low spatial resolution. 
Samples must be 
mounted on an 
insulating surface so it 
is not possible to 
image hydrated 
colonies on agar 










Employs a UV or IR 





Detects widest mass 
range of all IMS 
techniques (300 to 




Samples must be 
dried and coated with 




below 300 Da. 
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1.3.5.1 Scanning electrochemical microscopy 
Scanning electrochemical microscopy (SECM) is an analytical technique 
originally used to chemically characterize inanimate surfaces, but has recently 
been used to quantify redox-active molecules surrounding bacterial colonies. To 
monitor a specific redox-active molecule using SECM, the potential of an 
ultramicroelectrode (UME) is held at the standard reduction potential of the 
molecule of interest, such that only the target molecule is either reduced or 
oxidized at the electrode tip. SECM can ultimately measure the presence of a 
single redox species and provides real-time spatial data on the concentration of a 
molecule of interest.  
 
In SECM, the UME is positioned in close proximity (nm - µm) to a group of cells 
using a feedback approach curve (215) followed by scanning of the colony in 
three dimensions (x-y-z) (Fig. 1.12A). As the UME oxidizes (or reduces) nearby 
molecules, the electrochemical response of the tip is altered, which provides 
quantitative measurements of the molecule of interest. A calibration curve is 
generated using known amounts of a redox-active small molecule, thereby 
allowing real-time quantification during an experiment. Since the distance 
between the tip and the substrate can be set, the spatial map produced by 
scanning in the x and y dimensions can be used to form a 3-D view of the 
concentration and redox state of a single electroactive molecule surrounding a 
microbial population (216, 220) (Fig. 1.12B).  
 
SECM has been used to measure both the concentration and redox state of 
pyocyanin (220), a multi-functional signalling molecule produced by P. 
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aeruginosa. Using a P. aeruginosa biofilm model, the authors discovered that 
pyocyanin exists in the reduced form proximal to the biofilm surface, with an 
electrocline extending >400 µm from the surface of the biofilm (Fig. 1.12B). By 
maintaining a gradient of pyocyanin in the reduced state near the surface of the 
cells, the bacteria established a chemical microenvironment where insoluble Fe3+ 
was actively converted to soluble Fe2+, making Fe more bioavailable. This 
behaviour is likely to be beneficial in Fe-limited environments, including the 
human body. SECM has also been used to study small molecule-mediated 
interactions between bacterial species (216), allowing for fine scale 
measurement of metabolic cues such as hydrogen peroxide in multi-species 




Figure 1.12 Detecting metabolic activity in spatially organized populations. 
A) Depiction of the SECM setup that was used for performing 3-D quantification 
of molecules surrounding a biofilm(220). A biofilm (green) is grown on top of a 
membrane surrounded by a PDMS stencil within a petri dish. A water bath (blue) 
and copper heating plate (brown) serve to heat the culture. In this set of 
experiments, a 10 µm platinum UME was used to detect the microbial production 
of pyocyanin (PYO) with a 0.5 mm tungsten wire as a counter electrode and 
Hg/Hg2SO4 (Radiometer) as a reference electrode. B) An SECM-generated 
reactive image of pyocyanin reduction by a P. aeruginosa biofilm. In this 
experiment, the UME tip was held at a constant height (20-30 µm) above a 1-mm 
P. aeruginosa biofilm (dotted line), and a 2-D scan was acquired by moving the 
SECM tip in the x and y axis. The UME was held at −0.3 V to oxidize PYO and 
the rate at which the biofilm reduced pyocyanin was measured. Colors  
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(Figure 1.12, continued) represent the current measured by SECM and 
correlates to the rate of pyocyanin reduction by the biofilm from low (blue) to high 
current (red). C) Schematic of an imaging mass spectrometry (IMS) 
instrument(221). A Cs+ primary ion beam is used to sputter a microbial cell and 
the secondary ions that are emitted are directed into a mass spectrometer where 
secondary ion images for various masses (here, 12C-, 13C-, 12C14N-, and 12C15N-) 
are generated. Secondary electrons, which are emitted during the sputtering 
process, can also be collected by the nanoSIMS secondary ion collector and 
used to generate an image of the sample surface. Isotope ratio images can be 
used to visualize the relative enrichment or depletion of specific chemical species 
within the sample. D) NanoSIMS has been used to show that deep-sea 
anaerobic methane-oxidizing archaea fix N2 within specialized anaerobic, 
methane-oxidizing archaeal-bacterial consortia(222). Consortia were incubated 
with 15N2, labeled with FISH probes and imaged by fluorescence microscopy and 
nanoSIMS. In the left panel, FISH probes targeting methanogenic archaea are in 
red and those targeting sulfate-reducing bacteria (Desulfobacteriaceae) are in 
green.  A nanoSIMS image of the same sample (right panel) displays data as 
ratios of 12N/14N to 12N/15N. Higher ratios indicate incorporation of the labeled N2. 
Regions of the consortia where archaea are localized have higher ratios, 





1.3.5.2 Imaging Mass Spectrometry  (IMS) 
While SECM generally measures one molecule at a time, other techniques have 
the capacity to monitor multiple molecules simultaneously. Imaging mass 
spectrometry (IMS) is one such technique and enables researchers to define the 
spatial distribution of hundreds of biomolecules with the goal of linking chemical 
distributions to observed phenotypes (Fig. 1.12C). The basic IMS approach 
requires an ionization probe capable of producing ions from a sample surface (a 
process known as sputtering), a computer-controlled sample stage to manipulate 
the orientation of the sample in the x-y plane, and a mass analyzer to detect 
sputtered ions. It is a flexible analytical tool which takes advantage of a variety of 
sample preparation techniques, ionization sources and mass 
spectrometers(217). It is well suited for the analysis of spatial heterogeneity of 
natural populations of bacteria (for example, microbial consortia in sediments 
(223) and microbial mats (224)) because it can detect endogenous biomolecules 
(i.e. the detection of biomolecules is not dependent on the introduction of non-
native labels). Several excellent reviews detailing the techniques, applications 
and challenges of IMS have been published elsewhere (217, 218, 221). A key 
requirement of most IMS techniques (with the exception of desorption 
electrospray ionization (DESI)) is that samples are ionized under vacuum; 
therefore biological samples must be dried and in some cases coated with a 
chemical matrix prior to analysis. 
 
1.3.5.3 Secondary Ion Mass Spectrometry 
Secondary Ion Mass Spectrometry (SIMS) is based on the bombardment of a 
sample with a beam of energetic primary ions, which releases secondary analyte 
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ions that can be detected by a mass spectrometer (217, 221). SIMS achieves the 
greatest spatial resolution of the IMS techniques (Table 1.2) and, thus, has been 
very popular as a means of imaging single bacterial cells and colonies. SIMS can 
be performed in two modes, static and dynamic, of which the former has a 
greater analytical mass range and the latter has greater spatial resolution and 
depth profiling capacity. The two techniques vary with respect to the primary ion 
beam and the ionization mass analyzer used (see Musat et al. (221) and 
Watrous et al. (217) for a complete discussion of their unique advantages). 
NanoSIMS is an ultra-sensitive version of the dynamic SIMS technique with 
improved ion optics that results in even greater analyte sensitivity and spatial 
resolution (sub-50 nm resolution). In a landmark study, Fluorescent In-situ 
Hybridization (FISH) was coupled to SIMS in order to map naturally-occurring 
carbon isotope ratios to specific microorganisms within a community (223) (Fig. 
1.12D). The authors visualized the syntrophic metabolism of methanogenic 
archaea and sulfur-reducing bacteria within consortia engaging in the aerobic 
oxidation of methane (223, 225). As a follow-up to this study, FISH-nanoSIMS 
was used in combination with isotope-labeling experiments to determine that 
methanogenic archaea within this consortia are responsible for N2 fixation (222). 
 
SIMS and nanoSIMS have been used extensively to track nitrogen cycling within 
microbial populations. Using a nanoSIMS technique known as multi-isotope IMS 
(MIMS), the incorporation of N2 into bacterial symbionts of wood-eating 
shipworms was investigated (226, 227). In addition, nanoSIMS has been used to 
track N2 fixation by open-ocean diazotrophic cyanobacteria (228). In this study, 
nanoSIMS N2 fixation rates of the symbiotic cyanobacteria were measured 
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against a background community that contained other diazotrophic species. The 
cyanobacteria fixed a greater amount of N2 when they were associated with 
diatoms, implying that nitrogen fixation is dependent on physical association of 
the cyanobacteria with their diatom symbiont. This finding, which was made 
possible by IMS, suggests that spatial organization of microbial populations, even 
in the open ocean, impacts bacterial metabolism and global nutrient cycling. 
 
Although SIMS and nanoSIMS have been popular in microbial ecology studies, 
IMS techniques including matrix assisted laser desorption/ionization (MALDI) and 
DESI are particularly well suited and frequently utilized for studying production of 
natural products by bacterial colonies in the laboratory. The primary difference 
between SIMS, MALDI and DESI is the nature of the ionization probe.  Whereas 
SIMS employs a primary ion beam, MALDI employs an ultraviolet or infrared 
laser to ionize the sample surface, and DESI employs a pneumatically controlled 
stream of charged organic solvent. MALDI requires fixed samples to be coated in 
an organic matrix, similar to SIMS sample preparation, while DESI can be used 
to analyze wet samples at normal atmospheric pressure. Currently, DESI 
samples must be transferred to a non-conductive surface for analysis, but as the 
ionization sources become softer (i.e. gentle ionization that minimizes 
fragmentation of the analyte) and the sensitivity of measurements made at 
atmospheric pressure improves, it may be possible in the future to analyze cells 
without killing them (229).  In fact, NanoDESI is already being used to image 
bacterial samples on hydrated agar surfaces (217).  
 
Together IMS and SECM provide a novel means to spatially characterize the 
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chemical environments surrounding small populations of cells. Using these tools, 
investigators can characterize molecular gradients, which will help to improve our 
understanding of the role of these gradients in modulating microbial behaviours. 
Additionally, because UME tips have recently been engineered in the nm range 
(230-233), smaller tips can provide higher spatial resolution in SECM imaging. 
Investigators are already using nm-sized probes to determine the positions and 
concentration of substrates produced by eukaryotic cells with subcellular 
resolution (234). In the near future, it is likely that this technique will be expanded 
to map and quantify the production of substrates at the surface of individual 
bacterial cells.  
 
1.4 DISSERTATION OBJECTIVES 
This dissertation has two main objectives: to elucidate how bacteria form 
membrane vesicles, and to better understand the microenvironment and resulting 
phenotypes in small (≤105 bacteria) bacterial populations. In Chapter 2 I provide 
insights into the mechanisms by which bacteria traffic cell-cell signals via the 
secretion of outer membrane vesicles. Chapters 3 and 4 discuss the 
microenvironment of a bacterial aggregate; Chapter 3 gives evidence that 
demonstrates how population size and mass transfer affects group behaviors in 
P. aeruginosa, and Chapter 4 establishes that the nutritional microenvironment 
and resulting physiology within a small prokaryotic community is heterogeneous. 
In Chapter 5, I discuss the conclusions from my studies and propose future 




Chapter 2: The role of Pseudomonas aeruginosa peptidoglycan-
associated outer membrane proteins in vesicle formationb 
 
2.1 INTRODUCTION 
Vesiculation is a highly conserved process occurring in all domains of life (3, 4, 
15, 16). Among prokaryotes, vesicle formation has been reported in both Gram-
negative and Gram-positive bacteria (3, 4, 16, 150). Gram-negative bacteria 
produce spherical, bilayered vesicles derived from the outer membrane that 
range in size from 20–500 nm (10, 19, 27, 38, 40). Similar to the outer 
membrane, outer membrane vesicles (OMVs) possess an outer leaflet of 
lipopolysaccharide (LPS) and an inner leaflet of phospholipid (8, 14, 35, 236, 
237). OMVs also contain outer membrane proteins and entrap periplasmic 
components as they are released (109, 238, 239). OMVs have been found 
associated with Gram-negative bacteria growing planktonically and in surface-
attached biofilm communities as well as natural environments (22, 146, 236, 
240). 
 
Despite their biological importance, the molecular mechanism of OMV formation 
has not been fully elucidated, though multiple factors have been reported to 
affect the process (18, 29, 30, 32-36), and numerous models encompassing 
these factors have been proposed (34, 37, 38, 41, 72, 240). A primary hurdle to 
                                                
b Chapters 2 and 5 were adapted from the reference below and used with permission:  
 
235. Wessel AK, Liew J, Kwon T, Marcotte EM, Whiteley M. Role of Pseudomonas aeruginosa 
peptidoglycan-associated outer membrane proteins in vesicle formation. Journal of bacteriology. 
2013;195(2):213-9. PMCID: 3553829. Copyright © American Society for Microbiology, Journal of 
Bacteriology, 195, 2013, 213-219, DOI: 10.1128/JB.01253-12 
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elucidating the mechanism of OMV formation has been the inability to identify 
factors that contribute to OMV production. Using the model opportunistic 
pathogen Pseudomonas aeruginosa, our laboratory demonstrated that the 
quorum sensing signal 2-heptyl-3-hydroxy-4-quinolone (Pseudomonas Quinolone 
Signal, PQS) stimulates P. aeruginosa OMV biogenesis (27, 92). Surprisingly 
PQS signaling was not required for OMV formation (27), instead OMV formation 
proceeds through direct interaction of PQS with the LPS component of the outer 
membrane (37). Based on these results, we recently proposed a detailed P. 
aeruginosa OMV biogenesis model, dubbed the bilayer couple model, in which 
PQS induces membrane curvature by stably inserting and expanding the outer 
leaflet of the outer membrane relative to the inner leaflet (72), resulting in 
localized membrane curvature and ultimately vesiculation.    
 
One question that remains regarding the bilayer-couple model is the role that 
peptidoglycan-associated outer membrane proteins play in P. aeruginosa OMV 
biogenesis. Multiple studies in bacteria other than P. aeruginosa have suggested 
that OMV formation is localized to regions of the outer membrane not tethered to 
the underlying peptidoglycan layer (10, 28, 40). Loss of the peptidoglycan-
associated outer membrane proteins OmpA, Pal, or Lpp significantly increases 
OMV formation in Escherichia coli, Salmonella enterica serovar Typhimurium, 
and Vibrio cholerae (40, 42-45). Homologs of OmpA, Pal, and Lpp exist in P. 
aeruginosa although their involvement in OMV biogenesis is not known (241). 
OprF is a 38 kDa OmpA homolog that serves both as a porin and as a tether that 
non-covalently links the outer membrane to peptidoglycan (242). OprF exists in 
two conformations: when “closed”, the C-terminus anchors the outer membrane 
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to the peptidoglycan layer, and when “open,” the C-terminus inserts into the outer 
membrane, forming a functional porin (243). OprL is an 18 kDa Pal homolog that 
also tethers the outer membrane to peptidoglycan (244-247). Finally, OprI is an 8 
kDa homolog of Braun’s lipoprotein (Lpp) and is proposed to covalently interact 
with the peptidoglycan layer (248) though this interaction has been reported to 
differ among P. aeruginosa strains (242, 249). OprI is highly abundant in the 
outer membrane (249), and similar to E. coli Lpp can exist in a free and a 
peptidoglycan-bound form (249).  
 
The goal of this study was to assess the involvement of these three 
peptidoglycan-associated outer membrane proteins in P. aeruginosa OMV 
biogenesis. Here we demonstrate that deletion of oprF and oprI induces P. 
aeruginosa vesiculation through two distinct mechanisms. The absence of OprF 
increases OMV production via increased PQS production while loss of OprI 
presumably decreases tethering of the outer membrane to peptidoglycan. These 
findings are presented in the context of the membrane bilayer-couple model to 
provide a working model for P. aeruginosa OMV biogenesis.  
 
2.2 MATERIALS AND METHODS 
2.2.1 Bacterial strains, plasmids, and growth conditions.  
Bacterial strains and plasmids are listed in Table 2.1. Escherichia coli strains 
were grown in Luria–Bertani (LB) or Tryptic Soy Broth (TSB) with ampicillin (100 
µg/mL) or tetracycline (10 µg/mL) when appropriate. P. aeruginosa strains were 
grown in Brain Heart Infusion (BHI) broth with carbenicillin (150 µg/mL), 
gentamicin (50 µg/mL), or tetracycline (50 µg/mL) when appropriate.  
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Table 2.1 Strains and plasmids. 
Strain or plasmid Description Source 
Strains   
E. coli   
DH5α endA1 hsdR17 supE44 thi-1 recA1 Δ(lacZYA-
argF)U169 deoR [Φ 80dlac Δ(lacZ)M15]  
(250) 
SM10 thi-1 thr leu tonA lacY supE recA::RP4-2-Tc::Mu 
(KmR) 
(251) 
P. aeruginosa   
PA14 Wild-type (252) 
oprL mutant PA14 ΔoprL  (235) 
oprI mutant PA14 ΔoprI  (235) 
oprF mutant PA14 oprF::Mar2XT7 (GmR) (252) 
pqsH mutant PA14 ΔpqsH (235) 
oprF pqsH mutant  PA14 oprF::Mar2XT7, ΔpqsH (GmR) (235) 




pGEMTeasy Sequencing vector  Promega 
pEX18Tc gene replacement vector (oriT+, sacB+, TcR) (253) 
pEX18Tc-oprL pEX18Tc containing 1kb sequences flanking 
oprL 
(235) 
pEX18Tc-oprI pEX18Tc containing 1kb sequences flanking 
oprI 
(235) 
pEX18Tc-pqsH pEX18Tc containing 1kb sequences flanking 
pqsH 
(235) 
pEX1.8 Broad-host-range expression vector, IPTG 
inducible (ApR) 
(254) 
pEX1.8-oprF pEX1.8 carrying oprF (235) 
pEX1.8-oprI pEX1.8 carrying oprI (235) 
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2.2.2 DNA manipulations.  
DNA manipulations were performed using standard procedures (255). PCR was 
performed using an Expand Long Template PCR system (Roche). QIAprep spin 
miniprep kit (Qiagen) or GeneJET plasmid miniprep kit (Fermentas) were used 
for plasmid purification. Restriction endonucleases and buffers were purchased 
from New England BioLabs or Fermentas Life Sciences. DNeasy tissue kit 
(Qiagen) was used to extract chromosomal DNA. DNA sequencing was 
performed at the DNA Core Facility at the University of Texas Institute for Cell 
and Molecular Biology. 
 
2.2.3 Construction of P. aeruginosa deletion strains.  
Unmarked deletions in oprL, oprI, and pqsH were made via allelic exchange as 
previously described (253) with some modifications. Deletion plasmids were 
constructed using the primer pairs listed in Table 2.2. The two amplicons were 
combined using overlap extension PCR, and digested using BamHI (for oprL and 
oprI deletions) or EcoRI and XbaI (for pqsH deletion) and ligated into pEX18Tc. 
Each deletion plasmid was transformed into E. coli SM10 and conjugated into P. 
aeruginosa PA14. For the P. aeruginosa oprF pqsH double mutant, the pqsH 
deletion plasmid was conjugated into the oprF mutant. Mutant selection was 
performed as previously described (253) with some modifications. To select the 
pEX18Tc-oprL, pEX18Tc-oprI, and pEX18Tc-pqsH transconjugants, conjugations 
were spread onto LB plates with 50 µg/mL tetracycline and 25 µg/mL nalidixic 
acid. To select for the pEX18Tc-pqsH transconjugant in the oprF mutant 
background, conjugations were spread on a morpholinepropanesulfonic acid 
(MOPS)-buffered defined medium (25 mM MOPS [pH 7.2], 93 mM NH4Cl, 43 mM 
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NaCl, 3.7 mM KH2PO4, 1 mM MgSO4, 3.5 µM FeSO4 7H2O) supplemented with 
~1.25% agarose, 20 mM succinate and 20 µg/mL tetracycline. To select for the 
oprF pqsH double mutant, transconjugants were grown overnight in MOPS 
supplemented with 20 mM succinate and 20 µg/mL tetracycline, diluted into 
antibiotic-free media, and spread onto LB plates supplemented with 10% 
sucrose. Mutants were confirmed by PCR and sequencing. 
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Table 2.2 Primer sequences 





oprL flanking regions  
oprL-P1 CCGGATCCGAGAAGCTCACCGGTATCAAG  
oprL-P2 GTGCTTGGGCATAACGACTTCCATGTAACTCCTAATGAACCC 
oprL-P3 GAAGTCGTTATGCCCAAGCAC  
oprL-P4 CAGGATCCGTACTGGGAAATGACCTGCTG 
 





oprI-P4 5’–CCGGATCC AGGTGATCAAGGCCAAGTAC–3’ 
 












2.2.4 Complementation of the P. aeruginosa oprF and oprI mutants.  
oprF and oprI were PCR-amplified from PA14 chromosomal DNA using the 
primer pairs indicated in Table 2.2. The oprF PCR product was cloned into the 
pGEM T-easy vector (Promega) and digested with PstI and HindIII. The oprI 
PCR product was purified and digested using EcoRI and HindIII. Purified 
digested products were separately ligated into PstI/HindIII or EcoRI/HindIII 
digested pEX1.8, and the resulting plasmids (pEX1.8-oprF and pEX1.8-oprI) 
were verified via DNA sequencing. It should be noted that the oprI gene amplified 
and cloned in this study contained 3 base pair differences from the published 
PA14 genome resulting in codon changes H36D, X47E and K79N. Plasmids 
were electroporated into the oprF mutant and oprI mutant (255). Isopropyl β-D-1-
thiogalactopyranoside (IPTG) was added to cultures at 500 µM to induce gene 
expression. 
2.2.5 OMV preparation.  
For OMV preparation, P. aeruginosa overnight cultures were diluted to OD600 
0.001 – 0.05 in BHI broth. Cells were grown to an OD600 2.7 - 3.9 with shaking at 
250 rpm in a 1:10 culture volume:flask volume ratio. When adding exogenous 
PQS, synthetic PQS re-suspended in 500 µL methanol was added to 25 mL BHI 
before adding cells, such that final concentrations of PQS in culture were 0.5, 10, 
20, and 40 µM. OMVs were purified using methods described previously (35). 
Briefly, cells were removed by centrifugation (5000 x g for 15 min), and the 
resulting supernatant was filtered through a 0.45 µm membrane (Whatman 
PuraDisc 25mm Syringe Filters, PES). OMVs were pelleted from cell-free 
supernatants using an ultracentrifuge with a Beckman 70Ti rotor at 265,000 × g 
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for 1 hr and resuspended in MV buffer (50 mM Tris, 5 mM NaCl, 1 mM MgSO4, 
pH 7.4). 
2.2.6 OMV quantification.  
OMV production was quantified using a previously described phospholipid assay 
of purified vesicles (128, 256) with some modifications. Purified OMV pellets 
were extracted with two volumes of chloroform, dried under N2 gas, and 
resuspended in chloroform (500 µL or 1 mL chloroform). The absorbance was 
measured at 470 nm and normalized by OD600 of the extracted culture. To 
determine the linear range of detection for the assay, commercially available 
phosphatidylethanolamine (PE) (Fluka Biochemika) was used to generate a 
standard curve, ranging from 7.8 to 250 µg/mL. Measurements made below the 
limit of detection were assigned a value equal to the lowest limit of the standard 
curve. 
2.2.7 PQS extraction and quantification.  
PQS was extracted from cultures using two volumes of acidified ethyl acetate 
(acidified with 0.1 mL acetic acid / L ethyl acetate). The organic phase was 
removed and dried under a continuous stream of N2 gas and quantified using 
Thin-layer chromatography (TLC) (128). For TLC, dried samples were re-
suspended in methanol (Optima grade, Fisher), and 5 µL was spotted onto a 
dried straight-phase phosphate-impregnated TLC plate. Samples were separated 
using a 95:5 dichloromethane:methanol mobile phase. Synthetic PQS standards 
were used to generate a standard curve. PQS spots were measured via 
photography with excitation by long-wave UV light.  
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2.2.8 Proteomics.  
Liquid chromatography-mass spectrometry/mass spectrometry (LC-MS/MS) was 
performed as described (257). Briefly, OMVs were isolated as described above 
and resuspended in Lysis Buffer (25 mM Tris-HCl (pH 7.5), 5 mM DTT, 1.0 mM 
EDTA and 1x CPICPS (Calbiochem protease inhibitor cocktail)). 50 µL of diluted 
OMV lysate were incubated at 55 °C for 45 min with 50 µL of trifluoroethanol 
(TFE) and 15 mM dithiothreitol (DTT), followed by incubation with 55 mM 
iodoacetamide (IAM) in the dark for 30 min. Sample volume was adjusted to 1 
mL with buffer (50mM Tris, pH 8.0), followed by a 1:50 w/w trypsin digestion for 
4.5 hrs. The reaction was halted by adding 2% v/v (20 µL) of formic acid. The 
sample was lyophilized, re-suspended with buffer C (95% H2O, 5% acetonitrile, 
0.01% formic acid), and cleaned using a C18 tip (Thermo Fisher Scientific). The 
eluted sample was again lyophilized, re-suspended with 120 µL buffer C, and 
filtered through an Amicon Ultra-0.5 filter (for 12 min at 14,000 g at 4°C). Each 
sample was injected 2 times into an LTQ Orbitrap Velos (Thermo Fisher 
Scientific) mass spectrometer and data was collected in a 0 to 90% acetonitrile 
gradient over five hours. The raw files from LC-MS/MS experiments are available 
at http://www.marcottelab.org/index.php/PSEAE_oprF.2012. 
 
LC-MS/MS RAW files were searched against the P. aeruginosa PA14 protein 
sequence database (downloaded from PseudoCAP database, 2009-Nov-23 
version) (258) with randomly shuffled protein sequences as a decoy. Four 
different search engines were used: Crux (259), X!Tandem with k-score (260, 
261), InsPecT (262), and MS-GFDB (263) with default options. The results were 
then integrated with MSblender (257). APEX scores (264, 265) estimating 
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absolute protein abundance were calculated using the number of peptide-
spectrum matches assigned by MSblender with FDR < 0.01 cutoff and Oi values 
trained by whole cell lysate proteomics data. Protein localization information was 
also downloaded from PseudoCAP (258). To simplify localization data, cellular 
compartments were prioritized in the following order: outer membrane, 
extracellular, periplasmic, cytoplasmic membrane, cytoplasmic. For example, a 
protein annotated as both periplasmic and cytoplasmic would be considered a 
periplasmic protein in this analysis. Proteins not localized to one of these five 
compartments based on annotation were considered “unknown.” All search 
results and detailed parameters are available at 
http://www.marcottelab.org/index.php/PSEAE_oprF.2012. 
 
2.3 RESULTS AND DISCUSSION 
Several OMV biogenesis models hypothesize that loss of outer membrane 
connections to the underlying peptidoglycan is required for OMV release (10, 28, 
40). Supporting this model, deletion of the peptidoglycan-associated outer 
membrane proteins OmpA, Pal, and Lpp have been shown to significantly 
increase OMV formation in E. coli, S. Typhimurium, and V. cholerae (40, 42-45). 
Based on these findings, we predicted that inactivation of peptidoglycan-
associated outer membrane proteins in P. aeruginosa would increase OMV 
formation. To test this hypothesis, OMV formation of the P. aeruginosa PA14 
oprF, oprI, and oprL mutants was assessed as previously described using a 
spectrophotometric lipid assay (72). It is important to note that in strain PA14, 
oprI is reported to have a premature stop codon (TAA) at position +139 relative to 
the ATG start codon (266); however when we sequenced oprI from P. 
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aeruginosa PA14, it was found that the codon encompassing position +139 
instead encodes glutamic acid (139T→G), indicating that the open reading frame 
is intact. This was confirmed by LC-MS/MS data, which showed that OprI is 
translated, and encodes for glutamic acid at amino acid 47.  
 
While the oprI and oprF mutants grew at rates equivalent to wt P. aeruginosa 
(Fig. 2.1) they produced ~3 fold and ~8 fold more OMVs respectively (Fig. 2.2A).  
Expression of oprI and oprF in trans in the corresponding mutants reduced OMV 
levels (Fig. 2.2B), indicating that increased OMV production was due to the loss 
of OprF and OprI. The oprL mutant showed a slight decrease in growth rate and 
growth yield (Fig. 2.1) although it produced OMVs at levels equivalent to the wt 
(Fig. 2.2A). While the growth rate of wt P. aeruginosa and the oprF mutant were 
equivalent, the oprF mutant reached slightly lower cell yields (Fig. 2.1). Based on 
these lower cell yields (OD600 of ~5 for wt P. aeruginosa and ~3.5 for the oprF 
mutant) and the observation that P. aeruginosa has been shown to autolyse 
(267), it was possible that the increase in OMV production in the oprF mutant 
was due to the presence of cytoplasmic membrane components (arising from 
lysis) in our OMV preparations. While we did not think this was likely since the 






Figure 2.1 Growth characteristics of wt P. aeruginosa and the oprI, oprF, 
and oprL mutants.  
Representative growth curves for wt P. aeruginosa PA14 and the oprI, oprF, and 




Figure 2.2 Inactivation of oprF and oprI increase P. aeruginosa OMV 
production.  
A) Fold change in OMV production by the P. aeruginosa oprF (oprF-), oprL (oprL-
), and oprI (oprI-) mutants. Bacteria were grown shaking (250 rpm) at 37°C to 
OD600 ~3.5, and OMVs were quantified by measuring OMV total lipid. All lipid 
measurements were normalized to cell number. For each replicate, the fold 
change in OMV production was calculated by dividing mutant lipid levels by wt 
lipid levels. The dotted line represents no change in OMV production. Error bars 
represent standard error of the mean, n ≥ 4.  B) Complementation of the oprF 
and oprI mutants. Fold change in OMV production by the oprF and oprI mutants 
carrying either vector alone (pEX1.8) or the complementation plasmids (pEX1.8-
oprF or pEX1.8-oprI). Bacteria were grown shaking (250 rpm) at 37°C to OD600 
~3.5 with 500 µM IPTG. OMVs were quantified and compared to wt P. 
aeruginosa carrying pEX1.8 as described in part A. Error bars represent standard 
error of the mean, n ≥ 4. 
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If the OMV preparations from the oprF mutant were contaminated with 
cytoplasmic membranes, we reasoned that these preparations would be enriched 
in cytoplasmic membrane proteins. To examine this, the proteome of OMV 
samples from wt P. aeruginosa and the oprF mutant were determined using 
liquid chromatography-mass spectrometry/mass spectrometry (LC-MS/MS). Raw 
files, results, and details of the analyses are available at 
http://www.marcottelab.org/index.php/PSEAE_oprF.2012. As observed by 
several other groups, OMV preparations in wt P. aeruginosa are enriched for 
outer membrane and periplasmic proteins, although some cytoplasmic and 
cytoplasmic membrane proteins are also present. The relative abundances 
indicate that the oprF mutant OMV sample was also enriched for outer 
membrane proteins, and not inner membrane proteins (Fig. 2.3) indicating that 
the increase in OMV production in the oprF mutant is not due to cell lysis and 
contamination by cytoplasmic membrane proteins.  
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Figure 2.3 OMVs from the P. aeruginosa oprF mutant are not enriched for 
cytoplasmic membrane proteins.  
Two biological replicates displaying the proportion of protein abundance from 
each cellular compartment in wt P. aeruginosa OMVs and P. aeruginosa oprF 
mutant OMVs. The protein abundance of each compartment was estimated by 
dividing the sum of APEX scores of identified proteins in each compartment by 
the total APEX score for each sample. Protein localization predictions were 
obtained from www.pseudomonas.com. In wt PA14 samples, 159 (first replicate) 
and 533 (second replicate) proteins were identified. In the oprF mutant samples, 
504 (first replicate) and 1140 (second replicate) proteins were identified.  
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Based on work in other bacteria, the increase in OMV levels in the oprF and oprI 
mutants was presumably due to detachment of the OM from the underlying 
peptidoglycan layer (40, 42-45). However, another possibility is that inactivation 
of these proteins altered the levels of PQS thus leading to increased OMVs. To 
test whether production of PQS and its direct precursor 2-heptyl-4-quinolone 
(HHQ) were affected in the oprF and oprI mutants, PQS was measured using 
TLC, and HHQ using HPLC (268). The oprF mutant produced ~4-fold more PQS 
and ~1.5-fold more HHQ than wt P. aeruginosa (Fig. 2.4A, 2.4C) while the oprI 
mutant produced PQS levels equivalent to the wt (Fig. 2.4A). Importantly, PQS 
and HHQ production could be genetically complemented by expression of oprF in 
trans in the oprF mutant (Fig. 2.4B-C). Recent evidence partially conflicts with 
these results, determining that a P. aeruginosa oprF mutant produces lower 
levels of PQS (269). Our study likely contradicts this study due to the fact that 
different quantification methods were used: Fito-Boncompte et al. used an 
LC/MS method (270) to quantify PQS and this study used TLC. In contrast to 
Fito-Boncompte et al., we and others have found that in the absence of a 
chelator in the mobile phase, PQS is difficult to quantify using liquid 
chromatography (268, 271) due to poor peak resolution, thus TLC provides a 
more quantifiable approach. 
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Figure 2.4 PQS production by wt P. aeruginosa and the oprL, oprI, and oprF 
mutants.  
A) PQS was extracted from whole cultures and quantified using TLC. The oprF 
mutant (oprF-) produces ~4-fold more PQS than wt. B) Complementation of the 
P. aeruginosa oprF mutant with pEX1.8-oprF restores PQS to wt levels. C) The 
oprF mutant produces slightly more HHQ than wt, and complementation of the 
oprF mutant restores HHQ to wt levels. * P < 0.02 via 2-tailed Student’s t test, 
assuming equal variance, n ≥ 4. 
  
 101 
To determine if the increase in OMV production by the P. aeruginosa oprF 
mutant was due to increased PQS production, the gene (pqsH) encoding the 
enzyme responsible for the terminal step in PQS production was deleted in the P. 
aeruginosa oprF mutant. Since this strain is unable to produce PQS, assessment 
of OMV formation by this strain allows for the determination of the importance of 
PQS for enhanced OMV formation in the oprF mutant. The P. aeruginosa oprF 
pqsH double mutant grew similar to wt P. aeruginosa (Fig. 2.5A) and produced 
extremely low levels of OMVs (Fig. 2.5B). In fact, OMVs were not detectable in 
over half of the OMV preparations. These data support the hypothesis that 
increased OMV production in the oprF mutant is a result of increased PQS 
production. To further test this hypothesis, we examined OMV production by the 
P. aeruginosa oprF pqsH double mutant following supplementation with 
increasing amounts of PQS (Fig. 2.5C). OMV production in this strain increased 
with increasing amounts of PQS (Fig. 2.5C). Interestingly, addition of PQS at 
levels produced by the P. aeruginosa oprF mutant (40 µM) resulted in production 
of very high levels of OMVs, equivalent to those observed in the oprF mutant 
(Figs. 2.2A and 2.5C). In addition, PQS-induced OMV production by the P. 
aeruginosa oprF pqsH double mutant was similar to that observed upon addition 
of PQS to the P. aeruginosa pqsH mutant (Fig. 2.5C). These data again support 
a model in which the increase in PQS production and not simply the lack of OprF, 
is responsible for the increase in OMV formation by the P. aeruginosa oprF 
mutant.   
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Figure 2.5 Enhanced OMV production by the oprF mutant, but not the oprI 
mutant, is due to increased PQS production.  
A) Representative growth curves of wt P. aeruginosa (PA14), the oprI pqsH 
double mutant (oprI- pqsH-), the oprF pqsH double mutant (oprF- pqsH-), and the 
pqsH mutant (pqsH) grown shaking (250 rpm) at 37oC in BHI. B) OMV production 
by wt P. aeruginosa, the oprF mutant, the oprF pqsH double mutant, the oprI 
mutant, the oprI pqsH double mutant, and the pqsH mutant. The majority of 
samples from strains lacking pqsH did not produce detectable amounts of OMVs. 
C) OMV production upon addition of increasing levels of PQS. Synthetic PQS 
was added exogenously to cultures to a final concentration of 0.5, 10, 20, or 40 
µM, and OMV levels quantified. All cultures were grown shaking (250 rpm) at 
37°C to OD600 ~3.5 and OMVs quantified using the lipid assay. * P ≤ 0.01 
compared to wild type (B) or the pqsH mutant (C) via 2-tailed Student’s t test, 
assuming equal variance, n ≥ 3.  
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The oprI mutant produced more OMVs than wt; however unlike the oprF mutant, 
it also produced wt levels of PQS (Fig. 2.4A). For this reason, we hypothesized 
that the increased OMV production by the oprI mutant was not due to increased 
PQS production but instead due to loss of peptidoglycan tethering. To test this 
hypothesis, we constructed an oprI pqsH double mutant and examined OMV 
production in the presence and absence of exogenous PQS. Similar to the pqsH 
mutant, the oprI pqsH double mutant did not produce detectable levels of OMVs 
(Fig. 2.5B); however the oprI pqsH double mutant produced 2-fold more OMVs 
compared to the pqsH mutant upon addition of exogenous PQS (Fig. 2.5C). 
These experiments indicate that PQS is necessary for production of detectable 
OMVs in the absence of OprI; however loss of OprI leads to increased production 
of OMVs in the presence of PQS. These data, combined with the fact that OprI is 
the only P. aeruginosa outer membrane protein known to covalently bind to 
peptidoglycan, suggest that this protein limits PQS-mediated production of OMVs 
through tethering to peptidoglycan.  
 
2.4 CONCLUSION 
This work provides additional insight into the mechanism of OMV formation in P. 
aeruginosa. While the absence of the OmpA homolog OprF increases OMV 
production, we showed that unlike other bacterial species, this increase is not 
directly attributable to loss of peptidoglycan binding but instead by increased 
production of PQS. As demonstrated for many other bacterial species (10, 28, 
40), deletion of the Braun’s lipoprotein homolog oprI resulted in an increase in 
OMV production most likely through the loss of the major peptidoglycan-
associated lipoprotein. Several models, which are not necessarily mutually 
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exclusive, describe the molecular mechanisms of OMV formation (10, 28, 32-35, 
37, 72), but few studies have clarified which models apply to different species 
and/or growth conditions. This data has allowed us to refine the P. aeruginosa 
bilayer-couple model (72) for OMV biogenesis through demonstration that OprI 








Bacteria engage in numerous social behaviors including formation of antibiotic-
resistant sessile biofilm communities and coordination of group activities via 
quorum sensing (QS), a process in which gene transcription is controlled within a 
population by small signaling molecules. Discovery of these social behaviors has 
led to a renaissance in bacteriology, as ‘sociomicrobiology’ has become one of 
the most studied themes in biology over the last 20 years (272). Just as studies 
of multicellular organisms depend on well-defined, in vitro models containing 
small numbers of cells, advancing the understanding of bacterial social behaviors 
requires observation and manipulation of small, structured bacterial populations. 
This is especially true because bacterial group behaviors often are localized to 
aggregates of only a few thousand cells (273-275). Moreover, clusters containing 
101 to 105 cells are important clinically for seeding many infections, with a single 
aggregate often containing an infective dose of a bacterial pathogen (154, 156, 
157, 276-280). Indeed, it has been proposed that these clusters are the primary 
means of transmission of many pathogens, including Pseudomonas aeruginosa, 
Staphylococcus aureus, and Vibrio cholerae (154, 156, 157, 276, 278, 281-286). 
 
                                                
c Chapters 3 and 5 were adapted from the reference below and used with permission: 
 
171. Connell JL, Wessel AK, Parsek MR, Ellington AD, Whiteley M, Shear JB. Probing 




Attempts to study small numbers of bacteria within ultra-low-volume containers 
(172, 181, 206) often produce conditions not conducive to cell growth, a basic 
hallmark of physiologic relevance. Although some techniques for trapping 
bacteria have allowed cells to double at rates similar to batch cultures (182, 185, 
287, 288), these approaches have not offered capabilities for organizing cells in 
three dimensions, commonly do not provide a means to precisely control mass-
transport through the cell population, and in some cases rely on periodic 
exchange of cells between the enclosed population and its surrounding medium.  
 
In this report, we describe a versatile strategy for capturing individual bacteria 
within three-dimensional (3D), picoliter-scale microcavities defined by permeable, 
photo-cross-linked-protein walls. Unlike materials used in conventional 
microfabrication, the protein-based barriers used here support efficient transfer of 
nutrients, waste products, and other bioactive small molecules, enabling bacteria 
to grow into small clonal populations of tunable size and density that can be 
phenotypically evaluated in real-time. The power of this approach to address 
diverse problems in sociomicrobiology is demonstrated by examining both QS 
and antibiotic resistance in the opportunistic pathogen, P. aeruginosa. Here, we 
provide the first empirical evidence that QS not only depends on population 
density, but also on population size and the convective rate of solution 
surrounding a microcolony. We also demonstrate that, surprisingly, clusters 
containing as few as 150 confined bacterial cells can develop population-
dependent antibiotic resistance for reasons other than mass-transport rates 
through the microcolonies.  
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3.2 MATERIALS AND METHODS  
 
3.2.1 Bacterial strains, plasmids, and culture conditions.  
P. aeruginosa PAO1 carrying the rsaL-gfp reporter plasmid pGJB5 was used in 
all QS studies. P. aeruginosa PA01 carrying the pMRP9-1 gfp plasmid was used 
in all antibiotic resistance experiments. Planktonic cultures were grown 
aerobically at 37ºC in tryptic soy broth (TSB) and incubated with antibiotics for 
plasmid selection (gentamicin, 100 µg mL-1 for QS; carbenicillin, 300 µg mL-1 for 
antibiotic resistance) or maintenance (gentamicin, 10 µg mL-1 for QS). One-third 
strength TSB was used for all flow cell experiments.  
 
3.2.2. Microstructure fabrication.  
Photo-crosslinked-protein traps were fabricated using a dynamic-mask 
multiphoton lithography technique described in detail elsewhere (170, 289). 
Briefly, the output of a mode-locked titanium:sapphire (Ti:S) laser (Tsunami; 
Spectra Physics) operating at 740 nm was raster scanned using a confocal scan 
box (Biorad, MRC600) and aligned on a digital micromirror device (DMD; Texas 
Instruments, 0.55-in. supervideo graphics array (SVGA)), which served as an 
electronic reflectance mask. The beam was adjusted to overfill the back aperture 
of an oil-immersion objective (Zeiss 100x Fluar, 1.3 numerical aperture) situated 
on a Zeiss Axiovert inverted microscope system. Laser powers measured at the 
back aperture of the objective ranged from 50 to 60 mW. Structures were 
fabricated using 400 mg mL-1 BSA (Equitech-Bio) and 8.5 mM Rose Bengal 
(Sigma) as a photosensitizer in a 20 mM HEPES, 0.1 M NaCl buffer (pH 7.4) on 
#1 coverglass (VWR) within a single-pass flow cell system (290). Vertical steps 
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of 0.5 µm were made using a motorized focus driver (Prior, H122) between 
sequential scanned horizontal planes. The walls and roofs of all structures were 
nominally 4.5 µm and 1.5 µm thick, respectively, although the actual thickness of 
roofs was up to two-fold greater due to the oblong shape of the fabrication voxel.  
 
Two-layered microcavities were designed to have a closed inner cavity within a 
larger shell cavity that could be filled with bacteria around the sides and top of 
the inner chamber (see Fig. 3.3B). Here, a nominal spacing of 4.5 µm was 
created between the walls of the inner and outer microcavities, and between the 
roof of the inner microcavity and the ceiling of the outer microcavity. Support 
pillars — 2 µm thick square posts — were fabricated between each of the four 
corners of the inner microcavity roof and the outer microcavity ceiling. 
 
3.2.3 Flow cell system, inoculation, and growth conditions.  
A single-pass continuous culture system was prepared as previously described 
with some modifications (290). An inoculation inlet was made 25 mm from the 
flow-cell inlet using a T-connector and a Luer-LokTM connector and cap. Luer-
LokTM connectors also were added upstream of the bubble trap to allow the 
system to be separated into two parts and remain sterile. For introduction of P. 
aeruginosa into the flow-cell channels, exponential-phase bacteria were diluted 
to an OD600 of 0.01 in TSB, vortexed for 2 min, and 2 mL were added to a Petri 
dish for 2 min. This process minimized the number of highly adherent bacteria 
inoculated into the flow cell channel and greatly reduced the number of bacteria 
attached to the coverslip outside the traps. 1.5 mL of cells, backfilled into a Luer-
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LokTM syringe, was used to inoculate a flow-cell channel containing ~40 to 60 
traps.  
 
Flow cells containing P. aeruginosa were incubated under static conditions at 
ambient temperature (~18 – 22 °C) for ~15 min to allow entry of P. aeruginosa 
into the traps via swimming through an opening ~1 µm in diameter. The flow rate 
then was increased to ~6 mL min-1 for 1 min to remove bacteria that may have 
attached to the channel walls. The temperature within the flow cell channel was 
raised by flowing in one-third strength TSB at 37ºC using a peristaltic pump 
(Watson-Marlow). Media was heated before entering the flow cell channel using 
one of two methods: 1) Silicone tubing was laid on Briskheat flexible electric 
heating tape (Barnstead/Thermolyne) powered by a variable transformer (Variac) 
and calibrated to maintain a temperature of 37ºC in the fabrication region of the 
flow cell; 2) The temperature was raised to 37ºC by placing the flow cell system 
inside a microscope incubator (In Vivo Scientific). After 5 min of heated flow, the 
flow cell was manually agitated for 30 s to reduce cell attachment to the 
coverglass and flow was continued. The number of cells in each structure was 
monitored over time during the initial 5 h of growth to calculate the generation 
time.  
 
3.2.4 Electron microscopy.  
Samples were prepared for SEM by sequential immersion (15 min per solution) 
in 5% glutaraldehyde (Ted Pella, Redding CA), HEPES/NaCl buffer (pH 7.4), 
HEPES/NaCl buffer (pH 7.4), deionized water, 50% ethanol (EtOH), 100% EtOH, 
50% EtOH/50% methanol (MeOH), 100% MeOH, 100% MeOH. After air-drying 
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overnight, the samples were sputter coated with Pd/Pt to a nominal thickness of 
12 nm and imaged using a Supra 40VP electron microscope (Zeiss).   
 
3.2.5 Diffusion measurements.  
Fluorescein-gentamicin conjugate was prepared by reacting a five-fold molar 
excess of gentamicin sulfate with 6-(fluorescein-5-carboxamido)hexanoic acid, 
succinimidyl ester (AnaSpec) in a 0.2 M sodium bicarbonate buffer (pH 9.0) for 2 
h. The fluorescein-gentamicin conjugate was confirmed by mass spectrometry.  
 
Fluorescein-gentamicin was added to the flow stream via the inoculation inlet 
T-connector and media and the conjugate were delivered at a flow rate of 500 µL 
min-1. Diffusion of fluorescein-gentamicin into cavities was measured via a series 
of two-photon point measurements using a Ti:S beam operated at 780 nm. The 
Ti:S beam was split into two probe beams of equal power (10 mW each) at the 
back aperture of the objective. One probe was positioned in front of the structure 
and one inside an empty cavity, and the two beams were used to simultaneously 
monitor fluorescence at the two positions. 
 
Two photon-excited fluorescence was collected using the 100x objective, passed 
though a dichroic mirror and a BG-39 filter (Chroma, Rockingham, VT) and 
detected using a 12-bit 1392 x 1040 element CCD camera (Cool Snap HQ, 
Photometrics). Fluorescence time series were acquired using Metamorph 
software (Universal Imaging, Sunnyvale, CA), and signal was analyzed using 
ImageJ. A time course of normalized fluorescence for each position was created 
 111 
by subtracting background, then calculating the ratio of the intensity at a given 
time point to the maximum intensity reached at the position.  
 
3.2.6 Antibiotic susceptibility experiments.  
The minimum inhibitory concentration (MIC) of gentamicin was determined to be 
1.6 µg mL-1 for large cell populations (i.e., using standard microbiology 
protocols). For high-density experiments, cells grew under heated conditions and 
250 µL min-1 flow for 5.5 h and 3.5 h for low-density experiments.  Cells within 
traps then were dosed with gentamicin diluted into the growth medium under the 
same heated flow conditions for 2 h. Gentamicin susceptibility was determined by 
staining with a LIVE/DEAD BacLight bacterial viability staining kit (Molecular 
Probes). The stain solution of SYTO 9 (green fluorescence indicates live cells) 
and propidium iodide (red emission indicates dead cells) was prepared in a 5 mL 
solution of 50% TSB/50% deionized water.   
 
The stain solution was injected into a flow cell containing bacterial traps and 
incubated for 30 min with the flow arrested.  Live and dead cells were first 
visualized using wide-field fluorescence in “green” and “red” channels followed by 
confocal microscopy. For high-density experiments, the number of red cells were 
counted from the wide-field fluorescence images for each trap (and verified in a 
subset of experiments using confocal fluorescence images), and then divided by 
the total number of cells (calculated to be in a structure at the time of the 
antibiotic dose based on the generation time) to obtain the dead percentage. For 
low-density experiments, a 3D confocal reconstruction of each structure was 
used to count the number of red and green cells and the ratio of the two was 
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used as the dead percentage. Traps in high-density studies contained 220 ± 100 
cells pL-1 (290 ± 140 cells trap-1, calculated based on Generation Time for 
individual structures at the beginning of 2 h dose) and those in low-density 
experiments contained 21 ± 13 cells pL-1 (27 ± 17 cells trap-1, directly counted 
after viability stain; errors are standard deviation). 
 
3.2.7 Microscopy and analysis of QS reporter fluorescence in traps.  
For QS experiments, scanning confocal laser microscopy (see below) images 
were acquired under low flow (5 µL min-1) and high flow (250 µL min-1) conditions 
at ambient temperature 6  – 12 h post-inoculation. For low-flow conditions, the 
flow rate was maintained at 250 µL min-1 for 5 h post-inoculation at which time it 
was reduced to 5 µL min-1. In all studies, traps were not filled to capacity when 
the flow rate was reduced. Approximately 6 h post-inoculation the flow cell was 
removed from the heat source, and the flow cell system was transported to the 
confocal microscope. During the 10 to 15 min required to transport specimens, 
the system was not under flow.  
 
DIC images of the traps were obtained using an Axiovert microscope equipped 
with a 100x 1.3-NA Fluar objective (Carl Zeiss, Germany) and a 12-bit 1392 x 
1040 element CCD camera  (Cool Snap HQ, Photometrics). Fluorescence and 
transmission confocal images were acquired as a z-series using an SP2 AOBS 
confocal microscope equipped with a 63x 1.4-NA objective, and argon-ion and 
orange HeNe lasers (Leica Microsystems, Germany). Green-channel images 
were acquired using 488-nm excitation and emission centered at 515 nm (35-nm 
slit width), while red channel images were collected using 594-nm excitation and 
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emission centered at 625 nm (44-nm slit width). The height of each trap and the 
total voxels of GFP-positive cells were determined using Imaris 5.7.0 software 
(Bitplane AG, Switzerland). For data in Fig. 3.4C, traps were analyzed when the 
roof was distended 4-6 µm to ensure that the traps were filled with bacteria. For 
the table in Fig. 3.1C and data in Fig. 3.4BC, nominal volumes were calculated 
from confocal scans of filled traps. Approximate cell capacities were determined 
by dividing this trap volume by the nominal volume of P. aeruginosa (assumed to 
be a cylinder of dimensions 0.75 µm x 1.5 µm). Generation time (“G time”; given 
as ± standard error of the mean, n ≥ 9 for each trap) was calculated by directly 
counting cells within the traps for approximately six generations.  
 
The IsoSurface mode of the Surpass module was used to generate isosurfaces 
from red-channel stacks. The threshold for the red channel isosurfaces was 
determined manually. Because traps emit in both the red and green channels, 
red isosurfaces were used to eliminate trap fluorescence from the green-channel 
stacks, generating a modified green channel containing GFP-positive cells (and 
not the trap). The total green voxels from GFP-positive cells within each trap 
were determined by generating an isosurface image of the modified green 
channel. Background green fluorescence within the trap cavity was determined 
for traps filled to near capacity with non-GFP-positive bacteria. Background in the 
green channel was very low in the trap cavity (~2 digitization units on an 8-bit 
scale), allowing values greater than 4 units to be confidently considered GFP-
positive. All images shown in Fig. 3.4B were included in data shown in Fig. 3.4C. 
The 2-pL trap was selected because it illustrates that some of the smaller boxes 
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can develop visible GFP expression at time points substantially after to. GFP 
expression in the displayed 6-pL trap was in the upper range of those observed. 
 
3.3 RESULTS AND DISCUSSION 
 
To study the social behavior of small bacterial clusters, we developed a means to 
sequester desired numbers of cells in physiologically compatible traps of desired 
size and shape. In our approach, traps for capturing single bacteria were 
fabricated from the protein bovine serum albumin (BSA) using a dynamic mask-
based multiphoton lithography technique (MPL; Fig. 3.1A) capable of creating 
arbitrary 3D architectures. In protein MPL, laser-initiated covalent cross-linking of 
amino acid side chains is limited to a 3D voxel (<1 µm3) that is raster-scanned in 
a series of stacked horizontal planes to produce 3D microstructures (Fig. 3.1B) 
(170, 289, 291-293). By placing an electronic, reflective photomask in a plane 
conjugate to the fabrication plane, the scanning laser beam can be modulated to 
produce cross sections for virtually any desired structure. 
 
In these studies, two microcavity geometries (square and heart-shaped) were 
constructed having internal volumes ranging from ~2 to 6 pL (Fig. 3.1C), with 
funneled entry-pores to promote bacterial entry while limiting exit rates. 
Fabrication of the bacterial traps [supporting information (SI) Movie S1d] was 
performed on the coverglass of a single-pass flow cell, allowing bacteria within 
traps to be studied under varying flow velocities. P. aeruginosa was introduced 
                                                
d Movie and other SI available online at http://mbio.asm.org/content/1/4/e00202-10.full#sec-16 
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into a channel and flow was halted to allow motile cells to swim into the lumen of 
the traps. After brief loading, most traps contained zero or one bacterium, 
meaning that microcavities generally contained clonal populations. Care was 
taken to limit the number of bacteria attached outside of the traps (see Materials 
and Methods), ensuring that high densities of cells existed only within the 
microcavities.  
 
In earlier studies, we described the use of protein-based microcavities of similar 
geometry to form small aggregates of Escherichia coli (291). However, it was not 
possible to eliminate escape of cells after their entry and growth within cavities, a 
limitation that prevented the application of this approach to controlled studies on 
QS and antibiotic resistance. In a critical extension to this technology, we 
discovered that BSA matrixes formed using multiphoton lithography undergo 
irreversible expansion when heated, an attribute that enables narrow entry-pores 
to be closed on command. In the current studies, a microcavity could be 
fabricated and loaded with a bacterium under ambient conditions (18 – 22ºC), 
then subjected to heated (37ºC) medium to pinch-off entry-pores as the trap walls 
expanded. In this manner, cells could be sequestered in microcavities of 
definable size and shape (Fig. 3.2A). This controlled, dynamic manipulation of 





Figure 3.1 Construction of bacterial ‘lobster traps’.  
A) Schematic showing the optical setup of the dynamic mask-based multiphoton 
lithography technique. An electronic mask is placed in a plane conjugate to the 
fabrication plane, modulating laser intensity to create a protein microstructure 
representing the negative of the original mask. After each horizontal scan, the 
focal volume is stepped further into the fabrication solution to produce a 3D 
structure in a layer-by-layer fashion. The dotted line represents the fabrication 
plane. B) Scanning electron microscopy (SEM) image of a trap constructed via 
cross-linking of bovine serum albumin (BSA). Scale bar, 5 µm. C) Differential 
interference contrast (DIC) micrographs of traps used in this study with basic 
figures-of-merit (below). Objects within the square traps (right two panels) are 
pillars that support roofs. Scale bar, 10 µm. Volume, cell capacity, and generation 
time (G time; errors are standard deviations) were calculated as described in 







Figure 3.2 Capturing a bacterium in a trap and monitoring growth.  
A) DIC micrographs of bacterial traps chronicling the capture and growth of an 
individual P. aeruginosa bacterium. A cell swims into the lumen of a trap (left 
panel), the entry pore is constricted by increasing the temperature to 37ºC 
(middle panel), and the bacteria divide normally to fill the trap with a pL-sized 
colony of P. aeruginosa (right panel). Scale bar, 10 µm. B) SEM image of a trap 
filled with P. aeruginosa. The tear in the roof occurred during SEM preparation. 




In addition, the use of photocrosslinked BSA was critical to supporting requisite 
exchange of nutrients and waste products that could support growth at normal 
(i.e., batch) rates. Once cells were captured within traps (Movie S2e), flow was 
initiated and bacterial growth was assessed via microscopy and direct cell 
counting. P. aeruginosa divided and filled traps in 6 to 10 h (Fig. 3.2AB). The 
mean generation time of P. aeruginosa within traps (46 ± 7 min) was 
indistinguishable from that observed in laboratory flasks (40 min) (294) and in the 
rat peritoneum (50 min) (294), and similar to that in the human lung (~100 min) 
(295). Moreover, P. aeruginosa generation time was not significantly affected by 
the size or geometry of the trap (Fig. 3.1C) or by the flow rate through the 
channel, suggesting that enclosure walls were porous to nutrients and waste 
products.  
 
To directly assess whether bioactive small molecules cross the porous trap walls, 
a fluorescent derivative of the antibiotic gentamicin (fluorescein-gentamicin) was 
perfused through the flow channel. Fluorescein-gentamicin readily diffused into 
the cavity of the traps, reaching equilibrium within seconds (Fig. 3.3A), a result 
that verifies traps are porous to biologically relevant small molecules. To ensure 
that dense populations of bacteria within traps do not dramatically alter mass-
transfer rates, we also measured diffusion of fluorescein-gentamicin through a 
trap packed with P. aeruginosa into an unoccupied, inner microcavity (Fig. 3.3B). 
Here, the inner cavity was bordered on all sides (other than its glass floor) by a 
dense shell of bacteria, a nested microscopic geometry that could not have been 
                                                
e Movie and other SI available online at http://mbio.asm.org/content/1/4/e00202-10.full#sec-16 
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fabricated using conventional lithographic methods. Fluorescein-gentamicin 
entered the inner cavity with a half-time (t1/2) of 5.6 s, a period slightly longer than 
that required to reach the inner cavity in the absence of cells (4.3 s). These 
results demonstrate that, although clustered cells do not pose an impenetrable 
barrier to diffusion small molecules, they impede molecular transport to a small 
degree.  
 
Despite the biological importance of QS in hundreds of bacterial species, 
considerable controversy remains regarding the environmental factors monitored 
during QS. The most common QS model (‘basic QS’) asserts that population 
density is the sole determinant of extracellular-signal concentrations, and 
therefore, is exclusively responsible for coordinating group activities. However, 
two alternative models, diffusion sensing and efficiency sensing, propose that the 
mass-transfer properties surrounding a cell impact group activities (296, 297), a 
concept implicit in some QS models (298, 299). The diffusion sensing model 
suggests that QS relies on mass-transfer alone, essentially independent of cell 
density (297). Recent evolutionary evidence, however, suggests that cell density 
is at least one component affecting QS behaviors (300, 301). The efficiency 
sensing model proposes a melding of basic QS and diffusion sensing hypotheses 
(296), positing that cells produce signalling molecules not only to monitor cell 
density, but also to spatially assess population size and mass-transfer rates 




Figure 3.3 Traps are permeable to small molecules.   
A) Fluorescein-gentamicin conjugate (fluorescein-gentamicin) rapidly diffuses 
into unfilled traps. The orientation describes the direction that the sealed entry 
pore faces. t1/2 is the time required for the concentration within a trap to reach 
half of the equilibrium concentration. Values are means plus standard deviations 
(error bars) (n ≥ 8). B) Fluorescein-gentamicin diffuses through an unoccupied 
trap into a sealed inner microcavity of a two-layered structure (left). Filling the 
trap with a dense aggregate of cells slows diffusion by ~20% (right). Standard 
deviations are 0.3 s (n = 5) and 0.6 s (n = 12) for the left and right structures, 
respectively. Sealed entry pores of these structures face flow. Bar, 10 µm.  
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To differentiate between these models, microcavities were loaded with a P. 
aeruginosa strain containing the gene encoding green fluorescent protein (GFP) 
under control of a QS-responsive promoter. This strain displays green 
fluorescence when the signal 3-oxododecanoyl homoserine lactone 
(3OC12-HSL) reaches a critical concentration, thus allowing GFP to be used as a 
marker to assess whether a P. aeruginosa population is communicating via QS. 
When this bacterium was grown in a heart-shaped, 2-pL trap positioned within a 
high-flow-rate channel (250 µL min-1), essentially no green fluorescence was 
observed via confocal microscopy, even when the traps were filled to near 
capacity. Importantly, however, introduction of 3OC12-HSL into the flow cell 
yielded high GFP levels within an hour (Fig. 3.4A), indicating that although 
bacterially generated signal concentrations do not reach inducing levels under 
the high-flow conditions initially tested, bacteria in 2-pL traps are metabolically 
active and capable of responding to QS signals.  
 
Although cells within heart-shaped, 2-pL traps did not display substantial QS at 
flow rates of 250 µL min-1, we hypothesized that increasing the population size 
would increase steady-state concentrations of 3OC12-HSL signal within a colony 
to levels necessary to induce QS. To test this hypothesis, QS was assessed in P. 
aeruginosa populations containing different numbers of bacteria while holding 
cell density and flow rate constant. Increasing trap size from 2 to 6 pL — and, 
thus, the nominal population size from 2600 to 8500 cells — resulted in 
significant GFP expression in large traps while GFP was again nearly 
undetectable in smaller traps (Fig. 3.4B and 3.4C, left bars). These data 
demonstrate that population size is a critical parameter influencing QS, a finding 
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consistent with reaction-diffusion theory and the efficiency-sensing model of QS 
(302, 303).  
 
Our unique abilities to manipulate small clonal populations of bacteria in contact 
with a dynamic microenvironment allowed us to evaluate the role in QS of a 
second, fundamental efficiency sensing parameter, external flow rate. Were flow 
rate a critical factor influencing QS, one would predict that QS within trap 
populations should be influenced by the flow rate when cell density and 
population size are held constant. Specifically, slower flow velocities should 
reduce mass-transfer rates of QS signals from populations within traps into the 
extra-luminal volume, leading to enhanced QS-dependent gene expression. 
Supporting this prediction, reduction of the flow rate from 250 to 5 µL min-1 
resulted in an ~6-fold increase in QS-dependent GFP expression for populations 
within heart-shaped, 2-pL traps (Fig. 3.4C, right bars). Collectively, these data 




Figure 3.4 P. aeruginosa QS gene expression is dependent on population 
size and flow rate.  
A) P. aeruginosa carrying an rsaL:gfp fusion is captured inside a heart-shaped, 
2-pL trap and exposed to an external flow rate of 250 µL min-1. After filling traps 
to near capacity (t0, left panel), P. aeruginosa exhibit no detectable GFP 
expression (t0, middle panel). High GFP expression is observed in <1 h after 
exogenous addition of the rsaL-inducing signal 3OC12-HSL (+ signal). B) P. 
aeruginosa carrying an rsaL:gfp fusion is captured inside 2-pL and 6-pL traps 
and exposed to a flow rate of 250 µL min-1. When filled to near capacity (t0, left 
panels), little expression is observed in 2-pL traps (t0, upper middle panel) while 
significant GFP expression is observed in 6-pL traps (t0, lower middle panel). 
Even after an additional incubation period of up to several hours (upper and 
lower right panels), the 2-pL trap yields lower expression than the 6-pL trap. 
C) Quantification of GFP expression inside traps of different sizes at a constant 
flow rate (black bars) and inside 2-pL traps at different flow rates (gray bars). Y- 
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(Figure 3.4, continued) axis represents the number of GFP-positive voxels inside 
the trap per unit volume. FR is flow rate and error bars represent standard error 
of the mean (n ≥ 3). All scale bars, 5 µm.  
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A second, critical problem in sociomicrobiology could be addressed using this 
technology, the onset of biofilm-like antibiotic resistance in small aggregate 
populations. The porous nature of traps allowed us to study how low-number 
bacterial populations respond to antibiotic exposure, an attribute of likely clinical 
importance. To examine whether cell density impacts antibiotic resistance in low-
cell-number populations, P. aeruginosa was grown to high (~225 cells pL-1) and 
low (~20 cells pL-1) cell densities and treated for 2 h with the antibiotic gentamicin 
at the minimum inhibitory concentration (MIC; see Materials and Methods). At 
these densities, traps were not filled to capacity and bacteria were actively 
growing. Cells within high-density populations containing as few as ~150 cells 
displayed decreased susceptibility to gentamicin (3% dead) compared to those 
growing at low density (77% dead) (Fig. 3.5), indicating the potential for 
extremely small bacterial communities to develop antibiotic resistance profiles 
similar to biofilm bacteria. Because diffusion of fluorescein-gentamicin through 
dense P. aeruginosa populations is rapid (see above, Fig. 3.3), this decreased 
susceptibility to antibiotic is caused by phenotypic changes that take place at 
higher cell densities rather than by limits on mass transfer. This unexpected 
finding raises important questions regarding the potential onset of biofilm-like 




Figure 3.5 High-density populations display increased antibiotic resistance.  
3D confocal reconstructions of traps dosed for 2 h with gentamicin at the 
minimum inhibitory concentration show that only 3% (± 2%, standard deviation) 
of cells growing at a higher density (right panel) are dead compared to 77% (± 
11%, standard deviation) for those growing at a lower density (left panel). Dead 
and live cells appear red and green, respectively, and n ≥ 16 for each dosing 





These studies describe a new way to do microbiology. Idiosyncratic 
environments are developed for bacteria in which growth conditions can be 
dynamically controlled and individual environmental perturbations can be 
introduced down to the single-cell level. As a consequence, phenotypic and 
genotypic responses to intrinsic and extrinsic stimuli can be monitored for small 
bacterial ensembles at high densities. Most models of bacterial group behavior 
(such as QS) and evolution ultimately rely on understanding the interactions 
between bacteria in small populations under physiologically relevant conditions, 
and this unique approach provides the means to test these models in detail. The 
traps and additional structures for directing and modulating growth will have clear 
utility for examining other challenging problems, such as polymicrobial 
interactions. Importantly, such studies are not limited to motile bacteria, as non-
motile cells can be introduced into traps using flow-based methodology and 
optical trapping (Fig. 3.6). Finally, by understanding the organization of bacterial 
communities and their underlying interactions and behaviors from the moment of 
microcolony formation, it should prove possible to develop new interventions for 





Figure 3.6 Phase-contrast images of Streptococcus gordonii in a 2-pL trap.  
A) A chain of S. gordonii was transferred into a 2-pl trap via optical tweezers. 
Because S. gordonii bacteria are immotile, the entry pore in this structure was 
not designed to fully seal. B) After incubation within the trap for 24 h, cells filled 
the microcavity, causing roof distension. Phase-contrast images were acquired 





Chapter 4: Oxygen limitation within a bacterial aggregate 
4.1 INTRODUCTION 
 
Chemical gradients frequently arise in nature, and consequently affect the 
physiology of organisms within their breadth. Such chemical heterogeneity exists 
within spatially structured communities of microbes called biofilms; this 
heterogeneity molds environmental microniches, influencing species diversity 
and the three-dimensional (3D) organization of cells (304-306). For example, the 
physical location of a bacterium within the substrata of a biofilm will impact 
viability, metabolic activity, gene expression, and phenotypes such as resistance 
to antimicrobials (304, 307, 308). The chemical gradients within biofilms develop 
due to multiple variables, including the diffusive properties of substrates, the 
number and spatial organization of cells, and their metabolic activity. 
 
Before forming a large complex cell consortium, immature biofilms exist as 
smaller aggregates containing 101 – 105 cells (304, 309). In natural environments 
bacteria are frequently found growing as aggregates, such as well-separated 
clusters on the skin surface, at infection sites, or as portions of larger soil biofilm 
communities (310-313). Aggregates are pervasive in nature, and are particularly 
clinically relevant, as many infections are thought to be seeded by aggregates of 
pathogenic bacteria (154, 156, 276-280). Even in planktonic conditions where 
bacteria are often assumed to be single celled, bacteria are frequently clustered 
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into aggregates (304, 309). Yet, remarkably little is known about the physiology 
of microbes within an aggregate. 
 
Studying microbial aggregates of relevant size (<105 cells) is challenging. While 
some techniques have provided a platform for isolating cells in low (picoliter-
scale) volumes (172, 206, 314), these strategies often do not provide conditions 
conducive to cell growth. Most techniques that confine small, actively growing 
populations (182, 185, 287) cannot organize cells within customized 3D 
arrangements, and often do not enable rapid mass transport through the 
confined environment. Here we used gelatin based 3D printing to confine single 
bacterial cells within micron-sized ‘houses’ (referred to here as microtraps) 
constructed by covalently linking proteins using multiphoton lithography (315). 
This printing method is an advancement of the bacterial “lobster trap” technology 
that we previously described for isolating small bacterial populations (171), 
though the main principles behind this lithographic technique remain the same. 
While confining cells within “lobster microtraps” required cells to swim inside a 
microtrap through a small opening, our new technique temporarily immobilizes 
cells within a thermally set gel matrix. Then, a picoliter-sized microtrap is 
constructed around a single bacterium, and the thermally set gel is melted and 
removed by washing with warmed (37oC) media (315). Protein-based walls 
define aggregate size and shape in three dimensions on the micrometer-scale, 
and are permeable to nutrients, waste products, and other small molecules. 
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Individuals cells confined within microtraps grow at normal rates and reach 
extremely high densities (1012 cells mL-1) while maintaining cell numbers typical 
of naturally occurring aggregates (<105 cells) (171). 
 
Since nutrients diffuse readily through the walls of the microtrap, this 
experimental system allows examination of whether aggregates possess biofilm-
like chemical gradients (171). Here we examined oxygen gradients within 
aggregates of the ubiquitous opportunistic pathogen Pseudomonas aeruginosa. 
Oxygen depletion is biologically relevant in P. aeruginosa since it influences 
outer membrane chemistry, polysaccharide production, quorum sensing, 
virulence factor production, and antibiotic resistance (62, 128, 307, 316-319). We 
provide evidence that an oxygen gradient develops within a densely packed 
aggregate of ≤105 cells resulting in physiological adaptation of a subpopulation of 
cells within the aggregate. We also demonstrate that both the population size 
and surface area of the aggregate affect the oxygen gradient.  
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Table 4.1 Strains, plasmids, and primers. 
 Description Source 
Strains   
E. coli   
DH5α endA1 hsdR17 supE44 thi-1 recA1 Δ(lacZYA-argF)U169 







Plasmids Description Source 
pGEMTeasy Sequencing vector, ApR  Promega 
pMRP9-1 lac promoter-dependent GFP expression plasmid, ApR  (320) 
pAW9 cbb3-2 transcriptional reporter plasmid, ApR, GmR This study 




Primers Sequence Source 
cbb3-2-for  CGGAATTCGGTGCTGCTCGTGGGTCAG This study 





4.2 MATERIALS AND METHODS 
4.2.1 Bacterial strains, plasmids, and growth conditions 
Bacterial strains and plasmids are listed in Table 4.1. Pseudomonas aeruginosa 
PAO1 constitutively expressing gfp from pMRP9-1 (320) was used in all growth 
studies and PAO1 carrying the pAW9 oxygen reporter plasmid (see below) was 
used in all oxygen depletion studies. Escherichia coli and P. aeruginosa cultures 
were grown at 37oC with shaking at 250 rpm in Tryptic Soy Broth (TSB), unless 
otherwise noted. Antibiotics were used at the following concentrations for E. coli 
plasmid selection: ampicillin 100 µg mL-1, gentamicin 20 µg mL-1; for P. 
aeruginosa plasmid selection: gentamicin 100 µg mL-1, carbenicillin 300 µg mL-1; 
for P. aeruginosa plasmid maintenance gentamicin 50 µg mL-1, carbenicillin 150 
µg mL-1. Before trapping cells within gelatin microstructures, P. aeruginosa 
strains were grown overnight in ½ strength TSB. Before initiating growth rate 
studies and oxygen depletion studies, cultures were highly aerated by shaking a 
5 mL culture volume in a 250 mL flask for a minimum of 2 hours to reduce GFP 
levels within PAO1 carrying pAW9. During these 2 hours, culture cell density did 
not exceed an OD600 of 1.0. 
 
4.2.2 Microstructure fabrication around a single cell.  
Photo-cross-linked gelatin microstructures were fabricated using a dynamic-mask 
multiphoton lithography technique as described elsewhere (171, 292, 315, 321) 
with some modifications. Structures were printed from a precursor solution 
containing 200 mg mL-1 gelatin type A (porcine), 25 mg mL-1 bovine serum 
albumin (BSA), and 5 mM Rose Bengal as a photosensitizer in a 20 mM HEPES, 
0.1 M NaCl buffer (pH 7.4) on the surface of a chambered #1 borosilicate 
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coverglass (Lab-Tek, Thermo Fisher Scientific). Bacterial cultures were diluted 
into the fabrication solution to an OD600 of 0.01, and cells remained in fabrication 
precursor for no longer than 2.5 hours. Warmed fabrication reagent containing 
bacteria was spotted onto the chambered coverglass, and printing was 
performed at room temperature once the precursor had cooled to form a gel. The 
output from a mode-locked titanium:sapphire laser operating at 740 nm was 
scanned over an electronic photomask, and the reflected beam was collimated to 
overfill the back aperture of a 60X oil-immersion objective (Olympus PlanApo, 
1.40 N.A.) situated on an inverted microscope (Zeiss; Axiovert). In this work, all 
3D microstructures were printed in a layer-by-layer manner at 5.0 sec per plane 
using 0.50-µm steps in the optical axis between fabrication layers using an 
average laser power of ~45 mW (measured at the back aperture of the 
objective). After fabrication, samples were warmed to 37oC, and washed 
repeatedly using 37oC TSB to melt and remove gelatin solution that was not 
photo-cross-linked. Samples were washed with TSB three times at ~1, ~3, and 
~7 h post microtrap fabrication. 
 
4.2.3 Microscopy and analysis.  
For up to 7 hours after fabrication, cell growth was monitored via light microscopy 
(Nikon TS100), and temperature was maintained at 37oC by placing the samples 
inside of a microscope incubator (In Vivo Scientific). After ~7 hours, trapped cells 
were removed from the incubator and transported to the confocal microscope, 
where cells grew at room temperature (25oC).  Scanning confocal laser 
microscopy images were acquired ~7 – 16 h after microtrap fabrication around 
either PAO1 constitutively expressing gfp from pMRP9-1, or PAO1 carrying the 
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pAW9 reporter. Confocal fluorescence images were acquired as a z-series as 
previously described with some modifications (171). Green-channel images were 
acquired using 488-nm excitation and emission centered at 515 nm (35-nm slit 
width), while red-channel images were collected using 543-nm excitation and 
emission centered at 640 nm (120-nm slit width). The inner dimensions and 
volume of each microtrap, the volume of constitutively expressing GFP cells, and 
the total voxels of GFP-positive PAO1 pAW9 reporter cells were quantified using 
Imaris software (Bitplane AG, Switzerland). To detect the walls of the gelatin 
microtraps, the Isosurface mode of the Surpass module was used to generate 
isosurfaces of the red-channel stacks. The threshold for the red-channel 
isosurfaces was determined manually. The inner volume of the microtrap was 
quantified at multiple time points by generating an isosurface from the non-
fluorescent red-channel pixels present within the confines of the red isosurface 
walls. For simplicity, we refer to “small” and “large” microtraps by their average 
volumes in pL when filled to maximum capacity (1012 cells mL-1), rounding to the 
nearest 5-pL value. 
 
Because microtraps also emit some fluorescence in the green-channel, a 
modified green channel was generated so that green fluorescence from the 
microtrap walls was set to zero. Resulting modified green channels contained 
only fluorescence originating from GFP-positive cells. The number of cells 
present within a microtrap was determined by trapping PAO1 constitutively 
expressing GFP, and generating an isosurface image of the modified green 
channel stacks. The generation time was calculated by determining the volume 
of GFP within each microtrap over three successive time points after the 
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populations grew to maximum cell densities (1011 - 1012 cells mL-1). The total 
GFP-positive voxels from PAO1 pAW9 oxygen reporter cells within microtraps 
was determined by generating an isosurface image of modified green stacks. For 
determination of GFP-positive voxels, see “Oxygen reporter construction and 
characterization” paragraph below. 
 
4.2.4 Mathematical modeling of the aggregate microenvironment.  
To predict the radius of the minimum spherical aggregate size required to deplete 
oxygen at its center (Rmin), we made a simple prediction using the previously 
described equation (305):  





which assumes zero-order kinetics (i.e. the reaction rate (oxygen consumption 
rate) does not depend on the concentration of the solute (oxygen)). Equation [1] 
was solved using the diffusion coefficient of oxygen through densely packed 
bacteria (De), 1.12 x 10-5 cm2 s-1 (322, 323), and the maximum amount of oxygen 
that can be dissolved in pure water at 25oC (So), 8.24 mg L-1. To determine the 
volumetric reaction rate of oxygen (oxygen consumption rate) given by ko = µ 
X/YxO2, we quantified µ, the specific growth rate of cells, and X, the density of 
cells within an aggregate (see following sections) (305, 324). We assumed a 
yield coefficient of Pseudomonas biomass on oxygen (YxO2) of 0.85 (305, 324) 
and solved for ko (ko = 45 mg s-1 L-1; see Fig. 4.2, 4.3) for specific growth rate and 
cell density determination). 
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To model the oxygen concentration in three dimensions, we employed more 
sophisticated modeling, where the steady-state oxygen concentration profile in 
the cell population is given by 
[2]  𝛻!𝑐 = −𝑘! 
where c is the oxygen concentration (8.24 mg L-1) and ko is the oxygen uptake 
rate per unit volume of cells. Two ko values were used in the models in Fig. 4.4. 
Fig. 4.4C employed a previously measured rate (325), and Fig. 4.4D used a rate 
estimated for the experimental design used in this study (see Fig. 4.3). Equation 
[2] was solved via finite-element simulations in three dimensions. A no 
penetration (∇𝑐 = 0) boundary condition was applied at the glass substrate, while 
the oxygen concentration at the porous microtrap wall was taken to equal that in 
the external medium (8.24 mg L-1). The simulations were implemented in 
COMSOL Multiphysics Engineering Simulation Software, employing standard 
Galerkin finite elements. Less than 25,000 second order Lagrange elements 
were found to be sufficient for convergence.  
 
4.2.5 Oxygen reporter construction and characterization.  
To construct an oxygen depletion reporter plasmid, the region upstream of the 
cbb3-2 operon was amplified from P. aeruginosa chromosomal DNA (see 
primers, Table 4.1). pGJB5 (171) and the PCR product were digested with EcoRI 
and XbaI. The larger ~6.6 kb fragment resulting from the pGJB5 digestion was 
gel-purified and subsequently ligated with the purified digested PCR product. The 
resulting circularized plasmid, pAW9, was confirmed by sequencing and 
transformed into P. aeruginosa PAO1 by electroporation. To characterize the 
reporter response to low oxygen levels, the oxygen reporter strain PAO1 
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containing the pAW9 plasmid was grown overnight in ½ strength TSB with 
gentamicin 50 µg mL-1. GFP was highly expressed in overnight cultures, since 
cells were oxygen limited, therefore, fully aerated cultures were grown with 
shaking at 250 rpm in a 1:50 culture volume/flask volume ratio at low cell 
densities (≤108 cells mL-1) for 2 hours to dilute the residual GFP in cells. Cells 
were then grown to log phase, and added to media in sealed Balch culture tubes, 
where the final concentration of molecular oxygen in each tube was 
approximately 21%, 10%, 5%, 2%, or 0.4% atmospheric oxygen. We did not test 
0% oxygen since GFP does not fluoresce when expressed anaerobically. 
Reporter cells in sealed Balch tubes were grown shaking at 250 rpm at room 
temperature (25oC) for 2 hours, washed once with phosphate-buffered saline 
(PBS), and a BioTek Synergy MX (BioTek) microplate reader was used to detect 
sample fluorescence (excitation 475 nm, emission 515 nm) and cell density 
(absorbance OD600) in triplicate. Fluorescence and cell density values detected 
by the plate reader were used to determine fluorescence intensity per cell, which 
was correlated to fluorescence intensity per cell detected using confocal 
microscopy (see below). Green channel voxels greater than 83 digitization units 
on an 8-bit scale were considered GFP-positive, as this included intensity values 
within one standard deviation from the average for cells exposed to 2% oxygen 
(~1 mg L-1). This confocal intensity value correlates with ~60,000 arbitrary 





Figure 4.1 A P. aeruginosa aggregate confined within a 3D-printed 
microtrap. 
A-B) Transmitted light image and green-channel image of a gelatin-based 
microtrap containing 104 P. aeruginosa constitutively expressing green 
fluorescent protein (GFP, green). Images are viewed from the top down. C) A 
side view image of the microtrap shown in A-B with walls (red) surrounding 
bacteria (yellow in this image). Images were acquired using confocal microscopy, 
and a 3D reconstruction of red and green channel stacks was prepared using 
Imaris imaging software. Here the microtrap is transparent, allowing GFP cells 





Previous work has shown that biofilms possess genetic and physiological 
heterogeneity due in part to chemical gradients within microenvironments (304, 
307, 308). New biofilms generally begin as aggregates of ≤105 cells (304, 309), 
however, the minimal population size required to generate these chemical 
gradients remains unclear, and represents a critical gap in our understanding of 
the physiology of structured populations. Despite their ubiquitous presence in 
nature, little is known about how growth proceeds within densely packed 
aggregates. Quantifying the growth kinetics of a single aggregate is difficult, as 
motility and environmental flux often change the shape and size of an aggregate 
(154, 326). These changing variables complicate observation-based time course 
studies, even for making simple measurements of aggregate growth rate and cell 
density. For this reason, we began studying aggregate growth by confining P. 
aeruginosa within picoliter-sized, porous microtraps generated using gelatin-
based 3D printing (315) (Fig. 4.1). 
 
Protein walls porous to nutrients, waste products, and other small molecules 
(171) confine a single cell within a fully enclosed microtrap (Fig. 4.1). Initially, one 
confined cell is locally (within the microtrap) at a density of 109 cells mL-1; 
however, because the microtrap walls are porous, cells within the microtrap can 
be supplied with a constant source of nutrients (TSB) (Fig. 4.1). Single cells grew 
rapidly within the microtraps reaching densities of 1012 cells mL-1 within ~8-10 
hours, and continued to stretch the elastic gelatin-based walls for several hours 
due to their increasing cell mass (Fig. 4.2AB, Fig. 4.3A). The microtrap wall 
elasticity enabled cells to continue to double for multiple hours while at densities 
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of 1011 - 1012 cells mL-1 (Fig. 4.2AB, Fig. 4.3A). Our previously published 
quantifications of aggregate growth rate examined populations at densities of 109 
– 1010 cells mL-1 at 37oC (171), because in our prior approach we could only 
examine the first 5 generations of clonal growth using light microscopy. Here, we 
used fluorescence microscopy to measure aggregate growth rates between 7 
and 14 hours post inoculation, where, depending on microtrap volume, 
populations were consistently at a density of 1011 – 1012 cells mL-1, the density at 
which we predicted populations would develop steep nutrient gradients (Fig. 4.2). 
To our knowledge, growth rates of P. aeruginosa exceeding densities of 1010 
cells mL-1 have never before been quantitated, as cells grown in flasks do not 
naturally reach densities greater than 109-1010 cells mL-1, and biofilm growth rate 
is difficult to quantify precisely, as cells constantly change location, or often leave 
a biofilm via dispersion. Cells continued to double while at extremely high 
densities (at 25oC generation time average of 78 ± 16 minutes, Fig. 4.2), and the 




Figure 4.2 P. aeruginosa grows at normal rates when confined to densities 
>108 cells mL-1. 
A-B) P. aeruginosa PAO1 constitutively expressing gfp was captured inside a 
small microtrap A), or a large microtrap B), surrounded by 500 µL of TSB. 
Images represent confocal fluorescence data within the microtrap over time 
(analyzed in Imaris, Isosurface mode). In the aggregate side view (top panels) 
the microtrap was digitally removed for clarity. In the bottom panels the microtrap 
base is displayed (red), but the walls were digitally removed. The growth rate 
was calculated by determining the total GFP voxels detected inside the microtrap 
at multiple time points. C) Representative P. aeruginosa growth curves for small 
microtraps (closed gray circles) and large microtraps (open circles). D) Average 
growth rate (in minutes) for both small and large microtraps. Error bars represent 







Figure 4.3 Microtrap wall stretching due to cell growth. 
A) In the representative set of images, microtrap walls (red) expand and the inner 
volume (false-colored blue) increases over time due to an increase in cell mass. 
Inner volume is quantified by determining the negative space within the microtrap 
(see Materials and Methods). B) In all experiments using the cbb3-2::gfp reporter, 
inner volumes were quantified using Imaris. Confocal stacks were acquired 
approximately every 60 - 90 min. Because gelatin walls were elastic and 
expanded as the bacterial population grew, oxygen depletion within a range of 
aggregate volumes (5 pL to 95 pL) at maximum cell density could be assessed. 
GFP expression did not occur until the aggregate reached a critical volume (right 
panels). Images displayed are representative of the large aggregates.  
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Since the substrata of biofilms can develop zones of nutrient depletion (305, 
307), we sought to determine the size of an aggregate required to locally deplete 
nutrients. The concentration of any nutrient within a cell population is dictated by 
two main factors: the rate of nutrient diffusion into the population, and the rate of 
nutrient consumption. This reaction-diffusion system concept can be used to 
describe the spatial distribution of one or more substances in natural 
environments (290, 305, 323, 327). In the present study, we examined oxygen 
depletion since it regulates important phenotypes in P. aeruginosa including 
outer membrane modifications, polysaccharide production, quorum sensing, 
virulence factor production, and antibiotic resistance (62, 128, 307, 316-319). To 
predict the minimum size required for oxygen depletion, we used a previously 
described calculation that predicts the minimum size of a spherical aggregate 
necessary to deplete a solute at its center (305). This aggregate size is defined 
by the radius Rmin (Fig. 4.3A) in the following equation:  





To calculate Rmin, we made the following assumptions about the 
microenvironment of a P. aeruginosa aggregate grown at room temperature 
(25oC): (i) the diffusion coefficient of oxygen (De) through a population of densely 
packed bacteria is 1.12 x 10-5 cm2 s-1 (322, 323), and (ii) the concentration of 
oxygen (So) in the aqueous environment is 8.24 mg L-1, the maximum amount 
that can be dissolved in water in ambient conditions (25oC). We could calculate 
the volumetric reaction rate of oxygen within the aggregate (consumption rate of 
oxygen (305, 324), see Fig. 4.4B and Materials and Methods), since we 
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experimentally determined the specific growth rate and the density of cells within 
an aggregate (Fig. 4.2, Fig. 4.3A).  
 
We used the average specific growth rate of 0.555 h-1 and cell density of 250 mg 
cm-3 (75 min doubling time, at a density of 1012 cells mL-1) to calculate the value 
for ko, 45 mg s-1 L-1 (305) (Fig. 4.4B). These data allowed us to predict the Rmin 
value to be 35 µm (Fig. 4.4A). This value is similar to existing predictions in the 
literature, where at depths greater than ~60 µm, oxygen cannot be detected 
using probes (307, 328). At these same depths, multiple clinically important 




Figure 4.4 Predicting the minimum aggregate size required for oxygen 
depletion within an aggregate. 
A-B) A previously described calculation that predicts the minimum size of a 
spherical aggregate necessary to deplete a solute at its center was used (305). 
The diffusion coefficient of oxygen (De) through a population of densely packed 
bacteria is 1.12 x 10-5 cm2 s-1 (322, 323), and the concentration of oxygen (So) in 
the aqueous environment at 25oC is 8.24 mg L-1, the maximum amount that can 
be dissolved in water in ambient conditions. The volumetric reaction rate of 
oxygen within the aggregate (ko  = 45 mg s-1 L-1) was calculated using the P. 
aeruginosa specific growth rate of 0.555 h-1 (75 min) and the density of cells 
within the aggregate, 250 mg cm-3 (1012 cells mL-1) (for a more thorough 
explanation see Figs. 4.2 and 4.3A) (305, 324). Based on these values, an Rmin = 
35 µm was calculated. C-D). Surface attached 15-pL and 60-pL populations 
generated from representative aggregate measurements were used to predict 
the steady-state oxygen concentration profile within the aggregate 
microenvironment, given by 
𝛻!𝑐 = −𝑘! 
where c is oxygen concentration and ko is the oxygen uptake rate per unit volume 
of cells. The oxygen concentration in the external media is assumed to be at 
saturation. The equation was solved via finite-element simulations in three 
dimensions, assuming there was no penetration at the glass coverslip boundary. 
The highly porous microtrap wall was assumed not to pose a significant diffusive 
barrier to oxygen (171, 315). The simulations for each representative aggregate 




Naturally occurring aggregates are often irregularly shaped, and are sometimes 
attached to a surface. Equation [1] can only make predictions based on a 
spherical aggregate, addressing the development of an oxygen gradient over a 
one-dimensional radius, and cannot account for non-diffusive surfaces (Fig. 
4.4A). For this reason, we used COMSOL Multiphysics Engineering Simulation 
Software to model the 3D oxygen environment within irregularly shaped (i.e. not 
spherical), surface-attached aggregates. In these simulations, the steady-state 
oxygen concentration profile in the cell population is given by 
[2]  𝛻!𝑐 = −𝑘! 
where c is the oxygen concentration in the external media (8.24 mg L-1) and ko is 
the oxygen uptake rate per unit volume of cells (Fig. 4.4AB). Because we wanted 
to model a surface-attached population, we set a no penetration (∇𝑐 = 0) 
boundary condition at the aggregate base to account for the lack of oxygen 
diffusion at the coverglass of our microtrap aggregates. For aggregate shape, 
dimensions representative of small and large surface attached microtrap 
populations were used. This modeling advancement allowed us to predict the 
oxygen gradient in three dimensions, building upon and improving the predictions 
made by Equation [1].  
 
We first modeled two aggregates sizes with a previously reported oxygen uptake 
rate of 12 mg s-1 L-1 (325), finding that both small and large aggregates display 
similar oxygen gradient profiles (Fig. 4.4C). The lowest concentration of oxygen 
present within the smaller aggregate model was 7.8 mg L-1, whereas the lowest 
oxygen concentration in the larger aggregate was 6.9 mg L-1. Because we 
predicted that our aggregates would consume oxygen at 45 mg s-1 L-1 (Fig. 
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4.4AB), 2-4-fold faster than some previously measured rates (325, 329), we also 
modeled oxygen levels with this higher ko (Fig. 4.4D), finding this intensified the 
oxygen depletion within the aggregates; the lowest oxygen concentration within 
the small aggregate was 6.5 mg L-1, whereas the larger aggregate developed the 
steepest gradient, reaching as low as 3.3 mg L-1 (Fig. 4.4D). These simulations 
indicate that a ~4-fold increase in oxygen uptake rate can significantly alter the 
oxygen gradient within a larger (60-pL) aggregate.  
 
To determine whether such oxygen gradients develop in P. aeruginosa 
aggregates, we assessed the oxygen concentration within confined bacterial 
populations in real time. Although there are numerous methods to quantify 
oxygen concentrations using electrochemical and optical probes (330-332), they 
generally only provide 1- or 2-dimensional detail, and in some cases cannot 
provide micron-scale resolution. Though some probes can be motorized to 
provide 3D data, the movement of probes through a micron-sized aggregate 
would dramatically alter the aggregate shape. For this reason, we developed a 
cell-based biosensor to detect oxygen levels. In the assay, GFP expression 
serves as a proxy for the expression of a high-affinity terminal oxidase cbb3-2, 
which has previously been shown to be transcriptionally induced when oxygen is 
depleted to ~2% (333, 334). Characterization of this biosensor strain revealed 
that GFP expression steadily increases as the oxygen concentration decreases 
to ≤2% (Fig. 4.5), and GFP was detectable within one hour upon exposure to 
these low oxygen conditions. It should be noted that GFP requires the presence 
of oxygen for maturation of the chromophore, therefore anaerobic conditions 




Figure 4.5 The response of a P. aeruginosa low-oxygen reporter.  
P. aeruginosa carrying the cbb3-2::gfp reporter were exposed to varying amounts 
of oxygen in sealed Balch culture tubes containing TSB. After 2 hours, cells were 
washed with PBS, and fluorescence per cell was determined in triplicate using a 
microplate reader. Fluorescence intensity per cell increases as oxygen 
concentration decreases. Bars represent standard deviation. Plate reader 




To determine the aggregate size required for oxygen gradients to develop, the P. 
aeruginosa biosensor was confined in microtraps and allowed to grow and fill the 
microtrap, achieving cell densities of 1011 - 1012 cells mL-1. Aggregate sizes with 
radii smaller than those predicted by the Rmin equation were initially tested. Since 
the aggregates increased in volume over time and often formed non-uniform 
shapes, we use the term radius loosely, defined here as half of the widest width 
of the aggregate. A microtrap fabricated with an initial inner volume of 2-pL 
stretches due to cell growth to approximately ~10-pL, with a radius of ~16 µm 
(Fig. 4.2A, Fig. 4.6B left panel). Within these small aggregates, we did not detect 
appreciable amounts of GFP (Fig. 4.6AB, left panels), demonstrating that oxygen 
levels do not diminish below our threshold (~2%) within this aggregate. However, 
increasing the microtrap size to ~55-pL (radius of ~27 µm) resulted in significant 
GFP production (Fig. 4.6AB center panels). These data support our simulations, 
demonstrating the development of a region with ≤2% oxygen near the base of a 
surface-associated aggregate with a radius of ~27 µm, but not in a smaller 
surface-associated aggregate with a radius of ~16 µm (Fig. 4.6). In addition, the 
faster of the two uptake rates simulated appears to more accurately reflect the 
experimental data (Fig. 4.6, left and center panels; Fig. 4.4CD), therefore we 
reasoned that our mathematical simulations using the faster uptake rate (Fig. 










Figure 4.6 Oxygen gradients within aggregates of varying size and shape.  
A-B) P. aeruginosa carrying a cbb3-2::gfp transcriptional fusion was captured 
inside microtraps with different inner volumes. When filled to capacity, no GFP 
expression is observed in the small microtraps (left), while significant GFP 
expression is observed in the larger microtraps (center). Average volumes are 
listed below the bar graph, (± standard deviation). When a 55-pL microtrap is 
raised onto stilts, GFP is not observed. For simplicity in the text, the volumes 
have been rounded to the nearest 5th-pL. B) Representative confocal images 
display lateral slices of a small (10-pL) and large (60-pL) surface-attached 
aggregate, and a large (55-pL) aggregate suspended above the coverslip floor 
(represented as a white bar at base). The large suspended aggregate (right 
panel) contained the same average inner volume as the large surface-attached 
aggregate (center panel), but with an additional exposed surface at the 
aggregate base. With an increased surface area to volume ratio, the suspended-
aggregate did not express detectable levels of GFP. C) Lateral slices generated 
from mathematical simulations using representative aggregate shapes (surface 
attached 15-pL and 60-pL microtraps, and a suspended 55-pL microtrap, see 





Since we assumed that diffusion is impaired at the glass surface, our simulations 
predicted that this diffusion barrier affects the oxygen penetration at the 
aggregate base. We hypothesized that increasing the diffusive surface area of an 
aggregate would result in increased oxygen concentration throughout the 
aggregate. To test this hypothesis, we capitalized on our ability to customize 3D-
printed shapes and raised this larger aggregate on stilts, away from the 
coverglass. This process exposed the bottom surface of the aggregate to a fluid 
interface where additional oxygen diffusion occurs in place of the glass diffusion 
barrier (Fig. 4.6B, right panel). We found that GFP was not detectable within 
large aggregates lifted on stilts (Fig. 4.6AB, right panels), demonstrating that 
increasing the surface area to volume ratio of a population will increase the 
oxygen available in the environment.  
 
4.4 DISCUSSION 
Using custom-fabricated protein microtraps and a low-oxygen biosensor, we 
determined that a surface-associated P. aeruginosa aggregate of 55-pL 
possesses microaerophilic microenvironments near the surface. Because GFP is 
not immediately detected upon exposure to low oxygen (since gfp must be 
transcribed and translated to be detected), the precise time that oxygen levels 
decreased to ≤2% cannot be determined; thus it is likely that some aggregates 
smaller than 55-pL may possess microaerophilic regions. However, since the P. 
aeruginosa biosensor produces detectable GFP within one hour of exposure to 
≤2% oxygen, and the generation time of P. aeruginosa under these conditions is 
approximately one hour, the earliest oxygen limitation likely occurs is one hour 
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before the aggregate reaches a volume of 55-pL (i.e. 1/2 the size of the 55-pL 
trap or ~27-pL).  
 
This study also developed a model to predict oxygen levels within P. aeruginosa 
aggregates of different sizes and shapes. This model is an advancement of 
previous models that estimated the minimum aggregate size required to produce 
anoxic growth conditions in spherical aggregates. Although our simulations 
generally agreed with the empirical data, small discrepancies between predicted 
and observed microaerophilic regions were observed, which could be attributable 
to the parameter values chosen to represent our experimental conditions. For 
example, we assumed the concentration of oxygen in the growth medium was 
the maximum amount that can be dissolved in water, yet TSB contains high 
solute concentrations, and therefore likely possesses lower dissolved oxygen 
concentrations. Additionally the simulations assume that cells within the 
aggregate have uniform oxygen consumption rates and that the oxygen 
consumption rate does not depend oxygen availability. Regardless, these 
simulations should be valuable for making predictions about more complex 
spatially organized microbial populations. For instance, modeling could yield 
insight into physiological heterogeneity and multispecies interactions within 
polymicrobial populations, where growth under laboratory conditions is not 
achievable or environmentally representative.   
 
Beyond assessment of oxygen gradients in aggregates of distinct sizes and 
shapes, this work also demonstrated that P. aeruginosa continues to grow at 
normal rates when confined at extremely high cell densities (1012 cells mL-1) in 
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aggregates up to 55-pL in volume. These data indicate that while levels of 
oxygen and potentially other nutrients may decrease in such aggregates, growth 
of the population is not affected.  
 
Collectively, this study provides new information regarding the physiology and 
growth of P. aeruginosa aggregates of size often observed in nature. The 
approaches used in this study will be valuable for ascertaining the presence of 
other chemical gradients within bacterial aggregates including nutrient gradients 
aside from oxygen as well as environmental characteristics such as pH. 
Ultimately it will be important to combine this 3D printing technology with 
analytical techniques such as scanning electrochemical microscopy and imaging 
mass spectrometry to provide precise, real-time measurement of chemicals of 
interest within aggregates. 
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Chapter 5: Conclusions and future directions 
5.1 OVERVIEW OF DISSERTATION CONCLUSIONS 
5.1.1 The regulation of outer membrane vesicle production (1) 
Outer membrane blebbing and the production of vesicles have been observed in 
Gram-negative bacteria since the 1960s. OMVs contain proteins, small 
molecules, and DNA within or associated with a bilayered membrane composed 
of an outer leaflet of LPS and an inner leaflet of phospholipids; bacteria utilize 
these vesicles to deliver their cellular contents to both prokaryotic and eukaryotic 
cells. Despite their ubiquity in nature, the molecular details of OMV biogenesis 
have not been fully elucidated. In the first half of Chapter 1, I reviewed factors 
that affect OMV biogenesis, including the heterogeneous distribution of envelope 
components, changes in the OM outer leaflet structure, OM-peptidoglycan 
association, protein production, and stages of growth. Additionally, changes 
encountered in the environment can dramatically alter OMV production due to 
physical and nutritional fluctuations, and subsequent changes in gene 
expression. 
 
5.1.2 The role of PG-associated outer membrane proteins in OMV formation 
(235) 
Peptidoglycan-associated outer membrane proteins that tether the outer 
membrane to the underlying peptidoglycan have been shown to be critical for 
OMV formation in multiple Enterobacteriaceae. The first goal of my dissertation 
was to elucidate the molecular mechanism of OMV formation. In Chapter 2, I 
demonstrated that the peptidoglycan-associated outer membrane proteins OprF 
and OprI, but not OprL, impact production of OMVs by the opportunistic 
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pathogen P. aeruginosa. Interestingly, OprF does not appear to be important for 
tethering the outer membrane to peptidoglycan but instead impacts OMV 
formation through modulation of the levels of PQS, a quorum signal previously 
shown by our laboratory to be critical for OMV formation. Thus the mechanism by 
which OprF impacts OMV formation is distinct from other peptidoglycan-
associated outer membrane proteins including OprI.  
 
5.1.3 Utilizing technologies to explore the bacterial microenvironment (2)  
Microorganisms lead social lives, coordinated by chemical and physical 
interactions to establish complex communities. While mechanistic insights into 
these interactions have revealed remarkably intricate systems for coordinating 
microbial behaviors, very little is known about how these interactions proceed in 
the spatially organized communities found in nature. In the second half of 
Chapter 1, this dissertation reviewed the technologies available for spatially 
organizing small microbial communities and the analytical methods for 
characterizing the chemical environment surrounding these communities. The 
second main goal of this dissertation was to provide insights into the role that 
spatial organization has on microbial behaviors, as well as the development of 
chemical and physiological heterogeneity within microbial communities.   
 
5.1.4 Social behaviors within prokaryotic aggregates (171) 
While some natural environments contain large bacterial populations, many 
bacterial communities reside as small aggregates of cells. Only recently have 
technologies been available for studies involving densely packed, small-scale 
population sizes (≤105 cells), and many of these new techniques have produced 
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environments not conducive to cell growth, and/or cannot precisely control 
population size and mass transport. I began collaborating with Dr. Jason Shear’s 
laboratory at the University of Texas at Austin in 2007, and they are capable of 
producing picoliter-sized, porous chambers, capable of isolating 100 – 105 
bacterial cells, providing a unique toolset to study the social behaviors of 
incredibly small bacterial populations. In Chapter 3 I discuss a novel technology 
that we developed that confines a single bacterium within a three-dimensional 
picoliter-scale microcavity (referred to as a bacterial “lobster trap”) defined by 
walls that are permeable to nutrients, waste products, and other bioactive small 
molecules. Clonal populations within these traps were monitored in real time, and 
cells divide normally into extremely dense (1012 cells mL-1) communities, with 
final population sizes similar to that observed in naturally occurring bacterial 
clusters. With this technique we provided the first empirical evidence that 
demonstrates that QS is modulated not only by bacterial density but also by 
population size and flow rate of the surrounding medium. In addition, we 
demonstrated that as few as ~150 confined bacteria exhibit an antibiotic-resistant 
phenotype. Since anaerobic growth has been linked to antibiotic resistance, in 
Chapter 4 we expanded on our initial studies, and examined how population size 
and the spatial distribution of cells affect the oxygen limitation within a bacterial 
aggregate. 
 
5.1.5 Oxygen limitation occurs within a bacterial aggregate  
Before developing into large, complex communities, microbes initially cluster into 
aggregates, and it is unclear if chemical heterogeneity exists in these ubiquitous 
micrometer-scale aggregates. In Chapter 4 we chose to examine oxygen 
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availability within an aggregate, since oxygen concentration impacts a number of 
important bacterial processes, including metabolism, social behaviors, virulence, 
and antibiotic resistance. Using a gelatin-based three-dimensional (3D) printing 
strategy, we confined the bacterium Pseudomonas aeruginosa within a pL-sized 
3D ‘microtrap’ that is permeable to nutrients, waste products, and other bioactive 
small molecules. We show that as a single bacterium grows into an extremely 
dense (1012 cells mL-1) clonal population, a localized depletion of oxygen 
develops upon reaching a critical aggregate size of ~55-pL. Collectively, these 
data demonstrate that chemical and phenotypic heterogeneity exists on the 
micrometer scale within small aggregate populations (≤105 bacteria), suggesting 
that such heterogeneity frequently exists in many naturally occurring small 
populations.  
 
5.2 FINAL DISCUSSION AND FUTURE DIRECTIONSf 
Microbial ecosystems are complex, with mutualistic and antagonistic interactions 
occurring on the micrometer scale. While this concept is not new to 
microbiologists, recent novel technologies have provided a toolset for studying 
how these interactions impact bacterial behavior. However, there is still a need 
for higher resolution analytical techniques to probe bacterial microenvironments, 
as well as a means of studying microbial spatial structure in natural populations.  
 
                                                
f This chapter section was adapted from a portion of the following reference, and used with 
permission:  
 
2. Wessel AK, Hmelo L, Parsek MR, Whiteley M. Going local: technologies for exploring 
bacterial microenvironments. Nat Rev Microbiol. 2013;11(5):337-48. 
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Microbiology was largely founded on pure culture techniques that are limited in 
their usefulness for some of the questions now being asked in the field. Pure 
culture populations in nature are rare, and most natural microbial population 
dynamics are defined by polymicrobial interactions. For example, the existence 
of a sophisticated consortium of hundreds of species within the mouth indicates 
the presence of a communication network, as orderly colonization requires 
coordinated of group activity. The ecological balance of species within 
multispecies oral biofilms (plaque) affects oral health (336-339). Both commensal 
and pathogenic bacteria colonize the human oral cavity, developing multispecies 
communities through both mutualism and competition (340). 
 
Because the lobster traps and gelatin-based 3D printing techniques provide the 
ability to organize cell populations in user-defined 3D spatial arrangements, they 
provide a framework for studying how spatial orientation affects microbial 
behavior in polymicrobial communities (171). By using small communities within 
the traps, one future research direction could be to examine two previously 
characterized polymicrobial interactions on the micrometer scale: Streptococcus 
gordonii H2O2 production mediating Aggregatibacter actinomycetemcomitans 
(Aa) resistance to host innate immunity (341), and S. gordonii protease 
production inhibiting bacteriocin expression in Streptococcus mutans (342). In 
Aa, peroxide induces expression of the gene apiA, a protein involved in evasion 
from the host immune system. To probe for the S. gordonii-Aa interaction we 
could monitor the expression of apiA using a GFP transcriptional reporter strain. 
Bacteriocin production in S. mutans is regulated by QS: Competence Stimulating 
Peptide (CSP), a QS signal, activates expression of bacteriocin genes nlmAB 
 161 
and smbAB in S. mutans (342-344). These bacteriocins are inhibitory to S. 
gordonii growth. Interestingly, S. gordonii produces a protease that degrades 
CSP, thereby decreasing the levels of active S. mutans QS molecules (342-344). 
To monitor the QS-regulated production of bacteriocin during co-culture in 
gelatin-based traps, we could use nlmAB and smbAB GFP transcriptional 
reporter strains, and concurrently could monitor S. gordonii viability. To monitor 
whether S. gordonii inhibits QS in S. mutans, we could use both S. gordonii 
wildtype or protease mutants, grown alongside S. mutans QS-reporter strains. 
These experiments could provide insight into whether these polymicrobial 
interactions take place within naturally occurring, small polymicrobial 
communities. 
 
In Chapter 4 we demonstrated that where cells are spatially organized within a 
biofilm can dramatically affect their physiology (345). Additionally, polymicrobial 
interactions of multispecies communities can drastically affect community 
dynamics (339, 340, 345, 346), and the spatial orientation between species most 
likely plays a role in the efficiency of interactions. A broad future research goal 
that builds off of the results discussed in this dissertation could be to examine 
how the spatial arrangement of cells impacts polymicrobial interactions in low-
cell-number, high-density populations. Research in this area is on going in our 
laboratory, and has already lead to important contributions in understanding 
polymicrobial interactions (315). For future studies, I hypothesize that cell-cell 




The field of microbiology is beginning to better appreciate the important 
implications of heterogeneity and spatial structure in microbial populations that 
were traditionally thought to be uniform. For example, the presence of 
aggregates in planktonic cultures, and persister sub-populations in pure culture 
communities reveal that bacteria are hard-wired to ensure the propagation of 
heterogeneity in successive generations.  
 
As microbiologists continue to utilize inter-disciplinary collaborations, the 
integration of ecological and evolutionary principles with the technologies 
described in Chapter 1 will likely provide a more comprehensive understanding of 
microbial community dynamics. This dissertation has provided evidence that 
collaborative, interdisciplinary research with chemical engineers, 
mathematicians, physicists, and chemists are incredibly valuable to biologists, as 





1. Microcolony – A small aggregate of bacteria. While the number of cells 
within an aggregate is not defined, in this review this term refers to 
aggregates of less than 100 cells.  
2. Microenvironments – A small, defined region of the environment. In 
microbial communities, this term refers to the area immediately surrounding a 
single cell or small group of cells and it is generally distinct from its environs 
on the basis of characteristics such as nutrient availability and mass transfer.  
3. Microfluidic devices – A device relying on micron-scale features to move, 
mix and trap fluids. 
4. Flow cells – 50–250 µL channels bored out of polycarbonate, mounted to a 
glass coverslip, and used for cultivating large numbers of cells (106-108) 
under continuous flow conditions (174, 347); combined with microscopy 
techniques, they enable non-invasive, real-time observations of biofilms in 
three dimensions (174). Some flow cells can establish reproducible, two-
dimensional environmental gradients (348). 
5. Polydimethylsiloxane (PDMS) – An optically clear silicone-based organic 
polymer with elastic properties. Topographically patterned PDMS can be used 
to isolate individual cells or sealed against flat surfaces in order to create 
microfluidic systems with diverse applications.  PDMS is a particularly popular 
material in microbiological devices because it is biocompatible, non-reactive, 
transparent, gas permeable and inexpensive (159, 183).   
6. Soft lithography – A set of techniques (159) used to pattern soft materials, 
such as PDMS, with topographical features on the order of µm to nm. 
7. Videomicroscopy – A technique that relies on a charge-coupled device 
(CCD) camera paired with a light microscope. The CCD camera records a 
series of high-speed images (10-30 frames per second) that can be played 
back in the form of a movie. 
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8. Confocal scanning laser microscopy (CLSM) – A technique that enables 
the acquisition of emitted light at specific x, y, and z coordinates. Emitted light 
is detected by a photomultiplier tube (PMT) or other detector, which then 
sends electronic data to a computer. Using this technique a 3D image can be 
acquired. For acquisition of images, all of the methods described above 
require an attached camera, or a computer that detects electric signals 
generated by PMTs. 
9. Nutrient patches – Microscale, ephemeral nutrient point sources that can 
contain biologically labile organic compounds at concentrations two to three 
orders of magnitude higher than the surrounding bulk environment.  
10. Nutrient plumes - Microscale patch of elevated nutrients, which often forms 
in the wake of a sinking point source of nutrients (for example, sinking detritus 
or fecal pellets) in an aqueous environment.   
11. Cloud condensation nuclei - Sub-micron scale particles (aerosols) around 
which cloud droplets condense from water vapor in the atmosphere. 
12. Chemostat – A continuous culture technique in which microorganisms are 
grown in a bioreactor to which fresh medium is continuously added while 
simultaneously removing equal volumes of culture liquid to maintain a 
constant culture volume. By changing the rate with which medium is added to 
the bioreactor, growth rate is easily controlled. 
13. Bacterial persistence - A phenomenon in which a small number of 
phenotypic variants within an isogenic population display tolerance to 
antibiotic treatment yet produce antibiotic-sensitive progeny. 
14. Hydrogel – A hydrophilic network of biocompatible cross-linked polymers that 
can be used to create environments with defined mass transfer properties.  
15. Optical trapping – A technique that uses a tightly focused laser beam to 
manipulate the physical location of individual cells. Cells (and other nm- to 
µm-sized dielectric particles) are attracted along an electric field gradient 
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towards the location of the strongest electric field, which is at the center of the 
narrowest point of the focused beam. 
16. Quorum sensing (QS) - An intercellular communication system that 
coordinates microbial group behaviour via the production and sensing of 
small signaling molecules.  
17. Multiphoton lithography (MPL) – In protein MPL, a highly focused laser 
beam initiates a near simultaneous absorption of multiple photons at a single 
focal point (<1 µm voxel), forming crosslinks between photo-oxidizable side 
chain residues of protein molecules. The laser beam is raster scanned and 
sequentially focused deeper into a protein solution, enabling the fabrication of 
3D structures with sub-micron feature sizes. The photo-cross-linked protein 
structure can have a mechanical stiffness similar to PDMS. 
18. Ultramicroelectrode (UME) – An extremely small electrode that can be used 
to quantify changes in current. UME tips have a radius ranging from ~10 nm 
to 25 µm, depending on the tip material. 
19. Feedback approach curve – A process used in SECM to determine the 
location of an animate or inanimate surface. The curve is a plot of current 
detected by the UME as a function of distance above a given substrate. 
Plotting these variables enables investigators to calculate both the positional 
location and concentration of a given redox active small molecule. 
20. Electrocline – A gradient of redox potential. 
21. Desorption electrospray ionization (DESI) - An ionization technique that 
uses a stream of high-pressure, charged solvent to desorb molecules from a 
solid sample. 
22. Syntrophic metabolism - Pairing of multiple species to catabolize a 
substrate that, on their own, could not be catabolized.  
23. Matrix assisted laser desorption/ionization (MALDI) - A soft ionization 
technique appropriate for the ionization of fragile biomolecules and large 
organic molecules prior to introduction into a mass spectrometer. MALDI 
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produces molecular ions (providing the molecular weight of the ion precursor) 
in a range between 300 to ~5,000 Daltons, although it can be used to analyze 
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