A computationally efficient procedure was developed for the fitting of a locally stationary autoregressive model. The amount of computations is bounded by a function of the data length and the model order only and does not depend on the number of possible arrival times. This facilitates automatic determination of arrival time by an on-line system. The on-line system FUNIMAR (fast univariate case of minimum AIC method of AR model fitting) was developed to implement the procedure.
Introduction
In recent years, the automatic processing of seismic signals for the detection of seismic activity has become realistic due to the establishment of a well-equipped nation-wide seismological network (HAMAGUCHI and SuzuKi, 1979) .
In earthquake prediction it is necessary to rapidly distinguish a foreshock sequence from background seismicity of a region which is faciliated by rapid location of earthquakes and by processing large quantities of data.
Needless to say, the seismic signals observed by seismometers are contaminated by various kinds of signals, such as microtremors, microseisms, and artificial vibrations. These observed data sets have been traditionally handled by empirical methods based on the expertise of the human operator to single out real seismic signals from the various noises, For the automatic processing of seismic signals, it thus becomes necessary to develop a method that can automatically detect seismic wave from noisy data. Some attempts have been made based on the autoregressive (AR) modeling of the observed seismic signals (TJOSTHEIM, 1975; SHIRAI and TOKUHIRO, 1979; HAMAGUCHI and SUZUKI, 1979; YOKOTA et al., 1981; HAMAGUCHI and MORITA, 1980; MORITA and HAMAGUCHI, 1981; MAEDA, 1985 MAEDA, , 1986 HASEGAWA et al., 1986 ). An AR model is very useful for the analysis of a stationary time series. However, from the statistical point of view, the main feature of the signals observed by seismometers is the non-stationary aspect. Although seismic waves are non-stationary, it might be reasonable to consider that it can be approximated by an AR model on each properly divided time interval (OZAI and TONG, 1975; KITAGAWA and AKAIKE, 1978) . The use of the locally stationary AR model was thus considered desirable and it was shown that it is actually useful for detection of arrival of Pwaves in the noisy data (YOKOTA et al., 1981) . A significant merit of the time series method is that we can automatically determine the arrival time of the P-waves by Label in upper left-hand corner to seismic records is named after station, component, and number of foreshock.
just looking for the time point that attains the minimum value of the AIC (Akaike Information Criterion) of a locally stationary AR model, namely by finding the model that best fits to the observed data (OZAKI and TONG, 1975; KITAGAWA and AKAIKE, 1978) . The CPU time of this method depends on the number of data (data length) and on the order of the AR model. The objective of this paper is to develop a computationally efficient algorithm for the fitting of the locally stationary AR model so that it can be applied to the online processing of seismic wave. The procedure is particularly useful for the automatic determination of the arrival time of P-and S-waves. We applied the procedure to some microearthquakes which occurred off Urakawa, Hokkaido, Japan (Fig. 1 ). At present, this procedure is used in the on-line .system of the Research Center for Earthquake Prediction (RCEP) of Hokkaido University (Suzu u et al., 1986) .
Estimation of Arrival Time by a Locally Stationary AR Model: A Review
In this section, we will review the use of a time series model for the estimation of arrival time of a seismic wave. The seismometers are under the influence of various kinds of noises such as traffic noise, electronic hum noise, and heavy microtremor. As a result, the observed seismogram shows a random behavior, which is not in general a white noise sequence. This sometimes makes the determination of the arrival time difficult. However, it will be reasonable to assume that the spectral characteristics before and after the arrival of the earthquake are quite different. From the viewpoint of time series modeling, this means that the models for time series before and after the arrival of an earthquake are quite different. Since the spectrum of the time series can be well expressed by an appropriate AR model, it will be also reasonable to use an AR model for each time series. A locally stationary AR model is thus used. In the general definition of a locally stationary AR model (OZAKI and TONG, 1975; KITAGAWA and AKAIKE, 1978) , the time interval is divided into k subintervals. However, for the estimation of the arrival time, it seems sufficient to use the following simple model for which the time interval is divided into two parts (YoxoTA et al., 1981) .
We assume that we have a time series {xn; n=1, • • , N}. This series can be divided into two subseries and each of them can be expressed by an AR model:
where En is a Gaussian white noise with mean zero and variance Q2; a;n is the' autoregressive coefficient, and M(i) is the order of the i-th model. It should be noted that p2 corresponds to the unknown arrival time. The above two AR models, a background motion model, and an earthquake model constitute our locally stationary AR model for the estimation of P-wave arrival time.
Ignoring the initial distribution, the approximate likelihood of the locally stationary AR model is given by (2) where qo=M(l), q1=P2-1, q2=N, P1=M(1)+ 1, NI=qi-qi_1. Thus by denoting _ (a i , • , a 111(1)), the approximate log likelihood is given by
For arbitrarily given aim's, the maximum of the log likelihood l is attained at (4) Therefore, by substituting Eqs. (4) into (3), the log likelihood function for the estimation of am is reduced to the following form: 
In the following argument, it is indispensable to use one and the some data set.
We will thus set q0= maxM(1) instead of M (1) 
we can get the power spectra of background noise and seismic wave (KITAGAWA and TAKANAMI, 1985) . Here f is frequency. 
The application of the Householder transformation to the matrix X0 yields the following upper triangular matrix R0: (16) where n is the number of rows of the matrix X1 and depends on the assumed arrival time. Therefore the total amount of multiplication (and addition) for the comparison of all possible locally stationary AR models by the ordinary method (12) is roughly of the order of (17) On the other hand, for the Householder transformation Eq. (13) Therefore, by the present procedure, the amount of computation for Householder transformation is reduced to about 1/400th of the original procedure. The Fortran program FUNIMAR is developed to implement this procedure. The actual CPU time for FUNIMAR is approximately one tenth of that required by the unmodified procedure, as shown in Fig. 2 .
Application of the Procedure to the Real Seismograms
The procedure developed in the previous section has been applied to the seismograms observed at the stations of RCEP. In the recording system, ground velocity signal from the geophone at each station is first digitized by an 8 bit nonlinear AD converter at the rate of 92.3 samples/s (2,400 bps/26 bit); waves with frequency above 30 Hz were eliminated by an anti-aliasing filter (Butterworth filter of order 6), and transformed to pulse code modulation (PCM) data. These PCM data were transmitted to the central recording station of Hokkaido University (e.g., MAEDA, 1978) and recorded on a magnetic tape by a high-density data recorder (HDDR of Yamatake-Honeywell Co.) which drives continuously for two days. Table I . Source parameters of the events used in the present study. For the illustration of the new procedure, we used seismograms of four foreshocks of the 1982 off-Urakawa Earthquake of M7.1 (SAKAI, 1983) recorded at six stations in the Hidaka region and that of an aftershock recorded at the station near Esan. In particular, much attention was paid to noisy seismograms, which are contaminated with several kinds of noises, such as sudden traffic noise, electronic hum, or relatively stronger microseisms (see Fig. 1 ). Table 1 summarizes the information about the earthquakes used in the present study. The magnitudes of these earthquakes were about 2.0. Locations of the epicenters and the seismic stations are shown in Fig. 3 . They are located very close to the main shock.
We also checked the feasibility of estimating the arrival time of S-wave. Usually the first portion of the S-wave train is superimposed on the strong coda wave induced by the P-wave. Thus it is not easy to visually determine the onset time of the S-wave. The seismogram recorded at Esan (ESH) is used to examine whether the current procedure can pick out the correct onset time of the S-wave disturbed by such P-coda waves. 
The wave buried in traffic noise recorded at Misono station
The distances from the epicenters to the nearest station, Misono (MSN), are about 30 km. The station MSN is located near a road and is occasionally subject to traffic noises (See MSU3F Event 3 of Fig. 1) . We first applied the band-pass filter of 0.08-7.0 Hz to enhance seismic signals (Fig. 4) . Although the traffic noises are suppressed considerably by this filter, the onset times of P-waves in any of the three components are still ambiguous. We applied the present procedure to the unfiltered data recorded by the up-down component seismograph. AICn and the seismogram are shown in Fig. 5 . AICn indicates the badness of the fit of the locally stationary AR model which assumes that the P-waves arrive at n0+np-th time point. The arrow on this record indicates the arrival time determined by the AIC criterion. In this case the AIC has a clear minimum. It indicates that we can get a good estimate of P-wave onset time. An implication of this result is that at least in this case, the AR model of the seismic signal is considerably different from that of the traffic noise. It should be noted that the procedure can determine the onset time of seismic arrival without prior noise reduction filter. 4.2 The seismogram superimposed on the strong microtremor noises recorded at Erimo station The station Erimo (ERM) is located at a distance of 0.5 km from the shoreline of the Pacific and has epicentral distance of about 50 km from the locations of the foreshocks. The ratios of seismic signal to the background noise are about 0.5 or less. Besides the geometrical spreading, they are strongly affected by attenuation in the crustal structure along the ray paths (e.g., TAKANAMI, 1982) . In the ordinary routine work, it is very hard to identify the onset times of such weak P-waves recorded on the paper chart. The AIC values together with the original up-down component seismogram of the event No. 3 are shown in Fig. 6 . The arrow indicates the estimated onset time of P-wave, i.e., the time that corresponds to the minimum of AIC. The trace of time versus AIC shows a sharp wedge in the neighborhood of the minimum of AIC. This indicates that if the noise is the microtremor type we may get a good estimate of onset time of P-wave even though the signal-to-noise ratio is as low as 0.5 or less. 
The weak seismograms recorded at Hidaka station
The station Hidaka (HIC) is located at a distance of 85 km from the epicenters of the foreshocks and is located far-off from towns and roads. The amplitudes of the seismograms recorded at station HIC are very weak and almost equal to one LSB (least significant bit) of the digital data and are comparable to those of the background noises due to traffic, machinery, or oceanic sources. The typical seismograms and the corresponding AIC are shown in Fig. 7 .
The behavior of AIC is not so monotonous as that of previous examples. Two local minima of AIC are found at 18.18 and 19.40 s as candidates of the P-arrival time; the arrow on the seismogram corresponds to the smallest one.
4.4 The seismograms with strong hum noise recorded at Kamikineusu station The station Kamikineusu (KMU) is located at a distance of about 25 km from the epicenters of the foreshocks. On this occasion, the seismograms obtained at station KMU were contaminated by a strong electronic noise, a hum with a frequency of 50 Hz, which remains even after the application of the Butterworth low pass filters of order 6. As shown in Fig. 8 the seismic signals of the small foreshocks are unclear due to the presence of hum, and it is hard to determine the onset times of P-waves. The arrow in the figure indicates the estimate of the arrival time determined by the minimum AIC procedure. Considering the information from other stations, it was confirmed that the position of the arrow actually indicates the onset time of the first P-arrival. This example is a corroboration that the present procedure works even when strong hum noise is present.
Availability for the estimation of the onset time of S-wave
The S-waves of local earthquakes, whose S-P times are not so large, are contaminated by the P-wave trains. However, it is expected that P-and S-waves have different spectra and thus the locally stationary AR model can distinguish these two waves. Figure 9 represents the seismogram recorded at the station ESH. This station is located west-south-west of the epicenter. The event used here is one of the aftershocks of the off-Urakawa earthquake and occurred on December 12, 1982. Figure 9 represents the two local minima of the AIC. The first local minimum of the AIC corresponds to the onset time of P-wave determined by the AR model of 
Discussion and Conclusion
In the present study, we show a new, efficient, and numerically stable method for the fitting of a locally stationary AR model which is suited to on-line processing. In our method, we used a Householder transformation for the least squares computation. The proposed method was applied to the typical up-down component records of microearthquakes. It was shown that the proposed procedure can reasonably identify the arrival time of seismic wave even when it was contaminated by various kinds of noises such as traffic noise, hum, and when the signal-to-noise ratio is very small (Fig. 10) . If the amplitude of seismic signal is greater than the level of LSB, the present procedure can reasonably determine the onset time of the P-arrival. Even for the case when we have difficulty in determining the onset time of seismic arrival, it could possibly be alleviated by the use of a multi-channel version of the present procedure. Further, by the proper modification of orthogonal transformation, CPU time is significantly reduced. Namely, O(Nk2l) operations are reduced to only O(Nk2), where N, 1, and k are the length of the data set, the number of models checked, and the upper limit of the order of the AR model, respectively. By the implementation of the modified procedure for the AR model fitting, it is suggested that the computing times are reduced to about one tenth of the time required by the unmodified one and the AR model with order 5 will be sufficient to determine the onset time of the seismic phase from the background noise without decreasing accuracies. In addition, the onset times of S-waves, which are mixed with the scattered coda waves induced by P-wave, can also be successfully determined by the current method. MORITA and HAMAGUCHI (1984) discussed a mathematical aspect for the confidence interval of the onset time estimate. They concluded that the 90% confidence interval times were estimated to be 0.2 and 0.8 s for P and S onsets when the signal-to-noise ratios were about 10 dB. Judging from the present study, the confidence interval of the onset time depends not only on such ratio but also the difference between AR models, i.e., the spectral content of seismic signal and that of background noise.
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Review of Least Squares Estimation by Householder Transformation
Using the matrix X and the vectors y, a, and e defined as 
