Under certain statistical assumptions of noise (e.g., zeromean noise), recent self-supervised approaches for denoising have been introduced to learn network parameters without ground-truth clean images, and these methods can restore an image by exploiting information available from the given input (i.e., internal statistics) at test time. However, self-supervised methods are not yet properly combined with conventional supervised denoising methods which train the denoising networks with a large number of external training images. Thus, we propose a new denoising approach that can greatly outperform the state-of-the-art supervised denoising methods by adapting (fine-tuning) their network parameters to the given specific input through self-supervision without changing the fully original network architectures. We demonstrate that the proposed method can be easily employed with state-of-the-art denoising networks without additional parameters, and achieve state-of-the-art performance on numerous denoising benchmark datasets.
Introduction
When a scene is captured by an imaging device, a desired clean image X is corrupted by noise n. We usually assume that the noise n is an Additive White Gaussian Noise (AWGN), and the observed noisy image Y can be expressed as Y = X+n. In particular, noise n increases in environments with high ISO, short exposure times, and low-light conditions. Image denoising is a task that restores the clean image X by removing noise n from the noisy input Y, and is a highly ill-posed problem. Thus, substantial literature concerning denoising problem has been introduced [16, 27, 8, 24, 10, 13, 25, 6] .
Recent deep learning technologies have been used not only to obtain an image prior model via discriminative learning but also to design feed-forward denoising arXiv:2003.04721v1 [cs.CV] 9 Mar 2020 networks that directly produce denoised clean outputs. These methods train networks for denoising in a supervised manner by using pairs of input images and ground-truth clean images (noise-to-truth), and have shown satisfactory results. However, supervised methods are limited in performance when the noise distribution of the test image is considerably different from the distribution of noise in the training dataset, i.e., when domain misalignment occurs. To overcome these issues, researchers have proposed self-supervised training methods recently, such as noise-to-noise [21] , noise-to-void [19] , and noise-to-self [5] , which allow to train the denoising networks without using the ground-truth clean images. These methods are based on statistical assumptions, such as zero-mean noise (i.e., E(n) = 0), and specialized for dealing with unknown noise whose distribution is not common. However, self-supervised approaches have limitations in removing noise with known distribution (e.g., Gaussian noise) and do not show satisfactory results over supervision-based denoising methods.
In this study, we aim to remove noise from known distribution (e.g., Gaussian noise), and improve the performance of existing supervision-based networks through a method that updates the network parameters adaptively using the information available from the given noisy input image at test-time. First, we start with a fully pre-trained network in a supervised manner to fully explore the large external database. Then, the network is fine-tuned using our proposed loss function which can overcome the limitations of conventional self-supervised methods (i.e., noise-to-void [19] , noise-to-self [5] ) during the inference phase. Based on theoretical basis, we can efficiently improve the denoising performance by exploiting the self-similarity present in the input image. Self-similarity is a property that a large number of corresponding patches are existing within a single image (patch-recurrence), and it has been employed in numerous superresolution tasks to enhance the restoration quality [15, 28, 18] .
We experimentally show that the adaptation via self-supervision during the inference stage can consistently increase denoising performance regardless of test dataset and the deep learning architectures if they are fully convolutional networks (FCNs). Overall, our method obtains generalization based on supervised methods by using the large external training data while breaking the limit of previously achieved performance through adoption of the self-supervised approaches.
In this study, we present a new and efficient fine-tuning method which allows to train the denoising networks by supervision and self-supervision. The contributions of this paper are summarized as follows:
-We present a new learning algorithm, which allows to utilize the internal statistics of a natural image (i.e., self-similarity, patch-recurrence) very efficiently. -Our proposed algorithm can be easily applied to many conventional denoising networks without modifying the network architectures. -We demonstrate conventional supervised denoising networks can be finetuned by self-supervised learning techniques for a given specific test input and improve performance by a large margin in removing noise with known distribution (e.g., Gaussian).
Related Work
In this section, we review numerous denoising methods with and without the use of ground-truth clean images for training. Image denoising is an actively studied area in image processing, and various denoising methods have been introduced, such as self-similarity-based methods [7, 9, 14] , sparse-representation-based methods [26, 11] , and external database exploiting methods [4, 3, 23, 30] . With the recent development of deep learning technologies, the denoising technique has been also improved, and remarkable progress has been achieved in this field. Specifically, after Xie et al. [29] adopted deep neural networks for denoising and inpainting tasks, numerous follow-up studies have been proposed [31, 32, 33, 35, 20, 22, 34, 17, 2] .
Based on deep convolutional neural network (CNN), Zhang et al. [31] proposed a deep network to learn a residual image with a skip connection between the input and output of the network, and accelerated training speed and enhanced denoising performance. Zhang et al. [32] also proposed IRCNN to train a Gaussian denoiser and this network can be combined with conventional modelbased optimization methods to solve various image restoration problems such as denoising, super-resolution, and deblurring. Furthermore, Zhang et al. [33] proposed a fast and efficient denoising network FFDNet, which takes cropped sub-images and a noise level map as inputs. In addition to being fast, FFD-Net can handle locally varying and a wide range of noise levels. Zhang et al. [35] introduced a very deep residual dense network (RDN) which is composed of multiple residual dense blocks. RDN achieves superior performance by exploiting all the hierarchical local and global features through densely connected convolutional layers and dense feature fusion. To incorporate long-range dependencies among pixels, Zhang et al. [34] proposed a residual non-local attention network (RNAN), which consists of a trunk and (non-) local mask branches. In [22] , the non-local block was used with a recurrent mechanism to increase the receptive field of the denoising network. Recently, CBDNet [17] and RIDNet [2] were introduced to handle noise in real photographs where the noise level is unknown (blind denoising). CBDNet is a two-step approach that combines noise estimation and non-blind denoising tasks, whereas RIDNet is a single-stage method that employs feature attention.
After deep CNN was adopted to increase denoising performance, various research directions, such as residual learning for constructing deeper networks, non-local or hierarchical features for enlarging the receptive fields, and noise level estimation for real photographs, have been considered. However, such works remain limited to the cases in which networks are supervised by true clean images (noise-to-truth). Recently, several self-supervision-based studies have been conducted to leverage only noisy images for network training without true clean images, which is crucial to handle noise with unknown distribution. Lehtinen et al. [21] demonstrated that a denoising network can be trained without clean images. The network was trained with pairs of noisy patches (noise-to-noise) based on statistical reasoning that the expectation of randomly corrupted signal is close to the clean target data. Furthermore, to avoid constructing pairs of noisy images, Krull et al. [19] proposed a noise-to-void method and introduced a blind-spot network. Specifically, only the center pixel of the input patch was considered in the loss function, and the network was trained to predict its center pixel without any true clean dataset. Similarly, Baston and Royer [5] introduced a noise-to-self method for training the network without knowing the ground-truth data.
However, these self-supervision-based methods cannot outperform supervised methods where the distribution of the input is identical to training sample distribution. In this work, we focus on dealing with noise with known distribution (e.g., Gaussian), and enhance the denoising quality by adapting the parameter of the network trained in a supervised manner. Specifically, we use the supervised approach (i.e., noise-to-truth) during the training phase to achieve state-of-theart performance by generalization, and use a proposed self-supervision-based learning algorithm on the test input image during the inference stage to further improve the denoising performance by parameter adaptation. In the end, our supervised network can be adapted to a specific input image during the inference phase based on the self-supervision with only few gradient update steps.
The proposed method can achieve state-of-the-art performance by not only exploring the large external datasets, but also exploiting internal information available from the given input image, such as self-similarity as in [5, 19, 28 ].
Supervision vs. Self-supervision for Image Denoising
Natural images have patches that are redundant (i.e., self-similarity) within the images [15, 18, 28] , and we can remove zero-mean random noise n in the given input image by using these similar, but differently corrupted patches [36] . However, conventional supervised denoising networks trained using a large external dataset cannot exploit patch-recurrence in the given input image due to the limited capacity of the network architectures (e.g., receptive field), and thus, the performance is limited.
To alleviate this problem, recent denoising networks employ non-local operation modules to exploit self-similarity [20, 22] . Nevertheless, they are still limited and restrict search range of the non-local operation module due to network size and inference speed. That is, current supervised methods cannot fully utilize recurring patches which are far away from each other (e.g., more than several hundred pixels away) within a single image.
Noise-to-void and noise-to-self training
Recent self-supervision-based single image denoising methods (i.e., noise-to-void [19] , noise-to-self [5] ) which attempt to train the networks without using the ground-truth images can effectively exploit self-similarity by minimizing specially designed loss functions at test-time. These self-supervision-based methods can efficiently remove unknown noise (i.e., corrupted by unknown distribution) by utilizing similar patches in the given test image, whereas conventional supervised methods cannot handle this unexpected noise. Specifically, the dedicated loss function in [19, 5] , which takes two noisy patches as input is given by,
where a function f denotes a fully convolutional neural network (FCN), and the parameter of the FCN is θ. Input noisy patch centered at a pixel location i is given as y i . In particular, a blind-spot function B removes color value of the center pixel of a patch y i , and fills that pixel with one of color values from neighboring pixels (refer to [19] for details). In this formulation, specially designed function B plays a key role not to learn an identity mapping but to learn denoising ability by optimizing (1). Under two assumptions that the ground-truth center pixel value and the expectation of the copied neighboring pixel value are equal, and the given M patches {y 1 , ..., y M } are well aligned (i.e., M corresponding patches), we can learn an optimal parameter θ # by optimizing the loss function in (1). The learned network f # θ will predict a latent patch which is an averaged version of the corresponding input patches 1 M M m=1 y m , and the noise variance becomes 1 M σ 2 where σ denotes the standard deviation of the noise n in the input patches. However, due to the blind-spot function B, training the network is difficult and tricky. Moreover, it takes much time because the training process requires large patch but to calculate the gradients for only a single output pixel (i.e., center pixel). pre-trained [31] fine-tuned by noise-to-void [19] fine-tuned by ours Although self-supervision-based methods can deal with unknown noise, it is not easy to outperform the conventional supervision-based methods when the noisy input image is corrupted by learned and known noise distribution. For example, in the work of Ehret et al. [12] , proposed self-supervised video denoising network is fined-tuned from a fully pre-trained model with Gaussian noise which can remove unknown noise very effectively. However, this fine-tuned model cannot surpass its pre-trained initial network (baseline) when the input is corrupted by Gaussian noise as reported in [12] . Similarly, in Table 1 , we compare the performance of noise-to-void method [19] before and after fine-tuning with self-supervision. A fully pre-trained Gaussian denoiser (DnCNN [31] ) is used as initial network (baseline) of the method, and then fined-tuned according to steps in [19] . Unfortunately, we can see performance drop (≈ 0.1dB) of self-supervised approach [31] after fine-tuning when the test image is corrupted by Gaussian noise.
Therefore, unlike previous self-supervision-based methods which attempt to handle unknown noise, we aim to remove noise from known distribution (e.g., Gaussian noise) based on self-supervision while overcoming their limitations in this study as shown in Table 1 .
Restoration from restored image
In this section, we present a novel denoiser that improves restoration performance by deriving the benefits of a large external training dataset, and self-similarity from an input test image. Such benefits are derived by integrating both supervised and self-supervised methods.
Restore-from-restored
To solve the problem of self-supervised learning methods in removing noise from pre-trained distribution, we introduce a self-supervision-based fine-tuning algorithm, which is easy to train, and more, outperforms the pre-trained model and shows state-of-the-art denoising performance after fine-tuning.
The key idea of the proposed method is using pairs of rendered images for training rather than using pairs of noisy patches as used in the loss function (1). The proposed loss function to fine-tune the fully pre-trained network parameter θ 0 is given by,
where N denotes the number of train dataset for fine-tuning and n j is a random zero-mean Gaussian noise whose standard deviation is σ.
Note that, unlike previous patch-based loss function in (1), the proposed loss function takes images Y as input and does not use the troublesome blind-spot function B. Furthermore, as our training set is composed of initially restored frame f θ0 (Y) and its noisy version, we can easily generate pairs of training images as many as possible from a given test image. Therefore, we can train the network without using the ground-truth image (i.e., self-supervision method) but using the pseudo clean target f θ0 (Y), and minimize the proposed loss function more easily than noise-to-void/noise-to-self training algorithm since it can be trained in image-by-image manner. As the proposed model can be trained from restored image and its noisy version, the proposed training algorithm is dubbed "restorefrom-restoration".
By optimizing the proposed loss function in (2), we can fine-tune and estimate an optimal network parameter θ * which minimizes the distance between f θ (f θ0 (Y) + n) and f θ0 (Y). The optimal parameter θ * can yield a latent image f θ * (Y), which is 1 N N j=1 (f θ0 (Y) + n j ). If residual noise in the initially restored image f θ0 (Y) is also an independent and identically distributed (i.i.d) zero-mean random noise, noise variance in the latent image f θ * (Y) becomes σ 2 θ0 + 1 N σ 2 where σ θ0 denotes the standard deviation of the remaining noise in the image f θ0 (Y). When N approaches to infinity (recall that it's easy to generate large number of training samples), it is natural that the expectation of the latent image f θ * (Y) becomes f θ0 (Y) and its noise variance comes to σ θ0 . The final latent frame f θ * (Y) is the initially restored image itself, and nothing changes. However, the result can be changed when corresponding patches exist within the given specific image. Let's assume that there are M corresponding patches {y 1 , ..., y M } in the given image Y, and N → ∞. Then, the expectation of the latent patch (not image) by the parameter θ * becomes 1 M N j=1 f θ0 (y j ) and the noise variance is reduced to 1 M σ θ0 . In general, as the residual noise level in the initially restored image is very small (i.e., σ θ0 ≈ 0), the noise in the latent patch from parameter θ * becomes negligible when M is large. Therefore, when we restore the input image Y using the proposed loss function, we can expect non-uniform and spatially varying restoration quality. For example, regions where repetitive patterns exist can be restored better by fine-tuned parameter θ * than the region restored by initial parameter θ 0 . On the other hand, a region where repetitive patterns does not exist will show similar restoration results by θ * and θ 0 . That is, rich patch-recurrence and self-similarity in the given image can lead our fine-tuning process to success.
In addition to this conclusion, there are something more to present in this work. First, when we use an FCN as the initial baseline model f θ0 , we don't need to explicitly find corresponding patches within the input image for alignment due to the translation-invariant nature of the FCN. Thus, we can still train and fine-tune the network using the full-size images to use self-similarity, and the FCN utilizes the corresponding patches from the given input image directly without any patch alignment step, which is a big advantage over previous selfsupervised works [5, 19] . Second, our training algorithm does not need to modify the architecture of the pre-trained model which allows us to use publicly available fully trained networks as baseline which can greatly reduce our burden for pretraining. Finally, if the residual noise in the latent frame is a zero-mean random noise, we can use L1 or L0 losses depending on the noise property of the input as introduced in [21, 12, 19, 5] .
To sum up, we present a new denoising network that can integrate the stateof-the-art supervised and self-supervised methods into a single combined net-work, and allow to utilize the power of deep learning with a large external database and internal statistics of the input test image. In Table 2 , we summarize differences between our restore-from-restored algorithm and noise-to-void (or noise-to-self) algorithms.
Self-supervised method E[y] (N → ∞) Var[y]
Training difficulty Unknown noise handling Noise-to-void [19] Noise-to-self [ 
Low (image-wise) X Table 2 . Statistics of a latent patch y with the existence of M corresponding patches {y 1 , ..., y M }. Note that, as σ θ 0 << σ, the noise level of the latent patch by our method is much lower than the results by noise-to-void [19] and noise-to-noise [5] . Moreover, proposed method also has another advantage in the easiness of training, but cannot handle unknown noise. Note that, if M=1, then ours can yield result similar to the results by the pre-trained model. 
Overall flow
Overall sketch of the proposed restore-from-restored algorithm is given in Algorithm. 1.
First, we remove the noise from the given input image using initial network parameter θ 0 , Second, we collect a single train dataset with a pair of images which consist of an initial network output f θ0 (Y) and its corrupted version with random noise. Next, using the training set, we fine-tune the network parameter. For training, we can use conventional optimization methods such as SGD and Adam for parameter update. We repeat this iterative optimization procedures several times (=N ), and render the final clean latent image f θ * (Y).
Experiments

Implementation details
In our experiments, we evaluate the proposed training algorithm based on different state-of-the-art denoising networks such as DnCNN [31] , RIDNet [2] , and RDN [35] .
We first pre-train these denoisers with Gaussian random noise (σ is randomly selected from [0, 50]) on DIV2K training set with an NVIDIA 2080Ti graphic processing unit. During pre-training phase, we minimize the L1 loss between the ground-truth clean images and the network outputs with Adam, and conventional data augmentation techniques are applied (e.g., flip, flop, and rotation). These pre-trained networks are used as baseline models in our all experiments.
Note that RDN [35] shows the best performance on public benchmark site [1] in removing Gaussian noise, and recent RIDNet [2] shows competitive results. We use the light version of RDN (D = 10, C = 4, G = 16; refer to [35] for details) due to the limited capacity of our graphics unit (recall that we use the full-size image for utilizing self-similarity (i.e., internal statistics)).
For fine-tunig with the proposed method in Algorithm 1, we use the ADAM optimizer (learning rate = 1e-5). 
Ablation study
In Figure 1 , we show a noisy input image and its pseudo clean images at different image scales. These pseudo images can be obtained by resizing f θ0 (Y) from the pre-trained DnCNN [31] . As yellow patches in Figure 1 (a)-(b) are corresponding to each other, pseudo clean patches at different image scales in Figure 1(b) can be used to remove the noise of the yellow patch in Figure 1(a [31] with the restore-from-restored algorithm. Performance is evaluated with different sizes of pseudo clean images.
To verify this property, we fine-tune the DnCNN [31] for 200 iterations (=N ) on the Urban100 dataset corrupted by Gaussian random noise (σ = 20). For the updates, we resize the pseudo clean image f θ0 (Y) with different scaling factors from 0.4 to 1.2. At each update, we measure the average PSNR values, and the results are shown in Figure 2 . As we expect, PSNR values rise as N increases at different image scales since similar patches are existing across different image scales, as shown in Figure 1 . Interestingly, when N < 200, we can achieve the best performance when the scaling factor is 0.8 (not 1.0), and a proper explanation on this result is the reduced noise level σ θ0 by resizing. Thus, we carry out remaining experiments with the fixed scaling factor 0.8.
Next, we fine-tune the network parameter of DnCNN [31] for long iterations (N = 1000), and show the changes of PSNR values in Fig. 3 . Pre-trained network is fine-tuned on the DIV2K testset corrupted by a Gaussian random noise (σ = 40). Notably, the black solid line denotes the the average PSNR value of the initial network f θ0 . We employ the algorithm in Algorithm 1 with L1 and L2 losses. Although PSNR value by minimizing the L1 loss drops for the first few iterations, we can elevate the performance of the network up to approximately 0.15dB through 1000 updates without using the ground truth image. In the result, both PSNR values for L1 and L2 losses go up as iteration number increases, and we can see slightly better results from the L2 loss minimization (≈ 0.2dB). [31] is fine-tuned on DIV2K testset. L1 and L2 losses are minimized for 1000 iterations (=N ) to remove a Gaussian random noise (σ = 40). Note that black sold line denotes the average PSNR values on DIV2K testset using the pre-trained DnCNN before parameter update.
Patch-recurrence and denoising results To see whether patch-recurrence (self-similarity) really affects the denoising results, we conduct several experiments.
First, we fine-tune DnCNN [31] (N =200) on the BSD68 and Urban100 datasets, and the DIV2K testset. After 200 iterations, we measure the performance gain after fine-tuning, and the results are given in Table 3 . We can see consistent improvements on all testsets. In particular, the PSNR gain on the Urban100 dataset is huge since many urban images include lots of repetitive patterns and recurring patches from man-made structures.
Second, we fine-tune DnCNN [31] on the Urban100 dataset, while updating the parameters with different sizes of images. To be specific, we collect 64×64 and 128×128 images cropped from the Urban100 dataset. We first collect 128×128 images by copping the original images, and then acquire 64×64 smaller images by cropping the 128×128 images again. We compare the PSNR values after fine-tuning in Table 4 . For comparison, we measure the PSNR values on small (64×64) and large (128×128) images are overlapping. We can see that the network fine-tuned with larger images renders better results on various Gaussian noise levels because larger images are likely to include more corresponding patches (i.e., large M ).
In this ablation study, we verify that our algorithm can exploit self-similarity within the given input image, and thus the proposed method can produce better results where N and M are large.
Urban100
DIV2K testset BSD68 PSNR gain (σ = 40) 0.43 0.20 0.14 Table 4 . Performance comparison by fine-tuning DnCNN [31] using images with different sizes. Parameters trained with large images yield consistently better results due to more corresponding patches (i.e., large M ).
Quantitative and qualitative denoising results
Quantitative comparisons Results with known noise level In Table 5 , we provide quantitative denoising results. DnCNN [31] , RIDNet [2] , and RDN [35] are fine-tuned by the proposed algorithm, and the fine-tuning results are evaluated in terms of PSNR on Urban100 and BSD68 datsets and DIV2K testset. Note that we use cropped images (500×500) for RDN [35] due to limited memory size of our graphics unit. The performances are measured with different iteration numbers (N =5, 10, 15, 20) , and compared with results by their baseline (fully pre-trained) versions and conventional methods (BM3D [9] and FFDNet [33] ). Our fine-tuned denoisers can adapt their parameters to the specific input and produce consistently Table 6 . Change of PSNR values before and after fine-tuning (σ = 40). During the fine-tuning period, noise level σ is not given in Algorithm 1. Our method can fine-tune the network even without knowing the noise level, since noise level σ is not a significant factor with large N as summarized in Table 2. better results with a small number of updates on various Gaussian noise levels (σ = 10, 20, 30, 40), and can outperform the pre-trained baseline models with only 5 iterations (N = 5). Note that the performance gaps between the baseline (fully pre-trained) and our fine-tuned networks for 5 iterations (N = 5) are large particularly when the noise level is high (σ ≥ 30), and we can elevate PSNR values more than 0.2dB on the Urban100 dataset with only 20 iterations (N = 20). Results without knowing noise level In Table 6 , we provide denoising results by fine-tuning DnCNN [31] , RIDNet [2] , and RDN [35] . Input images are corrupted with Gaussian random noise (σ = 40). In this experiment, we do not let the Algorithm 1 know the noise level σ during updates, and thus we use σ which is randomly generated between 0 and 50 for 20 iterations (N = 20). Compared to the results in Table 5 obtained with known noise level, the performance gain is slightly lower in this setting, but still outperforms the baseline network on various testsets consistently. Note that, the noise variance of the latent patch with M corresponding patches becomes 1 M σ 2 θ0 if N is large, and does not depend on the original noise level σ.
Run-time With our NVIDIA 2080Ti Graphics card, it takes around 0.99, 2.49, and 2.64 seconds to restore a 1000×600 image with DnCNN, RDN, and RIDNet with 5 updates (N = 5).
Visual results In Figure 4 , we provide qualitative comparison results. The input images are corrupted with high-level Gaussian noise (σ = 40), and RID-Net [2] fine-tuned for 20 iterations (N = 20) restores the clean images. Our fine-tuned denoiser can produce visually much better results and restores tiny details compared to the fully pre-trained baseline models. 
Conclusion
We can improve the performance of the conventional supervision-based denoising methods during test time using the self-similarity property from the given noisy input image with the proposed loss function. Thus, we introduce a new denoising approach that allows the update of the network parameters from the fully trained version at test time and enhance the image quality significantly by exploiting selfsimilarity. Our proposed algorithm can be generally applicable to many denoising networks, and we improve the restoration quality significantly without changing the architectures of the state-of-the-art denoising methods. Experimental results demonstrate the superiority of the proposed method.
