We prove a Carleman estimate for elliptic second order partial differential operators with Lipschitz continuous coefficients. The Carleman estimate is valid for any complex-valued function u ∈ W 2,2 with support in a punctured ball of arbitrary radius. The novelty of this Carleman estimate is that we establish an explicit dependence to the Lipschitz and ellipticity constants, the dimension of the space and the radius of the ball. In particular we provide a uniform and quantitative bound on the weight function for a class of elliptic operators given explicitly in terms of ellipticity and Lipschitz constant.
Introduction
Carleman estimates were first introduced by Carleman [Car39] in 1939 in order to establish a unique continuation property for elliptic operators L with non-analytic coefficients, i.e. if the solution u of Lu = 0 in Ω ⊂ R d vanishes in a non-empty open set, then u is identically zero. While Carleman's original result applies to the case d = 2 and L = −∆+V with V ∈ L ∞ loc (R 2 ), by now there is a wealth of results pertaining to Carleman estimates and its application to unique continuation, see, e.g., [Hör89] . In particular, notable attention has been paid to the case V ∈ L p loc (R d ), since this can be used to show that the Schrödinger operator H = −∆ + V with potential V ∈ L p loc (R d ) has no positive eigenvalues, see [JK85] and the references therein. Further applications of Carleman estimates are, for example, uniqueness properties of solutions of Schrödinger equations [KPV03, IK06, EKPV12] , uniqueness and stability of inverse problems [Kli13, Kli14] , or control theory of partial differential equations [FI96, CZ01, Rou12, RL12] .
So far, all the mentioned applications of Carleman estimates concern qualitative statements. Therefore, its proofs require a qualitative Carleman estimate only, in the sense that a quantitative control on all the parameters is not essential. One example of a qualitative Carleman estimate is the following, see [EV03, KSU11] . Let L = − div(A∇u) be elliptic with Lipschitz continuous coefficients and denote the corresponding constants by ϑ 1 and ϑ 2 , respectively. Then there exist κ ∈ (0, 1) and C, Ξ, α 0 ≥ 1, depending on ϑ 1 and ϑ 2 , and a function w : R d → R + satisfying |x|/Ξ ≤ w(x) ≤ Ξ|x|, such that for all u ∈ C ∞ c (B κ \ {0}) and all α ≥ α 0 we have α w 1−2α |∇u| 2 + α 3 w 1−2α |u| 2 ≤ C w 2−2α Lu 2 .
Here, B κ denotes the open ball with radius κ and center zero. The drawback of this Carleman estimate is that no quantitative bounds on the weight function and the radius κ are given. More precisely, if one scales the estimate (1) to functions supported in B 1 \ {0}, then the (scaled) weight functionŵ(x) = w(κx) satisfies the bounds κ|x|/Ξ ≤ŵ(x) ≤ Ξκ|x|. If an application requires quantitative control on the weight function, then both κ and Ξ have to be calculated explicitly. Certainly, there are plenty of applications which require a precise knowledge on the dependence on the parameters entering in the Carleman estimate. For example, Bourgain and Kenig noted in [BK05] 
For this result it is important that the second term on the left hand side of Ineq.
(1) goes with α 3 . Let us note that this precise quantitative formulation in [BK05] was crucial for the answer to a long-standing problem in the theory of random Schrödinger operators. Another example for quantitative theory is [BK13] , where the authors prove bounds on the density of states measure for Schrödinger operators in dimension d ∈ {1, 2, 3}, a restriction which stems from the specific parameters in Ineq. (2). A particular example where a very precise knowledge of the bound on the weight function, i.e. Ξ = 3, is required is [RMV13] , where the authors prove a scale-free and quantitative unique continuation principle. That is, if
where C = C(d) and W δ (L) is some union of equidistributed δ-balls in Λ L . Inequalities of the type (3) are called scale-free and quantitative unique continuation principles, i.e. C is independent of L and the dependence on δ is known to be polynomially. In this note we generalize the Carleman estimate (1) in the sense that (i) the estimate is valid on the whole unit ball (i.e. κ = 1), and
(ii) all the constants, including the bound Ξ on the weight function, are explicitly calculated in terms of ellipticity and Lipschitz constant.
Our proof is based on techniques developed in [EV03, BK05] . Compared to the Carleman estimates of [EV03] and [BK05] , our result concerns the case κ = 1 and additional gradient term in the lower bound at the same time. Let us emphasize that, beside the quantitative control on all the parameters, even this involves non-trivial modifications of the existing proofs.
The usefulness of our result has already been shown in the recent proceedings [BTV14] and [BNR + 15] on quantitative scale-free unique continuation principles for elliptic operators. It is discussed that the established quantitative bounds on the weight function enables us to prove an analogous result to Ineq. (3) for an explicitly given class of elliptic operators.
The paper is organized as follows. In Section 2 we state the main result of the paper. In Section 3 we provide preparatory estimates and identities needed for the proof of the main result. In Section 4 we give the proof of the main result, while the proofs of two technical lemmata are postponed to the appendix.
Main result
Let d ∈ N and L be the second order partial differential operator
acting on functions on R d , where A :
, and ∂ i denotes the i-th weak derivative. Moreover, we denote by B ρ ⊂ R d the open ball in R d with radius ρ > 0 and center zero, by |z| the Euclidean norm of z ∈ C d , and by M ∞ , M 1 and M the row sum, column sum and spectral norm of a matrix M ∈ C d×d . For the coefficient functions A, b and c we introduce the following assumption.
Assumption. Let ρ > 0, ϑ 1 ≥ 1 and ϑ 2 ≥ 0. We say that A(ρ, ϑ 1 , ϑ 2 ) is satisfied if and only if b, c ∈ L ∞ (B ρ ), a ij = a ji for all i, j ∈ {1, . . . , d} and for almost all x, y ∈ B ρ and all ξ ∈ R d we have
By Rademacher's theorem [Fed96] , if A(ρ, ϑ 1 , ϑ 2 ) is satisfied, then the coefficients a ij are differentiable almost everywhere on B ρ and the absolute value of the derivative is bounded by ϑ 2 . Operators L for which the lower bound of the first inequality in (5) is satisfied are called elliptic. Elliptic means therefore, that for almost every point x ∈ B ρ the symmetric d × d matrix A is positive definite. A simple example is A = I. In this case the operator L coincides with the negative Laplacian. We use the notation A 0 = A(0).
For µ, ρ > 0 we introduce the function w ρ,µ :
where σ :
and ϕ(r) := r exp −
Note that the function w ρ,µ satisfies
Keep in mind that we will drop the index of the weight function in Section 3 and onwards, and write w instead of w ρ,µ . Our main result is the following Carleman estimate.
Theorem 2.1. Let ρ > 0, ϑ 1 ≥ 1, ϑ 2 ≥ 0, Assumption A(ρ, ϑ 1 , ϑ 2 ) be satisfied and
Then there are constants
The constants α 0 and C are given in Eq. (25).
Remark 2.2. In the case of the pure negative Laplacian, i.e. A ≡ Id and b, c ≡ 0, we have ϑ 1 = 1 and ϑ 2 = 0. In this case we note that our Carleman estimate is valid for arbitrary µ > 0. For example, in the case µ = 1 we infer from the proof of Theorem 2.1 that C ≤ 8e 8 d 2 and α 0 ≤ 25e 12 d 4 . Similar considerations can be done in the general elliptic case.
Remark 2.3. Our result gives rise to a uniform Carleman estimate for a certain class of elliptic operators given precisely in terms of ellipticity and Lipschitz constants. More precisely, fix Then, by monotonicity we can apply our result uniformly for all L ∈ L with, e.g., µ = 34d 7/2θ 17/2 1θ 2 ρ. In particular, there are constantsα 0 andC, depending only on d,θ 1 ,θ 1 ,b, c and ρ, and a function w = w ρ,µ :
Preliminary relations and quantitative estimates
In this section we provide some preparatory estimates and identities for the proof of Theorem 2.1. In particular, we will prove the quantitative estimates needed for our quantitative version of a Carleman estimate. First we introduce some notation. Let L 0 be the part of L containing only the second order term, i.e.
For k ∈ {1, . . . , d} let e k ∈ R d be the k-th unit vector. For g ∈ {σ, w} and real-valued
Note that F A 0 g refers to the function
Here
, while the divergence of a matrix denotes entrywise divergence. The matrix
The following lemma provides some basic properties of the functions introduced above.
Lemma 3.1. Let ρ = 1, ϑ 1 ≥ 1, ϑ 2 ≥ 0 and A(1, ϑ 1 , ϑ 2 ) be satisfied. Then, almost everywhere on B 1 , we have for the matrix-valued functions M A w and M A σ the relations
and for the functions F A w , F A σ and F A 0 σ the relations
The relations of Lemma 3.1 can be found in [EV03] , see also [MRV11] . Note that our matrixvalued function M A g coincides with the matrix-valued function S A g of [MRV11] , g ∈ {w, σ}. Indeed, the matrix S A g is defined by
which coincides with 2(M A g ) ij . However, since no details of the proof are given in [EV03, MRV11] we give a proof of Lemma 3.1 in Appendix A.
In the following proposition we prove the quantitative estimates needed for our quantitative version of a Carleman estimate.
Proposition 3.2. Let ρ = 1, ϑ 1 ≥ 1, ϑ 2 ≥ 0 and A(1, ϑ 1 , ϑ 2 ) be satisfied. Then, for all ξ ∈ R d and almost everywhere on B 1 we have the estimates
where
Proof. Recall that the coefficients a ij are almost everywhere on B 1 differentiable. We start by estimating |F A σ − F A 0 σ |. By Lemma 3.1 and the definition of F A σ we have
We calculate
and obtain
By our assumption on ellipticity and Lipschitz continuity we have |e
Next we estimate |Tr(T )| ≤ d T . We have
By our ellipticity assumption we have |g| ≤ ϑ 2 1 and
For the norm A 0 − A we use our assumption on Lipschitz continuity and obtain
By the same argument we have AA
For the second summand S 2 we have by the product rule for the divergence and Eq. (7)
Hence, S 1 and S 6 cancel out and we have M A σ = S 5 + S 3 + S T 3 . For S 5 we calculate
. For the Frobenius norm of S 7 we have
and hence by our assumptions on ellipticity,
For S 8 we use |e
For S 9 we calculate
where we used the notations C = A 
For S 5 we finally obtain the estimate
Now we start estimating S 3 . We have D(h A σ ) = gD(AA
Hence, 
For the norm of S 10 we calculate using
.
The existing bounds
give us S 10 ≤ 3d 7/2 ϑ 7/2 1 ϑ 2 σ. For S 11 we calculate For S 12 we use g ≤ ϑ 2
1 ,
0 x| ≤ ϑ 1 σ, and obtain by Cauchy-Schwarz's inequality
Note that for any matrix C we have by ellipticity of A the estimate ξ T ACξ ≤ ϑ 1 C ξ T Aξ. Hence, we obtain
From Ineq. (9) and (10) we conclude that
In order to prove the bound |F A w | ≤ C F we use the formulas F A w = ψ(σ)F A σ − σψ (σ) and
For our last bound |L 0 ψ(σ)| ≤ C ψ /σ we note that ∇ψ(σ) = µe µσ σ −1 A −1 0 x, use the product rule for the divergence and Eq. (7) to obtain
The result follows from
Proof of Theorem 2.1
The proof of Theorem 2.1 is based on the ideas from [EV03, BK05, MRV11]. However, due to the fact that we want to have an explicit dependence of all the parameters and also treat the case κ = 1 with additional gradient term in the lower bound at the same time (in the sense of Ineq.
(1)), we need to use non-trivial extensions of the techniques used in the mentioned papers. First we prove a special case of the theorem and assume that u ∈ C ∞ c (B 1 \ {0}), ρ = 1, b, c ≡ 0, and u is real-valued.
Note that in this case we have L = L 0 . The general case then follows by regularization, scaling, the fact that Carleman estimates are stable under first order perturbations, and by adding the obtained Carleman estimate for Re u and Im u. These steps are carried out in detail at the end of this section. We set f = w −α u. The following lemma can be found in [EV03, MRV11] . For completeness we give a proof in Appendix B.
Lemma 4.1. For all α > 0 we have
We start the proof by providing a lower bound on the first term of the right hand side of Ineq. (12). With the notatioñ
and using the first identity of Lemma 3.1 we obtain
Now using M A σ ∇σ = 0 established in Lemma 3.1 and the fact that M A σ is symmetric, we obtain
From Proposition 3.2 we obtain for almost all x ∈ B 1
Using Ineq. (13) we provide a lower bound on the first two terms of the right hand side of Ineq. (12). Lemma 3.1 implies
We use Ineq.
and Green's theorem, i.e. uL 0 v = ∇u T A∇v for u, v ∈ C 2 c (B 1 ), to obtain
We apply Eq. (31) to obtain
From Lemma 4.1 and Eq. (16) we infer that
We use the identity ψ = µψ and the estimate |B A σ | ≤ C M σ from Proposition 3.2 and obtain with the notation
Note that µ − B A σ /σ > µ − 3C M = C µ > 0 by our assumption on µ and Proposition 3.2. The identities (15),
Combining this with Ineq. (17), and using σ ≥ w, ψ ≥ 1 and the bound F A w ≥ −C F from Proposition 3.2, we derive at
We drop the (positive) term 2αC µ σψ(σ)∇f T A∇f in Ineq. (17) and add the inequality obtained in this way with Ineq. (18). This gives us
where R := (R 1 + R 2 )/2 is given by
Next we provide an upper bound on |R|. Inequality |B A σ | ≤ C M σ from Proposition 3.2 and our assumption µ > 3C M imply the estimates
Furthermore, for all t > 0 we have 
5/2 1 α and
Now we choose t large enough, such that the coefficient of α 2 in K 3 is positive, and thereafter we choose α sufficiently large, such that K 3 is non-negative. Our particular choice is 
If additionally
One upper bound on α 2 is given by
where C K = 2KC −1 µ e 2µ(1+ √ ϑ 1 ) ϑ 2 1 . Moreover, it can be shown that α 1 ≤ α 2 . By using min{K 5 , C µ } = K 5 we obtain from Ineq. (22) for all α ≥α 0
This proves Theorem 2.1 in case (11). Now we lift the restriction that u ∈ C ∞ c (B 1 \ {0}) and assume that u ∈ W 2,2 (R d ) realvalued with support in B 1 \ {0}. Let φ be a non-negative and real-valued function in C ∞ c (R d ) with the properties that φ 1 = 1 and supp φ ⊂ B 1 . For ε > 0 we define φ ε : 
Since ∂ j u and
Since obviously ∇u ε → ∇u and u ε → u in L 2 as ε → 0, and w −1 is bounded both below and above on supp u ε uniformly for all ε ∈ (0, ε 0 ), we obtain Ineq. (23) for u ∈ W 2,2 (R d ) real-valued with support in B 1 \ {0} in the case b, c ≡ 0. Now we lift the restriction on ρ and assume that ρ > 0 arbitrary and u ∈ W 2,2 (R d ) realvalued with support in B ρ \{0}. We introduce the scaled coefficient functionsã ij (x) := a ij (ρx) on B 1 , and define the scaled elliptic operator
Obviously, the Lipschitz constant ofL 0 is ρϑ 2 and the ellipticity constant is ϑ 1 . By our assumption on µ, we can apply Ineq. (23) to the functionũ : B 1 → R,ũ(x) := u(ρx), and obtain for all α ≥α 0
. Note w = w ρ,µ = ϕ(σ(x/ρ)) and hencew(x) = w 1,µ (x). By the change of variables y = xρ, we obtain for all α ≥α 0
which proves the theorem in the case u ∈ W 2,2 (R d ) real-valued with support in B ρ \ {0} and b, c ≡ 0. Now we lift the restriction on b and c. Let u ∈ W 2,2 (R d ) be real-valued with support in B ρ \ {0} and b, c ∈ L ∞ (B 1 ) be arbitrary. From (a 1 + a 2 + a 3 ) 2 ≤ 3(a 2 1 + a 2 2 + a 2 3 ) for positive a i we obtain
By Ineq. (24) and w(x) ≤ √ ϑ 1 on B ρ , it follows that for all α ≥α 0 we have
Now we can subsume the two last terms on the right hand side into the left hand side by choosing α sufficiently large. In particular, setting
we obtain Ineq. (24) withC replaced by C for all α ≥α 0 and all u ∈ W 2,2 (R d ) real-valued with support in B ρ \ {0}.
Finally we lift the last restriction that u real-valued and assume u ∈ W 2,2 (R d ) with support in B ρ \{0} only. We apply Ineq. (23) withC replaced by C to the real part Re u and imaginary part Im u and add these two inequalities. The statement of the theorem follows since ∇ and L commute with Re and Im, A is positive, and
A. Proof of Lemma 3.1
First we prove the fourth relation. We use
and since ρ = 1
Note that w = ϕ • σ and Eq. (26) with ϕ replaced by the identity reads For the first summand we have, using the fourth identity of Lemma 3.1,
For the second term we calculate using the chain rule and the product rule for the divergencẽ
For the third summand we use the chain rule to see that D(h A w ) = D(ψ(σ)h A σ ). Hence, by the product ruleS
Putting everything together we obtain that
To prove the second relation
Hence, using
For the proof of the third relation we infer from the proof of Proposition 3.2 that
. Moreover, we have that 2S 5 = S 7 + S 8 + 2S 9 and 2S 3 = −A(S 10 + S 11 + S 12 ). We rearrange the terms, recall that g = σ 2 /x T A −1
, and obtain that M A σ = 6 i=1 T i with 
B. Proof of Lemma 4.1
We recall that f = w −α u and calculate −w −α L 0 u = α(α − 1)w −2 f ∇w T A∇w + 2αw
Hence,
We use Green's formula, i.e. uL 0 v = ∇u T A∇v for functions u, v ∈ C 2 0 (B 1 ), and obtain for the third term in Eq. (32)
By the quotient rule, the last term equals to the sum of the two first terms. Hence,
For the second term in Eq. (32) we have 
where h 
