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ABSTRACT 
We use multivariate splines to investigate linear diophantine equations and related 
problems in graph theory. In particular, we solve a conjecture of Stanley about 
symmetric magic squares. 0 Elsevier Science Inc., 1997 
1. INTRODUCTION 
In this paper we give a nice application of analysis to combinatorics. 
Specifically, we use multivariate splines to solve the conjecture of Stanley 
about symmetric magic squares (see [21], (23, p. 401, [24, p. 2621). 
An m x m matrix with nonnegative integer entries is called a magic 
r-square of order m if every row and column sums to r E N, where N is the 
set of nonnegative integers. Let H,(r) denote the number of all magic 
r-squares of order m. For instance, H,(r) = 1 and H,(r) = r + 1. It seems 
that MacMahon [17, $4071 first computed H,(r): 
Hz(r) = (ri4) + (r13) + (ri2). 
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Guided by this evidence, Anand, Dumir, and Gupta [l] conjectured that 
H,(r) is a polynomial in T of degree (m - 1j2. Their conjecture was first 
confirmed by Stanley in [2O], using the so-called Birkhoff-von Neumann 
theorem (see [3] and [IS]). 
An m X m symmetric matrix with nonnegative integer entries is called a 
symmetric magic r-square of or&r m if every row (and hence every column) 
sums to r. Let S,(r) denote the number of all symmetric magic r-squares of 
order m. Carlitz [5] first calculated S,(r) for m < 4 and found that S,(r) 
are not polynomials in r for m = 3 and 4; rather, S,(2r) and S,(2r + 1) are 
polynomials in r (m = 3 and 4). He conjectured that this is the case for all 
m. His conjecture was solved by Stanley in [ZO]. Later, Stanley’s result was 
refined by himself in [21, Theorem 5.51. His result can be stated as follows. 
THEOREM 1.1. Let m > 1, and let S,,,(r) be the number of m x m 
symmetric magic r-squares. Then 
(i) S,(r) = Z’,(r) + (- l)rQ,(r) for all r E N, where P,(r) and Qm(r) 
are polynomials in r. , . 




He conjectured that equality holds for all m in part (iii) of the above 
theorem. He supported his conjecture by computing S,(r) and found that 
the degree of Qs is 5, thus verifying his conjecture in this special case. In [23] 
and [24] he raised this conjecture again. 
The purpose of this paper is to confirm Stanley’s conjecture. We shall use 
splines (piecewise polynomial functions) to investigate this problem. This 
approach was initiated by Dahmen and Micchelli in [ll] and is totally 
different from that of Stanley, who based his results on commutative algebra. 
Magic squares and symmetric magic squares both are special cases of 
magic labelings of graphs (see [25] and [ZO]). A study of magic labelings of 
graphs leads us to linear diophantine equations. It was Dahmen and Mic- 
chelli [ll] who first revealed the close relationship between linear diophan- 
tine equations and the so-called discrete truncated powers (see Section 4), 
which are the discrete counterpart of truncated powers. Thus the theory of 
multivariate splines developed in the past decade can be applied to certain 
combinatorial and algebraic problems. Using this approach, Dahmen and 
Micchelli [ll] succeeded in re-proving and extending certain results of 
Stanley on magic squares. More important, their insight into this problem 
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opened a new way of attacking the more difficult problem of Stanley’s 
conjecture about symmetric magic squares, which had remained unsolved for 
a long time by using commutative algebra. 
Here is an outline of the paper. In the next section we shall describe the 
relationship between linear diophantine equations and discrete truncated 
powers. Since our intended audience might be unfamiliar with multivariate 
splines, we devote Sections 3, 4, and 5 to the basic theory of truncated 
powers and discrete truncated powers. While most of the results in these 
sections were known before, we often give new and straightforward proofs for 
them. This makes the paper almost self-contained, and I do hope that 
mathematicians working in the area of combinatorics will enjoy studying 
multivariate splines. In Section 6 and 7 we apply the theory of multivariate 
splines to magic labelings of graphs. The reader will find in these sections 
that the discrete truncated power associated with a given graph has many nice 
properties. These properties enable us to gain sufficient information about 
the number of magic labelings of a graph, so that we can solve Stanley’s 
conjecture on symmetric magic squares in Section 8. 
We shall adopt the common terminology of multiset theory (e.g., see [24, 
p. IO]). Intuitively, a m&set is a set with possible repeated elements; for 
instance { 1, 1,2,5,5, S}. More precisely, a finite multiset M on a set S is a 
function p : S + N such that C, E s p(x) is finite. One regards F(X) as the 
number of repetitions of x. The integer XX E s /.L(x) is called the cardinality 
or number of elements of M and is denoted by #M. If M’ is another multiset 
of S corresponding to d : S + N, then we say that M’ is a submultiset of M 
if /J’(X) < p(x) for all x E S. The complement of M’ in M, denoted by 
M \ M’, is the multiset on S corresponding to 4’ : S + N, where g’(r) = 
p(x) - /J(x) for all x E S. If M’ = {y}, where y is an element of M, we 
often write M \ y instead of M \ ( y}. The meaning of the union and 
intersection of two multisets is also clear. 
As usual, we denote by Z, R, and @ the set of integers, real numbers, and 
complex numbers, respectively. For i, j E Z, we denote by Ljij the Kronecker 
symbol; that is, a,, = 1 if i =j, and 0 otherwise. We use the notation (a..b) 
to denote the interval {r E R : a < x < b}, where a is a real nubmer or -m 
and b is a real number or m. The meaning of [u..b), (a.&] or [u..b] is also 
clear. 
For a positive integer m, we denote by R” and @” the linear space of all 
real and complex m-tuples, respectively. Elements of R” are regarded as row 
or column m-vectors depending on circumstances. The linear space IF!” is 
equipped with the norm 1-1 given by 
1x1 := c lXil for x = (Xi,...,&) E [Wm. 
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Let A and B be two subsets of R” and c E R. Then A - B is the set of 
all elements of the form a - b, where a E A and b E I?. The sets A + B 
and CA are defined in a similar way. The set A - B should not be confused 
with A \ B, which is the complement of B in A. A subset n of R”’ is called 
a cone if R + C! c R and cQ c CI for all c > 0. If a cone is also an open 
set, then we call it an open cone. Let Y be a multiset of elements of R”. The 
linear span of Y, denoted by span(Y ), is the set 
1 ~ayy:ayEIRforally . 
YEY 
) 
The cone spanned by Y, denoted by cone(Y ), is the set 
i 
c ayy:ay >Oforall y . 
YEY 
) 
The convex hull of Y, denoted by conv(Y 1, is the set 
c ay y : uy > 0 for all y and c ay = I 
YEY YEY 
In particular, if Y consists of two elements y and z of R”, then conv(Y ) is 
the line segment between y and z, which we shall denote by [ y..z]. 
We shall use the standard multiindex notation. Specifically, an element 
(Y E N m is called an m-index, and 1 CY 1 is called the length of cr. Define 
za := al 
21 
. . . z;- 
for z = (zi, ..,, zm) E @” and LY = (oi,. . ., a,) E N”. 
We regard a polynomial in m variables as a function on R’” of the form 
x - Ca,xa, x E IF!“, (1.1) 
a 
where cx runs over a finite subset of N” and a, E C for all cr. Denote by 
Il = fI(R”‘) the linear space of all polynomials on R” over the field C. Let p 
be the polynomial as given in (1.1). Then p can be uniquely written as 
P= CPj 
j%O 
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pj(x) = C a,x”, x E R”. 
lal=j 
The largest j for which pj # 0 is called the degree of p, and denoted by 
deg p. When p = 0, deg p is interpreted as - 1. If k = deg p, then pk is 
called the leading part of p. When m = 1, the leading part consists of only 
one term; hence we may call it the leading term of p. Its coefficient is called 
the leading coeficient of p. Given k E Z, we denote by IIk = II,(E3”‘) the 
linear space of polynomials of degree < k. If k is a negative integer, then we 
interpret IIk as the trivial linear space (0). 
2. LINEAR DIOPHANTINE EQUATIONS 
Magic squares and symmetric magic squares both are special cases of 
magic labelings of graphs. Further, as indicated by Stanley [20], the theory of 
magic labelings can be put into the more general context of linear diophan- 
tine equations. A study of linear diophantine equations naturally leads to 
truncated powers and discrete truncated powers. 
We shall adopt the graph-theoretic terminology used in 1261. Thus a 
graph is defined to be a pair (V(G), E(G)), where V(G) is a nonempty finite 
set of elements called vertices, and E(G) is a multiset of unordered pairs of 
(not necessarily distinct) elements of V(G) called edges. Note that this 
definition of g ra h p p ermits the existence of loops and multiple edges. We 
shall call V = V(G) the vertex set and E = E(G) the edge multiset of G. 
Two vertices u and w are said to be adjacent if there is an edge joining them, 
i.e., there is an edge of the form VW. The vertices v and w are then said to be 
incident to such an edge. 
Let r E N. According to Stanley [20], a magic labeling of G of index r is 
an assignment L : E + N of a nonnegative integer label to each edge of G 
such that for each vertex v of G the sum of the labels of all edges incident to 
u is r (counting each loop at I) once only). We denote by H,(r) the number 
of magic labelings of G of index r. If G has no edge, then H,(r) = S,,. In 
what follows, we assume that G has at least one edge. 
If G is the complete bipartite graph K,,,, then there is a one-to-one 
correspondence between a magic labeling of G of index of r and a magic 
r-square of order m. Furthermore, if G is the graph obtained by adding one 
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loop to each vertex of the complete graph K,, then there is a one-to-one 
correspondence between a magic labeling of G of index + and a symmetric 
magic r-square of order m. For these facts, see [20, pp. 609-6101. 
Let G be a graph with at least one edge. Suppose the vertices of G are 
numbered {l, 2, . . . , m) and its edges are numbered {1,2,. . . , n}. The inci- 
oknce matrix M of G is the m X n matrix whose (i, j)th entry is 1 if vertex i 
is incident to edge j, and 0 otherwise. Suppose L : E + N is a mapping 
assigning a label pj E N to edge j (j = I,. . . , n). Let fI be the column 
n-vector whose jth component is pi, j = 1,. . . , n. Then L is a magic 
labeling of index r if and only if p satisfies the following system of linear 
diophantine equations: 
MP = re, (2.1) 
where e is the column m-vector whose components are all 1. 
In general, a system of linear diophantine equations is of the form 
MP=cx (2.2) 
where M is an m X n integer matrix, o E Z” is an integer column m-vec- 
tor, and one seeks solutions /3 in Z”. In this paper we are only interested in 
nonnegative integer solutions p E N”. The multiset of all column vectors of 
M is also denoted by M. If the convex hull of M does not contain 0, then 
Mw#O for any w E [O..m)” with [WI = 1. (2.3) 
Let K := {W E [o..w)” : JwI = 11 and 
c := inf IMwI. 
w=r‘z 
(2.4) 
Then c > 0 by virtue of (2.3). It follows from (2.4) that 
IMwl 2 clwl for all w E [0..03)n. (2.5) 
This shows that for any given (Y E Z”‘, the number of solutions p E N” to 
the system (2.2) of linear diophantine equations is finite, and we shall denote 
this number by t(al M). Note that the condition 0 E co&M) is always 
fulfilled by the incidence matrix M of a graph G with at least one edge. 
Moreover, from (2.1) we see that 
H,-(r) = t(re(M). 
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In some simple cases, t( cr 1 M) can be calculated directly. For instance, if 
M is the 1 X 1 matrix [l], then for (Y E Z we have 
if (~20 
if a<O. 
This is the discrete counterpart of the well-known Heaviside function 
If M is the 1 X n matrix [l, 1,. . . , l] (n > l), then for CY E Z we have 
t(aIM) = if cr>O, 
if cr<O. 
This should be compared with the truncated power XT- ‘/(n - l>!, where 
x+:= 1 x, x >, 0, 0, x < 0. 
In general, following Dahmen and Micchelli [7], we shall call the function 
t(.] M) defined on Z” by (Y c, t( LY 1 M) the discrete truncated power associ- 
ated with M. In order to understand discrete truncated powers we shall first 
investigate their continuous counterparts-truncated powers. 
3. TRUNCATED POWERS 
Multivariate truncated powers were first introduced by Dahmen [6]. Also 
see [7]. In this section we review some basic properties of truncated powers. 
Their piecewise polynomial structure is highlighted. 
Let M be an m X 72 real matrix. Recall that M is also viewed as the 
multiset of its column vectors. Throughout this section we assume that the 
convex hull of M does not contain the origin. The truncated power T(*] M) 
associated with M is defined to be the distribution given by 
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where C,“(Rm> is the space of test functions on R”, i.e., the space of all 
compactly supported and infinitely differentiable functions on Iw “‘. For distri- 
bution theory we refer the reader to [2]. Evidently, T(*( M) depends only on 
the multiset of the columns of M. From (3.1) we see that the support of 
T(*l M) is cone( M ). Denote by cone’(M) the relative interior of cone( M ). 
If M is an m X m invertible matrix, then making a change of variables in 
the integral in (3.1) gives 
This shows that T(*J M) agrees with the function on R”” which takes value 
l/ldet M 1 on cone(M) and 0 elsewhere. In particular, if M is the m X m 
identity matrix, then T(*l M > is the Heaviside function in R’” (see [2, p. 6211, 
which takes value 1 on [O..CQ)“’ and 0 elsewhere. Thus T(.l M) is a locally 
integrable function, i.e., a function which is (Lebesgue) integrable over any 
compact set of R”. 
Now let M be an m X n real matrix with rank M = m Q n. If n > m, 
then there exists an element y of M such that M \ y still spans R”. The 
following recurrence relation is very useful: 
T(xlM) = @x -sylM 1 y)d.s, XER". (3.2) 
Note that the above integral is actually taken over a finite interval. Indeed, 
since the convex hull of M does not contain 0, (2.5) holds for some constant 
c > 0. If x - sy E cone( M \ y) for some s > 0, then x E sy + cone( M 1 
y); hence s Q 1 xl/c by (2.5). This shows that for a fmed ;r E R”, x - sy E 
cone( M \ y) for sufficiently large s. In other words, T(x - sy) = 0 for 
sufficiently large s. To prove (3.21, we let 4 E C,“(Rm) and use (3.1) to 
derive that 
(1 mT(-SYIM'~),+ 0 =kmio ) 4((M \y)u +sy) duds ,m” ’ 
= 
/ +( Mu) du =(T(Wf), $J)>. [O, mY 
from which (3.2) follows at once. The following theorem summarizes some 
basic properties of truncated powers (see [S] and [7]). 
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THEOREM 3.1. Let M be an m x n real matrix with rank M = m < n. 
Suppose the convex hull of M does not contain 0. Then T(*l M) is locally 
integrable and is a homogeneous function of degree n - m. Moreover, 
T(*l M) is continuous and positive on cone” (M ). 
Proof. The theorem certainly is true if M is an m X m invertible 
matrix. The general case can be proved by induction on #M, using the 
recurrence relation (3.2). n 
Truncated powers have some nice differential properties. Let Dj denote 
the partial derivative with respect to the jth coordinate, j = 1,. . . , m. Given 
y = ( yl,. . . , ym) E R”, let 
D, := t yjDj. 
j=1 
Then D, is the directional derivative in the direction y. The following 
differential formula was given in [6]: For y E M, 
D,T(.IM) = T(4M \ y). (3.3) 
This can be easily derived from the recurrence relation (3.2). More generally, 
D,T(.IM) = T(.IM \ Y), (34 
where Y is a submultiset of M and 
D,:= nD,. 
YCY 
When Y is the empty set, we interpret D, as the identity operator. The 
differentiation formula (3.4) motivates us to define two sets. The first is the 
set y(M) consisting of those submultisets Y of M for which M \ Y does 
not span R”. The second set c(M) is the union of spank M \ Y > where Y 
runs over y( M ). A connected component of cone” (M) \ c( M ), according 
to [ll], is called a fundamental M-cone. 
Let D(M) denote the linear space of those infinitely differentiable 
complex-valued functions f on R” which satisfy the following system of 
linear partial differential equations: 
DYf = 0, YEHM). (3.5) 
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In particular, when M is an m X m invertible matrix, D(M) consists of 
constants only. If M does not span R”, then the empty set is in y( M >; 
hence D(M) is trivial. 
The space D(M) was first introduced by de Boor and HSllig [4] in 
studying box splines. It was proved in [4] and [B] that 
D(M) c &M-m. (3.6) 
This fact can also be easily proved by induction on #M, a technique first 
suggested by the author in [14]. Indeed, (3.6) is true for the case #M = m. 
Let #M > m and suppose that (3.6) is valid for any multiset M’ of vectors in 
R’” with #M’ < #M. If M does not span R”, then D(M) = 0; hence there 
is nothing to prove. Thus we may assume that M spans R”. Pick p E D( M >. 
For any y EM, D,p E D(M \ y). But D(M \ y) c II#M_l_m by the 
induction hypothesis. Since M contains a basis of R”, we conclude that 
P E &M-n. This completes the induction procedure. 
The following theorem describes the piecewise structure of the truncated 
power. 
THEOREM 3.2. Under the conditions of Theorem 3.1 the truncated power 
T(.l M) agrees with som.e homogeneous polynomial of degree n - m in D(M) 
on each fundamental M-cone. 
Proof. The proof proceeds by induction on #M. The case #M = m is 
trivial. Suppose n = #M > m. Let R be a fundamental M-cone and x,, E a. 
Since M spans R”‘, we can find a subset B of M such that B is a basis for 
R”‘. By (3.3) we have D,T(*l M) = T(*l M \ y) for every y E B. If M \ y 
does not span R”‘, then T(*IM \ y) vanishes on a, because Cl is disjoint 
from span(M \ y). We set p, = 0 in this case. If M \ y spans R”, then by 
the induction hypothesis one can find a homogeneous polynomial p, of 
degree n - m - 1 from D(M \ y> such that p, agrees with T(*(M \ y) on 
R. This shows that T(*l M) is infinitely differentiable on R. Let p be the 
Taylor polynomial of degree n - m of T(*J M) about ra. Then for every 
y E B, D, p is the Taylor polynomial of degree n - m - 1 of D,T(*I M > = 
T(*l M \ y) about x0. Thus D, p = p, for all y E B, and hence p is a 
homogeneous polynomial of degree n - m in D( M >. Moreover, T( x0 1 M > = 
p( x,), and for every y E B, D,,T(*l M) = D, p on Sz. This shows that 
T(*l M) agrees with p on a, since C! is connected. n 
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4. DISCRETE TRUNCATED POWERS 
Discrete truncated powers were first introduced by Dahmen and Mic- 
chelli in [7]. In this section we review their basic properties and study their 
piecewise structure. 
Let M be an m x n integer matrix such that con4 M > does not contain 
the origin. The discrete truncated power t(*] M) was defined in Section 2 as 
the function given by (Y * t( (Y( M >, where a! E Z” and t(crl M > is the 
number of solutions to the system (2.2) of linear diophantine equations. 
Evidently, t(*] M) depends only on the multiset of the column vectors of M. 
We also note that t( (Y I M) = 0 for (Y @ cone( M ). Thus a discrete truncated 
power is a sequence on Z”, i.e., a mapping from E” to C. We denote by S 
the linear space of all sequences on Z” over the field C. Given two 
sequences a and b on Z”, their convolution a * b is the sequence defined by 
a*b(a) := C a(cr - P)b( p), lx E 27”. 
PEH” 
Let S be the sequence on Z” given by 
S(a) = 1 if a=O, 
0 elsewhere. 
ThenforanyfES,f*S=f.Wh en M is the empty set, we interpret t(*] M) 
as the sequence S. If M is the union of two multisets M, and M, of integer 
vectors in I%“‘, then 
t(*IM) = t(-IM,)*t(-IM,). 
This has a simple combinatorial proof as follows. Suppose nj = #Mj, j = 1,2. 
From the very definition of t(*] M) we see that for (Y E Z”‘, 
= ,: t( dM&(a - /-dMz). 
E m 
Given y E Z”, the backward difference operator V,, is defined by the 
rule 
Vyf :=f -f(-- y), f E s. 
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Obviously, Vy maps S into itself. More generally, for a multiset Y of integer 
vectors, we define 
v,:= I--p,. 
YEY 
The following difference formula was given in [ll]: 
V&IM) = t(*IM \ y) for y E M. (4.1) 
Indeed, (4.1) is true if M = (y}. Th e g eneral case comes from this special 
case by applying Vy to 
t(*IM) = t(-Iy)*t(-lM \ y). 
It follows from (4.1) that 
V,t(.IM) = t(.IM \ Y) for YcM. (4.2) 
Let K! be a fundamental M-cone. Then for any Y E y(M) and CY E R - 
cone( M \ Y ), we have 
a P cone( M \ Y) 
because fi is disjoint from cone( M \ Y 1. Thus, it follows from (4.2) that 
Vrt( cw[M) = 0 for (Y E Z” n [a - cone( M \ Y)] . (4.3) 
This motivates us to consider the following system of linear partial difference 
equations for f E S: 
V,f=O forall Y Ed. (4.4) 
The solutions to this system of difference equations form a linear subspace of 
S, which we shall denote by V(M). The space V(M) is the discrete counter- 
part of D(M). 
Let M be a multiset of integer m-vectors x1, . . . , x,. We denote by 
[TM] the zonotope spanned by x1, . . . . x,: 
[TM] := 2 ajxj : 0 < aj < 1 for all j 
j=l 
MAGIC SQUARES AND SPLINES 81 
Note that [TM-J is th e support of the box spline associated with M (see [4]). In 
what follows, for a subset R of Iw”, we set 
v(~~IM) := 27” n (al - D4D). 
When KI = { y} we denote this set by v( y] M ). Moreover, we denote by 
9(M) the collection of all subsets of M which are bases for [Wm. The 
following theorem was proved in [9]. 
THEOREM 4.1. For any y E c(M) + Z” one has 
dimV(M) = c ldet B] = #v( ylM). (4.5) 
BE.%‘(M) 
It is easily seen that #v( y] M > equals the volume of the zonotone [TM]. 
The volume of [TM] was first computed by Shephard [19], who essentially 
proved the second equality in (4.5). Also, see [22]. Based on Theorem 4.1, 
Dahmen and Micchelli proved the following important result in [ll]. 
THEOREM 4.2. Let M be a multiset of integer vectors in R” such that M 
spans R” and the convex hull of M does not contain the origin. Then for any 
fundamental M-cone R, there exists a unique element fn E V(M) such that 
fn agrees with t(.l M) on v(fil M ). 
This result has been extended by the author in [15] to the following 
theorem, in which CR is only required to be a connected set. Moreover, the 
proof given in [15] does not rely on Theorem 4.1. 
THEOREM 4.3. Let fi be a nonempty connected subset of IL!“, and M a 
m&set of integer vectors in R” such that M spans R” and the convex hull 
of M does not contain the origin. Let g be a sequence on v(fll M) satisfying 
the condition that for every Y E y(M), 
V,g((.y) = 0 forall (Y E v(RIM \ Y). (4.6) 
Then there exists a unique element f E V(M) such that f agrees with g on 
VW M). 
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Applying this theorem to a fundamental M-cone Q and the sequence 
g = t(.] M ), and taking (4.3) into account, we obtain Theorem 4.2. For the 
reader’s convenience we shall give a proof for Theorem 4.3 based on 
Theorem 4.1. 
Proof. Let y E R. From the definition of v( y] M) we see that the 
compact set y - [TMJ is disjoint from Z” \ v( y] M ), which is a closed set. 
Hence there exists an open ball Uy centered at the origin such that y - 
[Ml + Uq is disjoint from Em \ v(ylM). This shows that v(ylM) = v(y + 
U,IM). It follows that v(fIJM) = v(UIM), where U := lJ ,,=n(y + U,,) is a 
connected open set. Moreover, we may choose U in such a way that 
Y(UIY) = @lY) forall Y&M. 
Thus, without loss of generality, we assume that R itself is a connected open 
set. 
Pick y E R \ [c(M) + Z”‘]. First, we show that if g vanishes on 
v( y ] M) and satisfies the equation (4.6) for every Y E y< M 1, then g 
vanishes on v(CI] M ). This will be proved by induction on #M. 
If #M = m, then M is a basis for IF!” and the zonotope EMI becomes a 
parallelepiped. For any x E M, M \ x does not span [w”; hence (4.6) 
implies that 
Vzg(a) = 0 for all (Y E v(fIlM \ x). (4.7) 
Suppose g vanishes on v( y ] M 1. Let z E Cl be such that the line segment 
[ y..z] is contained in R and y - z = ax for some x E M and u E (- t..f>. 
We wish to prove that g also vanishes on v( z I M >. For this purpose we pick 
(Y E v( z] M) and observe that there exists some b E [O..l] such that 
(Y E z - bx - EM \ x-jj= y - (u + b)x - EM \ xl. 
If a + b E [O..l], then cr E v( y] M) and there is nothing to prove. If 
a + b > 1. then 
a+xEy-(u+b-1) x-~M\xjjCfL~M\x~, (4.8) 
because 0 < u + b - 1 < a implies that y - (a + b - 1)x lies in the line 
segment [ y..z] c R. Thus by (4.7) we have V, g( Ly + x) = 0. But (4.8) aho 
implies that cr + x E v( y] MI; h ence g(a + x) = 0. This shows that 
g(e) =g(Cr+x) =o. 
In the case a + b < 0, one can prove g(a) = 0 similarly. 
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Let z be an arbitrary point in CI. Since C! is open and connected, we can 
find a finite sequence of points ya, . . . , yk satisfying the following conditions: 
(I) yo = y and yk = z; (2) for every j E 11,. . . , k}, the line segment 
[Yj-~~*Yjl is contained in a; (3) for each j E (1, . . . , k}, yj - yj_ 1 = ax for 
some a E (- i..i) and x E M. Then by what has been proved we conclude 
that g vanishes on v(yjlM), j = l,..., k. This shows that g vanishes on 
v(CIl M > and completes the proof for the case #X = m. 
Now let #X > m. Suppose the theorem is true for any multiset M’ of 
integer vectors with span( M’) = R” and #M’ < #M. Let B C M be a basis 
for R”. Denote by s/l the set s1 - [TM \ B]. Then a’ is also a connected 
set and v(fil B) = v(inl M). 
Let w E B. If M \ 2~; does not span R”, then by (4.6) we have 
V,g(a) = 0 for all (Y E v(fi[M \ W) = v(nlB \ w). (4.9) 
If M \ 2~; spans R”, then (4.6) ’ pl’ im ies that for any Y E y( M \ w), VW g 
satisfies the equation 
VY(Vwg)(~) = 0 for all (Y E v(R(M \ w \ Y). 
Moreover, V= g vanishes on u( y 1 M \ w), since g vanishes on v( y ) M >. 
Thus, by the induction hypothesis, VW g vanishes on v(fil M \ w), i.e., (4.9) 
is also valid in this case. Furthermore, g vanishes on Y( yl B). Applying the 
previous argument to g and the set B, we conclude that g vanishes on 
v( R’) B) = v( 0 I M 1. This completes the induction procedure. 
We have thus proved that the restriction mapping R from V( M > to 
S( V( y 1 M 1) given by f r* fl v( ,,lM) is one-to-one, where S( v( y I M 1) denotes 
the linear space of all sequences on Y( y I M 1. But dim V( M 1 = #v( y I M > = 
dim S(V( ylM)) by Th eorem 4.1; hence the mapping R must be onto. Let g 
be a sequence on v(fil M) satisfying (4.6) for every Y E y(M). Then there 
exists a unique f E V( M 1 such that f agrees with g on v( y 1 M >. The 
sequence g := g -f vanishes on v( y 1 M) and satisfies (4.6) for every 
Y E y( M ). By what has been proved before, g vanishes on v(CI I M ), i.e., f 
agrees with g on v(CI( M ). This is just the desired result. n 
In the applications of Theorem 4.3, the following fact is often useful. 
LEMMA 4.4. Let fi be a nonempty open cone contained in cone(M). 
Then a, the closure of Cl, is contained in C! - [TM]. 
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Proof. Pick a point w E a. Since R c cone(M), there exists some 
u > 0 such that aw lies in KM]. Moreover, since 1R is an open cone, 
aw E a, so that there exists an open neighborhood U of the origin such that 
aw + U c R. Let y be any point in fi. Then 
y+aw+ucn, (4.10) 
for fi is also a cone. From (4.10) we see that y + aw has an open 
neighborhood contained in a, and hence y + aw lies in a. But aw E EM], 
so we conclude that y E fl - [TM]. W 
5. KERNELS OF DIFFERENCE OPERATORS 
Let M be a multiset of integer vectors in [Wm. Throughout this section we 
assume that M spans Iw” and the convex hull of M does not contain the 
origin. The kernel space V( M > was defined in Section 4 as the linear space of 
all sequences on Z” satisfying the system (4.4) of partial difference equations. 
In this section we shall give a description of the structure of V( M ). 
Given 0 = (0,, . . . , 0,) E (C \ {O})““, we denote by 8 0 the sequence 
defined by 
If p E II([Wm), we denote by 8($~ the sequence given by cr 4 Oap(a), 
(Y E Z”. Let E, denote the linear space of all sequences of the form 0()p, 
where p E II(l12m>, and let E be the sum of the linear subspaces E,, 
8 E (C \ {O))m. It is easily seen that this sum is a direct one. In other words, 
every f E E can be written uniquely in the form f = C,fo, where fe E E, 
for all 8 E (@ \ {O})m with almost all f. = 0. The mapping from E to E, 
given by f + fe is called the projection onto E,, which we shall denote by Je. 
Recall that e is the m-vector whose components are all 1. Obviously, em = 1 
for all (Y E Z”. Thus E, is the linear space of polynomial sequences. Since a 
polynomial in II(IWm) is uniquely determined by its values on Z”, we may 
identify E, with II(ll%m) and d enote by J the projection from E onto II(lFXm) 
accordingly. 
For a vector y E Z”, we have 
V,(@p)( a) = eap( a) - em-Yp( a - y) = eaq( a), a E Z” 
(5.1) 
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where 9 := p - KYp(* - y); in particular, 
89 = 1 * V,( 8”p) = @(Vy P)- (5.2) 
This motivates us to consider the set 
M,:={yEM:BY=l). (5.3) 
Let 
A(M) := (8~ (C \ (0))": span(M,) = Rm}. (54 
Evidently, e E A( M ) and M, = M. We claim that 0()p E V(M) for p E 
D(M,), where D(M) was defined in Section 3 as the linear space of all 
solutions to the system (3.5) of partial differential equations. To see this, let 
Y E F’(M) and Z = Y n M,. Then M, \ Z does not span R”, because 
M, \ Z G M \ Y and M \ Y does not span R”. Hence D,p = 0 for 
p E D( Me). But p is a polynomial, D,p = 0 implies V,p = 0. Thus, by 
(5.2) we have 
Vy(()Op) = V,,,V&Pp) = v,\z(@'vzP) = O* 
This proves the “if’ part of the following theorem of Dahmen and Micchelli 
mu. 
THEOREM 5.1. A sequence f E V(M) if and only if it has the form 
f(a) = c e"Po(a), LYEiT, 
BEA 
where p, is some polynomial in D( M,) for each 0 E A( M >. 
By computing the dimension of V(M) and those of D(M,), 6’ E A(M), 
Dahmen and Micchelli [lo] found that 
dimV( M)= c dim D(M,). 
BEA 
This proves the “only if’ part of Theorem 5.1. See [12, Proposition 2.21 and 
[16, Theorem 4.11 for some more general results concerning the kernels of 
linear partial difference operators with constant coefficients. 
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Let fi be a fundamental M-cone. By Theorem 4.2, there exists a unique 
element fo E V(M) such that fn agrees with t(*l M) on v(K!] M). Recall 
that J is the projection from E onto E, = II( By Theorem 5.1, J maps 
V(M) onto D( M >. In particular, Jfo E D( M ). The following result concem- 
ing the leading part of Jfn was first proved in [ll, Proposition 5.31. Here we 
give an alternative proof. 
THEOREM 5.2. The leading part of]fn agrees with T(*l M) on Cl. 
Proof. The proof proceeds by induction on #M. Consider the case 
#M=mfirst.Inthiscaset((ylM)=1if(y=MPforsomepE~m,andO 
otherwise. Moreover, the only fundamental M-cone is cone” (M >, so by 
Lemma 4.4 
Cl - En/ill2 fi= cone(M). 
Observing that cone(M) is the disjoint union of MIO..l>m + M/3, p E N", 
we have 
c t(cx-ylM)= 1 for all (Y E H” n cone(M). 
YE Z"r- M[O..P 
Let A be the operator on the sequence space S given by 
Af := c ft.-r>> f=S- 
YE h”n hf[O..l)” 
For example, if a E @ and we use the same letter a to denote the constant 
sequence o ++ a, ff E Z”, then Aa = ldet Mla, because #(Em n M[O..l)“) 
= ldet MI. Since fn agrees with t(-1 M) on v(KIl M) 2 Z" n cone(M ), we 
have 
Afn(a) = At(.]M)(cY) = 1 for all (Y E Z”’ n cone(M). 
But Afn is also an element of V(M); hence it is identically 1 by Theorem 
4.3. Since #M = m, D( M > consists of constants only because of (3.6); hence 
]fa is a constant sequence. Moreover, it is easily seen that ] and A commute 
with each other. Thus, we have 
1 =l(Afn) = Wfn) = ldet Ml]fn, 
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from which we conclude that j’fn = I/ldet MI, which agrees with T(*l M) on 
R, as was shown in Section 3. This completes the proof for the case 
#M=m. 
Let #M > m, and suppose the theorem is true for any M' with #M' < 
#M and span(M’) = R”‘. Let Fn be the polynomial in D(M) such that F, 
agrees with Tc.1 M) on a. By Theorem 3.2, Fn is a homogeneous polynomial 
of degree 71 - m. Pick w E M. If M \ w does not span R’“, then both 
D, F, and Vwfn vanish. If M \ w spans R”, then D, Fa agrees with 
T(*(M \ w) on R and VWfn agrees t(*IM \ w) on v(RIM \ w). By the 
induction hypothesis, 
But from (5.1) we find that J and V’, commute with each other; hence 
J(V,Jn) = VW<&). M oreover, since Jfo E II,, _m, it is easily seen that 
Dw(1.d - VJlfo) E Lm-2. 
We have thus shown that for every w E M, 
~Jlfn - Fo) = Pw<lfn> - Yuufn)l + Pw(1_fd - DtJnl 
EII n-m-2’ 
Since M contains a basis for R”‘, the above inclusion relation implies that 
and therefore the leading part of Jfn agrees with Tc.1 M) on R. n 
6. MAGIC LABELINGS OF GRAPHS 
Let G be a graph with m vertices and n edges. Given r E N, the 
number of magic labelings of G of index r is denoted by Ho(r). Let M be 
the incidence matrix of G. We showed in Section 2 that 
Z%(r) = t(relM), 
where t(*l M) is the discrete truncated power associated with M, and e is the 
m-vector whose components are all I. In this section, we shall investigate the 
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discrete truncated power tc.1 M) and the related kernel space V(M ), and 
then apply the obtained results to magic labelings of graphs. 
Let us recall some terminology from graph theory. A path in G is a finite 
sequence of edges of the form 
(also denoted by 00 + zil + va + ... + v,), where vO, vi,. . . , uk are dis- 
tinct, except possibly v0 = vk. In such a case, the path is said to be closed. A 
closed path is called a circuit. Note that any loop is a circuit. The number of 
edges in a path is called its length. 
Let C be a circuit of length k: 
We call C an odd circuit if k is odd; otherwise, C is called an even circuit. 
We arrange the edges of C in such an order that vjvj+ i is the jth edge for 
j = l,..., k - 1 and vkvl is the k th edge. With such an ordering, the 
incidence matrix of C is 
Nk = 
1 0 0 ... 0 1 
1 1 0 ... 0 0 
0 1 1 ... 0 0 
. . . . . . 
. . . . . . . . . . . . 
0 0 0 *** 1 0 
0 0 0 ... 1 1 
(6.1) 
Applying the Laplace expansion to the determinant of Nk, we obtain 
1 ifk=l; 
det Nk = 2 if k > 1 is odd; 
0 ifk iseven. 
A graph G is called a bipartite graph if the vertex set of G can be split 
into two disjoint sets Vi and V, in such a way that every edge of G joins a 
vertex of Vi to a vertex of V,. It is well known that a graph is bipartite if and 
only if all its circuits are even (e.g., see [13, Theorem 2.41). In particular, a 
bipartite graph has no loops. 
Let G be a connected graph with m vertices. If G is not bipartite, then G 
contains an odd circut, say vi + vg + ... + I+. + vi, where k is an odd 
MAGIC SQUARES AND SPLINES 89 
integer. Since G is connected, by using induction one can find vertices 
ok+i,**.,c, such that vj is adjacent to some oi with i < j for all j = k + 
1 ,.*a> m. We choose m edges of G as follows. Let vjvj + i be the jth edge 
Cj = 1,. . . , k - 0, vkvl the kth edge, and choose the jth edge (j = k + 
1 1*-*> m) to be some edge joining vj with vi, i <j. Let G’ be the subgraph 
of G consisting of all vertices of G and the edges chosen above. Then the 
incidence matrix of G’ has the form 
(6.2) 
where Nk is the k x k matrix given in (6.1). We are in a position to prove the 
following theorem concerning the rank of the incidence matrix of G (cf. [13, 
Theorem 13.61). 
THEOREM 6.1. Let G be a graph with m vertices, and let M be its 
incidence matrix. Then 
rankM=m-b, 
where b is the number of bipartite connected components of G. 
Proof. First, let G be a connected graph which is not bipartite. Then G 
has a subgraph G’ whose incidence matrix M’ has the form (6.2) with k an 
odd integer. For any j > k, the jth column of M’ has exactly two nonzero 
entries in rows i and j, i < j; hence Q is a unit upper-triangular matrix. Thus 
det Q = 1. Since k is odd, we also have det Nk # 0. This shows that 
rank M’ = m, so that rank M = m. 
Second, let G be an arbitrary graph, and let G,, . . . , G, be its connected 
components. Suppose the incidence matrices of G, G,, . . . , G, are M, M,, 
. ..) M,, respectively. Then 
rank M = rank M, + **a + rank M,. (6.3) 
If none of the components of G is bipartite, then rank Mj equals the number 
of vertices of Gj for j = 1,. . . , s. This together with (6.3) implies that 
rank M = m. 
Third, consider the case when G is a connected bipartite graph. Then the 
vertex set V of G can be partitioned into two subsets V, and V, such that 
every edge of G joints V, with Vs. We arrange the vertices of G in such an 
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order that any vertex in V, proceeds any vertex in V,. Let rnj be the number 
of elements in Vj, j = 1,2. Each column of M has exactly two nonzero 
entries: One is in the first m, rows and the other is in the last ma rows, both 
entries being 1. Thus the sum of the first m, rows is the row vector 
(LL...,l), 
and so is the sum of the last m2 rows. This shows that the rows of M are 
linearly dependent. Therefore, rank M < m. Since G is bipartite, G has no 
loops. Let us remove the first vertex v1 of G and replace any edge ore 
(U z ur> by a loop around u. Denote by G” the resulting graph. We claim 
that each of the connected components of G” has a loop. To see this, let C 
be a connected component of G”, and let w E C. Since G is connected, 
there is a path in G from w to er: 
The vertex v lies in C, because it is connected to w by a path in G”. Hence 
C has a loop around u, thereby verifying our claim. Consequently, none of 
the components of G” is bipartite. By what has been proved before, the rank 
of the incidence matrix M" of G” equals m - 1. But M" is simply obtained 
from M by removing its first row. This shows that rank M > m - 1, and 
therefore rank M = m - 1. 
We have thus proved that for a connected graph G with m vertices, its 
incidence matrix M has the property 
rank M = m-l if G is bipartite, 
m otherwise. 
The general case follows from this fact and (6.3). n 
Let M be the incidence matrix of a graph G with m vertices. Then there 
is a one-to-one correspondence between the edges of G and the columns of 
M. Let ei denote the ith column of the m X m identity matrix, and let 
eij = ei + ej, i, j = 1, . . . , m. Suppose the vertices of G are labeled as 
01,. . . ) 0,. Then a loop around oi corresponds to ej, and an edge joining ui 
with vj corresponds to ejj (i z j). 
Let G be a graph having no bipartite connected components, and let M 
be its incidence matrix. Theorem 6.1 tells us that the kernel space V(M) is 
finite-dimensional in this case. Furthermore, the set A(M) as defined in (5.4) 
has nice properties, as shown in the following theorem, which plays an 
essential role in this paper. 
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THEOREM 6.2. Let G be a graph with m vertices, and let M be its 
incidence matrix. lf G has no bipartite connected components, then 
e = (tl,,..., %J EA(M) - Oj = 1 or -1 forall j = l,...,m. 
Proof. Recall that 8 E A( M > if and only if M, spans Iw”‘, where MO is 
as given in (5.3). Observe that 
1 
8i 
OY = eiej 
if y=ei, 
if y=eij. 
Hence ei E M, implies oi = 1, while eij E M, implies 19~0, = 1. Let GO be 
the subgraph of G which consists of all vertices of G and all the edges of G 
corresponding to the column vectors of MO. Then the incidence matrix of G, 
is M,. From the above discussion we see that if G, contains a loop around vi, 
then 0i = 1, and if G, contain an edge joining vi with vj, then 13~0, = 1, i.e., 
Oj = 0,: ‘. Furthermore, if there is a path in G, of length k from vi to vj, 
then 
'i if k is even; 
oj = 
6,:’ if k is odd. 
(6.41 
Let K be a connected component of G,. Since MB spans Iw”‘, K is not 
bipartite by Theorem 6.1; hence K contains a circuit of length k with k an 
odd integer. This circuit passes through a vertex, say vi. Then by (6.4) we 
have Bi = 8,:‘, since k is odd. It follows that ej = 1 or - 1. Let vj be an 
arbitrary vertex in K. Since K is connected, there is a path in K from vi to 
vj. By (6.4) we have ej = ej or f3j = 0;‘. This shows that 9 = 1 or - 1 for 
a n Y V e r te x V .i 
in K. Evidently, this conclusion is valid for any vertex in G,. n 
As an application of Theorem 6.2, we re-prove the following result of 
Stanley [2O] concerning magic labelings of graphs. 
THEOREM 6.3. Let G be a graph and r E N. Then either H,(r) = S,,, 
or else there exist polynomials PG and Qc such that 
f&(r) = PC(~) + (-l>rQ~W forall r E N. 
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Proof. If Ho(r) = a,,, then G is said to be degenerate. In what follows, 
G is assumed to be nondegenerate. 
First, let G be a graph having no bipartite connected components, and let 
M be its incidence matrix. If G has m vertices, then M spans R”, and 
Theorem 6.2 applies. Since G is not degenerate, there is some r > 0 such 
that H,(r) > 0; hence re lies in cone(M), and therefore so does e. Thus 
there exists a fundamental M-cone C? such that e E a. It follows that 
IR +e c fin, where R, := [O..a). By Lemma 4.4, we have 
R+e c 1R - [TM]. 
Furthermore, by Theorem 4.2, there exists an element fo E V(M) such that 
fn agrees with t(-1 M) on Q - [Ml; in particular, 
I&(r) = t(relM) =fa(re). (6.5) 
But by Theorem 5.1 we have 
_ffda> = c O”Po(cf), LYE Z”, (6.6) 
BEA 
where p, is a polynomial in D( M, > f or each 8 E A( M ). It follows from (6.5) 
and (6.6) that 
f&(r) = C O’“ps(re), f-EN. (6-Y) 
BEA 
By Theorem 6.2, 8 = (0,, . . . , 0,) E A( M > implies that Oj = 1 or - 1 for all 
j, and hence 8” = 1 or - 1 for all 0 E A(M). The desired result now follows 
from (6.7). 
The general case can be reduced to the above case. Let G be a 
nondegenerate graph. For each bipartite connected component of G we 
remove one of its vertices and replace any edge incident to this vertex by a 
loop around the other vertex. The resulting graph G’ has no bipartite 
components. We claim that H,,(r) = H,(r) for all r E N. Let Gi, . . . , G, 
be the connected components of G. Then 
f&(r) = _fJqw for all rE N. (6.8) 
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Thus, in order to verify our claim it suffices to consider the case when G is 
connected. Let G be a nondegenerate connected bipartite graph with m 
vertices and n edges. Then the vertex set V of G can be partitioned into two 
subsets V, and V, such that every edge of G joins V, and Vs. Let mj be the 
number of vertices in Vj, j = 1,2. We arrange the vertices of G in such an 
order that any vertex in V, precedes any vertex in Vs. Let M be the 
incidence matrix of G. Since G is nondegenerate, there is a positive integer r 
such that the equation MD = re has a solution P E F+J”. But the sum of the 
first m, rows and the sum of the last m2 rows of M both equal the n-vector 
Kl,. . ., 1); hence the sum of the first m, components and the sum of the 
last m2 components of MD = re are equal. This shows that m,r = m2r and 
therefore m, = m2. In particular, the number of vertices of G is even. Note 
that the incidence matrix M’ of G’ is obtained from M by removing one of 
its rows, say the first row. Let e’ denote the (m - &vector whose compo- 
nents are all 1. If /3 E N” satisfies MP = re, then M’@ = re’. Conversely, if 
M’P = re’, then the last m - 1 components of MP are all r. But the sum of 
the first m, components and the sum of the last m2 components of M/3 are 
equal and m, = m2; hence the first component of MB is also r; that is, 
M/3 = re. This shows that H,(r) = H,,(r) for all r E N. w 
7. POSITIVE GRAPHS 
According to Stanley [20], a magic labeling L of G is called a positive 
labeling if every edge of G receives a positive label. A graph G is said to be 
positive if there is a positive labeling for G. It is easily seen that G is positive 
if and only if the vector e lies in cone” (M ). If G is not positive, then there 
are some edges of G that are always labeled 0 in any magic labeling. After 
removing these edges, the resulting graph G’ is positive and H,(r) = H,,(r) 
for all r E N. Thus, as far as magic labelings are concerned, we may assume 
without loss of generality that G is a positive graph. 
Let PC and Qc be the polynomials in Theorem 6.3. We wish to find the 
exact degree of PG and Qo. For a positive graph G, the exact degree of PC 
has been determined by Stanley [2O]. In this section we shall use our methods 
to give Stanley’s result a new proof. Furthermore, we shall also establish 
some results about Qo. These results are essential to our solution of Stanley’s 
conjecture on symmetric magic squares. 
In this section a multiinteger cr = (a,, . . . , a,) E Z” is said to be even if 
E;‘= 1 aj is even; otherwise, cx is said to be odd. 
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LEMMA 7.1. Let G be a graph with m vertices and n edges but no loops, 
and let M be its incidence matrix. Then t(alM) = 0 for all oo?d (Y E Z”. If, 
in addition, m is odd, then H,(r) = 0 for all odd r E N. 
Proof. Recall that t( a 1 M) is the number of solutions p E N” to the 
linear system of diophantine equations 
MP=a. (7.1) 
Since G has no loops, every column vector of M has exactly two nonzero 
components which equal 1; hence 
E Cxj = 2 2 pi, 
j=l i=l 
where oj denotes the jth component of (Y, and pi denotes the i th compo- 
nent of /3. Thus, if (7.1) has a solution P E N”, then (II is even. This proves 
the first statement. Moreover, if m is odd, then re is odd for odd integers r; 
hence H,(r) = t(rel M) = 0 for all odd r E N. n 
Stanley proved in [21, Corollary 4.111 that for a nondegenerate graph G, 
either PG = QG or else deg Qc < deg PG. The following theorem improves 
his result by classifying these two cases. 
THEOREM 7.2. Let G be a positive graph, and let PC and QG be the 
polynomials given in Theorem 6.3. lf one of the connected components of G 
has an odd number of vertices but no loops, then 
otherwise. 
deg Qc < deg PC. 
Proof. For each connected bipartite component of G we remove one of 
its vertices and replace any edge incident to this vertex by a loop around the 
other vertex. The resulting graph G’ has no bipartite components and 
H,,(r) = H,(r) for all r E N, as was shown in the proof of Theorem 6.1. 
Since G is positive, any bipartite component of G has an even number of 
vertices (see the proof of Theorem 6.3); hence the operation from G to G’ 
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does not change any component of G with an odd number of vertices. On 
the other hand, all the new components of G’ have loops. Therefore, G has a 
connected component with an odd number of vertices but no loops if and 
only if G’ does. Thus, without loss of generality, we assume that G has no 
bipartite connected components. 
Suppose G has m vertices and n edges and the vertices of G are labeled 
LY 
I>“‘> v,. Let M be the incidence matrix of G, and let fi be a 
un amental M-cone such that n contains e. By Theorems 4.2 and 4.4, there 
exists an element fn of V(M) such that fn agrees with the discrete 
truncated power t(*l M > on R - EM] I) R+e. Moreover, fn has a decompo- 
sition of the form (6.6). Let A+(M) denote the set of those elements of 
A( M ) which have an even number of negative components, and let A _ (M > 
:= A(M) \ A+(M). It follows from (6.7) that 
PO(r) = c pdre) and Qdr) = c P&+ (7.2) 
t=A+(M) BEA_ 
where p, is a polynomial in D( M,) for each 0 E A( M ). 
Let fie denote the leading part of p,. By Theorem 5.2, fie agrees with 
T(*l M > on CI. Since G is a positive graph, re E cone”(M) for all r > 0; 
hence by Theorem 3.1, T(*l M) . IS continuous at re E fi, r > 0. This shows 
that for r > 0 
ce(re) = T(relM) = T(elM)rnPm, 
where we have used the fact that T(*( M) is a homogeneous function of 
degree n - m. Furthermore, T(el M) > 0 by Theorem 3.1. Thus, the leading 
term of p,(re> is T(el M)rnPm. 
Assume that G is connected for the time being. We claim that in this case 
deg p, < n - m forall SEA \ {e, -e}. (7.3) 
Indeed, since p, E D( M,), by (3.6) we have deg p, < #M, - m; hence 
deg p, < n - m unless M, = M. Suppose M, = M for some 6 = 
(0 r, . . . , 0,) E A(M). Since G is connected, for any i, j E { 1, . . . , m) there is 
a path from vi to vj, so it follows from (6.4) that ej and fIj have the same 
sign. But Theorem 6.2 tells us that oj is either 1 or - 1 for all j = 1,. . . , m; 
hence 8 is either e, or else -e. This verifies (7.3). 
In order to determine the leading term of P,(r) we divide our investiga- 
tion into three cases. 
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Case 1: G has a loop. In this case, if M, = M, then some component of 
8 must be 1. Hence M_, # M. Thus, M, # M for any 8 E A(M) \ {e}. It 
follows that 
deg p, < n - m forall SEA \ {e}. 
From this and (7.2) we conclude that the leading term of F’,(r) is 
T(el M)rnpm and deg Qc < deg PC. 
Case 2: G has no loops and m is odd. In this case -e E A _( M ). From 
(7.2) and (7.3) we see that the leading term of P,-(r) is T(el Mb--"'. 
Moreover, by Lemma 7.1, 
P,(r) - Qdr) = f&(r) = 0 forallodd TE N, 
so Qc = PC in this case. 
Case 3: G has no loops and m is even. In this case, -e E A+(M) and 
M_, = M. Let 6 _e denote the homogeneous component of p _e of degree 
n - m. We shall show that fi_e = Fe. For this purpose, we pick an odd 
multiinteger o E Z” n R. From (6.6) we find that 
Fix (Y, and regard fn( t-o as a function of r. Note that 8” = 1 or - 1 for all 1 
0 E A( M 1. For odd integers r, era = 8 LI, which is independent of r. In 
particular, era = 1 and ( -e)ra = - 1 for all odd integers r. Thus, restricted 
to odd integers r, fo(t-cr) is a polynomial in r. From (7.3) and (7.4) we find 
that for odd r E Z, 
where g(r) is a polynomial in r of degree < n - m. But when r is an odd 
integer, t(ral M) = 0 by L emma 7.1, and therefore fo(rcx> = 0. This in 
connection with (7.5) implies that 
CA(y) = L(Q). 
The above relation is valid for all odd multiintegers (Y E Z” n CR; hence 
& = p’_,. Thus the leading term of p_,(re> is also T(elM)r”-“, so we 
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conclude from (7.2) and (7.3) that the leading term of pJr> is 2T(el M)r”-“’ 
and deg Qo < deg PC. 
Now let G be an arbitrary positive graph. Suppose G,, . . . , G, are the 
connected components of G. Then for every j = 1,. . . , s, Gj is positive and 
hence 
~cI(r) = q(r) + (-l)rQj(r)y rE N, (7.6) 
for some polynomials q and Qj in r. It follows from (6.8) and (7.6) that 
PG(r) + (-l)rQG(r) =,fil[q(r) +(-l)'Q,(r)], rE N. (7.7) 
If one of the connected components of G, say Gj, has an odd number of 
vertices but no loops, then by Lemma 7.1, H, vanishes on positive odd 
integers, and therefore so does H, by (6.8). Thui P,(r) - Qc(r) = 0 for all 
odd r E IV. It follows that PC = QG. Suppose otherwise that every Gj either 
has a loop or has an even number of vertices. Then deg Qj < deg Pj for 
j=l >-*-> s; hence by (7.7) we have deg Qo < deg PC. W 
As a consequence of the above theorem, we prove Stanley’s result 
concerning the exact degree of PC. 
THEOREM 7.3. Let G be a positive graph with m vertices and n edges, 
and let PG be the polynomial in Theorem 6.3. Then deg PC = n - m + b, 
where b is the number of connected components of G which are bipartite. 
Proof. For each bipartite component of G we remove one of its vertices 
and replace any edge incident to this vertex by a loop around the other 
vertex. The resulting graph G’ has m - b vertices and n edges but no 
bipartite connected components. We showed that H,(r) = H,,(r) for all 
r E fV in the proof of Theorem 6.3. Thus we may assume that b = 0. Let 
G,,..., G, be the connected components of G. Suppose each Gj has mj 
vertices and nj edges. It was shown in the proof of Theorem 7.2 that 
deg Pj = nj - mj for j = 1,. . . , s. Moreover, for each j, either deg Qj < 
deg 5 or Qj = 5; hence it follows from (7.7) that 
degPo= h degq= k(nj-m,)=n-m. 
j=l j=l 
n 
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8. SYMMETRIC MAGIC SQUARES 
In this final section we shall prove the main result of this paper. 
THEOREM 8.1. Let m > 1, and let S,,(r) be the number of symmetric 
magic r-squares of order m. Then; 
6) S,(r) = P,,,(r) + (- l)'Q,,l(r) for all r E N, where P,(r) and Q,(r) 
are polynomials in r. 




Proof. The cases m = 1 and m = 2 are trivial. In what follows we 
assume that m 2 3. Let G be the complete m-graph with a loop attached to 
each of its vertices, and let M be its incidence matrix. Suppose the vertices of 
G are labeled as v,, . . . , v,,,. Then 
S,,,(r) = H,(r) = t( relM), rE N, 
where e is the m-vector whose components are all 1. Parts (i) and (ii) were 
first proved by Stanley [20] and can be derived from Theorems 6.3 and 7.3. 
Only part (iii) of this theorem needs a proof. Obviously, e lies in cone( M 1. 
There exists a fundamental M-cone KI such that fi contains e. By Theorems 
4.2 and 4.4, one can find an element fo E V( M > such that fn agrees with 
the discrete truncated power t(-1 M) on fl - [TM] 3 R+e. Moreover, fn has 
a composition of the form (6.6). By Theorem 6.2, 0 E A( M > implies that all 
the components of 8 are either 1 or -1. Let A+(M) and A_(M) be the 
sets as defined in the proof of Theorem 7.2. By (7.2) we have 
where p, is a polynomial in D( MO) for each 13 E A_ (M ). In order to 
determine the exact degree of the polynomial Q,,, it suffices to find the 
leading term of p,(re) for each 8 E A_(M). This problem is solved in the 
following lemma. 
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LEMMA 8.2. L.et Go be the subgraph of G whose incidence matrix is MB. 
Then G, is positive for eve y 0 E A( M 1. Moreover, for each 0 E A_ (M 1, 
p,(re) is a polynomial in r of exact degree #MB - m with a positive leading 
coeficient. 
We shall assume that Lemma 8.2 is valid and leave its proof to the end of 
this section. From (8.1) and Lemma 8.2 we see that the exact degree of Q,, is 
the maximum of #M, - m when 0 runs over A_ (M 1. Thus the proof of 
Theorem 8.1 reduces to counting #M,. To this end, let 8 be an element of 
A(M) with k negative components and m - k positive components, 0 < k 
Q m. If 1 < k < m - 1, then G, has exactly two connected components: 
One is a complete k-graph with no loops, and the other is a complete 
(m - k )-graph with one loop attached to its every vertex. A complete I-graph 
has no edges, while a complete 2-graph is bipartite; hence in both cases M, 
does not span R”. In other words, 8 E A( M > implies that k is neither 1 nor 
2. Furthermore, since #M, equals the number of edges of G,, we have 
#M,=(i) + (mik) +(m-k). (8.2) 
Evidently, (8.2) is also true for the case k = 0 or k = m. It remains to find 
the maximum of #M, when 8 runs over A_ (M 1. For this purpose we 
rewrite (8.2) as follows: 
#MO=(k-~)‘-(~)z+(m;l)_ (8.3) 
By the previous remark, 0 E A_(M) implies that k is an odd integer > 3. If 
m is odd, then we deduce from (8.3) that 
and equality holds if and only if k = m. If m is even, then the largest odd 
integer < m is m - 1. It follows from (8.3) that 
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and equality is valid if and only if k = m - 1. Thus by Lemma 8.2 we 
conclude that if m is odd, then the exact degree of Q,,, is 
and if m is even, then the exact degree of Q,,, is 
m-l ( 1 2 +1-m= m-2 ( 1 2 - 1. n 
Proof of Lemma 8.2. Let 8 E A( M >. We first prove that G, is a positive 
graph. Without loss of generality we may assume that the first k components 
of 8 are - 1 and the last m - k components are 1, 0 < k < m. If 8 = e, 
then G, = G is a positive graph. If 0 # e, then one must have k > 3. 
Observe that MO contains vectors eij (1 < i < j Q k) and ei (k + 1 < i < m). 
Since k > 3, these vectors span R”. Moreover, 
e = & C eij + ,=E,ei. 
l<i<j<k 
This shows that e lies in the interior of MB; in other words, G, is a positive 
graph. 
Next, we show that 
R+e c R - [Md forall SEA. (8.4) 
Indeed, as a fundamental M-cone, R is disjoint from c(M); hence it is 
disjoint from c( M,), b ecause c( M,) g c(M). Moreover, since e E fi also 
lies in the interior of cone(M,), CI is contained in cone( MO). Thus, by 
Lemma 4.4, (8.4) is valid. 
Now let 8 E A_(M). Then k is an odd integer and 3 < k < m. We shall 
employ Theorems 5.2 and 7.2 to find the leading term of p,(re). By Theorem 
4.3, there is an element g, E V( M,) such that go agrees with tc.1 M,) on 
CI - [rMd~ R+e. By Theorem 5.1, gn has a decomposition as follows: 
gn(~> = c e-q&+ ff E B”, 
5E ACM,) 
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where qr E D( M, n M, ) for each 5 E A( MO ). This shows that 
t(dM,) = gn(re) = PO(r) + ( -l)rQe(r), ?-EN, 
where 
P,(r) = c q&-4 and Qdr) = c q&-4* (8.5) 
LEA+ SEA_ 
Note that 5 E A( M,) if and only if M, n M, spans [Wm. Evidently, e E 
A+(M,) and 8 E A_(M,). We claim that 
5= (S,,..., 5,) EA(M,) \ {e,0} - M,nMo+Mo. (8.6) 
Suppose to the contrary that M, n M, = M,. Then Mt contains all eij 
(1 < i,j <k); hence tr,..., tk must have the same sign. Moreover, Mt 
contains all ej (j = k + 1, . . . , m),sothat$=Iforj=k+l,..., m.Thus 
either 5 = e, or else 6 = 8. This confirms our claim (8.6). Thus by (3.6) and 
(8.6) we have 
degqE~#(M~nM,)-m<#M,-m forall (EA(M,) \ {e,e}. 
(8.7) 
We showed in the proof of Theorem 7.2 that the leading term of q,(re) is 
T(el Me)r#M@-m with T(e1 Me) > 0. From (8.5) and (8.7) we see that P,(r) 
and q,(re) have the same leading term. But GO has a connected component 
which has an odd number of vertices but no loops, hence Qe = P, by 
Theorem 7.2. Invoking (8.5) and (8.7) again, we see that Qo(r) and qe(re) 
have the same leading term. This shows that the leading term of q,Jre) is 
also T(el Mo)r#M@pm. 
Consider V, , Mefn and g,. They both are elements of V( M,) and agree 
with t(.IM,) = V, \ MBt(.lM> on R - EMJ. Hence by Theorem 4.3, 
V M , MBfn = gn. Recall that Js is the projection from E to Es defined in 
Section 5. From (5.1) it is easily seen that Jc and V, , M, izommute with each 
other. In particular, 
@qe = Je(gn) = JO&f \ MO&) = V, \ MB(J&L) = V, \ &( e()pe). (8.8) 
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For any w E M \ MO, 0” = -1; hence 
VJ 8”p0) = B”p,( a) + 8”p,( (Y - w) 
= O”(2 - V,)p,( a>, (Y E Z”. (8.9) 
It follows from (8.8) and (8.9) that 
But the leading term of qO(re-e) is Z’(elM,)r#“@-“, so we arrive at the 
conclusion that the leading term of p,(re) is 
Based on this result, one can also find the leading coefficient of the 
polynomial Q,,,. n 
We conclude this paper with a final remark. Stanley in [20] and [2I] posed 
a more general problem: Find the exact degree of Qo for any given graph G. 
This problem is extremely difficult. However, it is clear that the applications 
of our methods are not limited to symmetric magic squares. We will report 
our results about this general problem in a forthcoming paper. 
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