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Znamenite Hammingove in Leejeve kode lahko interpretiramo kot 1-popolne kode v
grah. V magistrskem delu naj bodo najprej predstavljeni osnovni teoreti£ni kon-
cepti o takih kodah v grah. Jedro dela naj predstavlja ²tudijo obstoja 1-popolnih
kod v dualnih kockah. V ta namen naj bo najprej podrobno razloºena struktura teh
kock.
Osnovna literatura
[3] P. K. Jha, 1-Perfect Codes Over Dual-Cubes vis-à-vis Hamming Codes Over





1-popolne kode v kockam podobnih grah
Povzetek
V magistrskem delu spoznamo kodiranje, kode in popolne kode, njihovo posplo²itev
na grafe ter povezavo med 1-popolnimi kodami in dominantno mnoºico v grah.
Opi²emo hiperkocke in dokaºemo nekaj njihovih lastnosti. Spoznamo grafe dualnih
kock, ki so sorodni hiperkockam. Pokaºemo, katere lastnosti dualna kocka podeduje
od ustrezne hiperkocke, in tiste, ki so pomembne za tvorjenje 1-popolne kode. Ugo-
tovimo, da je dualna kocka DQm sestavljena iz 2m+1 induciranih hiperkock. Le-te
namre£ vsebujejo Hammingove kode, ki so 1-popolne kode in to vzamemo kot osnovo
za tvorjenje 1-popolne kode v dualni kocki. Nato Hammingove kode z nadaljnjimi
algoritmi preoblikujemo tako, da res nastane 1-popolna koda v dualni kocki. S tem
dokaºemo izrek, da dualna kocka DQm vsebuje 1-popolno kodo natanko tedaj, ko
je m = 2k − 2 za k ≥ 2. Dobljeni rezultat uporabimo pri postavljanju meja za
dominanto ²tevilo v dualni kocki s poljubnim parametrom.
1-Perfect Codes Over Dual-Cubes
Abstract
In this thesis we introduce coding, codes and perfect codes, their generalization to
graphs, and a connection between 1-perfect codes and dominating sets in graphs.
We describe hypercubes and prove some of their characteristics. Dual-cubes, which
are similar to hypercubes, are introduced. We show the characteristics that are
inherited from hypercubes and some that are important for generating 1-perfect
codes. We prove that the dual-cube DQm consists of 2m+1 induced hypercubes.
Hypercubes contain Hamming codes which are 1-perfect codes, and this is taken
as a basis of creating 1-perfect codes in dual-cubes. Hamming codes are further
transformed with algorithms that eventually lead to 1-perfect codes. With this we
show that the dual-cube DQm admits a 1-perfect code if and only if m = 2k − 2 for
k ≥ 2. This result is used for proving tight bounds on the domination number of
dual-cube with an arbitrary parameter.
Math. Subj. Class. (2010): 05C69, 94B25
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Kode, ki popravljajo napake, so se pospe²eno za£ele razvijati ob naglem razvoju
tehnologij. Veliko raziskav je bilo namenjenih iskanju u£inkovitih shem za kodiranje
informacij, da bi te kljub morebitnim motnjam in napakam ²e vedno lahko deko-
dirali. e na za£etku so bile posebne pozornosti deleºne tako imenovane popolne
kode. V ²tiridesetih letih prej²njega stoletja sta Richard Hamming in Marcel J. E.
Golay odkrila primere popolnih kod. Do sedaj popolne kode z drugimi parame-
tri ²e niso bile odkrite. Leta 1973 je Norman L. Biggs prou£evanje popolnih kod
preselil v grafe. Ta posplo²itev je zelo naravna, saj je prostor vseh besed dolo£ene
dolºine mogo£e povezati v graf na zelo naraven na£in. Hammingove kode temeljijo
na topologiji hiperkocke. Vendar pa hiperkocke z ve£anjem dimenzije lahko posta-
nejo neobvladljive. Dualne kocke, ki so podobne hiperkockam, ohranjajo vse dobre
lastnosti hiperkock, hkrati pa omilijo njihovo hitro rast. Za ve£ informacij o tem
priporo£amo [2, 3, 6].
V magistrskem delu se bomo osredoto£ili na dokaz trditve o obstoju 1-popolne
kode v dualni kocki DQm natanko tedaj, ko je m = 2k − 2 za k ≥ 2. V prvem
poglavju bomo najprej spoznali kode, ki popravljajo napake, popolne kode, popolne
kode v grah in hiperkocke ter njihove lastnosti. Drugo poglavje je namenjeno
predstavitvi dualnih kock in njihovih lastnosti. Sledila bo konstrukcija 1-popolne
kode v dualni kocki s pomo£jo treh algoritmov, ki jih bomo natan£no predstavili
ter dokazali pomembne lastnosti, s pomo£jo katerih bomo dokazali glavno trditev
magistrskega dela. Za zaklju£ek bomo postavili meje za dominantno ²tevilo v dualni
kocki s poljubnim parametrom, kar je posledica obstoja 1-popolne kode v dualni
kocki DQm, m = 2k − 2, k ≥ 2.
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2 Osnovni pojmi in denicije
V tem poglavju se bomo seznanili s kodiranjem sporo£il, pri £emer se bomo osre-
doto£ili na kode, ki popravljajo napake. Denirali bomo, kaj je kodna mnoºica
in na primerih spoznali razli£ne kodne mnoºice in prednosti pri kodiranju z njimi.
Spoznali bomo tudi, kdaj je koda popolna. Pojma kod, ki popravljajo napake in
popolnih kod bomo raz²irili na grafe in spoznali tesno povezavo 1-popolnih kod in
dominacije v grah. Poglavje bomo zaklju£ili z denicijo hiperkocke ter nekaj njenih
pomembnih lastnosti.
2.1 Kode, ki popravljajo napake
Ideja o kodah, iz katerih lahko kljub napakam prejmemo pravo sporo£ilo, se je naglo
za£ela razvijati ob napredku brezºi£nih povezav, radarjev in ra£unalnikov, kjer lahko
posamezne motnje pri pretoku informacij pripeljejo do spremembe sporo£ila. Namen
tega kodiranja ni skrivanje informacij, temve£ ravno nasprotno. Prejemnik mora
zaznati napake v sporo£ilu in jih tudi znati odpraviti. Pri tem bi za sporo£ila v
obi£ajnem jeziku, na primer sloven²£ini, imeli laºjo nalogo pri zaznavanju napak,
vendar pa imamo ve£ moºnosti za popravke. Recimo, da sprejemniku po²ljemo
besedo riba in pride do spremembe v besedo rica. Prejemnik sporo£ila lahko
opazi, da ima beseda napako, ker je brez pomena, vendar sta poleg riba moºni
popravljeni besedi tudi rima in raca.
Recimo, da ºelimo informacijo poslati s pomo£jo nizov sestavljenih iz znakov 0
in 1. Izbrani binarni niz ustreza to£no dolo£eni besedi, ki jo poznata tako po²iljatelj
kot prejemnik. Po²iljatelj zakodira besedo in jo po²lje po kanalu, kjer pride do mo-
tenj, ki spremenijo sporo£ilo. Ob sprejemu prejemnik prepozna napake, jih popravi
ter tako razbere sporo£ilo, glej [6, str. 9].
Poglejmo si primer, ki je povzet po [6, str. 10-11] in [1, str. 339]. elimo poslati
besede sever, jug, vzhod in zahod. V naslednji tabeli so predstavljeni ²tirje
na£ini, kako lahko zakodiramo navedene besede.
koda dolºina sever jug vzhod zahod
C1 2 00 01 10 11
C2 3 000 110 011 101
C3 5 00000 00111 11100 11011
C4 6 000000 111000 001110 110011
Koda C1 je zelo ob£utljiva, saj lahko ena sama napaka spremeni celoten niz in tako
prejemnik dobi napa£no informacijo. Pri kodi C2 vidimo, da lahko zaznamo eno
napako. e se pri posameznem nizu spremeni en znak, prejemnik opazi, da je bila
storjena napaka, vendar je ne zna popraviti. Recimo, da je bil poslan niz 000 in
da se je zgodila napaka na prvem mestu. Tako je prejemnik dobil besedo 100.
Enako besedo bi dobili tudi, £e bi bil poslan niz 110 in bi bila napaka narejena na
drugem mestu, ali pa ob poslanem nizu 101 z napako na tretjem mestu. V praksi
je odkrivanje napak brez moºnosti popravkov uporabno le v primeru, ko prejemnik
lahko prosi za ponovitev sporo£ila. Koda C3 se izkaºe za bolj²o, saj lahko ne le
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zaznamo napako, temve£ tudi odpravimo napako v enem znaku. Za dokaz te trditve
za vsako kodno besedo zapi²imo vse moºne napake v enem znaku:
S J V Z
00000 00111 11100 11011
10000 10111 01100 01011
01000 01111 10100 10011
00100 00011 11000 11111
00010 00101 11110 11001
00001 00110 11101 11010
Vidimo lahko, da se noben niz ne ponovi in da je 8 nizov, ki se nikoli ne pojavijo. To
so 10010, 10001, 01010, 01001, 01101, 01110, 10101, 10110. Torej, £e je sprejemni niz
w eden od tistih iz stolpcev v tabeli, potem vemo, da se je zgodila najve£ ena napaka
in jo lahko odpravimo. e pa je w eden od 8 nizov iz seznama, pa vemo, da sta se
zgodili vsaj dve napaki, ki jih ne moremo popraviti. Za zadnjo kodno mnoºico iz
tabele C4 je prav tako zna£ilna zmoºnost popravljanja ene napake. Zopet zapi²imo
tabelo vseh moºnih napak za posamezno besedo.
S J V Z
000000 111000 001110 110011
100000 011000 101110 010011
010000 101000 011110 100011
001000 110000 000110 111011
000100 111100 001010 110111
000010 111010 001100 110001
000001 111001 001111 110010
Zopet lahko opazimo, da se noben niz ne ponovi, torej koda popravlja eno napako.
Prav tako pa se nekateri nizi ne pojavijo v tabeli in takih je kar 36, kar je ve£ kot
nizov v tabeli. Vidimo, da je za po²iljanje izbranih ²tirih besed bolj²a uporaba kode
C3, saj nimamo toliko odve£nih besed, z njo pa si tudi prihranimo po²iljanje doda-
tnega znaka.
Pri znakih, ki jih lahko uporabljamo za kodiranje besed, sicer nismo omejeni zgolj
na znaka 0 in 1, ampak jih je lahko poljubno ²tevilo. Kljub temu se osredoto£imo
le na znaka 0 in 1 in se dogovorimo za terminologijo. Naj bo n naravno ²tevilo.
Urejeno n-terico iz znakov 0 in 1 imenujemo beseda dolºine n. Za besedo namesto
zapisa x = (x1, x2, . . . , xn) lahko uporabimo kraj²ega x = x1x2 . . . xn. Mnoºici
znakov V = {0, 1} pravimo tudi (binarna) abeceda. Z V n ozna£imo mnoºico vseh
(binarnih) besed dolºine n nad abecedo V . Naj bosta x, y ∈ V n, x = (x1, x2, . . . , xn)
in y = (y1, y2, . . . , yn). e deniramo x+y kot operacijo se²tevanja po komponentah
po modulu 2, potem V n s to operacijo postane grupa. Pokaºimo to z naslednjo lemo.
Lema 2.1. Naj bosta x = (x1, x2, . . . , xn) in y = (y1, y2, . . . , yn) iz V n. Z operacijo
se²tevanja po komponentah po modulu 2, x + y = (x1 + y1, x2 + y2, . . . , xn + yn),
mnoºica V n postane grupa.
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Dokaz. Naj bo x = (x1, x2 . . . , xn), y = (y1, y2, . . . , yn) in z = (z1, z2, . . . , zn). Poka-
ºimo najprej komutativnost, torej da je x+ y = y + x. Velja
x+ y = (x1, x2, . . . , xn) + (y1, y2, . . . , yn)
= (x1 + y1, x2 + y2, . . . , xn + yn)
= (y1 + x1, y2 + x2, . . . , yn + xn)
= (y1, y2, . . . , yn) + (x1, x2, . . . , xn)
= y + x ,
kjer smo upo²tevali predpis operacije se²tevanja ter komutativnost se²tevanja po
modulu 2 na posamezni komponenti.
Pokaºimo, da velja asociativnost, (x+ y) + z = x+ (y + z). Velja
(x+ y) + z = ((x1, x2 . . . , xn) + (y1, y2, . . . , yn)) + (z1, z2, . . . , zn)
= (x1 + y1, x2 + y2, . . . , xn + yn) + (z1, z2, . . . , zn)
= ((x1 + y1) + z1, (x2 + y2) + z2, . . . , (xn + yn) + zn)
= (x1 + (y1 + z1), x2 + (y2 + z2), . . . , xn + (yn + zn))
= (x1, x2 . . . , xn) + (y1 + z1, y2 + z2 . . . , yn + zn)
= (x1, x2 . . . , xn) + ((y1, y2, . . . , yn) + (z1, z2, . . . , zn))
= x+ (y + z) ,
kjer smo upo²tevali predpis za operacijo se²tevanja in asociativnost se²tevanja po
modulu 2 na posamezni komponenti.
V mnoºici V n mora obstajati tudi nevtralni element. Poiskati moramo tak ele-
ment a ∈ V n, a = (a1, a2, . . . , an), da bo za vsak x ∈ V n, x = (x1, x2, . . . , xn) veljalo
a+ x = x. Veljati mora
a+ x = x
(a1, a2, . . . , an) + (x1, x2, . . . , xn) = (x1, x2, . . . , xn)
(a1 + x1, a2 + x2, . . . , an + xn) = (x1, x2, . . . , xn)
oziroma
ai + xi = xi, za vsak i ∈ {1, 2, . . . , n} ,
kjer je ai + xi se²tevanje po modulu 2. To velja le, kadar je ai = 0 za vsak i ∈
{1, 2, . . . , n}. Sledi, da je nevtralni element mnoºice V n element (0, 0, . . . , 0), ki ga
lahko kraj²e ozna£imo kar z 0.
Zadnja lastnost, ki jo mora imeti V n, da bo res grupa, je obstoj nasprotnega
elementa. Za vsak element x ∈ V n, x = (x1, x2, . . . , xn) mora obstajati element
y ∈ V n, y = (y1, y2, . . . , yn), da velja x+ y = 0. Za y mora veljati
x+ y = 0
(x1, x2 . . . , xn) + (y1, y2, . . . , yn) = (0, 0, . . . , 0)
(x1 + y1, x2 + y2, . . . , xn + yn) = (0, 0, . . . , 0)
oziroma
xi + yi = 0 za vsak i ∈ {1, 2, . . . , n} ,
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kjer je xi+yi se²tevanje po modulu 2. To velja, ko je xi = yi za vsak i ∈ {1, 2, . . . , n}.
S tem smo dokazali, da je V n res grupa.
Grupa V n je pravzaprav grupa (Z2)n, to je direktni produkt n kopij grupe Z2.
Naj bosta x, y ∈ V n. Hammingova razdalja H(x, y)med x in y je ²tevilo razli£nih
mest, v katerih se x in y razlikujeta. S pomo£jo naslednje leme, ki je vzeta iz [6, str.
12, trditev 1.3.], pokaºimo, da je to res funkcija razdalje.
Lema 2.2. Hammingova razdalja H je funkcija razdalje.
Dokaz. O£itno je, da je Hammingova razdalja simetri£na in nenegativna, ter da velja
H(u, v) = 0 natanko tedaj, ko je u = v. Pokaºimo ²e trikotni²ko neenakost. Naj
bodo u, v, w ∈ Qn. Denirajmo Au,v = {i |ui ̸= vi} ter enako tudi mnoºici Au,w in
Av,w. Potem velja Au,w ⊆ Au,v ∪ Av,w. Sledi, da je
d(u,w) = |Au,w| ≤ |Au,v ∪ Av,w| ≤ |Au,v|+ |Av,w| = d(u, v) + d(v, w) .
Mnoºici C ⊆ V n pravimo (binarna) koda dolºine n, elementi mnoºice C pa so
kodne besede. Katerakoli podmnoºica je ustrezna, vendar za potrebe ugotavljanja in
popravljanja napak posku²amo izbrati samo dolo£ene. Izbrali bomo linearne kode.
Mnoºica C ⊆ V n je linearna koda, £e za c, c′ ∈ C velja, da je c + c′ ∈ C. Velja, da
je C linearna natanko tedaj, ko je podgrupa V n.
V primerih kodiranja smeri neba z za£etka tega poglavja so kode C1, C2 in C3
linearne, koda C4 pa ne, saj je
111000 + 001110 = 110110 ,
ki ni kodna beseda.
Linearna koda C ⊆ V n odkriva s napak, £e za poljubni kodni besedi c, c′ ∈ C
velja, da je H(c, c′) ≥ s+1. Re£emo, da linearna koda C ⊆ V n popravlja t napak, £e
za vsak x ∈ V n obstaja najve£ ena kodna beseda c iz C, da je H(x, c) ≤ t. Pokaºimo
naslednjo ekvivalenco, ki je vzeta iz [6, str. 12, trditev 1.5.].
Trditev 2.3. Naj bo C ⊆ V n kodna mnoºica. Kodna mnoºica popravlja t napak
natanko tedaj, ko za poljubni kodni besedi c, c′ ∈ C velja H(c, c′) ≥ 2t+ 1.
Dokaz. Najprej pokaºimo implikacijo v desno. Predpostavljamo, da C popravlja
t napak, torej, da za poljubno besedo x ∈ V n obstaja natanko ena kodna beseda
c ∈ C, da je H(x, c) ≤ t. Dokazujemo, da za poljubni razli£ni kodni besedi c, c′ ∈ C
velja, da je H(c, c′) ≥ 2t+1. Dokaºimo s protislovjem. Recimo, da za c, c′ ∈ C velja
0 < H(c, c′) ≤ 2t. Denirajmo mnoºico Ac,c′ = {i | ci ̸= c′i} in naj bo B ⊆ Ac,c′ , da
je |B| ≤ t in |Ac,c′ −B| ≤ t. Naj bo
zi =
{
ci, £e je i ∈ B;
c′i, sicer.
Potem za besedo z = z1z2 . . . zn veljata enakosti
H(z, c) = |Ac,c′ −B| ≤ t
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H(z, c′) = |B| ≤ t .
Torej smo za besedo z ∈ V n na²li dve kodni besedi c, c′, s katerima ima z Ham-
mingovo razdaljo manj²o ali enako t. To pa je protislovje, saj smo predpostavili, da
obstaja natanko ena taka kodna beseda. Tako smo dokazali, da je H(c, c′) ≥ 2t+1.
Pokaºimo ²e drugo implikacijo. Predpostavimo, da za poljubni razli£ni kodni
besedi c, c′ ∈ C velja H(c, c′) ≥ 2t + 1. elimo pokazati, da za kodna mnoºica C
popravlja t napak, torej da za poljubno besedo x ∈ V n obstaja natanko ena kodna
beseda c ∈ C, da je H(x, c) ≤ t. Recimo, da za dve kodni besedi c, c′ ∈ C velja
H(x, c) ≤ t in H(x, c′) ≤ t. Potem zaradi trikotni²ke neenakosti velja
H(c, c′) ≤ H(c, x) +H(x, c′) ≤ 2t ,
to pa je protislovje s predpostavko. Sledi, da C res popravlja t napak.
Kodni mnoºici C ⊆ V n, ki popravlja t napak, bomo rekli tudi (n, t)-koda.
V primerih z za£etka tega poglavja smo videli, da koda C1 ne odkriva in ne
popravlja nobene napake, kodna mnoºica C2 samo odkriva eno napako, kodi C3 in
C4 pa odkrivata eno napako, ki jo tudi popravljata, poleg tega pa odkrivata tudi
dve napaki, ki pa ju ne znata popraviti.
2.2 Splo²no o popolnih kodah
Glavni problem, ki se pojavi ob konstrukciji dobrih kod je, kako sestaviti dovolj
veliko kodo, da lahko po²ljemo vse potrebne informacije, da popravlja dovolj napak
in da je dolºina kodnih besed £im kraj²a, saj je po²iljanje dalj²ih besed draºje.
Recimo, da sta n in t dana. Hammingova zgornja meja nam pove, kako velika je
lahko (n, t)-koda. Spodnjo trditev lahko najdemo v [6, str. 13, trditev 2.1.].






















na£inov, kjer se bosta c in x
razlikovala. Ker C popravlja t napak, so mnoºice St(c) paroma disjunktne za vsak
c ∈ C. Velja


















V primeru, da v neenakosti (2.1) ni izpolnjen ena£aj, imamo nekaj neporablje-
nih besed, kot pri kodiranju besed sever, jug, vzhod in zahod s kodama C3 in C4
iz za£etka tega poglavja. e koda C ⊆ V n doseºe enakost v (2.1), jo imenujemo
t-popolna koda. Re£emo, da je koda popolna, ko je t-popolna za neki t.
Na²tejmo nekaj primerov kod in popolnih kod. Ve£ jih lahko najdemo v [6, 1].
Primer trivialnih kod so (n, t)-kode, kjer je t ≥ n. To pomeni, da je kodna
mnoºica mo£i 1 in da lahko po²ljemo samo eno informacijo. To v praksi ni precej
uporabno, zato za trivialne kode v£asih veljajo tudi (2t+1, 1)-kode. Mnoºica kodnih
besed C vsebuje dva elementa, C = {00 . . . 0, 11 . . . 1}, in je t-popolna.
Poglejmo si netrivialen primer. Naj bo r pozitivno naravno ²tevilo. Naj bo
H matrika z r vrsticami in maksimalnim ²tevilom razli£nih neni£elnih stolpcev iz
znakov {0, 1}. Vseh stolpcev je 2r in en izmed njih je ni£elni, torej ima matrika
2r − 1 stolpcev. To pomeni tudi, da so besede dolºine n = 2r − 1.
Vzemimo r = 3. Matrika H bo tako velikosti 3 × 7. Naj bodo stolpci matrike
zaporedje ²tevil 1, 2, . . . , 7 zapisano binarno.
H =
⎡⎣0 0 0 1 1 1 10 1 1 0 0 1 1
1 0 1 0 1 0 1
⎤⎦
Za iskanje kodnih besed moramo re²iti ena£bo HxT = 0T , kjer sta xT in 0T tran-
sponirana vektorja x = (x1, x2, . . . , x7) in vektor ni£el. Dobimo ena£be
x4 = x5 + x6 + x7 ,
x2 = x3 + x6 + x7 ,
x1 = x3 + x5 + x7 .
e so x3, x5, x6 in x7 dani, potem so tudi x1, x2 in x4 dolo£eni. Tako dobimo 24 = 16
kodnih besed, ki so prikazane v naslednji tabeli.
x3 x5 x6 x7 x1 x2 x4 x
0 0 0 0 0 0 0 0000000
0 0 0 1 1 1 1 1101001
0 0 1 0 0 1 1 0101010
0 0 1 1 1 0 0 1000011
0 1 0 0 1 0 1 1001100
0 1 0 1 0 1 0 0100101
0 1 1 0 1 1 0 1100110
0 1 1 1 0 0 1 0001111
1 0 0 0 1 1 0 1110000
1 0 0 1 0 0 1 0011001
1 0 1 0 1 0 1 1011010
1 0 1 1 0 1 0 0110011
1 1 0 0 0 1 1 0111100
1 1 0 1 1 0 0 1010101
1 1 1 0 0 0 0 0010110
1 1 1 1 1 1 1 1111111
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Vidimo lahko, da je dolºina besed enaka n = 2r − 1 in da so vse kodne besede iz
na²ega primera na razdalji vsaj 3. Dokaºimo, da to velja za poljuben r.
Lema 2.5. Naj bo H matrika. e so vsi stolpci matrike H neni£elni in med seboj
paroma razli£ni, potem koda C, ki jo dobimo kot mnoºico re²itev ena£be HxT = 0T ,
popravlja vsaj eno napako.
Dokaz. Po trditvi 2.3 moramo pokazati, da je H(c, c′) ≥ 3 za poljubna c, c′ ∈ C.
Recimo, da je H(c, c′) ≤ 2 za neka c, c′ ∈ C. Poglejmo si besedo w = c − c′.
To je neni£elna beseda z najve£ dvema znakoma razli£nima od 0. Ker je C pod-
grupa V n, velja da je Hw = Hc + Hc′ = 0. Recimo, da je beseda w oblike
w = (0, . . . , 0, wi, 0, . . . , 0, wj, 0, . . . , 0), kjer je vsaj ena od komponent wi, wj ne-
ni£elna. Potem je Hw = wiH i+wjHj, kjer H i ozna£uje i-ti stolpec matrike H. Ker
so vsi stolpci matrike H med seboj razli£ni sledi, da je Hw ̸= 0, kar je v protislovju
s predpostavko.
Po zgornji lemi sledi, da kodna mnoºica C z besedami iz tabele, popravlja eno
napako. Preverimo, £e je (2r − 1, 2, 1)-koda C tudi 1-popolna koda. Uporabili
bomo (2.1) za Hammingovo zgornjo mejo. Opazimo lahko, da je rang(H) = 2r−1−r.
Sledi, da je
dim(C) = rang(H) = 2r − 1− r ,




















r−1−r ≤ 22r−1−r ,
kar pomeni, da v neenakosti doseºemo enakost, torej je koda C res 1-popolna.
Opisane (2r−1, 1)-kode imenujemo Hammingove kode po R. W. Hammingu. To
so najbolj u£inkovite kode, ki popravljajo eno napako, saj so 1-popolne, torej smo
porabili vse moºne besede.
2.3 Popolne kode v grah
Sedaj ponovimo nekaj osnovnih denicij iz teorije grafov, ki jih bomo uporabljali v
nadaljevanju. Naj bo G graf in u, v njegovi vozli²£i. Razdalja med u in v, dG(u, v)
oziroma kraj²e d(u, v), je enaka dolºini najkraj²e u, v-poti. e pot med njima ne
obstaja, je d(u, v) = ∞. Ekscentri£nost vozli²£a u, εG(u), je maksimalna razdalja















Problem popolnih kod lahko posplo²imo z obravnavanjem popolnih kod v grah.
Norman Biggs je leta 1973 postavil naslednjo denicijo. Naj bo G graf. Mnoºico
C ⊆ V (G) imenujemo t-koda za G, £e je d(u, v) ≥ 2t+1 za poljubni vozli²£i u, v ∈ C.
Mnoºica C je t-popolna koda, £e za poljubno vozli²£e v ∈ V (G) obstaja natanko eno
vozli²£e u ∈ C, da je d(u, v) ≤ t. Po analogiji iz splo²nih popolnih kod, vozli²£a, ki
pripadajo mnoºici C, imenujemo kodna vozli²£a. Pokaºimo nekaj lastnosti, ki veljajo
za kodno mnoºico C. Povzete so po [6, str. 16].
Lema 2.6. Naj bo G graf in C ⊆ V (G). Mnoºica C je t-koda natanko tedaj, ko so
mnoºice St(c) = {u ∈ V (G) | d(u, c) ≤ t} paroma disjunktne za vsak c ∈ C.
Dokaz. Najprej pokaºimo implikacijo v desno. Predpostavimo, da je mnoºica C
t-koda. Recimo, da za neka u, v ∈ C, u ̸= v, mnoºici St(u) in St(v) nista disjunktni,
torej St(u) ∩ St(v) ̸= 0. Zato obstaja neko vozli²£e w ∈ St(u) ∩ St(v). Ker je
w ∈ St(u), je d(u,w) ≤ t po deniciji mnoºice St(u), in podobno ker je w ∈ St(v),
sledi d(v, w) ≤ t. Po trikotni²ki neenakosti za razdaljo sledi
d(u, v) ≤ d(u,w) + d(w, v) ≤ 2t ,
kar pa je protislovje, saj je po predpostavki C t-koda in je zato d(u, v) ≥ 2t+ 1.
Pokaºimo ²e implikacijo v levo. Naj bo C taka mnoºica, da so St(c) paroma
disjunktne za vsak c ∈ C. Dokazujemo, da je C t-koda. Recimo, da za u, v ∈ C velja
d(u, v) ≤ 2t. Potem graf G vsebuje pot u = u0, u1, . . . , uk = v, kjer je k = d(u, v).
Naj bo m tako naravno ²tevilo, da je 0 ≤ m ≤ t in 0 ≤ k−m ≤ t. Potem je vozli²£e
um element mnoºice St(u) ∩ St(v), kar je pa v protislovju s predpostavko o paroma
disjunktnosti mnoºic St(c) za c ∈ C.
Lema 2.7. Naj bo G graf in C ⊆ V (G). Naslednje trditve so ekvivalentne.
(1) C je t-popolna koda grafa G,
(2) C je t-koda grafa G in vsako vozli²£e v ∈ V (G) je od vsaj enega kodnega vozli²£a
oddaljeno najve£ t,
(3) za c ∈ C mnoºice St(c) tvorijo particijo V (G).
Dokaz. Pokaºimo implikacijo iz (1) v (3). Predpostavimo, da je C t-popolna koda
za G. Potem po deniciji za vsako vozli²£e v ∈ V (G) obstaja natanko eno vozli²£e
c ∈ C, da je d(v, c) ≤ t. Sledi, da vsako vozli²£e v pripada natanko eni od mnoºic
St(c).
Sedaj pokaºimo implikacijo iz (3) v (2). Ker so mnoºice St(c) paroma disjunktne
za vsak c ∈ C, je razdalja med poljubnima vozli²£ema c, c′ ∈ C vsaj 2t + 1, kar
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pomeni, da je C t-koda. Prav tako po deniciji mnoºic St(c), c ∈ C, za vsako
vozli²£e v ∈ V (G) obstaja eno vozli²£e c ∈ C, da velja d(v, c) ≤ t.
Zaklju£imo z implikacijo iz (2) v (1). Po predpostavki za vsako vozli²£e v ∈ V (G)
obstaja vsaj eno vozli²£e c ∈ C, da je d(v, c) ≤ t. Recimo, da za neko vozli²£e
u ∈ V (G) obstajata dve vozli²£i c, c′ ∈ C, da je d(u, c) ≤ t in d(u, c′) ≤ t. Potem
velja
d(c, c′) ≤ d(c, u) + d(u, c′) ≤ 2t ,
kar pa je v nasprotju s predpostavko, da je C t-koda.
Popolne kode v grah so zelo tesno povezane z dominacijo v grah, zato pono-
vimo denicijo. Naj bo G graf in x ∈ V (G). Vpeljimo oznako N [x], ki ozna£uje
vozli²£e x in mnoºico njegovih sosednjih vozli²£, N [x] = {x} ∪ {y |xy ∈ E(G)}. Za
mnoºico D je N [D] =
⋃
x∈D N [x]. Naj bo G graf in D,X ⊆ V (G). Re£emo, da
mnoºica D dominira mnoºico X, £e je X ⊆ N [D]. e je X = V (G), re£emo, da
D dominira graf G. Mo£ najmanj²e mnoºice, ki dominira G, je dominantno ²tevilo
grafa G in ga ozna£imo z γ(G). e za vozli²£a iz dominantne mnoºice velja, da je





Slika 1: Primer dominacije v grafu G
Slika 2: Dominacija v grafu Sierpinskega S33
Na sliki 1 sta prikazana dva na£ina dominacije v grafu, ki ga ozna£imo z G.
V obeh primerih £rno obarvani vozli²£i pripadata mnoºici D, ki dominira graf G.
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Vidimo, da sta v primeru (i) obarvani vozli²£i na razdalji 2, torej mnoºica D ne
tvori 1-popolne kode v tem grafu. V primeru (ii) pa vidimo, da sta izbrani vozli²£i
na razdalji 3 in tako mnoºica D tvori 1-popolno kodo v G.
Na sliki 2 je prikazan graf Sierpinskega S33 . rno obarvana vozli²£a tvorijo mno-
ºico D, ki dominira graf S33 . Opazimo lahko, da je med £rno obarvanimi vozli²£i
razdalja vsaj tri in tako mnoºica D tvori tudi 1-popolno kodo v omenjenem grafu.
2.4 Hiperkocka in njene lastnosti
Hiperkocka dimenzije n, oziroma kraj²e n-kocka, Qn, je graf na mnoºici vozli²£
V (Qn) = {x = xnxn−1 . . . x1 |xi ∈ V }, kjer sta vozli²£i x in y sosednji natanko
tedaj, ko je H(x, y) = 1.


























Slika 3: Primeri hiperkock
Vozli²£a hiperkocke so po deniciji binarne n-terice, vendar jih lahko predstavimo
tudi z deseti²kim ²tevilom s pomo£jo preslikave
σ : {0, 1} → {0, 1, . . . , 2n − 1} ,
ki je podana s predpisoma σ(0) = 0, σ(1) = 1 ter σ(x0) = 2σ(x), σ(x1) = 2σ(x)+1.
Hiperkocko Qn lahko predstavimo tudi kot kartezi£ni produkt n grafov K2. Kar-
tezi£ni produkt grafov G in H, GH, je graf z vozli²£i V (GH) = V (G) × V (H),
kjer je (g, h) soseden z (g′, h′), £e je bodisi gg′ ∈ E(G) in h = h′, bodisi g = g′ in
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hh′ ∈ E(H).




Slika 4: Primer kartezi£nega produkta grafov P3 in K1,3
Pokaºimo, da se razdalja d in Hammingova razdaljaH na hiperkocki Qn ujemata.
Lema 2.8. Za razdaljo med poljubnima vozli²£ema u, v hiperkocke Qn velja d(u, v) =
H(u, v) .
Dokaz. Naj bosta u in v vozli²£i iz Qn. Najprej dokaºimo neenakost d(u, v) ≤
H(u, v). Vemo, da se vozli²£i razlikujeta v H(u, v) koordinatah. Pot od u do v lahko
zgradimo tako, da vozli²£u u zamenjamo od leve proti desni tiste bite, v katerih se
razlikuje od v. Pot, ki smo jo na²li, je tako dolºine H(u, v). Ker morda nismo ²li
£ez najkraj²o pot, velja d(u, v) ≤ H(u, v). Pokaºimo ²e drugo neenakost. Ker je
d(u, v) razdalja med u in v, obstajajo vozli²£a u = u0, u1, · · · , ud(u,v)−1, ud(u,v) = v iz





H(ui−1, ui) = d(u, v) .
S tem je lema dokazana.
Poglejmo si nekaj lastnosti hiperkocke.
Lema 2.9. Hiperkocka Qn je n-regularen, dvodelen, povezan graf.
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Dokaz. Vsako vozli²£e x hiperkocke Qn je po deniciji povezano z vozli²£i, s katerimi
ima Hammingovo razdaljo natanko 1. Takih vozli²£ je n in zato je graf n-regularen.
Za dokaz dvodelnosti moramo pokazati, da obstajata dve mnoºici vozli²£ V1 in
V2, ki tvorita particijo mnoºice V (Qn) in da vozli²£a znotraj posamezne mnoºice
niso sosednja. Naj mnoºica V1 vsebuje vsa vozli²£a, ki imajo sodo ²tevilo enic v
binarnem zapisu in naj V2 vsebuje vozli²£a, ki imajo v zapisu liho ²tevilo enic.
Poglejmo poljubno vozli²£e v iz mnoºice V1. Vemo, da je povezano le z vozli²£i, ki
se razlikujejo v eni komponenti. To pomeni, da imajo ta vozli²£a liho ²tevilo enic,
torej pripadajo mnoºici V2, in tako vozli²£e v nima sosednjih vozli²£ znotraj mnoºice
V1. Podoben razmislek velja za vozli²£a iz mnoºice V2. S tem smo pokazali, da je
graf hiperkocke dvodelen graf.
Za dokaz povezanosti konstruirajmo pot od vozli²£a u oblike u = unun−1 . . . u1,
kjer je ui = 0 za vsak i ∈ {1, . . . , n} do poljubnega vozli²£a v. Vozli²£u u od leve
proti desni spreminjamo komponente eno za drugo, v katerih se razlikuje od vozli²£a
v. Tako dobimo zaporedje vozli²£, ki jih vsebuje pot od u do v. S tem smo pokazali,
da je hiperkocka Qn povezan graf.
Trditev 2.10. Za hiperkocko Qn velja, da je rad(Qn) = diam(Qn) = n.









Najprej izberimo poljubno vozli²£e u = unun−1 . . . u1. I²£emo tako vozli²£e v =
vnvn−1 . . . v1, da bo razdalja med u in v najve£ja. Po lemi 2.8 velja, da je d(u, v) =
H(u, v), torej se morata vozli²£i za najve£jo razdaljo razlikovati v vseh komponentah.
Tako je d(u, v) = n in to velja za poljuben u in zato je rad(Qn) = n. S tem smo
pokazali tudi, da je diam(Qn) = n.
Naj bo G poljuben graf. Potem za vozli²£e u grafa G obstaja antipodno vozli²£e
v, £e velja d(u, v) = diam(G). Lepa lastnost, ki jo ima hiperkocka Qn je, da za
poljubno vozli²£e u obstaja enoli£no antipodno vozli²£e. Dokaºimo to z naslednjo
lemo in za a ∈ {0, 1} denirajmo a := 1− a.
Lema 2.11. V hiperkocki Qn je vozli²£u u = un−1 . . . u0 antipodno vozli²£e v =
un−1 . . . u0. V deseti²kem zapisu je vozli²£u u antipodno vozli²£e 2n − 1− u.




torej moramo poiskati najve£jo razdaljo med poljubnima vozli²£ema. Vemo pa, da
po lemi 2.8 v hiperkocki Qn velja d(u, v) = H(u, v), torej i²£emo vozli²£i, ki se
razlikujeta v vseh komponentah. Sledi, da je v = un−1 . . . u0. Vozli²£e s samimi
enicami je najve£je, ki ga lahko dobimo, v deseti²kem zapisu pa je to vozli²£e 2n−1.
Iz tega sledi, da je za vozli²£e u v deseti²kem zapisu antipodno vozli²£e 2n−1−u.
Dogovorimo se, da antipodno vozli²£e vozli²£a u ozna£imo kar u .
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3 Dualne kocke in njihove lastnosti
V tem poglavju, ki je v celoti povzeto po [3, str. 42594260], bomo spoznali dualne
kocke in povedali nekaj njihovih lastnosti.
Denicija 3.1. Dualna kocka DQn, kjer je n ≥ 1, je denirana kot vpet podgraf
hiperkocke Q2n+1. Vozli²£e dualne kocke u = u2n . . . un+1un . . . u1c je sestavljeno
iz treh delov, prvega dela u2n . . . un+1, ki ga kraj²e ozna£imo u2n:n+1, drugega dela
un . . . u1, ki ga kraj²e ozna£imo un:1, in zadnje komponente c. e je c = 0, potem
re£emo, da je vozli²£e sodo, £e je c = 1, je vozli²£e liho. Mnoºica povezav dualne
kocke je podana z unijo E0 ∪ E1 ∪ E2, kjer je
E0 = {{u0, v0} |u, v ∈ {0, 1}2n, H(u2n:n+1, v2n:n+1) = 1 in un:1 = vn:1}
E1 = {{u1, v1} |u, v ∈ {0, 1}2n, u2n:n+1 = v2n:n+1 in H(un:1, vn:1) = 1}
E2 = {{u0, u1} |u ∈ {0, 1}2n}.







Slika 5: Graf DQ1
Dogovorimo se, da bomo povezave iz mnoºice E0 na grah ozna£evali s £rtkano
£rto, povezave iz mnoºice E1 s £rto s pikicami in povezave iz mnoºice E2 s polno £rto.
Slika 5 prikazuje graf dualne kocke DQ1, na sliki 6 pa se nahaja graf dualne
kocke DQ2 z vozli²£i v binarnem in deseti²kem zapisu.
Iz denicije dualne kocke sledi, da je ²tevilo vozli²£ enako |V (DQn)| = 22n+1,
saj je DQn vpet podgraf Q2n+1. Opazimo tudi, da so mnoºice E0, E1 in E2 paroma
disjunktne, saj mnoºica E0 povezuje vozli²£a s kon£no komponento 0, E1 povezuje
vozli²£a s kon£no komponento 1, E2 pa vozli²£i z razli£nima kon£nima komponen-
tama. Pri mnoºicah E0 in E1 moramo zagotoviti, da imata sosednji vozli²£i v delu u
oziroma v enakih 2n−1 komponent in natanko eno razli£no. Ker je izbir za razli£no
komponento n, sta mo£i mnoºic enaki |E0| = |E1| = n22n−1. Mo£ mnoºice E2 je
|E2| = 22n. Za povezave dualne kocke DQn potem velja
|E(DQn)| = |E0|+ |E1|+ |E2| = n22n−1 + n22n−1 + 22n = n22n + 22n = (n+ 1)22n.
Prav tako kot pri hiperkockah, lahko tudi vozli²£a dualne kocke predstavimo z
deseti²kim ²tevilom s pomo£jo preslikave
σ : {0, 1} → {0, 1, . . . , 2n − 1} ,



















































vozli²£a v deseti²kem zapisu
Slika 6: Graf DQ2
Lema 3.2. Dualna kocka DQn je (n+ 1)-regularen, dvodelen, povezan graf.
Dokaz. Za dokaz (n + 1)-regularnosti najprej opazujmo vozli²£e oblike u0, kjer je
u ∈ {0, 1}2n. To vozli²£e je po deniciji mnoºice E0 povezano z vozli²£i, ki imajo
natanko eno razli£no komponento na prvih n mestih in se v vseh ostalih ujemajo
z u0. Takih vozli²£ je n. Vozli²£e u0 je po deniciji mnoºice E2 povezano ²e z
vozli²£em u1, ki pa je natanko eno. Torej ima vsako vozli²£e n + 1 povezav in je
graf zato (n+ 1)-regularen. e je vozli²£e oblike u1, kjer je u ∈ {0, 1}, je razmislek
analogen.
Dualna kocka DQn je dvodelen graf, saj je podgraf hiperkocke Q2n+1 za katero
po lemi 2.9 vemo, da je dvodelen graf.
Za dokaz povezanosti dualne kocke DQn konstruirajmo pot od vozli²£a u oblike
u = u2n . . . un+1un . . . u1c, kjer je ui = 0 za vsak i ∈ {1, . . . , 2n} in c = 0, do
poljubnega vozli²£a v. Najprej moramo enega za drugim spremeniti bite v prvem
delu vozli²£a u, to so komponente u2n . . . un+1, da se ujemajo z biti v prvem delu
vozli²£a v. Nato moramo spremeniti zadnji bit vozli²£a u v 1 in potem spet enega za
drugim spreminjamo bite v un . . . u1, kjer se u razlikuje od v. e se na tem mestu
zadnji bit v u in zadnji bit v v razlikujeta, ²e enkrat spremenimo zadnjo komponento
vozli²£a u. Tako smo dobili pot od vozli²£a u do poljubnega vozli²£a v in dokazali
povezanost dualne kocke.
Trditev 3.3. Dualna kocka DQn premore 2n+1 induciranih podgrafov, ki tvorijo
n-dimenzionalne hiperkocke.
Dokaz. Denirajmo razred 0, ki temelji na ⟨E0⟩. Sestavljen je iz vozli²£ oblike xz0,
kjer sta x, z ∈ V n. e izberemo poljubno n-terico z in jo ksiramo, ter izberemo
vse moºne n-terice x, potem ravno ta vozli²£a tvorijo n-dimenzionalno kocko, saj
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so sosednja natanko tista vozli²£a, ki se razlikujejo v enem bitu, vozli²£ pa je ravno
n. Da dobimo ²tevilo n-dimenzionalnih hiperkock v razredu 0, moramo izbrati vse
moºne n-terice v delu z. Teh je ravno 2n.
Denirajmo ²e razred 1, ki temelji na ⟨E1⟩. Ta je sestavljen iz vozli²£ oblike xy0,
kjer sta x, y ∈ V n. Podobno kot v prej²njem primeru izberemo poljubno n-terico x
in jo ksiramo, ter izberemo vse moºne n-terice y. Potem ravno ta vozli²£a tvorijo
n-dimenzionalno kocko, saj so sosednja natanko tista vozli²£a, ki se razlikujejo v
enem bitu, vozli²£ pa je ravno n. Za ²tevilo n-dimenzionalnih hiperkock v razredu
1 moramo izbrati vse moºne n-terice v delu x. Tudi teh je 2n. Dokazali smo, da
dualna kocka premore 2n+1 n-dimenzionalnih hiperkock.
Iz dokaza zgornje trditve sledi, da vozli²£i u, v iz razreda 0 pripadata isti hiper-
kocki natanko tedaj, ko je u = xz0 in v = yz0 za x, y, z ∈ V n. Prav tako vozli²£i
u, v iz razreda 1 pripadata isti hiperkocki natanko tedaj, ko je u = xy1 in v = xz1
za x, y, z ∈ V n.
Trditev 3.4. Med n-kocko Q iz razreda 0 in poljubno n-kocko Q′ iz razreda 1 obstaja
natanko ena povezava. Ta povezava pripada mnoºici E2.
Dokaz. Da med hiperkocko Q razreda 0, ki ima vozli²£a oblike u = xy0, in hiper-
kocko Q′ razreda 1, ki ima vozli²£a oblike v = zw1, obstaja povezava, ta povezava
po deniciji dualne kocke pripada razredu E2. Veljati mora x = z in y = w in taka
povezava je natanko ena.
Trditev 3.5. e sta vozli²£i u in v iz razli£nih n-dimenzionalnih hiperkock istega
razreda, potem je razdalja med njima vsaj 3.
Dokaz. Najprej poglejmo primer, da sta u in v vozli²£i v razli£nih hiperkockah Q
in Q′ razreda 0. Potem vemo, da sta oblike u = xy0 in v = zw0. Iz vozli²£a u
lahko s pomo£jo povezave iz E2, ki je natanko ena, pridemo v vozli²£e s hiperkocke
Q′′ razreda 1. Ker ima vsako liho vozli²£e (prav tako sodo) natanko eno povezavo
s sodim, je vozli²£e s lahko povezano le ²e s samimi lihimi vozli²£i, in vsa ta so
tudi vozli²£a hiperkocke Q′′. e izberemo neko sosednje vozli²£e r vozli²£a s, je to
vozli²£e lahko povezano z vozli²£em v iz hiperkocke Q′, £e je oblike r = zw1. Potem
je razdalja med u in v natanko 3. e vozli²£e r ni te oblike, je pot od vozli²£a u
do v dolºine vsaj 3. Dokaz je analogen v primeru, £e sta vozli²£i u in v iz razli£nih
hiperkock razreda 1.
Poglejmo si, kak²na je razdalja med poljubnima vozli²£ema v dualni hiperkocki.
Lema 3.6. e sta u, v ∈ V (DQn) vozli²£i, kjer je u = u2n . . . un+1un . . . u1c in
v = v2n . . . vn+1vn . . . v1d, pri £emer sta c, d ∈ {0, 1}, potem je
d(u, v) =
⎧⎪⎨⎪⎩
H(u, v) + 2, c = d = 0 in un:1 ̸= vn:1 ali
c = d = 1 in u2n:n+1 ̸= v2n:n+1;
H(u, v), sicer.
Dokaz. Najprej opazimo, da je d(u, v) ≥ H(u, v), saj je dualna kocka DQn vpet
podgraf hiperkocke Qn za katero po lemi 2.8 velja dQn(u, v) = H(u, v).
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Sedaj si poglejmo primer, ko je c = d = 0 in un:1 = vn:1. Vemo, da sta to vozli²£i
iste hiperkocke Q razreda 0, zato velja d(u, v) ≤ H(u, v). Sledi d(u, v) = H(u, v).
Enako je v primeru, ko je c = d = 1 in u2n:n+1 = v2n:n+1. Vozli²£i pripadata isti
hiperkocki, zato je prav tako d(u, v) ≤ H(u, v) in sledi d(u, v) = H(u, v).
V primeru, ko je c ̸= d, poglejmo primer, ko je c = 0 in d = 1. Potem gre
u, v-pot dolºine H(u, v) skozi naslednje zaporedje vozli²£. Najprej enega za drugim
spremenimo bite u2n . . . un+1 v vozli²£u u, vendar le tiste, v katerih se u razlikuje od
v. Nato spremenimo zadnji bit v 1 in zopet enega za drugim ²e bite v un−1 . . . u1,
kjer se u razlikuje od v. V vseh teh primerih je torej d(u, v) = H(u, v).
Predpostavimo sedaj, da je c = d = 0 in un:1 ̸= vn:1. Potem u in v pripadata
razli£nima hiperkockama Q in Q′. Poljubna u, v-pot tako vsebuje vsaj dve povezavi
iz mnoºice E2. Sledi, da je d(u, v) ≥ H(u, v)+ 2. Pot med vozli²£ema u in v dolºine
H(u, v)+2 gre skozi naslednje zaporedje vozli²£. Zopet enega za drugim spreminjamo
bite v u2n . . . un+1, v katerih se vozli²£e u razlikuje od v. Nato spremenimo zadnji
bit v 1. Sledi spreminjanje bitov v delu un−1 . . . u1 in ²e sprememba zadnjega bita
v 0. Dobimo enakost d(u, v) = H(u, v) + 2. Dokaz je podoben v primeru c = d =

























Slika 7: Primer razdalje med vozli²£i v dualni kocki DQ2
Slika 7 prikazuje uporabo leme 3.6. Izbrali smo vozli²£e 01001 in izmerili razdaljo
do nekaterih drugih vozli²£. Modro vozli²£e 10001 se z rde£im ujema v drugem delu
in zadnji komponenti, v prvem delu pa se razlikujeta. To pomeni, da moramo za
izra£un razdalje uporabiti d(01001, 10001) = H(01001, 10001) + 2. Vidimo, da mo-
ramo dvakrat uporabiti povezavo iz mnoºice E2. Podobno je v primeru, ko dolo£amo
razdaljo do zelenega vozli²£a 11111, kjer prav tako dvakrat uporabimo povezavo iz
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mnoºice E2. V tem primeru se vozli²£i ujemata le v zadnji komponenti. e pa se
vozlii²£i ujemata v prvem delu kot v primeru z vijoli£nim vozli²£em 01010, je njuna
razdalja ravno Hammingova razdalja med vozli²£ema.
Trditev 3.7. Za dualno kocko DQn velja, da je rad(DQn) = diam(DQn) = 2n+2.









Najprej izberimo poljubno vozli²£e u = u2n . . . un+1un . . . u1c. I²£emo tako vozli²£e
v = v2n . . . vn+1vn . . . v1d, da bo razdalja med u in v najve£ja, torej da bo d(u, v)
maksimalen. Po lemi 3.6 dobimo najve£jo razdaljo, ko v ujema z u v zadnjem bitu
in prvi oziroma drugi del nista enaka. Takrat je razdalja enaka d(u, v) = H(u, v)+2.
Ker se morata ujemati le v enem bitu, se morata za najve£jo Hammingovo razdaljo
v vseh ostalih razlikovati. Tako je H(u, v) = 2n in zato d(u, v) = 2n + 2. Ker to
velja za poljuben u, je tudi
min
u∈V (DQn)
(2n+ 2) = 2n+ 2 .
Sledi, da je rad(DQn) = 2n + 2. S tem smo pokazali tudi, da je diam(DQn) =
2n + 2.
Ena izmed lastnosti, ki jo dualna kocka DQn podeduje od hiperkocke Qn, je ob-
stoj enoli£nega antipodnega vozli²£a glede na dano vozli²£e. Dokaºimo to z naslednjo
lemo.
Lema 3.8. V dualni kocki DQn je vozli²£u u = u2n . . . un+1un . . . u1c antipodno
vozli²£e v = u2n . . . un+1un . . . u1c. V deseti²kem zapisu pa je sodemu vozli²£u u
antipodno vozli²£e 22n+1 − 2− u, lihemu vozli²£u u pa 22n+1 − u.
Dokaz. Po lemi 3.6 vemo, da v dualni kocki DQn zna²a najve£ja razdalja med po-
ljubnima vozli²£ema, ki jo lahko doseºemo d(u, v) = H(u, v) + 2, vendar to po-
meni, da morata obe vozli²£i imeti zadnjo komponento enako. V vseh ostalih
se lahko razlikujeta in tako najve£ja Hammingova razdalja zna²a H(u, v) = 2n.
Sledi, da je za poljubno vozli²£e u = u2n . . . un+1un . . . u1c antipodno vozli²£e v =
u2n . . . un+1un . . . u1c. V deseti²kem zapisu moramo lo£iti dva primera. e je u sodo
vozli²£e, potem je tudi vozli²£e v sodo, in je njuna vsota sodo ²tevilo, ki pa je lahko
najve£ 22n+1 − 2. Torej je za vozli²£e u v deseti²kem ²tevilu antipodno vozli²£e
v = 22n+1− 1. e pa je u liho vozli²£e, je antipodno vozli²£e v prav tako liho, njuna
vsota pa je sodo vozli²£e, ki ima v binarnem zapisu eno komponento ve£ od u in
v in je oblike 10 . . . 0. Torej je vsota vozli²£ v deseti²kem zapisu enaka 22n+1 in je
antipodno vozli²£e v v deseti²kem zapisu oblike v = 22n+1 − u.
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4 Konstrukcija 1-popolne kode v dualni kocki
Poglavje, ki je v celoti povzeto po [3], zajema celotno konstrukcijo 1-popolne kode
v dualni kocki DQm za m = 2k − 2, kjer je k ≥ 2. Do nje pridemo s pomo£jo treh
algoritmov. Najprej prvi algoritem zgradi Hammingovo kodo v hiperkocki, ki je po ºe
prej dokazanem tudi 1-popolna koda. Mnoºice, ki jih prvi algoritem vrne, so vhodni
podatek za drugi algoritem, ki vozli²£em odvzame prvo komponento in zgradi slovar.
Zadnji, tretji algoritem uporabi izhodna podatka prvega in drugega algoritma ter
vrne vozli²£a, ki sestavljajo 1-popolno kodo za dualno kocko. Vsak algoritem bomo
natan£no opisali in dokazali pomembne lastnosti o mnoºicah oziroma slovarju, ki jih
vra£ajo, ter utemeljili, da na koncu res dobimo 1-popolno kodo v dualni kocki.
Konstrukcija 1-popolne kode nam bo pomagala dokazati glavni izrek magistr-
skega dela. Do sedaj pa smo spoznali ºe dovolj lastnosti dualne kocke, da ºe lahko
dokaºemo eno od implikacij. Pa kar navedimo glavni izrek in del dokaza.
Izrek 4.1. Dualna kocka DQm premore 1-popolno kodo natanko tedaj, ko je m =
2k − 2, kjer je k ≥ 2.
Dokaz potrebnosti pogoja. Pokaºimo implikacijo v desno. V grafu DQm ºelimo
najti 1-popolno kodo. Po lemi 3.2 velja, da je graf DQm (m+1)-regularen. Vozli²£a,
ki tvorijo 1-popolno kodo, ne smejo biti sosednja, zato 1-popolna koda v DQm
obstaja le, ko m + 2 deli |V (DQm)|. To pomeni, da mora m + 2 deliti 22m+1,
oziroma, da je m + 2 = 2k za neki k. Iz zadnjega sledi, da je m = 2k − 2 za k ≥ 2.
Tako smo dokazali implikacijo v desno. 
4.1 Hammingova koda v hiperkocki
Prvi algoritem na poti do 1-popolne kode v dualni kocki uporabi latinski kvadrat
za tvorjenje ustreznih mnoºic, zato ponovimo tudi to denicijo. Latinski kvadrat
je matrika velikosti n × n, napolnjena z znaki {0, 1, . . . , n − 1}, tako da se v vsaki
vrstici in vsakem stolpcu vsak znak pojavi le enkrat.
Prav tako algoritem uporabi tudi operacijo konkatenacije. Za poljubna niza
x = xn . . . x1 in y = ym . . . y1 deniramo konkatenacijo dveh nizov kot x · y =
xn . . . x1ym . . . y1. Za poljubni mnoºici nizov X in Y deniramo konkatenacijo mno-
ºic kot X • Y = {x · y |x ∈ X in y ∈ Y }.
Naj bo m = 2k − 1, kjer je k ≥ 2. Poglejmo si Algoritem 1, ki iterativno na k
zgradi particijo nizov dolºine m iz nizov dolºine m−1
2
. Za lep²e oznake uporabimo
zvezo n = m−1
2
. Sledi, da je m = 2n+ 1, kar pomeni, da gradimo particijo mnoºice










= 2k−1 − 1.
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Algoritem 1 Particija V (Qm) v Hammingove kode
Vhod: Naj bo m = 2k − 1, k ≥ 2 in n = m−1
2
.
Izhod: Mnoºice V0, . . . , Vm, ki tvorijo particijo V (Qm).
if k = 2 then
return {{000, 111}, {001, 110}, {010, 101}, {100, 011}}
else




= r + 1 . ◃ iterativni klic na k − 1
Naj bo Ui := {ui,0, . . . , ui,r}, 0 ≤ i ≤ n .
for i = 0, . . . , n do
Ci := {ui,0 · bi,0, . . . , ui,r · bi,r} in Di := {ui,0 · bi,0, . . . , ui,r · bi,r},
kjer je bi,j = 0, £e je v ui,j sodo ²tevilo enic in bi,j = 1 sicer
end for
Naj bo T = (ti,j) latinski kvadrat velikosti (n+ 1)× (n+ 1) .
return {V0, . . . , V2n+1}, kjer je
Vi =
{
(C0 • Uti,0) ∪ · · · ∪ (Cn • Uti,n) 0 ≤ i ≤ n
(D0 • Uti−n−1,0) ∪ · · · ∪ (Dn • Uti−n−1,n) n+ 1 ≤ i ≤ 2n+ 1
end if
Najprej si z naslednjim primerom poglejmo, kako algoritem deluje. Izberimo
k = 3, torej je m = 7. To pomeni, da bomo zgradili particijo za nize dolºine 7
iz nizov dolºine 3. V else delu algoritma moramo najprej zgraditi particijo za









in je r = 1. Dobimo
U0 = {000, 111}
U1 = {001, 110}
U2 = {010, 101}
U3 = {100, 011}
V for zanki s konkatenacijo zgradimo mnoºice
C0 = {0000, 1111} , D0 = {0001, 1110} ,
C1 = {0011, 1100} , D1 = {0010, 1101} ,
C2 = {0101, 1010} , D2 = {0100, 1011} ,
C3 = {1001, 0110} , D3 = {1000, 0111} .
Za latinski kvadrat izberimo na primer⎡⎢⎢⎣
0 1 2 3
1 0 3 2
2 3 0 1
3 2 1 0
⎤⎥⎥⎦
20
Sicer bi bil za konstrukcijo Hammingove kode ustrezen katerikoli latinski kvadrat,
vendar za nadaljnje potrebe po 1-popolni kodi v dualni kocki, izberimo tega. V
zadnjem koraku moramo s pomo£jo latinskega kvadrata zgraditi mnoºice V0, . . . , V7.
Poglejmo si kako zgradimo mnoºico V0:
V0 = (C0 • Ut0,0) ∪ (C1 • Ut0,1) ∪ (C2 • Ut0,2) ∪ (C3 • Ut0,3)
= (C0 • U0) ∪ (C1 • U1) ∪ (C2 • U2) ∪ (C3 • U3)
= {0000000, 0000111, 1111000, 1111111}∪
∪ {0011001, 0011110, 1100001, 1100110}∪
∪ {0101010, 0101101, 1010010, 1010101}∪
∪ {1001100, 1001011, 0110100, 0110011} .
Najprej smo upo²tevali denicijo za i = 0, nato pa ²e razbrali pravi element iz
latinskega kvadrata. Uporabimo pravilo za konkatenacijo dveh mnoºic in dobimo
mnoºico V0. Podobno dobimo ostale mnoºice, pa le na²tejmo njihove elemente.
Dobili smo jih s pomo£jo lastne kode v programu Python, ki se nahaja v Dodatku
A.
V0 = {0000000, 0000111, 1111000, 1111111, 0011001, 0011110, 1100001, 1100110
0101010, 0101101, 1010010, 1010101, 1001100, 1001011, 0110100, 0110011} ,
V1 = {0000001, 0000110, 1111001, 1111110, 0011000, 0011111, 1100000, 1100111
0101100, 0101011, 1010100, 1010011, 1001010, 1001101, 0110010, 0110101} ,
V2 = {0000010, 0000101, 1111010, 1111101, 0011100, 0011011, 1100100, 1100011
0101000, 0101111, 1010000, 1010111, 1001001, 1001110, 0110001, 0110110} ,
V3 = {0000100, 0000011, 1111100, 1111011, 0011010, 0011101, 1100010, 1100101
0101001, 0101110, 1010001, 1010110, 1001000, 1001111, 0110000, 0110111} ,
V4 = {0001000, 0001111, 1110000, 1110111, 0010001, 0010110, 1101001, 1101110
0100010, 0100101, 1011010, 1011101, 1000100, 1000011, 0111100, 0111011} ,
V5 = {0001001, 0001110, 1110001, 1110110, 0010000, 0010111, 1101000, 1101111
0100100, 0100011, 1011100, 1011011, 1000010, 1000101, 0111010, 0111101} ,
V6 = {0001010, 0001101, 1110010, 1110101, 0010100, 0010011, 1101100, 1101011
0100000, 0100111, 1011000, 1011111, 1000001, 1000110, 0111001, 0111110} ,
V7 = {0001100, 0001011, 1110100, 1110011, 0010010, 0010101, 1101010, 1101101
0100001, 0100110, 1011001, 1011110, 1000000, 1000111, 0111000, 0111111} .
Zapi²imo elemente ²e deseti²ko:
V0 = {0, 7, 25, 30, 42, 45, 51, 52, 75, 76, 82, 85, 97, 102, 120, 127} ,
V1 = {1, 6, 24, 31, 43, 44, 50, 53, 74, 77, 83, 84, 96, 103, 121, 126} ,
V2 = {2, 5, 27, 28, 40, 47, 49, 54, 73, 78, 80, 87, 99, 100, 122, 125} ,
V3 = {3, 4, 26, 29, 41, 46, 48, 55, 72, 79, 81, 86, 98, 101, 123, 124} ,
V4 = {8, 15, 17, 22, 34, 37, 59, 60, 67, 68, 90, 93, 105, 110, 112, 119} ,
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V5 = {9, 14, 16, 23, 35, 36, 58, 61, 66, 69, 91, 92, 104, 111, 113, 118} ,
V6 = {10, 13, 19, 20, 32, 39, 57, 62, 65, 70, 88, 95, 107, 108, 114, 117} ,
V7 = {11, 12, 18, 21, 33, 38, 56, 63, 64, 71, 89, 94, 106, 109, 115, 116} .
Opazimo lahko, da imajo mnoºice Vi vse 16 elementov, ter da je vsak element v
binarnem zapisu dolºine 2n+ 1 = 7. Mnoºice Vi, Vj so za i ̸= j paroma disjunktne.
Za razli£na elementa iz mnoºice Vi velja, da je njuna Hammingova razdalja vsaj 3.
Te trditve veljajo tudi v splo²nem, kar lahko pokaºemo z naslednjo trditvijo.
Trditev 4.2. Naj bodo V0, . . . , Vm mnoºice dobljene z Algoritmom 1, kjer je m =
2n+ 1 in n = 2k−1 − 1, k ≥ 2. Tedaj velja,
(1) da je |Vi| = 2
m
m+1
, 0 ≤ i ≤ m ,
(2) da je vsak element mnoºice Vi binaren niz dolºine m,
(3) da je Vi ∩ Vj = ∅ za i ̸= j,
(4) da je H(x, y) ≥ 3 za x, y ∈ Vi.
Dokaz. (1) Dokaºimo to trditev v primeru, ko je mnoºica Vi zgrajena iz mnoºic
(C0 • Uti,0), . . . , (Cn • Uti,n), saj je dokaz analogen v primeru, ko je Vi zgrajena
iz mnoºic (D0 • Uti−n−1,0), . . . , (Dn • Uti−n−1,n).
Mnoºice Ui za 0 ≤ i ≤ n so paroma disjunktne, ker gradijo particijo mnoºice
V (Qn). To je predpostavka v algoritmu, bazne mnoºice {{000, 111}, {001, 110},
{010, 101}, {100, 011}} pa prav tako gradijo particijo mnoºice V (Q3). Mnoºice
Ci za 0 ≤ i ≤ n so tudi paroma disjunktne, saj so zgrajene iz mnoºic Ui in
se s konkatenacijo disjunktonst mnoºic ohrani. Iz tega sledi, da so mnoºice
(C0 • Uti,0), . . . , (Cn • Uti,n) paroma disjunktne in velja
|Vi| = |(C0 • Uti,0)|+ · · ·+ |(Cn • Uti,n)| .
Poglejmo si ²e mo£i mnoºic. Mnoºice Ui za 0 ≤ i ≤ n so po predpostavki v
algoritmu enako mo£ne, ker velja tudi za bazne mnoºice. Prav tako so enako
mo£ne tudi mnoºice Ci za 0 ≤ i ≤ n. Sledi, da so mnoºice (Cj • Uti,j) za





































Velja, da je |Ci| = |Ui|, saj elementi iz Ci nastanejo iz Ui tako, da jim dodamo
eno komponento, s tem pa se mo£ mnoºice ohrani. Dobimo, da je
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|Vi| = |(C0 • Uti,0)|+ · · ·+ |(Cn • Uti,n)|


















S tem smo dokazali prvo trditev.
(2) Dokazati moramo, da je vsak element mnoºice Vi binaren niz dolºine m. Po-
glejmo si primer, ko je 0 ≤ i ≤ n. Mnoºica Vi je zgrajena s konkatenacijo mnoºic
Ck in Ul, kjer sta 0 ≤ k, l ≤ n. Mnoºica Ck je nastala tako, da smo elementom
iz mnoºice Uj dodali komponento, ki pove ali je v elementu sodo ali liho ²tevilo
enic. Torej so elementi mnoºice Ck za en za eno komponento dalj²i kot elementi
mnoºice Uj. Mnoºica Uj po konstrukciji vsebuje elemente dolºine n, torej je po-
ljuben element mnoºice Vi dolºine n+(n+1) = 2n+1 = m. Podobno pokaºemo
za n+ 1 ≤ i ≤ 2n+ 1.
Pokaºimo isto trditev ²e enkrat, tokrat z indukcijo na k. Ko je k = 2, je m = 3
in n = 1. Algoritem 1 vrne {{000, 111}, {001, 110}, {010, 101}, {100, 011}}, kjer
so elementi dolºine 3. Velja m = 2 · n + 1 = 3. Za k ≥ 3 algoritem najprej
zgradi mnoºice Ui s pomo£jo algoritma za k− 1. Po indukcijski predpostavki so
elementi, ki jih vrne algoritem za k − 1, dolºine
2 · (2k−1 − 1) + 1 = 2 · 2k−1 − 2 + 1 = 2k − 1 = n .
V algoritmu za iteracijo k so tako elementi mnoºice Ui dolºine n. Sledi, da so
elementi mnoºice Vj dolºine 2n+ 1 = m.
(3) Iz to£ke (1) vemo, da so mnoºice Ui za 0 ≤ i ≤ n paroma disjunktne in da so zato
tudi mnoºice Ci za 0 ≤ i ≤ n ter Di za 0 ≤ i ≤ n paroma disjunktne. Poglejmo
najprej mnoºice Vi z 0 ≤ i ≤ n, torej tiste, ki so zgrajene s konkatenacijo
mnoºic Cj, 0 ≤ j ≤ n in Uti,j , pri £emer je ti,j element latinskega kvadrata.
Zaradi lastnosti latinskih kvadratov, da so v vsaki vrstici razli£ni elementi, za
ksno mnoºico Cj naredimo konkatenacijo z razli£nimi mnoºicami Uk, torej so
mnoºice Vi za 0 ≤ i ≤ n paroma disjunktne. Enako je z mnoºicami Vi za
n + 1 ≤ i ≤ 2n + 1. Mnoºice Vi z 0 ≤ i ≤ n in Vj z n + 1 ≤ j ≤ 2n + 1
pa so o£itno paroma disjunktne, saj so disjunktne tudi mnoºice Cj in Dk za
0 ≤ j, k ≤ n.
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(4) Dokaºimo trditev z indukcijo na k. Ko je k = 2, algoritem vrne mnoºice
{000, 111}, {001, 110}, {010, 101}, {100, 011}, pri £emer sta elementa vsake mno-
ºice res na razdalji 3. Predpostavimo, da trditev velja za k > 2. Sedaj doka-
ºimo trditev za k + 1. Vzemimo razli£na elementa x, y iz mnoºice Vi in naj bo
0 ≤ i ≤ n, saj je dokaz v primeru n+1 ≤ i ≤ 2n+1 analogen. Potem obstajajo
a, b, c, d ∈ {0, . . . , n}, da je
x ∈ Ca • Ub, b = ti,a,
y ∈ Cc • Ud, d = ti,c.
Lahko zapi²emo
x = x1 · x2, kjer je x1 ∈ Ca, x2 ∈ Ub
y = y1 · y2, kjer je y1 ∈ Cc, y2 ∈ Ud.
Ker je x ̸= y, se ne more zgoditi, da bi hkrati veljalo x1 = y1 in x2 = y2.
Obravnavati moramo tri moºnosti.
Najprej poglejmo primer, ko je x1 = y1 in x2 ̸= y2. Iz x1 = y1 sledi, da je
a = c in iz tega, da je b = d. Torej sta x2 in y2 razli£na elementa iz mnoºice
Ub. Mnoºico Ub zgradimo z algoritmom na k − 1, torej lahko uporabimo induk-
cijsko predpostavko za elemente mnoºice Ub. Velja, da je H(x2, y2) ≥ 3 in torej
H(x, y) ≥ 3.
Sedaj poglejmo primer, ko je x1 ̸= y1 in x2 = y2. Iz drugega pogoja sledi, da je
b = d in zato a = c. Torej sta x1 in y1 razli£na elementa mnoºice Ca. Mnoºica
Ca je zgrajena z dodajanjem komponent mnoºici Ua, na kateri lahko uporabimo
indukcijsko predpostavko, da je H(x1, y1) ≥ 3. Iz tega sledi, da je H(x, y) ≥ 3.
Zadnja moºnost, ki preostane, je x1 ̸= y1 in x2 ̸= y2. Imamo dve podmoºnosti.
Prva je, da je a = c, torej da sta oba elementa x1 in y1 iz mnoºice Ca, torej
z indukcijsko predpostavko velja, da je H(x1, y1) ≥ 3. Potem iz pogoja a = c
sledi, da je b = d. To pomeni, da sta x2 in y2 elementa mnoºice Ub in zanju
prav tako velja H(x2, y2) ≥ 3. Sledi, da je tudi H(x, y) ≥ 3. Druga podmoºnost
je, da je a ̸= c, kar pomeni, da je x1 ∈ Ca in y1 ∈ Cc. Sledi, da je b ̸= d in
zato x2 ∈ Ub ter y2 ∈ Ud. Elementi iz Ub in iz Ud se razlikujejo v vsaj enem
mestu, elementi iz Ca in iz Cc pa za vsaj dve mesti, saj je poljubna mnoºica Ci
zgrajena iz Ui z dodajanjem komponente tako, da ima nov element sodo ²tevilo
enic. Torej je H(x, y) = H(x1, x2) +H(y1, y2) ≥ 3.
Izrek 4.3. e je m = 2k − 1, k ≥ 2, potem Algoritem 1 vrne particijo mnoºice
V (Qm) v Hammingovo kodo. Pri tem veljata naslednji lastnosti:
(a) Vsaka mnoºica particije vsebuje enako ²tevilo sodih in lihih vozli²£.
(b) Skupaj z vozli²£em u je v mnoºici tudi njegovo antipodno vozli²£e u.
Dokaz. Najprej poglejmo, da Algoritem 1 res vrne particijo mnoºice V (Qm). Po
to£ki (3) trditve 4.2 so mnoºice Vi za 0 ≤ i ≤ m med seboj paroma disjunktne. Z
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upo²tevanjem to£ke (1) v trditvi 4.2 dobimo
|V0|+ · · ·+ |Vm| = (m+ 1) ·
2m
m+ 1
= 2m = |V (DQm)| .
Sledi, da je {V0, . . . , Vm} res particija vozli²£ grafa DQm.
(a) Pokaºimo trditev z indukcijo na k. Ko je k = 2, algoritem vrne particijo
{{000, 111}, {001, 110}, {010, 101}, {100, 011}}. Vidimo, da res vsaka mnoºica
particije vsebuje ²tevilo sodih in lihih vozli²£. Predpostavimo, da trditev velja
za k > 2 in jo pokaºimo za k+1. Mnoºice Ui, ki so pravzaprav izhodni podatek
prej²nje iteracije, vsebujejo enako ²tevilo sodih in lihih elementov. Ko naredimo
konkatenacijo mnoºic Cj • Ui za 0 ≤ j ≤ n in 0 ≤ i ≤ n oziroma Dk • Ui za
n + 1 ≤ k ≤ 2n + 1 in 0 ≤ i ≤ n, na sodost oziroma lihost vpliva le zadnji
del novega elementa, torej elementov iz mnoºic Ui. Tako je tudi v mnoºici Vi,
0 ≤ i ≤ m, ²tevilo sodih in lihih elementov enako.
(b) Zopet pokaºimo z indukcijo na k. Algoritem 1 za k = 2 res vrne mnoºice
{000, 111}, {001, 110}, {010, 101}, {100, 011}, ki skupaj z vozli²£em vsebujejo
tudi njegovo antipodno vozli²£e. Indukcijska predpostavka je, da mnoºice, ki jih
algoritem vrne za k > 2, skupaj s poljubnim vozli²£em vsebujejo tudi njegovo
antipodno vozli²£e. Poglejmo sedaj za k + 1. elimo pokazati, da ima mnoºica
Vi za 0 ≤ i ≤ m, ki jo vrne Algoritem 1, ºeleno lastnost. Opazujmo mnoºico Vi
za 0 ≤ i ≤ n, ki je unija mnoºic Cj • Uti,j , 0 ≤ j ≤ n. Po indukcijski predpo-
stavki mnoºice Uti,j vsebujejo tako vozli²£e u, kot u, saj so izhodni podatek pri
iteraciji k. Iz istega razloga so po to£ki (2) trditve 4.2 elementi mnoºice Uti,j lihe
dolºine in lahko tako predpostavimo, da ima element u sodo ²tevilo 1 in element
u liho ²tevilo 1. Po konstrukciji mnoºice Cj le-ta med drugim vsebuje elementa
u0 in u1. Sledi, da mnoºica Vi vsebuje elemente u0u, u0u, u1u, u1u. Vidimo, da
sta elementa u0u in u1u antipodna, prav tako pa tudi u0u in u1u. S tem smo
dokazali, da mnoºica Vi za 0 ≤ i ≤ n res poleg vozli²£a vsebuje tudi njegovo
antipodno vozli²£e. Dokaz je podoben v primeru, ko je n+ 1 ≤ i ≤ 2n+ 1.
Kot smo omenili, lahko za konstrukcijo Hammingove kode v hiperkocki upo-
rabimo katerikoli latinski kvadrat, vendar pa za nadaljnjo konstrukcijo 1-popolne
kode v dualni kocki niso primerni vsi. Uporabili bomo latinske kvadrate, ki jih
bomo ozna£ili z L(2r) , in imajo na vseh diagonalah podmatrik enake elemente. V




L(r) r + L(r)
r + L(r) L(r)
]







ki ima enaki diagonali, je potem
L(4) =
⎡⎢⎢⎣
0 1 2 3
1 0 3 2
2 3 0 1
3 2 1 0
⎤⎥⎥⎦ ,
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ki ima enaki podmatriki velikosti 2 × 2 na obeh diagonalah, prav tako pa imata




0 1 2 3 4 5 6 7
1 0 3 2 5 4 7 6
2 3 0 1 6 7 4 5
3 2 1 0 7 6 5 4
4 5 6 7 0 1 2 3
5 4 7 6 1 0 3 2
6 7 4 5 2 3 0 1
7 6 5 4 3 2 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
S pomo£jo takih latinskih kvadratov zgradimo posebne mnoºice, ki jih potrebujemo
za konstrukcijo 1-popolne kode v dualni kocki. Te mnoºice imenujemo ko-mnoºice
in tvorijo kanoni£no particijo vozli²£ hiperkocke. Spoznajmo deniciji.
Podmnoºici A in B mnoºice V (Qn) sta ko-mnoºici, £e je za sodo vozli²£e v v A,
vozli²£e v + 1 v B in £e je za liho vozli²£e w v A, vozli²£e w − 1 v B.
Naj bo n = 2k − 1, k ≥ 2. Particija {V0, . . . , Vn} mnoºice V (Qn) v Hammingovo
kodo je kanoni£na, £e obstajajo pari mnoºic {Vi0 , Vi1}, . . . , {Vin−1 , Vin}, tako da sta
mnoºici Vi2j in Vi2j+1 ko-mnoºici za 0 ≤ j ≤ 12(n− 1).
Lema 4.4. Naj bo n = 2k − 1, k ≥ 2. Za V (Qn) obstaja kanoni£na particija
{V0, . . . , Vn}, tako da sta V2i in V2i+1 ko-mnoºici za 0 ≤ i ≤ 12(n− 1).
Dokaz. Z lemo ºelimo pokazati, da obstaja taka kanoni£na particija mnoºice
{V0, . . . , Vn}, da sta dve zaporedni mnoºici ko-mnoºici. Dokaºimo z indukcijo na
k. Za k = 2 je particija {{000, 111}, {001, 110}, {010, 101}, {100, 011}} kanoni£na in
sta {{000, 111}, {001, 110}}, {{010, 101}, {100, 011}} para ko-mnoºic. Za k = 3 je
ustrezna kanoni£na particija
V0 = {0, 7, 25, 30, 42, 45, 51, 52, 75, 76, 82, 85, 97, 102, 120, 127} ,
V1 = {1, 6, 24, 31, 43, 44, 50, 53, 74, 77, 83, 84, 96, 103, 121, 126} ,
V2 = {2, 5, 27, 28, 40, 47, 49, 54, 73, 78, 80, 87, 99, 100, 122, 125} ,
V3 = {3, 4, 26, 29, 41, 46, 48, 55, 72, 79, 81, 86, 98, 101, 123, 124} ,
V4 = {8, 15, 17, 22, 34, 37, 59, 60, 67, 68, 90, 93, 105, 110, 112, 119} ,
V5 = {9, 14, 16, 23, 35, 36, 58, 61, 66, 69, 91, 92, 104, 111, 113, 118} ,
V6 = {10, 13, 19, 20, 32, 39, 57, 62, 65, 70, 88, 95, 107, 108, 114, 117} ,
V7 = {11, 12, 18, 21, 33, 38, 56, 63, 64, 71, 89, 94, 106, 109, 115, 116} ,
kjer so {V0, V1}, {V2, V3}, {V4, V5}, {V6, V7} pari ko-mnoºic.
Predpostavimo sedaj, da obstaja kanoni£na particija {U0, . . . , Un} z zaporednimi
pari ko-mnoºic za k in dokaºimo trditev za k+1. eleno kanoni£no particijo dobimo
z Algoritmom 1, kjer vzamemo mnoºice {U0, . . . , Un} iz predpostavke ter uporabo
latinskega kvadrata L(n+1) . Da je particija res kanoni£na in da sta zaporedni mnoºici
ko-mnoºici, nam zagotavlja dejstvo, da sta mnoºici {U2i, U2i+1} ko-mnoºici, saj sta
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potem tudi Cj•U2i in Cj•U2i+1 oziromaDj•U2i in Dj•U2i+1 ko-mnoºici. Pomembno
je tudi, da je latinski kvadrat v omenjeni obliki, saj tako s konkatenacijo zdruºimo
prave mnoºice.
4.2 Algoritem za gradnjo slovarja
V tem razdelku bomo spoznali drugi algoritem, ki nam bo pomagal konstruirati
1-popolno kodo v dualni kocki. Algoritem zgradi slovar za mnoºico V (Qm), ki nam
za posamezno vozli²£e pove indeks mnoºice, v kateri se nahaja. Vhodni podatek
algoritma je kanoni£na particija mnoºice V (Qm+1) iz Algoritma 1. Za izvedbo al-
goritma vzamemo samo prvo polovico mnoºic iz kanoni£ne particije, elementom iz
teh mnoºic pa v nadaljevanju algoritma odvzamemo prvo komponento in jih razpo-
redimo v mnoºice ter te podatke nato shranimo v slovar. Poglejmo si algoritem.
Algoritem 2 Zgradi slovar ∆
Vhod: Naj bo m = 2k − 2, k ≥ 2 in mnoºice V0, . . . , Vm+1 kanoni£na particija
mnoºice V (Qm+1) iz Algoritma 1. Vzemimo mnoºice V0, . . . , Vm/2 .
Izhod: Slovar ∆ .
◃ Elemente mnoºice Vi gledamo tako v binarnem zapisu kot v deseti²kem.
for i = 0, . . . ,m/2 do
W2i = {w | 0w ∈ Vi}
W2i+1 = {w | 1w ∈ Vi}
end for
for i = 0, . . . , m+1 do





Poglejmo si, kako deluje Algoritem 2 na primeru, ko je k = 3. Sedaj moramo
paziti na oznake, saj Algoritem 2 pravi, da je potem m = 6 in poºene Algoritem 1 na
mnoºici V (Qm+1) oziroma v na²em primeru V (Q7), kar je tudi rezultat prej²njega
primera. Z drugim algoritmom bomo tako zgradili slovar ∆ za mnoºico V (Q6) s
pomo£jo mnoºic V0, V1, V2, V3 kanoni£ne particije mnoºice V (Q7) iz Algoritma 1.
Prva for zanka elemente razporedi v mnoºice glede na to, ali je prva komponenta
0 ali 1, ter jim to komponento tudi odstrani, da dobimo nize dolºine 6. Dobimo
naslednje mnoºice:
W0 = {000000, 000111, 011001, 011110, 101010, 101101, 110100, 110011} ,
W1 = {111000, 111111, 100001, 100110, 010010, 010101, 001100, 001011} ,
W2 = {000001, 000110, 011000, 011111, 101100, 101011, 110010, 110101} ,
W3 = {111001, 111110, 100000, 100111, 010100, 010011, 001010, 001101} ,
W4 = {000010, 000101, 011100, 011011, 101000, 101111, 110001, 110110} ,
W5 = {111010, 111101, 100100, 100011, 010000, 010111, 001001, 001110} ,
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W6 = {000100, 000011, 011010, 011101, 101001, 101110, 110000, 110111} ,
W7 = {111100, 111011, 100010, 100101, 010001, 010110, 001000, 001111} ,
ki v deseti²kem zapisu in elementi urejenimi po velikosti, izgledajo tako:
W0 = {0, 7, 25, 30, 42, 45, 51, 52} ,
W1 = {11, 12, 18, 21, 33, 38, 56, 63} ,
W2 = {1, 6, 24, 31, 43, 44, 50, 53} ,
W3 = {10, 13, 19, 20, 32, 39, 57, 62} ,
W4 = {2, 5, 27, 28, 40, 47, 49, 54} ,
W5 = {9, 14, 16, 23, 35, 36, 58, 61} ,
W6 = {3, 4, 26, 29, 41, 46, 48, 55} ,
W7 = {8, 15, 17, 22, 34, 37, 59, 60} .
Algoritem nato popi²e elemente in mnoºice v kateri se nahajajo in te podatke shrani
v slovar, ki je naveden spodaj. To je tudi izhodni podatek za Algoritem 2.
p 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
∆[p] 0 2 4 6 6 4 2 0 7 5 3 1 1 3 5 7
p 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
∆[p] 5 7 1 3 3 1 7 5 2 0 6 4 4 6 0 2
p 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47
∆[p] 3 1 7 5 5 7 1 3 4 6 0 2 2 0 6 4
p 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63
∆[p] 6 4 2 0 0 2 4 6 1 3 5 7 7 5 3 1
Sedaj si poglejmo in dokaºimo nekaj lastnosti mnoºic Wi, i ∈ {0, 1, . . . ,m + 1}
iz Algoritma 2.
Lema 4.5. Za m = 2k − 2, k ≥ 2, Algoritem 2 vrne mnoºice W0, . . . ,Wm+1, za
katere velja |Wi| = 2m−k, 0 ≤ i ≤ m+ 1.
Dokaz. Iz drugega dela trditve 4.3, ki pravi, da za vsako vozli²£e x mnoºica Vi
vsebuje tudi antipodno vozli²£e x, sledi, da vsaka mnoºica Vi vsebuje vozli²£a oblike
0x in 1y, kjer sta x, y ∈ {0, 1}m. Torej sta mnoºici W2i in W2i+1 iz prvega dela
Algoritma 2 dobro denirani in neprazni ter za 0 ≤ i ≤ m/2 velja:





2 · (m+ 2)
=
2m+1





Trditev 4.6. e je m = 2k − 2, k ≥ 2, potem mnoºice {W0, . . . ,Wm+1}, ki jih
zgradimo z Algoritmom 2, tvorijo particijo mnoºice V (Qm).
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Dokaz. Najprej pokaºimo, da so mnoºice {W0, . . . ,Wm+1} disjunktne. Ker je razda-
lja med poljubnima elementoma mnoºice Vi po trditvi 4.2 vsaj 3, je z brisanjem prve
komponente razdalja med poljubnim elementom V2i in V2i+1 ²e vedno vsaj 2. Torej
sta mnoºici V2i in V2i+1 disjunktni. Prav tako so po trditvi 4.2 mnoºice V0, . . . , Vm/2
paroma disjunktne, zato so paroma disjunktne tudi mnoºiceW0,W2,W4, . . . ,Wm ter
mnoºice W1,W3,W5, . . . ,Wm+1. Pokazati moramo ²e, da so mnoºice W2i in W2j+1
za 0 ≤ i ̸= j ≤ m/2 paroma disjunktne. Vzemimo u · v ∈ W2i in x · y ∈ W2j+1,
kjer so u, v, x, y ∈ {0, 1}m/2. Iz konstrukcije Algoritma 2 velja, da je 0u · v ∈ Vi
in 1x · y ∈ Vj. Ker smo na za£etku Algoritma 2 vzeli le prvo polovico mnoºic
V0, . . . , Vm+1 iz Algoritma 1, so vse le-te sestavljene s konkatenacijo mnoºic Ck in
Ul. Vsa vozli²£a mnoºic Ck imajo sodo ²tevilo enic, torej jih morata imeti tudi 0u
in 1x. O£itno je, da ima u sodo ²tevilo enic in x liho ²tevilo enic. Da bi veljalo
u · v ∈ W2j+1, bi moralo obstajati vozli²£e 1u · v, ki je moralo v Algoritmu 1 nastati
s konkatenacijo mnoºic Dk in Ul, ki pa smo jih ºe na za£etku Algoritma 2 izlo£ili.
Torej u · v /∈ W2j+1. Prav tako velja x · y /∈ W2i. Tako smo pokazali, da so mnoºice
W0, . . . ,Wm+1 paroma disjunktne.
Po lemi 4.5 vemo, da je |Wi| = 2m−k, 0 ≤ i ≤ m + 1. Skupna mo£ mnoºic
W0, . . . ,Wm+1 potem zna²a
|W0|+ · · ·+ |Wm+1| = (m+ 2) ·
2m+1
2 · (m+ 2)
= 2m,
kolikor je tudi mo£ mnoºice V (Qm).
S tem smo dokazali, da mnoºice W0, . . . ,Wm+1 res tvorijo particijo mnoºice
V (Qm).
Iz prej²njega primera lahko opazimo, da za vrednosti ∆[p] velja 0 ≤ ∆[p] ≤ 7
in da se v slovarju ∆ ²tevila 0, . . . , 7 pojavijo enako pogosto. Tudi v splo²nem se v
slovarju ²tevila 0, 1, . . . ,m + 1 pojavijo enako pogosto in velja 0 ≤ ∆[p] ≤ m + 1.
Zato je
|{p |∆[p] = i}| = 2m−k za 0 ≤ i ≤ m+ 1 .
Poglejmo si ²e nekaj lastnosti, ki veljajo za slovar ∆.
Lema 4.7. Naj bo ∆ slovar, ki ga dobimo z Algoritmom 2. Potem veljajo naslednje
trditve.
(1) e je ∆[p] = ∆[q] in p ̸= q, potem je H(p, q) ≥ 3.
(2) e je ∆[p] = 2i in ∆[q] = 2i+ 1, potem je H(p, q) ≥ 2.
(3) Za vsak p za katerega velja ∆[p] = 2i, obstaja q, za katerega velja ∆[q] = 2i+ 1
ter p + q = 2m − 1 za 0 ≤ p, q ≤ 2m − 1 in 0 ≤ i ≤ m/2. Prav tako za vsak
q za katerega velja ∆[q] = 2i + 1, obstaja p za katerega velja ∆[p] = 2i ter
p+ q = 2m − 1 za 0 ≤ p, q ≤ 2m − 1 in 0 ≤ i ≤ m/2.
Dokaz. (1) e za p ̸= q velja ∆[p] = ∆[q], to pomeni, da sta p in q elementa iste
mnoºice Wj, kjer je j = ∆[p] = ∆[q]. Najprej pokaºimo primer, ko je j = 2i.
Po konstrukciji mnoºice W2i smo obema elementoma odstranili skrajno levo
komponento, ki je v tem primeru enaka 0. Torej sta 0p in 0q elementa mnoºice
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Vi in po to£ki (4) trditve 4.2 velja, da je H(0p, 0q) ≥ 3. Ker je prva komponenta
v obeh primerih enaka, velja H(p, q) ≥ 3. Podobno dokaºemo v primeru, ko je
j = 2i+ 1.
(2) Naj bosta p in q elementa, za katera velja ∆[p] = 2i in ∆[q] = 2i + 1. Po
konstrukciji mnoºic W2i in W2i+1 velja 0p ∈ Vi in 1q ∈ Vi, torej sta elementa
iste mnoºice Vi. Po to£ki (4) trditve 4.2 vemo, da je Hammingova razdalja med
poljubna elementa mnoºice Vi vsaj 3, torej je H(0p, 1q) ≥ 3 in zato H(p, q) ≥ 2.
(3) Naj bo p tak, da velja ∆[p] = 2i, kar pomeni, da je p ∈ W2i. Iz konstrukcije
mnoºice W2i vemo, da je 0p ∈ Vi. Po izreku 4.3 vsaka mnoºica Vi, 0 ≤ i ≤ m,
vsebuje vozli²£e in njegovo antipodno vozli²£e, torej obstaja 1p ∈ Vi. Potem p
pripada mnoºiciW2i+1, oziroma ∆[p] = 2i+1, kar pomeni, da je p iskani element
q z ºelenimi lastnostmi. Drugi del trditve dokaºemo analogno.
4.3 1-popolne kode
V tem razdelku bomo s pomo£jo tretjega algoritma konstruirali 1-popolno kodo v
dualni kocki. Spomnimo, da velja m = 2k − 2 za k ≥ 2. Od sedaj naj velja ²e,
da je {V0, . . . , Vm+1} kanoni£na particija mnoºice V (Qm+1) dobljena z Algoritmom
1 in naj bo {W0, . . . ,Wm+1} particija mnoºice V (Qm) dobljena z Algoritmom 2.
Spomnimo, da velja |Vi| = 2m−k+1 in |Wi| = 2m−k.
Denicija 4.8. Naj bodo mnoºice Y0, . . . , Ym/2 podmnoºice vozli²£ dualne kocke


















{2m+1s+ 2j + 1 | 0 ≤ j ≤ 2m − 1} ,
pri £emer gledamo vozli²£a v deseti²kem zapisu.
Y0,0 Y0,1 Y0,2 Y0,3 Y1,0 Y1,1 Y1,2 Y1,3 Ym/2,0 Ym/2,1 Ym/2,2 Ym/2,3. . .
Y0 Y1 Ym/2. . .
V (DQm)
Slika 8: Vozli²£na particija dualne kocke DQm
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Slika 8 prikazuje mnoºice iz denicije 4.8, ki tvorijo vozli²£no particijo dualne
kocke DQm.
Poglejmo si nekaj lastnosti teh mnoºic.
Trditev 4.9. Naj bodo mnoºice Y0, . . . , Ym/2 kot v deniciji 4.8. Potem veljajo
naslednje trditve.
(1) Za 0 ≤ i ≤ m/2 so mnoºice Yi,0, Yi,1, Yi,2 in Yi,3 paroma disjunktne.
(2) Za 0 ≤ i ≤ m/2 velja |Yi,0| = |Yi,1| = |Yi,2| = |Yi,3| = 22m−k.
(3) Mnoºice Y0, . . . , Ym/2 tvorijo particijo mnoºice V (DQm).
Dokaz. (1) Mnoºici Yi,0 in Yi,2 sta sestavljeni iz sodih vozli²£, saj ju sestavljamo iz
sodih vozli²£ mnoºic V2i oziroma V2i+1 in je vsota produkta poljubnega ²tevila
s potenco ²tevila 2 in sodega ²tevila, sodo ²tevilo. Mnoºici Yi,1 in Yi,3 sta sesta-
vljeni iz lihih vozli²£, saj so vozli²£a prav tako vsota produkta poljubnega ²tevila
s potenco ²tevila 2, £emur pa pri²tejemo ²e 1. Mnoºici Yi,0 in Yi,2 sta disjunktni,
saj sta mnoºici V2i in V2i+1 disjunktni po trditvi 4.2. Podobno, mnoºici Yi,1 in
Yi,3 sta disjunktni, saj sta mnoºici W2i in W2i+1 disjunktni po lemi 4.6. Torej
so mnoºice Yi,0, Yi,1, Yi,2 in Yi,3 paroma disjunktne za 0 ≤ i ≤ m/2.
(2) Za vsak 0 ≤ i ≤ m/2 velja
|Yi,0| = |Yi,2| =
1
2
|Vi| · 2m =
1
2
· 2m−k+1 · 2m = 22m−k ,
saj je po trditvi 4.3 v mnoºici Vi enako sodih kot lihih elementov, iz vsakega od
teh pa v mnoºici Yi,0 oziroma Yi,2 nastane 2m elementov. Za vsak 0 ≤ i ≤ m/2
velja
|Yi,1| = |Yi,3| = |Wi| · 2m = 2m−k · 2m = 22m−k ,
saj po lemi 4.5 velja |Wi| = 2m−k za 0 ≤ i ≤ m + 1, iz vsakega od teh ele-
mentov pa nastane v mnoºici Yi,1 oziroma Yi,3 2m elementov. Sledi, da so
mnoºice Yi,0, Yi,1, Yi,2 in Yi,3 enako mo£ne. Potem lahko vsako izmed mnoºic
Yi,0, Yi,1, Yi,2 in Yi,3 vidimo, kot da je sestavljena iz 2m−k m-dimenzionalnih kock.
(3) Najprej pokaºimo disjunktnost mnoºic. Ker so mnoºice V0, . . . , Vm+1, ki gra-
dijo mnoºici Yi,0 in Yi,2, paroma disjunktne po trditvi 4.2, in ker so mnoºice
W0, . . . ,Wm+1, ki gradijo mnoºici Yi,1 in Yi,3, paroma disjunktne po trditvi 4.6,
so tudi mnoºice Y0, . . . , Ym/2 paroma disjunktne. Pokaºimo ²e, da je mo£ vsote
res enaka |V (DQm)|. Za vsak 0 ≤ i ≤ m/2 velja
|Yi| = |Yi,0|+ |Yi,1|+ |Yi,2|+ |Yi,3| = 22m−k+2 .
Sledi, da je









= 2−1 · 2k · 22m−k+2
= 22m+1 ,
kjer smo upo²tevali disjunktnost mnoºic Y0, . . . , Ym/2 in da jem = 2k−2 oziroma
m+2 = 2k. Sledi, da je |Y0|+· · ·+|Ym/2| = |V (DQm)|, torej mnoºice Y0, . . . , Ym/2
tvorijo particijo mnoºice V (DQm).
Dogovorimo se, da Gi ozna£uje podgraf dualne kocke induciran z vozli²£i Yi za
0 ≤ i ≤ m/2. Potem lahko podgraf Gi vidimo kot skupino 2m−k × 4 m-kock, pri
£emer sta dve zgrajeni iz sodih vozli²£, dve pa iz lihih. O£itno je, da je |V (Gi)| =
22m−k+2. Zaradi simetrije so podgra G0, . . . , Gm/2 paroma izomorfni. Izkaºe se, da
vsak podgraf Gi premore 1-popolno kodo.
Sledi koda za Algoritem 3, ki konstruira 1-popolno kodo v dualni kocki DQm.
Algoritem 3 Konstrukcija 1-popolne kode v DQm za m = 2k − 2, k ≥ 2
Vhod: Naj bodo mnoºice V0, . . . , Vm+1 kanoni£na particija mnoºice V (Qm+1)
iz Algoritma 1, kjer sta mnoºici V2i in V2i+1 ko-mnoºici. Naj bo slovar
∆[0, . . . , 2m − 1] kot v Algoritmu 2.
Izhod: Mnoºica Z, ki tvori 1-popolno kodo v grafu DQm .
1: Z := ∅
2: for i = 0, . . . ,m/2 do
3: Naj bodo p0, . . . , p2m−k−1 taki, da je ∆[p0] = · · · = ∆[p2m−k−1] = 2i
4: Naj bodo q0, . . . , q2m−k−1 taki, da je ∆[q0] = · · · = ∆[q2m−k−1] = 2i+ 1
5: Naj bodo u0, . . . , u2m−k−1 sodi elementi mnoºice V2i
6: Naj bodo v0, . . . , v2m−k−1 lihi elementi mnoºice V2i
7: Naj bodo w0, . . . , w2m−k−1 sodi elementi mnoºice V2i+1
8: Naj bodo x0, . . . , x2m−k−1 lihi elementi mnoºice V2i+1
9: for j = 0, . . . , 2m−k − 1 do
10: Aj := {2m+1pa + uj | 0 ≤ a ≤ 2m−k − 1}
11: Bj := {2m+1pj + va | 0 ≤ a ≤ 2m−k − 1}
12: Cj := {2m+1qa + wj | 0 ≤ a ≤ 2m−k − 1}
13: Dj := {2m+1qj + xa | 0 ≤ a ≤ 2m−k − 1}




Najprej komentirajmo Algoritem 3. Opazimo lahko, da zunanja for zanka gradi
mnoºico kodnih elementov za posamezen graf Gi, 0 ≤ i ≤ m/2. Tako z notranjo
for zanko tvorimo kodne elemente za vsak graf Gi posebej. Za ²tiri mnoºice v
notranji zanki velja, da sta Aj in Cj zgrajeni iz sodih vozli²£, Bj in Dj pa iz lihih,
kar bomo pojasnili v dokazu leme 4.10 v nadaljevanju. Velja pa tudi, da mnoºice
Aj, Bj, Cj in Dj z vozli²£i inducirajo hiperkocko. Vsaka od teh mnoºic vsebuje 2m−k
elementov, skupaj torej 2m−k+2. Ker notranjo zanko poºenemo 2m−k-krat, graf Gi
tako vsebuje
2m−k+2 · 2m−k = 22m−2k+2
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kodnih elementov.
Kot smo spomnili na za£etku tega razdelka, je |Vi| = 2m−k+1, 0 ≤ i ≤ m + 1.
Vsaka od mnoºic Vi pa po drugem delu izreka 4.3 vsebuje enako ²tevilo sodih in
lihih elementov. Tako je elementov uj res 2m−k in enako velja za vj, wj ter xj.
Opazimo tudi, da pri vsaki iteraciji zunanje zanke za elemente u0, . . . , u2m−k−1 in
x0, . . . , x2m−k−1 velja zveza uj = xj − 1 za vsak 0 ≤ j ≤ 2m−k − 1, saj sta V2i in
V2i+1 ko-mnoºici. Za elemente v0, . . . , v2m−k−1 in w0, . . . , w2m−k−1 iz istega razloga
velja zveza wj = vj − 1 za vsak 0 ≤ j ≤ 2m−k − 1.
Sedaj nadaljujmo primer za k = 3 in si poglejmo Algoritem 3. Sledi, da je
m = 6 in da potrebujemo rezultata iz primerov od prej. Iz primera po Algoritmu 1
uporabimo mnoºice V0, . . . , V7 v deseti²kem zapisu, ki jih kar navedimo:
V0 = {0, 7, 25, 30, 42, 45, 51, 52, 75, 76, 82, 85, 97, 102, 120, 127} ,
V1 = {1, 6, 24, 31, 43, 44, 50, 53, 74, 77, 83, 84, 96, 103, 121, 126} ,
V2 = {2, 5, 27, 28, 40, 47, 49, 54, 73, 78, 80, 87, 99, 100, 122, 125} ,
V3 = {3, 4, 26, 29, 41, 46, 48, 55, 72, 79, 81, 86, 98, 101, 123, 124} ,
V4 = {8, 15, 17, 22, 34, 37, 59, 60, 67, 68, 90, 93, 105, 110, 112, 119} ,
V5 = {9, 14, 16, 23, 35, 36, 58, 61, 66, 69, 91, 92, 104, 111, 113, 118} ,
V6 = {10, 13, 19, 20, 32, 39, 57, 62, 65, 70, 88, 95, 107, 108, 114, 117} ,
V7 = {11, 12, 18, 21, 33, 38, 56, 63, 64, 71, 89, 94, 106, 109, 115, 116} .
Algoritem 2 nato uporabi te mnoºice in vrne slovar ∆:
p 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
∆[p] 0 2 4 6 6 4 2 0 7 5 3 1 1 3 5 7
p 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
∆[p] 5 7 1 3 3 1 7 5 2 0 6 4 4 6 0 2
p 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47
∆[p] 3 1 7 5 5 7 1 3 4 6 0 2 2 0 6 4
p 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63
∆[p] 6 4 2 0 0 2 4 6 1 3 5 7 7 5 3 1
To so torej vhodni podatki za Algoritem 3. Z zunanjo for zanko algoritma zgradimo
mnoºico kodnih elementov za vsak podgraf Gi posebej in v tem primeru jo poºenemo
trikrat, saj je m/2 = 3. Poglejmo si primer, ko je i = 0. I²£emo taka ²tevila
p0, . . . , p7, da bo veljalo ∆[p0] = · · · = ∆[p7] = 0. Iz slovarja ∆ lahko razberemo, da
je
p0 = 0 , p1 = 7 , p2 = 25 , p3 = 30 ,
p4 = 42 , p5 = 45 , p6 = 51 , p7 = 52 .
I²£emo tudi taka ²tevila q0, . . . , q7, da bo veljalo ∆[q0] = · · · = ∆[q7] = 1. Zopet iz
slovarja ∆ razberemo, da je
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q0 = 11 , q1 = 12 , q2 = 18 , q3 = 21 ,
q4 = 33 , q5 = 38 , q6 = 56 , q7 = 63 .
Naslednja vrstica algoritma nam da elemente u0, . . . , u7, ki so sodi elementi mnoºice
V0. Na²tejmo jih:
u0 = 0 , u1 = 30 , u2 = 42 , u3 = 52 ,
u4 = 76 , u5 = 82 , u6 = 102 , u7 = 120 .
Elementi v0, . . . , v7 so lihi elementi mnoºice V0 in so:
v0 = 7 , v1 = 25 , v2 = 45 , v3 = 51 ,
v4 = 75 , v5 = 85 , v6 = 97 , v7 = 127 .
Z w0, . . . , w7 ozna£imo sode elemente mnoºice V1 :
w0 = 6 , w1 = 24 , w2 = 44 , w3 = 50 ,
w4 = 74 , w5 = 84 , w6 = 96 , w7 = 126 .
Na koncu z x0, . . . , x7 ozna£imo lihe elemente mnoºice V1 :
x0 = 1 , x1 = 31 , x2 = 43 , x3 = 53 ,
x4 = 77 , x5 = 83 , x6 = 103 , x7 = 121 .
Z generiranimi elementi lahko poºenemo notranjo for zanko. Poglejmo si primer,
ko je j = 0. Pokaºimo, kako zgradimo mnoºico A0.
A0 = {26+1 · 0 + 0, 26+1 · 7 + 0, 26+1 · 25 + 0, 26+1 · 30 + 0,
26+1 · 42 + 0, 26+1 · 45 + 0, 26+1 · 51 + 0, 26+1 · 52 + 0}
= {128 · 0 + 0, 128 · 7 + 0, 128 · 25 + 0, 128 · 30 + 0,
128 · 42 + 0, 128 · 45 + 0, 128 · 51 + 0, 128 · 52 + 0}
= {0, 896, 3200, 3840, 5376, 5760, 6528, 6656}
Mnoºice B0, C0 in D0 generiramo podobno. Le navedimo njihove elemente:
B0 = {7, 25, 45, 51, 75, 85, 97, 127} ,
C0 = {1414, 1542, 2310, 2694, 4230, 4870, 7174, 8070} ,
D0 = {1409, 1439, 1451, 1461, 1485, 1491, 1511, 1529} .
Generirati moramo ²e mnoºice za j = 1, . . . , 7, da zaklju£imo z zunanjo for zanko.
Navedimo mnoºice, ki jih generiramo:
A1 = {120, 1016, 3320, 3960, 5496, 5880, 6648, 6776} ,
B1 = {903, 921, 941, 947, 971, 981, 993, 1023} ,
C1 = {1534, 1662, 2430, 2814, 4350, 4990, 7294, 8190} ,
D1 = {1537, 1567, 1579, 1589, 1613, 1619, 1639, 1657} ,
A2 = {30, 926, 3230, 3870, 5406, 5790, 6558, 6686} ,
B2 = {3207, 3225, 3245, 3251, 3275, 3285, 3297, 3327} ,
C2 = {1432, 1560, 2328, 2712, 4248, 4888, 7192, 8088} ,
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D2 = {2305, 2335, 2347, 2357, 2381, 2387, 2407, 2425} ,
A3 = {102, 998, 3302, 3942, 5478, 5862, 6630, 6758} ,
B3 = {3847, 3865, 3885, 3891, 3915, 3925, 3937, 3967} ,
C3 = {1504, 1632, 2400, 2784, 4320, 4960, 7264, 8160} ,
D3 = {2689, 2719, 2731, 2741, 2765, 2771, 2791, 2809} ,
A4 = {42, 938, 3242, 3882, 5418, 5802, 6570, 6698} ,
B4 = {5383, 5401, 5421, 5427, 5451, 5461, 5473, 5503} ,
C4 = {1452, 1580, 2348, 2732, 4268, 4908, 7212, 8108} ,
D4 = {4225, 4255, 4267, 4277, 4301, 4307, 4327, 4345} ,
A5 = {82, 978, 3282, 3922, 5458, 5842, 6610, 6738} ,
B5 = {5767, 5785, 5805, 5811, 5835, 5845, 5857, 5887} ,
C5 = {1492, 1620, 2388, 2772, 4308, 4948, 7252, 8148} ,
D5 = {4865, 4895, 4907, 4917, 4941, 4947, 4967, 4985} ,
A6 = {76, 972, 3276, 3916, 5452, 5836, 6604, 6732} ,
B6 = {6535, 6553, 6573, 6579, 6603, 6613, 6625, 6655} ,
C6 = {1482, 1610, 2378, 2762, 4298, 4938, 7242, 8138} ,
D6 = {7169, 7199, 7211, 7221, 7245, 7251, 7271, 7289} ,
A7 = {52, 948, 3252, 3892, 5428, 5812, 6580, 6708} ,
B7 = {6663, 6681, 6701, 6707, 6731, 6741, 6753, 6783} ,
C7 = {1458, 1586, 2354, 2738, 4274, 4914, 7218, 8114} ,
D7 = {8065, 8095, 8107, 8117, 8141, 8147, 8167, 8185} .
S tem smo zaklju£ili zunanjo for zanko za i = 0 in nadaljujemo z i = 1. Na²tejmo
mnoºice, ki jih generiramo:
A0 = {130, 770, 3074, 3970, 5506, 5634, 6402, 6786} ,
B0 = {133, 155, 175, 177, 201, 215, 227, 253} ,
C0 = {1284, 1668, 2436, 2564, 4100, 4996, 7300, 7940} ,
D0 = {1283, 1309, 1321, 1335, 1359, 1361, 1381, 1403} ,
A1 = {250, 890, 3194, 4090, 5626, 5754, 6522, 6906} ,
B1 = {773, 795, 815, 817, 841, 855, 867, 893} ,
C1 = {1404, 1788, 2556, 2684, 4220, 5116, 7420, 8060} ,
D1 = {1667, 1693, 1705, 1719, 1743, 1745, 1765, 1787} ,
A2 = {156, 796, 3100, 3996, 5532, 5660, 6428, 6812} ,
B2 = {3077, 3099, 3119, 3121, 3145, 3159, 3171, 3197} ,
C2 = {1306, 1690, 2458, 2586, 4122, 5018, 7322, 7962} ,
D2 = {2435, 2461, 2473, 2487, 2511, 2513, 2533, 2555} ,
A3 = {228, 868, 3172, 4068, 5604, 5732, 6500, 6884} ,
B3 = {3973, 3995, 4015, 4017, 4041, 4055, 4067, 4093} ,
C3 = {1378, 1762, 2530, 2658, 4194, 5090, 7394, 8034} ,
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D3 = {2563, 2589, 2601, 2615, 2639, 2641, 2661, 2683} ,
A4 = {168, 808, 3112, 4008, 5544, 5672, 6440, 6824} ,
B4 = {5509, 5531, 5551, 5553, 5577, 5591, 5603, 5629} ,
C4 = {1326, 1710, 2478, 2606, 4142, 5038, 7342, 7982} ,
D4 = {4099, 4125, 4137, 4151, 4175, 4177, 4197, 4219} ,
A5 = {208, 848, 3152, 4048, 5584, 5712, 6480, 6864} ,
B5 = {5637, 5659, 5679, 5681, 5705, 5719, 5731, 5757} ,
C5 = {1366, 1750, 2518, 2646, 4182, 5078, 7382, 8022} ,
D5 = {4995, 5021, 5033, 5047, 5071, 5073, 5093, 5115} ,
A6 = {206, 846, 3150, 4046, 5582, 5710, 6478, 6862} ,
B6 = {6405, 6427, 6447, 6449, 6473, 6487, 6499, 6525} ,
C6 = {1352, 1736, 2504, 2632, 4168, 5064, 7368, 8008} ,
D6 = {7299, 7325, 7337, 7351, 7375, 7377, 7397, 7419} ,
A7 = {182, 822, 3126, 4022, 5558, 5686, 6454, 6838} ,
B7 = {6789, 6811, 6831, 6833, 6857, 6871, 6883, 6909} ,
C7 = {1328, 1712, 2480, 2608, 4144, 5040, 7344, 7984} ,
D7 = {7939, 7965, 7977, 7991, 8015, 8017, 8037, 8059} .
Za i = 2 dobimo mnoºice:
A0 = {264, 648, 3464, 3592, 5128, 6024, 6280, 6920} ,
B0 = {271, 273, 293, 315, 323, 349, 361, 375} ,
C0 = {1166, 1806, 2062, 2958, 4494, 4622, 7438, 7822} ,
D0 = {1161, 1175, 1187, 1213, 1221, 1243, 1263, 1265} ,
A1 = {368, 752, 3568, 3696, 5232, 6128, 6384, 7024} ,
B1 = {655, 657, 677, 699, 707, 733, 745, 759} ,
C1 = {1270, 1910, 2166, 3062, 4598, 4726, 7542, 7926} ,
D1 = {1801, 1815, 1827, 1853, 1861, 1883, 1903, 1905} ,
A2 = {278, 662, 3478, 3606, 5142, 6038, 6294, 6934} ,
B2 = {3471, 3473, 3493, 3515, 3523, 3549, 3561, 3575} ,
C2 = {1168, 1808, 2064, 2960, 4496, 4624, 7440, 7824} ,
D2 = {2057, 2071, 2083, 2109, 2117, 2139, 2159, 2161} ,
A3 = {366, 750, 3566, 3694, 5230, 6126, 6382, 7022} ,
B3 = {3599, 3601, 3621, 3643, 3651, 3677, 3689, 3703} ,
C3 = {1256, 1896, 2152, 3048, 4584, 4712, 7528, 7912} ,
D3 = {2953, 2967, 2979, 3005, 3013, 3035, 3055, 3057} ,
A4 = {290, 674, 3490, 3618, 5154, 6050, 6306, 6946} ,
B4 = {5135, 5137, 5157, 5179, 5187, 5213, 5225, 5239} ,
C4 = {1188, 1828, 2084, 2980, 4516, 4644, 7460, 7844} ,
D4 = {4489, 4503, 4515, 4541, 4549, 4571, 4591, 4593} ,
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A5 = {346, 730, 3546, 3674, 5210, 6106, 6362, 7002} ,
B5 = {6031, 6033, 6053, 6075, 6083, 6109, 6121, 6135} ,
C5 = {1244, 1884, 2140, 3036, 4572, 4700, 7516, 7900} ,
D5 = {4617, 4631, 4643, 4669, 4677, 4699, 4719, 4721} ,
A6 = {324, 708, 3524, 3652, 5188, 6084, 6340, 6980} ,
B6 = {6287, 6289, 6309, 6331, 6339, 6365, 6377, 6391} ,
C6 = {1218, 1858, 2114, 3010, 4546, 4674, 7490, 7874} ,
D6 = {7433, 7447, 7459, 7485, 7493, 7515, 7535, 7537} ,
A7 = {316, 700, 3516, 3644, 5180, 6076, 6332, 6972} ,
B7 = {6927, 6929, 6949, 6971, 6979, 7005, 7017, 7031} ,
C7 = {1210, 1850, 2106, 3002, 4538, 4666, 7482, 7866} ,
D7 = {7817, 7831, 7843, 7869, 7877, 7899, 7919, 7921} .
Zadnji£ poºenemo zunanjo for zanko za i = 3. Dobimo mnoºice:
A0 = {394, 522, 3338, 3722, 5258, 5898, 6154, 7050} ,
B0 = {397, 403, 423, 441, 449, 479, 491, 501} ,
C0 = {1036, 1932, 2188, 2828, 4364, 4748, 7564, 7692} ,
D0 = {1035, 1045, 1057, 1087, 1095, 1113, 1133, 1139} ,
A1 = {498, 626, 3442, 3826, 5362, 6002, 6258, 7154} ,
B1 = {525, 531, 551, 569, 577, 607, 619, 629} ,
C1 = {1140, 2036, 2292, 2932, 4468, 4852, 7668, 7796} ,
D1 = {1931, 1941, 1953, 1983, 1991, 2009, 2029, 2035} ,
A2 = {404, 532, 3348, 3732, 5268, 5908, 6164, 7060} ,
B2 = {3341, 3347, 3367, 3385, 3393, 3423, 3435, 3445} ,
C2 = {1042, 1938, 2194, 2834, 4370, 4754, 7570, 7698} ,
D2 = {2187, 2197, 2209, 2239, 2247, 2265, 2285, 2291} ,
A3 = {492, 620, 3436, 3820, 5356, 5996, 6252, 7148} ,
B3 = {3725, 3731, 3751, 3769, 3777, 3807, 3819, 3829} ,
C3 = {1130, 2026, 2282, 2922, 4458, 4842, 7658, 7786} ,
D3 = {2827, 2837, 2849, 2879, 2887, 2905, 2925, 2931} ,
A4 = {416, 544, 3360, 3744, 5280, 5920, 6176, 7072} ,
B4 = {5261, 5267, 5287, 5305, 5313, 5343, 5355, 5365} ,
C4 = {1062, 1958, 2214, 2854, 4390, 4774, 7590, 7718} ,
D4 = {4363, 4373, 4385, 4415, 4423, 4441, 4461, 4467} ,
A5 = {472, 600, 3416, 3800, 5336, 5976, 6232, 7128} ,
B5 = {5901, 5907, 5927, 5945, 5953, 5983, 5995, 6005} ,
C5 = {1118, 2014, 2270, 2910, 4446, 4830, 7646, 7774} ,
D5 = {4747, 4757, 4769, 4799, 4807, 4825, 4845, 4851} ,
A6 = {454, 582, 3398, 3782, 5318, 5958, 6214, 7110} ,
37
B6 = {6157, 6163, 6183, 6201, 6209, 6239, 6251, 6261} ,
C6 = {1088, 1984, 2240, 2880, 4416, 4800, 7616, 7744} ,
D6 = {7563, 7573, 7585, 7615, 7623, 7641, 7661, 7667} ,
A7 = {446, 574, 3390, 3774, 5310, 5950, 6206, 7102} ,
B7 = {7053, 7059, 7079, 7097, 7105, 7135, 7147, 7157} ,
C7 = {1080, 1976, 2232, 2872, 4408, 4792, 7608, 7736} ,
D7 = {7691, 7701, 7713, 7743, 7751, 7769, 7789, 7795} .
Na koncu algoritem vrne mnoºico
Z = {0, 7, 25, 30, 42, 45, 51, 52, 75, 76, 82, 85, 97, 102, 120, 127, 130, 133, 155, 156, 168,
175, 177, 182, 201, 206, 208, 215, 227, 228, 250, 253, 264, 271, 273, 278, 290, 293,
315, 316, 323, 324, 346, 349, 361, 366, 368, 375, 394, 397, 403, 404, 416, 423, 441,
446, 449, 454, 472, 479, 491, 492, 498, 501, 522, 525, 531, 532, 544, 551, 569, 574,
577, 582, 600, 607, 619, 620, 626, 629, 648, 655, 657, 662, 674, 677, 699, 700, 707,
708, 730, 733, 745, 750, 752, 759, 770, 773, 795, 796, 808, 815, 817, 822, 841, 846,
848, 855, 867, 868, 890, 893, 896, 903, 921, 926, 938, 941, 947, 948, 971, 972, 978,
981, 993, 998, 1016, 1023, 1035, 1036, 1042, 1045, 1057, 1062, 1080, 1087, 1088,
1095, 1113, 1118, 1130, 1133, 1139, 1140, 1161, 1166, 1168, 1175, 1187, 1188,
1210, 1213, 1218, 1221, 1243, 1244, 1256, 1263, 1265, 1270, 1283, 1284, 1306,
1309, 1321, 1326, 1328, 1335, 1352, 1359, 1361, 1366, 1378, 1381, 1403, 1404,
1409, 1414, 1432, 1439, 1451, 1452, 1458, 1461, 1482, 1485, 1491, 1492, 1504,
1511, 1529, 1534, 1537, 1542, 1560, 1567, 1579, 1580, 1586, 1589, 1610, 1613,
1619, 1620, 1632, 1639, 1657, 1662, 1667, 1668, 1690, 1693, 1705, 1710, 1712,
1719, 1736, 1743, 1745, 1750, 1762, 1765, 1787, 1788, 1801, 1806, 1808, 1815,
1827, 1828, 1850, 1853, 1858, 1861, 1883, 1884, 1896, 1903, 1905, 1910, 1931,
1932, 1938, 1941, 1953, 1958, 1976, 1983, 1984, 1991, 2009, 2014, 2026, 2029,
2035, 2036, 2057, 2062, 2064, 2071, 2083, 2084, 2106, 2109, 2114, 2117, 2139,
2140, 2152, 2159, 2161, 2166, 2187, 2188, 2194, 2197, 2209, 2214, 2232, 2239,
2240, 2247, 2265, 2270, 2282, 2285, 2291, 2292, 2305, 2310, 2328, 2335, 2347,
2348, 2354, 2357, 2378, 2381, 2387, 2388, 2400, 2407, 2425, 2430, 2435, 2436,
2458, 2461, 2473, 2478, 2480, 2487, 2504, 2511, 2513, 2518, 2530, 2533, 2555,
2556, 2563, 2564, 2586, 2589, 2601, 2606, 2608, 2615, 2632, 2639, 2641, 2646,
2658, 2661, 2683, 2684, 2689, 2694, 2712, 2719, 2731, 2732, 2738, 2741, 2762,
2765, 2771, 2772, 2784, 2791, 2809, 2814, 2827, 2828, 2834, 2837, 2849, 2854,
2872, 2879, 2880, 2887, 2905, 2910, 2922, 2925, 2931, 2932, 2953, 2958, 2960,
2967, 2979, 2980, 3002, 3005, 3010, 3013, 3035, 3036, 3048, 3055, 3057, 3062,
3074, 3077, 3099, 3100, 3112, 3119, 3121, 3126, 3145, 3150, 3152, 3159, 3171,
3172, 3194, 3197, 3200, 3207, 3225, 3230, 3242, 3245, 3251, 3252, 3275, 3276,
3282, 3285, 3297, 3302, 3320, 3327, 3338, 3341, 3347, 3348, 3360, 3367, 3385,
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3390, 3393, 3398, 3416, 3423, 3435, 3436, 3442, 3445, 3464, 3471, 3473, 3478,
3490, 3493, 3515, 3516, 3523, 3524, 3546, 3549, 3561, 3566, 3568, 3575, 3592,
3599, 3601, 3606, 3618, 3621, 3643, 3644, 3651, 3652, 3674, 3677, 3689, 3694,
3696, 3703, 3722, 3725, 3731, 3732, 3744, 3751, 3769, 3774, 3777, 3782, 3800,
3807, 3819, 3820, 3826, 3829, 3840, 3847, 3865, 3870, 3882, 3885, 3891, 3892,
3915, 3916, 3922, 3925, 3937, 3942, 3960, 3967, 3970, 3973, 3995, 3996, 4008,
4015, 4017, 4022, 4041, 4046, 4048, 4055, 4067, 4068, 4090, 4093, 4099, 4100,
4122, 4125, 4137, 4142, 4144, 4151, 4168, 4175, 4177, 4182, 4194, 4197, 4219,
4220, 4225, 4230, 4248, 4255, 4267, 4268, 4274, 4277, 4298, 4301, 4307, 4308,
4320, 4327, 4345, 4350, 4363, 4364, 4370, 4373, 4385, 4390, 4408, 4415, 4416,
4423, 4441, 4446, 4458, 4461, 4467, 4468, 4489, 4494, 4496, 4503, 4515, 4516,
4538, 4541, 4546, 4549, 4571, 4572, 4584, 4591, 4593, 4598, 4617, 4622, 4624,
4631, 4643, 4644, 4666, 4669, 4674, 4677, 4699, 4700, 4712, 4719, 4721, 4726,
4747, 4748, 4754, 4757, 4769, 4774, 4792, 4799, 4800, 4807, 4825, 4830, 4842,
4845, 4851, 4852, 4865, 4870, 4888, 4895, 4907, 4908, 4914, 4917, 4938, 4941,
4947, 4948, 4960, 4967, 4985, 4990, 4995, 4996, 5018, 5021, 5033, 5038, 5040,
5047, 5064, 5071, 5073, 5078, 5090, 5093, 5115, 5116, 5128, 5135, 5137, 5142,
5154, 5157, 5179, 5180, 5187, 5188, 5210, 5213, 5225, 5230, 5232, 5239, 5258,
5261, 5267, 5268, 5280, 5287, 5305, 5310, 5313, 5318, 5336, 5343, 5355, 5356,
5362, 5365, 5376, 5383, 5401, 5406, 5418, 5421, 5427, 5428, 5451, 5452, 5458,
5461, 5473, 5478, 5496, 5503, 5506, 5509, 5531, 5532, 5544, 5551, 5553, 5558,
5577, 5582, 5584, 5591, 5603, 5604, 5626, 5629, 5634, 5637, 5659, 5660, 5672,
5679, 5681, 5686, 5705, 5710, 5712, 5719, 5731, 5732, 5754, 5757, 5760, 5767,
5785, 5790, 5802, 5805, 5811, 5812, 5835, 5836, 5842, 5845, 5857, 5862, 5880,
5887, 5898, 5901, 5907, 5908, 5920, 5927, 5945, 5950, 5953, 5958, 5976, 5983,
5995, 5996, 6002, 6005, 6024, 6031, 6033, 6038, 6050, 6053, 6075, 6076, 6083,
6084, 6106, 6109, 6121, 6126, 6128, 6135, 6154, 6157, 6163, 6164, 6176, 6183,
6201, 6206, 6209, 6214, 6232, 6239, 6251, 6252, 6258, 6261, 6280, 6287, 6289,
6294, 6306, 6309, 6331, 6332, 6339, 6340, 6362, 6365, 6377, 6382, 6384, 6391,
6402, 6405, 6427, 6428, 6440, 6447, 6449, 6454, 6473, 6478, 6480, 6487, 6499,
6500, 6522, 6525, 6528, 6535, 6553, 6558, 6570, 6573, 6579, 6580, 6603, 6604,
6610, 6613, 6625, 6630, 6648, 6655, 6656, 6663, 6681, 6686, 6698, 6701, 6707,
6708, 6731, 6732, 6738, 6741, 6753, 6758, 6776, 6783, 6786, 6789, 6811, 6812,
6824, 6831, 6833, 6838, 6857, 6862, 6864, 6871, 6883, 6884, 6906, 6909, 6920,
6927, 6929, 6934, 6946, 6949, 6971, 6972, 6979, 6980, 7002, 7005, 7017, 7022,
7024, 7031, 7050, 7053, 7059, 7060, 7072, 7079, 7097, 7102, 7105, 7110, 7128,
7135, 7147, 7148, 7154, 7157, 7169, 7174, 7192, 7199, 7211, 7212, 7218, 7221,
7242, 7245, 7251, 7252, 7264, 7271, 7289, 7294, 7299, 7300, 7322, 7325, 7337,
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7342, 7344, 7351, 7368, 7375, 7377, 7382, 7394, 7397, 7419, 7420, 7433, 7438,
7440, 7447, 7459, 7460, 7482, 7485, 7490, 7493, 7515, 7516, 7528, 7535, 7537,
7542, 7563, 7564, 7570, 7573, 7585, 7590, 7608, 7615, 7616, 7623, 7641, 7646,
7658, 7661, 7667, 7668, 7691, 7692, 7698, 7701, 7713, 7718, 7736, 7743, 7744,
7751, 7769, 7774, 7786, 7789, 7795, 7796, 7817, 7822, 7824, 7831, 7843, 7844,
7866, 7869, 7874, 7877, 7899, 7900, 7912, 7919, 7921, 7926, 7939, 7940, 7962,
7965, 7977, 7982, 7984, 7991, 8008, 8015, 8017, 8022, 8034, 8037, 8059, 8060,
8065, 8070, 8088, 8095, 8107, 8108, 8114, 8117, 8138, 8141, 8147, 8148, 8160,
8167, 8185, 8190} ,
ki tvori 1-popolno kodo za dualno kocko DQ6. Ker ima graf |V (DQ6)| = 22·6+1 =
213 = 8192 vozli²£, ga bomo zelo teºko narisali, da bi tako lahko preverili pravil-
nost 1-popolne kode. V nadaljevanju pa bomo seveda dokazali, da je mnoºica Z res
1-popolna koda.
Da bomo lahko iz grafa razbrali pravilnost Algoritma 3 in da je mnoºica Z res
1-popolna koda, si poglejmo primer, ko je k = 2. Sledi, da je m = 2, torej gre za
dualno kocko DQ2. Najprej pripravimo vhodne podatke za Algoritem 3. Mnoºice
V0, V1, V2, V3 dobimo iz Algoritma 1:
V0 = {000, 111} ,
V1 = {001, 110} ,
V2 = {010, 101} ,
V3 = {011, 100} .
Z Algoritmom 2, ki ga uporabimo na mnoºicah V0 in V1, dobimo mnoºiceW0,W1,W2,
in W3. Zapi²imo elemente teh mnoºic z binarnim in deseti²kim zapisom:
binarno deseti²ko
W0 = {00} W0 = {0}
W1 = {11} W1 = {3}
W2 = {01} W2 = {1}
W3 = {10} W3 = {2}
Na podlagi teh mnoºic zgradimo naslednji slovar ∆:
i 0 1 2 3
∆[i] 0 2 3 1
Sedaj imamo pripravljene vhodne podatke za Algoritem 3. Z zunanjo for zanko
zgradimo mnoºico kodnih elementov za vsak podgraf Gi posebej in v tem primeru
jo poºenemo dvakrat, saj je m/2 = 1. Najprej poglejmo i = 0. I²£emo tak p0, da
bo veljalo ∆[p0] = 0. Sledi, da je p0 = 0. I²£emo tak q0, da bo veljalo ∆[q0] = 1.
Sledi, da je q0 = 3. Sedaj glejmo elemente mnoºic V0 in V1 v deseti²kem zapisu.
Sodi element mnoºice V0 je u0 = 0, lihi element mnoºice V0 pa v0 = 7. Sodi element
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mnoºice V1 je w0 = 6, ter lihi element x0 = 1. Notranja for zanka, ki jo izvr²imo
samo enkrat, saj je 22−2 − 1 = 0, nam vrne naslednje mnoºice:
A0 = {22+1 · 0 + 0} = {0} ,
B0 = {22+1 · 0 + 7} = {7} ,
C0 = {22+1 · 3 + 6} = {30} ,
D0 = {22+1 · 3 + 1} = {25} .
Tako na polovici algoritma dobimo mnoºico Z = {0, 7, 25, 30}. Poglejmo sedaj ²e
primer, ko je i = 1. I²£emo taka p0 in q0, da bo veljalo ∆[p0] = 2 in ∆[q0] = 3. Sledi,
da je p0 = 1 in q0 = 2. Zopet glejmo elemente mnoºic V2 in V3 v deseti²kem zapisu.
Za mnoºico V2 je sodi element u0 = 2 in lihi v0 = 5. Sodi element mnoºice V3 je
w0 = 4 in lihi x0 = 3. Z notranjo for zanko dobimo naslednje mnoºice:
A0 = {22+1 · 1 + 2} = {10} ,
B0 = {22+1 · 1 + 5} = {13} ,
C0 = {22+1 · 2 + 4} = {20} ,
D0 = {22+1 · 2 + 3} = {19} .
Sledi, da Algoritem 3 vrne mnoºico Z = {0, 7, 10, 13, 19, 20, 25, 30}. Slika 9 prikazuje

























Slika 9: 1-popolna koda v grafu DQ2
Sedaj dokaºimo ²e nekaj lastnosti mnoºic iz Algoritma 3.






















kjer so mnoºice Yi,0, Yi,1, Yi,2 in Yi,3 kot v deniciji 4.8.






{2m+1pa + uj | 0 ≤ a ≤ 2m−k − 1},
kjer so p0, . . . , p2m−k−1 vrednosti slovarja ∆, da velja ∆[p0] = · · · = ∆[p2m−k−1] = 2i,
in u0, . . . , u2m−k−1 sodi elementi mnoºice V2i. Za vrednosti slovarja ∆ velja 0 ≤





{2m+1j + r | 0 ≤ j ≤ 2m − 1}.
Vidimo lahko, da je vsak element mnoºice
⋃2m−k−1









⏐⏐⏐⏐⏐⏐ = 2m−k · 2m−k = 22m−2k ,
iz trditve 4.9 pa ºe vemo, da je
|Yi,0| = 22m−k .
Enako dokaºemo ostale primere.
Lema 4.11. Za kodno mnoºico Z, ki jo vrne Algoritem 3, velja, da kodni elementi,
ki pripadajo isti m-kocki induciranimi z Aj, Bj, Cj oziroma Dj za poljuben 0 ≤ j ≤
2m−k − 1, skupaj dominirajo (m+1) · 2m−k vozli²£ (vklju£no s sabo) znotraj m-kocke
in 2m−k vozli²£ zunaj m-kocke.
Dokaz. Po trditvi 4.9 in lemi 4.10 vemo, da so mnoºice Aj, Bj, Cj in Dj paroma
disjunktne za vsak 0 ≤ j ≤ 2m−k − 1. elimo pokazati, da se elementi posameznih
mnoºic nahajajo na razdalji 3, saj le tako lahko pravilno pre²tejemo koliko vozli²£
dominirajo. V binarnem zapisu so elementi p0, . . . , p2m−k−1 in q0, . . . , q2m−k−1 dolºine
m. Sledi, da so za 0 ≤ a ≤ 2m−k − 1 elementi 2m−kpa in 2m−kqa dolºine 2m + 1
in da imajo zadnjih m + 1 komponent ni£elnih. Za elemente u0, . . . , u2m−k−1 v
binarnem zapisu velja, da so dolºinem+1, kar velja tudi za elemente v0, . . . , v2m−k−1,
w0, . . . , w2m−k−1 in x0, . . . , x2m−k−1. Sedaj primerjajmo Hammingovo razdaljo med
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elementi posameznih mnoºic za iteracijo pri poljubnjem j, 0 ≤ j ≤ 2m−k − 1. Naj
velja, da je 0 ≤ a, b ≤ 2m−k − 1.
Za mnoºici Aj in Bj velja, da je
H(2m+1pa + uj, 2
m+1pj + vb) = H(pa, pj) +H(uj, vb) ≥ 3 ,
saj sta uj in vb elementa iste mnoºice V2i, za katero po trditvi 4.2 velja, da je
H(uj, vb) ≥ 3.
Za Aj in Cj velja, da je
H(2m+1pa + uj, 2
m+1qb + wj) = H(pa, qb) +H(uj, wj) ≥ 2 + 1 = 3 ,
saj je za pa in qb za katera velja ∆[pa] = 2i in ∆[qb] = 2i+1 po lemi 4.7, H(pa, qb) ≥ 2
in ker za dve razli£ni sodi vozli²£i velja H(uj, wj) ≥ 1.
Za mnoºici Aj in Dj velja, da je
H(2m+1pa + uj, 2
m+1qj + xb) = H(pa, qj) +H(uj, xb) ≥ 2 + 1 = 3 ,
saj kakor v prej²njem primeru velja H(pa, qj) ≥ 2 in ker pri b = j velja uj = xj − 1,
saj sta to elementa ko-mnoºic.
Za mnoºici Bj in Cj iz istih razlogov kot v prej²njem primeru velja, da je
H(2m+1pj + va, 2
m+1qa + wj) = H(pj, qa) +H(va, wj) ≥ 2 + 1 = 3 .
Za mnoºici Bj in Dj analogno kot v primeru Aj in Cj velja, da je
H(2m+1pj + va, 2
m+1qj + xb) = H(pj, qj) +H(va, xb) ≥ 2 + 1 .
Za mnoºici Cj in Dj pa velja, da je
H(2m+1qa + wj, 2
m+1qj + xb) = H(qa, qj) +H(wj, xb) ≥ 3 ,
saj sta wj in xb elementa iste mnoºice V2i+1 za katero zopet po trditvi 4.2 velja, da
je H(wj, xb) ≥ 3.
Znotraj mnoºice Aj so za a ̸= b, elementi na razdalji
H(2m+1pa + uj, 2
m+1pb + uj) = H(pa, pb) +H(uj, uj) = H(pa, pb) ≥ 3 ,
saj to sledi iz leme 4.7. Analogno sledi za Cj.
V primeru mnoºice Bj za a ̸= b velja
H(2m+1pj + va, 2
m+1pj + vb) = H(pj, pj) +H(va, vb) ≥ 3 ,
saj za va in vb po trditvi 4.2 velja, da je H(va, vb) ≥ 3. Analogno velja za Dj.
Sedaj vemo, da so elementi posameznih mnoºic na poljubni iteraciji j vsaj na
razdalji 3. Po lemi 3.2 vemo, da je poljubno vozli²£e v dualni kocki stopnje m + 1,
pri £emer je povezano z m vozli²£i znotraj m-kocke in enim zunaj m-kocke. Tako
dominira m+1 vozli²£ znotraj hiperkocke (vklju£no s sabo) in eno zunaj hiperkocke.
Sledi, da vsa kodna vozli²£a znotraj hiperkocke dominirajo 2m−k(m + 1) vozli²£
znotraj hiperkocke vklju£no s sabo ter 2m−k vozli²£ zunaj hiperkocke.
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Denicija 4.12. Naj bo S mnoºica kodnih elementov v poljubni m-kocki Q v
dualni kocki DQm. Potem s S− ozna£imo mnoºico vozli²£ iz Q, ki jih mnoºica S ne
dominira, in s S+ mnoºico vozli²£ iz V (DQm)\Q, ki jih mnoºica S dominira.
Iz leme 4.11 sledi, da je |S−| = 2m−k. To so vozli²£a, ki jih mnoºica S ne dominira
in so dominirana z vozli²£i iz drugih m-kock. Zaradi simetri£nosti velja |S| = 2m−k.
Vemo, da je vsako vozli²£e iz m-dimenzionalne hiperkocke povezano z natanko enim
vozli²£em zunaj m-kocke, kar velja tudi za vozli²£a mnoºice S. Sledi, da je tudi
|S+| = 2m−k.
Lema 4.13. Mnoºice v spodnji tabeli so pravilno denirane.
S S− in S+
Aj A
−
j = {2m+1qa + uj | 0 ≤ a ≤ 2m−k − 1}
A+j = {2m+1pa + uj + 1 | 0 ≤ a ≤ 2m−k − 1}
Bj B
−
j = {2m+1pj + xa | 0 ≤ a ≤ 2m−k − 1}
B+j = {2m+1pj + va − 1 | 0 ≤ a ≤ 2m−k − 1}
Cj C
−
j = {2m+1pa + wj | 0 ≤ a ≤ 2m−k − 1}
C+j = {2m+1qa + wj + 1 | 0 ≤ a ≤ 2m−k − 1}
Dj D
−
j = {2m+1qj + va | 0 ≤ a ≤ 2m−k − 1}
D+j = {2m+1qj + xa − 1 | 0 ≤ a ≤ 2m−k − 1}
Dokaz. Poglejmo si mnoºico Aj, ki je podmnoºica vozli²£ hiperkocke Q s sodimi
vozli²£i. Velja V (Q) = {2m+1r+uj | 0 ≤ r ≤ 2m−1}. Po lemi 4.11 vemo, da mnoºica
Aj ne dominira vseh vozli²£ hiperkocke Q. Pokaºimo, da je mnoºica A−j enaka
{2m+1qc+uj | 0 ≤ c ≤ 2m−k−1}. Za potrebe dokaza ozna£imo X = {2m+1qc+uj | 0 ≤
c ≤ 2m−k−1}. Vidimo lahko, da je X ⊆ V (Q). Poglejmo si razdaljo med elementom
mnoºice Aj in elementom mnoºice X :
H(2m+1pa + uj, 2
m+1qc + uj) = H(2
m+1pa, 2
m+1qc) = H(pa, qc) .
Velja ∆[pa] = 2i in ∆[qc] = 2i + 1. Po lemi 4.7 sledi, da je H(pa, qc) ≥ 2, torej
element mnoºice Aj ne more dominirati elementa mnoºice X . Zato velja A−j = X .
Podobno dokaºemo ostale enakosti.
Pred naslednjo lemo spomnimo, da Gi za 0 ≤ i ≤ m/2 ozna£uje podgraf dualne
kocke induciran z vozli²£i Yi, kakor smo denirali na strani 32.
Lema 4.14. Mnoºica, ki jo vrne Algoritem 3, je 1-popolna koda za vsak induciran
podgraf Gi dualne kocke DQm za 0 ≤ i ≤ m/2.
























































































































Z lemo 4.10 smo pokazali, da vsaka od mnoºic Yi,0, Yi,1, Yi,2 in Yi,3 vsebuje unije
Aj, Bj, Cj, oziroma Dj, torej unijo vozli²£, ki dominirajo sebe, (m+ 1)2m−k vozli²£
znotraj m-kocke in 2m−k vozli²£ zunaj m-kocke. Slednje so vozli²£a, ki pripadajo
drugi od mnoºic Yi,0, Yi,1, Yi,2 in Yi,3.
Lema 4.15. V dualni kocki DQm, m = 2 +−2, k ≥ 2, ima vsak induciran podgraf
Gi za 0 ≤ i ≤ m/2 , 22m−k+1 + 22m−2k+2 povezav.
Dokaz. Od prej vemo, da je vsak podgraf Gi sestavljen iz 2m−k+2 m-dimenzionalnih
kock. Vsaka m-dimenzionalna kocka Q premore particijo vozli²£ v mnoºice S−,
V (Q)\(S− ∪ S) in S, kjer sta mnoºici S in S− kot v deniciji 4.12. Vemo, da velja
|S| = |S−| = 2m−k. Potem velja
|V (Q)\(S− ∪ S)| = |V (Q)| − |S−| − |S| = 2m − 2m−k − 2m−k = 2m − 2m−k−1 .
Po lemi 3.2 in trditvi 3.4 vemo, da je vsako vozli²£e v kocki Q stopnjem+1 in da ima
vsako vozli²£e m povezav znotraj kocke Q in eno zunaj nje. Vsa vozli²£a iz mnoºic S
in S− imajo vse povezave znotraj podgrafa Gi, kar nam pokaºe tudi lema 4.14. Za
vsako vozli²£e iz mnoºice V (Q)\(S− ∪ S) pa velja, da ima eno povezavo, ki podgraf
Gi povezuje z nekim podgrafom Gj za j ̸= i. Sedaj izra£unajmo ²tevilo povezav v
































= 2m−k +m2m−1 .






= 22m−2k+2 +m22m−k+1 .
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Lema 4.16. Naj bo DQm dualna kocka z m = 2k − 2, k ≥ 2. e je vozli²£e z
podgrafa Gi v kodni mnoºici Z, potem je v Gi in Z tudi njegov antipodni kodni
element.
Dokaz. Poglejmo si eno iteracijo zunanje for zanke v Algoritmu 3. Najprej recimo,
da je z sodi kodni element, ki je bil v kodno mnoºico Z dodan v 10. vrstici. To
pomeni, da je z oblike z = 2m+1pa+uj1 , kjer je 0 ≤ a ≤ 2m−k−1, ∆[pa] = 2i, uj1 sod
in uj1 ∈ V2i. Po to£ki (1) leme 4.7 obstaja qb, da je ∆[qb] = 2i+1 in pa+qb = 2m−1.
Ker sta mnoºici V2i in V2i+1 ko-mnoºici in ker je uj1 sod element mnoºice V2i, potem je
uj1+1 element mnoºice V2i+1. V mnoºici V2i+1, ki je mnoºica particije za V (Qm+1), se
po izreku 4.3 nahaja tudi antipodno vozli²£e vozli²£a uj1+1, to je 2
m+1−1−(uj1+1) =
2m+1 − uj1 − 2. V kodno mnoºico potem v neki iteraciji notranje for zanke v 12.
vrstici vstopi vozli²£e 2m+1qb+(2m+1 − uj1 − 2), saj je (2m+1 − uj1 − 2) sodo vozli²£e
mnoºice V2i+1. Preveriti moramo, da je 2m+1qb + (2m+1 − uj1 − 2) res antipodno
vozli²£e vozli²£a z v dualni kocki DQm.
2m+1qb +
(
2m+1 − uj1 − 2
)
= 2m+1 (2m − 1− pa) +
(
2m+1 − uj1 − 2
)














Po to£ki (2) leme 3.8 je za sodo vozli²£e z to res antipodno vozli²£e.
Poglejmo si ²e primer, ko je z lihi kodni element iz mnoºice Z in je bil v kodno
mnoºico dodan v 11. vrstici Algoritma 3. Potem je oblike z = 2m+1pj2 + va, kjer je
∆[pj2 ] = 2i, 0 ≤ a ≤ 2m−k − 1, in va lih element mnoºice V2i. Zopet po to£ki (1)
leme 4.7 obstaja qj2 , da je ∆[qj2 ] = 2i+1 in pj2+qj2 = 2
m−1. Ker sta mnoºici V2i in
V2i+1 ko-mnoºici in va lih element mnoºice V2i, je va − 1 sod element mnoºice V2i+1.
Po izreku 4.3 mnoºica V2i+1 vsebuje tudi antipodno vozli²£e 2m+1 − 1− (va − 1) =
2m+1 − va, ki pa je liho. Potem lahko v poljubni iteraciji notranje for zanke v
13. vrstici v kodno mnoºico vstopi element 2m+1qj + (2m+1 − va). Z naslednjim









= 22m+1 − 2m+1 − 2m+1pj + 2m+1 − va
= 22m+1 − (2m+1 + va)
= 22m+1 − z .
Po to£ki (2) leme 3.8 je za liho vozli²£e z, to res antipodno vozli²£e.
Izrek 4.17. e je m = 2k − 2, k ≥ 2, potem dualna kocka DQm premore 1-popolno
kodo.
Dokaz. Algoritem 3 vrne kodno mnoºico Z, za katero po lemi 4.14 vemo, da je
1-popolna za vsak induciran podgraf Gi. V dokazu leme 4.15 smo ugotovili, da se v
poljubni hiperkocki Q induciranega podgrafa Gi le vozli²£a mnoºice V (Q)\(S− ∪S)
povezujejo z drugimi induciranimi podgra Gj, j ̸= i in da ti elementi niso vsebovani
v mnoºici Z. Torej je razdalja med kodnima elementoma, ki pripadata razli£nima
induciranima podgrafoma, vsaj 3.
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Posledica 4.18. e je m = 2k − 2, k ≥ 2, potem dualna kocka DQm premore
vozli²£no particijo v 1-popolne kode.
S posledico 4.18 smo dokazali ²e drugo smer glavnega rezultata magistrskega
dela, izreka 4.1.
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5 Meje za γ(DQn)
Povedali smo, da sta pojma 1-popolne kode in dominacije tesno povezana, zato iz
posledice 4.18 sledi naslednja posledica.




Dokaz. Naj bo m = 2k − 2, k ≥ 2. Vemo, da ima dualna kocka |V (DQm)| = 22m+1
vozli²£. Vsako vozli²£e dualne kocke je po lemi 3.2 (m+1)-regularen graf, kar pomeni,







2k − 2 + 2
= 22m−k+1 .
Zanima nas ²e, kak²ne so meje za γ(DQm) za poljuben m ≥ 2. Najprej posplo-
²imo dualne kocke na izmenjevalne kocke.
Denicija 5.2. Izmenjevalna kocka EH(s, t), kjer sta s, t ≥ 1, je vpet podgraf
hiperkocke Qs+t+1. Mnoºica povezav je podana z unijo F0 ∪ F1 ∪ F2, kjer je
F0 = {{u0, v0} |u, v ∈ {0, 1}s+t, H(us+t:t+1, vs+t:t+1) = 1 in ut:1 = vt:1} ,
F1 = {{u1, v1} |u, v ∈ {0, 1}s+t, us+t:t+1 = vs+t:t+1 in H(ut:1, vt:1) = 1} ,
F2 = {{u0, u1} |u ∈ {0, 1}s+t} .













Slika 10: Graf izmenjevalne kocke EH(1, 2)
Na sliki 10 je prikazana izmenjevalna kocka EH(1, 2).
Po [7, str. 868, izrek 2] vemo, da vsaka od izmenjevalnih kock EH(s + 1, t) in
H(s, t+ 1) dopu²£a particijo v dve kopiji EH(s, t), zato velja:
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Lema 5.3. Naj bo 2 ≤ s ≤ t in S mnoºica, ki dominira EH(s, t). Potem izmenje-
valni kocki EH(s+ 1, t) in EH(s, t+ 1) vsebujeta dominantni mnoºici mo£i 2 · |S|.
Izrek 5.4. Naj bo 2 ≤ s ≤ t. Potem velja




Dokaz. Naj bo m najve£je tako naravno ²tevilo, da je m = 2k − 2 za neki k ≥ 2 in
m ≤ s. Sledi, da je
k = ⌊log2(s+ 2)⌋ .






Z zaporedno uporabo leme 5.3 dobimo, da je mnoºica, ki dominira EH(s, t), mo£i







Vidimo lahko, da je v izreku 5.4 doseºena zgornja meja, ko je s = t = 2k − 2. Iz
izreka 5.4 dobimo tudi naslednjo posledico, ki dolo£i meje za γ(DQm), m ≥ 2.







Dokaz. Vemo, da sta dualna kocka DQm in izmenjevalna kocka EH(m,m) izo-
morfni, zato lahko uporabimo izrek 5.4, kamor za spodnjo mejo vstavimo m = 2 in









[1] N. Biggs, Discrete mathematics, Oxford University Press, Oxford, 2008.
[2] R. Hill, A rst course in coding theory, Clarendon Press, Oxford, 1986.
[3] P. K. Jha, 1-perfect codes over dual-cubes vis-à-vis Hamming codes over hyper-
cubes, IEEE Transactions on Information Theory 51 (8) (2015) 42594268.
[4] P. K. Jha in G. Slutzki, A scheme to construct distance-three codes using latin
squares, with applications to the n-cube, Information Processing Letters 55 (3)
(1995) 123127.
[5] S. Klavºar in M. Ma, Average distance, surface area, and other structural pro-
perties of exchanged hypercubes, The Journal of Supercomputing 69 (1) (2014)
306317.
[6] J. Kratochvíl, Perfect codes in general graphs, Academia nakladatelství esko-
slovenské akademie v¥d, Praha, 1991.
[7] P. K. K. Loh, W. J. Hsu in Y. Pan, The exchanged hypercube, IEEE Transactions




Tukaj se nahaja koda vseh treh opisanih algoritmov napisana v programu Python.










## funkcija vra£a mnoºico V, ki je particija V(Q_n) v
## Hammingove kode
m = 2**k - 1
n = int((m-1)/2)











for i in range(1,k+1):
c = []
d = []
for j in range(0,r+1):










# sestavimo mnoºico V_i
for i in range(0,n+1):
v=[]
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for j in range(0,len(C)):
for p in range(0,r+1):




for i in range(n+1,2*n+2):
v=[]
for j in range(0,len(D)):
for p in range(0,r+1):






## funkcija spremeni zapis elementov mnoºice V iz dvoji²kega
## v deseti²ki zapis
koncna = []
for i in range(0,len(V)):
delna = []





## funkcija vra£a slovar delta
m = int(len(V))-2
W = []
for i in range(0,int(m/2)+1):
w = []
z = []
for j in range(0,len(V[i])):







## zgradimo slovar delta
delta = dict()
for i in range(0,len(WW)):
















for key, value in delta.items():
if value == 2*i:
P.append(key)
if value == 2*i+1:
Q.append(key)
for el in V[2*i]:
if el[-1] == '0':
UU.append(int(el,2))
elif el[-1] == '1':
VV.append(int(el,2))
for elem in V[2*i+1]:
if elem[-1] == '0':
WW.append(int(elem,2))
if elem[-1] == '1':
XX.append(int(elem,2))















for i in range(0,len(Z)):
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Z = alg3(V, delta)
print(Z)
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