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RESUMO
O presente trabalho visa o desenvolvimento de um modelo computacional de
avaliação do risco sísmico de edifícios.
A inteligência artificial é apresentada no contexto da engenharia sísmica,
nomeadamente por apresentação dos sistemas periciais, dos sistemas fuzzy, das
redes neuronais e dos sistemas fuzzy neuronais.
Abordam-se os tipos mais usuais de análise da casualidade sísmica, e as
condicionantes dos efeitos locais nesse tipo de análise.
Resumem-se as correntes metodologias de avaliação do risco sísmico, classificando-
as em três grupos distintos: tipologistas, mecanicistas e híbridas.
Propõe-se um modelo computacional de avaliação do risco sísmico (híbrido), em que
uma avaliação qualitativa é correlacionada com um valor probabilístico, através de
uma rede neuronal. A rede é treinada com os resultados da fragilidade estrutural,
obtida em edifícios tipo, com base em simulações numéricas (método de Monte
Carlo), e com os valores de um indicador de vulnerabilidade (qualitativo), que é
processado por um sistema fuzzy.
Inicia-se a implementação de um sistema integrado de avaliação do risco sísmico
(programa SRAPOR), constituído por uma base de dados de sismos, por um sistema
de informação geográfica e por um módulo de análise da casualidade sísmica.
Exemplifica-se a aplicação do modelo desenvolvido, a um edifício fictício, sito na
cidade de Faro.
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ABSTRACT
The aim of the present work is to develop a computer model for building assessment
of seismic risk.
Artificial intelligence is reviewed in earthquake engineering context, namely by
presenting expert systems, fuzzy systems, artificial neural network and neuro-fuzzy
systems.
We focus the most usual seismic hazard analysis methods, and the influence of site
effects on that kind of analysis.
Current methodologies used in seismic risk assessment for buildings are reviewed
and categorised in three groups: typological, mechanistic and hybrid.
A computer model for seismic risk assessment (hybrid) is proposed, in which a neural
network relates a qualitative evaluation with a probabilistic value. The neural network
is trained with the structural fragility, obtained with a numerical simulation (Monte
Carlo method), and with vulnerability index (qualitative), obtained with a fuzzy system.
We begin with the implementation of an integrated system for seismic risk
assessment (the program SRAPOR), that is built in with an earthquake database, a
geographic information system and a seismic hazard analysis module.
A schematic structure, sited in the city of Faro, served as an example of the
application of the developed model.
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CAPÍTULO 1
INTRODUÇÃO
1.1. Enquadramento geral
Os sismos são fenómenos naturais que têm atemorizado o Homem ao longo da
História, dada a sua natureza imprevisível e incontrolável e a sua grande
capacidade destrutiva. Há mais de dois mil anos já o Homem tentava prever e
quantificar tais fenómenos, como mostram os artefactos arqueológicos
chegados até hoje e descobertos na China.
A previsão da ocorrência espacial e temporal dos sismos não é ainda fiável,
apesar dos esforços nesse sentido e dos avanços científicos e tecnológicos
registados nas últimas décadas.
O Homem tem tentado minimizar o impacto dos sismos de grande capacidade
de destruição, nomeadamente com a adopção de procedimentos de
dimensionamento e técnicas construtivas de acordo com regulamentos
elaborados à luz do conhecimento científico mais avançado existente à data.
São exemplos disso, o Regulamento de Segurança e Acções para Estruturas
de Edifícios e Pontes (1983), com aplicação em Portugal, e o Eurocódigo 8
(1994), que se pretende que venha a ser adoptado na Europa. No entanto,
esses são esforços que só têm implicações nas novas construções, e não em
todo um parque habitacional que já está edificado e cuja resposta a sismos
violentos é difícil de avaliar.
Alguns países estão a implementar medidas que visam reforçar o património
edificado, com base nos conhecimentos que hoje temos sobre o
comportamento dos edifícios, face à ocorrência de sismos. Esse conhecimento
é adquirido através da observação do comportamento dos edifícios em cidades
confrontadas com este tipo de fenómeno, de observações de ensaios
laboratoriais ou de análises com modelos numéricos.
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Face ao elevado custo das medidas de intervenção atrás referidas, é
necessário desenvolver metodologias de avaliação do risco sísmico de
edifícios, que permitam racionalizar as intervenções, por forma a optimizar os
recursos desses países, e que permitam a elaboração de planos de actuação
em cenários pós-sismos. O impacto global (económico e social) de um sismo
que se faça sentir de forma muito intensa sobre um país ou região, é muito
negativo, levando anos a ser restabelecido o património destruído.
Portugal, ao longo da sua História, já se deparou com cenários de catástrofe
em consequência da ocorrência de sismos. No entanto, as construções
recentes de betão armado não têm sido postas à prova em virtude de, nas
últimas décadas, não terem ocorrido eventos sísmicos com grandes
intensidades, excepção feita aos Açores, nomeadamente no caso dos sismos
de 1 de Janeiro de 1980 e de 9 de Julho de 1998, que afectaram
essencialmente construções de alvenaria de pequeno porte.
Face a esta situação, é necessário desenvolver, para Portugal, metodologias e
ferramentas de avaliação do risco sísmico, a nível local, para que possam ser
tomadas medidas com o intuito de minimizar esse mesmo risco, e que sejam
consistentes com as realidades de cada local em estudo, nomeadamente a
localização geográfica, a geologia local e as características das construções.
1.2. Alguns sismos importantes
Para se entender a importância da avaliação do risco sísmico das construções
existentes, é necessário observar os efeitos dos sismos ocorridos no passado,
relativamente a alguns dos quais se salientam aspectos que se consideram
relevantes:
• 26 de Janeiro de 1531 - Causou danos no centro de Portugal continental, com
epicentro provável na região de Benavente (Senos et al., 1994);
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• 27 de Dezembro de 1722 - Afectou vários centros urbanos do Algarve, onde
se situou o epicentro, provocando danos consideráveis em Loulé (Senos et al.,
1994);
• 1 de Novembro de 1755 - Um dos maiores sismos de que há memória
histórica. Foi o sismo com consequências mais catastróficas em Portugal,
causando destruição maciça na zona de Lisboa e Algarve (Faro, Silves e
Lagos), tendo sido sentido nos Açores, na Madeira, em Marrocos e por toda a
Europa, fazendo cair chaminés em Espanha, a mais de 800 km do epicentro. O
número de vítimas terá sido entre 60000 e 80000 pessoas, sendo grande parte
desse número em consequência do maremoto. Este sismo foi e tem sido muito
estudado e documentado, tendo contribuído para um primeiro desenvolvimento
na forma de construir da época (Oliveira, 1977);
• 11 de Novembro de 1858 - Um dos grandes sismos que afectaram Portugal,
provocando danos na zona de Setúbal (Senos et al., 1994);
• 18 de Abril de 1906 - Um dos maiores sismos ocorridos na Califórnia,
originado na falha de Santo André, cujo deslocamento ascendeu os 270 km,
causando grande destruição na cidade de São Francisco. A observação dos
deslocamentos relativos ocorridos após esse sismo serviram de suporte às
teorias vindoras sobre o mecanismo de geração dos sismos (Oliveira, 1977);
• 23 de Abril de 1909 - Foi o sismo com maior intensidade que afectou Portugal
continental neste século, registado em vários observatórios sismográficos,
destruindo Benavente, onde se situou o epicentro  (Senos et al., 1994);
• 1 de Setembro de 1923 - Foi um dos sismos mais devastadores deste século,
com epicentro na região de Kanto, no Japão, tendo arrasado as cidades de
Yokohama e Tóquio, provocando 143000 mortos. Este sismo ficou famoso por
vários motivos. Em primeiro lugar, face à destruição induzida pelos muitos
incêndios surgidos (mais de 447000 casas arderam além das 128000 que
ficaram destruídas pelas vibrações sísmicas). Em segundo, porque muito
conhecimento foi adquirido quanto à importância dos efeitos locais no grau de
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destruição das construções. Por último, porque ajudou a mostrar que era
adequado, em muitos casos, o dimensionamento dos edifícios considerando a
acção dos sismos como forças estáticas equivalentes. Dois anos após este
sismo foi fundado o “Earthquake Research Institute” (Hu et al., 1996);
• 29 de Fevereiro de 1960 - Este sismo, de relativa pequena magnitude, com
epicentro próximo da cidade de Agadir, em Marrocos, destruiu essa cidade,
onde, numa população de 33000 habitantes, 12000 morreram e 12000 ficaram
feridos. Mesmo as construções de betão armado, que haviam sido
dimensionadas para resistir a sismos, sofreram danos muito importantes, face à
não existência de um regulamento adequado e convenientemente seguido
(Oliveira, 1977);
• 28 de Março de 1964 - Foi um dos maiores sismos já registados, tendo
provocado grandes danos em Anchorage, no Alasca, onde os violentos
movimentos sísmicos causaram grande compactação e liquefacção nos solos, e
deslizamentos de taludes. Este sismo originou um tsunami (maremoto) que
devastou diversas cidades ao longo do Golfo do Alasca (Bolt, 1981);
• 16 de Junho de 1964 - Tendo tido epicentro no mar, a norte de Niigata, no
Japão, provocou a liquefacção em grandes áreas, o que causou o afundamento
parcial no solo de muitos edifícios sem danos estruturais. Os conhecimentos
sobre o fenómeno de liquefacção evoluíram bastante com este sismo que
também originou um tsunami  (Hu et al., 1996);
• 4 de Fevereiro de 1975 - Este foi um caso notável de previsão com sucesso
da ocorrência de um evento sísmico, quer em termos espaciais quer em termos
temporais. O sismo que teve epicentro na região de Haicheng, China, foi
previsto dois anos antes, tendo as autoridades Chinesas tomados medidas de
prevenção (Oliveira, 1977);
• 28 de Julho de 1976 - Este sismo, ocorrido próximo da cidade de Tangshan,
na China, vitimou cerca de 240000 habitantes, mil vezes mais do que o sismo
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de Haicheng, apesar dos danos serem semelhantes, o que salienta a
importância das medidas de prevenção (Hu et al., 1996);
• 1 de Janeiro de 1980 - Este sismo que afectou o território nacional, causou
grandes estragos na cidade de Angra do Heroísmo, essencialmente em
edifícios de um a dois pisos em alvenaria tradicional de pedra, danificando
15000 habitações (50% do total existente) das quais 5000 atingiram o colapso
(Guedes e Oliveira, 1992);
• 12 de Setembro de 1985 - Este sismo, cujo epicentro se situou a 400 km da
cidade do México provocou danos muito elevados em edifícios de betão armado
com 6 a 12 pisos, devido à grande amplificação dos movimentos sísmicos
induzida pelas camadas aluvionares que constituem o vale lacustre onde a
cidade foi edificada. Este sismo veio realçar a importância dos efeitos locais no
comportamento dos edifícios (Oliveira, 1989);
• 17 de Outubro de 1989 - O sismo de Loma Prieta foi o maior sismo que
atingiu a cidade de São Francisco desde o sismo de 1906, tendo originado 62
mortos, 3757 feridos e mais de 12000 pessoas desalojados. Foram verificadas
grandes amplificações dos movimentos sísmicos em aterros não consolidados
(Hu et al., 1996);
• 17 de Janeiro de 1994 - O sismo de Northridge afectou Los Angeles, na
Califórnia, provocando danos consideráveis, 57 mortos, mais de 8000 feridos e
20000 desalojados. Neste sismo ficou provada a relevância das regras de
construção sismo-resistente e do bom comportamento dos sistemas de
isolamento de base (Oliveira et al., 1995);
• 17 de Janeiro de 1995 - O sismo de Kobe, no Japão, foi um caso ímpar como
exemplo do impacto de um sismo violento na economia de um país. Os custos
da catástrofe atingiram cerca de 2% do rendimento anual Japonês, e 12% da
capacidade produtiva do Japão foi afectada, perderam-se 5400 vidas humanas,
registando-se 32800 feridos. Entre os edifícios de madeira, de estrutura
metálica e de betão armado, 87500 atingiram o colapso (Pinto, 1997).
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1.3. Âmbito, motivação e objectivo da tese
Uma forma de tentar minimizar o risco sísmico das construções, em face da
ocorrência de um sismo que se faça sentir com grande intensidade no território
nacional, será dividir essa difícil e morosa tarefa pelos órgãos de protecção civil
locais e pelas entidades licenciadoras dos edifícios, com o apoio de
universidades e instituições que efectuem investigação em Portugal. Para que
essa tarefa seja coroada de sucesso, será necessária a adopção de
metodologias rigorosas de avaliação do risco sísmico das construções
edificadas, que possibilitem a implementação de medidas futuras no sentido da
redução desse risco.
As avaliações rigorosas do risco sísmico de edifícios requerem a intervenção de
peritos, dada a elevada subjectividade a elas inerentes, por um lado, e dada a
elevada especificidade técnica que o assunto suscita, por outro. A existência de
um número reduzido de peritos nesta área é um factor inibidor da ideia de
promover avaliações por entidades locais.
A fiabilidade da avaliação do risco sísmico, ou seja, a probabilidade da
avaliação estar correcta é proporcional ao rigor das metodologias adoptadas e à
perícia e conhecimento dos técnicos intervenientes.
O desenvolvimento e o uso generalizado dos computadores pessoais tem vindo
a permitir que técnicos menos qualificados, se socorram de programas que
contêm conhecimentos periciais, captados com o recurso aos métodos da
inteligência artificial.
Os sistemas periciais, que incluem ou não a lógica fuzzy, e as redes neuronais,
são alguns dos métodos da inteligência artificial que permitem apoiar um
técnico na resolução de problemas que necessitam da destreza e do
conhecimento que um perito possui.
Dentro desta perspectiva, foi efectuada uma pesquisa bibliográfica sobre os
assuntos relacionados com o âmbito do trabalho, tendo sido elaborado um
estudo dos principais métodos da inteligência artificial utilizados na engenharia
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sísmica, e foram revistas, de forma resumida, as principais metodologias
existentes para a avaliação do risco sísmico de edifícios, por forma a serem
cumpridos os seguintes objectivos:
• Desenvolvimento de um modelo teórico de avaliação do risco sísmico de
edifícios visando a implementação em computador, por forma a que qualquer
técnico possa, rapidamente, efectuar avaliações credíveis do risco sísmico de
edifícios;
• Inicio da implementação do modelo concebido num programa, destinado a
computadores pessoais, de fácil utilização, e que seja aplicável a edifícios sitos
em aglomerados habitacionais de Portugal continental;
• Aplicação do modelo desenvolvido a um edifício fictício sito na cidade de
Faro.
1.4. Organização do trabalho
O presente trabalho está dividido em oito capítulos como se apresentam:
• Capítulo 1, Introdução, que corresponde a este mesmo capítulo e que
pretende enquadrar a avaliação do risco sísmico de edifícios no contexto actual,
nomeadamente apresentando um resumo dos efeitos de alguns sismos
considerados relevantes para o problema, assim como definir os objectivos e os
motivos que levaram à realização deste trabalho;
• Capítulo 2, A inteligência artificial na engenharia sísmica, onde se abordam os
métodos da inteligência artificial mais utilizados na engenharia sísmica. Nele é
apresentada a noção de sistema pericial e abordada a teoria de conjuntos fuzzy
e da lógica fuzzy, na perspectiva da sua adaptação aos sistemas periciais. Por
fim, são abordadas as redes neuronais, resumindo os tipos, arquitecturas e
métodos de aprendizagem mais vulgarmente utilizados;
• Capítulo 3, A casualidade sísmica e os efeitos locais, onde se abordam alguns
modelos de análise de sismicidade e de casualidade sísmica, assim como a
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consideração dos efeitos locais nessa análise. Finalmente, é abordada a
questão do zonamento sísmico e do problema da quantificação dos movimentos
sísmicos consistentes com as análises de casualidade sísmica;
• Capítulo 4, Avaliação do risco sísmico de edifícios, que resume as
metodologias mais utilizadas actualmente, apresentando as principais
diferenças entre elas e os respectivos campos de aplicação;
• Capítulo 5, Proposta de um modelo de avaliação do risco sísmico, que
descreve um novo modelo computacional de avaliação do risco sísmico que
tem como objectivo reunir os principais vantagens das diversas metodologias
actualmente adoptadas;
• Capítulo 6, Implementação do modelo proposto, onde se descreve o
desenvolvimento de um módulo de um programa de computador, com base no
modelo proposto, destinado a efectuar análises da casualidade sísmica;
• Capítulo 7, Exemplo de aplicação do modelo proposto, onde se efectua a
análise da casualidade sísmica da cidade de Faro, e se determina o valor do
risco sísmico de um edifício fictício;
• Capítulo 8, Conclusões finais e propostas de trabalhos futuros, que apresenta
um conjunto de conclusões resultantes do trabalho desenvolvido, e onde se
propõem alguns trabalhos a efectuar no futuro.
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CAPÍTULO 2
A INTELIGÊNCIA ARTIFICIAL NA ENGENHARIA SÍSMICA
2.1. Generalidades
A definição de inteligência artificial não é consensual. No entanto, como
aproximação ao conceito, é possível dizer-se que a inteligência artificial é a
disciplina que estuda a forma como os computadores realizam tarefas para as
quais a inteligência humana está mais apta, até ao momento. Neste sentido, a
inteligência artificial abrange um campo muito vasto de problemas, que têm em
comum o facto de serem de difícil e não imediata resolução (Rich, 1983).
Os sistemas periciais são um dos métodos da inteligência artificial que está a
ser muito explorado pelos engenheiros civis, e são uma ferramenta muito útil
para resolver problemas de engenharia, onde a intuição e a experiência são
ingredientes essenciais (Blockley e Baldwin, 1987). Neste tipo de problemas, a
inclusão da teoria de conjuntos fuzzy1 e da lógica fuzzy, permite um tratamento
mais eficiente das incertezas e ambiguidades que os caracterizam (Furuta et
al., 1991).
Durante muitos anos, inteligência artificial era quase sinónimo de sistemas
periciais. Recentemente, as redes neuronais2 têm emergido como um método
muito poderoso, e de mais fácil implementação em computador, do que os
sistemas periciais. Esta ferramenta pode ser tornada ainda mais poderosa com
a inclusão de variáveis fuzzy  (Chapman e Crossland, 1995).
                                           
1
 Uma vez que não existe, na Língua Portuguesa, uma palavra que traduza por completo o
conceito “fuzzy” (vago, incerto, subjectivo), nesta dissertação não se efectuou a sua tradução.
Alguns autores traduzem “fuzzy” por difuso.
2
 A designação “rede neuronal” tem sido utilizada como tradução de “artificial neural network”,
não obstante a palavra “neuronal” não existir na Língua Portuguesa, mas sim a palavra neural.
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2.2. Sistemas periciais
Um sistema pericial é um programa de computador que tenta simular a
capacidade de resolver problemas e a destreza na tomada de decisões de um
perito, embora num contexto restrito (Blockley e Baldwin, 1987). Os sistemas
periciais tradicionais têm sido aplicados na engenharia sísmica em geral
(Berrais e Watson, 1993), e em particular na avaliação do risco sísmico
(Corsanego et al., 1986; Thurston, 1990; Gavarini, 1992; Salvaneschi et al.,
1997).
Os sistemas periciais são desenvolvidos segundo um conjunto de etapas:
•
 Definição do problema
•
 Avaliação das possíveis soluções alternativas
- Compreensão do sistema
- Identificação dos peritos apropriados
•
 Escolha do ambiente de implementação do sistema
- Designação da estrutura de conhecimento
- Extracção do conhecimento e formulação de regras
- Criação de um protótipo
- Validação
- Testes de aplicação (Payne e McArthur, 1992).
2.2.1. Peritos
O conhecimento pericial é, normalmente, atribuído a pessoas. Contudo, podem
existir outras fontes de conhecimento, como sejam livros, registos, e outras.
Não obstante, é usual a existência de um perito (Firlej e Hellens, 1991).
Um perito deve ser uma pessoa empreendedora que, em primeiro lugar, tenha
um desempenho acima da média. Na selecção de um perito devem ser tidos em
conta os seguintes tópicos:
•
 O perito deve ser capaz de interpretar, rapidamente, a informação que é
introduzida no computador;
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•
 A experiência do perito dever permitir resolver os problemas com que os
utilizadores do sistema vão ser confrontados;
•
 A profundidade dos conhecimentos do perito deve corresponder às
necessidades dos utilizadores;
•
 O perito deve estar muito familiarizado com a utilização de computadores
(Payne e McArthur, 1992).
2.2.2. Desenvolvimento de um sistema pericial
Para o desenvolvimento de um sistema pericial é necessário obter o
conhecimento do perito e implementar, em seguida, esse conhecimento em
computador. Os sistemas periciais tradicionais englobam três partes distintas:
•
 Factos - que descrevem aspectos do domínio do problema;
•
 Regras - que descrevem o que o perito poderá fazer com esses factos;
•
 Motor de inferência - da mesma forma que a mente humana deduz a solução
de um problema com base em factos e na experiência pessoal, o motor de
inferência combina os factos e as regras na base de conhecimento para chegar
a uma conclusão (Payne e McArthur, 1992).
2.2.3. Factos e regras
As factos e as regras são os módulos básicos para a construção de uma base
de conhecimento, e representam o que é o conhecimento (Payne e McArthur,
1992).
As regras representam o conhecimento na forma
SE <Antecedente> ENTÃO <Consequência>
em que o antecedente corresponde a uma condição (ou um teste de
comparação qualquer), e a consequência é traduzida numa acção (uma
conclusão ou a invocação de uma nova regra)  (Hickman et al., 1989).
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Os antecedentes e as consequências das regras são referidos a factos
específicos, em que cada facto corresponde à descrição de um aspecto
particular da realidade envolvente (Payne e McArthur, 1992).
2.2.4. Motor de inferência
As regras e os factos são analisados e controlados pelo motor de inferência,
uma rotina do programa (sistema pericial) que interpreta o conhecimento, como
se mostra na figura 1 (Morad e Beliveau, 1991).
MOTOR DE INFERÊNCIA
Novos factos
BASE DE CONHECIMENTO
FACTOS REGRAS
FIGURA 1 - As componentes de um sistema pericial (adaptado de Payne e McArthur, 1992).
Os motores de inferência podem ter estabelecidas várias estratégias de
raciocínio e diversas formas de combinar regras e factos. O processo dedutivo
consiste em procurar, na base de conhecimento, regras que coincidam com os
factos existentes. Quando existe essa coincidência numa determinada regra,
ela é activada e a respectiva consequência é, seguidamente, declarada na base
de conhecimento como um novo facto. Este procedimento é a essência de
qualquer motor de inferência, e determina a forma como o conhecimento é
analisado (Payne e McArthur, 1992).
O utilizador interactua com o sistema pericial através de um sub-sistema que se
designa por interface (Morad e Beliveau, 1991).
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2.3. Sistemas fuzzy
Sistemas físicos complexos são usualmente descritos, em engenharia, por
modelos matemáticos. Uma forma de simplificar estes sistemas é tolerar grande
parte do carácter vago, impreciso e incerto durante a elaboração do modelo. Os
sistemas resultantes não serão perfeitos mas, em muitos casos, capazes de
modelar o problema de forma apropriada. A aceitação da perda de informação
já se verificou como satisfatória nos sistemas baseados no conhecimento (como
é o caso dos sistemas periciais), nos quais as imperfeições associadas aos
peritos têm que ser tidas em conta na construção do modelo. Os sistemas fuzzy
tentam tirar vantagem da redução da complexidade (comparativamente com
outros sistemas), à custa de um sensato uso da informação imperfeita (Kruse et
al., 1994).
Os sistemas periciais fuzzy, baseados numa combinação de variáveis
linguísticas e matemáticas, têm sidos aplicados à indústria em geral (de
electrodomésticos e de veículos automóveis, entre outras), existindo diversas
aplicações comercializadas (McNeil e Thro, 1994).
A teoria de conjuntos fuzzy e a lógica fuzzy têm vindo a ser aplicadas na
engenharia civil por diversos autores, como por exemplo, na análise da
casualidade sísmica (Frangopol et al., 1988; Deyi e Hchikawa, 1989; Hu e
Chen, 1992; Shen e Yener, 1992), na avaliação de risco sísmico (Yao, 1980;
Brown et al., 1984; Bernardini e Modena, 1986; Dong e Shah, 1986; Souflis e
Grivas, 1986; Kawamura et al., 1992; Castaneda e Brown, 1994; Tatsumi et al.,
1994; Sato e Tatsumi, 1994; Song et al., 1996), na análise de estruturas (Brown
e Yao, 1983; Yao e Furuta, 1986; Hadipriono et al., 1986; Klinsinski, 1988; Lin e
Yang, 1988; Murlidharan, 1991; Shih e Wangsawidjaja, 1996), no controlo de
danos existentes nas construções (Hadipriono, 1988; Ross et al., 1990; Yeh et
al., 1991; Furuta et al., 1991; Chou e Yuan, 1993; Pandey e Barai, 1994), na
geotecnia (Elton et al., 1995 ; Juang et al., 1996; Rahman e El Zahaby, 1997) e
no planeamento de obras (Chang et al., 1990; McCahon, 1993; Lorterapong e
Moselhi, 1996).
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2.3.1. Conjuntos fuzzy
2.3.1.1. Definição
Nos anos sessenta, Zadeh introduziu o conceito de conjunto fuzzy, como meio
de tratar matematicamente valores linguísticos (por exemplo, “alto” ou “baixo”).
Na teoria de conjuntos clássica, um elemento pertence, ou não, a um dado
conjunto (cujo valor lógico é 1, verdade, ou 0, falso). Na teoria de conjuntos
fuzzy, a pertença ou não de um elemento a um conjunto, é indicada em vários
graus, com valores compreendidos entre 0 e 1 (Hadipriono, 1995).
De acordo com a teoria de conjuntos clássica, os edifícios que constariam no
conjunto de “edifícios altos” seriam, por exemplo, os que apresentassem alturas
superiores a 30 m. Desta forma, um edifício com 29.9 m já seria incluído no
conjunto dos “edifícios baixos”, o que poderá não ser a classificação mais
adequada. A teoria de conjuntos fuzzy permite lidar com este tipo de problemas
de forma mais eficaz.
Segundo Zimmerman, citado por Carvalho (1993), um conjunto fuzzy A, num
universo X, é caracterizado e representado por um conjunto de pares
ordenados ( )x , x µ( ) , em que o elemento x, é um elemento genérico de X e µ( )x
é uma função de pertença, com [ ]µ( ) ,x ∈ 01 .
1.0
0.0 X
χ
µ
FIGURA 2 - Função característica χ, para um conjunto clássico e função de pertença µ,
para um conjunto fuzzy (adaptado de Hu et al., 1996).
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Esta definição é traduzida por:
( )[ ]A x , Xx= ∈   xµ( )    com  [ ]µ : X → 01, (2.1)
e está representada graficamente na figura 2 (Hu et al., 1996).
2.3.1.2. Operações básicas nos conjuntos fuzzy
Nos conjuntos fuzzy, que são extensões dos conjuntos tradicionais, também é
possível definir operações de união, intercepção e complementaridade (Dutta,
1993), como se ilustra na figura 3.
A B
A∪B
A∩B
A
FIGURA 3 - Complemento, união e intercepção de conjuntos fuzzy
(adaptado de Dutta, 1993).
Em 1965, Zadeh, citado por Kruse et al. (1994), usou os seguintes operadores
de conjuntos:
•
 União dos conjuntos fuzzy A e B
µ µ µA B x A x B x∪ = ∨( ) ( ) ( )   =máximo ( )µ µA x B x x X( ) ( ), ;     ∀ ∈ (2.2)
•
 Intercepção dos conjuntos fuzzy A e B
µ µ µA B x A x B x∩ = ∧( ) ( ) ( )   = mínimo ( )µ µA x B x x X( ) ( ), ;     ∀ ∈ (2.3)
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•
 Complemento do conjunto fuzzy A
µ µA x A x x X( ) ( ) ;= 1-    ∀ ∈ (2.4)
Sendo os conjuntos fuzzy A e B representações vagas de dois números reais
(números fuzzy), então ser-lhe-ão extensivas as operações matemáticas de
adição, subtracção, multiplicação e divisão (Song et al., 1996), exemplificadas
na figura 4.
[ ]{ }µ µ µA B z A x B y x y z R  + = ∀ ∈ ∧( ) ( ) ( ), ; , ,max. min.        z = x + y (2.5)
[ ]{ }µ µ µA B z A x B y x y z R  − = ∀ ∈ ∧( ) ( ) ( ), ; , ,max. min.        z = x - y (2.6)
[ ]{ }µ µ µA B z A x B y x y z R  × = ∀ ∈ ∧ ×( ) ( ) ( ), ; , ,max.  min.        z = x y (2.7)
[ ]{ }µ µ µA B z A x B y x y z R  / ( ) ( ) ( ), ; , ,= ∀ ∈ ∧max. min.        z = x / y (2.8)
1-1 2
1.0
A B C
43 5
1.0
A×C
1.0
6 7 2
42 5
1.0
A+B
75.8 9 2-2 4
1.0
0.6
FIGURA 4 - Operações aritméticas com conjuntos fuzzy (adaptado de Kruse et al., 1994).
Os números fuzzy são conjuntos fuzzy que contêm duas propriedades:
convexidade e normalidade. Estas duas propriedades tornam atractivo o
conceito de número fuzzy, nomeadamente para modelar quantidades
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imprecisas (Lorterapong e Moselhi, 1996). O conjunto fuzzy A, da figura 4, é um
número fuzzy  que pode ser representado por (−1;1; 2).
Um conjunto fuzzy normal é um conjunto cuja função de pertença tem, pelo
menos, um elemento no universo X com valor unitário. Um conjunto fuzzy A,
contínuo, é convexo se, para todo o elemento y, ( )µ µ µA y A x A z( ) ( ) ( ),≥ min.   ,
com x < y < z     ∧ ∀ ∈x y z X, ,  (Ross, 1993a), como se exemplifica na figura 5.
a) b)
1.0 1.0
c) d)
x y z x y z
FIGURA 5 - Conjuntos fuzzy: a) normal ; b) não normal ; c) convexo ; d) não convexo
 (adaptado de Ross, 1993a).
2.3.1.3. Cortes α
Nos problemas que envolvem tomadas de decisão, é necessário um critério
discreto que permita facilmente classificar se um elemento pertence ou não a
um conjunto fuzzy (uma vez que não existe uma fronteira bem definida). Essa
necessidade origina o aparecimento dos cortes α dos conjuntos fuzzy, que são
conjuntos tradicionais Aα , tais que, [ ]A x XA xα µ α= ≥ ∀ ∈ x    ; ( )  (Hu et al.,
1996). Esta técnica pode ser associada aos números fuzzy (Dong et al., 1987),
como se mostra na figura 6.
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A distância média de corte α entre dois números fuzzy A e X, pode ser dada
pela seguinte expressão
( ) ( )[ ]d N A X A XX A↔
=
= − + −∑1 12
2 2
0
1
min min max max
α
(2.9)
em que N corresponde ao número de cortes α. Se forem considerados iguais
valores de incremento ∆α, então
N = +1 1
∆α
(2.10)
Este modelo tem mostrado ser eficaz na medida da similaridade entre números
fuzzy
 (Juang et al., 1996).
Xmin Xmax
α
Amin Amax
nº fuzzy X nº fuzzy A
1.0
R
corte α
FIGURA 6 - Cortes α (adaptado de Juang et al., 1996).
2.3.1.4. Funções de pertença
Os modelos de conjuntos fuzzy podem apresentar várias formas e formatos,
consoante a subjectividade da sua natureza. No entanto, todos eles relacionam
elementos x com os valores da função de pertença µ( )x . O desenvolvimento
destas funções com base em procedimentos empíricos têm sido objecto de
discussão por muitos investigadores. Basicamente, podemos associar estas
funções a três características distintas: positivas, negativas e neutras. Por
simplicidade, os modelos podem ser classificados em dois grupos diferentes:
modelos translaccionais e modelos rotacionais (Hadipriono, 1995).
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Os modelos translaccionais são caracterizados pelo facto dos valores
linguísticos mudarem quando deslocados horizontalmente (Hadipriono, 1995).
Expressões linguísticas do tipo “à volta de b”, constituem números fuzzy cujas
funções de pertença são do tipo triangulares (figura 7a), em que
µ
σ
σ( ; , )x b b x=
−
−



0
1
 
,
,
 x   x
 b
< − ∨ > +
− ≤ ≤ +
b b
x b
σ σ
σ σ
 , com σ>0 e b∈R. (2.11)
Da mesma forma, podem ser utilizadas curvas do tipo da função de distribuição
normal de Gauss (figura 7b), como
( )µ σ σ( ; , )x b x be= − −
2
 , com σ>0   e   b∈R. (2.12)
a) b)
d)
c)
e)
4 - Algo reduzido
5 - Reduzido
6 - Muito reduzido
7 - Algo elevado
8 - Elevado
9 - Muito elevado
1 - Médio
2 - Não muito reduzido
3 - Não muito elevado
b b
1.0 1.0
b c
1.0
a d
1.0
b
b−σ b+σ
b−σ/2b−σ b+σb+σ/2
1 1
2 3
56
4
8 9
71.0
FIGURA 7 - Funções de pertença translaccionais (gráfico “e” adaptado de Hadipriono, 1995).
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A expressão “aproximadamente entre b e c”, pode ser caracterizada por uma
função trapezoidal, do tipo
µ( ; , , , )x a b c d
x a
b a
x d
c d
=
−
−
−
−





0
1
,
,
,
,
 x  x
 a
 c
 b
< ∨ >
≤ ≤
≤ ≤
≤ ≤
a d
x b
x d
x c
 , com a<b<c<d    e   a,b,c,d∈R (2.13)
como se representa na figura 7c (Kruse et al., 1994). Estas funções são casos
particulares das funções pi, propostas por Zadeh, em que
µ
σ
σ
σ
σ
σ
σ( ; , )x b
x b
x b
b x
=
⋅
− +



− ⋅
−



⋅
+ −








0
2
1 2
2
2
2
2
,
,
,
,
 x   x
 b
 b
 b
≤ − ∨ ≥ +
− ≤ ≤ −
− ≤ ≤ +
+ ≤ ≤ +
b b
x b
x b
x b
σ σ
σ
σ
σ σ
σ
σ
2
2 2
2
 , com σ>0   e   b∈R (2.14)
representadas na figura 7d (Nakajima, 1988).
São muitas vezes utilizadas, para representar atributos (de variáveis
linguísticas), como “não muito”, “muito” e “algo”, expressões do tipo
µnão A x A x( ) ( )= −1 µ (2.15)
[ ]µ µmuito A x A x( ) ( )= 2 (2.16)
µ µa o A x A xlg ( ) ( )= (2.17)
em que x∈[ 0,1] (Hadipriono, 1995), como se exemplifica na figura 7e.
Os modelos rotacionais representam um valor linguístico por uma função linear
ou não linear, designadas, normalmente, por funções rampa, ilustradas na
figura 8 (Hadipriono, 1995).
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a)
c)
b)
a
1.0
1.0
a
1.0
a
1.0
b
b−σ b−σ/2
1.0
a b
1.0
bb−σ b−σ/2 b
FIGURA 8 - Funções de pertença rotacionais.
As funções rampa servem para representar expressões linguísticas (do tipo
“alto” ou “baixo”), como
µ( ; , )x a b
x a
b a
=
−
−





0
1
,
,
,
 x
 a
 x
≤
≤ ≤
≥
a
x b
b
 , com a<b   e   a,b∈R   (figura 8a) (2.18)
ou expressões do tipo exponencial, como
( )µ σ σ( ; , )x a x ae
=
−


 − −
0
1
,
,
 x
 x
≤
≥
a
a
 , com σ>0   e   a∈R (2.19)
como se apresenta na figura 8b (Kruse et al., 1994).
- 22 -
Estas funções são casos particulares das designadas funções S (figura 8c),
propostas por Zadeh, com
µ
σ
σ
σ
σ( ; , )x b
x b
b x
=
⋅
− +



− ⋅
−








0
2
1 2
1
2
2
,
,
,
,
 x
 b
 b
 x
≤ −
− ≤ ≤ −
− ≤ ≤
≥
b
x b
x b
b
σ
σ
σ
σ
2
2
 , com σ>0 e b∈R (2.20)
Zadeh definiu, ainda, as funções Z (Nakajima, 1988), em que
µ µZ x S x( ) ( )= −1 (2.21)
representadas nos gráficos apresentados na figura 8 (coluna do lado direito).
Também têm sido desenvolvidos modelos angulares, com características
rotacionais, cuja representação da função de pertença corresponde a um
semicírculo. Nestes casos, um valor linguístico é representado por um ângulo
(Hadipriono, 1995), como se exemplifica na figura 9.
µ
Absolutamente verdade= 90º Muito verdade= 67.5º
Algo verdade= 22.5º
Verdade= 45º
Indecisão= 45º
Absolutamente falso= -90º
Muito falso= -67.5º
Algo falso= -22.5º
Falso= -45º
FIGURA 9 - Representação de um modelo angular (adaptado de Hadipriono, 1995).
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As funções de pertença podem ser estabelecidas com recurso a vários
métodos, de que se destacam dois, pela sua simplicidade:
•
 Método horizontal - que consiste em submeter um conjunto de peritos à
pergunta “Pode o elemento x0 ser considerado compatível com o conceito do
conjunto fuzzy A?”. As N respostas (sim, 1, ou não, 0) são então somadas, pelo
que se obtém o valor n(x0). O valor da função de pertença correspondente ao
elemento x0 será
( )µ( )x n xN0
0
= (2.22)
que é aceite como válido se o valor do desvio padrão de A(x0) for bastante
pequeno, comparativamente com A(x0) (Pedrycz, 1993).
•
 Método vertical - em que a ideia subjacente consiste em fixar, aleatoriamente,
determinados níveis de pertença α e pedir ao grupo de peritos para identificar
colecções de elementos em X que satisfaçam o conceito do conjunto fuzzy A,
num grau não inferior a α. Assim, a função de pertença é construída por
intermédio dos cortes α do conjunto fuzzy A (Pedrycz, 1993).
Obtidos os graus de pertença, por um dos métodos anteriores, é efectuado um
ajuste paramétrico às funções do tipo S, Z ou pi (Pedrycz, 1993).
2.3.1.5. O cálculo probabilístico e os conjuntos fuzzy
Por definição, a probabilidade de ocorrência de um evento fuzzy A, é
determinística e é um número rígido (assim designado por oposição a fuzzy)
(Yao e Furuta, 1986).
Essa probabilidade será
[ ]P A f dxA x X xx A= ⋅∈∫ µ ( ) ( ) (2.23)
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em que µA x( )  é a função de pertença do evento fuzzy A, e fX x( )  é a função
densidade de probabilidade de X. A probabilidade do evento A condicionada ao
evento B, será
[ ]P A f dxA x X B xx A B  = ⋅∈∫ µ ( ) ( ) (2.24)
sendo fX B x ( )  a função densidade de probabilidade condicionada ao evento B
(Chou e Yuan, 1993).
Em muitos casos, a quantificação da probabilidade é feita com base em
julgamentos subjectivos, como sejam as decorrentes de frases do tipo: “é muito
provável”, “à volta de 0.5”, “aproximadamente 10-2”, “o colapso de uma
determinada construção é provável de ocorrer nos próximos 10 anos”. Essas
probabilidades linguísticas (ou fuzzy) são caracterizadas por uma função de
pertença (Yao e Furuta, 1986 ; Hadipriono, 1995).
A probabilidade de ocorrência de um evento B (não fuzzy) é, por definição
[ ] [ ]P B P a x b f dxr B x
a
b
= ≤ ≤ = ∫~ ~ ( )
~
~
(2.25)
em que [ ]P a x br ~ ~≤ ≤  é a probabilidade do evento B e fB x( )  é a função
densidade de probabilidade. Sendo os limites do intervalo números fuzzy, então
a probabilidade será também fuzzy (Yao e Furuta, 1986).
O desenvolvimento de funções de pertença pode ser efectuado com base no
conhecimento das funções de distribuição de probabilidade, obtidas de dados
experimentais. Conhecidas as probabilidades discretas p p pn1 2≥ ≥ ≥   , com
pi∑ = 1, os valores da função de pertença µ µ µ1 2, , ,   n  serão obtidos pela
expressão
( )µi j i
j
i
p p= − −
=
−
∑1
1
1
(2.26)
com i>1 (Pedrycz, 1993).
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2.3.2. Lógica fuzzy
2.3.2.1. Raciocínio possibilístico
Cada vez mais é aceite a ideia de que é necessária a incorporação de aspectos
relacionados com o vago e incerto, nos sistemas baseados em regras. Os
sistemas mais antigos funcionavam de forma heurística. Posteriormente
surgiram sistemas baseados na teoria das probabilidades. Estes tipos de
sistemas permitem a execução de mecanismos de raciocínio com base em
informação imperfeita. Uma via alternativa consiste no raciocínio possibilístico
(Kruse et al., 1994), como se esquematiza na figura 10.
LÓGICA
CLÁSSICA FUZZY
Manipulação de
simbolos
Manipulação de
simbolos e
computação numérica
Raciocínio exacto Raciocínio aproximado
PROBABILIDADE POSSIBILIDADE
FIGURA 10 - Comparação entre a lógica clássica e a lógica fuzzy
(adaptado de Jamshidi, 1993a).
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Segundo Gupta (1988) as incertezas são classificadas em dois grupos distintos:
•
 Incertezas que se relacionam com o comportamento aleatório de sistemas
físicos, que têm vindo a ser estudadas durante séculos, existindo teorias da
estatística bastante exaustivas e muito utilizadas;
•
 Incertezas que, ao contrário do primeiro grupo, estão associadas à percepção,
pensamento e raciocínio humanos e informação cognitiva em geral.
Não é possível tratar este segundo grupo de incertezas com o recurso à
estatística, sendo muito mais apropriado o uso da matemática fuzzy,
nomeadamente da lógica fuzzy (Gupta, 1988).
O principal objectivo da lógica fuzzy é criar fundamentos teóricos para o
raciocínio, envolvendo proposições imprecisas. Uma proposição P, da lógica
fuzzy, é uma declaração linguística que envolve alguns conceitos sem
estabelecer, claramente, limites definidos. Na clássica lógica binária, uma
proposição lógica é uma declaração linguística contida num universo de
proposições, que são identificadas por serem estritamente verdadeiras ou
estritamente falsas. Na lógica fuzzy, a proposição fuzzy P pode tomar qualquer
valor de verdade no intervalo [0,1], em que P é atribuída a um conjunto fuzzy A.
Qualquer valor de verdade de P, designado por T(P), é dado por T P) A x( ( )= µ ,
com 0 1≤ ≤µA x( ) , em que o grau de verdade de P:x∈A é igual ao grau de
pertença de x em A (Ross, 1993b).
As conexões lógicas de negação, disjunção, conjunção e implicação, também
são definidas na lógica fuzzy. Considerando as proposições fuzzy P:x∈A e
Q:y∈B, então
•
 Negação: P  ⇒ x não é A
T P T P)( ) (= −1 (2.27)
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•
 Disjunção: P∨Q ⇒ x é A ou B
[ ]T P Q T P Q( ) max ( ) , ( )∨ =    T (2.28)
•
 Conjunção: P∧Q ⇒ x é A e é B
[ ]T P Q T P Q( ) min ( ) , ( )∧ =    T (2.29)
•
 Implicação: P→Q ⇒ x é A, então y é B
[ ]T P Q T P Q T P Q( ) ( ) max ( ) , ( )→ = ∨ =    T (2.30)
e pode ser modelada na forma de regra
SE <x é A> ENTÃO <y é B>
que é equivalente à relação fuzzy R, com
( ) ( )R A B A Y= × ∪ × (2.31)
cuja função de pertença é expressa na forma
[ ]µ µ µ µR x y A x B y A x( , ) ( ) ( ) ( )max= ∧     ,   1- (2.32)
Quando a implicação é do tipo
SE <x é A> ENTÃO <y é B> SENÃO <y é C>
e, então, a relação fuzzy equivalente será expressa como
( ) ( )R A B A C= × ∪ × (2.33)
cuja função de pertença será
[ ]µ µ µ µ µR x y A x B y A x C y( , ) ( ) ( ) ( ) ( )max= ∧ ∧     ,   1-   (2.34)
(Ross, 1993b).
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2.3.2.2. Sistemas periciais fuzzy
A percepção humana de um sistema é baseada na experiência, na
especialização, na intuição, no conhecimento da física do sistema, ou num
conjunto de preferências e metas. O nosso conhecimento de sistemas
complexos é qualitativo e a um nível declarativo, baseado em termos
linguísticos vagos, sendo esta situação designada por nível de conhecimento
fuzzy
 de sistemas físicos. Este conhecimento é, basicamente, colocado na
forma de um conjunto de restrições ao resultado, baseadas num conjunto de
condições aos dados de entrada (se <condição> então <restrição>). As
restrições são, genericamente, modeladas por conjuntos e relações fuzzy
(Vadiee, 1993a).
A forma mais simples do raciocínio fuzzy é
Regra: A ⇒ B
Facto:                       A’
Consequência: B’
em que A e A’ são conjuntos fuzzy em X, B e B’ são conjuntos fuzzy em Y, e a
regra A ⇒ B é traduzida na relação R em X×Y, definida pela regra de
implicação µ µ µA B x y A x B y⇒ = →( , ) ( ) ( )    (Mizumoto, 1994a).
Um sistema pericial fuzzy, baseado em regras, com n dados de entrada e um
resultado, pode ser apresentado como
R1: SE < x1 é A11> E < x2  é A21 >  E < xn  é An1 > ENTÃO < y é B1>
R2 : SE < x1 é A12 > E < x2  é A22 >  E < xn  é An2 > ENTÃO < y é B2 >

Rr : SE < x1 é Ar1> E < x2  é Ar2 >  E < xn  é Anr > ENTÃO < y é Br >
sendo Aik  e Bk  conjuntos fuzzy definidos nos universos de xi  e y,
respectivamente (Vadiee, 1993a).
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As regras fuzzy são interpretadas pelo motor de inferência fuzzy que deduz um
resultado na forma de grau de possibilidade. Um paradigma dedutivo bastante
utilizado foi desenvolvido por Zadeh e Mamdani, como é citado por Binaghi et
al.
 (1997). O procedimento consiste nas seguintes três etapas:
•
 é calculado o nível de activação para cada regra;
•
 são determinados os resultados de cada regra, individualmente, para o seu
nível de activação e consequência (podendo ser utilizados diversos operadores
de implicação);
•
 os resultados das regras são agregados (a agregação pode ser efectuada de
diversas formas).
Na figura 11 está esquematizado o procedimento descrito.
Regra: R1
Regra: Rr
Regra: R2
.
.
.
A’ Agregação
B1’
B2’
Br’
.
.
.
B’
FIGURA 11 - Arquitectura de um sistema fuzzy (adaptado de Dickerson e Kosko, 1994).
Existem diversas técnicas para a obtenção das funções de pertença das
relações fuzzy R de implicação (se A então B), como se apresentam em
seguida:
[ ]{ }µ µ µ µR x y A x B y A x( , ) ( ) ( ) ( )max min ,=       ,   1- (2.35)
[ ]µ µ µR x y A x B y( , ) ( ) ( )min ,=    (2.36)
µ µ µR x y A x B y( , ) ( ) ( )= ⋅ (2.37)
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[ ]{ }µ µ µ µR x y A x B y B y( , ) ( ) ( ) ( )min= ⋅  ,  (2.38)
[ ]µ µ µR x y A x B y( , ) ( ) ( )max ,= + −   0 1 (2.39)
µ
µ µ
µ µ
µ µ
R x y
A x B y
B y A x
A x B y
( , )
( ) ( )
( ) ( )
( ) ( )
=
=
=
< ∧ <



  ,   
  ,   
  ,     
1
1
0 1 1
(2.40)
[ ]µ µ µR x y A x B y( , ) ( ) ( )min ,= +   1-1 (2.41)
[ ]µ µ µR x y A x B y( , ) ( ) ( )min ,= +   1 (2.42)
µ
µ
µR x y
B y
A x
( , )
( )
( )
min ,=





   1 (2.43)
[ ]µ µ µ µR x y A x B y A x( , ) ( ) ( ) ( )max ,= ⋅   1- (2.44)
[ ]µ µ µR x y B y A x( , ) ( ) ( )max ,=    1- (2.45)
[ ]µ µ µR x y B y A x( , ) ( ) ( )= (2.46)
µ
µ µ µ
R x y
B y B y A x
( , )
( ) ( ) ( )
=

  para  <
   restantes casos1
(2.47)
µ
µ
µ
µ µ
R x y
B y
A x
B y A x
( , )
( )
( )
( ) ( )
=



  para  <
   restantes casos1
(2.48)
µ
µ µ
µ µR x y
A x B y
A x B y
( , )
( ) ( )
( ) ( )
=
≤
>


1
0
  ,   
  ,   
(2.49)
em que x∈X e y∈Y, sendo a expressão (2.35) a implicação de Zadeh (Dubois et
al., 1988 ; Kaufmann, 1988 ; Vadiee, 1993a ; Yager e Filev, 1994 ; Mizumoto,
1994a ; Mizumoto, 1994b).
A agregação de regras pode ser efectuada de diversas formas, como sejam:
µ µ µ µB y B y B y B yr' ( ) ( ) ( ) ( )        = ∨ ∨1 2  (2.50)
µ µ µ µB y B y B y B yr' ( ) ( ) ( ) ( )        = + +1 2  (2.51)
µ µ µ µB y B y B y B yr' ( ) ( ) ( ) ( )         = + +1 2    com  i +   j = i + j - i × j (2.52)
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µ µ µ µB y B y B y B yr' ( ) ( ) ( ) ( )        = ⊕ ⊕1 2   com  i ⊕  j = 1 ∧ (i + j) (2.53)
µ µ µ µB y B y B y B yr' ( ) ( ) ( ) ( )         = ∨ ∨1 2    com i ∨   j =
i   se   j
j   se   i
= 0
= 0
1  se   i, j > 0



(2.54)
entre outras (Mizumoto, 1994b).
Os métodos mais usados para o raciocínio fuzzy são
• método de Mamdani, com a implicação (2.36) e a agregação (2.50)
• produto-soma, com a implicação (2.37) e a agregação (2.51)
• min/produto-max., com a implicação (2.38) e a agregação (2.50)
• produto-soma algébrica, com a implicação (2.37) e a agregação (2.52)
• produto limitado-soma limitada, com a implicação (2.39) e a agregação (2.53)
• produto drástico-soma drástica, com a implicação (2.40) e a agregação (2.54)
podendo ser utilizadas outras combinações (Mizumoto, 1994b).
min.
min.Regra 1 :
Regra 2 :
Agregação (max.) :
Î
Ð
Î
FIGURA 12 - Aplicação do método de Mamdani - max./min. (adaptado de Vadiee, 1993b).
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Em agregações do tipo soma podem ser consideradas atribuições de pesos a
cada uma das regras (Dickerson e Kosko, 1994 ; Yager e Filev, 1994).
Os dados de entrada de um sistema pericial fuzzy podem ser, grosso modo,
perfeitamente definidos (valores ríspidos) ou conjuntos fuzzy, como também se
ilustra na figura 12 (Vadiee, 1993b).
O controlo da informação fuzzy é, basicamente, constituído por duas
componentes, como se apresenta na figura 13. A última componente consiste
no processo de desfuzzificação da informação fuzzy resultante (B’),
convertendo-a num valor ríspido (y*) (Yager, 1994).
Base de regras
de inferência
DesfuzzificaçãoA’ B’ y*
FIGURA 13 - Controlador de informação fuzzy (adaptado de Yager, 1994).
Os métodos de desfuzzificação utilizados (figura 14) são os seguintes:
•
 Método do critério do máximo, em que se escolhe um valor arbitrário y∈Y,
correspondente a um dos valores máximos da função de pertença µB y' ( ) ;
•
 Método da média dos máximos, em que o valor corresponde à expressão
[ ] [ ]y yB y iy i B y* max ' ( ) max ' ( )= ⋅ ∈ ∑
1
µ µ 
 
(2.55)
No caso em que [ ]max ' ( )µB y  é um conjunto finito, o valor será
[ ] [ ]
y y dy
y
y
B y
B y
*
max
max
' ( )
' ( )
= ⋅
∈
∈∫ ∫
1
dy
 
 
µ
µ
(2.56)
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•
 Método do centro de gravidade, em se define o valor y*, correspondente ao
centro de gravidade da área definida pela função de pertença µB y' ( ) , o que se
traduz na expressão
y y
B y
y Y
B y
y Y
*
' ( )
' ( )= ⋅ ⋅
∈
∈∫ ∫
1
µ
µ
 
 
 dy
 dy (2.57)
(Kruse et al., 1994).
Método do critério do máximo
0.6
0.4
1.0 3.5 4.0 6.0 7.5
Método da média dos máximos
y*= 5.0
Método do centro de gravidade
y*= 3.95
≤
 y* ≤
FIGURA 14 - Exemplos do processo de desfuzzificação (adaptado de Kruse et al., 1994).
A implementação, em computador, da lógica fuzzy é relativamente fácil, dado
que já existem vários algoritmos e rotinas publicados por diversos autores
(Dubois et al., 1988 ; Jamshidi, 1993b ; Jamshidi, 1994 ; McNeil e Thro, 1994).
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2.4. Redes neuronais
Redes neuronais são modelos cujas estruturas são baseadas no conhecimento
actual do sistema nervoso biológico. São redes com grande interligação de
elementos simples de computação (Lippman, 1987).
Os elementos de computação (os nós da rede) tentam imitar o funcionamento
dos neurónios (células cerebrais). Na figura 15 está esquematizado um
neurónio e os seus constituintes. Sinais que chegam ao neurónio, são
recebidos pelas dendrites, que os combinam de determinada forma, e que os
transmitem para o corpo da célula. Este efectua a interpretação dos sinais que
são, então, transmitidos pelos axónios. A junção entre um axónio e uma
dendrite corresponde à sinapse onde, através de um processo químico, se
efectua a transferência do sinal, ajustando a sua amplitude. O processo de
aprendizagem do cérebro, ao que se julga, consiste no ajuste dessas
amplitudes (Chapman e Crossland, 1995).
SINAPSE
CORPO DA
CÉLULA
DENDRITE
AXÓNIO
FIGURA 15 - Esquema da constituição de uma célula do cérebro
(adaptado de Chapman e Crossland, 1995).
O neurónio artificial (elemento de computação) típico de uma rede neuronal é,
basicamente, um elemento comparador que, ao verificar que o efeito cumulativo
do sinal excede um valor limite, produz um determinado resultado (Patterson,
1996).
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Associado a cada sinal de entrada xi  existem pesos wi  (amplitudes da
ligação), que modelam o funcionamento das sinapses das redes biológicas,
actuando de forma a aumentar ou diminuir o sinal de entrada (Freeman e
Skapura, 1992), como se ilustra na figura 16.
SAÍDAyENTRADAS
x1
w1
x2 w2
x3
w3
xn
wn
FIGURA 16 - Exemplo de uma rede neuronal simples (adaptado de Lippman,1987).
Os neurónios artificiais têm uma actividade α, produzindo um resultado na saída
( )y f= α , que é, muitas vezes, tomado como a soma ponderada dos sinais de
entrada  (figura 17). Quando se deseja um limite de entrada, então é adicionado
um peso w0  (Ghaboussi et al., 1991).
SAÍDAS
y
ENTRADAS
α = +
i=1
n
w x wi i0 ∑ f(α)x
FIGURA 17 - Diagrama esquemático de um neurónio artificial
 (adaptado de Patterson,1996).
As funções de activação (mapeamento) ( )f α  são, tipicamente, funções
monótonas não decrescentes, cujas expressões mais utilizadas se ilustram na
figura 18 (Patterson, 1996).
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Linear Degrau Tangente
hiperbólica
Sigmóide
α
( )f α
FIGURA 18 - Funções de activação típicas em redes neuronais
(adaptado de Patterson, 1996).
Os modelos das redes neuronais são especificados pela topologia da rede,
pelas características dos nós e pelas regras de aprendizagem e treino. Estas
regras especificam um conjunto inicial de pesos e indicam como estes devem
ser adaptados, durante a utilização, para melhorarem o desempenho da rede
(Lippman, 1987).
2.4.1. Características das redes neuronais
O número de sistemas de redes neuronais tem vindo a aumentar rapidamente.
Cada sistema tem as suas características, que determinam a adequabilidade
para a resolução de determinadas classes de problemas. As redes neuronais
podem ser classificadas de acordo com as seguintes características principais:
•
 Formato e interpretação dos dados;
•
 Interligação da rede;
•
 Modo de operação dos neurónios e respectivas ligações;
•
 Método de treino da rede (Flood e Kartam, 1994b).
Existem muitos sistemas de redes neuronais, estudados e usados em
diferentes aplicações (Patterson, 1996), de que se destacam os seguintes:
•
 ADALINE (Adaptive Linear Neural Element)
•
 ART (Adaptive Resonant Theory)
•
 AM (Associative Memories)
•
 BAM (Bidirectional Associative Memories)
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•
 Boltzmann Machine
•
 BSB (Brain-State-in-a-Box)
•
 CCN (Cascade Correlation)
•
 Cauchy Machine
•
 CPN (Counter Propagation)
•
 GRNN (Generalized Regression Neural Network)
•
 Hamming network
•
 Hopfield network
•
 LVQ (Learning Vector Quantization)
•
 MADALINE (Many Adaptive Linear Neural Element)
•
 MLFF-BP (Multilayer Feedfoward Backpropagation)
•
 
Neocognitron network
•
 NLN (Neurologic Networks)
•
 
Perceptron network
•
 PNN (Probabilistic Neural Network)
•
 RBF (Radial Basis Function)
•
 RNN (Recurrent Neural Networks)
Entre as diversas capacidades das redes neuronais, podem ser salientadas as
seguintes:
•
 Capacidade de mapeamento - uma rede neuronal pode ser considerada como
uma caixa negra que transforma vectores de entrada x, de um espaço de
dimensão n, em vectores y, de um espaço de dimensão m, com F : x → y. Os
tipos de mapeamento F (relações funcionais) que a rede neuronal pode
aproximar, dependem da arquitectura da rede;
•
 Aprendizagem e generalização - generalização é uma parte essencial da
aprendizagem, e consiste no processo de descrever o todo a partir de algumas
partes (deduzir o caso geral a partir do específico). A aprendizagem está
relacionada com a capacidade de um algoritmo encontrar um conjunto de pesos
que desempenhem o desejado mapeamento com um erro tolerável. A rede
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neuronal é treinada com resultados conhecidos, que são memorizados nos
neurónios artificiais (figura 19);
•
 Processamento paralelo - as redes neuronais, tal como o cérebro, têm uma
capacidade notória de processamento, a alta velocidade. Isso é possível por
existirem computações paralelas através das redes (Patterson, 1996).
Universo dos objectos
: classificações existentes no padrão de treino
: classificações deduzidas pela rede neuronal
: objecto não correspondendo às classificações
FIGURA 19 - Aprendizagem e generalização (adaptado de Patterson, 1996).
2.4.2. Tipos de redes neuronais
A história mais recente das redes neuronais remonta, provavelmente, a 1943
com os trabalhos de McCulloch e Pits, citados por Patterson (1996). Desde
então, muitos tipos de redes têm sido desenvolvidos, para as mais diversas
aplicações. Segundo Patterson (1996), essas aplicações podem ser agrupadas
nas seguintes classes (figura 20):
•
 Memória associativa;
•
 Classificação;
•
 Reconhecimento de padrões;
•
 Previsão;
•
 Optimização;
•
 Mapeamento geral.
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Tipos de aplicações
ADALINE
ART
CCN
CPN
GRNN
LVQ
MLFF-BP
RBF
RCE
SOFM
Classificação
ART
AM
BAM
BSB
Hopfield
MLFF-BP
Memória
associativa
ADALINE
Boltzmann
Hopfield
MLFF-BP
RNN
SOFM
Optimização
ART
CCN
CPN
GRNN
LVQ
MLFF-BP
Neocognitron
RBF
RCE
SOFM
Reconhecimento
de padrões
ADALINE
CCN
GRNN
MADALINE
MLFF-BP
RBF
RNN
SOFM
Previsão
CCN
GRNN
Mapeamento geral
FIGURA 20 - Categorias das redes neuronais em função do tipo de aplicação
(adaptado de Patterson, 1996).
Nos últimos anos, o uso das redes neuronais, na resolução de problemas
complexos da engenharia civil, tem vindo a aumentar (Garret Jr., 1994), tendo
surgido os primeiros trabalhos em 1989 (Flood e Kartam, 1994a). São vários os
estudos relacionados com a aplicação das redes neuronais à modelação do
comportamento dos materiais (Ghaboussi et al., 1991 ; Ellis et al., 1995 ; Goh,
1995 ; Dias et al., 1997), na análise de estruturas (Hajela e Berke, 1991 ; Adeli
e Park, 1995) e na identificação de danos estruturais (Wu et al., 1992 ; Elkordy
et al., 1993 ; Szewczyk e Hajela, 1994 ; Barai e Pandey, 1995 ; Chen et al.,
1995 ; Chapman e Crossland, 1995 ; Masri et al., 1996).
2.4.3. Arquitecturas de redes neuronais
As redes neuronais têm sido desenvolvidas com diversas arquitecturas, e
podem ser agrupadas nas seguintes três classes:
•
 Single layer feedforward - redes com um nível de neurónios artificiais que
processam os sinais de entrada para a saída;
•
 Multilayer feedforward - redes com dois, ou mais, níveis de ligações com
pesos, que processam  os sinais de entrada no sentido da saída. Os níveis
intermédios são designados por níveis escondidos (hidden layers), dado que
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eles só recebem sinais internos (provenientes de outras unidades de
processamento), como se ilustra na figura 21;
Níveis (L)
intermédios
Oout1
w ij
1
ON
out
out
w ij
out
I2



I1
IN0
1
2
1
2
3
1
N0
NL
Nout
Nível (out)
de saída
Nível (0)
de entrada
FIGURA 21 - Exemplo de uma rede neuronal feedforward de vários níveis.
• Redes neuronais recorrentes - que possuem ligações com realimentação do
sinal, que é propagado da saída de alguns neurónios para a entrada de outros
(incluindo auto-realimentação), para efectuarem repetidas computações do sinal
(Patterson, 1996).
Tipos de arquitecturas
ART
BAM
BSB
Boltzmann
Cauchy
Hopfield
RNN
Recorrentes
ADALINE
AM
Hopfield
LVQ
Perceptron
SOFM
Single layer
feedforward
CCN
GRNN
MADALINE
MLFF-BP
Neocognitron
RBF
RCE
Multilayer
feedforward
FIGURA 22 - Categorias das redes neuronais em função do tipo de arquitectura
(adaptado de Patterson, 1996).
- 41 -
2.4.4. Tipos de aprendizagem em redes neuronais
A maior preocupação no desenvolvimento de uma rede neuronal, é determinar
um conjunto de pesos que permita o desejado desempenho dessa rede (Flood
e Kartam, 1994a). Para a determinação desses pesos, existem vários
algoritmos,  possuindo  determinadas  características,  que  permitem
classificá-los nos seguintes grupos (figura 23):
•
 Correcção de erros;
•
 Aprendizagem de Hebbian;
•
 Aprendizagem competitiva;
•
 Aprendizagem estocástica (Patterson, 1996).
Tipos de aprendizagens
AM
BSB
BAM
Hopfield
Neocognitron
Hebbian
Boltzmann
Cauchy
Estocástica
ADALINE
CCN
GRNN
Hopfield
MLFF-BP
Perceptron
RBF
RNN
Correcção de erro
ART
CPN
LVQ
SOFM
Competitiva
FIGURA 23 - Categorias das redes neuronais em função do tipo de aprendizagem
(adaptado de Patterson, 1996).
O treino de uma rede neuronal tem a maior importância, pois dele depende, em
grande parte, a eficácia da rede como ferramenta de classificação e
aproximação, nomeadamente quando aplicada à engenharia civil (Flood e
Kartam, 1994a ; Carpenter e  Barthelemy, 1994), como se ilustra na figura 24.
2.4.5. Algoritmo da retropropagação do erro
O algoritmo da retropropagação do erro (backpropagation), é um dos mais
utilizados em aplicações relacionadas com a engenharia civil, (Ghaboussi et al.,
1991 ; Hajela e Berke, 1991 ; Wu et al., 1992 ; Flood e Kartam, 1994a ; Goh,
1995 ; Barai e Pandey, 1995 ; Chen et al., 1995 ; Chapman e Crossland, 1995 ;
Masri et al., 1996 ; Dias et al., 1997 ; Waszczyszyn, 1997).
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O algoritmo é baseado na minimização do erro, propagado a partir da saída,
sendo a aprendizagem da rede efectuada com recurso aos seguintes passos:
•
 Passo 0
É necessária a definição de uma função de activação que, necessariamente,
deverá ser limitada e diferenciável. A mais usada é a função sigmóide.
( )f
e
j jα α= + −
1
1
         ou         ( )f e
e
j
j
j
α
α
α
=
−
+
−
−
1
1
(2.58-59)
•
 Passo 1
Inicializar os pesos a valores aleatórios pequenos (entre −0.5 e +0.5)
•
 Passo 2
Definir os Ntrn  vectores de treino Ij  nas N0  entradas e os Ntrn  vectores de
resultados desejados Tj  nas Nout  saídas.
•
 Passo 3
Para cada vector de treino n=1,...,Ntrn , e para cada neurónio j do nível 1 com
ligações de pesos wij , determinar
α j j i ij
i
N
w I w
, , n  n
1
0
1 1
1
0
= + ⋅
=
∑          e         ( )O fj j , , n  n1 1= α (2.60-61)
Nos restantes níveis L=2,...,out
α j 
L
j
L
i 
L
ij
L
i
N
w O w
L
, , n  n= + ⋅
−
=
−∑0 1
1
1
         e         ( )O fj L j L, , n  n= α (2.62-63)
•
 Passo 4
A correcção dos pesos é efectuada a partir do sinal nas saídas, com erros
( ) ( )D T O O Oi out i i out i out i out, , , , , n  n  n  n  n= − ⋅ − ⋅1 (2.64)
e nos restantes níveis L=1,...,out−1
( )D D w O Oi L L ijL
j
N
i 
L
i 
LL
, , , , n j  n  n  n= ⋅



 ⋅ − ⋅
+ +
=
+∑ 1 1
1
1
1 (2.65)
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Em seguida são calculados os valores
Z D Iij j i , , , n  n  n1 1= ⋅          e         Z D Oij L j L i L, , , n  n  n= ⋅ −1 (2.66-67)
Finalmente, os pesos são corrigidos
( )novo ijL actual ijL ij ,L
n
N
actual ij
L
velho ij
Lw w Z w w
trn
_ _ _ _= + ⋅ + −
=
∑η α
 n
1
(2.68)
O parâmetro de aprendizagem η (eventualmente ajustável no decorrer do
treino) governa a convergência do algoritmo. Com η muito pequenos, a
convergência é lenta. Com η muito grandes, a correcção poderá ser
demasiada, ultrapassando o erro mínimo, o que dá origem a uma convergência
mais lenta. A consideração de um momento da rede α (0 ≤ α ≤ 1) permite
acelerar a convergência. Deste modo, é adicionada uma fracção da correcção
anterior, à correcção da iteração em curso.
• Passo 5
O erro correspondente a um vector de treino será dado por
( )E Dn j L
j
N
L
out L
= ⋅
==
∑∑12
2
11
 
 n, (2.69)
O erro global da rede neuronal será
E En
n
Ntrn
=
=
∑
1
(2.70)
Caso os erros En  sejam inferiores a um valor máximo estabelecido e o erro
global (E) seja inferior ao desejado, termina a aprendizagem da rede neuronal.
Se tal não se verificar, é iniciada mais uma época de aprendizagem a partir do
passo 3 (Lippman, 1987 ; Freeman e Skapura, 1992 ; Chapman e Crossland,
1995 ; Patterson, 1996).
Fraca aproximação Boa aproximação
: padrão de treino : resultados da rede : solução exacta
FIGURA 24 - Generalizações de padrões de treino (adaptado de Flood e Kartam, 1994a).
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2.5. Sistemas fuzzy neuronais
Os sistemas fuzzy neuronais são sistemas baseados em regras que envolvem
redes fuzzy neuronais, como se exemplifica na figura 25 (Park et al., 1994).
Rede fuzzy neuronal é definida como sendo uma rede neuronal que processa
informação fuzzy e/ou apresenta pesos fuzzy, com algoritmos de aprendizagem
adaptados a essa situação (Buckley e Hayashi, 1994).
Antecedentes
Conjuntos fuzzy
A1
Variáveis
linguísticas
A
A2
B1
B
B2
R1
R2
R3
R4
C1
C2
C
Consequências
Conjuntos fuzzy
Regras
Variáveis de saída
(conclusões)
R1 : SE <A é A1> E <B é B1> ENTÃO <C é C1>
R4 : SE <A é A2> E <B é B2> ENTÃO <C é C2>
R3 : SE <A é A2> E <B é B1> ENTÃO <C é C2>
R2 : SE <A é A1> E <B é B2> ENTÃO <C é C1>
FIGURA 25 - Exemplo de uma rede fuzzy neuronal simples (adaptado de Patterson, 1996).
A grande vantagem destes sistemas é que conjugam o melhor das redes
neuronais e dos sistemas periciais fuzzy, ou seja, possuem a capacidade de
aprendizagem das redes neuronais mantendo o controlo do sistema através da
transparência proporcionada pelas regras fuzzy  (Chang et al., 1997).
Nos últimos anos têm vindo a ser dados alguns passos na utilização de
sistemas fuzzy neuronais aplicados à resolução de problemas da engenharia
civil (Ramu e Johnson, 1995 ; Rajasekaran et al., 1996 ; Kushida et al., 1997).
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CAPÍTULO 3
A CASUALIDADE SÍSMICA E OS EFEITOS LOCAIS
3.1. Análise da sismicidade
A sismicidade pode ser definida como a descrição das relações entre as datas,
os locais, as dimensões e a periodicidade da ocorrência de eventos sísmicos,
numa dada região. A análise da sismicidade e a sua compreensão é a base de
qualquer estudo sísmico. Para se efectuar essa análise são adoptados,
normalmente, métodos estatísticos ou métodos empíricos (Hu et al., 1996).
A análise da sismicidade de uma dada zona requer a criação de bases de
dados com:
• Informação histórica de sismos - é necessária a obtenção de dados históricos,
tão antigos quanto possíveis, que incluam a data do evento, intensidade
epicentral ou a máxima verificada, intensidades locais, curvas de iguais
intensidades (isossistas), magnitude, localização do epicentro e profundidade
do foco;
• Registos instrumentais - dados obtidos por sismógrafos, permitem a obtenção
de informações sobre os epicentros, profundidades dos focos e magnitudes, e
registos de aparelhos “strong motion” que permitem obter os diversos
parâmetros dos movimentos sísmicos do solo, nos diversos locais;
• Informação sismotectónica - esta informação fornece dados importantes sobre
os movimentos tectónicos, associados a sismos históricos de elevada
magnitude, nomeadamente o padrão das fracturas tectónicas, o comprimento, a
profundidade, a idade e o historial das falhas, assim como o seu relacionamento
com a ocorrência de sismos (Wang e Law, 1994).
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3.1.1. Distribuição no tempo
A sismicidade de uma região é controlada por dois factores: pelo campo de
tensões e deformações decorrentes dos movimentos das placas tectónicas e
pela capacidade resistente e de deformação do local onde o sismo ocorre (Hu
et al., 1996).
Dado que existe grande incerteza na determinação dos parâmetros de
sismicidade, os eventos sísmicos são usualmente tratados como sendo parte
de um processo estocástico estacionário. Admite-se que existirá uma
acumulação constante de energia que será dissipada, aleatoriamente no tempo,
quando ocorre um evento sísmico, e pode-se dizer que, para um determinado
intervalo de tempo, o número de sismos de uma dada magnitude por unidade
de tempo é constante  (Oliveira, 1977 ; Hu et al., 1996).
A consideração da ocorrência de eventos sísmicos como um processo de
Poisson é muito vulgar, e pressupõe a verificação das seguintes hipóteses:
•
 Independência - dados dois eventos sísmicos A e B, a ocorrência do evento A
não é afectada pela ocorrência do evento B, nem pelo momento em que ele
ocorre ou pela sua magnitude. Isso significa que o processo não tem memória,
pois os eventos do passado não afectam os eventos futuros, logo, equivale a
dizer que a probabilidade P[AB]= P[A];
•
 Estacionaridade - dado um intervalo de tempo [t,t+∆t], a probabilidade de
ocorrência de um evento no intervalo ∆t depende do número de eventos
ocorridos em [t,t+∆t] e de ∆t, mas não de t;
•
 Não-multiplicidade - o que significa que a probabilidade de dois ou mais
eventos ocorrerem no intervalo de tempo ∆t, tende para zero à medida que ∆t
tende para zero. Assim, não são considerados eventos simultâneos (Lomnitz,
1994).
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Das hipóteses anteriores, obtemos que a probabilidade de ocorrência de n
eventos sísmicos no período de tempo t, é dada pela expressão
( ) ( )P n t e t
n
t n
,
!
=
⋅
−λ λ
       e       ( )F t eT t= − −1 λ        com      t > 0 (3.1-2)
em que λ é o valor médio do processo na unidade de tempo (Oliveira, 1977).
3.1.2. Distribuição das magnitudes
A relação entre a frequência e a magnitude mais conhecida foi sugerida por
Gutenberg e Richter, em 1944, como é citado por Hu et al. (1996), em que
log N = − ⋅a b M (3.3)
sendo N o número de sismos ocorridos de magnitudes iguais ou maiores que M,
contidas no intervalo [M ,Mt+∆M], em que ∆M é suficientemente grande para
dar origem a uma curva relativamente bem ajustada. O parâmetro “a”
(actividade sísmica) está relacionado com o número total de sismos, e “b” está
relacionado com a distribuição de sismos pelas diversas magnitudes. Fazendo
α β= ⋅ = ⋅a ln10          e          b ln10 (3.4-5)
vem que
ln  N  ou          N= − ⋅ = − ⋅α β α βM         e M (3.6-7)
Se o limite inferior da magnitude é M0 , o número total de sismos será
N eT M=
−α β⋅ 0 (3.8)
e a probabilidade de ocorrência de sismos com magnitude não inferior a M será
então
( ) ( )1
0
0
− = = =
− ⋅
− ⋅
− −F M N
N
e
e
e
T
M
M
M M
α β
α β
β (3.9)
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A probabilidade de ocorrerem sismos com magnitude não superior a M será
( ) ( )F M e M M= − − −1 0β (3.10)
sendo a função de densidade de probabilidade de M, dada por:
( ) ( )f M e M M= ⋅ − −β β 0 (3.11)
Embora a lei de Gutenberg-Richter dê bons resultados para sismos moderados
e em grandes regiões, resulta num menor número de sismos para as
magnitudes mais reduzidas e não limita os sismos de grandes magnitudes.
Cornell e Vanmarcke em 1969, como citam Hu et al. (1996), sugeriram um limite
superior MU  (sismo máximo provável), com
( ) ( )( )F M ee
M M
M MU
=
−
−
− −
− −
1
1
0
0
β
β (3.12)
e
( ) ( )( )f M ee
M M
M MU
=
⋅
−
− −
− −
β β
β
0
01
(3.13)
com M M MU0 ≤ ≤ . Quando MU  tende para infinito, estas expressões tendem
para as inicialmente propostas.
3.2. Casualidade sísmica
É designada por casualidade sísmica1, a probabilidade de ocorrer um evento
sísmico, numa dada região, que conduza a um valor de um dado efeito, ou à
sua excedência, no local em estudo (Thibault, 1994).
                                           
1
 Foi adoptada a designação de casualidade sísmica para o conceito, que em inglês,
corresponde a seismic hazard. Alguns autores têm adoptado, também, a designação de
perigosidade sísmica.
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A análise da casualidade sísmica envolve, normalmente, três etapas principais:
•
 Localizar as zonas potenciais de geração de sismos (zonas sismogénicas),
que envolvem o local em estudo, e estimar as respectivas actividades sísmicas;
•
 Determinar a forma de propagação das ondas sísmicas e as características
da sua atenuação;
•
 Adoptar um modelo apropriado para a análise da casualidade sísmica,
podendo ser um modelo determinista ou um modelo probabilista (Wang e Law,
1994).
3.2.1. Modelos deterministas
Embora os sismos sejam considerados eventos aleatórios, por simplicidade as
incertezas não são consideradas, explicitamente, nos modelos deterministas.
Os futuros sismos máximos prováveis são estimados com base nos sismos
históricos e na sismotectónica, pelo que estes eventos incertos e aleatórios são
transformados em eventos determinísticos (Hu et al., 1996).
A análise determinística da casualidade sísmica, é efectuada mediante as
seguintes etapas:
•
 Localizar as potenciais zonas sismogénicas que se relacionam
geograficamente com o local, com base nos estudos dos sismos históricos e da
informação sismotectónica disponível;
•
 Com base na magnitude seleccionada e na distância epicentral, avaliar os
parâmetros máximos do movimento do solo, usando, na maioria dos casos, a
aceleração horizontal do solo como parâmetro de projecto;
•
 Efectuar os ajustes convenientes aos parâmetros atrás mencionados, por
forma a entrar em conta com os efeitos locais (Wang e Law, 1994).
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3.2.2. Modelos probabilistas
A abordagem probabilista para a análise da casualidade sísmica, consiste em
determinar a probabilidade de excedência de um dado valor de um parâmetro
relacionado com os movimentos sísmicos, num dado período de tempo e no
local em estudo. Para se realizar uma análise probabilista, é necessário que se
efectuem os seguintes passos:
•
 Definir as potenciais zonas sismogénicas;
•
 Determinar os parâmetros de sismicidade;
•
 Seleccionar modelos de análise de sismicidade;
•
 Definir as regras de atenuação dos movimentos sísmicos;
•
 Calcular as probabilidades de excedência no local em estudo (Wang e Law,
1994).
Dos modelos probabilistas existentes, o modelo desenvolvido, inicialmente, por
Cornell (1968) e modificado por Der Kiureghian e Ang (1977) e por Bender
(1984), é dos mais utilizados em todo o mundo.
O modelo de Cornell é baseado no teorema da probabilidade total, em que a
probabilidade de excedência de um efeito Y no local em estudo, é a soma das
contribuições de todas as n zonas sismogénicas em consideração:
[ ] [ ] [ ]P Y y P Y y P Ej
j
n
j> = > ⋅
=
∑  E
1
(3.14)
com
[ ] [ ] ( ) ( ) ( )P Y y P Y y f f f dx dx dxj j j j j> = > ⋅ ⋅ ⋅∫∫∫ E  x x x x x x x x x1 2 3 1 2 1 3 1 2 1 2 3  , , , ,
(3.15)
em que: y é o valor de referência para o efeito Y; Ej  é o evento sísmico ocorrido
na zona sismogénica j; ( )x ii = 1 2 3, , ,    são factores a ter em conta como, por
exemplo, a magnitude, a distância hipocentral e o comprimento da falha; ( )f x  é
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a função de densidade de probabilidade e [ ]P Ej  é a probabilidade de ocorrência
do evento sísmico Ej .
Por simplicidade, é assumido que o evento sísmico tem origem num ponto, mas
a zona sismogénica pode ser um ponto, uma linha, uma área ou um volume
(cujas falhas podem ter orientações definidas ou indefinidas).
Desta forma, desprezando algumas incertezas e escolhendo para as variáveis
aleatórias xi  a magnitude (M) e a distância hipocentral (R), temos que
[ ] [ ] ( ) ( )P Y y P Y y R f fj j j j> = > ⋅ ⋅∫∫ E  M M R  M  dMdR, (3.16)
Seja λ j  a taxa média anual de ocorrência de sismos de magnitude M M≥ 0  na
zona sismogénica j, então a taxa anual total será
λ λ=
=
∑ j
j
n
1
(3.17)
Ocorrendo um sismo com M M≥ 0 , a probabilidade deste ocorrer na zona j
corresponderá a
[ ]P Ej j= λλ (3.18)
logo
[ ] [ ]P Y y P Y y j j
j
n
> = >
=
∑1
1λ
λ  
 E (3.19)
Assumindo que a ocorrência de eventos sísmicos em todas as zonas
sismogénicas obedecem a um processo homogéneo de Poisson de λ, a
probabilidade anual de Y > y será dada pela seguinte expressão
[ ] [ ]P Y y e j jj
n
P Y y 
1 1 1 ano
 E 
> = −
− >∑
=
λ
(3.20)
Para a probabilidade de excedência em T anos, teremos
[ ] [ ]{ }P Y y P Y yT T> = − − >1 1 1 ano (3.21)
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O período de retorno será
[ ]T P Y yr = >
1
1 ano
(3.22)
Caso seja adoptada uma lei de atenuação do tipo
log log y  R= + ⋅ + ⋅ + ⋅y y M y y R0 1 2 3   ⇔   M=m(y,R) (3.23)
em que existe independência de M e R, então
[ ] [ ] ( )P Y y P Y y fj j j j
r
r
> = > ⋅∫ E  E r  dr r,
0
1
(3.24)
em que Ej , r  é um evento sísmico ocorrido na zona j, à distância hipocentral r
do local em estudo.
[ ] ( )[ ] ( )[ ] ( )[ ]( )P Y y P M m y r F m y r ee
m y r M
M MU
> = > = − = −
−
−
− −
− −
 R = r , ,
,
1 1 1
1
0
0
β
β (3.25)
sendo a probabilidade unitária quando ( )m y r M, ≤ 0  e nula quando ( )m y r MU, ≥ ,
e
[ ] [ ] ( )P Y y P Y y fj j j
r
r
> = > ⋅∫ E  R = r r  dr
0
1
(3.26)
Este modelo (“Point-source model”) pressupõe que a energia libertada durante
um sismo, irradia toda de um ponto, correspondendo ao foco. Esta hipótese
pode ser válida para sismos de pequenas magnitudes, no entanto não o é para
sismos de grandes magnitudes, em que a energia é libertada ao longo de uma
zona de ruptura, que poderá ter várias centenas de quilómetros.
Der Kiureghian e Ang (1977), propuseram um modelo (“Fault-rupture model”)
que permite entrar em conta com o comprimento da ruptura.
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Partindo da expressão proposta por Cornell
[ ] [ ]P Y y P Y y j j
j
n
> = >
=
∑1
1λ
λ  
 E (3.27)
mas com
[ ] [ ] ( )P Y y P Y y fj j j j
m
mU
> = > ⋅∫ E  E m  dm
 m,
0
(3.28)
em que E j , m  é um evento sísmico de magnitude m ocorrido na zona j.
A probabilidade [ ]P Y y j j >  E , m  depende do tipo de zona geradora de sismos,
podendo esta ser uma linha (falha conhecida), uma área, com ou sem
orientação das falhas conhecidas. Esta probabilidade vai depender da distância
ao epicentro, da distância focal r(y,m), obtida de acordo com as leis de
atenuação definidas, e do comprimento de rotura L (função da magnitude).
3.2.3. Incertezas na análise da casualidade sísmica
As leis empíricas de atenuação, a definição das zonas sismogénicas, assim
como algumas inconsistências dos catálogos sísmicos, afectam os resultados
das análises da casualidade sísmica. As incertezas decorrentes desse facto
têm sido incluídas nos modelos de análise da casualidade sísmica de várias
formas.
Der Kiureghian e Ang (1977) propuseram um modelo para considerar as
incertezas associadas à relação entre intensidade-distância e comprimento da
ruptura-magnitude. Bender (1986) desenvolveu uma forma de modelar as
incertezas nos limites das zonas sismogénicas.
Nos últimos anos tem vindo a ser sugerido por alguns investigadores, que
muitas das incertezas não são de natureza aleatória e como tal podem ser
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modeladas com o auxílio da teoria de conjuntos fuzzy (Frangopol et al., 1988 ;
Hu e Chen, 1992).
3.3. Efeitos locais
Os efeitos locais, nomeadamente os efeitos geológicos e topográficos, afectam
de forma substancial os resultados de uma análise da casualidade sísmica,
devido à amplificação das vibrações sísmicas, que é originada por fenómenos
de ressonância dos solos de fundação. Os efeitos locais colaterais das
vibrações sísmicas, como sejam as deformações do solo e a liquefacção,
devem ser tidos em conta numa avaliação do risco sísmico, pois dão origem a
danos elevados nas construções (Booth, 1994).
3.3.1. Efeitos geológicos locais
A caracterização dos movimentos do solo, atendendo às condições locais é um
processo complexo, dada a heterogeneidade das formações geológicas. De
forma resumida, é possível dividir o solos em dois grupos: rígidos e brandos. Os
resultados observados quando ocorrem sismos, levam a concluir que os solos
brandos dão origem a amplificações duas a três vezes superiores às dos solos
rígidos, para frequências inferiores a 5 Hz. A situação é invertida para
frequências superiores. A amplificação devida a pequenas vibrações e a
grandes vibrações não é proporcional devido ao comportamento não linear dos
solos. Em média, as pequenas vibrações conduzem a maiores factores de
amplificação, nos solos brandos, para frequências até aos 12 Hz. Por outro
lado, as grandes vibrações conduzem a um factor de amplificação maior para
os solos brandos, só até aos 5 Hz, sendo esta situação invertida para
frequências maiores (Idriss, 1990 ; Aki, 1993).
Leis de atenuação que consideram os fenómenos de amplificação e a filtragem
dos movimentos sísmicos têm sido desenvolvidas por vários investigadores
(Campbell, 1985 ; Boore e Joyner, 1991), e são utilizadas em análises da
casualidade sísmica.
- 55 -
3.3.2. Efeitos topográficos locais
Os efeitos da topografia local, na resposta das estruturas, são notórios nos
cumes dos montes, originando grandes amplificações das acelerações
induzidas ao nível da camada rochosa de base, filtrando, em simultâneo, o
conteúdo energético das vibrações sísmicas (figura 26). Este fenómeno pode
ser comparado ao da ressonância de um edifício (Priestley et al., 1996).
200 m 1000 m
50 m
Sem danos
Com danos
importantes
que levaram
ao abandono
dos edifícios
FIGURA 26 - Danos causados pelo sismo do Chile de 1985, em Viña del Mar
 (adaptado de Priestley et al., 1996).
Estudos realizados indicam que a existência de topografia irregular afecta, não
só a zona dos cumes dos montes, mas também as zonas próximas, conduzindo
a uma interacção das ondas elásticas que, de forma complexa, aumentam ou
reduzem o factor de amplificação. Este valor chega a atingir, em vários casos,
valores superiores a vinte. A existência das irregularidades topográficas têm,
também, como consequência o aumento da duração dos movimentos sísmicos
(Sánchez-Sesma e Campillo, 1993).
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3.3.3. Liquefacção
O fenómeno de liquefacção está associado, essencialmente, a solos
incoerentes, saturados com granulometria fina ou média. Tal fenómeno ocorre
quando um solo, não drenado, é sujeito a uma distorção cíclica, induzida pelas
ondas sísmicas, de tal modo que a tensão na água intersticial sofre um
aumento igual ao do valor da tensão efectiva inicial no solo (Das, 1993).
A liquefacção pode ser classificada como microscópica ou macroscópica,
dependendo da forma de manifestação do fenómeno, como é exemplificado na
figura 27. A liquefacção macroscópica está associada à visibilidade de bolhas
de areia à superfície (Wang e Law, 1994).
1
2
Liquefacção:
1 - Macroscópica
2 - Microscópica
FIGURA 27 - Exemplo de liquefacção microscópica e macroscópica
 (adaptado de Wang e Law, 1994).
A liquefacção de solos arenosos tem sido verificada perto da superfície, a
profundidades não superiores a 20 m, sendo, na maioria das vezes, a menos de
10 m. Tal facto é devido, provavelmente, a algumas das seguintes razões:
•
 É necessária uma pressão na água intersticial muito maior para superar a
pressão efectiva a grandes profundidades;
•
 As areias a maiores profundidades são, normalmente, de maior densidade e
possuem maior granulometria, sendo mais difícil liquefazerem;
•
 Os movimentos sísmicos são menores a maiores profundidades;
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•
 É mais difícil à areia quebrar as camadas superficiais e afluir à superfície
(macroliquefacção), pelo que se torna difícil identificar o fenómeno (Hu et al.,
1996).
Os métodos para a avaliação do potencial de liquefacção de um solo podem ser
divididos em três grupos:
•
 Métodos baseados no comportamento observado em sismos anteriores,
usando correcções empíricas entre esse comportamento e algumas
características verificadas in situ ;
•
 Métodos simplificados, baseados na comparação da resistência à liquefacção
obtida em testes laboratoriais dinâmicos, com as tensões induzidas pelos
sismos, calculadas de forma simplificada;
•
 Métodos que se baseiam em modelos matemáticos (Armijo et al., 1994).
Existem muitos métodos para se efectuar uma análise do risco de liquefacção
devido a vibrações sísmicas. A grande maioria desses métodos lida com as
incertezas estatísticas associadas às variáveis em jogo, através da teoria das
probabilidades. No entanto, é difícil incluir muitas das variáveis associadas ao
fenómeno de liquefacção nesses modelos. Além disso, muita da incerteza é de
natureza não estatística. Dessa forma, têm surgido alguns modelos
probabilistas que incluem variáveis fuzzy na sua formulação, reflectindo por
vezes, a subjectividade da avaliação dos peritos envolvidos na análise (Elton et
al., 1995 ; Rahman e El Zahaby, 1997).
3.3.4. Assentamentos
Os assentamentos permanentes nos solos também podem ser induzidos pelas
vibrações sísmicas. Esses assentamentos são provocados pela compactação
do solo de fundação,  fenómeno que afecta mais os solos granulares secos do
que os solos húmidos. Tal facto é devido à existência de tensões superficiais
existentes nos solos húmidos, que oferecem resistência ao rearranjo das
partículas do solo numa forma mais densa. Diversos investigadores acreditam
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que o parâmetro principal, responsável pelos assentamentos dos solos de
fundação, devidos a vibrações induzidas, é a aceleração de pico. Grandes
assentamentos também são resultantes da liquefacção (Das, 1993).
3.3.5. Deslizamentos
Existem diversos tipos de deslizamentos de terras provocados pelas vibrações
sísmicas. Os taludes que necessitam de uma avaliação mais cuidadosa da sua
estabilidade, face a movimentos sísmicos, são:
•
 Taludes argilosos com camadas de areia, ou silte, inclinados na mesma
direcção que o talude;
•
 Taludes com afloramentos rochosos de inclinações menores do que as
inclinações dos taludes, e com a mesma direcção;
•
 Taludes de solos com camadas sobre base rochosa inclinada com direcção
desfavorável (Wang e Law, 1994).
3.4. Zonamento sísmico
O objectivo do zonamento sísmico consiste na apresentação da distribuição da
casualidade sísmica numa grande região. É possível classificar o zonamento
sísmico em três grupos distintos, consoante os objectivos e os indicadores
utilizados:
•
 Zonamento de sismicidade - dividindo uma região em zonas de sismicidade
distinta, incluindo a taxa de ocorrência de eventos, magnitudes e energia
libertada, com o objectivo de expor a distribuição geográfica da sismicidade
para o estudo da casualidade sísmica e distribuição da estrutura tectónica;
•
 Zonamento dos movimentos do solo - sendo o zonamento da casualidade
sísmica em termos de amplitude, espectro e duração dos movimentos do solo,
em conjunto com a probabilidade da sua ocorrência, com a finalidade de poder
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ser usado no dimensionamento de novas estruturas e na avaliação e reforço de
estruturas existentes;
•
 Zonamento de danos - apresentação de mapas com a distribuição geográfica
dos vários tipos e níveis de perdas e danos, nomeadamente as perdas de vidas
humanas, danos estruturais, danos nos solos e impacto económico (Hu et al.,
1996).
O zonamento sísmico pode ser dividido em macro e microzonamento,
consoante a escala de intervenção (Sharma et al., 1997).
Microzonamento é a divisão de uma zona sísmica (macrozona) em pequenas
zonas (microzonas), de acordo com determinados critérios, para facilitar a
implementação de medidas anti-sísmicas (Wang e Law, 1994).
No quadro I estão apresentadas as principais diferenças entre o zonamento
sísmico (macrozonamento) e o microzonamento.
QUADRO I - Comparação entre zonamento e microzonamento (adaptado de Hu et al., 1996)
Microzonamento Zonamento
Condições locais considera as variações existentes na área
em estudo
considera apenas vagos
valores médios
Parâmetros sísmicos
aceleração, velocidade ou espectro de
resposta, a liquefacção, os deslizamentos e
assentamentos dos solos, servindo os
propósitos da engenharia
intensidade e aceleração
ou aceleração e velocidade
Área considerada pequenas áreas, cidades grandes áreas
Portugal foi um dos pioneiro no zonamento sísmico da casualidade, com os
estudos desenvolvidos por Oliveira nos finais dos anos setenta (Hu et al.,
1996), tendo servido de base ao zonamento do país que consta no
Regulamento de Segurança e Acções em Edifícios e Pontes de 1983 (Duarte,
1985).
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3.5. Movimentos sísmicos consistentes com a casualidade sísmica
A principal vantagem da análise probabilista da casualidade sísmica é a
integração de todas as possibilidades de ocorrência de sismos, no cálculo de
uma probabilidade de excedência, que incorpora a taxa de ocorrência de
diversos sismos e valores característicos dos movimentos dos solos. Os
resultados da análise permitem a tomada de decisões na escolha dos níveis
dos parâmetros sísmicos de projecto e de reforço, nas demolições, na
optimização dos recursos para a redução do risco sísmico, na definição dos
prémios dos seguros, entre outras. A grande desvantagem desta análise
consiste na perda do conceito de “sismo de projecto”, ou seja, não existe um
evento sísmico, definido em termos de magnitude e distância, que seja
representativo do valor do movimento do solo, obtido da análise da casualidade
sísmica, para determinado período de retorno (McGuire, 1995).
Em 1981, McGuire e Shedlock, citados por McGuire (1995), introduziram o
conceito de sismo representativo com magnitude M  e à distância R , como
causador da excedência dos movimentos sísmicos, para um dado período de
retorno. Este conceito foi aplicado em Portugal por Campos-Costa (1993).
Outros estudos (Kameda, 1987 ; Kameda e Nojima, 1988 ;Kameda, 1994), têm
abordado o conceito de M  e R , sem a consideração de incertezas nos dados.
A ideia de base é determinar M  e R , separadamente para cada frequência
natural e para cada zona sismogénica. Essas magnitudes e distâncias
possibilitam o cálculo dos movimentos sísmicos, com o recurso a leis de
atenuação, sendo os valores ajustados de modo a que tenham a amplitude
desejada.
É possível efectuar-se a desagregação da análise da casualidade sísmica nas
suas contribuições, em termos de magnitudes e distâncias, como mostram
diversos estudos (Chapman, 1995 ; McGuire, 1995). Desta forma, é possível
determinar quais os eventos sísmicos que mais contribuem para a casualidade
sísmica, para as diversas frequências próprias.
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CAPÍTULO 4
AVALIAÇÃO DO RISCO SÍSMICO DE EDIFÍCIOS
4.1. Definição de risco sísmico
Risco sísmico é definido como sendo a probabilidade das consequências, sobre
a sociedade e/ou economia, que resultam da ocorrência de um sismo,
igualarem ou excederem um valor especificado, num local, em vários locais ou
numa determinada área, para um dado período de tempo (Bertero, 1997).
A avaliação do risco sísmico incorpora muitos dos elementos da mecânica
estrutural probabilista, dos modelos probabilistas da análise da casualidade
sísmica e da resposta de sistemas, face a sismos, procurando a resposta para
as seguintes perguntas:
• Qual a frequência de ocorrência de grandes sismos nas zonas de vizinhança
do edifício em estudo?
• Qual a resposta (como colapso ou níveis de danos) do edifício em estudo,
face a esses sismos?
• Qual o impacto de uma resposta adversa do edifício?
Desta forma, os elementos fundamentais da avaliação do risco sísmico são:
• A análise da casualidade sísmica;
• A análise da vulnerabilidade sísmica;
• A análise da resposta do edifício;
• O apuramento das consequências (Ravindra, 1995).
É comum a representação da relação do risco sísmico com a casualidade
sísmica pela seguinte expressão (Hu et al., 1996):
Risco sísmico = Casualidade sísmica ×∑ (Vulnerabilidade×Perdas×Consequências) (4.1)
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4.2. Vulnerabilidade sísmica de edifícios
A vulnerabilidade sísmica de um edifício, ou de um grupo de edifícios,
representa a medida dos danos relativos induzidos por um sismo, podendo
corresponder a uma variável com valores entre 0  (para danos nulos) e 1 (para
o colapso) (Thibault, 1994).
O risco sísmico é, essencialmente, controlado por dois factores: a resposta
estrutural a um sismo (Q) e a resistência da estrutura ou um limite estabelecido
para a sua resposta (R). Os danos esperados para o edifício são iguais ao
produto da casualidade sísmica pela vulnerabilidade sísmica. O nível de danos
(S) de uma estrutura pode ser definido pela sua capacidade R, quer de uma
forma determinística quer em termos subjectivos, com a adopção de uma
escala vaga de danos, como seja:
S1 − intacto ( )Q R< 0
S2  − ligeiramente danificado ( )R Q R0 1≤ <
S3  − moderadamente danificado ( )R Q R1 2≤ <
S4  − seriamente danificado  ( )R Q R2 3≤ <
S5  − totalmente danificado ( )R Q3 ≤
sendo esta a forma mais usual de estabelecer o nível de danos, dada a sua
simplicidade (Hu et al., 1996).
A vulnerabilidade de um edifício para um nível de danos correspondente ao
colapso, pode apresentar diversas evoluções típicas, em termos de resposta
estrutural e aceleração induzida pela ocorrência de um sismo, como se
apresenta na figura 28. No primeiro caso, a taxa de resposta aumenta com a
aceleração, o que pode corresponder à resposta da estrutura através de um
mecanismo dissipativo estável; o segundo caso é semelhante ao primeiro mas
com taxa decrescente; o terceiro caso corresponde a um mecanismo que só é
activado para valores de aceleração muito elevadas (Pinto, 1997).
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1 2 3Q Qmax
Aceleração do solo
FIGURA 28 - Evoluções típicas da vulnerabilidade sísmica para o colapso
 (adaptado de Pinto, 1997).
4.3. Metodologias de avaliação da vulnerabilidade sísmica de edifícios
Existe um número elevado de métodos para estimar os danos num edifício
devidos à ocorrência de um sismo, que podem ser mais ou menos detalhados
nas avaliações, consoante o conjunto de dados considerados e o nível de
perícia exigida aos técnicos. Os dados requeridos para as análises são, em
termos gerais, as áreas dos pisos, os pesos dos materiais, os tipos de sistemas
estruturais, a localização do edifício, a geologia do local, a configuração do
edifício, as dimensões e detalhes dos elementos estruturais, os tipos e formas
das ligação entre elementos, as propriedades dos materiais que os constituem,
os dados sobre os elementos não estruturais e todo um conjunto de informação
sobre a estrutura, necessária à determinação da capacidade resistente do
edifício sujeito a vibrações sísmicas. São, no entanto, poucos os métodos que
incluem todos esses dados nos seus modelos (Reitherman, 1985).
O que todos os modelos têm em comum é o facto de se basearem nas mesmas
fontes de informação, como sejam, as observações directas dos danos em
edifícios (resultantes da ocorrência de sismos), em modelos de comportamento
estrutural e na opinião de engenheiros. O tratamento da informação proveniente
desse tipo de fontes pode ser efectuado com recurso à teoria das
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probabilidades, à teoria dos conjuntos fuzzy ou a outros métodos matemáticos
convenientes. As várias metodologias de avaliação da vulnerabilidade sísmica
podem ser divididas em três categorias principais, nomeadamente,
•
 Tipologistas
•
 Mecanicistas
•
 Híbridas
consoante o tipo de aproximação ao problema. O primeiro grupo dá,
essencialmente, uma indicação estatística, normalmente de fácil obtenção, mas
pouco válida à medida que a avaliação se reduz a poucos edifícios; o segundo
grupo é mais conclusivo, mas requer o conhecimento total do esquema
estrutural dos edifícios; o último grupo é, talvez, o mais promissor em termos
futuros, mas dá somente indicações relativas da vulnerabilidade dos edifícios.
Estes três grupos de metodologias têm vantagens e inconvenientes, consoante
a escala de intervenção e as condições dos edifícios no momento da avaliação
(Corsanego et al., 1986).
4.3.1. Metodologias tipologistas
Este grupo de métodos, baseado no reconhecimento de tipologias estruturais,
comporta três abordagens principais. A primeira, identifica vastas classes
tipológicas. A segunda, identifica tipologias detalhadas, por combinação de
tipos de sistemas e elementos estruturais, quer verticais, quer horizontais. A
última, relaciona as tipologias estruturais com as práticas de construção
tradicionais. De acordo com todas estas abordagens, são associadas matrizes
de danos prováveis a cada tipologia, quer por processos estatísticos de
observação de eventos sísmicos ocorridos, quer pela opinião de peritos na
matéria (Corsanego et al., 1986).
O estudo ATC13 realizado pelo “Applied Technology Council” (1985) é um
exemplo de um método tipologista. Nesse estudo foram considerados sete
níveis de danos, para as intensidades VI a XII da escala modificada de Mercalli.
Os valores da matriz de danos prováveis foram obtidos a partir do tratamento
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estatístico dos resultados da opinião de 71 peritos, de acordo com o fluxograma
da figura 29.
Consenso?
Descrição de
situações
hipotéticas
Explicação do método
experimental
Correlação dos questionários
do consenso pré e pós
experiência
Não
Sim
Definição de
objectivos
Fornecimento e
resposta ao
questionário
Análise do
questionário
Escrita de
comentários nos
sumários
Questionário
pré-experiência
Nova etapa
Análise dos
questionários pré e
pós experiência
Questionário
pós-experiência
FIGURA 29 - Representação esquemática da obtenção do consenso da opinião pericial
 (adaptado de ATC13, 1985).
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Thibault e Veklov (1994), apresentaram uma metodologia tipologista, que
aplicaram a estruturas de alvenaria da cidade de Nice, estimando um índice de
vulnerabilidade com base em características dos edifícios, que classificaram
como desfavoráveis e favoráveis. Nas características desfavoráveis incluíram
as irregularidades em planta, más condições de fundação, topografias
irregulares, existência de elementos estruturais instáveis, irregularidades em
altura e o estado de conservação. Nas características favoráveis incluíram o
tipo de paredes, e suas ligações, e o tipo de pavimentos.
Ergünay et al. (1997) obtiveram um conjunto de matrizes de danos prováveis
para cinco níveis de danos, com base nas estatísticas de danos da Turquia, a
partir da expressão seguinte, aplicada a cada tipologia k.
Danos ( )k Y
S
Y S N
N
, % = (4.2)
em que NY  é o número de edifícios sujeitos a sismos que induzem um efeito Y
(intensidade) e NS  é o número de edifícios com o nível de danos S.
Em Portugal, têm sido utilizadas metodologias tipologistas em diversos estudos
de avaliação do risco sísmico de zonas da cidade de Lisboa (Oliveira et al.,
1994 ; Sousa et al., 1997).
Sousa et al. (1997) apresentaram a expressão seguinte, baseados no estudo
de Tiedmann, de 1992, a partir das estatísticas mundiais de danos sísmicos:
Danos médios ( )I , ek k β β% = ⋅1 2 (4.3)
com
k I I I1 3 20 0188 0 5884 6 3515 18 822= ⋅ − ⋅ + ⋅ −. . . . (4.4)
k I I I2 3 20 0104 0 3047 31560 11938= ⋅ − ⋅ + ⋅ −. . . . (4.5)
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em que I é a intensidade sísmica e β é o coeficiente sísmico da tipologia em
questão.
4.3.2. Metodologias mecanicistas
Estas metodologias de avaliação da vulnerabilidade sísmica são baseadas em
modelos mecânicos simplificados dos edifícios, para a determinação de um
parâmetro de comportamento (índice de danos). Os valores do parâmetro de
comportamento são associados aos danos prováveis por intermédio de
modelos analíticos ou numéricos, análises estatísticas e investigações
experimentais (Corsanego et al., 1986).
Nos métodos mecanicistas é usual a expressão da vulnerabilidade sísmica dos
edifícios a partir de curvas de fragilidade, para um dado nível de danos, tendo
como consequência alguma morosidade na análise, assim como requer
técnicos com elevados conhecimentos de mecânica estrutural.
A probabilidade de se atingir um determinado nível de danos (S) num edifício
sujeito a uma vibração sísmica será
[ ] [ ]P P R Q f dy P R Q f yf Y y i Y y i
i
n
i
= ≤ ⋅ ⋅ ≅ ≤ ⋅ ⋅
=
∞
∑∫  y  y( ) ( ) ∆
10
(4.6)
em que fY y( )  é a densidade de probabilidade de Y, obtida da casualidade
sísmica, como se ilustra na figura 30, e [ ]P R Q ≤  Y  é definida como sendo a
fragilidade estrutural (Gupta e Moss, 1993).
Por outro lado, a probabilidade do edifício não atingir um determinado nível de
danos, num dado intervalo de tempo, é designada por fiabilidade (L), e
corresponde a
L Pf= −1 (4.7)
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A fragilidade estrutural [ ]( )P R Q ≤  Y  pode ser definida como a probabilidade da
resposta da estrutura (Q) exceder a capacidade estrutural (R), para um
movimento sísmico do solo (Y) e pode ser obtida resolvendo, para diversos
valores de Y, a expressão
[ ] [ ]P R Q F f drr Q r R r≤ = − ⋅ ⋅∞∫ 1
0
( ) ( ) (4.8)
em que FQ r( )  é a distribuição cumulativa de probabilidade de Q e fR r( )  é a
função densidade de probabilidade de R (Hwang e Jaw, 1990).
Os métodos computacionais de simulação numérica, nomeadamente o método
de Monte Carlo, podem ser utilizados na determinação de curvas de fragilidade
de edifícios, para diversos níveis de danos previamente estabelecidos (Hwang
e Jaw, 1990 ; Singhal e Kiremidjian, 1996 ; Barbat et al, 1998).
fY y( )
( )F y yy i i− ∆ 2
1.0
1.0
( ) ( )f y F y y F y yY y i y i i y i ii( ) ⋅ = + − −∆ ∆ ∆2 2
( )F y yy i i+ ∆ 2
[ ]P R Q yi≤
yi
Casualidade
sísmica
Fragilidade
estrutural
y
y
y
( )F yy
FIGURA 30 - Previsão da probabilidade de se atingir um determinado nível de danos
 (adaptado de Gupta e Moss, 1993).
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4.3.2.1. Índice de danos
Em geral, os danos nos edifícios estão relacionados com deformações não
recuperadas (inelásticas). Desse modo, qualquer parâmetro de dano (variável
de dano) deve ser referido à quantificação de uma certa deformação. O índice
de danos é definido como sendo um indicador, que varia entre 0 (sem danos) e
1 (colapso), e envolve uma ou mais variáveis de dano. A relação entre uma
variável de dano e o índice de danos pode ser dada pela expressão seguinte
( )
( )D
d d
d du
=
−
−
0
0
α
α
(4.9)
em que d é a variável de dano, D é o índice de danos, d0  corresponde ao nível
até ao qual o comportamento se mantém elástico e du  é o valor da variável de
dano quando se assume que o colapso é atingido. O expoente α é aferido
experimentalmente mas, caso esses dados não existam, pode ser tomado igual
à unidade. No entanto, com os resultados existentes até ao momento,
considerar α > 1, parece ser mais apropriado. A relação anterior, que se
representa na figura 31, também pode incluir variáveis de dano económicas,
sendo, nesse caso, preferível a adopção de um índice de danos económico
definido como sendo a relação entre o custo requerido para a reparação e o
custo total de reconstrução, englobando a demolição prévia da ruína existente
(Kappos, 1997).
D
1.0
d
d0 dr du
Dr
D>Dr → Reparação
α<1
α>1
FIGURA 31 - Relação entre uma variável de dano e o índice de danos
 (adaptado de Kappos, 1997).
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A utilização do índice de danos para traduzir a vulnerabilidade sísmica, requer
uma boa correlação entre esse índice e os danos físicos obtidos dos ensaios
laboratoriais ou das observações dos danos verificados em edifícios após a
ocorrência de um sismo. A calibração desses índices é feita, essencialmente,
com base nos resultados de testes a elementos estruturais, como sejam vigas e
pilares (Pinto, 1997).
Dependendo da abordagem matemática para a quantificação dos índices de
danos, assim estes se podem dividir em índices probabilísticos ou em índices
determinísticos. Estes últimos, dada a sua relativa simplicidade, são os mais
utilizados em aplicações práticas. No entanto, atendendo às incertezas
envolvidas, os índices probabilísticos deveriam ser a opção mais apropriada,
não obstante o maior esforço computacional que daí resulta.
Os muitos índices de danos estruturais, propostos por vários autores, assentam
nas seguintes abordagens possíveis ao problema:
•
 Os valores de uma grandeza estrutural (como sejam a deformação ou a
energia), impostos por um sismo, são relacionados com a correspondente
capacidade estrutural de um elemento, ou da estrutura como um todo;
•
 A degradação de uma variável sísmica (resistência, rigidez ou energia
dissipada) é comparada com um valor crítico pré-determinado, normalmente
expresso como uma percentagem do valor inicial, correspondendo ao estado
não danificado (Kappos, 1997).
Em virtude da escolha dos pontos de referência onde os parâmetros de danos
são quantificados, os índices de danos podem ser classificados como:
•
 Locais - no caso de se referirem a elementos estruturais, envolvendo uma só
variável de dano, como seja a máxima deformação (curvatura ou rotação) ou
energia dissipada, ou duas ou mais variáveis de dano (a ductilidade e a energia
dissipada, por exemplo);
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•
 Intermédios - referidos a parte da estrutura (um andar do edifício, por
exemplo);
•
 Globais - quando se referem a toda a estrutura, podendo ser definidos em
termos de um parâmetro de dano, nomeadamente factores globais de
ductilidade, baseados nos deslocamentos dos pisos ou em índices de
flexibilização, que são obtidos através da relação entre os valores iniciais e
finais da frequência própria da estrutura (Kappos, 1997).
Os primeiros índices de danos propostos foram baseados nos modelos de
danos por fadiga, aplicados a materiais metálicos usados em componentes
mecânicos. Exemplo desses índices foram desenvolvidos por Palmgren, em
1924, e Miner, em 1945, como é citado por Pinto (1997).
Esses índices podem ser definidos pela expressão
D n
N
i
u ii
L
=
=
∑
,1
(4.10)
em que, Nu i,  corresponde ao número de ciclos até ao colapso (ciclos de
deformação constante ∆δ), L é o número de diferentes amplitudes e ni  o
número de ciclos de amplitude ∆δ (Azevedo e Bento, 1997).
Segundo Williams e Sexsmith (1995), os índices locais podem dividir-se nas
seguintes categorias:
•
 Índices não cumulativos
As duas formas mais simples de índices de danos não cumulativos, são
baseados na ductilidade ou nos deslocamentos relativos entre pisos. Os
parâmetros de ductilidade, em termos de deslocamento e de rotação, são
dados por:
µ
δ
δδ =
m
y
           e          µ
θ
θθ =
m
y
(4.11-12)
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que relacionam o deslocamento máximo (δm), ou a rotação máxima (θm), com os
valores de cedência (δy ou θy).
•
 Índices cumulativos baseados na deformação
A acumulação de danos, que ocorrem face à actuação de uma acção cíclica,
pode ser modelada com base no fenómeno de fadiga de poucos ciclos (menos
de 100).
Stephens e Yao, em 1987, citados por Williams e Sexsmith (1995),
desenvolveram um índice de danos cumulativo, com base no incremento de
deslocamentos plásticos, em que
D
f
b r
=




+ − ⋅
∑ ∆δ∆δ
1
    ,  com    r =
+
−
∆δ
∆δ
(4.13-14)
em que ∆δ+ e ∆δ− são as amplitudes máximas de deslocamentos positivos e
negativos e ∆δf é o valor de amplitude do deslocamento ∆δ+, no ensaio à
ruptura de um único ciclo (é recomendado valores de b=0.77 e de ∆δf=10% da
altura entre pisos).
•
 Índices cumulativos baseados em energia
McCabe e Hall (1989) desenvolveram um índice de danos de modo a relacionar
a energia histerética dissipada com a energia histerética correspondente ao
colapso (ET ), dado por
D E E
E
E E
ET T
=
+


 +
−




+ − + −2 2
(4.15)
com E+  e E−  correspondendo às parcelas de energia histerética positiva e
negativa, respectivamente.
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Krätzig e Meskouris (1997) definiram um índice de danos que é decomposto em
duas partes, uma correspondente às deformações positivas (D+) e outra às
deformações negativas (D−), sendo
D D D D D= + − ⋅+ − + − (4.16)
com
D E E
E E
si i
u i
+
+ +
+ +
=
+
+
∑ ∑
∑           e          D
E E
E E
si i
u i
−
− −
− −
=
+
+
∑ ∑
∑ (4.17-18)
em que, para o ciclo i, Esi+  corresponde à área do diagrama histerético para
forças positivas e deformações positivas, Ei+  corresponde à área do diagrama
histerético para forças negativas e deformações positivas, Esi−  e Ei−  têm o
mesmo significado, mas para deformações negativas. Eu+  e Eu−  são as áreas
dos diagramas monotónicos (positivo e negativo) até ao colapso.
•
 Índices combinados
Pinto (1997) refere que o primeiro índice de danos, baseado em dois
parâmetros de dano, foi proposto por Banon et al., em 1982. Esse índice resulta
de uma combinação não linear da taxa de danos por flexão (expressa em
termos da rigidez inicial Ki  e da rigidez secante final K f ) e da energia dissipada
normalizada (En ), dado pela expressão seguinte
( )D E KKn if= ⋅ + −




1
12
11 10 38
2
2
.
. (4.19)
O índice de danos mais conhecido e utilizado foi desenvolvido por Park e Ang
(1985) e é baseado em dois parâmetros de dano, designadamente, a
deformação e a energia dissipada, como se apresenta
D
R
dEM
U y U
= + ∫δδ
β
δ
(4.20)
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em que δM  é a máxima deformação registada devido ao sismo, δU  é a
deformação última sob um carregamento monotónico, Ry  é a resistência
associada à cedência (se a resistência máxima RU  for inferior a Ry , esta deve
ser substituída, na expressão, por RU ), β é um parâmetro não negativo de
deterioração, obtido experimentalmente, e dE é a energia histerética absorvida
incrementalmente.
Pinto (1997) refere que, em 1993, Fardis efectuou uma adaptação do índice de
danos desenvolvido por Park e Ang, de acordo com a expressão:
D E
E E
dEd
d u d u
h= + ∫max
, ,
β (4.21)
sendo maxEd , o valor máximo da energia de deformação; Ed u,  a energia de
deformação sob carregamento monotónico até ao colapso; dEh  a energia
histerética dissipada incrementalmente e β o parâmetro de Park e Ang.
Os índices de danos globais podem ser formulados quer por combinação de
índices locais, quer por consideração de algumas características gerais da
estrutura, normalmente parâmetros modais. Segundo Williams e Sexsmith
(1995), podem dividir-se em:
• Índices baseados em médias ponderadas
Os índices globais e intermédios podem ser obtidos a partir da média
ponderada dos índices locais (DiPasquale et al., 1990). No entanto, esta
abordagem tende a não identificar os colapsos devidos à existência de pisos
vazados, vulgarmente designados por “soft storeys” (Kappos, 1997).
Park et al. (1985,1987) sugerem, para índice global, a expressão
D DT i i
i
nel
=
=
∑λ
1
      com       λi i
i
i
nel
E
E
=
=
∑
1
(4.22-23)
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em que Ei  é a energia dissipada no ponto i e Di  é o índice de danos desse
mesmo ponto. Valores de DT ≤ 0 4.  correspondem a danos reparáveis e
DT ≥ 1, ao colapso total.
• Índices baseados em parâmetros modais
DiPasquale et al. (1990), apresentaram os índices seguintes, baseados na
degradação de rigidez, por comparação dos períodos fundamentais (T) antes e
depois do edifício estar sujeito à acção de um sismo.
( )
( )D
T
T
f
inicial
final
= −1
2
2           e           
( )
( )D
T
TP
final
= −1
2
2
max
(4.24-25)
em que Df é o índice de degradação final e Dp corresponde à degradação
plástica.
Kappos et al., em 1996, citados por Pinto (1997), proposeram um índice de
danos em elementos não estruturais, com base no deslocamento relativo entre
pisos (∆ em %):
D =
−





≤ ≤
0
01
0 3
1
∆
∆
∆
∆
.
.
,  < 0.1
     ,  0.1 0.4
,  > 0.4
(4.26)
• Índices financeiros
Alguns investigadores têm tentado desenvolver índices que tenham em conta
os custos resultantes dos efeitos dos sismos nas construções, como um índice
de danos global (Heidebrecht, 1997). Estes índices são tipicamente utilizados
pelas seguradoras, na definição dos seguros contra sismos (Kappos, 1997).
Foram efectuados estudos comparativos envolvendo diversos índices de
danos, verificando-se que os resultados médios do índice de Fardis é o mais
concordante com os valores experimentais, nomeadamente para β=0.02
(Kappos, 1997).
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4.3.2.2. Modelação e análise estrutural
A análise de estruturas, com o objectivo de obter o valor da fragilidade
estrutural, exige a adopção de modelos estruturais que considerem o
comportamento não linear dos edifícios. Estes modelos podem ser facilmente
agrupados em modelos contínuos e modelos discretos, de acordo com a sua
formulação. A utilização de modelos contínuos é bastante restrita em face da
dificuldade de obtenção de soluções globais para problemas complexos (estes
modelos só são aplicados em sistemas contínuos de comportamento linear e
com condições de fronteira muito simples). Por outro lado, os modelos discretos
são largamente utilizados em análises de todo o tipo de sistemas. Estes
modelos têm como base da sua formulação, a divisão dos sistemas contínuos
num número finito de pequenos elementos, sendo depois resolvido o sistema
de equações diferenciais de equilíbrio dinâmico.
Uma abordagem numérica para a análise da resposta dinâmica de estruturas
sujeitas a movimentos sísmicos do solo, com aceleração qs , consiste em
efectuar uma integração, passo a passo, das equações de equilíbrio dinâmico,
admitindo que a aceleração relativa, ( )q τ , varia linearmente, no intervalo de
tempo ∆t, correspondente a cada passo. Desta forma temos que
( )  q q q d
t
1 0
0
= + ∫ τ τ
∆
          e          ( )q q q d
t
1 0
0
= + ∫  τ τ
∆
(4.27-28)
em que, q0   e q1  são os deslocamentos, relativos ao solo, nos instantes t t= 0
e t t t t= + =0 1∆ , respectivamente e q0  e q1 são as velocidades relativas, nos
mesmos instantes. Sendo
( )
( )   q q q q
tτ
τ= +
−
0
1 0
∆
(4.29)
( )
( )    q q q q q
tτ
τ
τ
= + +
−
⋅0 0
1 0
2
2∆
(4.30)
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( )
( )q q q q q q
tτ
τ
τ τ
= + + +
−
⋅0 0 0
2
1 0
3
2 6
   
∆
(4.31)
logo temos que
∆  q q q= −1 0 (4.32)
∆ ∆ ∆ ∆    q q q q t q t= − = +1 0 0 2 (4.33)
∆ ∆ ∆ ∆ ∆q q q q t q t q t= − = + +1 0 0 0
2 2
2 6
   (4.34)
Estabelecendo as equações de equilíbrio dinâmico no instante t t= 0 , obtemos
o sistema
[ ]{ } [ ]{ } [ ]{ } [ ]{ }m q c q k q m qr s  0 0 0 0 0 01+ + = − (4.35)
Da mesma forma, no instante t t= 1, teremos
[ ]{ } [ ]{ } [ ]{ } [ ]{ }m q c q k q m qr s  1 1 1 1 1 11+ + = − (4.36)
Subtraindo às equações (4.35) do instante t1 as equações (4.36) do instante
t0 , vamos obter
[ ]{ } [ ]{ } [ ]{ } [ ]{ }m q c q k q m qt t r s∆ ∆ ∆ ∆  ( ) ( )+ + = − 1 (4.37)
As matrizes de amortecimento [ ]c t( )  e de rigidez [ ]k t( )  correspondem a valores
médios no intervalo ∆t. No entanto, por simplicidade, é prática comum a
adopção dos valores no instante t0  de cada passo de integração, logo
[ ]{ } [ ]{ } [ ]{ } [ ]{ }m q c q k q m qr s∆ ∆ ∆ ∆  + + = −0 0 1 (4.38)
Para garantir a estabilidade do método, assume-se que a aceleração varia
linearmente num intervalo de tempo estendido, e que corresponde ao valor θ∆t
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(com θ > 137. ). Este procedimento é designado por método de Wilson, e dá
origem a que
  ∆ ∆q q= ⋅θ (4.39)
    ∆ ∆q q t q t= +0 2θ∆
θ∆ (4.40)
( ) ( )    ∆ ∆q q t q t q t= + +0 0
2 2
2 6
θ∆
θ∆ θ∆ (4.41)
Rescrevendo o sistema de equações, obtido por subtracção, de modo a que
[ ]{ } { }k q pef ∆ ∆= (4.42)
onde a rigidez efectiva será
[ ] [ ] [ ] ( ) [ ]k k t c t mef = + +0 0 2
3 6
θ∆ θ∆
(4.43)
e a variação da excitação efectiva será
{ } [ ]{ } [ ] { } { } [ ] { } { }∆ ∆p m q c q t q m t q qr s= − + +



 + +



1 3 2
6 30 0 0 0 0    θ∆ θ∆ (4.44)
A grande vantagem dos métodos de integração passo a passo reside no facto
de permitirem a análise directa do sistema acoplado de equações diferenciais
de equilíbrio dinâmico. Este facto, permite que estes métodos sejam utilizados
em modelos discretos de análise não linear. Os diversos métodos de integração
passo a passo estão descritos, de forma detalhada, por alguns autores (Duarte
e Azevedo, 1985 ; Clough e Penzien, 1993 ; Hu et al., 1996).
Os modelos discretos podem ser divididos em três grandes grupos:
• Modelos macroscópicos - onde se incluem os modelos equivalentes de um
grau de liberdade e os modelos baseados no comportamento ao corte de
edifícios. Estes modelos só permitem obter valores de resposta global, como
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sejam os deslocamentos entre pisos, e possibilitam, possivelmente, a obtenção
de uma estimativa dos danos globais;
•
 Modelos microscópicos - em que se incluem os modelos de fibras (ao nível da
secção transversal, isoladamente ou em conjunto, com a consideração ao nível
do eixo longitudinal) e a generalidade dos métodos de elementos finitos;
•
 Modelos globais de elemento - nestes modelos a discretização coincide com
os elementos estruturais existentes, e apresentam formulações em que a
plasticidade é concentrada em determinados pontos ou é distribuída ao longo
do elemento (com óbvias diferenças a nível do esforço computacional) (Kappos,
1997).
As análises não lineares, com recurso a qualquer um dos modelos anteriores,
requerem a adopção de leis constitutivas que traduzam o comportamento
histerético dos materiais que constituem o edifício.
Nos edifícios de estrutura em betão armado, é bastante comum o uso do
modelo de comportamento do betão, face a cargas cíclicas, proposto em 1980
por Thompson e Park, citado por Monteiro e Carvalho (1985) e por Bento
(1996) e representado esquematicamente na figura 32.
Zm⋅k⋅fc
Ec0
Ec'
Ec''
Ec'' 2Ec
' 2
( )E Ec c c
c
'
.
.
= −
−
−




0 8 0 7 0
1 0
ε ε
ε ε
σc
k⋅fc
k⋅ε0 εc1 εcm
εc
Ec0
Ec0
0.2k⋅fc
Envolvente monotónica
FIGURA 32 - Modelo de comportamento histerético do betão proposto por Tompson e Park
 (adaptado de Monteiro e Carvalho, 1985 ; Bento, 1996).
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O comportamento do betão face a cargas monotónicas, corresponde ao modelo
apresentado por Scott, Park e Priestley, em 1982, citado por Monteiro e
Carvalho (1985), em que a relação tensão-extensão está associada de forma
directa ao grau de confinamento conferido pelas armaduras transversais.
•
 Para ε εc k≤ ⋅ 0
σ
ε
ε
ε
εc c
c ck f
k k
= ⋅
⋅
−
⋅



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

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


2
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2
(4.45)
•
 Para ε εc k> ⋅ 0
( )[ ]σ ε εc c m c ck f Z k k f= ⋅ − − ⋅ ≥ ⋅1 0 20 . (4.46)
com
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f
v sy
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       e       Z
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−
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3 0 29
145 1000
3
4 0
.
. ρ ε
(4.47-48)
em que fc  é a resistência à compressão uniaxial do betão sem armaduras
transversais, fsy  é a tensão de cedência da armadura transversal, εc  é a
extensão longitudinal no betão, σc  é a tensão normal no betão confinado (k=1,
no caso de não existirem armaduras transversais a confinar o betão), h é a
altura do núcleo confinado, s é o espaçamento entre as armaduras transversais
e ρv  é a relação volumétrica da armadura transversal (relação entre o volume
de armadura transversal e o volume de betão).
Os modelos de comportamento histerético do aço devem traduzir o andamento
da curva que se apresenta na figura 33.
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Patamar de
cedência
Endurecimento
cíclico isotrópico
Endurecimento
Efeito de Baushinger
Troço elástico
Redução de Es após inversão
εs
Endurecimento cíclico isotrópico
FIGURA 33 - Características principais do diagrama tensões-extensões do aço
 (adaptado de Bento, 1996 ; Gomes e Appleton, 1997).
De forma sintética, pode-se dizer que os modelos devem:
•
 apresentar uma curva monotónica correspondente a um troço elástico, um
patamar de cedência e uma curva de endurecimento;
•
 considerar o efeito de Baushinger (que consiste no comportamento não linear
do aço, após a alternância de carga, com tensões substancialmente mais
baixas do que as tensões de cedência) e com degradação de rigidez;
•
 atender ao endurecimento cíclico isotrópico (Gomes e Appleton, 1997).
Um dos modelos mais utilizados para simular o comportamento cíclico do aço
foi proposto por Giuffrè e Pinto, em 1970, e mais tarde, em 1973, utilizado por
Menegotto e Pinto, conforme é citado por Gomes e Appleton (1997).
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Neste modelo, apresentado na figura 34, temos
( ) ( )
σ β ε β ε
ε
s s
s
s
RR
∗ ∗
∗
∗
= ⋅ + −
+
1
1
(4.49)
com a extensão ( εs∗ ) e a tensão ( σs∗ ) normalizadas dadas por
ε
ε
εs
s
s
∗
=
0
          e          σ
σ
σs
s
s
∗
=
0
(4.50-51)
e depois da primeira inversão dadas por
ε
ε ε
εs
s sa
s
∗
=
−
2 0
          e          σ
σ σ
σs
s sa
s
∗
=
−
2 0
(4.52-53)
e com
β = E
E
s
s
1
          e          R R a
a
= −
+0
1
2
ξ
ξ (4.54-55)
em que R é uma constante que tem em conta o efeito de Baushinger, R0 , a1 e
a2  são constantes do material.
(−εs0,−σs0)
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(εsa,σsa)2 (εs1,σs1)1
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R0
R1(ξ1)R2(ξ2)
FIGURA 34 - Modelo de comportamento histerético do aço de Giuffrè-Menegotto-Pinto
 (adaptado de Gomes e Appleton, 1997).
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Este modelo tem como inconveniente não simular o endurecimento cíclico
isotrópico. No entanto, Gomes e Appleton (1997), referem que Filippou et al.
propuseram, em 1983, duas modificações ao modelo anterior.
A primeira modificação proposta consiste numa nova mudança de variáveis,
com o intuito de melhorar a precisão do modelo, traduzindo-se numa alteração
às expressões que definem a extensão e a tensão normalizadas, do seguinte
modo:
ε
ε ε
ε εs
s sa
s sa
∗
=
−
−1
          e          σ
σ σ
σ σs
s sa
s sa
∗
=
−
−1
(4.56-57)
A segunda consiste na mudança da tensão de cedência para ter em conta o
endurecimento cíclico isotrópico, após uma inversão de carga, com
σ σ
ε
εs
e
s
s
s
a a0 0 3
0
4= ⋅ −



max (4.58)
em que εs max  é o máximo valor absoluto da extensão antes de uma inversão
de carga, a3  e a4  são constantes do material.
Nestes modelos também é possível considerar uma curva de descarregamento
correspondente à encurvadura dos varões que constituem as armaduras
(Bento, 1996 ; Gomes e Appleton, 1997).
Modelos que simulam o comportamento histerético dos materiais que
constituem as paredes de alvenaria (resistente ou não) dos edifícios têm sido
propostos por vários autores nos últimos anos, nomeadamente nos trabalhos de
Tomazevic e Lutman (1996), Lourenço (1996) e Gambarotta e Logomarsino
(1997).
Os métodos mais recentes da inteligência artificial têm possibilitados novas
abordagens ao problema da simulação do comportamento histerético dos
materiais. São exemplo disso, os trabalhos de Ghaboussi et al. (1991) e Dias et
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al. (1997), em que redes neuronais são treinadas com dados de ensaios
experimentais, para traduzir o comportamento histerético dos materiais.
A opção pela utilização de um determinado modelo de análise não linear de
edifícios, depende do âmbito do estudo e do maior ou menor esforço
computacional desejado. No caso da avaliação da vulnerabilidade sísmica de
edifícios é desejável que o modelo seja o mais próximo possível da realidade,
entrando em conta com o comportamento não linear, quer dos elementos
estruturais, quer dos elementos não estruturais. Estes últimos afectam o
comportamento dos edifícios, muitas vezes de forma significativa,
nomeadamente para níveis de danos mais baixos.
4.3.2.3. Avaliação da fiabilidade estrutural usando a simulação
A função que revela o desempenho de um elemento ou de um sistema
estrutural, indicando a margem de segurança, para um dado nível de danos,
será
( )R Q g X X Xn− =  1 2, , , (4.59)
em que R é a capacidade da estrutura, Q é a resposta da estrutura,
( )X i ni   = 1 2, , ,  são n variáveis aleatórias e ( )g ⋅  é uma relação funcional entre
o conjunto de variáveis aleatórias e a segurança do sistema. A função de
desempenho da estrutura (R Q− ) irá traduzir a falha do sistema para valores
em que R Q− < 0 , enquanto que para R Q− > 0  é garantido o funcionamento
do sistema (para o nível de danos estipulado). No limite dessas regiões,
teremos os valores em que R Q− = 0  (função limite). Desta forma, a
probabilidade do sistema falhar será
( )P f x x x dx dxf X n n= ∫∫ ∫  1 2 1 2, , ,  dx (4.60)
em que fX  é a função de densidade de probabilidade conjunta das variáveis
X X Xn1 2, , , , sendo a integração efectuada na região em que R Q− < 0 . A
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dificuldade de resolução do integral anterior leva a que se utilize o método de
Monte Carlo para se obter uma aproximação do valor de Pf  (Ayyub e McCuen,
1995).
A simulação directa usando o método de Monte Carlo, é a forma mais simples
de estimar a probabilidade Pf . Deste modo, a função de desempenho da
estrutura é calculada para N ciclos de simulação (com variáveis Xi , de função
de distribuição cumulativa ( )F xX i , geradas aleatoriamente), sendo depois
contabilizados os Nf  valores em que R Q− < 0 . O valor aproximado de Pf  será
igual a
P N
Nf
f
= ,  com P Pf f→  quando N → ∞ (4.61)
O número N de ciclos estabelecido para a simulação será um valor tal que
garanta a convergência do processo com um erro mínimo, existindo diversas
técnicas por forma a garantir essa convergência num número mínimo de ciclos
(Ayyub e McCuen, 1995).
4.3.3. Metodologias híbridas
Este grupo de metodologias combina características das metodologias
tipologistas e das metodologias mecanicistas, normalmente introduzindo
avaliações heurísticas do comportamento dos edifícios. Os métodos híbridos
apresentam como resultado um indicador de vulnerabilidade que traduz uma
avaliação relativa dos edifícios. A grande vantagem destas metodologias é a
possibilidade de incorporarem informação subjectiva, tendo como desvantagem
não efectuarem a correlação entre o indicador de vulnerabilidade e os danos
prováveis (Corsanego et al., 1986).
O desenvolvimento dos métodos da inteligência artificial e dos sistemas
informáticos tem sido percursor da proliferação dos métodos híbridos de
avaliação da vulnerabilidade sísmica. São exemplo disso, o desenvolvimento de
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sistemas periciais com capacidade de lidar com complexos sistemas
estruturais.
Muitos dos sistemas periciais, aplicados a problemas de vulnerabilidade
sísmica, são baseados em regras do tipo:
SE:
 <EDIFÍCIO tipo “X”> E <com ATRIBUTOS “Y”>
E <SISMO de intensidade “I”>
ENTÃO:
<DANOS do nível “S”>
Thurston (1990) desenvolveu o sistema pericial “QUIKTILT” que sistematiza o
processo de avaliação da vulnerabilidade sísmica de alguns edifícios, baseado
na experiência e intuição de um perito quando procura os elos fracos de um
sistema estrutural.
Gavarini (1992) propôs um conjunto de sistemas periciais para efectuar a
assistência a engenheiros não especializados na avaliação de situações de
emergência em edifícios danificados por sismos, e para avaliar a
vulnerabilidade de edifícios de alvenaria e de betão armado (com base em
informação recolhida em inquéritos efectuados com formatos específicos).
O recente sistema “IGOR” (Salvaneschi et al., 1997) é um sistema bastante
completo que inclui: uma base de dados (com os dados referentes ao conjunto
de edifícios, podendo ser uma cidade); um sistema de informação geográfica
(representando os dados geo-referenciados acerca do conjunto de edifícios);
modelos de comportamento de um edifício de alvenaria (relacionado com a
base de dados e com o sistema de informação geográfica); um módulo que
produz explicações para as causas dos danos esperados; e um módulo de
planeamento de reforço sísmico. Este sistema foi aplicado a muitos edifícios de
alvenaria, inclusive a uma zona de Alfama, na cidade de Lisboa.
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A inclusão da teoria dos conjuntos fuzzy e da lógica fuzzy tem vindo a ser
proposta, nas últimas décadas, por vários autores, como forma de tratar, mais
eficazmente, o carácter subjectivo das avaliações da vulnerabilidade sísmica
(Yao, 1980; Brown et al., 1984; Bernardini e Modena, 1986; Dong e Shah, 1986;
Souflis e Grivas, 1986; Kawamura et al., 1992; Castaneda e Brown, 1994;
Tatsumi et al., 1994; Sato e Tatsumi, 1994; Song et al., 1996).
Outros tipos de abordagens têm vindo a ser propostos por diversos autores,
baseadas na medição in situ das características dinâmicas dos edifícios
construídos, e são, em grande parte, resultante dos avanços tecnológicos
verificados nos instrumentos de medição actualmente comercializados (Salawu,
1997). Esses métodos englobam o uso de redes neuronais, treinadas com as
medições efectuadas, que permitem estimar o nível de danos nos edifícios em
cenários pós-sismos (Elkordy et al., 1993 ; Wu et al., 1992 ; Chen et al., 1995 ;
Masri et al., 1996).
4.4. Previsão de perdas
A previsão de perdas (relativas a consequências económicas ou sociais, como
sejam, o número de feridos e mortos) é normalmente efectuada com base em
dados estatísticos obtidos em eventos sísmicos passados. Estudos deste tipo
têm sido efectuados por alguns investigadores, de que se destaca o trabalho
efectuado por Ergünay et al. (1997), que propuseram a expressão
V k SC= ⋅ 1.32 (4.62)
em que V é o número de vítimas mortais e SC é o número de edifícios
seriamente, ou totalmente, danificados. A constante k depende do tipo de
construção, e os valores médios observados são:
Edifícios de betão armado k = 0.003
Edifícios de alvenaria resistente de tijolo k = 0.008
Edifícios de alvenaria resistente de pedra ou adobe k = 0.010
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CAPÍTULO 5
PROPOSTA DE UM MODELO DE AVALIAÇÃO DO RISCO SÍSMICO
5.1. Fontes de informação
A avaliação do risco sísmico de edifícios com recurso a um sistema informático,
requer a existência de um conjunto de informação disponível sobre o problema.
O computador terá como finalidade processar a informação recolhida por um
técnico (qualitativa e quantitativa) durante a avaliação do edifício e da análise
de outros elementos, como sejam os projectos de arquitectura e de
estabilidade, e resultados de medições in situ das características dinâmicas do
edifício.
Para que um sistema informático possa converter os dados introduzidos pelo
técnico, numa medida da vulnerabilidade do edifício, é necessário que o
computador possua uma base de conhecimento pericial e que tenha a
capacidade de inferir sobre a vulnerabilidade, baseado nesse conhecimento.
A constituição de uma base de conhecimento pericial pressupõe a recolha de
informação existente sobre o comportamento de edifícios, face à ocorrência de
um sismo. A informação pode ser obtida, por exemplo, nos dados resultantes
da observação do comportamento dos edifícios durante sismos ocorridos no
passado (nomeadamente com a obtenção de registos dos movimentos
sísmicos), em testes experimentais laboratoriais, em modelos numéricos de
análise de estruturas (para os quais será necessário o apoio informático) e na
opinião de peritos.
Os procedimentos descritos estão esquematizados na figura 35.
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RISCO
SÍSMICO
Opinião de
peritos
Modelos
numéricos
Testes
laboratoriais
Comportamento
verificado em
diversos sismos
FIGURA 35 - Esquema da recolha de informação.
Os inquéritos de avaliação das potenciais deficiências dos edifícios, a efectuar
pelos técnicos intervenientes, devem contemplar, segundo Allen e Rainer
(1995), as seguintes categorias:
•
 O edifício como um todo;
•
 O sistema estrutural vertical;
•
 O sistema estrutural horizontal;
•
 As ligações entre os diversos elementos estruturais;
•
 As fundações e a geologia local;
•
 Os elementos não estruturais.
Em edifícios que oferecem dúvidas sobre o seu comportamento, face à
ocorrência de um sismo, é possível o recurso a alguns ensaios in situ, não
destrutivos. De entre eles, salientam-se a identificação das características
dinâmicas de edifícios, com recurso a acelerógrafos digitais, que registam a
resposta do edifício ao ruído ambiental.
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A transformada de Fourier do registo permite identificar os primeiros modos de
vibração do edifício, assim como calcular o amortecimento. Esses valores
dizem respeito ao comportamento real do edifício como um todo, em regime
elástico, o que corresponde à resposta inicial a quando da ocorrência de um
sismo. Este procedimento tem sido adoptado por alguns investigadores
(Oliveira, 1997).
A utilização simultânea de dois acelerógrafos, um na base e outro no topo
(figura 36), permite a determinação da função de transferência H(iω), nesse grau
de liberdade (Hu et al., 1996).
RUÍDO AMBIENTAL
RESPOSTA DO EDIFÍCIO
x(t)
y(t)
FIGURA 36 - Esquema da medição in situ das características dinâmicas dos edifícios.
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(5.2-3)
Com estes procedimentos, foi efectuada uma campanha de medições em
alguns edifícios sitos na cidade de Faro. Os resultados obtidos num dos
edifícios estão apresentados na figura 37.
Esta informação permite aferir os modelos de análise de estruturas e ajudar a
desenvolver a base de conhecimento pericial, necessária à implementação do
modelo computacional de avaliação do risco sísmico de edifícios.
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FIGURA 37 - Transformada de Fourier do registo obtido no acelerógrafo
 colocado no topo de um dos edifícios.
5.2. Tipos de incertezas
A grande dificuldade no desenvolvimento de um modelo de avaliação do risco
sísmico de edifícios reside no elevado número de incertezas que envolvem o
problema. Existem as incertezas de como, onde e quando vai ocorrer um sismo,
de qual vai ser o comportamento dos solos de fundação, de como irá responder
o edifício e de quais as consequências dessa resposta, nas pessoas e em
termos económicos. Da mesma forma, também existem incertezas nas
características geométricas e mecânicas do edifício. Este tipo de incertezas,
que caracterizam os sistemas físicos, podem ser tratadas com o recurso ao
cálculo probabilístico, existindo muitos métodos para os diversos problemas
(como foram abordados nos capítulos anteriores). No entanto, as incertezas
associadas à avaliação cognitiva (marcadamente subjectiva) efectuada pelos
técnicos não pode ser tratada de forma eficaz com o recurso ao cálculo
probabilístico. Neste caso é claramente mais aconselhável o recurso à teoria
dos conjuntos fuzzy e à lógica fuzzy.
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Um modelo computacional de avaliação do risco sísmico de edifícios deve ser
capaz de tratar a informação imperfeita associada ao comportamento aleatório
dos sistemas físicos, assim como deve poder lidar com a subjectividade
associada à capacidade cognitiva e à forma de raciocinar do cérebro humano.
5.3. Esquema geral do modelo
Como foi descrito no capítulo 4, existem, actualmente, diversas metodologias
de avaliação do risco sísmico de edifícios, todas elas com vantagens e
inconvenientes.
O modelo que aqui é proposto (que se pode classificar como um modelo
híbrido), pretende sintetizar as vantagens de cada uma das metodologias
abordadas anteriormente, minorando os seus inconvenientes. Deste modo, o
modelo a desenvolver deverá, em termos gerais, possuir a facilidade de
utilização das metodologias tipologistas, dar a confiança nos resultados
proporcionada pelas metodologias mecanicistas e ter a capacidade das
metodologias híbridas em lidar com a informação subjectiva.
Para que o modelo possa ser implementado em computador, é necessária a
captação da informação existente nas variadas fontes, de modo a ser
constituída uma base de conhecimento.
O processo de avaliação de um edifício passa pelo preenchimento de um
inquérito detalhado (que deverá ser de rápida realização) a efectuar pelo
técnico interveniente. Desta forma, o edifício é classificado numa dada tipologia,
são obtidos os dados sobre as características geométricas e mecânicas (em
termos de valores médios) e é efectuada uma análise qualitativa do mesmo.
O tratamento rigoroso de toda a informação recolhida só é possível caso os
dados quantitativos, de carácter objectivo (as dimensões do edifício e dos
elementos estruturais, entre outros), sejam tratados separadamente dos dados
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qualitativos, de cariz subjectivo (opiniões do técnico sobre a qualidade da
construção, com identificação de possíveis elos fracos do sistema estrutural).
No modelo proposto, a informação qualitativa, descrita em termos de valores
linguísticos, é processada por um sistema fuzzy, cujo resultado (desfuzzificado)
consiste num indicador de vulnerabilidade, que traduz o desvio ao valor
probabilístico médio da fragilidade estrutural da tipologia em questão (figura 38).
Dados
quantitativos
Informação
qualitativa sobre o
edifício
Sistema
fuzzy
Rede
neuronal
Indicador de
vulnerabilidade
Curva de
fragilidade
Inquéritos
Tipologia
Simulação
numérica
(edifícios de treino)
Probabilidade de
ser excedido um
dado nível de danos
Risco
sísmico
Curva de
casualidade
sísmica
FIGURA 38 - Fluxograma geral do modelo proposto.
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O uso de uma rede neuronal, para cada tipologia (que depende do tipo de
estrutura e das características mecânicas dos materiais que a constituem),
previamente treinada com valores de probabilidade de excedência de um dado
nível de danos, irá permitir converter o indicador de vulnerabilidade,
conjuntamente com os dados objectivos recolhidos, na fragilidade estrutural
ajustada à especificidade do edifício em questão.
Obtidas a curva de fragilidade estrutural e a curva da casualidade sísmica,
então é possível, por integração, obter um valor do risco sísmico para um dado
edifício.
5.4. A função da rede neuronal
A quantificação da vulnerabilidade de um edifício a partir de curvas de
fragilidade, para uma dada tipologia, tem como inconveniente o facto dessa
vulnerabilidade só poder ser contabilizada com base em valores médios. Para
atender às características próprias de cada edifício seria necessário um número
de curvas de fragilidade a tender para infinito.
No modelo proposto, é adoptado o uso de redes neuronais que funcionam
como funções de interpolação dos valores da fragilidade estrutural. O uso de
redes neuronais em conjunto com simulações numéricas, já foi proposto por
alguns investigadores (Saraiva e Ebecken, 1998). A forma como a rede efectua
as interpolações, deixa de ser controlada pelo utilizador, desconhecendo-se,
por completo, as relações entre as diversas variáveis intervenientes.
A primeira tarefa da rede neuronal consiste na aprendizagem de como a
vulnerabilidade de um edifício (de uma dada tipologia) é afectada pelas
características geométricas do edifício, efectuando uma correlação com o
indicador que resulta de uma avaliação subjectiva.
 Após a aprendizagem, a rede terá como função deduzir um valor aproximado
da probabilidade de se atingir um dado valor de danos, para uma determinada
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aceleração de pico do solo, quaisquer que sejam as características geométricas
do edifício e os resultados de uma avaliação qualitativa desse mesmo edifício.
No caso de edifícios de betão armado, como se esquematiza na figura 39, é
proposto o desenvolvimento de uma rede neuronal para cada tipologia, número
de pisos e características do solo de fundação (que podem ser tipificados).
 
•
 Dimensão em planta do edifício
 
•
 Vão médio das vigas
 • Altura média entre pisos
 
•
 Largura e altura média das vigas
 
•
 Largura e altura média dos pilares
 
•
 Espessura média das alvenarias
 
•
 Aceleração do solo
 • Indicador de vulnerabilidade
REDE
NEURONAL Pf
Tipologia
Nº de pisos
Tipo de solo
FIGURA 39 - Processamento da rede neuronal de um edifício de betão armado.
Cada rede neuronal será treinada com os valores da fragilidade estrutural
resultantes de simulações numéricas para diversas características geométricas
de edifícios, cujo processo se esquematiza na figura 40.
São propostas redes neuronais de arquitectura Multilayer Feedforward,
treinadas com o algoritmo da retropropagação do erro, cujas características
foram abordadas no ponto 2.4, por existirem diversos estudos relacionados com
a análise de estruturas, sem excluir outras hipóteses válidas.
A definição do número de níveis intermédios, do número de neurónios artificiais
por nível e do tipo de função de activação, será um processo baseado em
tentativas e em função dos resultados das simulações.
- 96 -
Está coberto
 o universo de
hipóteses ?
Avaliação
qualitativa do
edifício
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entrada mantendo as outras
constantes
Não
Sim
Simulação
numérica
Sistema
fuzzy
Fragilidade
estrutural
Indicador de
vulnerabilidade
Treino da rede
neuronal
Tipologia do
edifício de treino
FIGURA 40 - Fluxograma de treino das redes neuronais propostas.
5.5. O sistema fuzzy
As diversas fontes de informação proporcionam o conhecimento que irá ser
implementado num sistema fuzzy. Esse sistema poderá ser um sistema pericial
fuzzy ou um sistema fuzzy neuronal, ambos baseados em regras.
O primeiro passo para o desenvolvimento de um sistema fuzzy será a definição
das funções de pertença correspondentes aos diversos atributos das variáveis
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linguísticas. Cada variável linguística corresponde a um parâmetro da avaliação
qualitativa do edifício (essas variáveis poderão ser a “cintagem de pilares”, a
“regularidade do edifício”, a “qualidade das ligações”, entre outras).
Como exemplo, a figura 41 representa hipotéticas funções de pertença de
conjuntos fuzzy correspondentes aos diversos atributos das variáveis
linguísticas: “nº de pilares curtos”, “cintagem de pilares” e “vulnerabilidade”.
Muito
pequena
Muito
reduzida
% de pilares curtos
% de volume de cintas
Indicador de vulnerabilidade (%)
Pouco
preocupante Preocupante
Muito
preocupante
1.0
“Nº de pilares curtos”
“Cintagem de pilares”
“Vulnerabilidade”
1.0
Reduzida
Muito
elevadaMediana Elevada
Pequena
Muito
grande
Mediana
Grande
0 +50 +100−50−100
FIGURA 41 - Exemplo de algumas funções de pertença.
O número de atributos, proposto neste trabalho, para cada variável linguística é
de três ou de cinco, por se julgar que estes números estão em consonância
com a capacidade de discernimento da mente humana, conforme o estudo
efectuado por Souflis e Grivas (1986).
O resultado da avaliação qualitativa corresponde à variável linguística
“vulnerabilidade”, aqui proposta, que contem cinco atributos. O indicador de
vulnerabilidade daí resultante está compreendido entre −100% e +100%.
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O desenvolvimento das diversas funções de pertença pode ser efectuado com
o recursos aos métodos descritos no ponto 2.3.1.4.
O conhecimento pericial, apoiado em análises numéricas e nos dados
existentes sobre o comportamento dos edifícios face à ocorrência de sismos,
será traduzido na forma de regras do tipo:
R1: SE <“nº de pilares curtos” é MUITO PREOCUPANTE>
E <“cintagem de pilares” é MUITO REDUZIDA>
ENTÃO <“vulnerabilidade” é MUITO GRANDE>
R2: SE <“nº de pilares curtos” é POUCO PREOCUPANTE>
E <“cintagem de pilares” é MEDIANA>
ENTÃO <“vulnerabilidade” é MODERADA>
Aos resultados de cada uma das regras poderá ser atribuído um determinado
peso, quando for feita a agregação, correspondendo à importância da regra no
cômputo total da avaliação (no exemplo apresentado na figura 42 foram
atribuídos pesos unitários às duas regras anteriores).
Os inquéritos a preencher pelo técnico que efectua a avaliação do risco sísmico
do edifício, são traduzidos em conjuntos fuzzy, correspondentes aos dados de
entrada do sistema fuzzy. O motor de inferência vai deduzir um resultado (como
é descrito no ponto 2.3.2.2 ou no ponto 2.5, de acordo com o tipo de sistema
fuzzy
 adoptado) na forma de conjunto fuzzy. Esse conjunto deverá ser
desfuzzyficado, nomeadamente com base no método do centro de gravidade,
obtendo-se o valor do indicador de vulnerabilidade.
A grande vantagem da adopção de um sistema fuzzy neuronal reside no facto
dos pesos atribuídos a cada regra resultarem do treino da rede com valores de
resultados conhecidos. No caso dos sistemas periciais fuzzy, o ajuste dos
pesos é feito essencialmente à custa da experiência dos peritos intervenientes
no desenvolvimento do sistema.
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preocupantePreocupante
•
 O número de pilares curtos é:
X
Muito
reduzida MedianaReduzida
•
 A cintagem dos pilares é:
Muito
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INQUÉRITO DE AVALIAÇÃO QUALITATIVA EFECTUADO PELO TÉCNICO
Indicador de vulnerabilidade = 63.2%
•
 Resultados das regras:
R1:
R2:
FIGURA 42 - Exemplo do resultado de uma avaliação qualitativa com um sistema fuzzy.
5.6. A simulação numérica
A função de desempenho proposta neste trabalho é baseada em índices de
danos e corresponde a
( )D D g X X XS n− =  1 2, , , (5.4)
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em que DS  corresponde ao índice de danos que está associado ao nível de
danos S, D é o índice de danos que resulta da resposta da estrutura ao sismo,
( )X i ni   = 1 2, , ,  são n variáveis aleatórias escolhidas consoante o tipo de
edifício em estudo, e ( )g ⋅  é a relação funcional descrita no ponto 4.3.2.3.
A probabilidade de se atingir o nível de danos S, para uma dada aceleração Y,
será
[ ] ( )P P D D Y f x x x dx dxS S X n n= ≤ = ∫∫ ∫  dx  1 2 1 2, , , (5.5)
pelo que se propõe a adopção de uma simulação directa, usando o método de
Monte Carlo, para o cálculo dessa probabilidade.
As n variáveis aleatórias escolhidas vão depender do tipo de edifício em estudo.
No caso dos edifícios de betão armado propõe-se que as variáveis sejam as
dimensões das secções transversais das vigas e dos pilares, as dimensões dos
vãos das vigas, o comprimento dos pilares, a espessura das paredes de
alvenaria, o conteúdo energético e a duração do acelerograma artificial gerado
para a análise.
Admitindo, à partida, que as variáveis apresentam uma distribuição normal, elas
são geradas aleatoriamente, com valores médios e desvios padrão consistentes
com os valores das variáveis linguísticas, associadas às avaliações qualitativas
dos edifícios de treino da rede neuronal.
Em cada ciclo de simulação são obtidos, aleatoriamente, os valores das
diversas variáveis a partir de números aleatórios gerados por computador
(0≤u≤1). A cada variável aleatória irá corresponder um valor xi  de modo a que
a função de distribuição cumulativa seja
( )F x uX i ii = (5.6)
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O número de ciclos da simulação deverá ser um valor que conduza a um
coeficiente de variação da probabilidade aproximada PS , tão baixo quando o
desejado.
O valor aproximado do coeficiente de variação de PS  pode ser dado por
( )
( )
COV P
P P
N
PS
S S
S
≅
−1  
(5.7)
com ( )COV PS  a tender para zero quando N tende para infinito (Ayyub e
McCuen, 1995).
A determinação do índice de danos D, em cada ciclo de simulação, requer o
uso de um programa de análise não linear de estruturas de edifícios. Essa
análise deve ter em conta o comportamento dos elementos estruturais e dos
elementos não estruturais (painéis de alvenaria), permitindo a obtenção de
padrões de danos induzidos pela flexão e pelo corte.
O modelo de blocos rígidos e molas, desenvolvido por Meguro e Tagel-Din
(1997), contempla todos os pontos atrás focados. Por esse motivo, propõe-se a
adopção desse modelo, em conjunto com as leis constitutivas dos materiais e o
método de análise dinâmica, que se apresentaram no ponto 4.3.2.2. A sua
implementação em computador, possibilitará as análises não lineares dos
edifícios, de uma determinada tipologia, com vista à determinação das
probabilidades PS , com o rigor desejado.
A sequência geral da simulação numérica destinada à obtenção da fragilidade
estrutural aproximada de edifícios, para um dado nível de danos e quando
sujeitos a uma determinada aceleração de pico do solo, está descrita, de forma
resumida, na figura 43.
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Cálculo dos valores das
 variáveis aleatórias
( )COV PS
pequena ?
Geração de
 números aleatórios
ui
Não
Sim
Análise não linear
do edifício
Cálculo do valor do
índice de danos
D
xi
ui
1.0
Xi
Fxi
D − Ds ≤ 0
Não
Sim
NS=NS+1N=N+1
P
N
NS
S
=
FIGURA 43 - Fluxograma representativo da simulação proposta.
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5.7. A análise da casualidade sísmica
A análise da casualidade sísmica tem como objectivo a determinação de uma
curva de casualidade sísmica, ou seja, uma curva que represente a
probabilidade de excedência da aceleração de pico, no local em estudo e para
um dado intervalo de tempo, ou represente o período de retorno.
O estudo Vision 2000, efectuado pela “Structural Engineers Association of
California”, em 1995, citado por Bertero (1997), considera quatro períodos de
retorno, de acordo com o tipo de sismo estabelecido para a análise, como é
apresentado no quadro II.
QUADRO II - Períodos de retorno para diversos tipos de sismos
(adaptado de Bertero, 1997)
Tipo de sismo Período de retorno Probabilidade de excedência
Frequente 43 anos 50% em 30 anos
Ocasional 72 anos 50% em 50 anos
Raro 475 anos 10% em 50 anos
Muito raro 970 anos 10% em 100 anos
Neste trabalho, propõe-se um modelo probabilista de análise da casualidade
sísmica, como é descrito no ponto 3.2.2. Esse modelo baseia-se na
consideração dos eventos sísmicos como constituindo um processo de Poisson
(ponto 3.1.1) e na lei de Gutenberg-Richter, traduzida pela expressão (3.3), com
truncatura inferior (M0) e superior (MU).
Propõe-se ainda que seja adoptada uma lei de atenuação de acelerações de
pico ao nível do estrato rochoso. A amplificação das vibrações sísmicas pelos
solos, deverá ser tida em conta com a definição de curvas de amplificação para
cada tipo de corte geológico existente nos locais em análise. Estas curvas
devem ser obtidas a partir de modelos numéricos não lineares ou resultantes de
medições in situ.
As zonas sismogénicas propostas são constituídas por conjuntos de polígonos
quadrangulares convexos, correspondendo a zonas onde a orientação das
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falhas é desconhecida ou a zonas onde a orientação das falhas está definida,
como se esquematiza na figura 44.
Zona 1 Zona 2
Zona 3
Zona 4
Local
FIGURA 44 - Representação esquemática de zonas sismogénicas.
5.8. O cálculo do risco sísmico
Depois da obtenção da curva de casualidade sísmica (com base num modelo
probabilista), e das curvas de fragilidade estrutural (obtidas da rede neuronal), é
possível a determinação do risco de serem atingidos determinados níveis de
danos nos edifícios. Esse risco é obtido por integração das curvas, como é
descrito no ponto 4.3.2, e está esquematizado na figura 30.
Para que seja possível a obtenção do risco sísmico, em termos de
consequências económicas, será necessário relacionar os danos prováveis com
os custos de reparação, à data da avaliação. Da mesma forma, as perdas de
vidas humanas ou o número de feridos, poderão ser correlacionados com os
níveis de danos correspondentes ao colapso ou próximo do colapso. Esta
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correlação pode ser efectuada com o recurso aos dados das estatísticas
mundiais.
A implementação deste modelo poderá contribuir para que seja possível
estabelecer medidas de intervenção no património edificado, identificando quais
os edifícios que apresentam maior risco sísmico. O reforço desses edifícios
será efectuado de modo a que sejam atingidos os níveis de segurança
desejados, em conformidade com a sua importância e com o mínimo custo
possível. Alguns níveis de desempenho dos edifícios, para determinados níveis
de danos, estão apresentados no quadro III.
QUADRO III - Níveis de desempenho de edifícios face à ocorrência de sismos
(adaptado de Poland e Hom, 1997)
Desempenho
desejado
Sem danos e continuamente em serviço
Sempre em serviço, desempenhando, após o sismo, as
funções que lhe foram atribuídas inicialmente. Danos
estruturais e não estruturais desprezáveis
Totalmente
operacional
NEGLIGENCIÁVEL
Sem perdas
de vidas
MODERADO
OperacionalLIGEIRO
A maioria da funcionalidade pode ser reposta de imediato.
Reparações serão necessárias para restaurar alguns
serviços não essenciais. Danos ligeiros.
A estrutura é segura para ocupação imediata após o
sismo. A operacionalidade dos serviços essenciais está
protegida, contrariamente a alguns não essenciais.
O colapso da estrutura é evitado. Alguns elementos não
estruturais poderão cair.
Danos estruturais severos, mas o colapso é evitado.
Queda de elementos não estruturais.
Próximo do
colapso
SEVERO
ColapsoTOTAL
Partes do sistema estrutural atingem o colapso.
O colapso da estrutura é completo.
Os danos são moderados. Alguns edifícios seleccionados
podem estar protegidos de danos.
As vidas humanas são protegidas na generalidade.
A estrutura está danificada mas mantem-se estável.
DESEMPENHO DO EDIFÍCIONÍVEL DE DANOS
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CAPÍTULO 6
INÍCIO DA IMPLEMENTAÇÃO DO MODELO PROPOSTO
6.1. Organização do programa
Neste trabalho deu-se início à implementação do modelo proposto no capítulo
anterior. O programa concebido foi desenvolvido em Object Pascal,
nomeadamente com recurso ao compilador Delphi3, da Borland International,
de 1997. O programa tem a designação SRAPOR1 e destina-se a ser utilizado
em computadores pessoais com o sistema operativo Windows 95.
A versão do programa SRAPOR, desenvolvido no âmbito deste trabalho, é
constituída pelos seguintes módulos:
• Uma base de dados - que contém toda a informação do catálogo sísmico (e
em versões futuras, terá informação sobre a geologia, os edifícios e a rede
viária do local em estudo);
• Um sistema de informação geográfica (SIG) - que gere a manipulação dos
mapas (de Portugal continental, da região seleccionada e do local escolhido
para análise) e a geo-referenciação da informação contida na base de dados;
• Um módulo de análise da casualidade sísmica - que permite a obtenção das
curvas da casualidade sísmica em qualquer localidade da região seleccionada
de Portugal continental (com recurso à base de dados e ao SIG).
O menu principal do programa possibilita a mudança, instantânea, do mapa
visível, bem como o acesso a todas as opções do programa. Na figura 45
apresenta-se o aspecto geral do menu principal do SRAPOR.
                                           
1
 De Seismic Risk Assessment (avaliação do risco sísmico) - PORtugal.
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FIGURA 45 - Aspecto geral do menu principal do programa, com apresentação do mapa de
uma região seleccionada.
6.2. Catálogo sísmico
A base de dados do programa incorpora o catálogo sísmico correspondente ao
trabalho de Sousa et al. (1992). O catálogo é constituído por sismos registados
no período instrumental (1910 a 1991) e por sismos históricos (33 a 1909) cujos
dados são baseados em parâmetros macrossísmicos, tais como a intensidade
macrossísmica. Na figura 46 estão apresentados os epicentros dos sismos,
existentes na base de dados, cujas localizações se situam na área envolvente
de Portugal continental.
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FIGURA 46 - Mapa de epicentros dos sismos da base de dados
(adaptado de Sousa et al., 1992).
Os dados relativos aos sismos históricos e aos sismos instrumentais constantes
no catálogo, são introduzidos separadamente. Estes dados referem-se à
localização geográfica (φ - latitude ; λ - longitude), à profundidade do foco, à
magnitude, à intensidade máxima verificada e algumas observações relevantes,
como seja a zona do território mais afectado pelo sismo. A edição dos dados
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sobre os sismos é efectuada por conjuntos de eventos ocorridos no ano
seleccionado, como se exemplifica na figura 47.
FIGURA 47 - Exemplo da edição dos sismos instrumentais de 1969.
Os sismos que constituem a base de dados são filtrados pelo programa,
mediante determinadas opções do utilizador. A filtragem pode ser efectuada por
intervalos de tempo, intervalos de magnitude e com a opção de não serem
considerados os sismos históricos ou os sismos instrumentais. Os sismos
filtrados são depois tratados pelos SIG e é com base neles que é efectuada a
análise da casualidade sísmica.
6.3. Sistema de informação geográfica
Dadas as características dos dados necessários à análise da casualidade
sísmica, foi implementado no programa um sistema de informação geográfica
(de alguma simplicidade), que permite trabalhar esses dados de forma eficaz.
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O sistema cartográfico incorporado no programa é caracterizado pelo elipsóide
de Hayford (também designado por elipsóide Internacional), posicionado pelo
datum de Lisboa (φ = 08º07’54.862” e λ = 39º40’00”) e pela projecção
cartográfica de Gauss-Krugger (também conhecida por Mercator Transversa). A
representação cartográfica tem como sistema de coordenadas o sistema militar,
com origem no ponto fictício a Oeste do Cabo de S. Vicente.
A representação cartográfica dos sismos da base de dados filtrada, é efectuada
após uma transformação de coordenadas. O SIG permite a obtenção dos dados
de qualquer sismo seleccionado no mapa (posicionando o cursor sobre o local),
como é exemplificado na figura 48.
FIGURA 48 - Exemplo da obtenção dos dados de um sismo.
A transformação das coordenadas geodésicas (φ,λ) em coordenadas
cartográficas (M,P), é feita através das expressões que se apresentam em
seguida.
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(6.2)
em que
∆λ = −λ λ 0 (6.3)
C tg3 21= − +( ) ( )φ η φ (6.4)
C tg4 2 25 9 4= − + +( ) ( ) ( )φ η φ η φ (6.5)
C tg tg tg5 2 4 25 18 14 58= − + + −( ) ( ) ( ) ( ) ( )φ φ η φ φ η φ (6.6)
C tg tg tg6 2 4 261 58 270 330= − + + −( ) ( ) ( ) ( ) ( )φ φ η φ φ η φ (6.7)
η φ ε φ( ) cos ( )= 2 2 (6.8)
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e
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(6.11-13)
com
 a = 6378388 m   ;   b = 6356911.9 m ;
φ λ0 039 4137 33 08 07 53 43= =º ' . " º ' . "N  ; W   (vértice geodésico  Melriça)
A obtenção do valor de σ φ( )  é efectuada com base na integração analítica do
desenvolvimento em série de Taylor de RM (até à sexta derivada).
O ponto fictício, origem do sistema de coordenadas militares, corresponde a
M = −200 000 m          e          P = −300 000 m
Este assunto está apresentado de um modo mais aprofundado no trabalho
apresentado por Bugayevskiy e Snyder (1995).
- 112 -
O SIG permite obter diversos gráficos sobre as áreas sismogénicas,
nomeadamente a representação da lei de Gutenberg-Richter, a distribuição
temporal dos eventos sísmicos e a energia libertada em valores acumulados. A
figura 49 apresenta um exemplo em relação a toda a área envolvente a
Portugal.
FIGURA 49 - Exemplos dos gráficos gerados pelo SIG.
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6.4. Módulo da casualidade sísmica
Foram implementados dois modelos probabilistas no módulo da análise de
casualidade sísmica: o modelo de Cornell (1968) e o modelo de Der Kiureghian
e Ang (1977), ambos referidos no ponto 3.2.2.
Para se proceder a uma análise da casualidade sísmica é necessário definir um
conjunto de zonas de geração sísmica. As zonas são constituídas por
associações de polígonos convexos de quatro lados, em que um dos lados é
comum ao polígono adjacente. A definição dos polígonos é efectuada
graficamente com recurso ao SIG.
6.4.1. Opção do modelo de Cornell
Nesta opção, a probabilidade de excedência
[ ] ( )[ ]( )P Y y ee f
m y r M
M M j
r
r
U
> = −
−
−





 ⋅
− −
− −
∫ E  drj 1 1
1
0
0
0
1 β
β
,
(r) (6.14)
é determinada por integração numérica. Para tal, o programa efectua a
subdivisão dos polígonos que constituem as zonas sismogénicas,  em arcos de
circunferência centrados no local em estudo, como se exemplifica na figura 50.
h
di
ri
Local
∆d(r)
s(r)
Aj
Zona j
FIGURA 50 - Exemplo da subdivisão das zonas sismogénicas em arcos de circunferência
para a determinação de [ ]P Y y j>  E .
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Deste modo, teremos a densidade de probabilidade
f
s d
Aj
r r
j
(r) ( ) ( )= ⋅ ∆ (6.15)
em que s(r) é o comprimento do arco à distância hipocentral r, ∆d(r) é o
incremento de d (distâcia epicentral) para um valor de ∆r, e Aj é a área da zona
geradora de eventos sísmicos j (Correia, 1996).
Assim, teremos que
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s d
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6.4.2. Opção do modelo de Der Kiureghian e Ang
Para a implementação deste modelo, admitiu-se que os eventos sísmicos têm
origem nas zonas sismogénicas, em falhas cujas orientações e localizações são
desconhecidas. Para a obtenção da probabilidade de excedência
[ ] [ ] ( )P Y y A P Y y fj j j j jm
m
y
y
x
x U
> = > ⋅∫∫∫ E  E m  dm dy dx
 m
1
01
2
1
2
,
(6.17)
foi adoptado um processo análogo ao da transformação de coordenadas usada
nos elementos isoparamétricos, nos modelos de análise por elementos finitos,
como foi proposto por Oliveira (1977). Esse processo está esquematizado na
figura 51, para os polígonos que constituem as zonas sismogénicas.
A transformação é expressa do seguinte modo:
x xi i
i
=
=
∑ Ψ
1
4
     e      y yi i
i
=
=
∑ Ψ
1
4
(6.18-19)
com
( )( )Ψi i i= + ⋅ + ⋅14 1 1ξ ξ η η (6.20)
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η
ξ
y
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34
4
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3
x
Sistema transformadoSistema inicial
η = +1
η = −1
ξ = −1 ξ = +1
FIGURA 51 - Transformação de coordenadas em polígonos convexos de quatro lados.
Após a transformação de coordenadas, a probabilidade desejada poderá ser
obtida por integração numérica (método dos trapézios), sendo
[ ] [ ] ( )( )P Y y A P Y y eej j j j 
m M
M M
m
m
U
U
> = > ⋅
⋅
− −
− −
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(6.21)
com o determinante do Jacobiano da transformação igual a
  
  J
x x
y y=
∂
∂ξ
∂
∂η
∂
∂ξ
∂
∂η
(6.22)
A probabilidade [ ]P Y y j j >  E  m,  depende da menor distância r=r(y,m) desde o
local em estudo até à ruptura. O valor de r(y,m) pode ser obtido a partir da lei
de atenuação escolhida, pelo método de Newton-Raphson.
O comprimento da ruptura L pode ser determinado com o recurso a expressões
empíricas do tipo
( )L am b= +10        ou       ( )L e am b= + (6.23-24)
sendo “a” e “b”  constantes a estabelecer.
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As possíveis orientações da ruptura estão limitadas por uma circunferência de
centro no foco e raio igual a metade do comprimento de ruptura, como se
apresenta na figura 52.
r h2 2−
h
d
r
Aj
Zona j
ruptura
Local
∆A
Foco
L/2
FIGURA 52 - Zona geradora de eventos sísmicos sem orientação definida para as falhas
(adaptado de Der Kiureghian e Ang, 1977).
Os valores da probabilidade [ ]P Y y j j >  E  m,  encontram-se discriminados no
quadro IV, em que
d r h0 2 2= − (6.25)
d d
L
1 0 2
= +
 
(6.26)
d r h
L
2
2 2
2
4
= − + (6.27)
e os ângulos γ e α são obtidos pelas seguintes expressões:
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QUADRO IV - Valores da probabilidade  [ ]P Y y j j >  E  m, , em função da posição relativa
entre o epicentro e o local em estudo, para um dado comprimento de rotura
(adaptado de Der Kiureghian e Ang, 1977).
d
d0 L/2
[ ]P Y y j j >  E  m,
γ
d0 L/2
d
α
d0
L/2
d
pi
d0
L/2
d
r h<
d d1 <
0.0
Situações Posições relativas
1.0
d d d2 1< ≤
d d d0 2< ≤
d d≤ 0
γ
pi
α
pi
0.0
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CAPÍTULO 7
EXEMPLO DE APLICAÇÃO DO MODELO PROPOSTO
7.1. Objectivo
O objectivo do exemplo que se apresenta neste capítulo, é ilustrar a aplicação
do modelo proposto neste trabalho, a um edifício fictício, supostamente sito na
cidade de Faro. O edifício é constituído por uma estrutura porticada, muito
simples, de um tramo e um andar.
O exemplo foi dividido em três partes distintas: a análise da casualidade
sísmica da cidade de Faro, a determinação da vulnerabilidade sísmica da
tipologia de edifícios em questão, e o cálculo do risco sísmico de duas
estruturas de características semelhantes.
7.2. Análise da casualidade sísmica da cidade de Faro
Os resultados das análises da casualidade sísmica são muito influenciados
pelos modelos adoptados e pela definição das zonas de geração sísmica. Por
esse motivo, foi feita uma análise comparativa dos resultados obtidos para dois
modelos de análise (modelo A - Cornell; modelo B - Der Kiureghian e Ang) e
dois modelos de zonas de geração sísmica (zonas 1 e zonas 2), como se
apresentam na figura 53.
O modelo designado por zonas 1, corresponde ao modelo adoptado por Sousa
(1996). O outro modelo (zonas 2), que se propõe neste trabalho, teve como
base a minimização da área delimitada por cada zona sismogénica, garantindo
a inclusão da generalidade dos sismos que existem na base de dados, com
magnitude superior a 3.5. É de salientar que não foram efectuados quaisquer
estudos de validação estatística deste modelo de zonas sismogénicas. No
entanto, foi tido o cuidado de garantir que as curvas de regressão linear,
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correspondentes à lei de Gutenberg-Richter, não apresentassem coeficientes
de correlação inferiores a 0.96.
1 2
FIGURA 53 - Mapa das zonas de geração sísmica 1 e 2.
(Zonas 1 adaptadas de Sousa, 1996)
Os resultados das análises da casualidade sísmica foram obtidos através do
programa SRAPOR (referido no capítulo 6). Os valores da aceleração de pico,
correspondendo a um período de retorno de 1000 anos, estão descriminados
no quadro V. As curvas de casualidade sísmica (período de retorno/aceleração
de pico) estão apresentadas na figura 54.
QUADRO V - Acelerações de pico (cm/s2), ao nível do estrato rochoso, na cidade de Faro,
 para um período de retorno de 1000 anos e profundidade de foco de 15 km.
Tipos de zonas Modelo de análise da casualidade sísmica
geradoras definidas Cornell (A) Der Kiureghian e Ang (B)
1 160 259
2 198 311
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Nas análises da casualidade sísmica foi adoptada a lei de atenuação, proposta
por Ambraseys e Bommer (1991) para a Europa, em que
log . . log . y  R= − + ⋅ − − ⋅0 87 0 217 0 00117M R  (em g) (7.1)
relaciona a aceleração de pico (y) no estrato rochoso com a magnitude (M) e a
distância hipocentral (R). Para a determinação do comprimento da ruptura, nas
análises com recurso ao modelo de Der Kiureghian e Ang, foi utilizada a
expressão proposta por Krinitzsky, em 1974, aplicável a qualquer zona do globo
terrestre, como é citado por Der Kiureghian e Ang (1977), em que
( )L e M= −115 3 35. . (7.2)
com o comprimento de ruptura (L) expresso em quilómetros (km). A
profundidade de foco considerada foi de 15 km.
Análise A - Zonas 1 Análise A - Zonas 2
Análise B - Zonas 1 Análise B - Zonas 2
FIGURA 54 - Casualidade sísmica obtida para os modelos de análise
e para as zonas consideradas.
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Dado que os resultados da análise da casualidade sísmica, com o modelo B
(Der Kiureghian e Ang) e as zonas sismogénicas 2, apresentam valores mais
elevados, da ordem de grandeza dos obtidos por Campos-Costa (1993), foi com
base neles que se definiu a função de densidade de probabilidade (figura 55)
que se utilizou na avaliação do risco sísmico da estrutura do exemplo.
FIGURA 55 - Probabilidade de excedência e densidade de probabilidade para 50 anos.
7.3. Determinação da vulnerabilidade sísmica da tipologia
Neste ponto vamos ilustrar a forma como pode ser obtida a vulnerabilidade
sísmica de um edifício, de uma determinada tipologia, e para um nível de danos
estabelecido. A tipologia escolhida, é definida para pequenos armazéns, cuja
estrutura é constituída por pórticos de betão armado (classe B25) de um tramo
e um andar, fundados em solo rochoso (figura 56).
bv
bpbp
hp hp
hv
Lv
Lp
qg
FIGURA 56 - Estrutura da tipologia em estudo.
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O nível de danos estabelecido, e que se pode designar por “danos ligeiros”,
corresponde ao início da existência de danos estruturais. O parâmetro de
danos, que foi considerado como sendo o limite desse nível de danos,
corresponde ao deslocamento relativo entre pisos
∆s
horizontal
pL
= × ≤
δ
100 016%. (7.3)
Esse valor, como é proposto por Kappos et al., em 1996, e citado por Pinto
(1997), corresponde a um índice de danos, em elementos não estruturais, da
ordem dos 20 %.
De acordo com o modelo proposto (capítulo 5), a vulnerabilidade sísmica é
expressa em termos de curvas de fragilidade, que são obtidas por simulação
numérica, e são aferidas com o resultado de uma avaliação qualitativa.
A avaliação qualitativa, efectuada através do preenchimento de inquéritos, é
traduzida num indicador de vulnerabilidade por intermédio de um sistema fuzzy
baseado em regras. Para ilustrar esse procedimento, admitiu-se que o sistema
fuzzy
 se resumia às seguintes três regras:
R1: SE <“bp” é GRANDE >  E  <“hp” é GRANDE >
E <“bv” é GRANDE >  E  <“hv” é GRANDE >
ENTÃO <“vulnerabilidade” é MUITO PEQUENA>
R2: SE <“bp” é MÉDIO >  E  <“hp” é MÉDIO >
E <“bv” é MÉDIO >  E  <“hv” é MÉDIO >
ENTÃO <“vulnerabilidade” é MODERADA>
R3: SE <“bp” é PEQUENO >  E  <“hp” é PEQUENO >
E <“bv” é PEQUENO >  E  <“hv” é PEQUENO >
ENTÃO <“vulnerabilidade” é MUITO GRANDE>
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em que “vulnerabilidade” é a variável linguística definida no ponto 5.5 (figura
41), e as restantes variáveis linguísticas estão definidas no quadro VI. É de
notar que o número reduzido de regras reduz a avaliação aos três casos, dado
que o mecanismo de inferência não possui conhecimento suficiente (factos e
regras) sobre a importância relativa de cada uma das variáveis linguísticas, pois
atribui igual importância a cada uma delas.
QUADRO VI - Definição das variáveis linguísticas.
Variável Atributos (números fuzzy)
linguística Pequeno Médio Grande
“bp” (0.15;0.20;0.25) (0.20;0.25;0.30) (0.2625;0.3125;0.3625)
“hp” (0.10;0.40;0.50) (0.20;0.50;0.80) (0.325;0.625;0.925)
“bv” (0.15;0.20;0.25) (0.20;0.25;0.30) (0.2625;0.3125;0.3625)
“hv” (0.28;0.48;0.68) (0.40;0.60;0.80) (0.55;0.75;0.95)
O indicador de vulnerabilidade, que resulta das regras fuzzy, estará
compreendido entre -100% e +100%. A aferição do valor da fragilidade
estrutural, com base no indicador de vulnerabilidade, foi efectuada por uma
rede neuronal, após o seu respectivo treino.
A fragilidade estrutural [ ]P P YS S= ≤∆ ∆  , foi obtida recorrendo a uma
simulação directa, usando o método de Monte Carlo.
A quantificação da resposta máxima da estrutura (em termos de ∆) foi feita com
base num modelo mecânico simplificado do edifício (pórtico plano) de
comportamento linear, e com recurso aos espectros de potência (Sismo tipo 1
ou 2 e terreno tipo I),  do Regulamento de Segurança e Acções para Estruturas
de Edifícios e Pontes (1983), normalizado para a aceleração máxima ao nível
do solo (quadro VII). Desta forma, foi possível a obtenção da resposta máxima
do edifício (Sa), em aceleração, para qualquer valor de pico no solo (y), de
amortecimento da estrutura (ζ), de frequência própria (f) e de tipo de sismo,
mantendo o conteúdo espectral dos espectros do referido regulamento.
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A resposta máxima da estrutura foi obtida pela expressão apresentada por
Duarte (1985):
S y f tipo Ta ( , , , ) (ln( ) ln(ln( )))ζ λ ν= ⋅ ⋅ ⋅ −2 20 (7.4)
e com
( )λ
ζ
ζ
pii
i
f
f
f
f
f
f
f
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(7.5-6)
QUADRO VII - Espectros de potência normalizados.
Tipo 1 (T=10 s) Tipo 2 (T=30 s)
f  (Hz) S f( )  ((cm/s2)2/Hz) f  (Hz) S f( )  ((cm/s2)2/Hz)
0.04
1.05
2.10
4.20
8.40
16.8
20.0
0.00000000
0.00798326
0.01149590
0.01149590
0.00510929
0.00159665
0.00063866
0.04
0.60
1.20
2.40
4.80
9.60
20.0
0.00000000
0.01905656
0.02598621
0.01299311
0.00563035
0.00173241
0.00000000
O deslocamento relativo entre pisos foi obtido a partir da expressão (para um
oscilador de um grau de liberdade):
∆S
p
a
M
K L S y f tipo= ⋅ ( , , , )ζ (7.7)
com a massa (M) e a frequência própria da estrutura (f) dadas por
M
L
q b hv g v v= + ⋅ ⋅9 8 25. ( )       e       f
K
M
=
1
2pi
(7.8-9)
A rigidez K, relativamente ao deslocamento horizontal, foi obtida por
condensação da matriz global.
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A função de desempenho da estrutura corresponde a
( )∆ ∆S g v p p p v vg E q L L b h b h− =  tipo de sismo, , , , , , , , ,                  ζ (7.10)
com as variáveis aleatórias apresentando distribuições normais, exceptuando a
variável “tipo de sismo” (“tipo 1” ou “tipo 2”). Os valores médios e desvios
padrão das variáveis estão apresentados nos quadros VIII e IX.
QUADRO VIII - Valores médios e desvios padrão das variáveis relacionadas
com o indicador de vulnerabilidade.
Variável Valor médio (m) Desvio
aleatória
−100% 0% +100% padrão (m)
bp 0.3125 0.25 0.20 0.0125
hp 0.625 0.50 0.40 0.075
bv 0.3125 0.25 0.20 0.0125
hv 0.75 0.60 0.48 0.05
QUADRO IX - Valores médios e desvios padrão das variáveis independentes
do indicador de vulnerabilidade.
Variável aleatória Valor médio Desvios padrão
ζ 0.05 0.0075
E 29 GPa 0.038 GPa
Lv variável 0.05 m
Lp 4 m 0.25 m
qg 60 kN/m 12 kN/m
As variáveis que correspondem aos parâmetros de entrada da rede neuronal
são a aceleração de pico (y = 25, 50, 75, …, 375, 400 cm/s2), o vão do pórtico
(Lv = 4, 6, 8, 10 m) e o indicador de vulnerabilidade (vul. = −100, 0, +100). Logo
executamos 16×4×3=192 simulações, que deram origem a 183 vectores de
treino da rede neuronal correspondentes a PS>0.
Em cada ciclo de cada uma das simulações, foram geradas as variáveis
aleatórias ( )                 , , , , , , , ,ζ E q L L b h b hg v p p p v v  pelo método da rejeição, como é
descrito por Dai e Wang (1992), dado que a obtenção da função inversa da
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distribuição acumulada de probabilidade é difícil de determinar para
distribuições normais. Para a obtenção do tipo de sismo (1 ou 2), foram gerados
sismos a partir de números aleatórios u (0 ≤ u ≤ 1 com F uM( ) = ), e com
magnitude correspondendo a
( ) ( )[ ]M F M u eM M MU= = − + − ⋅ −− − −( ) ( )ln1 0 1 1 1 1 0β β (7.11)
em que M0=4.5, MU=8.7 e β=1.3741866288 (correspondendo à área envolvente
a Portugal continental e para o intervalo de magnitudes estabelecido).
Foram considerados sismos tipo 2 todos os que correspondiam a distâncias
hipocentrais superiores a 30 km, obtidas da lei de atenuação de Ambraseys e
Bommer (1991), para a magnitude do sismo gerado e para a aceleração de pico
desejada. Os restantes foram considerados do tipo 1.
O número ciclos (N) de cada simulação, dependem do coeficiente de variação,
cujo valor mínimo estabelecido, foi de 0.01. A contagem do número de ciclos
(NS) em que ∆ ∆S − < 0 , permitiu obter a probabilidade desejada:
P
N
NS
S
= (7.12)
Depois de obtidos os vectores de treino, treinou-se a rede neuronal da figura 57
(algoritmo da retropropagação do erro), com o auxílio do programa NEUNET
desenvolvido pelo autor do presente trabalho.
A definição da arquitectura da rede neuronal teve como base as sugestões
apresentadas por Saraiva e Ebecken (1998). Dessa forma, o número de
neurónios e o número de níveis intermédios foram obtidos através de uma
pesquisa sistemática entre diversas arquitecturas de redes possíveis. Cada
nova rede estudada tinha mais um neurónio do que a rede anterior. A escolha
recaiu sobre a que apresentou maior taxa de convergência.
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FIGURA 57 - Rede neuronal Multilayer Feedforward utilizada no exemplo.
7.4. Cálculo do risco sísmico do edifício fictício
O risco de se atingir o nível de danos estabelecido no ponto anterior, será dado
pelo seguinte integral:
[ ]P P f dyf S Y y= ≤ ⋅ ⋅∞∫ ∆ ∆  y ( )
0
(7.13)
Se considerar-mos, como exemplo, as estruturas da figura 58, conhecendo as
curvas de fragilidade e a função de densidade de probabilidade da acção,
podemos obter o valor do risco sísmico de cada uma delas.
As curvas de fragilidade foram obtidas a partir da rede neuronal, previamente
treinada (desvio médio de 0.12%, e máximo de 0.50%), e após uma avaliação
qualitativa a cada uma das estruturas em análise (figura 58).
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FIGURA 58 - Estruturas para as quais foi efectuada a avaliação do risco sísmico.
O inquérito efectuado sobre as estruturas, originou os seguintes valores
linguísticos:
Estrutura A → “hp, bp, hv, bv”  são PEQUENOS
Estrutura B → “hp, bp, hv, bv”  são GRANDES
O sistema fuzzy, correspondendo às três regras apresentadas, traduziu a
avaliação qualitativa (de carácter subjectivo) num indicador de vulnerabilidade
de +100% para a estrutura A e de −100% para a estrutura B.
Em resultado da avaliação qualitativa (indicador de vulnerabilidade) e da
avaliação quantitativa (valor de Lv), a rede neuronal gerou as curvas de
fragilidade que se apresentam na figura 59.
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FIGURA 59 - Curvas de fragilidade correspondentes às estruturas A e B da figura 58.
Da integração numérica (método de Simpson) das curvas de fragilidade da
figura 59, com a curva de densidade de probabilidade obtida para Faro (figura
55), resultaram nos valores seguintes de risco sísmico, para o nível de danos
estabelecido (ligeiro) e para um período de 50 anos:
Estrutura A → Pf = 51.41 %
Estrutura B → Pf = 1.57 %
Para comparação dos resultados, foram determinadas as curvas de fragilidade
da figura 59, por simulação numérica directa (risco sísmico: A → Pf = 46.34 % e
B → Pf = 1.57 %). Tal processo verificou-se muito moroso (os tempos obtidos
num computador pessoal, com um microprocessador Pentium MMX 200MHz,
para os 38 pontos existentes nos gráficos da figura 59, foram superiores a 48
minutos, por cada curva), o que inviabiliza avaliações, edifício a edifício, em
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elevado número. A obtenção das curvas de fragilidade, com o recurso à rede
neuronal, previamente treinada, foi praticamente instantânea (no mesmo
computador, registaram-se tempos muito inferiores a 1 segundo).
É de salientar que os valores do risco sísmico, obtidos através da rede
neuronal, corresponderam a um treino com 16 pontos de aceleração de pico,
para vãos diferentes de 8.5 m (4, 6, 8, 10 m), enquanto que as simulações de
comparação foram feitas para 38 pontos e com o vão de 8.5 m. O erro obtido
nos resultados da rede neuronal, é diminuído com o aumento do número de
vectores de treino da rede, contemplando um maior número de vãos, e com a
redução do erro no treino da rede neuronal (o que iria exigir a utilização de
computadores mais potentes). Por outro lado, os resultados que se obtêm das
simulações numéricas, apresentam alguma dispersão (neste exemplo, a
dispersão é máxima para o caso A e mínima para o caso B). Tal facto é
comprovado com base em estudos efectuados (Singhal e Kiremidjian, 1996). A
rede neuronal, ao ajustar um hiperplano aos valores aproximados das
simulações, tenta minimizar esses desvios.
Em virtude dos resultados obtidos, julga-se ser possível, por este processo,
efectuar rápidas avaliações individuais do risco sísmico de edifícios, de grandes
aglomerados habitacionais, e com valores próximos dos reais.
Chama-se a atenção para a importância da aferição dos valores dos dados
necessários às simulações numéricas, designadamente no que diz respeito às
distribuições de probabilidade das variáveis aleatórias. Para tal, pode-se
recorrer a medições in situ, nomeadamente das frequências próprias, dos
amortecimentos, dos módulos de elasticidade e das dimensões geométricas
dos elementos estruturais e não estruturais dos edifícios.
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CAPÍTULO 8
CONCLUSÕES FINAIS E PROPOSTAS DE TRABALHOS FUTUROS
8.1. Conclusões
Face aos múltiplos assuntos que foram abordados dentro do âmbito da
avaliação computacional do risco sísmico, as conclusões foram divididas por
diversos pontos, consoante o assunto a que se referem.
8.1.1. Generalidades sobre o modelo proposto
Deste trabalho, nomeadamente do exemplo efectuado, pode concluir-se que o
modelo proposto constitui uma boa contribuição para o desenvolvimento de
modelos computacionais de avaliação do risco sísmico de edifícios, dentro da
recente linha de investigação, que recorre às técnicas da inteligência artificial.
No essencial, pode-se concluir que a ideia de tratar separadamente a
informação qualitativa e a informação quantitativa, dá origem a resultados que
permitem uma avaliação com um rigor próximo do resultante de uma
metodologia puramente mecanicista. Por outro lado, verificou-se que o modelo
proposto é compatível com numerosas avaliações de edifícios, nomeadamente
na avaliação de grandes áreas edificadas. Essa facilidade pode ser comparada
à das metodologias tipologistas. No entanto, estas só apresentam um valor
médio de risco para uma dada tipologia, não entrando em conta com a
especificidade de cada edifício.
8.1.2. Resultados da casualidade sísmica
O uso dos sistemas de informação geográfica permitem optimizar a execução
das análises da casualidade sísmica, por facilitarem quer a introdução de
dados, quer a obtenção e o tratamento dos resultados.
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Da aplicação dos dois modelos implementados, à cidade de Faro, pode
concluir-se o seguinte:
•
 O modelo de Cornell (“Point-source model”), dá origem a valores da
casualidade sísmica muito inferiores aos obtidos pelo modelo de Der Kiureghian
e Ang (“Fault-rupture model”);
•
 Os resultados das análises são bastante sensíveis à definição das zonas de
geração sísmica. Uma delimitação espacial dos sismos, filtrados do catálogo
sísmico, conduz ao aumento da probabilidade de excedência da aceleração de
pico, muito embora se estejam a desprezar zonas potenciais de geração
sísmica, onde existe pouca actividade sísmica conhecida, mas onde poderão
ocorrer eventos;
•
 A maior aceleração de pico obtida, ao nível do estrato rochoso, para um
período de retorno de 1000 anos, de entre todas as análises efectuadas para a
cidade de Faro (311 cm/s2), é bastante superior ao valor máximo, já majorado,
que consta no Regulamento de Segurança e Acções para Estruturas de
Edifícios e Pontes (1983) (Sismo tipo 1 e terreno tipo I : ≅1.5×177=267 cm/s2).
8.1.3. Resultados da vulnerabilidade sísmica
Do trabalho efectuado para obtenção das curvas de fragilidade, do exemplo
apresentado no capítulo 7, pode concluir-se que:
•
 As simulações numéricas parecem ser uma boa ferramenta na determinação
de curvas de fragilidade, sendo, no entanto, necessário recorrer a técnicas de
amostragem que permitam acelerar as simulações, principalmente para as
probabilidades menores;
•
 O uso de sistemas fuzzy em conjunto com as redes neuronais, permitem obter
as curvas de fragilidade, individualmente para cada edifício, com erros que se
julgam aceitáveis, e possibilitam grandes velocidades de processamento.
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8.1.4. O programa SRAPOR
O desenvolvimento de sistemas integrados de avaliação do risco sísmico,
permite efectuar essas avaliações com maior rapidez e com maior amplitude de
intervenção. O motivo reside no facto da troca de informação entre os diversos
módulos ser feita directamente. Isso ficou patente na utilização do programa
SRAPOR (cujo desenvolvimento foi iniciado neste trabalho), na realização das
análises da casualidade sísmica para a cidade de Faro.
8.2. Propostas de trabalhos futuros
8.2.1. Desenvolvimentos futuros
Em consequência do trabalho realizado, verificou-se que alguns pontos
necessitam de maior aprofundamento, sendo necessário o desenvolvimento de
novas ferramentas de avaliação do risco sísmico. Deste modo, propõe-se
alguns trabalhos futuros:
•
 Concepção de um modelo, não estacionário, de análise da casualidade
sísmica, recorrendo à simulação numérica (método de Monte Carlo);
•
 Desenvolvimento de um programa de análise não linear, que esteja adaptado
à execução automática de simulações numéricas, em elevado número, e que
permita a análise conjunta de elementos de betão armado e de alvenaria
(resistente e não resistente);
•
 Implementação de um sistema pericial fuzzy para avaliação qualitativa da
vulnerabilidade sísmica de edifícios;
•
 Ampliação das capacidades do programa SRAPOR, por criação dos módulos
de análise da vulnerabilidade sísmica e de cálculo do risco sísmico.
8.2.2. Aplicações futuras
A análise da casualidade sísmica efectuada para Faro, permitirá aplicar o
modelo proposto, à avaliação do risco sísmico dos edifícios dessa cidade.
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