Abstract-Robots need to learn behaviors in intuitive and practical ways for widespread deployment in human environments. To learn a robot behavior end-to-end, we train a variant of the ResNet that maps eye-in-hand camera images to end-effector velocities. In our setup, a human teacher demonstrates the task via joystick. We show that a simple servoing task can be learned in less than an hour including data collection, model training and deployment time. Moreover, 16 minutes of demonstrations were enough for the robot to learn the task.
I. INTRODUCTION
Robots that operate in human environments have potential for making our lives easier. Unlike industrial environments, fixed robot trajectories are not usable in human environments since the objects and situations that the robot can encounter are virtually unbounded. Robots should be able to adapt to ever-changing situations and learn new skills to operate in unstructured environments. Utilizing recent machine learning techniques is a promising avenue for robotics.
Robotics researchers have increasingly been using deep learning, which emerged as a powerful statistical tool for processing high-dimensional inputs [1] . Data for robot learning can be gathered in a multitude of ways including trial-anderror, from human experts and by observations [2] . Reinforcement Learning (RL) is the most popular trial-and-error method where the robot explores the state space itself [3] . Using reinforcement learning on real robots is impractical because the robot would need thousands of trials and it is challenging to explore the state space in a safe manner. Transferring RL policies from simulation to real robot is a solution proposed for this problem [4] . Human expert methods include Learning from Demonstration (LfD) in which the robot learns the task by observing how humans behave in the same task [5] . Observation methods [6] often involve learning by watching either an expert or another agent execute the task. How much human demonstration data a learning algorithm needs is an important criteria.
In this work, we use end-to-end learning from human demonstration data for data efficient behavior learning. The contribution of this work is a practical pipeline which takes a short amount of demonstration time to teach new behaviors to a robot. This approach provides a data-efficient alternative to reinforcement learning for robots. It is valuable to teach skills to robot in a short amount of time so that the outcome policies can be tested quickly and more data can be collected if necessary. 
II. END-TO-END TRAINING
We use an eye-in-hand setup where a RGB camera is attached to the end-effector. Our approach is based on mapping the input image to the end-effector velocity. A Convolutional Neural Network (CNN) is used to represent mapping function. End-to-end training shows promise in learning visuomotor policies [7] .
The data collection is achieved by the human providing demonstrations of the intended behavior using a joystick. The operator uses start/stop recording buttons to initiate and pause recording of demonstration data. The human teacher aims for demonstrations with different initial states since it helps explore the state space. The recorded data consists of the raw image and the end-effector velocity (in the end-effector coordinate frame) that the operator applied.
The CNN represents the mapping from the input image to the end-effector velocity. The input images are re-sized to 224 by 224 pixels. We use a modified version of the ResNet architecture [8] where the global average pooling and fully connected layers are removed and replaced by a new 1x1 convolutional layer for channel reduction, and new fully connected layers. Instead of outputting class probabilities as the original ResNet, we output 6 floating point numbers which represent the twist of the end-effector in the endeffector coordinate frame: t network = (v x , v y , v z , ω x , ω y , ω z ). We use pretrained weights for the original ResNet layers and randomly initialised weights for the new layers. All weights are fine-tuned during training. These modifications makes the neural net training much faster (less than 30 minutes for the servoing task), which makes it feasible to learn robot behaviors practically. During robot execution, the camera image is resized to 224 by 224 pixels and fed to the network for a feed-forward passthrough. To ensure that the robot does not mistakenly collide with itself or the table, we compute a safety twist t saf ety at every frame. We apply the aggregated twist t f inal = t saf ety + t network to the robot using the velocity control feature of the UR robot drivers. To compute t saf ety , we construct a virtual workspace volume from spheres, cylinders and planes. If the end-effector position is inside this work area, then t saf ety = 0. Otherwise, we compute the twist term that will direct the endeffector back inside the work area with a magnitude that is proportional to the distance to the work area boundary. We were able to execute the approach in real-time, at the rate camera images are received (30 Hz).
III. EXPERIMENTS
The evaluation of our approach is focused on how much human demonstration effort is required for the robot to learn a new task. We chose a visual servoing task in order to validate the soundness and practicality of the approach. A human teacher (one of the authors) demonstrated the task for 20 minutes with different initial object and robot arm positions, ensuring that the robot would point directly above the cup with the camera looking straight into it. We measure the demonstration time in wall-clock time: we think it represents a realistic estimate of how much time it would take a robot teacher to demonstrate a task. We consider five checkpoints in this dataset: 4,8,12,16 and 20 minute marks as seen in Table I . For example, for the 4 minutes dataset we use the first four minutes of demonstrations only. Note that the frame count is not an exact multiple of demonstration time. This is because some of the demonstration time is not recorded while manually moving the robot and or the cup.
The success metric for the experiments is whether the robot can get near to the goal position (above the cup) under 1 minute. For each dataset, we kept the cup position constant and varied the initial robot position. We used 9 initial positions where 5 of them were close to the cup and 4 were relatively further. For each initial position, we run two trials. A total of 90 trials were executed where we recorded the success rate. The results are shown in Figure 2 .
The success rate was the lowest for 4-minute dataset and steadily increased as demonstration time went up, as expected. 16 and 20 minute datasets achieved 100% success. From this result we can claim that 16 minutes of human demonstrations were enough to learn this task. We did not observe catastrophic forgetting for the 20-minute dataset, which is common in neural nets for multi-task learning [9] . This study shows that the robot can learn a simple task in under 1 hour including demonstration, model training and deployment time. Our approach can also be used for quickly learning an initial policy for data-inefficient reinforcement learning approaches [10] .
Future work includes extending the approach to contact-rich and multi-step tasks. This would require utilizing multi-modal sensory input including images from different cameras and force/torque data.
