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013.10.0Abstract For maritime radiation source target tracking in particular electronic counter measures
(ECM) environment, there exists two main problems which can deteriorate the tracking perfor-
mance of traditional approaches. The ﬁrst problem is the poor observability of the radiation source.
The second one is the measurement uncertainty which includes the uncertainty of the target appear-
ing/disappearing and the detection uncertainty (false and missed detections). A novel approach is
proposed in this paper for tracking maritime radiation source in the presence of measurement
uncertainty. To solve the poor observability of maritime radiation source target, using the radiation
source motion restriction, the observer altitude information is incorporated into the bearings-only
tracking (BOT) method to obtain the unique target localization. Then the two uncertainties in the
ECM environment are modeled by the random ﬁnite set (RFS) theory and the Bernoulli ﬁltering
method with the observer altitude is adopted to solve the tracking problem of maritime radiation
source in such context. Simulation experiments verify the validity of the proposed approach for
tracking maritime radiation source, and also demonstrate the superiority of the method compared
with the traditional integrated probabilistic data association (IPDA) method. The tracking perfor-
mance under different conditions, particularly those involving different duration of radiation source
opening and switching-off, indicates that the method to solve our problem is robust and effective.
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Open access under CC BY-NC-ND license.1. Introduction
Target tracking with passive sensors relies on the detection of
the energy emitted by the target of interest and has many
important practical applications due to its concealment.1,2
The general goal is to sequentially estimate the time-varying
target state with respect to the sensor platform from noise-cor-
rupted measurements generated by the target. However, the
line of sight (LOS) angle between the target and the passiveSAA & BUAA. Open access under CC BY-NC-ND license.
Fig. 1 Tracking scenario utilized.
1460 X. Luo et al.sensor, which is generally used for passive tracking, is an
incomplete target position observation. Due to the poor
observability of the distance between the observer and the
target, the tracking performance of usual nonlinear estimation
ﬁlters, such as extended Kalman ﬁlter (EKF) 3 and particle
ﬁlter (PF),4 deteriorates or even diverges,3,5 even without the
detrimental effects caused by the presence of false detections
or clutter. Moreover, in practice the presence of measurement
uncertainty would lead to erratic estimation results and unsta-
ble behavior.
To solve the tracking problem under poor observability, a
larger number of methods have been proposed. These ap-
proaches are roughly classiﬁed into two categories. One is
adopting multiple spatially separated sensors.6,7 Another way
is to improve the tracking approaches for single sensor, such
as the modiﬁed-gain EKF (MG-EKF),8 the modiﬁed polar
coordinates EKF (MP-EKF),9 the range-parameterized EKF
(RP-EKF),10 logarithmic polar coordinates hierarchical PF
(LPC-HPF) 11 and the single sensor platform maneuvering at
least one degree higher than the maximum possible target
maneuver.12–14 However, in the context of this paper, the sen-
sor is single, whose maneuverability is small because its move-
ment is constrained along the trajectory. In addition, the
distance between the sensor and the radiation source target
is very large. Such conditions lead the platform to quasi-radial
motion. The particular scenario makes those methods dis-
cussed above inapplicable. Considering tracking the radiation
source target on the sea surface, the altitude information of the
kinetic platform relative to the sea level is known at each in-
stant. Therefore, the altitude information of the passive sensor
at each instant is incorporated into the automatic bearings-
only tracking (BOT) in this paper in order to estimate the
complete state of the radiation source target.
In a more practical application of passive sensor involved in
the electronic counter measures (ECM) environment, the tar-
get of interest may enter and exit the surveillance region at
any instant, which is caused by intermittent silence or fre-
quency agility of the radiation source. It is worth pointing
out that the surveillance region in this paper is composed
jointly of space domain and frequency range analyzed
currently. Moreover, imperfect target detection process and
background clutters, which are caused by the antenna turning
of radiation source, atmospheric turbulence and interior noise,
can result in false and possibly missed target detection. In
addition, there also exist decoys and other signal sources in
the ECM environment. Traditional solutions for single target
tracking in the presence of such measurement uncertainty
adopt data association techniques. Among them, the predom-
inant method is the integrated probabilistic data association
(IPDA) method.15 However, this method is based essentially
on the principle of data association. When the detection prob-
ability becomes lower or the clutter density becomes larger, its
tracking performance deteriorates with the increase of data
association error. The optimal Bayes ﬁlter in this context is
known as the Bernoulli (or joint target detection and tracking,
JoTT) ﬁlter.6,16,17 This ﬁlter has been derived using the tools of
the ﬁnite set statistics (FISST),16 under the assumption that the
target state is a Bernoulli random ﬁnite set (RFS) (hence its
name). By recurring the probability of the target existence
and posterior probability density of the target state, this
approach estimates directly the existence and the state of the
target from the measurements. Due to not requiringcomplicated data association, this approach could avoid the ef-
fect of performance degradation resulting from data associa-
tion error.
Therefore, in this paper a novel approach is proposed
where the altitude information of the platform is integrated
to ensure the observability of maritime radiation source. Once
maritime radiation source is observable for the observation
duration, a Bernoulli ﬁlter is used to provide reliable track
maintenance for maritime radiation source tracking in the
ECM environment. Using FISST, the target entering and exit-
ing the observation region are modeled as the uncertainty of
the target existence in the observation region, and the imper-
fect detection of radiation source is regarded as the detection
uncertainty; in addition, decoys and other signal sources are
referred as background clutters.
The paper is organized as follows. Section 2 speciﬁes the
tracking problem where passive measurements are collected
by a moving platform in the three-dimensional space, and
where the target is constrained to move on a sea surface. In
Section 3, the solutions for the poor observability of passive
measurement and the uncertainty of the measurement are pre-
sented respectively; and then the sets of the target state and the
measurement taking the uncertainty into account are given.
The formulation of the Bernoulli ﬁlter and its sequential
Monte Carlo (SMC) implementation are described in Section 4.
Subsequently, the effectiveness of the proposed method is dem-
onstrated via simulations in Section 5, followed by concluding
remarks in Section 6.
2. Problem formulation
In the scene considered, a radiation source target is assumed to
move on a sea plane, and passive sensor moves with a very
high speed in the three dimensional space. The scenario is
shown Fig. 1. In this ﬁgure, O  XYZ is the east-north-up
(ENU) coordinate system,OM  Xobs YobsZobs the sensor coor-
dinate system, O0M the projection of the sensor platform on the
sea surface, H is the altitude of the sensor platform, h and /
are azimuth and elevation of the ship target with respect to
the sensor , respectively, xobsk ; y
obs
k ; z
obs
k
 
and xtgtk ; y
tgt
k ; z
tgt
k
 
are the positions of the sensor and the target in the ENU
coordinate system, respectively.
Fig. 2 Target position region under observation errors.
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both the kinematic state models are established in the three
dimensional space. We adopt the state-space representation
where the target state vector
xtgtk ¼ xtgtk _xtgtk ytgtk _ytgtk ztgtk _ztgtk
 T ð1Þ
contains all the relevant information about the target at instant
tk: its position x
tgt
k ; y
tgt
k ; z
tgt
k
 
and velocity _xtgtk ; _y
tgt
k ; _z
tgt
k
 
in
Cartesian coordinates (the target are constrained to moving
on a sea surface, i.e., ztgtk  0 and _ztgtk  0Þ. The sensor platform
state vector xobsk , which is usually given by navigation system of
the platform, such as inertial navigation system (INS) and INS
combined GPS, is similarly deﬁned. The target state vector at
instant tk is written for the relative state vector, deﬁned by xk as
xk :¼ xtgtk  xobsk ¼ ½xk _xk yk _yk zk _zkT ð2Þ
It takes values from the state space X #Rnx (in our scene
nx = 6).
Considering the shelterness of passive monitor and the low
ﬂexibility of ship target, target motion is modeled by a nearly
constant velocity (CV) model:
xkþ1 ¼ Fkxk Ukþ1;k þ vk ð3Þ
where Fk is the transition matrix, Uk a known deterministic
matrix taking into account the effect of sensor accelerations,
and vk  Nð0;QkÞ is white Gaussian process noise. We adopt
Fk ¼ I3 
1 Tk
0 1
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ð4Þ
where  is the Kronecker product, Tk = tk+1  tk the sam-
pling interval, and q the level of power spectral density of
the corresponding continuous process noise.18 We refer to k
as the discrete-time index or scan. By adopting Tk = T as con-
stant value, the notation simpliﬁes to Fk = F and Qk = Q.
In traditional BOT, at each instant tk, all measurements of
the target position z1:k = [z1z2    zk] up to instant tk is avail-
able for processing, which are deﬁned in the measurement
space denoted as Z 2 Rnz (here nz = 2). The measurement re-
lated to the target state at instant tk is formulated concisely as
z ¼ hðxkÞ þ wk ð5Þ
where measurement noise wk  Nð; 0;RkÞ with
Rk ¼ diag r2h r2/
h iT 
and the function h is a known determin-
istic nonlinear mapping from the state space X to the measure
space Z, detailedly described as
hðxkÞ ¼ arctan
yk
xk
arctan zkﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2k þ y2k
q" #T ð6Þ3. Development and modeling
As discussed above, the traditional BOT method is inapplica-
ble for tracking maritime radiation source in practical ECM
environment. This section describes the development of the
BOT approach in realistic application. The method of integrat-
ing the platform altitude for the observability measurement is
presented in Section 3.1 and then the measurement uncertain-
ties in practical ECM environment are modeled in Sections 3.2
and 3.3. Subsequently, a novel tracking approach for maritime
radiation source in practical ECM environment is proposed in
Section 3.4.
3.1. Integrating altitude information for the observability
measurement
The target position estimation based on passive systems must
be established on the observability of the scene. The passive
sensor needs to estimate the distance and the LOS angle of
the target in order to uniquely determine the position of the
target. For estimating the target location, the single observer
platform must maneuver in order to obtain several different
measurements of the same radiation source.12 However, in
particular case, the platform aviates along trajectory during
the passive observation period and does not execute the
maneuver mode to change orbit. The target motion is small
in a short observation interval. Both the above motion charac-
teristics can lead to the particular case where the angle-varying
rate _h and _/ are very small. This result, approximating to the
radial movement, tends to result in the unobservability of the
target.
As we know, the target motion is constrained on the sea le-
vel, while the sensor position can usually be obtained by the
navigation system of the platform. As shown in Fig. 2, under
the existence of measurement noise, if the observation quanti-
ties are only the two angles h and /, the target position region
is a skew taper. The actual position is uncertain. But taking the
platform altitude H into account, the target position is clear if
the three measurement noise terms are weak. Therefore, we
incorporate the altitude information of the platform into the
automatically BOT method, which is similar to‘‘position at
1462 X. Luo et al.single point’’at each time. Consequently, the target state
becomes observable. Compared to the method of dynamic
positioning, the method is superior on convergence rate, stabil-
ity and estimation accuracy.
Based on the above discussions, the measurement informa-
tion includes the relative target height H with respect to the
passive sensor, the relative azimuth h and the relative pitch
angle /, described as follows
hðxkÞ ¼ arctan
yk
xk
arctan
zkﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2k þ y2k
p zk	 
T ð7Þ
The covariance of measurement noise is redeﬁned as
Rk ¼ diag r2h r2/ r2H
h iT 
.
3.2. Modeling the uncertainty of target existence
In practical application, the passive sensor ﬁrst sorts and rec-
ognizes radiation source signals and tracks the radiation
source of interest to present its positions sequentially. How-
ever, intermittent silence and frequency agility of the radiation
source resulting from anti-reconnaissance strategy cause target
appearance/disappearance within the state space during the
whole observation process, namely the uncertainty of the tar-
get existence in the surveillance region. To capture the target
presence/absence in the surveillance region as well as its kine-
matic state, we represent the target state as a set based on FIS-
ST theory, which can take on either an empty set or a
singleton. As the cardinality and each element of the set are
random, the uncertainty in such a set is generally modeled
by a Bernoulli RFS.19
In order to model target appearance/disappearance, we
introduce a binary random variable ek 2 {0,1} referred to as
the target existence (the convention is that ek = 1 expresses
that the target exists at observation instant k, and vice versa).
Dynamics of ek are modeled by a two-state Markov chain with
known and time-invariant transitional probability matrix:
Pðek ¼ 0jek1 ¼ 0Þ Pðek ¼ 1jek1 ¼ 0Þ
Pðek ¼ 0jek1 ¼ 1Þ Pðek ¼ 1jek1 ¼ 1Þ
	 

¼ 1 pB;kjk1 pB;kjk1
1 pS;kjk1 pS;kjk1
	 

ð8Þ
where pB,kŒk1: = P(ek = 1Œek1 = 0) is the probability of tar-
get ‘‘birth’’ during the time interval from k  1 to k, and
pS,kŒk1: = P(ek = 1Œek1 = 1) the probability of target ‘‘sur-
vival’’ from instant k  1 to the next instant. These two prob-
abilities are assumed to be known.
Given that target is in state xk1 at instant k  1, it either
continues to exist at instant k with probability PS,kŒ k1 and
moves to a new state xk with probability density
fkŒk1(xkŒxk1), or exits with probability 1  PS,kŒk1. Thus, gi-
ven a target with state xk1 2 Xk1 at instant k  1, its behav-
ior at instant k is modeled by Bernoulli RFS SkŒk1(xk1) with
parameter pair ðPS;kjk1; fkjk1ðxkjxk1ÞÞ. Hence, the RFS mod-
eling the target state Xk at instant k is given by
Xk ¼
Skjk1ðxk1Þ if Xk1 ¼ fxk1g
Ck if Xk1 ¼£

ð9Þ
where Ck denotes the Bernoulli RFS of the birth target. The
RFS target transition Eq. (9) incorporates target motion,
appearance and disappearance. Assuming that the RFSsconstituting the union in Eq. (9) are mutually independent,
Xk is an RFS conditional on Xk1.
In this paper we also take a further step by considering a
more realistic instance. The case that the beam of the electron-
ically scanned array (ESA) radiant source arrives at the passive
sensor could be considered as completely random. Conse-
quently their existence can be represented by Bernoulli RFS
model. But for another generic radiant sources which mechan-
ically turn on the azimuth, the arrival of the main beam is reg-
ular. As a result, the existence of such targets in the
observation area is time-dependent and has a certain periodic-
ity (quasi-periodicity). Throughout the whole observation per-
iod, a different turning speed will result in a different turning
cycle. As a result, even if the total existence probability of
the target throughout the observation time is equal, the dura-
tion in which the target is visible in each cycle is also different.
The different durations of target visibility in each cycle and the
different period intervals will impose different inﬂuence on the
tracking performance.20 The qualitative analysis of the effect
under this special instance is given later in this paper by con-
ducting simulation experiments.3.3. Modeling detection uncertainty and background clutters
Since ship-borne radars are responsible for remote and omni-
directional search and vigilance tasks, the signal power emitted
by them are usually large. As a result, the probability that the
radiation source of interest is detected is high. However, some
particular change of the interested radiant source, such as the
change of polarization state and the antenna turning of radia-
tion source, would debase the performance on the passive sen-
sor detecting the target. Moreover, atmospheric turbulence
and interior noise also affect the detection of radiation source.
Meanwhile, there are many electromagnetic signals in ECM
environment, so the signals are very dense. In addition, the de-
coy and other radiation sources whose signals are similar to
the signal of the interested target also exist. All these signals
are likely to become pseudo target or clutter.
As analyzed above, at each sampling instant, the passive
sensor effectively receives a ﬁnite set of measurements, denoted
Zk ¼ fzk;1; zk;2;    ; zk;mkg 	 Z. Both the number of measure-
ments mk 2 N0 and the position of measurements in the mea-
surement space are random. Due to the imperfections in the
detection process, at most one measurement is from the target
and the rest are false detections. However, it is not known
which of these measurements is from the target.16
Suppose at instant k that the target is in state xk, the mea-
surement process is given by the RFS measurement set
Zk ¼ HkðxkÞ [ jk ð10Þ
where Hk(xk) is the RFS of the target-generated measurement,
and jk the RFS of clutter. It is assumed that condition on xk,
Hk(xk) and jk are independent RFSs. The spurious set of mea-
surements or clutter is modeled as a Possion RFS with inten-
sity c(z), which is time invariant over Z; the number of false
detection per scan is assumed to be a Possion distribution with
constant mean value k. While the target-generated measure-
ment Hk(xk) is modeled as a Bernoulli RFS with parameters
{pD,k(xk), gk(ÆŒ xk)}, where pD,k(xk) is the probability of detec-
tion, and gk(zŒxk) is the likelihood of the target-generated
measurement z. According to Eq. (5), gkðzjxkÞ ¼ Nðz; hðxkÞ;
Bernoulli particle ﬁlter with observer altitude for maritime radiation source tracking in the presence 1463RkÞ.The probability of target detection pD,k(xk) is generally
state dependent and assumed to be constant pD(xk) over the
state space X for simplicity.3.4. Optimal Bayes ﬁltering in the presence of measurement
uncertainty
As discussed above, the uncertainty of the number and the
state of radiation source target is modeled by a Bernoulli
RFS. Detection uncertainty and clutter in the measurements
are modeled by the superposition of Bernoulli RFSs and Pois-
son RFSs as described in Ref.19. Based on the RFS models of
the dynamic and observation process, the joint target detection
and tracking problem can be posed as a Bayes optimal ﬁltering
problem with ﬁnite-set-valued states and observations. Condi-
tion on the context in this paper, the Bayes optimal ﬁltering is
the Bernoulli ﬁlter. Compared to the IPDA method,15 the Ber-
noulli ﬁlter is derived from a principled top-down approach,
and can optimally handle state-dependent sensor ﬁeld of view
and nonuniform clutters.16
Based on integrating altitude information of the platform
and modeling these measurement uncertainties, the Bernoulli
ﬁltering method with observer altitude derived from the RFS
theory is proposed to continue tracking maritime radiation
source in complicated electromagnetic environment.
As is discussed so far, the essential problem is to detect the
existence of the target, i.e., to estimate the probability of
ek = 1, and in the case the target is present, to estimate its
kinematic state xk. In the Bayesian ﬁlter framework, this im-
plies that the goal is to estimate posteriors17:
(1) The posterior probability of target existence pk
: = P(ek = 1ŒZ1:k), where Z1:k = {Z1,Z2,    ,Zk} is the
sequence of measurement sets up to the current instant
k.
(2) The posterior spatial probability density of the target
kinematic state, fk(xk) = p(xkŒZ1:k).
4. Bernoulli ﬁlter and its SMC implementation
In this section, we propose the Bernoulli ﬁlter, which is an
extension of the RFS single-target Bayes recursion to the more
general problem of single-target joint detection and estimation.
The Bernoulli ﬁlter is presented in Section 4.1, followed by its
SMC implementation in Section 4.2. Subsequently, the compu-
tational complexity of the proposed method is analyzed in
Section 4.3.
4.1. Bernoulli ﬁlter
The Bernoulli ﬁlter models the target state at discrete-time k by
a Bernoulli RFS Xk. By deﬁnition,
16 this Bernoulli RFS is
empty with probability 1  pkŒk and with probability pkŒk it
is a singleton, whose only element is distributed according to
the probability density fkŒk(xk) deﬁned over the state space
X . Hence, the cardinality distribution of Xk is the Bernoulli
distribution with parameter pkŒk. The Bernoulli RFS Xk is
completely speciﬁed by the pair (pkŒk,fkŒk(xk))
16,17; its posterior
probability density is given byfkjkðXkjZ1:kÞ ¼
1 pkjk if Xk ¼£
pkjk fkjkðxkÞ if Xk ¼ fxkg
0 if jXkj > 1
8><
>: ð11Þ
where Xk = B denotes the target non-present, whereas
Xk = {xk} denotes that there is one target in the scene with
state xk.
The target dynamical model is deﬁned by the probability
density function (pdf) fkŒk1(XkŒXk1) associated with target
transition from state Xk1 at instant k  1 to Xk at instant k.
Obviously, the state Xk1 at instant k  1 is also a Bernoulli
RFS. Considering that the target reentering probability
PB,kŒk1 and survival probability PS,kŒk1, the fkŒk1(XkŒXk1)
can be formulated more concisely as 21
fkjk1ðXkjXk1Þ¼
1pB;kjk1 ifXk¼£; Xk1¼£
pB;kjk1bkjk1ðxkÞ ifXk¼fxkg; Xk1¼£
1pS;kjk1ðxk1Þ ifXk¼£; Xk1¼fxk1g
pS;kjk1ðxk1Þfkjk1ðxkjxk1Þ ifXk¼fxkg; Xk1¼fxk1g
0 Otherwise
8>>>>><
>>>>>:
ð12Þ
where bkŒk1(xk) is the probability density of the birth target
occupying state xk at instant k, and fkŒk1(xkŒxk1) the target
transition probability density from state xk1 at instant k  1
to xk next time, which according to Eq. (3) can be written as
fkjk1ðxkjxk1Þ ¼ N ðx;Fk1xk1 Uk;k1;Qk1Þ.
For the measurement model, suppose that the state Xk at
instant k is a Bernoulli RFS. Conditioned upon the only two
cases Xk = {xk} or Xk = B , the likelihood function of the
measurement set Zk at instant k is
16,19
gkðZkjXkÞ ¼
jkðZkÞ Xk ¼£
ð1 pDðxkÞÞjkðZkÞ
þpDðxkÞ
X
z2Zk
gkðzjxkÞjkðZk  zÞ
Xk ¼ fxkg
8>>>><
>>>>:
ð13Þ
where the false alarm process is denoted as jkðZkÞ ¼ ek
Q
z2Zk
kcðzÞ.
As such, the Bernoulli ﬁlter propagates the posterior
probability density fk1Œk1(Xk1ŒZ1:k1) from instant k  1
to the next instant k, in two steps, the prediction and update.
Note that for the Bernoulli RFS this means that only the two
posteriors pkŒk and fkŒk(xk) need to be propagated.
The equations for the prediction step of the Bernoulli ﬁlter
are given by
pkjk1 ¼ pB;kjk1ð1 pk1jk1Þ þ pk1jk1


Z
pS;kjk1fk1ðxk1Þdxk1 ð14Þ
fkjk1ðxkÞ
¼ pB;kjk1ð1 pk1jk1Þbkjk1ðxkÞ þ pk1jk1
R
pS;kjk1fkjk1ðxkjxk1Þfk1ðxk1Þdxk1
pB;kjk1ð1 pk1jk1Þ þ pS;kjk1pk1jk1
ð15Þ
As mentioned above, pD(xk) is constant over the state space
X , that means,
1464 X. Luo et al.fkjk1ðpDÞ ,
Z
pDðxkÞfkjk1ðxkÞdxk ¼ pD ð16Þ
hence the update equations of the Bernoulli ﬁlter are as fol-
lows.16 The probability of existence is updated using the mea-
surement set Zk as
pkjk ¼
1 dk
p1kjk1  dk
ð17Þ
where
dk ¼ pD 1
X
z2Zk
Z
gkðzjxkÞfkjk1ðxkÞdxk
jkðZk  zÞ
jkðZkÞ
 !
ð18Þ
The target spatial pdf is updated as
fkjkðxkÞ ¼ fkjk1ðxkÞ
1 pD þ pD
P
z2ZkgkðzjxkÞ
jkðZkzÞ
jkðZkÞ
1 dk ð19Þ
Note that the propagation of the probability of target exis-
tence pkŒk is now coupled to the propagation of the distribution
of the kinematic state fkŒk.
If PD = 1 and no false alarm is assumed, the measurement
set becomes a singleton Zk = {z}, containing only the target-
originated measurement. Then it is easy to verify that
jk(Zk  z)/jk(Zk) terms cancel out in Eqs. (17) and (19) and
with pB,kŒk1 ” 0, pS,kŒk1 ” 1, the Bernoulli ﬁlter becomes
the conventional Bayes ﬁlter.17 For the more general case of
pD (xk) and pS,kŒk1, the Bernoulli ﬁlter equation can be re-
ferred to Ref.16.
After obtaining fk(XkŒZ1:k), the existing probability and
state parameters can be estimated jointly. A target state is
deemed present by the estimator if the estimated existence
probability is greater than a certain threshold s (usually
0.5 < s< 1), and the actual state estimation is obtained by
extracting the mean of the posterior density component with
the largest weight.
4.2. SMC implementation
The SMC method provides a general framework for the
implementation of the Bayes ﬁlter, in the contexts of both
single and multiple targets.4,16 When this method is applied
to the Bernoulli ﬁlter, the resulting Bernoulli PF will approx-
imate the posterior probability density fkŒk(xk) by a set of Nk
weighted random samples or particles xik; x
i
k
 Nk
i¼1, and imple-
ment iterative update of posterior probability density by
propagation particle sets, where xik is the state of particle i
and xik is its corresponding normalized weight, i.e.,PNk
i¼1x
i
kjk ¼ 1. The approximation of posterior probability
fkjkðxkÞ can be written as
fkjkðxkÞ 
XNk
i¼1
xikdxikðxkÞ ð20Þ
where Nk is the total number of particles at instant k and da(xk)
is the Dirac delta function concentrated at a. Under some reg-
ularity conditions the sum in Eq. (20) converges to fkŒk(xk) as
Nkﬁ1.
Start from the posteriors Bernoulli density at scan k  1,
represented by pk1Œk1 and a set of weighted particles
xik1; x
i
k1
 Nk1
i¼1 , a recursion of the Bernoulli PF procedure
for the computation of the posteriors at instant k is summa-
rized in the Algorithm 1. The implementation is based on thesampling importance resampling (SIR) PF, meaning that the
transitional density fkŒk1(xkŒxk1) acts as the importance den-
sity and that resampling is carried out at every cycle.4
Algorithm 1. The steps of particle implementation
Initialization:
p0Œ0 and xi0;x
i
0
 N0
i¼1 represents the initial state.
Input:
1. given pk1Œk1,fxik1;xik1gNk1i¼1 ,Zk,Zk1.
Prediction:
2. Compute pkŒk1 using Eq. (14), obtained as
pkjk1 ¼ pB;kjk1ð1 pk1jk1Þ þ pk1jk1
PNk1
i¼1 x
i
k1pS;kjk1ðxik1Þ.
3. Draw persistent particles at k:xip;k ¼ fkjk1ðxk xik1
 Þ for
i= 1,2,    ,Nk1.
4. Create a weighted set of newborn particles xib;k1; x
i
b;k1
n oNb;k1
i¼1
at
k  1 from birth density bk1(x) deﬁned by Eq. (22).
5. Draw newborn particles at k:xib;k ¼ fkjk1ðxk xib;k1
 Þ for
i= 1,2, . . . ,Nk1.
6. Compute the weights of particle at k:
xip;k ¼
pS;kjk1pk1jk1xik1
pkjk1
; for i= 1,2, . . . ,Nk1
xib;k ¼
pB;kjk1ð1pk1jk1Þxib;k1
pkjk1
; for i= 1,2, . . . ,Nb,k1.
7. Union of particles: xikjk1;x
i
kjk1
n oN0
i¼1
¼ xip;k; xip;k
n oNk1
i¼1
[
fxib;k;xib;kgNb;k1i¼1 , where N0 = Nk1 + Nb,k1.
Data update:
8. For every particle xikjk1, and every measurement z 2 Zk,
compute the generalized likelihood gkðz xikjk1
 Þ,
i= 1,2,    ,Nk1 + Nb,k1, according to Eq. (13).
9. For every z 2 Zk, compute likelihood
/kðzÞ ¼
PN0
i¼1x
i
kjk1gkðz xikjk1
 Þ.
10. Compute dk from Eq. (18) using
/kðzÞ 
R
gkðzjxkÞfkjk1ðxkÞdxk.
11. Compute pkŒk using Eq. (17).
12. Compute new unnormalized weights (i= 1,2,    ,N0):
~xik ¼
1pDþpD
P
z2Zk
gkðz xikjk1
 ÞjkðZkzÞ=jkðZkÞ
1dk x
i
k k1j
13. Normalize weights: xik ¼ ~xik =
PN0
i¼1 ~x
i
k .
Resampling:
14. Resampling N times from xikjk1;x
i
kjk1
n oN0
i¼1
to obtain equally
weighted particles fxik ¼ 1=Nk;xikgNki¼1.
Output:
pkjk; fxik;xikgNki¼1.Steps 3–7 of Algorithm 1 implement Eq. (15), the imple-
mentation of which requires drawing samples from two densi-
ties. The predicted target density bkŒk1(xk), which features in
Eqs. (12) and (15), is implemented as
bkjk1ðxkÞ ¼
Z
fkjk1ðxkjxk1Þbk1ðxk1Þdxk1 ð21Þ
where bk1(xk1) is the birth density at the previous time step
k  1. If the target can appear anywhere in the state space X ,
an obvious (rather naive) choice for bk(x) can be the uniform
density over X . This, however, would be impractical as it would
require a massive number of particles to cover the entire state
Bernoulli particle ﬁlter with observer altitude for maritime radiation source tracking in the presence 1465space. Insteadwe adopt to generate bk1(xk1) adaptively, using
the measurement set from the previous scan k  1, namely
bk1ðxk1Þ ¼ 1jZk1j
X
z2Zk1
bðxk1jzÞ ð22Þ
Thus, for every z 2 Zk, pdf b(xŒz), which features in the
Step 4, is approximated by the Gaussian density using the stan-
dard initialization technique for BOT. The weights of the par-
ticles drawn from bk1(xk1) are uniformed with
xib;k1 ¼ 1=Nb;k1. Samples are drawn from bkŒk1(xk) accord-
ing to Eq. (21) which is Step 5 of the Algorithm 1.
The two weighted particle sets, noted as the ‘‘persistent’’
and the ‘‘newborn’’ particles, approximate the predicted spa-
tial pdf of Eq. (15). The summation of the two terms in the
numerator of Eq. (15) is implemented by the union of these
two particle sets, carried out in Step 7. The number of pre-
dicted particles is then N0 = Nk1 + Nb,k1. Their respective
weights are computed according to Eq. (15), see Step 6 in
the algorithm. It can be easily veriﬁed that after taking the un-
ion, the weights xikjk1 sum up to 1.
The update equations of the Bernoulli ﬁlter are imple-
mented by Steps 8–14 of the algorithm. Using the approxima-
tion fkjk1ðxkÞ 
PN0
i¼1x
i
kjk1dxikjk1ðxkÞ, the integral which
features in Eq. (18),
R
gkðzjxkÞfkjk1ðxkÞdxk, is approximated
by /k(z) deﬁned in Step 9 of the Algorithm 1. The probability
of existence is then updated as in Eq. (17), while the weights of
the particles are updated as Step 12 following Eq. (19). The
updated weights are then normalized to obtain xik . Finally,
by resampling N times from xikjk1; x
i
kjk1
n oN0
i¼1
, one obtains a
random sample xik ¼ 1=Nk; xik
 Nk
i¼1. In order to prevent
sample impoverishment, the resampling step can be followed
by regularization.4,17 The ﬁlter reports the posterior probabil-
ity of existence pkŒk and the particle approximation of the
posterior spatial pdf fkŒk(xk).Fig. 3 Effect of altitude information used for observability
measurement.4.3. Analysis of computational complexity
The Bernoulli ﬁlter extended in this paper is a particular exam-
ple of optimal multi-target Bayes ﬁlter. Ref.16 (sec.15.2.2) rig-
orously established that the computational complexity of SMC
implementation for the optimal multi-target Bayes ﬁlter under
the condition of being no miss detection and false alarm is
Oðnðaþ n!bÞNÞ, where n is the target number, N the particle
number, a and b are the operation times for computing
fkŒk1(xkŒxk1) and gk(xŒxk), respectively. For the problem of
this paper, we have n= 1.
Taking the detection uncertainty and background clutters
into account and assuming, the number of particles is N, the
average number of measurements per scan is m (here
m= k+ 1), and the dimensionalities of the target state and
the measurement are d and l, respectively, we derive that the
computational complexity of the prediction step of our pro-
posed method is approximately Oðd2NþmÞ and that of the
update step is approximately Oðl2mNÞ. The total computa-
tional complexity of Bernoulli ﬁltering can be approximated
as Oððd2 þ l2mÞNÞ, which essentially agrees with the conclu-
sion of the literature Ref.16 when there are no miss detection
and false alarm, i.e., m= 1. In addition, for analyzing the
computational complexity of the proposed method, thecomputational complexity of the resampling step is inevitable.
Its computational complexity is approximately OðNÞ.22 As
discussed above, the total computational complexity of the
proposed tracking method could be approximated as
Oððd2 þ l2mþ 1ÞNÞ. From this formulation, we can see when
the clutter number is large, the computational complexity of
the proposed tracking method is a linear function of the clutter
number. To further quantitatively demonstrate the computa-
tional complexity, the average runtime of once iteration of
Monte Carlo simulation based on CPU operation is given later
in this paper.5. Simulations
5.1. Scenario setup
As shown in Fig. 1, the initial position of the sensor platform is
(0,0,2.7 · 104)m; the initial velocity of the sensor
Vobs0 ¼ 3700 m=s and the initial direction points to the area
which near the target on sea level; the motion of the sensor
is modeled as nonmaneuvering reentry movement, and the
acceleration and the parameters are described detailedly in
Ref.23; meanwhile, the target ship, which is initially 500km
away from the passive sensor, moves with constant speed on
the sea level. The velocity Vtgt = 16 m/s and the heading is dis-
cretional. The two courses of the sensor and the target during
the whole passive observation period are simulated. Its total
duration is 110 s, the sampling interval is T= 1 s(i.e., the total
number of scan is 110).
The measurement standard deviations are
rH= 20 m,rh= 0.02 and r/= 0.02, respectively. The
probability of detection pD = 0.98. The mean value of clutter
number per scan k= 20, the surveillance region of passive sensor
is [p/2,p/2]rad · (p/12, 5p/12)rad · [H  0.5,H+ 0.5]
km, namely, the uniform probability density c(z) = 6.1
· 103 rad2 Æ m1.
In this simulation, the Bernoulli PF parameters are as follows:
theprobability of survivalpS = 0.95,birthprobabilitypB = 0.05,
process noise intensity q= 0.2, birth state density as described in
Eqs. (21) and (22).At each time step,NB = 1000newparticles are
sampleddirectly fromthebirth-state density, andNS = 1000par-
ticles are sampled from the posterior.
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This section statistically analyzes the performance of the
Bernoulli ﬁlter for single target joint detection and tracking
by using Monte Carlo method. To evaluate the tracking
performance of the proposed approach, we use the optimal
subpattern assignment (OSPA) miss-distance. The miss-dis-
tance, or error between the estimated and true state, is fun-
damental for the performance evaluation of any ﬁlter. We
use the OSPA metric because it jointly captures differences
in cardinality and individual elements between two ﬁnite sets
in a mathematically consistent yet intuitively meaningful
way.24 The OSPA metric dðlcÞp is deﬁned as follows.
Let dðlcÞðx; yÞ :¼ minðlc; kx ykÞ for x; y 2 X , and Pk
denotes the set of permutations on {1,2,    ,k} for any po-
sitive integer k . Then, for 1 6 p<1,lc > 0 and arbitrary
ﬁnite subsets X= [x1x2    xm] and Y= [y1y2    yn] in
FðXÞ,dðlcÞp ðX;YÞ :¼
1
n
min
p2
Q
n
Xm
i¼1
dðlcÞðxi; ypðiÞÞp þ ðlcÞpðnmÞ
 !" #1=p
ð23Þ
if m 6 n, and dðlcÞp ðX;YÞ :¼ dðlcÞp ðY;XÞ if m> n ; and
dðlcÞp ðX;YÞ ¼ dðlcÞp ðY;XÞ ¼ 0 if m= n= 0. This distance isFig. 4 Performance analysis for Bernoulliinterpreted as a pth order target error, comprising a pth order
target localization error and a pth order target cardinality er-
ror. The order parameter p determines the sensitivity to outli-
ers, and the cur-off parameter lc determines the relative
weighting of the penalties assigned to cardinality and localiza-
tion errors. In the simulations of this section, the parameters of
the OSPA distance are set to be p= 2 and lc = 500 m, and the
OSPA distance errors are obtained by averaging over 100
Monte Carlo runs.
Simulation 1. Observability analysis of passive tracking.
In Fig. 3, the effect of incorporating the altitude informa-
tion into the traditional BOT method is shown. As the BOT
method does not satisfy the observability condition, the results
are obviously wrong. Owing to the assumed accurate initial
position of the target, the inchoative tracking distance error
of the BOT method is small. It is clear that after introducing
the altitude information of the sensor platform, the target posi-
tions become observable and the tracking performance be-
comes good.
Simulation 2. Tracking performance comparison between
the proposed method and IPDA.
Fig. 4 compares the tracking performance of the Bernoulli
ﬁlter with that of the traditional IPDA method. According to
Fig. 4(a), the average OSPA distances of the Bernoulli ﬁlter
within the whole tracking times are always lower than that
of the IPDA method. The reason is that the IPDA methodﬁlter and the traditional IPDA method.
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formance is inevitably affected by the error of data association.
In contrast, the Bernoulli method based on FISST avoids the
problem of data association and improves the tracking perfor-
mance. With the reduction of detection probability or the
increment of clutter number, both the tracking performanceFig. 5 Tracking performance of Bernoulli methods at different
measurement noise levels.
Fig. 6 Tracking performance with different location errors of
the ownship.
Fig. 7 Tracking performance under different existence proba-
bilities of the target during the whole observation period
(PD = 0.98).of two methods degrade as shown in Figs. 4(b) and 4(c),
respectively. Comparatively speaking, the degradation of the
proposed Bernoulli ﬁlter is less severe than that of the IPDA
method. This result indicates that the false detection or clutter
being more, the accurate tracking is more difﬁcult and the data
association is easier to make false. As can be seen from the
comparison of average runtime of once iteration in Fig. 4(d),Fig. 8 Tracking performance under different detection proba-
bilities of the target during the whole observation period
(pk = 0.95).
Fig. 9 Tracking performance under different joint probabilities
of the target existence and detection.
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crease of the clutter rate, and the complexity of the Bernoulli
method is slightly larger than that of the traditional IPDA
method. This is because that IPDA method only needs to pro-
cess some measurement points which fall within the window.
Consequently, a proper algorithm should be chosen to trade
off the performance and complexity according to the circum-
stances of speciﬁc applications. As shown obviously in
Fig. 4(d), when the clutter number is large, the relationship be-
tween the computational complexity of our proposed method
and the clutter number is approximately linear, which agrees
with the theoretical analysis presented above. In addition, it
is worth noting that the computational overhead of the pro-
posed method could meet the real-time requirement in real
applications under the condition of low clutter number.
Simulation 3. Tracking performance analysis under differ-
ent capabilities of the passive sensor.
Figs. 5 and 6 show the comparisons of the Bernoulli meth-
od suffered from different measurement accuracy levels and
different location errors of the ownship, respectively. As can
be seen from Fig. 5, under the case where the other parameters
keep constant, the OSPA distance error in tracking results
gradually increases following the degradation of observation
accuracy of passive sensor. The reason is that with the degra-Fig. 10 Tracking performance under different target visibilitdation of the observation accuracy, the correction process for
the predicted target position, which is based on the measure-
ments, is greatly weakened. Hence, accurate tracking becomes
difﬁcult. But holistically speaking, the tracking accuracy of this
method, in the case of moderately high observation accuracy,
is capable of meeting the need for long-range target state esti-
mation. From Fig. 6, we can see that under the conditions as
the observation errors are rH = 20 m,rh= r/ = 0.02, the
positioning error of the sensor itself has almost no effect on
the estimation accuracy of the target state. The reason is that
the radial distance is very large, which makes the estimation
accuracy of the relative position less affected by the position
error of the platform itself.
Simulation 4. Tracking performance analysis under differ-
ent probabilities of the target existence and different detection
probabilities.
Some standard tracking quality metrics include the proba-
bility of target existence and the probability of target detect-
ability. The results under each condition are shown
respectively in Figs. 7 and 8. Fig. 7 gives a comparative anal-
ysis of different effects of the target tracking accuracy under
different existence probabilities within the entire observation
period (Y1 is the total existence time, Y2 is the average of
OSPA error distance). As can be seen from this ﬁgure, wheny time lengths in each cycle and different period intervals.
Bernoulli particle ﬁlter with observer altitude for maritime radiation source tracking in the presence 1469the target existence probability pkP 0.4, the estimated gross
quantity of the moments of target existence is almost identical
to the true simulation value and the tracking accuracy is high;
however when the existence probability pk continues to decline,
the estimated total emergence time is slightly different from the
true value, and the tracking performance of the algorithm also
rapidly deteriorates. As obviously shown in Fig. 8, with the de-
crease of the probability of target detectability, the tracking
accuracy, convergence rate and stability all degrade. Consider-
ing the joint effect resulting from the two conditions, Figs. 9(a)
and 9(b) represent the average errors of gross times of target
existence and the average OSPA error distances under the dif-
ferent scenes, which are formed by associating different prob-
abilities of the target existence with different detection
probabilities. As shown in Fig. 9, the tracking performance
is acceptable under the conditions where both the probability
of the target existence and the detection probability are not
overly low.
Simulation 5. Tracking performance under different dura-
tions of the target existence.
The purpose of this simulation is to qualitatively analyze
the tracking performance under different duration of radia-
tion source opening and switching-off. Fig. 10 shows the
tracking errors under three special scenes where the target
presence/disappearance are different. The three cases have
different period intervals and different target visibility dura-
tion in each cycle and their total target existence probabilities
are equal, as shown in Fig. 10(a) and 10(b), which present the
results for pk = 0.8 and pk = 0.3, respectively. Without loss
of generality, we take the existence probability pk = 0.8 and
pk = 0.3 for example and only choose the ﬁrst 100s for sim-
plicity. Fig. 10(c) clearly shows that when pk = 0.8, with the
longer consecutive time length of target visibility, i.e., fewer
cycles and longer visibility time in cycle, the overall tracking
accuracy is higher. The same behavior is also demonstrated
under other existence probability of the target, as shown in
Fig. 10(d). From the viewpoint of maritime source radiation
target, the result also shows that the risk with short duration
of its visibility is less than that with long duration. This result
is consistent with the conclusion presented in Ref.20. It is
noteworthy that the distance error is lower than that shown
in Fig. 7 under the same existence probability. This difference
is attributed to taking only into account the distance errors of
the instance where the target is considered as existent in
Fig. 10(d).
6. Conclusion
(1) A new approach is proposed for tracking a single mari-
time radiation source in practical ECM environment.
The approach integrates the altitude information of
the sensor platform into traditional BOT method to
solve poor observability problem of tracking maritime
radiation source. Moreover, the complexities in practical
ECM environment are modeled as the measurement
uncertainty, which include the uncertainty of target
appearance/disappearance and detection uncertainty
and background clutter.(2) The optimal Bayes ﬁlter in this context referred as Ber-
noulli ﬁlter and its SMC implementation has been pre-
sented to establish and maintain the tracks of maritime
radiation source in such scene.
(3) Numerical simulations show good performance of the
proposed method in solving the poor observability and
the measurement uncertainty problem for tracking mari-
time radiation source target. For the two errors on the
lower observation accuracy and the larger position error
of the sensor, degradation on one of them would have lit-
tle effect on the tracking performance. Moreover, the
tracking performance is acceptable if the probability of
the target existence and the detection probability are not
overly low. In addition, simulations also demonstrate that
the longer consecutive time length of target visibility, the
higher the overall tracking accuracy is even if the total
probability of the target existence is equal. This simula-
tion results demonstrate the method is robust.
(4) It is noted that the computational complexity is severe
when the clutter num is large. Future work will consider
to reduce the computational complexity in dense clutter
environment and solve the tracking problem for multiple
maritime radiation source target.Acknowledgement
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