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Preface 
 
 
I started this Thesis with the idea of finding original applications of discrete Molecular Dynamics 
simulation method, but I have got stuck in the first biological process I attempted to simulate: 
conformational changes of proteins. The reader is alerted that some statements in this Thesis do 
not apply exclusively to simulations of such processes, but can be of larger scope. For simplicity, 
I left aside other macromolecules, other cellular processes and other methods along the text. I 
apologize for that.  
 
I have to disclose that results are presented as if they were obtained following a designed path. 
Obviously, this was not the case, complicated detail, tedious problems and weaker points, were 
there, but are reserved for corridor talks.  
 
This Thesis is about methodological developments; therefore the main plot is traced with 
methods limitations, advantages and methods tricky sides. I hope that I manage to let the reader 
share my enthusiasm about basic theory more than bore her/him with technical details. !
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Chapter 1: Introduction  !
1.1 Proteins are Flexible Molecules 
It is said that simpler is best. Science has been following this old, powerful, strategy for a long 
time now. However, in 1958 science received a nice surprise when Kendrew and Perutz solved 
the first structure of a protein –myoglobin. Why so complex? The myoglobin structure showed a 
fascinating spatial arrangement of atoms. A little baroque, yet precise, atomics interactions 
displayed an underlying rational that scientist rapidly struggled to understand. Why evolution 
shaped proteins in that manner? Proteins carry out a spectacular variety of functions that 
logically, demand equally diverse structural motives. But proteins are only made of roughly 20 
amino acids, leaving no possibility other than complex structures. In one line, evolution chose to 
create complex structures with simple building blocks that facilitate the coding in the genetic 
alphabet. 
Proteins form the scaffold supporting the cells, catalyse biochemical reactions, recognize ligands, 
sensor environmental changes, express genes, and lead the muscle contraction, just to name a 
few function examples. In other words, they are the machinery of the cell, responsible for living 
functions, and as any machine, they move to perform their task. Movement is crucial for protein 
functioning, and accordingly it has been refined during years of evolution, coded explicitly in the 
sequence (1-4). Protein motions can be subtle and concentrated in a small region of the protein 
(Figure 1A) but can also completely change the shape of the protein (2, 5, 6) (Figure 1B). In 
summary, we should scape from the classical view of proteins exhibiting well defined three 
dimensional structures and should move into the concept of conformational ensemble as the 
most realistic model to represent proteins (2, 7-9).  
The transformation between the most prevalent protein states in the conformational ensemble is 
known as conformational transition, and it is the main topic studied in this Thesis. 
Conformational transitions constantly occur in the cell and they are only possible by virtue of 
thermal motion. Thermal motion shakes structures providing the energy necessary to explore 
neighbour conformers, eventually hopping from one state to another. However, to ensure 
robustness, thermal motions are often coupled to external stimuli such as interactions with other 
molecules, chemical modifications, electrical impulses, mechanical stress, or any other kind of 
signal to trigger a conformational transition.  
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To understand protein flexibility and to decipher the complex mechanisms linking sequence to 
function has been, and it is, a central question in molecular biology that has attracted scientists 
from many fields: from pure theoretical to experimental biophysics. In this regard, there are 
several experimental techniques that contribute to understand protein motions. The first to 
mention is, X-ray crystallography, which provided with most of the structures deposited in the 
PDB database (10). In X-ray crystallography proteins are purified and crystallized, then, an X-ray 
beam diffracts on the crystal giving information of the 3D arrangement of atoms. It is clear from 
the procedure that conformational changes must be minimized to obtain comprehensive data, 
assuming that X-Ray structures are in many cases “static pictures”. Nonetheless, insights of 
protein ensembles can be obtained from X-Ray in cases where different structures are obtained 
as consequence of varying crystallization conditions. The second most relevant high-resolution 
structural technique is Nuclear Magnetic Resonance (NMR)(11) that on contrary to X-ray 
crystallography,  resolves structures in solution. Besides obtaining structures, NMR investigates 
protein plasticity, particularly dynamics time scales which is essential to set the bases for 
theoretical studies (12-14). Unfortunately, solution NMR is limited to medium to small protein 
size, which hinders the study of long conformational transitions in large systems. Other 
Figure 1 Protein Motions 
!
Proteins move in a wide range of motions. A) Local re-arrangements in the CD81-Large Extracellular 
Loop. B) Massive translocation of protein domains in the heat-shock protein Hsp70. While local 
motions (A) are within 2 Å RMSD large conformational transitions can lead to 40 Å RMSD 
displacements.  !!
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techniques showing protein dynamics are time-resolved crystallography (15-17), Förster 
resonance energy transfer (FRET) (18, 19) and neutron scattering (20, 21). Also, very recently 
Electron Microscopy (EM) has provided unprecedented detailed snapshots of large biomolecular 
machines (22), like ribosomes in action (23, 24). However, despite the impressive advances in 
experimental methods, all these techniques are still unable to produce, in most cases, a sufficient 
high-resolution representation of protein movements. So, involving computational models seems 
inherent to the molecular flexibility issue. Molecular simulations mingle experimental 
observations with the underlying physic laws, and nowadays, they are the single technique able to 
dissect atomistic motions (either as stand-alone technique or in combinations with experiments). 
1.2 Molecular Simulations: a computational microscope 
Nearly 40 years ago computational biology was founded and started to operate as a computational 
microscope to observe macromolecules in motion (25, 26). There are several simulations methods 
depending on the level of detail desired, although Molecular Dynamics (MD) is the reference 
one. MD appeared, in its discontinuous formulation, in the late 50s when theoretical physics ran 
studies on hard spheres interactions (27). From there, it took about 20 more years to extend MD 
to liquids and molecules (28), and finally in 1977 the first atomistic simulation of a small protein 
appeared (29). The “magic” of MD rests in its extraordinary intuitive algorithm that capitalizes 
how scientists think about molecular processes (for detailed description see (30, 31)). It works as 
following: 
i) Give particles an initial position !! and initial velocities !!. 
ii) Get forces and acceleration acting on the particles ! = −∇!!(!(!)) and ! = !/! 
iii) Integrate accelerations (!) to obtain particle velocities (! ! ).  
iv) Move particles ! t + ∆t = ! ! + !! ! ∆! + !! !!∆!!! 
v) Advance time ! = t + ∆t  
vi) Repeat ii) to iv) as long as you need 
 
Additional steps are required if simulation is expected to keep constant some macroscopic 
properties, such the pressure or the temperature. Note that the algorithm is simple thanks to 
energy function !(!), which is indeed the key idea behind molecular simulation methods (32-34). !(!) is referred as the force field: it dictates how the system moves, and defines the limits the 
conformational space that can be visited. The level of detail of the force field depends on the 
question that we want to address and it will be discussed in the Energy Description section. We 
cannot forget that the quality of any MD-derived result will be never superior to the quality of 
the force field used to derive the conformational ensemble. 
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The MD procedure is elegant and simple but suffers from severe intrinsic limitations. The most 
important one is that to follow biological motions (let say 1 second of a protein life), we typically 
need to repeat the algorithm 1015 times, since ∆t is in the femtosecond time scale. Something far 
beyond of what can be simulated even in the largest super-computers. Numerical stability of 
computations demands integration steps smaller that fastest motion in the system. In biology, 
this points to chemical bond vibrations, happening in the femtosecond time scale. Unfortunately, 
it is not as easy as freezing vibrations from bods: in that case, time scale can be slightly larger, 
however limited to ~ 10 femtosecond regime from other movements. 
Large scale motions, including the most dramatic conformational transition: folding a protein. 
Protein folding has been a permanent challenge for atomistic MD simulations. In principle, for 
an infinite computing capability and for a highly accurate force field a random conformation of 
the polypeptide chain, placed in a physiological-like environment should spontaneously fold into 
the native conformation. However, it took to the scientific community more than 30 years to 
systematically fold based on physical principles a selected set of small proteins (35), showing very 
fast folding kinetics. This milestone in scientific computation required the design of a special 
purpose computer, besides from many refinements of force field parameters and algorithms 
heuristics over three decades. But still, even the fastest computers and the most accurate force 
fields are still unable to fold complex proteins. Thus, despite its undeniable success, atomistic 
simulations of large conformational movements are still very inefficient, due mostly to the 
problems for sampling accurately the protein conformational space. 
1.3 The Sampling Problem 
In this section I will describe the interest behind sampling the whole conformational space for a 
protein, and the problems associated to this idea.  
In statistical mechanics, the partition function (Z) of any system (a protein and its environment 
in this case) is defined, in the discrete formulation, at constant temperature and fixed volume, as: 
(Eq. 1)  ! = ! !! !!!!!!!  
where Ej is the energy for j microstate, kb is Boltzmann’s constant, and T is the absolute 
temperature. Ej depends on the coordinates and momentum of every atom of the system, 
including the solvent. N is the total number of microstates of the system. At thermodynamic 
equilibrium, the partition function fully captures the properties of a system. Hence, most 
thermodynamic variables, such as free energy or entropy can be derived from the partition 
function or its derivatives. Accordingly, after all possible N-microstates are visited in a 
simulation, the free energy of any conformational transition can be exactly computed. But, for 
that purpose, equilibrium sampling requires access to all regions of conformational space or at 
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least, those regions with significant population (36). The technical impossibility of accessing all 
accessible microstates is known as the sampling problem. 
Going back to molecular simulations, there are two main effects that preclude the exhaustive 
sampling of the conformational space (given its high dimensionality). The first one, as 
mentioned, is the very short integration step, and the second one is the choice of the initial 
coordinates (initial structure) to start a trajectory. Initial structures are obtained from experiments 
and consequently there are stable conformers, constituting kinetic traps. Let me use a sailing 
analogy to explain the consequences of biased sampling. In ancient Greek times, Herodotus 
recollected the available information and elaborated a map of the world (Figure 2A). It easily 
seen that Herodotus lived in what is nowadays the Turkey area because in those times shore 
geology was explored –sampled– by sailing. Their sailing capabilities where rather limited: 
Herodotus world map is only acceptable in the Mediterranean Sea, despite of centuries of sailing 
adventures. Similar situations are faced in molecular simulations daily (Figure 2B), where the 
starting (γ) conformation usually dictates the accessible conformational space (in a finite 
computation time). Spontaneous large conformational explorations (i.e. American continent, or δ 
state in Figure 2) are, therefore, unlikely. The implications of protein-sampling problem worsen 
considering that there are not satellite maps for proteins, so there is no reliable way to detect missing 
information.  
 
Figure 2: Sampling problems over history 
!
(A) Herodotus map of the world in fifth century BC. Herodotus map was completely biased towards the 
Mediterranean Sea, where he lived. The lack of fast boats made impossible a good representation of the 
world. (B) Poor sampling situation in a protein conformational landscape. Sampled structures (colored) 
are close to the initial one (γ) and other relevant structures are never visited (δ). In both cases, poor 
sampling impedes reasonable predictions away from the initial point. !
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1.4 Optimizing Molecular Simulations  
There is no discussion that after more than 30 years of atomistic simulations the equilibrium 
sampling is still an unsolved issue (36). Waiting for better software and hardware will not solve 
the problem, and strategies to improve predictive power of simulations are required. This section 
concentrates the efforts to optimize sampling capabilities, beyond waiting for longer trajectories. 
The elements discussed here range from developing alternative 1) sampling methods, adjust the 
2) energy description and reduce the degrees of freedom of the 3) protein and 4) solvent 
particles.  
1.4.1 Sampling Methods 
Undoubtedly, MD is the reference sampling method in computational biology. The MD 
algorithm was described previously as part of a more comprehensive contextualization. It is MD 
limitations in accuracy and efficiency that propelled the search of alternative methods. In terms 
of its accuracy, it can be outperformed by Car-Parrinelo MD (37) and Born-Oppenheimer MD, 
that are reviewed in references (38, 39), while here I will centre the discussion on methods trying 
to overcome MD sampling (efficiency) limitations. 
The first rational explored is to disregard the temporal connection between states, which most of 
the times is not essential. This is the case for Monte Carlo simulations.  
Monte Carlo 
Scientists working on the atomic bomb developed the Monte Carlo (MC) sampling method in 
the 1940s. Instead of using the potential energy of the system to propose new conformations, 
MC tries new conformations randomly and evaluates the energy afterwards. In biomolecular 
simulations, conformations are obtained by trial changes in dihedral angles (or any internal 
coordinate). This allows MC to propose, in a natural manner, reasonable conformations waiving 
the complexity of moving in Cartesian space. Note that MC can handle constraints such as fixed 
bond lengths by restricting the sampling over that coordinate. The choice to use MC is usually 
for convenience: it enables the use of any energy interaction either complex or very simple like 
step functions. The main disadvantage is, as mentioned, the lost of the temporal connection 
between states and the intrinsic problems related to the reduction of the degrees of freedom. MC 
it is used in non-statistical approaches such as protein-protein and protein-ligand docking and it 
also powering folding software as ROSETTA (40). A nice example of MC was presented by 
Ding et al for peptides (41), that I will use to illustrate its sampling power. Ding et al showed that 
when libraries of amino acid configurations were computed in advance, swapping residues 
conformers as a MC try caused fast motions in the conformational space. In light of this, MC is a 
powerful sampling engine when some intuition can be used to select the internal coordinates for 
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example in the study of conformational transitions (42-46).  
Normal Mode Analysis 
Analysing directly the energy surface can reveal equilibrium fluctuations encoded in the structure. 
Normal Mode Analysis (NMA) extracts that information directly from the force field, without 
running trajectories (47-51). NMA assumes that the initial structure is in a deep energy minimum 
and its conformational energy can be approximated as a multidimensional parabola (49-51). 
Consequently, at the energy minimum, the potential energy (V) can be represented as a 
harmonic-truncated Taylor series, characterizing the energy function only by its second derivative 
(since the first term vanishes). Given a structure with N particles (without solvent): 
(Eq. 2) !! ! = !! ! !!!!!!!!!! !∆!! !∆!!!!!,!  
where !! are the coordinates for the ith atom and !∆!! ! its relative displacement (identical for j 
index). The second derivative term in Eq. 2 is the element i-j of the Hessian matrix of the system. 
Eigenvectors and eigenvalues of the Hessian, weighted by particles mass, lead to 3N-6 concerted 
displacements referred as normal modes. In NMA, it is assumed that normal modes with the 
largest fluctuation are the functionally relevant ones: like function, they exist by evolutionary 
design rather than by chance (4). Although there is evidence of the breakdown of the harmonic 
hypothesis (52), NMA has become very popular in the field of protein dynamics. It can be 
applied to all resolutions including the atomic one (giving that the second derivative of the force 
field is well-defined), but is usually coupled to coarse-grained and elastic network models (see 
Energy Descriptions) (48, 53, 54). An original extension of NMA was presented by Bathe, where 
normal modes are computed using protein shapes rather than atomic coordinates (55). Bathe 
obtained intrinsic motions of two model proteins based only on the solved-excluded volume, 
being a nice complement to Electron Microscopy technique. To sum up, traditional NMA 
consists in three stages. 1) Minimize the initial structure in the selected force field, 2) compute 
the Hessian matrix and 3) obtain the normal modes by diagonalization of the Hessian matrix. 
From there, equilibrium fluctuations are disclosed in good agreement with more advanced 
simulation techniques (48). 
Discrete Molecular Dynamics 
Discrete Molecular Dynamics (dMD) is an inexpensive sampling engine alternative to MD. It 
works with any possible protein representation, but for its capabilities, dMD seems tailored to 
work in conjunction with coarse-grain representations of the proteins. dMD is the main sampling 
method used in this Thesis, so, I will stress the algorithm particularities and applications. 
However, I will not detail the algorithm formalism in this introduction because it can be found 
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either in Chapter 3 of this Thesis or in methodological reviews (31, 56, 57).  
Discrete Molecular Dynamics was indeed the first formulation of MD (27), designed as a proof 
of concept method for hard-spheres simulations. Karplus and co-workers restored it back for 
biology in late 90s, again, needing a fast proof of concept tool to investigate folding 
thermodynamics (58, 59). Since then, dMD has been constantly expanding it applications being 
outstanding in protein and RNA folding (60-64). dMD also excelled in reproducing protein 
flexibility (48, 65), specially in protein-protein docking poses (66). It was also applied in the 
relaxation of homology models (67), small ligand screening (68) or protein aggregation (69-72). 
The dMD algorithm avoids computing forces by assuming that particles move in the ballistic 
regime. In other words, particles move with constant velocity until an event (collision) occurs, 
making the trajectory advance event-wise instead of fixed step-wise (64, 65). Imposing the energy 
(Eq. 3) and momentum (Eq. 4) conservation rules, the temporal evolution of the system is 
followed. This is the case for a collision between particles i-j: 
(Eq. 3)  
!! !!!!!!! + !! !!!!!! = !! !!!!!!!" + !! !!!!!!!" + ∆! 
(Eq. 4) ! !!!! +!!!! = !!!!!!! + !!!!!!! 
where !!!is the mass of particle j, !!  and !!!are the velocities of particle j before and after 
colliding. ∆! is a potential energy term to allow inelastic collisions. From Eq. 3 and Eq. 4 the 
velocities after the collision are obtained. Finding collision times requires most of the 
computational time, since other steps are elementary. A schematic dMD algorithm is presented 
below: 
i) Give particles an initial position !! and initial velocities !!. 
ii) Compute collision times (!!") for all i-j interacting particles 
iii) Find the minimum collision time ∆! = min!{!!" !∀!!, !} 
iv) Move particles ! t + ∆t = ! ! + !!∆!! 
v) Advance time ! = t + ∆t  
vi) Update i-j velocities according to ballistic equations of motion (Eq 3 and 4. Note 
that this step is only necessary for colliding particles). 
vii) Update collision times !!" 
viii) Repeat ii) to vii) as long as you need 
 
The dMD framework requires the use discontinue potentials (Figure 3), with flat energy minima 
and energy discontinuities at interaction distances. The number of discontinuities in the 
interaction potential depends on the resolution desired, but usually 2-3 steps are used since the 
computational cost increases linearly with the number of them (73). In the limit of infinite 
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discontinuities, dMD trajecto-
ries are identical to MD ones, 
but extremely inefficient. 
Although convenient, the use 
of step potentials introduces its 
own problems. First, the 
algorithm is more complex, 
since dealing with large 
numbers of collision events in 
an efficient manner requires 
careful attention to data 
organization. The second 
problem is memory handling: 
storing the information 
describing events it is far from 
trivial (31, 73). The third 
problem is that event 
executions can cause next events to be invalidated and inserted anywhere in the queues of 
collisions, making parallelization of dMD codes a rather challenging task (74). 
dMD is an appealing sampling engine for many reasons besides its efficiency. For instance, it can 
accommodate easily any modification of the energy landscape, like spatial restriction or 
modifications in the energy interaction function, convenient to define multiple minima profiles. 
Finally, dMD can handle naturally uncertain interactions, and is very robust to structural errors 
(67), both properties that were crucial for the objectives of this Thesis.  
1.4.2 Energy Description 
The sampling engines so far described survey the energy landscape to find the accessible regions 
of the system and, ideally, their free energy. However, the energy landscape definition varies with 
the level of resolution, which is in turn dictated by the biological question. The different energy 
descriptions commonly used for proteins are presented here under four main categories: 
quantum, classical, coarse-grained and elastic network models.  
Quantum 
Theoretically, dynamics of any molecule (nuclei and electrons) can be studied by solving 
Schrödinger time dependent equation, although there is no known exact solution for any 
molecule. From there on, approximations are needed to model molecular motions. The first one 
is to use the solutions of the time-independent Schrödinger equation (Eq. 5) as a base for 
Figure 3: dMD square potentials  
!
 
In discrete Molecular Dynamics continuous energy functions 
(dashed) are replaced with step potentials with flat energy 
minima. A typical non-bonded vdW interaction and a bonded 
interaction (inset) are represented. At infinite discontinuities 
both energy potentials become equal. Energy is in arbitrary 
units. !
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molecular wave functions: 
(Eq. 5)!! ! (!) = !! (!) 
where E is the energy and !(!) is the molecular wave function. ! is the Hamiltonian operator. 
An example of Hamiltonian defined for a single non-relativistic particle, moving in an electric 
field, is: 
(Eq. 6)!! = !!ℏ!!! ∇! + ! 
where ℏ is the Planck’s constant (divided by 2π), ! is the reduced mass of the particle, ! its 
potential energy and ∇! is the Laplacian operator. Hamiltonian operator gives the total energy of 
the system (the wave function), in this case as the sum of the kinetic and potential energy. One of 
the main advantages of QM approach is that “in principle” energies can be computed as 
accurately as desired. Expectedly, the problem is again its computational cost, limiting QM 
methods to small isolated molecules. Regarding protein dynamics, the quantum approach implies 
the use of very simple QM descriptions (semi-empirical Hamiltonians or low level DFT 
calculations) or hybrid approaches whether electronic effects are considered only in specific areas 
such as the catalytic site, modelling the rest of the system in a classical fashion (QM/MM 
methods).  
Classical 
The classical approach implies ignoring electrons degrees of freedom; instead their effect is 
captured in a set of parameters derived in a semi-empirical way. This approach greatly simplifies 
equations used to represent the molecular Hamiltonian, namely the force field. The force field is 
parameterized to reproduce experimental observables, or high-level reference quantum-
mechanics calculations. Force fields underwent into extensive refinement in their parameters, but 
the basic formalism has barely changed from its origins (32, 34, 75) and is common to all variants 
(Eq. 7). It can be schematically represented as:  
 (Eq. 7)!! = !!"#$% + !!"#$%& + !!"#$%"&$ + !!"!#$%&'$($)# + !!"# 
In this formalism, atoms are treated as spheres, while molecular stereochemistry is ensured 
connecting neighbouring atoms through springs (Eq. 7a and 7b). Dihedral angles are dictated by 
periodic functions (Eq. 7c) that due to their critical importance on the simulation outcome have 
been finely characterized. In the same line, long-range interactions arising from atomic charges or 
from van der Waals interactions are modelled with simple classical potentials (Eq. 7d and 7e, 
respectively). Typical classical-atomistic force field terms are herein presented (note that all 
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energetic contributions solely depend on the atoms position): 
 (Eq. 7a) !!"#$% = !!!(! − !!)!!"#$%   
 (Eq. 7b) !!"#$%& = !! ! ! − !! !!"#$%&  
Where K stands for the stiffness of the bond stretching (KS) or bond bending (Kb). Bonds (!) 
and angles (!) equilibrium positions are defined used a reference value, indicated with 0 sub-
index. 
(Eq. 7c) !!"#$%"&$ = !!!!![1 − cos(!" − !)]!"#$%"&$  !! is the torsional barrier, ! the torsional angle while n and ! are accounted for periodicity and 
phase of the energy function. 
 (Eq. 7d) !!"!#$%&'$($)# = !!!!!!"!!!"#$%  
(Eq. 7e) !!"# = !!"[! !!"!!" !" − 2 !!"!!" !]!"!#"!$%$  
Q represents atomic charges, R distances and A, C and !  correspond to parameters from 
Lennard-Jones potentials. Finally, it has to be said, that despite the simplistic nature of the force 
field, their accuracy have proven striking in many cases, being very reliable for standard 
calculations (76). Further interested readers are referred to reference (38) for an extended review. 
Classical force fields meet their limit when simulating chemical reactivity. In those cases 
combined quantum-mechanics/molecular-mechanics (QM/MM) methods are the most 
promising choice (39, 77, 78). QM/MM uses CPU-demanding quantum formalism only in critical 
points of the protein, such as the catalytic site, and describes the flexibility of the rest of the 
protein classically. The boundary area must be modelled sensibly, being dummy atoms strategies 
or localized orbitals are the most popular ones. Eq. 8 describes the total energy contribution in 
the QM/MM approach: 
(Eq. 8) ! !"!#$ = !!" + !!! + !!"/!! 
In QM/MM formalism, wave functions of the QM region feel the rest of the system through the 
QM/MM region, since the solution of both of them are coupled in variational methods.  
Other approach is Arieh Warshel’s Empirical Valence Bond theory that describes enzymatic 
reactivity without explicit consideration of the electronic degrees of freedom (79). Instead, a 
library of chemical structures is computed at the QM level, used to represent the reactant entities. 
Resonance states of those structures are later incorporated in simple empirical potentials in 
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molecular mechanics calculations (80). This elegant approach has been largely successful, and 
gave many insights of protein reactivity. Finally, solely mention that parameterization of new 
reactive structures requires careful attention. 
Coarse-Grained  
Replacing groups of individual atoms with one particle in a lower resolution, coarse-grained 
(CG), representation enables the simulation of large-scale biomolecular processes. Five reasons 
make emerge CG modelling (81): 
• To simulate huge systems containing millions of atoms 
• To increase by 1000-fold the accessible time-scale, allowing the simulation of slow 
processes 
• To facilitate high-throughput studies 
• To smooth landscapes showing where details matter 
• To provide with a computational inexpensive tool for test purposes  
CG models can be derived in two ways. The first one needs a reference structure to build the 
force field, called “bottom-up” approach. Parameterization of bottom-up approaches uses 
reference atomistic simulations, which yielded so far the best CG accuracy. On the opposite side, 
“top-down” approaches are only built from the physical properties of particles. Their calibration 
uses thermodynamic data rather than reference simulations, therefore being transferable to other 
systems. The balance is delicate: transferable models are needed to simulate extremely flexible 
molecules but their accuracy is not ideal. Although this classification is useful to discern 
applicability, it is becoming less clear as mixed force fields are appearing.  
A second common classification among CG models, related to the previous one, distinguishes 
between physics based and knowledge based approaches. Physics based approaches infer, using 
physical theories, the interactions in CG models, either via bottom-up strategies or via top-down 
strategies. In contrast, knowledge based models are constructed on the basis of information 
extracted from either one reference structure (structure based) or from a collection of 
experimentally determined structures (knowledge based). 
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Physics Based Coarse Grained Potentials 
Derived from the underlying chemistry, either formally or by intuition, physics-based 
models retain chemical specificity of particles. The level of resolution depends on the 
biological problem: detailed backbone representations are needed to model secondary 
structure changes while side chain detail is critical to protein interactions. There are 
several successful, well-established, approaches among them MARTINI and UNRES 
force fields and two very promising emerging ones: PaLaCe and PRIMO. 
• MARTINI force field was extended for proteins after the success of the version 
for lipids, from which inherited the 4 to 1 mapping of atoms to CG sites (82). Amino 
acids are represented with one bead for the backbone and none to 4 (Trp) beads per 
side chain. An elastic network model (see below) is used to preserve the secondary 
structure of the reference structure, therefore being structure dependent (83). In 
MARTINI force field particles are classified in four categories according to their 
chemical nature in: charged, polar, non-polar and apolar. Each category is then split 
in sub-types giving a total of 20 bead types. MARTINI became one of the top used 
CG force field being implemented in all major molecular dynamics simulation 
packages. It is widely used to simulate protein-membrane interactions and protein 
supramolecular arrangements. However, due to the secondary structure constrains it 
can not be used to simulate folding nor aggregation processes 
 
• UNRES model describes the backbone with two CG sites and side chain with a 
single ellipsoidal site (84). UNRES has been constantly improving to become one of 
the most transferable CG force fields (85). Bonded terms (bonds, angles and 
dihedrals) are defined for backbone particles and a rotational potential is used to 
represent side chains preferred rotamers. In the latest version, all non-bonded terms 
are obtained from ab initio calculations of small systems and from Potential Mean 
Forces extracted from atomistic MD simulations. UNRES has been largely used to 
study protein folding or other structure prediction problems being able to reasonably 
predict (RMSD 3.5 and 5.5 Å) two native structures in a CASP exercise (86, 87). One 
disadvantage of UNRES model is the difficulty to put back all the atomic detail for 
multiscale modelling.  
 
• PaLaCe force field was developed to investigate the mechanical properties of 
proteins (88). It represents amino acids with two types of beads: the first class 
guarding for an accurate dihedral description and correct hydrogen bond geometries 
while the second class deals with non-bonded interactions. Combination of both of 
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them leads to an atomistic representation of the backbone and CG side chains 
resolution, up to three beads. Despite the high number of particles, PaLaCe achieves 
a 1000 fold increase in efficiency compared to atomistic simulations, since only a 
subset degrees of freedom are followed every step. PaLaCe was parameterized in a 
bottom up approach with the Iterative Boltzmann Inversion method (89), applying 
restrains for secondary structure, which limits its current applicability to reproduce 
large-scale dynamics. The mechanical properties of the protein are accurately 
captured in pulling experiment coinciding with Atomic Force Microscopy data. All 
together, this is a very promising approach to simulate processes where 
folding/unfolding does not occur.  
 
• PRIMO is a physics-based force field tuned for optimal description of backbone 
and side chain dihedrals (90). PRIMO energy functions are based on the CHARMM 
force field, ensuring transferability. Amino acids are modelled with three beads for 
the backbone and one to five beads for side chains. The main advantage of using 
PRIMO force field is that its CG sites are carefully placed to allow an analytical 
reconstruction to atomistic representation. This scenario is ideal for innovative 
multiscale approaches that will be protagonist of next decade simulations methods. 
In a more detailed representation, Medusa force field (91) combines an implicit solvent 
model (92) with a physical approach, specially suitable to treat ligand-protein interactions 
(93). Other important CG contributions are SIRAH (94), OPEP (95, 96), SCORPION 
(97), the Bereau and Desderno Model (98), MS-CG by the Voth Lab (99-101) are not 
detailed here for space limitation, despite their relevance and popularity.  
Structure Based Potentials 
Provided that high-resolution structure exists, protein dynamics can be rigorously 
modelled solely based on the 3D position of its atoms. This approach is referred as 
native-centric, Go-like or structure based models (SBM). Pioneering the field, Go and 
co-workers observed that protein motions are consistent with the folded structure of 
native state (50, 102, 103), considering that the strength of non-bonded interactions is 
determined by the folded structure, rather than by the physicochemical identity of the 
residues. The approach is supported from the minimal frustration principle (104, 105) in 
the sense that the native state not only optimizes the stability entire protein, but also 
optimizes all individual interactions (see below). 
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In practical terms, SBM models are expressed in in terms of energy potentials that place 
the energy minimum at the native structure. In the simplest SBM, each residue is 
modelled with a single bead centred in Cα position and attractive Lennard-Jones 
potentials are used for native contacts. Non-native interactions are modelled with 
repulsive potentials and bonded interactions are treated like springs, again centred at 
reference distance. In spite of their extreme simplicity, SBM consider excluded volume, 
describing accurately the entropy configurational loss as the protein folds. Moreover, by 
eliminating the frustration of non-native interactions the energy landscape becomes 
ideally funnelled predicting folding pathways (58, 106) or folding kinetic rates (107-109). 
Also SBM have been largely used to model conformational transitions in protein with 
great success (110-112). In conclusion, these intriguing results suggest that topological 
native contacts, regardless their nature, can explain a large fraction of protein dynamics 
(113, 114).  
Figure 4: Approaches to model residues interactions 
!
In this example, the two main ways of modeling residue interactions are presented. In Adenylate 
Kinase (PDB 4AKE), an aspartic acid (negatively charged) 11.5 Å away interacts with an arginine 
(positively charged). In physical modeling (A) the particles interact through Coulomb law therefore 
they will attract each other until are at collision distance. Instead, in structure-based model (B) they 
attract each other to reference distance in (C) (11.5 Å, orange circle) and not closer than that. Note 
that the minimum position in the potential energy interactions for each case is different. Energy has 
arbitrary units.!
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In summary, SBM do not consider the physical properties of the residues just their 
position in the 3D structure of the structure, being not transferable to other 
macromolecule. However, SBM are the most successful models to describe protein 
fluctuations and folding pathways and it is expected that as the number of high-
resolution structures grows SBM will be increasingly used. 
Knowledge based Potentials 
Contrary to SBM where generally one structure is used to build the energy potential, 
knowledge based potentials collect structural information from an ensemble of high-
resolution proteins. Averaging over many structures yields more transferable potentials, 
especially for globins, similarly to SBM, aiming to place the energetic minimum at the 
folded structure (115).  Knowledge based potentials are also known as statistical 
potentials because interaction functions are based upon the frequency of distances in the 
reference ensemble of structures. Furthermore, the distribution of residues distances 
reflects also the interaction with the environment, solvent included. In this regard, 
Miyazawa and Jernigan showed in a seminal work that solvent effect could be adopted 
by means of statistical potentials (116, 117). They also showed that native pair potentials 
are minimized for folded structures, keeping non-native contacts less favourable. 
Knowledge based potentials found major applications in structural prediction by 
Homology Modelling and in the validation of protein models in software packages like 
PROSA (118). Also, knowledge-based backbone dihedrals are coupled to physical 
potentials to better describe the secondary structure propensity of peptides chains (64). 
David Baker’s ROSETTA software uses library of structural fragments based on 
statistical potentials being the leading approach in ab initio protein structural prediction 
(119-122). One obvious drawback of knowledge based approaches is their incapacity to 
make predictions where there is not much known, like intrinsically disordered proteins 
dynamics.  
Elastic Network Potentials 
Elastic Network Models (ENM) are conceptually linked to the Go-like models and 
implicitly assume the minimum frustration paradigm. ENMs were designed to describe 
equilibrium oscillations, representing a clever shortcut to sample equilibrium 
conformations (123). Similar to SBM, ENM are parameterized used a reference 
structure, whose deformation energy follows a harmonic functional, in Cartesian space: 
(Eq. 9a)  ! = ! !!"!!"(!!" − !!"!)!!!,!  
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(Eq. 9b)  !!" = ! !1!!!!!!"!!!!"! ≤ !"!0!!!!!!"!!!!"! > !"  
where i and j are particles (atoms or CG sites), !!" is a spring constant or a simple 
function of internal distance (53, 124). !!"  stands for inter-residue distance and the 
superscript 0 refers to the value of  !!"!  in the reference structure. Rc is the maximum 
distance for a contact to be considered native. Despite employing only two parameters 
(constant !!" !model) ENM can accurately reproduce protein equilibrium fluctuations. 
When low-resolution (1 bead) ENM models are coupled to NMA, the computational 
cost is minimal but the accuracy is maintained. Somehow, this shows that the harmonic 
approximation of NMA is coarser than the ENM protein description. ENM-NMA 
showed valuable estimations in biological processes including conformational transitions, 
protein-protein docking (125-127), protein-ligand docking (128) or even to relate disease 
mutations with dynamics (129). It is particularly remarkable, the success of ENM-NMA 
in finding transitions paths, showing that extrapolation of equilibrium motions of the 
initial structure unveils accurate path predictions (130-137). One drawback of ENM is 
that is performed in Cartesian space is that bond distances or angles are distorted at a 
given amplitude of motion, but it can be avoided switching to internal coordinates 
(dihedral angles), automatically fixing covalent geometry (138). 
1.4.3 Protein Representation 
When constructing a particle-based model for a protein, the first step is to define the particles 
used to represent the system (atoms in case of atomistic simulations). Do we need to consider 
electrons explicitly? Can we use a low-resolution efficient model? The universal protein model 
does not exist. In other words, protein resolution must be rationally adjusted to the biological 
question to maximize sampling quality. Although this is a trivial statement, it is often ignored 
while using standard or automated protocols. Optimized protein model must: 
• Preserve the features needed to describe the phenomena of interest, for example, 
electronic details for enzymatic reactions or hydrogen atoms to accurate hydrogen bonds 
reproduction. 
• Eliminate or average out sufficient detail to ensure feasibility 
• Provide with an understandable description of governing physical forces 
• Allow for a smooth change of resolution if needed. 
There is a great range of choice for protein resolution: from electronic description to proteins 
modelled as rigid entity. For the purpose of this Thesis four resolution levels are relevant:  
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• Electronic. In practice electrons degrees of freedom are in proteins are explicitly 
consider only at critical points, particularly the active site. 
• Atomistic. In molecular simulations it is prevalent to use the atomistic representation 
where individual atoms are explicitly modelled without considering electrons 
distributions’ degree of freedom. When affordable these models yield the best results 
thanks to the highly optimized force fields. 
• Pseudo Atomistic. (also united-atom) This representation includes all atoms explicitly 
but hydrogen that is fused to its bonding heavy atom. This strategy already represents a 
significant speed-up for integration-based methods, where integration steps can be larger 
after fastest bond oscillations (involving hydrogen) are removed. 
• Coarse-Grained. Grouping atoms together leads to CG representations (Figure 5). 
There are several CG strategies but almost all of them include a particle cantered at the 
Cα position that permits better backbone reconstruction. One bead per residue model is 
widely used in combination with SBM and ENM sampling approaches, providing results 
of surprising quality.  
Although independent, protein resolution and energy description are often leveraged with few 
exceptions (99, 139, 140). This fact is summarized in Table 1 together the broad range of protein 
resolutions, and a collection of examples of applications for each model. For extended review of 
CG applications see references (141-143).  
Figure 5: Protein Resolution 
 (A) Atomistic representation of the Villin head domain (PDB 1WY3), hydrogen atoms are excluded 
for simplicity. (B) Coarse-grained representation of the same protein. Residues are modeled with a 
single bead centered in the Ca position. Although residue interactions become solely topological, 
protein main features are easily recognized. 
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Table 1: Adjusting protein resolution to the biological process 
Protein 
Resolution 
Application example Sampling 
method 
Transfe-
rable 
Energy description References 
Atomistic 
Binding process MD Y Physics-based (144, 145) 
Enzymatic Reactivity QM/MM Y Physics-based (146-149) 
Folding MD Y Physics-based (150-152) 
Conformational 
transitions 
MD Y Physics-based (45, 153-155) 
Protein Engineering MC Y Physics-based (156-158) 
 Membrane interactions MD Y Physics-based (159) 
United-atom 
Protein Flexibility dMD Y Physics-based (66) 
Conformational 
Transitions 
dMD Y Physics-based (160) 
Folding dMD Y Physics-based (62, 63, 87) 
6-4 beds 
Aggregation dMD N Ad-hoc (69, 71, 72) 
Folding MC/MD Y Knowledge/ Physics-
based 
(161-163) 
Membrane interactions MD Y Physics-based (82, 164) 
Conformational 
transitions 
MD Y Physics-based (165) 
2 beads per 
residue 
Folding dMD N SBM (58, 59) 
1bead per 
residue 
Protein Dynamics NMA N ENM (53, 133) 
Protein Dimerization 
Interactions 
MD N SBM (166, 167) 
Folding MD N SBM (168) 
Conformational 
Transitions 
MD dMD 
NMA  
Y SBM/ENM (112, 129) 
Protein Design MD Y Knowledge based (169) 
Domains as 
rigid parts 
Protein Binding MC N Physics-based (170) 
Supra-molecular 
assemblies 
BD N SBM (143, 171) 
1 bead per 
protein 
Protein-Membrane 
interactions 
BD Y Physics-based (172) 
Protein Diffusion 
 
BD Y Physics-based (173-175) 
Table 1 shows the coupling between resolution, sampling method and energy description. BD: Brownian 
Dynamics. dMD: discrete Molecular Dynamics. MC: Monte Carlo. MD: Molecular Dynamics. NMA: 
Normal Mode Analysis. QM/MM: hybrid Quantum Mechanics-Molecular Mechanics. Physics based 
potentials refer to energy functions based on physico-chemical properties of particles. SBM: structure 
based models. Knowledge Based refer to energy interactions derived from the statistical analysis of known 
proteins. ENM: Elastic Network Models. Ad-hoc refers to energy interactions adjusted for a particular 
system and simulation. An energy description is transferable when parameters only depend on the intrinsic 
nature of the particle, therefore are valid for any system.  
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1.4.4 Solvent Representation 
Water shows, despite its simple structure, complex collective behaviour, which is key to 
understand biomolecules. Water interacts with proteins in several ways: it screens electrostatics, 
reinforces hydrophobic interactions and forms hydrogen bonds in the surface. To capture water 
peculiarities in a force field is a challenging task reflected in the number of quite different 
strategies. The number of particles used to represent water molecule is a matter of debate. 
Highest resolution models use 5 sites to describe water molecules (one per each atom and 2 extra 
for lonely electrons pairs) being TIP5P by Jorgensen group is the most used one of this type 
(176, 177). Using a dummy particle, 4 sites water molecules exist (178-180), giving better 
electrostatics distribution. However, the 3 particles water models, in particular TIP3P (178, 181) 
and SPC/E (181), are by far the most popular ones due to their compromise between accuracy 
and efficiency. 
At lower resolution, CG water models can be implicit or explicit. Implicit models are a very 
effective way to reduce the degree of freedom by simulating only the protein structure. In this 
regard, water effects (hydrophobic attraction and charge screening) are mimicked using two 
principal strategies: altering non-bonded potentials or adding an extra term in the force field 
(182-184). The idea is to represent the solvent as a continuous medium seems a natural way of 
improving the computational speed, although there are several open issues, for instance 
computing solvent entropy, See references (81, 183, 185, 186) for details.  
Explicit CG models of water can be obtained by fitting atomistic simulations or experimental 
water properties (187). In the first case, 1 particle per water molecule is the most popular 
representation when techniques such as Iterative Boltzmann Inversion (89) or Force Matching 
(99, 100) are used for parameterization purposes. In the second case, the typical mapping is 1 
particle per 4 water molecules, like in MARTINI force field (188, 189). Experimental data of 
water density, diffusion rates, solvation free energies and water-air surface tension are used to 
shape water interactions into Lennard-Jones or Morse potentials (190-192). The lack of charges 
in mentioned CG water models impedes electrostatic screening, something that can be alleviated 
with implicit charge screening or polarizable water models. Instead of one big particle groping 
water molecules polarizable CG water molecules use 2-3 particles with explicit charge separation 
(188, 193-195). In an effort towards multiscale simulations, the Pantano group proposed the 
WT4 CG water with 4 particles in a tetrahedral organization mapped to 11 regular waters (196). 
All four particles carry explicit charge and are connected between them with harmonic springs.    
1.5 Algorithms to enhance sampling 
Simulating biological processes requires a delicate trade-off between proper detail and affordable 
efficiency but even when balanced it can still be prohibitively slow. Extensive sampling is basic to 
study phenomena like activated processes. When the initial conformation constitutes a kinetic 
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trap, or large diffusive processes spanning very distinct protein conformers occur, then exploring 
the conformational space becomes very inefficient. In such situations elegant computational 
heuristics are applied to overcome sampling limitations (197, 198). The main idea behind these 
techniques, generally referred as Enhanced Sampling Techniques, is to bias the simulation to visit 
the conformational space of interest. There are dozens of sampling techniques (see reference (76) 
for an excellent review), here I briefly present the most used ones. Also, I will extend on 
Maxwell-Demon MD and Metadynamics due to their relevance to this Thesis. 
• Targeted MD (199) 
It enforces the transition between two known states of the system (A and B) introducing 
energetics restrains to the trajectory. The restrains gradually reduce the RMSD to the 
target state. The procedure accepts iterations to refine the transition path.  
• Steered MD (200-202) 
Alternatively to Targeted MD but on the same principle, a pulling spring term is added 
in the Hamiltonian. The spring acts as steering force towards a known target state, ligand 
(un)binding or a fixed point in the space. Steered MD is used in processes where external 
forces can help such as protein unfolding, ligand unbinding or in sillico atomic force 
microscope experiments. Steered MD combined with the work of Jarzynski enables to 
obtain free energy profiles from non equilibrium simulations (203). Several pulling 
experiments are needed to obtain energy profiles. Extensions of the method allows to 
capture kinetics rates (108, 109).  
• Accelerated MD (204, 205) 
Accelerated Molecular Dynamics modifies the potential energy of the system in a way 
that reduces the height of energetic barriers, mainly local ones. It was introduced by the 
McCammon group to simulate activated processes. The method requires only one copy 
of the system, reaching significantly better sampling over the conformational space than 
traditional MD (206). With proper Boltzmann re-weighting the original free energy 
profile is recovered. 
• Replica Exchange Simulations (207, 208) 
Replica Exchange simulations uses multiple trajectories of the same system that are 
periodically interchanged. The simulation ensemble spans a range of meaningful 
temperatures by setting a different temperature to each replica. After a fixed time period 
individual trajectories are evaluated in a Metropolis test and trajectories are interchanged 
between temperature levels. In other words, if a high temperature replica meets a low 
potential energy conformation the replica temperature will smoothly decrease. The 
replica exchange method was extended to interchange the Hamiltonian instead (or in 
addition) of the temperature. The main advantage of replica exchange simulations is that 
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parallelization is trivial, ideal for large CPU clusters. On the disadvantage side, most of 
the kinetic information of the system is lost. 
• Umbrella Sampling (209, 210) 
Likely to be the oldest biasing technique was and still is widely used to simulate 
processes where an initial path can be estimated. By defining a reaction coordinate that 
drives the transition from an initial to a target state, it forces the system to move in small 
windows of the path. An extra term is added in the Hamiltonian (commonly harmonic) 
to guarantee sampling in the region of interest. The bias to the free energy caused by the 
added potential can be eliminated with statistical techniques (211, 212). 
• Transition Path Sampling(213, 214) 
In transition path sampling a first guess of a potential pathway is used to start a Monte 
Carlo procedure aimed to iteratively refine the path. Optimized paths are selected by 
assessing how efficient the initial state is liked to the target. Transition path sampling 
outputs an ensemble of path, being one of the most (among biased simulations) accurate 
methods available for detecting paths.  
• Milestoning Simulations(215) (216-219) 
Ron Elber’s Milestoning simulation technique follows protein motion through a discrete 
number of states, obtained from an estimated path. Interestingly, Milestoning allows 
computing kinetics rates of the conformational transition. Assuming that the flow 
through the states is stationary (a new simulation is launched at the beginning of the path 
each time any simulation reaches the target state) leads to the probability of each state in 
the path and ultimately, to free energy values.  
• Maxwell-Demon MD(220, 221) 
This technique has many variants that have received different names, among them 
Maxwell-Demon dynamics and dynamic importance sampling (DIMS). The main idea of 
the technique is to bias trajectories by introducing information that help them to sample 
the transition path. It does not perturb the energy landscape but selects slices of 
trajectories that move towards the target state by using a ratchet-like Metropolis 
acceptance filter. If ∆! is an observable that captures the motion of slice of trajectory 
generated (originally 1 picosecond of MD trajectory), the probability of accepting it 
(!!"") is defined as: 
(Eq. 10) !!"" ∆! = !1!!!!!!!!!!!!!!!!!!!!!!!!!!"!∆!! ≤ 0!! !!∆! !!!!!!!!!!!!!!"!!∆! > 0 
where γ is a parameter tuned to control the softness of the acceptance rate, typically 
defined by the initial distance between two known structures. Here, ∆! < 0 means that 
the proposed slice is moving towards the target structure. Backwards steps, ∆! < 0, can 
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be accepted yielding not necessarily linear trajectories (45, 46, 222). If the slice is not 
accepted, a new one is generated. Repeatedly, the algorithm guarantees net motion 
towards the target structure, without modifying the system Hamiltonian. 
• Metadynamics(223, 224) 
Metadynamics eases trajectories to new regions of the conformational space by filling the 
visited potential energy surface minima with Gaussian function. The algorithm assumes 
that the system can be described by few collective variables !, fully locating the trajectory 
in the conformational space by means of them. Each time that similar conformations are 
sampled (in ! space) a positive Gaussian function is added to the original Hamiltonian 
(Eqs. 11,12), discouraging the system to come back to this point. More Gaussians sum 
up with the evolution of the simulation until the energy landscape is full, at that point, 
the real free energy landscape is the opposite of the sum of all Gaussians. 
(Eq. 11) !!! !, ! = ! !!!! !!exp!(− (!!!!!(!))!!!!!! )!!  
(Eq. 12) !!"!#$ = !!"!#!$% + ! !, !  
where ! are the collective variables, t is the time, d the number of collective variables, w 
and σ are the height and width of the Gaussian added at time. Metadynamics ensure 
trajectories to escape the initial energy basin being specifically suitable to describe 
motions beyond equilibrium (225), like conformational transitions. Since it is not trivial 
to identify the stopping point of a simulation, this in principle exact method, suffers 
from convergence problems. If the simulation is overextended artifactual Gaussians 
functions will be added, distorting the energetic description. To overcome this problem 
the well-tempered Metadynamics was introduced where the height of the Gaussian is 
history-dependent, being smaller as conformations are re-visited (224, 226). Well-
tempered Metadynamics is a widely used method with improved convergence in free 
energy predictions. 
After 40 years of the foundation of computational biology, it is clear that to simulate real 
biological processes, a shift in the paradigm will be needed. Despite its power, MD alone is not 
going to be able to dissect macromolecular complexity. New innovative approaches need to be 
developed. 
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Chapter 2:  Objectives 
 
This Thesis is about methodological developments to trace conformational transitions in 
proteins. Here I present the problem description and the open issues where efforts were 
dedicated. 
2.1 Understanding Conformational Transitions 
Proteins and macromolecules in general constantly move from one conformation to another one 
at physiological conditions (76). Motions range continuously from small local rearrangements, to 
large domain translocations including unfolding/folding events. Dissecting protein motions and 
more importantly their causes is key to understand protein function (227-229). One example in 
the way to rationalize protein conformational changes has been the traditional division between 
induced-fit and conformational selection binding modes. The broadest objective of this Thesis is 
to contribute to the understanding of conformational motions, in this regard we want to develop 
physical models that reduce the complexity of biological systems to investigate those movements. 
2.2 Simulate Protein Motions 
Molecular simulations play a central role in understanding protein dynamics. Particularly, the 
identification of the transition path between conformations is an open field of research that 
disclosed several successful strategies. The obvious one is pure force MD simulations, that when 
the system and computational power allows, gives the best results (230). Enhanced sampling 
algorithms based on atomistic MD have been extensively used to simulate conformational 
transitions but the problem is far from being solved. Enhanced sampled methods require high 
user expertise, are CPU demanding and they have a common drawback: they require two known 
conformers, an estimated transition path, or alternatively the collective variables describing the 
transition. One objective of this Thesis is to design strategies to simulate conformational 
transitions in proteins. The aim is to use a multiscale approach combined with algorithm 
heuristics to reduce the computational cost of simulations. One major aspect to solve is to 
include at each stage the adequate level of resolution ensuring that the study is feasible.  
2.3 Exploit Simple Models 
On top of the theoretical interest for better algorithms, simpler models are easier to understand 
and give valuable information where traditional methods fail (62, 112, 134). At initial exploratory 
level, solvent effects will be accounted for via implicit solvation potential to gain computational 
efficiency. For this purpose we have adapted the effective energy function EEF1 proposed by 
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Lazaridis and Karplus (92). The next item is to find the balance in the protein representation. 
Aware of the fact that representation may need to adapt for specific purpose, proteins models 
will be constructed with a variety of resolutions, from atomistic to a limited number of particles 
per residue in the investigatory phase of the project. Another aim of this Thesis is to assess the 
suitability of CG models for the exploration of conformational transitions in combination with 
main energetic descriptions. Ideally, protein models with predictive power will be developed and 
tested with applications in biomedicine. 
2.4 Develop Efficient Computational Tools  
Although a considerable improvement has been achieved during last decade, functional protein 
dynamics happen on a timescale out of the scope for the most accurate computational methods. 
As discussed, the computational burden of MD prompted alternatives methods to trace 
conformational transitions. Figure 6 shows some examples of algorithms used to boost MD 
efficiency. We want to combine these techniques with discrete Molecular Dynamics sampling 
engine. To this end, we want to design reliable tools to trace conformational transitions in 
proteins when both ends of the transition path are known. 
2.5 Discrete Molecular Dynamics for Conformational Transitions 
The lesson learned with the success of the duo ENM-NMA on describing conformational 
transitions points in two directions. First, basic sample schemes can identify the direction of 
simple conformational transitions. The problem arises when larger topological changes are 
required. In this regard, dMD simulations met the compromise between efficiency and sampling 
quality. From protein folding we know that dMD can reveal folding pathways (58, 63, 64, 231), 
Figure 6: Shortcomings of tracing transitions paths 
!
Conformational transitions modeling problems. (A) Example of desirable transition path: dark lines 
shows a simulation trajectory between the starting structure (red basin, up) and target structure (red 
basin, down). (B) Usually, simulations are stuck in the initial energy basin, impeding correct 
sampling. (C) Once the initial basin is abandoned there is no guarantee to visit the target basin due 
to the complexity and ruggedness of proteins energy landscape. !
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so the topological change is covered. Moreover, dMD proved its ability to reproduce the protein 
equilibrium dynamics (112, 232). The second point is that conformational can be captured with 
very simple potentials, or at least the main features. 
The main goal of this Thesis is to explore dMD capabilities to study drastic movements in 
proteins. The project will require design specific-purpose methodologies, implement both 
Structure-Based and Physics-Based force field at different stages and investigate its relative 
efficiency. Methodological improvements as well as algorithms to sample the relevant 
conformational space are goals of this Thesis, including re-parameterization and refinement of 
the associated force field. 
2.6 Predicting Protein Conformers 
To estimate transition path when only one conformation is known, we need a way of identifying 
the target state, ultimately predicting its structure. It is clear that while waiting for faster sampling 
methods and better force field the single way to reproduce an unknown conformational 
transition is to plug in orthogonal information into the Hamiltonian. The nature of this 
information is fairly irrelevant as long as it captures the dynamical traits of the protein. For 
instance, De Groot and co-workers provided an intuitive example where they used a known 
conformation and the radius of gyration (Rg) of the unknown conformer to bias the trajectory to 
sample configurations that match that Rg value (233). Combining small angle X-ray scattering 
(SAXS) and CG simulations Hummer and co-workers followed a conformational transition of 
the complex CHMP3 of ESCRT-III, a protein with multiple helical domains separated by flexible 
linkers (234). Also, using SAXS technique, Hub and co-workers biased trajectories to reproduce 
experimental measurements yielding a spontaneous conformational transition for ribose-binding 
protein (235). In a pure in silico approach Onuchic and co-workers used sequence information to 
predict alternative conformers in proteins (236). In this line, we will adapt dMD formalism to 
interplay with experimental and bioinformatics data, leading to algorithms to predict proteins 
conformers and the corresponding transition path when only one structure is known. 
2.7 Make tools available 
We want to make user-friendly tools that translate the methodological advances achieved in this 
Thesis, ideally building a framework that facilitate the simulation of conformational transitions. 
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Chapter 3:  Atomistic transition path from dMD 
simulations 
 
In this work we present a new method to trace conformational transitions in proteins in 
atomistic resolution. There are two types of approaches in modelling conformational transitions, 
physical simulations and non-physical morphing between two known structures. Morphing 
methods can be used as an estimator of the transition path, as hypothesis generator or simply to 
visualize protein motions (237-240). They major advantage is that they can complete the 
conformational transitions in minutes, which is very convenient at exploratory levels. But they 
suffer from shortcoming due to their simplistic nature. Morphing methods can violate bond 
distance or obtain surrealistic transition paths, like between a structure and its mirror image. 
Even sophisticated morphing methods that take into account physical properties like energy 
display abrupt jumps in potential energy (238), unlikely to occur in the cell.  
Our protocol, named Maxwell-Demon dMD (MDdMD), is part of a third generation of methods 
(238, 241, 242) that are computationally as efficient as morphing methods without loosing the 
physical nature. MDdMD can complete a conformational transition in about 2 hours of 
computational time, with atomistic resolution. Trajectories are biased to approach the target 
structure in a very soft fashion, where the analogy with Maxwell-Demon comes from selecting 
slices of trajectories that satisfy a spatial restriction. MDdMD paths are energetically smooth, 
obtaining by sampling structures with a physical force field that guarantees chemically correct 
structures. We validated our results with known experimental intermediates that our protocol 
spontaneously sampled in all five cases. Sampled conformers can be used as starting point of MD 
simulations with minimal adaptation obtained from automated methods. 
This study shows an example of the divide-and-conquer strategy to sample conformational space 
in proteins. After an ensemble of conformers is obtained from fast dMD simulations, we could 
use each of them as starting points of MD simulations. This can partially overcome the sampling 
problem since it avoids kinetics traps of the initial structure.   
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ABSTRACT: We present a new method for estimating pathways for conformational transitions in macromolecules from the use
of discrete molecular dynamics and biasing techniques based on a combination of essential dynamics and Maxwell−Demon
sampling techniques. The method can work with high eﬃciency at diﬀerent levels of resolution, including the atomistic one, and
can help to deﬁne initial pathways for further exploration by means of more accurate atomistic molecular dynamics simulations.
The method is implemented in a freely available Web-based application accessible at http://mmb.irbbarcelona.org/MDdMD.
■ INTRODUCTION
Proteins are dynamic entities, whose conformations change in
response to a variety of external stimuli, such as temperature,
solvent composition, presence of ligands, and electric or
mechanical ﬁelds.1 There is now an overwhelming amount of
evidence showing that protein function is directly related to
protein ﬂexibility,2−4 and it is clear that evolution has made an
eﬀort to not only optimize protein structure but also to design
ﬂexibility patterns optimal for function.5−10 Furthermore, it
seems that evolution has used very often the intrinsic ﬂexibility
patterns of ancestor proteins to create new macromolecules,2,11
in a conservative strategy to maintain fold and ﬂexibility.
Databases are full of examples where the same protein is found in
diﬀerent conformations due to the presence (or absence) of
diﬀerent ligands.8,12,13 However, there are very few examples of
experimental characterization of protein conformational tran-
sitions, since dynamic high-resolution techniques are still in their
infancy,10,14−16 which implies that most of the knowledge from
conformational transitions in proteins is derived from molecular
simulation techniques.1,17−34
Atomistic molecular dynamics (MD) is probably the most
accurate and universal simulation technique for the study of
protein ﬂexibility. MD is based on a rigorous theoretical
formalism and uses physical potentials (the force ﬁeld) that
have been reﬁned and optimized for decades.35,36 Unfortunately,
practical use of MD is limited by the gap between the transition
and the currently accessible simulation times, which precludes
the use of direct-unbiased MD approaches to study large
conformational changes. As a response to this problem, a variety
of techniques have been developed to force the sampling along
the direction of the transition.37,38 These biasing techniques can
provide encouraging results38−45 but are very expensive
computationally and can lead to incorrect results if the transition
coordinate or the restraint protocols are not well tuned. In this
complex scenario, morphing coarse-grained (CG) models have
been gaining importance as an inexpensive alternative to obtain
ﬁrst guesses of the transition paths.5−9,13,21,25,46−63
Within the morphing CG paradigm, the protein is represented
at the Cα level ignoring side chains. Transitions are simulated
using diﬀerent approaches, the simplest ones are based on
interpolation schemes between original and ﬁnal conformations
using either Cartesian or internal coordinates.64−69 A more
physical variant of the morphing CG method is based on the
assumption that evolution has created proteins precoded to
perform biologically relevant transitions, which means that
biologically relevant conformational transitions are likely to
happen along soft modes,13,53,70−73 i.e., the easiest deformation
modes of proteins. These morphing methods require a deﬁnition
of the protein Hamiltonian, which is often obtained by means of
the elastic network models (ENM), where the minimal
f rustration principle74 is assumed, and accordingly the
perturbation energy associated with deformations of protein
conformations from known experimental structure follow a
harmonic behavior:
∑ δ= −E K R R( )
i j
ij ij ij ij
,
0 2
(1)
where i and j are residues, δij is a delta function equal to 1 when i
and j are at less than a given distance and 0 otherwise, K is a
spring constant (linear or distance dependent), Rij stands for
inter-residue distance, and the superscript 0 refers to the value of
Rij in the reference structure.
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The preferred deformation modes, i.e., those along which the
energetic cost of deforming a protein is minimum, are obtained
by diagonalization of the Hessian matrix associated with the
Hamiltonian outlined in eq 1 (normal-mode analysis; NMA).
Methods based on the EN-NMA approach provided then a guess
of the transition by activating the movements along low
frequency modes overlapping with the transition vector.
Transitions obtained by animating natural deformation modes
of proteins are more realistic than those obtained by simple
interpolation schemes.70 Unfortunately, EN-NMA morphing
approaches also present some shortcomings; a very clear one is
the corruption in the covalent structure of the protein related to
large displacements along a limited number of modes. To
partially alleviate these problems, diﬀerent authors51,70 have
recalled the principle of minimal frustration also along the
transition, and accordingly, lower modes are recomputed for
intermediate structures obtained along the transition. Other
authors52,53 have developed EN-NMA in the internal coordinate
space. Unfortunately, none of these elegant approaches is useful
when transition is not coded in the ﬁrst essential deformation
modes of the protein, or when it implies side chain movements
ignored in a Cα representation.
In this paper, we present a new method to trace large
conformational transitions based on a very fast discrete
molecular dynamics (dMD) algorithm. Plausible trajectories
are obtained by following ballistic equations of motions are
biased toward the target structure by means of a Maxwell−
Demon engine (see below), which incorporates information of
essential deformation movements of the protein. The method
can work with any level of resolution (including all-atoms and
hybrid levels), is very eﬃcient computationally, and displays very
good performance in a large variety of test systems.
■ METHODOLOGICAL APPROACH
Basic Discrete Molecular Dynamics Algorithm. The
basic dMD formalism62,75−77 assumes that particles move in the
ballistic regime (constant velocity) until a particle−particle
collision occurs. In dMD, the potential energy is deﬁned with
stepwise discontinuous functions of the particle−particle
distance instead of continuous functions used in standard
molecular dynamics. In the absence of any collision, the particles
move linearly with constant velocity. The position of a given
particle at the time of the next collision is
⃗ + = ⃗ + ⃗r t t r t v t( ) ( )i i ic c (2)
where ri⃗ and vi⃗ stand for positions and velocities and tc is the
minimum among the collision times tij between each pair of
particles i and j:
=
− ± − −
t
b b v r d
v
( )
ij
ij ij ij ij
ij
2 2 2 2
2
(3)
where rij is the square modulus of ri⃗j = rj⃗ − ri⃗, vij is the square
modulus of vi⃗j = vj⃗ − vi⃗, bij = ri⃗j·vi⃗j, and d is the distance
corresponding to the wall of the square well.
When two particles collide, there is an elastic transfer of linear
momentum into the direction of the vector ri⃗j:
⃗ = ⃗′ + Δ ⃗m v m v pi i i i (4)
where the prime denotes the variables after the collision. The
new velocities after collision are obtained by applying
conservation rules:
+ = ′ + ′m v m v m v m vi i j j i i j j (5)
+ = ′ + ′ + Δm v m v m v m v V1
2
1
2
1
2
1
2i i j j i i j j
2 2 2 2
(6)
where ΔV stands for the depth of the square well deﬁning the
interatomic potential.
The transferred momentum can be easily determined from
Δ = + − −
+
Δ − −⎪ ⎪
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⎩
⎫
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p
mm
m m
v v
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Note that the two particles can go out of the well as long as
Δ < + −V
m m
m m
v v
2( )
( )j i
1 2
1 2
2
(8)
Otherwise, if the particles remain in the well, eq 7 reduces to
Δ = + − − −p
mm
m m
v v v v{ ( ) ( )}i j
i j
j i j i
2
(9)
which, taking the negative solution of the root, leads to
Δ = + −p
mm
m m
v v
2
( )i j
i j
i j
(10)
In summary, in dMD no forces should then be calculated; the
equations of motion should be integrated on the femtosecond
scale, yielding then to very eﬃcient simulations.58,60,78−80
Previous works in our group have shown how dMD is able to
reproduce well equilibrium dynamics of proteins as determined
by explicit-solvent atomistic MD simulations58,60,79 and can be
used to perform robust minimizations of protein−protein
complexes (manuscript in preparation). Other authors demon-
strated the sampling capability of dMD folding small
proteins.76,81 Also, encouraging results from dMD have been
reported in the analysis of many aspects of protein and nucleic
acids dynamics,61−63,77,82−85 macromolecular aggrega-
tion,56,86−88 and macro- and supramolecular transitions.89
Force Field Description. dMD is based on the use of simple
or multiple-step square potentials to describe physicochemical
interactions. Our dMD interaction potentials include an implicit
solvation term (derived from Lazaridis−Karplus functions90)
and van der Waals and electrostatic terms. In the aim of
increasing the speed of the simulations, we have chosen our
simplest version of dMD:59 in the case of attractive interactions,
two-step potentials that deﬁne square wells are used, and a soft
barrier in the case of repulsive interactions. As in standard dMD
calculations, inﬁnite wells were used to maintain all bonds and
angles in the protein near equilibrium values, preventing then
distortions of the chemical backbone. In this implementation of
the method, well-deﬁned secondary structure elements were
enforced during the transition by deﬁning very deep square
potentials between hydrogen bonded groups. These secondary-
structure constraints are automatically released in cases where
initial and ﬁnal secondary structures do not match.
Biasing Techniques. The core of our morphing procedure is a
biasing algorithm, which enhances dMD sampling in the
direction of the transition and also, if possible, along the essential
deformation modes (Figure 1). The ﬁrst is quantiﬁed by simple
metrics, which in principle are applied only to the Cα's:
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∑ ωΓ = || ⃗ − ⃗ ||
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N
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1
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(11)
where N is the total number of residues, B is the target structure,
X is the sampled conformation (X = A for the original
conformation), and ω(i) is a weighting function deﬁned as
ω =
|| ⃗ − ⃗ || <
|| ⃗ − ⃗ || || ⃗ − ⃗ || >⎪
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r r r
r r r r r
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,B ,X cut
,B ,X ,B ,X cut (12)
where rcut is an estimate of oscillation around equilibrium
structures generated by the thermal noise (1.5 Å from the study
of our MODEL database91).
We deﬁne the transition vector (ΔR⃗) as that connecting the
sampled structure to the target one (R⃗B − R⃗X) and the essential
transition vector deﬁned from the combination of eigenvectors
that better reconstructs the transition:
∑ α⃗ = ⃗
=
V v
j
m
j jNM
1 (13)
where vj⃗ stands for the eigenvectors obtained from normal-mode
analysis (see below), and αj is the normalized overlap between
the selected mode (j) and the transition vector. In order to
reduce the noise, the sum extends for themmodes with αj > 0.15
pertaining to the group of 10 lower frequency ones (the essential
deformation space).
Following a Maxwell−Demon approach, the bias toward the
target structure is not introduced by an energy penalty, but using
informational criteria.39,92 Thus, after at a certain simulation step
(t), the progress variable (Γ) is computed (eq 11) and compared
with that obtained in a previous accepted movement (t − Δt).
Following the Metropolis Monte Carlo procedure, the
simulation segment (t − Δt)→(t) is preaccepted or not based
on the probability pt:
β
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where β is dynamically adjusted to guarantee a user-input
acceptation rate (recommended value around 40%), and the time
frame (Δt) is typically 100 RTU (see eq 15; in our experience, 1
RTU corresponds to around 10−20 ps of standard protein
dynamics).
= # =TRTU
0.15 Total Collisions
residues
at 300 K
(15)
The protocol outlined above is very eﬃcient for driving
transitions (without aberrant contacts or distortions of chemical
structure), but it does not guarantee that such a transition follows
essential deformation movements, which in some cases might
bias the transition to biologically unlikely paths. To guarantee
that, if possible, transition uses the default conformational
ﬂexibility of the protein, we compute the overlap between the
essential transition vector (V⃗NM) and the transition vector (ΔR⃗),
taking ﬁrst V⃗NM deﬁned from the eigenvectors of the original
structure (A). We found that, if the overlap is above 0.6, we can
consider that essential deformation space contains information
on the transition and proceed as described in the following
paragraph. When the overlap is smaller than this cutoﬀ, we
consider that the essential deformation space does not contain
useful information to improve our deﬁnition of the transition
pathway, and transition is fully guided by the dMD force ﬁeld and
the Maxwell−Demon.
Assuming that there is a good overlap between the transition
vector and the essential transition vector deﬁned from
eigenvectors of the original structure (X = A), we incorporate
additional conditions into the preaccepted conﬁguration as
deﬁned by probability function:
τ
τ
β τ
=
>
− − <
⎧
⎨⎪
⎩⎪⎪
⎡
⎣⎢⎢
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T T
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exp ( ) if
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where the index τ is the normalized projection between two
structures separated by a signiﬁcant period of time (Δt′) in the
range 20−100 RTU (Δt′ is automatically adjusted depending on
protein size) andT is by default 0.6. The βNM factor is set to 0.1 to
guarantee a smooth evolution of the probability function in the
range 0.15−0.6.
As noted by others (see the Introduction), when the structure
moves from the starting conformation (i.e., X≠ A), the principle
of minimal frustration is not granted, and accordingly
eigenvectors computed for A lose predictive power. Thus,
when our algorithm detects that the transition vector between
target structure and current transition structure at t +Δt′ (Xt+Δt′)
does not overlap with the essential transition vector determined
from the eigenvectors for the starting structure (X = A), it
assumes that original essential deformation space is no longer
informative. At this point, if the transition structure (Xt+Δt′) is
close to the ﬁnal conformation (X = B; based on a spherical cutoﬀ
Figure 1. Flowchart of the basic MDdMD algorithm. Red lines indicate
a deﬁnitive temporal advance toward the target structure. NMA biasing
criteria (purple) only apply under certain conditions (see Figure 2).
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adjusted to the size of the protein, typically around 3.5 Å), we use
the eigenvectors of B to compute the essential transition vector.
Otherwise, we recomputed the eigenvectors assuming that
structure Xt+Δt′ is a minimum and applied the same protocol
outlined before (see Figures 1 and 2).
In a small number of cases, especially when transition is close
to the target structure, the essential deformation movements are
not very useful for driving the transition. In this case, eq 16
increases dramatically the rejection rate, making ﬁnal con-
vergence slower. The algorithm recognizes automatically this
situation, inactivating from this point of the introduction of
information on essential modes as a guide for the transition
(Figure 2).
Computing Normal Modes. The essential deformation
space of a given structure X is computed using our version of the
elastic network model. It is based on a Go-like harmonic
potential with diﬀerential sequential and spatial cutoﬀ functions
and a Kovac’s distance dependent force constant adjusted to
reproduce essential dynamics obtained from atomistic molecular
dynamics simulations (see refs 13 and 80 for details of the
method). It is worth noting that there is a very good agreement
between the type of ﬂexibility predicted by this EN-NMA model
and that obtained by dMD simulations,59,60 which guarantees the
physical consistency of the present hybrid model. The EN-NMA
routine is incorporated in our code for recomputing eigenvectors
when required.
Convergence into Target Basin. It is not trivial to
determine when a transition has reached the target structure,
since protein structures are continuously moving by thermal
noise (in average 1−2 Å based on atomistic MD simulations).
Bearing this in mind, we have decided not to attempt to reach a
very low RMSD to the target conformation. In fact, even for a
perfect force ﬁeld, it is unrealistic to obtain a zero RMSD
structure when a protein structure is naturally oscillating at room
temperature.22
Thus, we adopt here a convergence criterion based on the
slope of RMSD to target structure respect to time. This criterion
prevents our method from obtaining stressed structures that
would be only an artiﬁcial minimum as a result of the strong bias
necessary to achieve close to zero RMSD values, but the user
should be aware that a further reﬁnement using explicit solvent
atomistic MD simulation might be necessary. Thus, in our
procedure, below a user-provided RMSD cutoﬀ (recommended
values around 2 Å for a 200 residues protein to 3 Å for a larger
proteins around 600−700 residues), we conclude that the system
has reached the target equilibrium state (near target experimental
structure) when in the last 20−40 Reduced Simulated Time
Units (RTU; see eq 15) of dynamics there is a negligible change
in RMSD.
■ RESULTS AND DISCUSSION
Transition Characterization. We tested the ability of our
method to obtain reasonable estimates of pathways for
conformational transitions by exploring a large database of
cases where there are at least two clearly diﬀerent structures in
the protein data bank (PDB93). The validation data set (see
Table 1) contains 47 protein pairs ranging from small (around
100) to very large (around 1000) proteins. In all cases,
trajectories have been followed in both directions, yielding a
total of 94 transitions, all of them followed at the all-heavy-atoms
level of resolution. Conformational changes in the ﬂexible part
(obtained by computing RMSD after manual alignment of rigid
part) vary from small (less than 3 Å) to very large (more than 20
Å), which means that we are trying to reproduce not only trivially
small transitions but also massive conformational changes (see
Figure 3), which are more challenging for transition pathway
detectors. Analysis of the overlap between the transition vector
and the lowest eigenvectors of the equilibrium conformations
shows in general a reasonable overlap between the transition and
the essential deformation pattern of proteins (see Table 1 and
Figure 3), conﬁrming that often biologically relevant conforma-
tional changes follow the essential deformation modes of
proteins.3,69 However, 68 of the 94 transitions display overlaps
below 75%, and 34 of them below 50% (Figure 3), meaning that a
signiﬁcant number of transitions cannot be simply explained by
the essential deformation pattern of proteins. Finally, it is worth
noting that the reversibility in the transitions is not always
granted, since overlaps between essential deformation and
transition vectors are signiﬁcantly diﬀerent when considered in
the A→B and B→A directions for a non-negligible number of
cases (see Table 1).
A detailed analysis of the entire data set reveals that 44% of
transitions correspond to conformational changes between the
open and closed forms of the protein, 39% to induced binding to
other macromolecules, 60% to the binding of small ligands or
cofactors, and one requires post-translational modiﬁcations (see
Table S1). The database contains no example of trivial
Figure 2. Detail on the implementation of the NMA bias based on the
initial and current overlap between transition and essential deformation
space.
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conformational changes, but it is clear that the degree of
complexity of ﬁnding a reasonable transition path is not
homogeneous across the data set. Thus, we classiﬁed transition
between all protein pairs in three categories (simple (−−),
diﬃcult (−+), and very diﬃcult (++)) based on three simple
descriptors: (i) RMSD between the pairs, (ii) the maximum
overlap between the transition vector and essential deformation
modes, and (iii) the expected reversibility. On the basis of this,
our extended database contains 33% simple transitions, 46%
diﬃcult transitions, and 22% very diﬃcult transitions (see Table
S1).
Global Performance of the Method. We managed to reach
the ﬁnal structural basin for 91 of the 94 transitions (see Table
S2), without any ad hoc adjustment of the method for diﬃcult
cases. Looking in detail to the ﬁnal structures, we did not ﬁnd
local errors, like too large bonds or unrealistic angles or dihedrals,
and only in three cases did we detect some problems in local
geometry (see Table S2) corresponding to cases where
experimental transition implies a disruption of elements of the
secondary structure, which were not captured by our default
setup. In summary, our method has a maximum failure ratio of
only 6% when exploring a large database of transitions, some of
them very diﬃcult to trace (see Table 1). From 94% of the
successful cases, we can detect a few cases where the transition is
too small and there is overlap between the starting and ﬁnal
basins, making it diﬃcult to guarantee the success of the
transition. In these cases (six cases from the 96 considered; see
Table S2), direct atomistic studies based on umbrella sampling,
targeted MD, and metadynamics of alternative biasing
techniques seem a more sensible election than coarse-grained
approaches.
Table 1. List of Proteins Considered in the Validation of the
Methoda
structure pair # residues
RMSD
(Å) overlap ΔRg/Å diﬃculty
1yzy*/2ahm* 71 7 0.39/0.45 0.16 ++
1szv*/1vet* 91 5.24 0.23/0.26 1.05 ++
1l5e/1l5b 101 6.7 0.81/0.83 0.31 −−
1wrp/3wrp 108 2.48 0.49/0.46 0.61 +−
1xfr*/2fjy* 123 5.84 0.30/0.32 0.95 ++
1e7xA/1dzsB 129 3.4 0.07/0.10 0.90 +−
1cfd/1cfc 148 5.43 0.94/0.92 1.74 −−
1h2d*/1oc3* 158 8.6 0.27/0.27 1.53 ++
2gja/1rﬂ 162 8.71 0.20/0.33 2.04 +−
1r3e*/1ze1* 169 5.94 0.29/0.33 0.22 ++
1ybj*/1dk0* 173 5.64 0.24/0.22 0.06 ++
1aje*/1ees* 174 6.82 0.39/0.56 1.81 ++
1cbuB/1c9kB 180 3.55 0.38/0.52 0.32 +−
1ex6/1ex7 186 3.64 0.88/0.79 0.83 −−
1s2h*/1go4* 190 4.9 0.48/0.56 0.28 +−
1bcc/2bcc 196 7.45 0.53/0.54 0.52 +−
2rh5/2rgx 202 5.99 0.88/0.62 2.51 +−
4ake/1ake 214 7.19 0.88/0.62 3.08 −−
1ggaA/1wdnA 220 5.34 0.86/0.61 1.56 −−
2lao/1lst 238 4.81 0.90/0.59 1.53 −−
3pjr*/1qhh* 261 9.38 0.47/0.61 0.33 +−
1urp/2dri 271 4.24 0.92/0.88 1.01 −−
1ram/1leiA 273 3.38 0.94/0.90 1.46 −−
5at1/8atc 310 2.59 0.66/0.45 0.50 +−
1 cmkA/1 cmkB 317 3.62 0.94/0.72 1.27 −−
3dap/1dap 320 4.35 0.90/0.74 1.30 −−
1eyk/1nuz 327 4.54 0.56/0.28 1.00 +−
1bp5/1a8e 329 6.81 0.86/0.67 1.98 −−
1jqj/2pol 366 1.99 0.48/0.38 0.46 +−
1omp/1anf 370 3.91 0.86/0.86 0.90 −−
8adh/6adh 374 1.27 0.24/0.31 0.16 +−
9aat/1ama 401 1.67 0.35/0.44 0.27 +−
1ux5/1y64 411 10.33 0.84/0.61 3.75 ++
1qf5/1hoo 431 3.03 0.32/0.56 0.65 +−
1yyo/1yyw 438 17.96 0.14/0.40 2.37 ++
1bnc/1dv2 452 4.51 0.83/0.79 1.56 −−
1rkm/2rkm 517 3.24 0.92/0.66 0.58 −−
1sx4/1oel 524 12.61 0.77/0.76 3.87 −−
1hp1/1hpu 525 9.93 0.52/0.53 0.34 ++
2hmi/3hvt 556 3.45 0.59/0.60 0.61 +−
1i7d/1d6m 620 3.65 0.61/0.48 0.08 +−
8ohm/1cu1 645 4.62 0.77/0.71 0.29 +−
1lfg/1lfh 691 6.54 0.76/0.85 1.08 −−
1qvi/1kk8 837 27.61 0.72/0.78 1.70 +−
1q9x/1q9y 899 5.91 0.81/0.46 0.57 +−
1ih7/1ig9 903 6.47 0.77/0.48 0.68 +−
1su4/1iwo 994 13.93 0.71/0.56 0.92 +−
aFor each transition, we quoted the starting and ﬁnal structures (in
PDB code), the size (in number of residues) of the protein, the root
mean square between the two structures, the change in radius of
gyration, the overlap between the transition vector, the expected
diﬃculty of the transition (see main text), and the essential
deformation space of the reference proteins (ﬁrst 10 modes, overlap
is computed for each pair (a/b) in both directions: a→b, ﬁrst number
and b→a, second number).
Figure 3. Distribution of diﬀerence in radius of gyration (top), between
starting and ﬁnal structures, RMSD between both stats (middle), and
overlap of initial essential deformation space with transition (bottom)
for all the transitions considered.
Journal of Chemical Theory and Computation Article
dx.doi.org/10.1021/ct300494q | J. Chem. Theory Comput. 2012, 8, 4707−47184711
It is worth noting that essential deformation as deﬁned by
normal-mode analysis helps to ﬁnd a reasonable pathway in
around 70% of the cases; even in a signiﬁcant number of cases
(36%), the reference structure used to determine the essential
deformation space was changed in the course of transition (see
Methodological Approach). The method managed to obtain
physically plausible transitions (see Figure 4) in cases of dramatic
changes (see for example 1qvi←→1kk8 or 1sx4←→1oel
transitions in Table S2), in very large systems (see for example
1su4←→1iwo or 1ih7←→1ig9), and also in cases (like 1ybj←→
1dk0 and 1h2d←→1oc3) where there is a very poor overlap
between essential deformation space and the transition vector
(see Figure 4 and Table S2). Using the reduced simulation
trajectory time (RTU relative to size and RMSD of the
transition), we can evaluate the real diﬃculty of our procedure
to reach the target structure. As shown in Table S3 and Figure S1,
the method ﬁnds transition paths very quickly in most cases. In
general, the cases (Figure S1) where pathways are diﬃcult to ﬁnd
correspond to transitions labeled as “very diﬃcult” in Table 1,
typically cases where essential deformation space is quite
orthogonal to the transition, and where there is a large ratio of
rejection by the Maxwell−Demon algorithm. Translation of
reduced simulation time to wall-clock time is diﬃcult, but for
most (60%) of the transitions outlined here, the algorithm
ﬁnishes in less than 1−2 h on a standard laptop computer.
Transition pathways obtained with MDdMD are consistent with
all the structural parameters considered in our physical based
force ﬁeld, though we expect them to be a valuable initial
estimation. However, we should stress that the ﬁrst guess of
transition path may still not be the kinetically optimal one, so
further reﬁnements using much more rigorous (and computa-
tionally expensive) methods might be needed.
Reversibility. Experimentally, there are many transitions
which are not equally easy in both directions (A→B and B→
A). This is clearly visible in cases where the overlap between the
transition vector A←→B and the essential deformation spaces of
A and B are very diﬀerent (see Table 1), warning about
reversibility problems in our simulations. Fortunately, even the
reduced simulation times in the A→B and B→A directions can
be quite diﬀerent for some pairs of proteins (see Table S2); there
is only one case (adenosylcobinamide kinase, 1cbu/1c9k) where
our method shows irreversibility. Very interestingly, the analysis
of the RMSD bidimensional plots (see examples in Figure 5)
indicates that for a given point in the transition paths, structures
sampled in the A→B and B→A directions are quite similar,
suggesting microscopic reversibility in the transition. The same is
clear by looking at the evolution Maxwell−Demon acceptance
rate and the RMSD (to target) along the transition (see examples
in Figure 5). In summary, our method, which is not based on
interpolation or on the use of geometrical energy restraints, is
able to ﬁnd with reduced computational eﬀort feasible and
(macro- and microscopically) reversible transitions between
distant conformations.
Local Geometrical Quality. One of the main problems of
interpolation techniques and NMA-based morphing techniques
relies on the lack of quality of the local geometry, which might
display unrealistic bond lengths or angles, or even steric clashes.
Our procedure, which is based on a very simple, but still reliable,
physical potential, eliminates completely these problems. No
violation of chemical connectivity or steric clashes are found
during transitions. PROSA proﬁles94 reveal that not only ﬁnal
structures but also generated intermediate conformations fulﬁll
the standard requirements of a folded protein (see examples in
Figure 6). Violations of Ramachandran’s maps are quite small
along the transitions (Figure 7), and the pattern of native
contacts predicted by our method matches in general that found
experimentally (Figure 7). It is very encouraging that even the
current version of the method uses only the deviation from the
target structure of the Cα's as a decision variable for the
Maxwell−Demon selection procedure; side chains are typically
well positioned (see examples in Figure 7). In any case, it is worth
it to note that any error in side chain positioning can be easily
corrected in our algorithm by just including information-biased
torsion parameters in the dMD potential function.
Sampling of Transition Intermediates. The procedure
outlined here allows a fast determination of transition paths,
which drives transition between two known conformations
keeping all moment geometries that do not violate the chemical
structure and that in general can be explained from the pattern of
easiest deformations of the reference structures. In the lack of
experimental dynamic data, there is, however, no guarantee on
Figure 4. Structural ribbon superposition of both experimental ends of
some nontrivial conformational transitions explored.
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the goodness of the proposed path. Fortunately, for a few cases,
PDB reports intermediate structures, i.e., conformations of the
protein that are expected to be in the path of transition between
two more distant protein conformers (see Figure 6). It must be
stressed that there is no direct evidence that the experimental
intermediate is a real intermediate for the transition, but it is a
reasonable assumption that a good transition path should
approach at some point the putative intermediate structure.
Analysis of the corresponding transition (Figure 8, Figure S2)
illustrates how our transition trajectory typically passes close to
the suggested experimental intermediate sampling in all of the
case structures, with clear folded-like properties (see Figure 6)
Figure 5. Examples (1l5e←→ 1l5b, top; 1ake←→4ake, middle; and 1sx4←→1oel, bottom) of transitions obtained by theMDdMD procedure. On the
left panel, bidimensional RMSD plots are presented to show the reversibility of the transitions (nearly diagonal distributions). On the right-hand side,
Maxwell−Demon acceptance and RMSD proﬁles along transitions are presented to conﬁrm the reversibility (noted as near-superposition of the curves).
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and non-negligible RMSDs between the sampled structure and
the assumed “intermediate” crystal structure, which are in some
cases clearly linked to mobile movements.
Transition Perturbation. The procedure outlined here is very
ﬂexible, allowing the introduction of any external eﬀect into the
calculation. This allows us to determine, for example, how a given
transition might be facilitated or disturbed by the presence of
external ﬁelds or molecules. Figure 9 illustrates the power of the
method to characterize the disturbing eﬀect of the ligand on the
close→open transition of adenylate kinase (1ake→4ake), which
Figure 6. Study of the similarity between experimental and MDdMD transition intermediates. Left: detail of the transitions (with the intermediate
displayed in blue) considered here. Right: PROSA proﬁles for the experimental andMDdMD sampled intermediate (note that no bias was introduced in
the simulations to approach MDdMD sampling to experimental intermediate).
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is characterized by a dramatic decrease in the velocity of the
algorithm to advance toward the target structure and the much
larger value of RMSD to the target value obtained in the
simulations.
MDdMD Application. MDdMD can be run through a Web-
based interface (http://mmb.irbbarcelona.org/MDdMD). The
user can upload both input and target structures or fetch them
from the PDB. Since only Cα from the target structure is used,
there is no need for both proteins to be coincident, so mutated
structures or close homologues could also be simulated. A
reduced set of parameters could also be deﬁned: simulation
temperature, acceptance ratio, and the desired ﬁnal RMSD.
Alternatively, most relevant trajectories for the already available
simulations (see Table S2) could be examined. After an initial
check for the consistency of parameters and structures,
simulations are launched. MDdMD simulations are executed
on our Web-applications cluster, under an SGE batch queue
engine. The simulation can be followed interactively on an
intermediate Web page that includes information about the
current stage of the transition: an RMSD/acceptance rate plot
showing the current acceptance rate and the RMSD between the
simulated and the target structure; the superposition between
initial, current, and target structures can be visualized through a
JMol applet (http://jmol.sourceforge.net). From the intermedi-
ate screen, the simulation can be stopped by the user at any time,
obtaining the accumulated trajectory as a ﬁnal result. This helps
to avoid nonproductive simulations, or ﬁnish simulations that
have already reached their target. In any case, the user is informed
through an email message of the completion of the simulation,
and a link to the ﬁnal results is provided.
The resulting conformational transition trajectory can be
visualized in JMol or downloaded, either in PDB or Amber’s
Figure 7.Detail of the local quality of sampled structures for three random cases. Top: Ramachandran maps for all sampled structures (red show higher
populated states). Middle: Cβ based contact maps for the sampled (above diagonal) and experimental (below diagonal) end state. Bottom: Some
structural details of the side chains in the experimental vs ﬁnal sampled structures.
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ASCII CRD formats, that make them compatible with most MD
analysis software.
■ CONCLUSIONS
We present an extension of the discrete molecular dynamics
algorithm to trace conformational transitions. The method can
work at any level of resolution (including the all-heavy-atoms one
explored here) and drives physically meaningful transitions
toward the target structure using a Maxwell−Demon procedure
enriched by introducing information on the essential deforma-
tion pattern of proteins. The method is extremely ﬂexible,
allowing the introduction of any desired experimental constraints
or the simulation of perturbing elements in the transition.
Testing of the method in an extended set of transitions (nearly
100) reveals a success rate around 94%, including some very
diﬃcult transitions, involving large movements that do not align
with the essential deformability pattern of proteins. The intrinsic
speed of dMD makes the technique very eﬃcient computation-
ally and competitive with less physical approaches.
Figure 8. Evolution of the RMSD (to the experimental intermediate) along the simulation (green) together with the experimental intermediate (blue).
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Chapter 4:  Speeding up the transition path 
sampling !
In the previous chapter we introduced an algorithm to atomistically connect two known 
conformers of the same protein. Here, we present an alternative method that is at the same time 
more efficient and more accurate.  
We needed a way to test a large number of plausible conformational transitions paths, first with 
two known end points, but aiming to predict transitions paths. Despite the efficiency of 
MDdDM, it was still too slow to systematically test, for instance, 1000 conformational transitions 
per protein. The Cα resolution was adequate to obtain such computational efficiency, and we 
adopted a SBM inspired by its success to describe protein conformational flexibility. Firstly, in 
our group, Orellana et al showed that disease mutations correlate with protein dynamics 
disrupting Cα interactions in a ENM (129). Other success stories from SBM models come are 
the description of the mechanism of action of Adenylate Kinase (112) or the concerted motion 
of two leading heads of Kinesin (243). We benefited from dMD versatile square wells to build a 
double-minima potential energy landscape using two known structures. The protocol can be 
easily extendable to add more minima or incorporate restrains. Figure 7 shows an example or 
energy potential used in this model.  
 
We observed that with this simple model we are able to sample spontaneously known 
intermediates lying along the transition path at accuracy below 2 Å RMSD for medium sizes 
proteins. 
Figure 7: Double-well square potentials 
Modeling conformational changes with simple SBM potentials. For pair of particles that do not 
change their relative distance (rij) in the conformational transition, a single energy minimum is 
placed at the reference distance of both known structures (A). When the distance between 
particles changes along with the conformational transition two minima are used (B). Minima 
position correspond to each distance in the end conformers, typically two PDB structures.  !
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ABSTRACT
Motivation: A new algorithm to trace conformational transitions in
proteins is presented. The method uses discrete molecular dynamics
as engine to sample protein conformational space. A multiple minima
Go-like potential energy function is used in combination with several
enhancing sampling strategies, such as metadynamics, Maxwell
Demon molecular dynamics and essential dynamics. The method,
which shows an unprecedented computational efficiency, is able to
trace a wide range of known experimental transitions. Contrary to
simpler methods our strategy does not introduce distortions in
the chemical structure of the protein and is able to reproducewell com-
plex non-linear conformational transitions. Themethod, calledGOdMD,
can easily introduce additional restraints to the transition (presence of
ligand, known intermediate, known maintained contacts, . . .) and is
freely distributed to the community through the Spanish National
Bioinformatics Institute (http://mmb.irbbarcelona.org/GOdMD).
Availability: Freely available on the web at http://mmb.irbbarcelona.
org/GOdMD.
Contact: modesto.orozco@irbbarcelona.org or modesto@mmb.pcb.
ub.es
Supplementary information: Supplementary data are available at
Bioinformatics online.
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1 INTRODUCTION
Many biological functions of proteins such as mechanic work,
signal transduction or enzymatic activity are modulated by a key
property of them: flexibility (Henzler-Wildman et al., 2007;
Micheletti, 2013; Velazquez-Muriel et al., 2009). Flexibility is a
property that has been refined and maintained by evolution
(Falke, 2002; Micheletti, 2013) and that, in turn has been also
exploited by evolution to generate new proteins in a conservative
mechanism, which guarantees the maintenance of the structural
scaffold as well as the relevant deformation pattern (Leo-Macias
et al., 2005; Stein et al., 2011). Structural databases show
(Gerstein and Krebs, 1998) increasing number of proteins
having alternative structures depending on external factors
(such as crystallization conditions, posttransductional chem-
ical modifications, presence of ligands, changes in solvent
environment, etc). This probes the existence of dramatic con-
formational transitions in proteins, but giving no information
on how such transitions happen.
Recent refinements of experimental techniques have provided
direct evidence on the mechanisms of conformational transitions
for somemodel proteins (Ban et al., 2011; Eisenmesser et al., 2002;
Fenwick et al., 2011; Kern and Zuiderweg, 2003; Lindorff-Larsen
et al., 2005). However, we are still far from the point that all con-
formational transitions could be described by means of experi-
mental methods. This situation forces the use of simulation
techniques, which has been largely refined in the past years
(Best et al., 2005; Bolhuis et al., 2002; Karplus and Kuriyan,
2005; Kubitzki and de Groot, 2008; Maragakis and Karplus,
2005; Miyashita, 2003; Okazaki et al., 2006), providing informa-
tion of increasing quality for a large number of conformational
transitions in proteins (Sfriso et al., 2012; Stein et al., 2011).
Molecular dynamics (MD), using atomistic force-fields and
explicit representation of solvent (McCammon et al., 1977), is
probably the most accurate theoretical technique for reproducing
protein flexibility. Recent computational approaches have made
possible the simulation of thousands of proteins (Meyer et al.,
2010) and the derivation of up to millisecond trajectories for
proteins (Dror et al., 2012; Lindorff-Larsen et al., 2011).
Unfortunately, most conformational transitions are still far
from the capabilities of plain atomistic MD, forcing the use of
biasing schemes (Beckstein et al., 2009; Das et al., 2006; Laio and
Parrinello, 2002; Leone et al., 2010; Liphardt et al., 2002;
Schlitter, 1994), designed to maximize the sampling along a
given variable that is believed to capture conformational transi-
tion motions. Biased-MD protocols are extremely powerful, but
they are expensive computationally, require expertise from the
user and can lead to incorrect results when the transition coord-
inate is not well defined.
Coarse-grained (CG) models (Bahar and Rader, 2005;
Dobbins et al., 2008; Lopez-Blanco et al., 2011; Mendez and
Bastolla, 2010; Orozco et al., 2011; Tozzini, 2005; Whitford
et al., 2007) are inexpensive, but still accurate alternatives
to atomistic MD simulations, which have gained significant
popularity in recent years. Unfortunately, the use of CG
models require the assumption of a certain loss of detail in the
simulation, for example, explicit solvent is ignored, which pre-
vent the study of specific water–protein interactions and side
chains are either ignored or dramatically simplified (Mendez
and Bastolla, 2010; Marrink et al., 2007), which raises problems*To whom correspondence should be addressed.
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to reproduce ligand-target interactions. CG models have been
calibrated against experimental data, such as B-factors, struc-
tural variability in databases or atomistic MD, and despite
their simplicity, provide often results of surprising quality
with limited computer resources and reduced expertise from
the user.
CG-methods have been largely used to trace conformational
transitions in proteins. The first implementations followed
mainly interpolation schemes between original and final con-
formations (Delarue and Sanejouand, 2002; Flores et al., 2006;
Franklin et al., 2007; Kim et al., 2002; Krebs and Gerstein, 2000;
Lindahl et al., 2006; Weiss and Levitt, 2009). Interpolation
protocols are fast and guarantee the completion of the transition,
but often at the expense of unrealistic intermediate conform-
ations, which are not good starting points for refinement through
more accurate atomistic simulations. Alternative CG-transition
methods have been developed under the assumption that bio-
logically relevant transitions should follow the easiest deform-
ation movements of the proteins (Bahar et al., 2010; Lezon
et al., 2009; Mendez and Bastolla, 2010; Yang et al., 2009)
defined as the softest deformation modes obtained by diagona-
lization of the Hessian matrix derived from an elastic network
model (ENM) Hamiltonian:
E ¼
X
i, j
!ijKij Rij " R0ij
! "2 ð1Þ
where i and j are residues, !ij is a delta function equal to 1 when i
and j are at less than a given distance, and 0 otherwise; K is a
spring constant (linear or distance dependent), Rij stands for
inter-residue distance and the superscript 0 refers to the value
of Kij in the reference structure.
Morphing methods based on the use of essential deformation
modes provide more reasonable approaches than linear interpol-
ation schemes, but are far from being optimal since (i) the cova-
lent structure of the protein can be damaged when large
displacements along a limited number of Cartesian eigenvectors
are made, (ii) a non-negligible number of transitions do not align
with the intrinsic deformation pattern of proteins (Stein et al.,
2011), and even those cases where the alignment between the
essential deformation space and the transition vector is good,
displacement along the essential space of one of the proteins
never allows a full transition between the two conformational
states. Recent advances in the field, such as the use of multiple
reference structures to define a transition-dependent essential de-
formation space (Sfriso et al., 2012; Yang et al., 2009) or the
derivation of the essential deformation modes in the dihedral
space (Lopez-Blanco et al., 2011; Mendez and Bastolla, 2010),
have alleviated but not solved these problems.
In this article, we present a new approach to obtain ultra-fast,
but accurate, conformational transition pathways in proteins out
of physics-based molecular mechanics simulations. By combining
an efficient sampling technique [discrete molecular dynamics
(dMD; Orozco et al., 2011; Proctor et al., 2011)] with a novel
multiple-well Go-like scheme. Sampling is enhanced with biasing
techniques such as metadynamics (Laio and Parrinello, 2002)
and Maxwell Demon MD (Rueda et al., 2004; Sfriso et al.,
2012). The method was tested in a large battery of transitions
(near 50 pairs of structures) obtaining, with reduced
computational cost, reasonable pathways in all cases, including
in cases of extreme difficulty, where transition requires, for ex-
ample, partial unfolding of the protein. Owing to the physical
nature of the method, sampled intermediate structures maintain
covalent structure, and no steric clashes are allowed. In cases
where experimental intermediates are characterized, the method
finds transition paths passing close to them. Surprisingly, the
method outperforms our previous more detailed algorithm,
Maxwell Demon discrete molecular dynamics procedure
(MDdMD; Sfriso et al., 2012), and is also competitive with re-
spect to alternative methods in the literature (Supplementary
Figs S1–S3). Our novel approach is flexible, allowing the intro-
duction of any perturbation. Furthermore, the user can easily
bias trajectories to guarantee that known experimental inter-
mediates are sampled.
2 METHODS
In this approach we have applied the dMDmethod [see (Emperador et al.,
2008b; Proctor et al., 2011) for details]. In dMD, particles move in the
ballistic regime, with constant velocity until a collision occurs. Collisions
occur at the particle–particle distances corresponding to a discontinuity in
the dMD potential. The velocities of the particles after the collision are
obtained using the rules of conservation of momentum and energy. This
allows avoiding the integration of Newton’s equations ofmotion, speeding
up the simulations as compared with usual MD.DiscreteMD has success-
fully been applied to protein folding (Ding et al., 2005; Zhou and Karplus,
1997), macromolecular dynamics (Emperador et al., 2008a, 2010), RNA
structural predictions (Ding et al., 2008, 2012; Gherghe et al., 2009) and
protein aggregation (Ding and Dokholyan, 2008; Urbanc et al., 2004,
2010). Recently dMD has been also used to robust energy minimization
of protein–protein complexes (Emperador et al., 2013) and protein–ligand
interactions (Proctor et al., 2012).
2.1 Force-field representation
We adopted a CG representation of the protein, where only C"s were
explicitly represented. We used a single square well with infinite walls to
define the bonded interactions between consecutive beads. The non-
bonded interactions were described by a multiple well Go-like model
(Taketomi et al., 1975; Ueda et al., 1978) depending on the experimental
inter-particle distance. Non-bonded terms of the Hamiltonian were clas-
sified in two categories based on whether or not the inter-particle distance
is different between the initial (A) and final (B) conformations. If they
are, we define a double well potential (Fig. 1) centered in the respective
experimental values: ~rA and ~rB. When the distances are similar in both
conformations (i.e. ~rA% ~rB), we used a single, but wider, well (50% larger)
centered at½ (~rAþ ~rB). To avoid over-restraining the system with phys-
ically irrelevant interactions, the potential energy was defined only for
those particles within a cutoff (~rA, ~rB4radii of gyration/2). It is worth
noting that the height of the wells for all non-bonded interactions is finite
(0.5kcal/mol), allowing the particles to escape from the wells if required.
This Go-like scheme is convenient to complete transition paths [485%
of the root mean square deviation (RMSd) difference between end struc-
tures) because target minimum acts as attractor. This situation enables us
to use softer biasing schemes and to better recover native contacts (see
Supplementary Materials for details].
2.2 Accelerating the transition
Within the Hamiltonian definition above, the A!B transition occurs
through a movement of particles jumping from wells centered at ~rA to
those centered at ~rB. Unfortunately, as a side effect of Go-like potentials,
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spontaneous hopping from one minimum to another is difficult, making
unlikely to find a spontaneous transition. We decided then to bias the
trajectory to guarantee enrichment of sampling along the transition path.
For this purpose, we implemented here a complex biasing scheme de-
signed to favor the transition, but avoiding the use of restrains that
would guide the trajectory along arbitrary (and probably unrealistic
paths). The first level of biasing is designed to move the protein far
from the starting conformation, while the second level is designed to
enrich biasing to approach the protein to the final conformation. For
the interested reader, a flowchart of the algorithm is presented in
Supplementary Figure S4.
2.2.1 Escaping from the initial minima We have implemented a
discrete version of the metadynamics method (Laio and Parrinello,
2002) to guarantee that the system leaves the original minima.
Metadynamics penalizes visits to the original well by raising gradually
the energy of the well (i.e. by filling it; Fig. 1), which increases the chances
of the system to escape from the attraction of the Go-potentials to the
starting structure. As a consequence, as trajectory progresses sampling of
the original conformation is less and less probable and system departs
from the original conformation. Metadynamics is efficient as a method to
escape from a minimum, but such a divergence happens in a random way,
which can yield to unrealistic deformations when applied in an unsuper-
vised fashion. To solve this problem, we have coupled metadynamics to
an ENM (Emperador et al., 2008a; Orellana et al., 2010) in such a way
that wells associated to inter-particle distances showing large changes
along the first five essential deformation modes were filled faster than
those associated to inter-particle distances that are not coupled to the
essential deformation modes of the protein (Fig. 1). This strategy guar-
antees the exploration of alternative ways to escape from the original
structure minima, while increasing the possibility to sample preferred
pathways as defined by the essential deformation modes (first five are
considered by default, but results are largely invariant in the range 3–10
modes (data not shown). Note that the ENM analysis is done only with
the initial structure irrespectively of which the target structure is, avoiding
the definition of too linear pathways. Note also that the full dMD simu-
lations are done, which means that all the degrees of freedom (and not
only the five preferred ones) are sampled.
2.2.2 Moving toward the final conformation The ENM-metady-
namics procedure outlined above guarantees that the protein moves
apart from the original structure sampling preferentially essential deform-
ation modes. However, there is no guarantee that such movements will
approach the protein to the final conformation. To guide the trajectory
toward the final structure, without introducing arbitrary energy re-
straints, we have implemented a Maxwell Demon biasing algorithm
(Perilla et al., 2010; Rueda et al., 2004; Sfriso et al., 2012) with a control
magnitude (!) defined as follows:
! ¼
XN
i¼1
!ðiÞ ri,B $ ri,X
!! !! ð2Þ
where N is the total number of residues, B is the target structure, X is the
sampled conformation (X¼A for the original conformation) and !(i) is
an optimized weight function dependent on the inter-particle distance and
the size of protein (Supplementary Fig. S5; results are robust to ! values
in the range 15–25 A˚ are used).
Following the MDdMD procedure the bias toward the target structure
is not introduced by an energy penalty, but using a less interfering infor-
mational criteria (Perilla et al., 2010). The scheme is simple and efficient,
after a certain number of dMD simulation steps (time t) the value of the
progress variable (!; equation 2) is compared with that obtained in a
previous accepted movement (t-"t). The simulation fragment t-"t!t is
then accepted or rejected based on a simple Metropolis test (equation 3):
pt ¼
1 if !t5!t$"t
exp $ !t$!t$"t!RMSd X;t, Bð Þ
" #2$ %
if !t4!t$"t
8<: ð3Þ
where p is the acceptance probability, RMSd(X;t,B) is RMSd between
structure sampled at time t(X) and target structure, ! is dynamically
Fig. 1. Interaction potentials used in this study. (a) single well corres-
ponding to a particle–particle non-bonded pair that does not change their
distance during transition (EGO¼ 0.5 kcal/mol, "s¼ 0.15 A˚). (b) Double
well representing two states of particle radial distance that corresponds to
two known structures (EGO¼ 0.5kcal/mol, "D¼ 0.10 A˚). (c) Example of
how discrete metadynamics increases the potential energy of a pair of
particles whose movement overlaps with the essential deformation space
of the initial state and (d) the same situation but when the overlap is much
lower
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adjusted to guarantee an acceptation rate of 70%, and the time frame
(!t) is typically 100 time steps. These large acceptance rates, combined
with a weight function with a maximum at !15 A˚ enables the system to
explore no so direct pathways that could lead to stressed structures and
provides the best local geometries (Supplementary Figs S6 and S7). The
presence of the Go-potentials of the target structure in the Hamiltonian
avoids the need to increase ! when trajectory approaches the final target
conformation.
3 RESULTS
To evaluate the power of GOdMD, we apply it to trace transi-
tions between known equilibrium conformations of proteins.
After analyzing protein data bank (PDB), we define a set of 94
transitions corresponding to 47 proteins showing two distinct
conformations. This large benchmark set was extracted from a
previous work in our group (Sfriso et al., 2012) and spans a wide
range of proteins from 100 to 1000 residues, showing different
shapes and secondary structure composition. The database con-
tains no trivial conformational changes and some of the con-
formational transitions represent dramatic geometrical
alterations in the structure of the protein, including refolding
in some cases. Many of the transitions are coupled to the binding
to small ligands (60%) and/or macromolecules (39%), which
increase the difficulties to trace reasonable conformational tran-
sition pathways. Further analysis of the data set reveals that a
significant fraction of the transitions (44%) correspond to open/
close ones, which can a priori generate hysteresis problems.
Finally, 22% of the transitions do not align well [overlap (accu-
mulated dot product) between top five normal modes and con-
formational transition is below 0.25] with the first five essential
deformation modes detected from EN-normal mode analysis
(NMA), i.e. that they will be very difficult to represent by
simply activating movements along intrinsic deformation
modes. Looking at different criteria (Sfriso et al., 2012) we con-
sider 62 of the 94 transitions as difficult or very difficult to
follow, which means that we are validating our method with
the most exigent transition dataset available.
GOdMD has been able to find reasonable pathways for all
studied transitions, even those requiring large refolding pro-
cesses. The algorithm can provide multiple transition trajectories,
defining a scenario of multiple pathways, which fits better into
the transition funnel theory (Dill and Chan, 1997; Portella and
Orozco, 2010). Furthermore, no violations of covalent distances,
nor steric clashes or chemical meaningless conformations are
sampled during transitions, which are always smooth, without
the presence of apparent discontinuities or hysteresis effects
(Supplementary Fig. S8). PROSA (Wiederstein and Sippl,
2007) calculations performed in random conformations sampled
during the different transition yields to native-like profiles
(Supplementary Figs S9 and S10), indicating that we are not
sampling unrealistic conformations along the transition. The
method is extremely efficient, 460% of trajectories are fin-
ished in52min wall-clock time in a laptop computer (2.4GHz
Intel Core 2 Duo) and even the most difficult transitions are
finished in530min in the same computer. We are working in
a parallel algorithm to explore larger systems with similar
efficiency.
3.1 Sampling known intermediate conformations
There are a few cases in PDB of distinct conformations for a
protein, where there is in addition to the start and end conform-
ation a third structure, which is intermediate (at least in terms of
RMSd) between the other two. Following Weiss and Levitt
(2009) we can suggest that in general the third structure can be
near a preferred passing point on the transition between the ex-
treme conformations (i.e. we can consider an ‘intermediate’ in the
transition). Thus, for the five cases where this putative intermedi-
ate is available, we determined transition paths between the two
more diverse conformations. In all cases (Fig. 2) we found
smooth and reasonable transitions, which go in the direction of
the putative intermediate, even for the most difficult cases, where
simpler methods have serious difficulties. In small systems
(Ribose Binding Protein, 50-NT), the transition passes through
the putative intermediate. In larger systems, small RMSd devi-
ations to the putative intermediate are much more difficult to
obtain, partly because of noise introduced by the presence of
Fig. 2. Structural superposition of experimental intermediate structure
and sampled conformations obtained along transitions. In the right-
hand side column we display the RMSd profile (taking intermediate as
reference) obtained in 10 independent transition pathways
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long connecting loops, and partly because the intrinsic difficulty
of tracing large conformational transitions. Although some large
RMSd values are obtained (due mostly to stochastic loop move-
ments), the potentials used in GOdMD capture better intermedi-
ate states than other state-of-the-art morphing methods
(Supplementary Fig. S3). However, it is clear that the simulation
drives spontaneously the transition toward conformational re-
gions close to the putative intermediate. PROSA profiles and
TMScore (Zhang and Skolnick, 2004) of both sampled and pu-
tative experimental intermediates are similar (Supplementary
Figs S9 and S10 and Supplementary Table S2 for details), sup-
porting the quality of the transition path.
3.2 Non-linearity of the transitions
One of the main caveats of biasing methods based on forcing a
regular reduction of RMSd to the target structure (as most
morphing methods) is that they force a linear transition path,
that might be unrealistic (Fig. 3), and that does not provide in-
formation on the bottlenecks in the transition. Our method is
able to detect non-linear transition pathways, and provides in-
formation on where are the bottlenecks, i.e. those points where
the transition seems nearly stopped for long periods, and which
correspond to regions of high rejection rate in the Maxwell
Demon (Supplementary Fig. S11). Interestingly, the method is
also able to disconnect local (measured as % of native contacts)
to global transitions (measured by the RMSd to the target),
showing how for some transitions local rearrangements happen
first, while, on the contrary, for other transitions global
movement is before local conformational rearrangements (Figs
3 and 4).
It is worth noting that, the physical nature of the method
guarantees that the guiding engine (NMA-bias metadynamics
and a Maxwell Demon here) finds conformational pathways
that never explore regions of unrealistically large energy. This
guarantees that along all the transitions we sample protein-like
conformations (Fig. 4), avoiding sampling always linear path-
ways that can leads to strong local distortions.
3.3 Introducing experimental information
One of the main advantages of our method is its flexibility, which
makes very easy to introduce the effect of external perturbations
in the transition, or to bias the trajectory by experimental
information.
To show the capabilities of our algorithm, we analysed the
effect of ligand binding in a transition, and also illustrate how
the existence of experimentally validated intermediate can be
used to bias the transition towards preferred pathways. For the
first purpose we studied three additional systems for which
ligand binding is known to displace conformational equilibrium:
D-Allose binding protein (1gud/1rpj), L-Leucine Binding Protein
(1usg/1usi) and Osmo-protection protein (1sw5/1sw2). After run-
ning 10 simulations (five in the absence and five in the presence
of the ligand), we observed that those trajectories containing
ligand were less efficient to reach the final state (Supplementary
Figs S12 and S13 for details). These are just ‘prove of concept’
calculations, but provide encouraging evidence that our simple
and fast algorithm can capture qualitatively the effect of the
ligand in altering conformational pathways. To explore the pos-
sibility to bias GOdMD transitions by using experimental infor-
mation on intermediate we have repeated the study of the very
difficult 1SU4 ! 1IWO transition (Weiss and Levitt, 2009)
assuming that the intermediate structure 1VFP corresponds to
a necessary pass-point in the transition. So, we decoupled our
sampling methods to find the transition pathways that better
accommodate this experimental information.
With the same Hamiltonian defined by the end states (A, B;
see Methodological Approach), the Maxwell Demon MD is now
first referred to the experimental intermediate structure (1VFP)
and then switched to the target structure (when sampling of
intermediate structure is converged). With this protocol, we
selected the path closer to the putative intermediate state I.
Figure 5 shows the obtained results. A clear improvement on
the sampling of I is observed, showing that while the potential
Fig. 3. (a) Energy surface where a linear conformational transition is
expected to be realistic (x and y correspond to two general conform-
ational variables, and color code means the energy order: red5yel-
low5green5blue). (b) Energy surface where transition does not follow a
linear pathway. (c) An example of a real transition (4ake!1ake) that
behaves linearly, and where pathway obtained by our current procedure
(black line) and a linear one (blue; obtained by forcing low acceptance
rates and ignoring ENM analysis). (d) As in panel (c), but for a non-linear
transition 1c9kB! 1cbuB, where normal (black) and forced linear tran-
sitions (blue) are different, the latter being incorrect, because little target-
native contacts are recovered (despite the low RMSd to target)
Fig. 4. Typical RMSd to target and potential energy profiles. Energy is
presented in relative units. Different (three for simplicity) trajectories lead
to similar but not identical results
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energy surface is defined considering only A and B, the transition
derived is fully compatible with the presence of the putative inter-
mediate I.
Note that the new bias introduced in the trajectory by the
experimental restrain does not impact dramatically on the
energy, and it even improves energy relaxation toward the final
state (Fig. 5).
4 CONCLUSION
We present GOdMD, a new method to trace conformational
transition at the CG level. The method uses the fast CG dMD
algorithm coupled to two biasing methods: (i) metadynamics
adapted to follow proteins easiest deformation pattern, and (ii)
a Metropolis-based Maxwell Demon algorithm. The method is
fast and, contrary to many other approaches, always finds a
smooth transition path when tested in a large dataset of transi-
tions. Obtained trajectories maintain the covalent structure of the
protein avoiding also unfavourable contacts, sampling intermedi-
ate structures with ‘protein-like’ properties, a clear advantage
with respect to usual morphing schemes. The method is ex-
tremely flexible and can be easily adapted to introduce the
effect of external perturbations in the transition or to bias
the transition using experimental information. Limitations of
the method are likely to be coupled to its CG nature that pre-
cludes the derivation of atomistic information on the transition.
The approach is then expected to be especially powerful to
obtain rough transition pathways that will be further refined
by atomistic MD-based algorithms. A computer program
implementing our method is publicly available as a web server
at mmb.irbbarcelona.org/GOdMD.
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Chapter 5:  Predicting protein conformers 
 
So far, we presented a systematic way of expanding the conformational landscape of proteins 
using two known structures. Here we designed an algorithm that takes advantage of the 
computational efficiency of GOdMD to predict transition path using coevolution information. 
The sampling engine, developed in our group, follows transitions path that maximize the 
coincidence of three-dimensional residue contacts with sequence coevolutionary information.  
Coevolution information, or more specifically, coevolution contacts are sequence positions that 
show correlated mutations over the history of the protein. They can be inferred from a multiple 
sequence alignment of at least 2000 sequences, which is a requirement of our prediction protocol. 
Residue coevolution has been successfully applied to fold proteins (244, 245), with remarkable 
accuracy in trans-membrane proteins (246). Extending the coevolution analysis to two binding 
proteins led to the identification of the complex geometry in docking experiments (247). An 
extend review of coevolutionary contacts applications is found elsewhere (248). Also, and very 
recently, coevolution contacts were used to characterize protein dynamics (249, 250) and as a 
proof of concept in structural change predictions (236). 
Based on the assumption that coevolving pairs of residues should be brought close in space in 
protein dynamics, we developed a dMD-based method to identify functional-relevant alternative 
conformational states. We benchmarked our method with over one hundred known structural 
transitions in the PDB. The method explored the power of coevolution analysis, as well as 
provided methodological advances to supplement biased molecular dynamics and coarse-grained 
models. 
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SUMMARY
We present here a new approach for the systematic
identification of functionally relevant conformations
in proteins. Our fully automated pipeline, based on
discrete molecular dynamics enriched with coevolu-
tionary information, is able to capture alternative
conformational states in 76% of the proteins studied,
providing key atomic details for understanding their
function and mechanism of action. We also demon-
strate that, given its sampling speed, our method is
well suited to explore structural transitions in a
high-throughput manner, and can be used to deter-
mine functional conformational transitions at the
entire proteome level.
INTRODUCTION
Proteins are not rigid structures but flexible and dynamic entities,
which adapt their conformations to respond to cellular stimuli,
perform mechanical work, catalyze biochemical reactions, or
interact with other macromolecules (Eisenmesser et al., 2002;
Henzler-Wildman and Kern, 2007; Stein et al., 2011). There is a
bulk of evidence demonstrating that flexibility is as important
as structure in defining the function of proteins (Falke, 2002;
Henzler-Wildman et al., 2007; Micheletti, 2013; Orozco, 2014),
and that evolution has made a big effort to maintain and refine
the functionally relevant conformational space of proteins (Leo-
Macias et al., 2005; Stein et al., 2011; Velazquez-Muriel et al.,
2009).
Often protein flexibility arises from near-equilibrium dynamics,
i.e. from the activation of essential deformation modes of the
native structure (Bahar et al., 2010; Das et al., 2014). In these
simple cases, alternative conformations are located in a
pseudo-harmonic free-energy funnel centered at the equilibrium
state, and can be sampled from short-timescale molecular dy-
namics (MD) simulations (McCammon et al., 1977), or even
from simple coarse-grained elastic network model calculations
(Kim et al., 2002; Yang et al., 2007). However, there are also
more complex instances whereby proteins have to undergo
large conformational transitions to perform their biological func-
tion. These distant conformers are very difficult to predict from
theoretical methods designed to sample around equilibrium ge-
ometries of known structures. Pure force atomistic MD simula-
tions are an obvious alternative in these cases (Dror et al.,
2012; Shimamura et al., 2010), but even with specific-purpose
computers, the accessible timescale for MD moves in the sub-
microsecond to millisecond range (Shaw et al., 2010), still far
from the timescale of many functionally relevant transitions.
Coupling of MD simulations with biasing techniques (Elber and
West, 2010; Elber, 2005, 2007; Laio and Parrinello, 2002; Perilla
et al., 2010; Sfriso et al., 2012) permits exploration of conforma-
tional transitions that happen on timescales slightly above those
accessible from unbiased MD. These techniques are not only
very CPU-demanding, but also require some previous knowl-
edge on the transition pathway, which limits their applicability
for predicting unknown protein conformations or determining
new conformational pathways.
It is clear that, while waiting for more accurate force fields, bet-
ter biasing techniques, and faster computers, the only way to
explore the vast conformational space is to incorporate experi-
mental restraints into the theoretical calculations (Chen and
Hub, 2014; Seeliger and de Groot, 2010; van den Bedem et al.,
2013). Thus, structural data derived from electron microscopy,
nuclear magnetic resonance, or X-ray crystallography have
been used to help theoretical methods to trace large transitions
able to capture different conformational states, typically by
defining the start and end conformations of the protein (Beck-
stein et al., 2009; Sfriso et al., 2012;Weiss and Levitt, 2009;Whit-
ford et al., 2007). Unfortunately, this paradigm of integration of
experiment and simulation is applicable only when at least one
distant alternative conformation of the target protein is known.
In other words, we have powerful methods to explore structural
states within transition paths between two known conformers,
but such methods cannot identify alternative functionally rele-
vant conformations.
Coevolutionary data have been used as a source of indirect
structural information on proteins allowing, in very favorable
cases, the determination of the folded state (Hopf et al., 2012,
2015; Jones et al., 2015; Marks et al., 2011, 2012; Michel
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et al., 2014;Morcos et al., 2011), and the trace of simple open-to-
closed transitions (Morcos et al., 2013). Here, we further explore
the power of the coevolutionary signal to guide theoretical
methods in the search for conformational ensembles and alter-
native functionally relevant conformations.
We present an automated protocol whereby coevolution con-
tacts are filtered and introduced as ensemble restraints in
coarse-grained discrete molecular dynamics (dMD) simulations,
which are able to detect alternative functionally relevant confor-
mations. We validate the predictive power of the method on an
exhaustive set of alternative structural states extracted from
the PDB. We found that in 76% of proteins studied the protocol
is capable of finding an alternative conformer. Finally, we assess
the general applicability of our method to explore conformational
transitions of varying complexity, including a prediction of serine/
threonine protein kinase conformers. Predicted conformers can
be found at mmb.pcb.ub.es/CBDMD/.
RESULTS AND DISCUSSION
The protocol developed, as outlined in Figure 1, is based on four
consecutive steps. First, we performed direct coupling analysis
(DCA) (Weigt et al., 2009) on a multiple sequence alignment, se-
lecting those coevolving pairs of residues that are not in contact
in the native structure, and which might thus be informative of
alternative protein conformations. In a second step, we cleaned
the DCA output to remove uninformative or impossible contact
pairs. To this end, we used dMD (Proctor et al., 2011; Sfriso
et al., 2015) to bring coevolution pairs close in space (one inde-
pendent dMD simulation for each pair), up-ranking viable trajec-
tories leading to conformations that are coherent with the rest of
the coevolution map (see Figure S1). In a third step, after select-
ing the most informative coevolution pairs, we built structure-
based models (SBMs) (Taketomi et al., 1988; Tozzini, 2005;
Ueda et al., 1978; Whitford et al., 2007) to perform coevolu-
tion-biased discrete molecular dynamics (cb-dMD) simulations.
Finally, we clustered and analyzed the trajectories to generate an
ensemble of representative conformers, which are expected to
represent the functionally relevant conformational landscape of
the protein (see the Experimental Procedures for further details).
Sufficient Coevolutionary Information Enables
Systematic Detection of Alternative Conformers
To validate the method, we explored its ability to detect known
alternative conformations in a set of proteins with more than
one structure available in the PDB (Berman et al., 2000),
ensuring sufficient protein coverage and coevolutionary signal
by filtering out sequences with less than 2,000 members in the
alignment (Figure S2). A robust non-trivial validation test was
defined by filtering out pairs of structures separated by less
than 3 A˚ in root-mean-square deviation (RMSD), since these
limited conformational transitions could be captured by stan-
dard equilibrium-dynamics methodologies. Redundant proteins
(sequence identity >70%) were also discarded. The resulting
validation set contained 105 proteins. We labeled two source
structures (A/B) per protein, defining a total of 210 transitions
to be determined (when more than two conformers were found
in databases, we selected the twowith best sequence coverage,
provided they were at a distance >3 A˚) (Figure 2A). We ran our
method on the source structures, and after clustering each tra-
jectory we retrieved ten representative conformers. In 13 of
the 105 proteins, none of the predicted conformers satisfied
any exclusive coevolution contact, and we excluded them
from the validation set. These 13 proteins corresponded mainly
to closed-to-open transitions not suitable for reproduction by
our coevolution-based method, since the sampling engine re-
quires unique coevolved contacts in the alternative conformers.
The final validation set contained 92 proteins corresponding to
140 source structures (195 transitions) (Table S1 and Figure 2A),
each of them yielding an ensemble of ten conformers with co-
evolving residues forming new contacts. Next, we checked
whether these conformers approached the experimental ones
by measuring the RMSD, and also compared the overlap of
the expected transition (between two known end points A and
B) with the transition from the source structure to a predicted
conformer. For benchmark purposes, we computed an experi-
mental p value of the overlap obtained with our protocol using
a background distribution of overlaps (obtained from a con-
verged equilibrium simulation; see the Experimental Proce-
dures). Cases with a high overlap (p < 0.05) between predicted
and expected conformers were considered to be successful.
Figure 1. Method Summary
The protocol uses (1) raw coevolution DCA scores
to (2) test the accessibility of each residue pair in the
structure by means of an initial conformational
sampling. Individual trajectories are accepted
when they show better coincidence with coevolu-
tion information than a threshold (area under the
ROC curve, see Experimental Procedures). If
consistency is observed between coevolution data
and the conformational sampling, we (3) incorporate
the corresponding pairs of residues into SBMs.
Coevolution pairs are reflected in the models by
favorable energy interactions, exploring the con-
formational landscape accordingly. Implicitly, this
approach filters noise in the DCA signal, and reveals
the protein ensemble encoded by coevolution.
Finally, we (4) select distinct conformations from
the dMD simulations to provide a small set of
structures that is representative of the conforma-
tional landscape.
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Under the criteria explained above, we recalled at least one
known alternative conformation for 59% of the source structures
(Figure 2C), consistently approaching the target state (Figure 2E),
mostly detecting one conformer per case (Figure 2F), and being
on average 4.5 of the 10 predicted poses relevant (Figure 2G).
Overall, we identified alternative conformers in 70 of the 92 pro-
teins considered, leading to a success rate of 76% (Figure 2D).
Therefore, whenB-to-A and A-to-B transitions were both studied
it was very likely that we identified alternative conformers,
particularly in open-closed motions (83%). Worst performances
were achieved for domain rotation movements (69% success),
wherein the formation of new coevolution contacts is less con-
certed or barely existent.
The selection step enriches in informative long-range DCA
contacts (Figure 3A), which is a key step in our protocol. Typi-
cally, our method accepts!10% of original DCA contacts, those
with best area under the curve (AUC) score (see Figure S1). On
average, we added 1,187 coevolution-based wells in the dMD
energy potential for each simulation, which represents about
19% of the total potential energy interaction. The average num-
ber of models used to derive this SBM is 83, which are in turn
used to bias the simulation (see Sampling strategy in the Exper-
imental Procedures). The specific details for each system can be
found in Table S2.
The importance of the selection step is tightly related to the
type of movements analyzed above. To obtain further insight
into this issue, we investigated the impact of the number of se-
quences on the quality of the different motions. We randomly
removed sequences from the alignment and re-ran our protocol
with 1,000, 2,000, 3,000, 4,000, 5,000 and 10,000 sequences
for 20 cases, spanning open-closed, rotation, rotation-closed,
concerted, and miscellanea of complex motions. Figure 3B
shows that coevolutionary signal relevant to rotations steadily
decreases as sequences are removed from the alignments,
while open-closed transitions are less sensitive to the alignment
size, suggesting that the depth of coevolution information
required depends on the characteristics of the movement and
the available conformation in the PDB. Open-closed transitions
evince exclusive contacts (71 ± 50) easier than, e.g., rotations
(29 ± 30), and exclusive contacts in target conformation in turn
differentiate successful cases from unsuccessful ones (Wilcox-
on’s p value 3.3 3 10"5).
Not surprisingly, to obtain successful simulations in these
cases larger sequence alignments were required: often we
needed!16,000 sequences to reproduce rotations. The average
number of sequences in the successful open-closed cases was
only of !8,000, and decreased to the pre-set minimum of 2,000.
Unique Capacity to Identify Varied, Non-trivial
Conformations
In the validation set, of the 70 successful cases 15 underwent
open-closed movements, 11 rotations, 15 rotation-closed mo-
tions, and 14 concerted motions, and the remaining 16 a mis-
cellanea of complex transitions. Coevolution data are thus
applicable to many scenarios. This trait is better depicted in Fig-
ure 4, which displays transitions of varied extent and complexity,
from helix translocations to domain-domain rearrangements.
To assess the relevance of the predictions we compared our re-
sults with ensembles generated with other control methods (Fig-
ure 2H). In our hands, coil, equilibrium, and normal-mode anal-
ysis (NMA)-based methods were not able to capture such a
spectrum of movements. These controls demonstrate the uni-
que capacity of our approach to identify non-trivial alternative
conformations, which reach beyond equilibrium fluctuations
and are not accessible by essential deformation movements
(as defined, e.g., through NMA). As an additional control, we im-
plemented a direct coevolution-based SBM that simply uses
DCA contacts as energyminima (Morcos et al., 2013). Compared
with ours, this direct technique showed less accurate results
(Figures 2H and 2I), which advocates for the relevance of the
filtering step included in our protocol.
Following the observation above, we studied in more detail
the contribution of the aforementioned filtering of coevolution
pairs (Figure 1; pulling trajectories). In this key step, only co-
evolved pairs that lead to coherent deformations are retained.
We observed that this filter was not critical when abundant se-
quences were available. For instance, we were able to collect
14,893 sequences for the D-ribose binding protein (PDB: 2DRI,
chain A), yielding strong evolutionary signal. In this case, both
our method and the direct incorporation of the coevolution
map were able to reproduce the large closure from the open
conformation (PDB: 1BA2 A), and even to detect other tran-
sient states (Morcos et al., 2013) (Figure 5A). However, a
similar conformational transition turned out to be more chal-
lenging for the direct method when fewer homologs could be
aligned, as in the case of 5-enolpyruvylshikimate 3-phosphate
synthase (2,271 sequences) (Figure 5B). Here, the unfiltered,
direct inclusion of coevolving pairs was not able to produce
any relevant movement, due to noise in the coevolution map.
On the contrary, our method traced the long-range transition
from the open (PDB: 1EPS A) to the closed state (PDB:
2AAY A) without erratic exploration of the conformational
space. These results are in good agreement with our observa-
tions in Figure 3B, where a good proportion of the pairs rele-
vant to protein dynamics are still retrieved with a relatively
small number of sequences aligned. In our experience, few
high-quality coevolved pairs are necessary to robustly guide
protein dynamics, making the detection of these constraints
decisive, and suggesting that coevolution-driven dynamics
for mid-size families is feasible if coevolution data are carefully
filtered.
Biased Structure-Based Models Yield Smooth
Multi-State Transitions
A second key step for the success of our approach is the compi-
lation of structures in the SBM (Figure 1). When more than one
conformation is captured in the coevolution footprint, or if two
(or more) domains move concertedly, extracting information
from the coevolution contacts is far from trivial and, accordingly,
predicting functional transitions is difficult. An example of the
former is the conformational transition undergone by Escherichia
coli adenylate kinase (PDB: 4AKE A to 1AKE A). This kinase per-
forms a coordinated two-domain closing motion (Figure 5C),
whereby LID and AMP-binding domains approximate to com-
plete the shift from an apo to a holo state. This two-domain tran-
sition is nicely reproduced by our method using only one source
structure, with no additional information on the target conformer.
Capturing the two parts of themotion in the pulling trajectories, a
Structure 24, 1–11, January 5, 2016 ª2016 Elsevier Ltd All rights reserved 3
Please cite this article in press as: Sfriso et al., Residues Coevolution Guides the Systematic Identification of Alternative Functional Conformations in
Proteins, Structure (2016), http://dx.doi.org/10.1016/j.str.2015.10.025
A
B
C
C
A
B
B
A
H I
DC
All
Open
Close
Rotation
Rotation
Close
Concerted
Other
A C
A B
C
A B
B C
B A
C
A
B
C
B
A
105 proteins
(92 accepted)
210 source structures
(140 accepted,
involving 195 transitions)
1 / 4 1 / 2 1 / 1
CA B
CB
C DA B
A B
AA
B
1 2 10
C DBA
C DAB
CAB
BA
AB
A
B
A
B
140 ensembles
of conformations
Sequence 1 Structural ensemble 1
Structural ensemble 2
Structural ensemble 3
Sequence 2
Sequence 3
Exp Pred
Extreme A-B
structures
selected
PDB
RMSD
overlap
Transitions
0 50 100 150 200 250
Structures
0 50 100 150 200
Proteins
0 20 40 60 80 100
Successful (P < 0.05) Not successful Discarded
a priori
cb-dMD Direct
All Open-
Close
Rotation Rotation-
Close
Concerted Other
5
10
15
20
25
0
20
40
60
80
Su
cc
e
ss
 
ra
te
 
(%
)
O
ve
rla
p R
M
SD (A)
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
cb-dMD Dir Eq NM Coil cb-dMD Dir Eq NM Coil
0 5 10 15 20 25 30 35
0
5
10
15
20
25
30
35
Initial RMSD (A)
Fi
na
l R
M
SD
 (A
)
1 2 3 4 5 6 7 8 9 10
Successful conformations in the top−10
St
ru
ct
ur
es
0
5
10
15
20
E GF
1 2 3 4
1
2
3
4
Retrieved conformations
Ex
pe
ct
ed
 c
on
fo
rm
a
tio
ns
Significant overlap (P < 0.05)
Non-significant overlap
Figure 2. Method Validation
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unique feature of the approach, guides the transition even with a
reduced number of sequences aligned (2,034).
Some proteins elicit yet more complex movements following
pathways through multiple states. If functionally relevant, these
states should also be preserved by evolution, and thus
explored and connected by our method. One clear example
(Figure 5D) is the long-chain fatty acid-coenzyme A ligase
(PDB: 1ULT A) motion, with two alternative structures available,
namely PDB: 1ULT B and 1V26 A. Along the trajectories, we
spontaneously sampled configurations similar to all known
alternative conformers, suggesting that our protocol is able to
span the conformational landscape associated with the mech-
anism of catalysis (Hisanaga et al., 2004). It is worth noting that,
when using the direct DCA approach (Morcos et al., 2013),
most of the time the trajectory samples a compact conforma-
tion that does not resemble any of the known structures for
this system.
Conformer Prediction Facilitates Mechanistic
Interpretation
Finally, we propose predicted conformers for the PAS domain
of the human serine/threonine protein kinase (PASK). Protein
kinases are important drug targets, but structure-based drug
design is often impeded by their intrinsic flexibility (Engh and
Bossemeyer, 2002). Fortunately, kinases are large families
with many sequences available, making them a valuable
example of application of our protocol. Departing from the
initial structure (PDB: 3DLS A), we gathered 21,840 sequences
and proposed ten new conformers. Figure 6 illustrates the pro-
cess of selecting a discrete number of conformers from the
trajectory. We project each trajectory into its two first compo-
nents (Figure 6A), and use DBSCAN (Ester et al., 1996) to
extract the most dense cluster of conformations, five in this
case (Figure 6C). We repeat this for ten independent trajec-
tories to ensure robustness. After discarding structurally similar
conformers, we rank the predicted conformers. We represent in
Figure 6B the departing structure together with the top-ranked
conformer. The conformational transition is moderate (4.7 A˚
RMSD) and, interestingly, it approaches the ATP-binding site
(blue sphere) with the proton acceptor site (green sphere) and
the P loop (orange), responsible for the phosphate transfer.
The conformational landscape thus proposes a coarse, yet
illustrative, mechanism of action. Kinase conformers, besides
providing mechanistic insights of the phosphorylation process,
could be used to test the possibility of auto-phosphorylation
either in monomers or dimers, and be applied in structure-
based drug design to improve ligand docking or to spot tran-
sient druggable cavities.
(B) Distinct trajectories reproduced by our method. The bars count the number of transitions, and the blue shading quantifies the number of successful cases (a
casewas considered as suchwhen at least one of the top ten conformations largely overlapped the expected transition [p < 0.05]). Red circle indicates successful
predicted structure.
(C) Similarly, performance is evaluated when at least one alternative conformation is found, departing from a source PDB structure. In this case, the blue shading
denotes that for 59% of the source structures we could identify at least one alternative conformer.
(D) Finally, results analyzed at the protein level, i.e. departing either from A or B structures, show a success rate of 79%. Success rate (p < 0.05) of cb-dMD
compared with direct incorporation of DCA pairs.
(E) Initial distance of the source structure to the target one versus the distance after running the pipeline. Successful simulations are highlighted in dark blue
(significant overlap).
(F) For the successful cases, the expected and retrieved alternative conformers. This sketch outlines a scenario where two of the two expected conformations are
approached. The most common scenario (denoted with the bigger circle) is that of only one alternative conformer being approached.
(G) Number of retrieved known conformations. Most trajectories expect and find only one conformation.
(H) Our method (cb-dMD) is compared with an implementation that directly incorporates all DCA pairs (Morcos et al., 2013) (Dir) as energy minima, with a Go-like
equilibrium simulation (Eq), with a normal-mode guided sampling (NM), and with a background random-coil polymer (Coil). Here, overlaps and RMSD along the
trajectory are displayed to avoid the impact of the clustering step, which would penalize controls.
(I) Comparison of our method with the direct implementation of DCA pairs, for each motion type.
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lection of Coevolution Pairs
(A) Enrichment in dynamic coevolution pairs among
the selected list, compared with the DCA list after
removing native contact pairs. Dynamic coevolution
pairs are those pairs of residues that are not in
contact in the source structure but are proximal in
the target structure. Lines in the plot are the average
of the benchmarked trajectories: in general, thus,
the filtering step selects pairs that will be useful to
guide the molecular simulation toward the target
state.
(B) Coevolutionary signal kept depending on the
number of sequences and the type of motion: for
simpler open-close transitions fewer sequences are
needed compared with rotation motions, where
only few contacts per conformer are exclusive.
Sequences were randomly removed from initial
alignments. Retrieved dynamic pairs correspond to
pairs that were accepted in the pulling trajectories.
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Concluding Remarks
Overall, after studying dozens of cases, we have confirmed that
the echo of correlations in protein evolution is tightly related to
dynamics constraints. By exploiting residue-residue coevolu-
tion, we have enhanced the sampling of protein conformations,
which are currently impossible to explore systematically by
experiments. Our protocol is applicable to cases of varying
complexity, requiring as input only a multiple sequence align-
ment of at least 2,000 sequences and one 3D structure. We
are able to detect alternative conformations if they show unique
subsets of coevolved contacts, and in complex scenarios we
can identify multiple states, and the paths leading from one to
the other, giving mechanistic and functional insights into the
way protein families operate.
To visit functionally relevant states, we have seen that large
multiple alignments and filtering of coevolution data are still
crucial. In particular, we found that the selection of coevolution
contacts was key to enabling the exploration of alternative con-
formers in cases with few sequences that simpler methods (Mor-
cos et al., 2013) cannot reproduce. Currently the PDB contains
270,380 structures, of which we were able to obtain plausible
Figure 4. Representative Space of Captured
Movements
Gray structures represent the departing structure,
while pink structures correspond to an alternative
conformation reported in the PDB. Blue structures
show the closest predicted alternative conformer.
We manually selected transitions in a range of
overlaps with the normal modes of the initial
structure (vertical axis), and the relative change of
the radius of gyration (RG; horizontal axis). There-
fore, the bottom-left area of the figure corresponds
to large overlaps to the normal modes (>0.80) and
compaction (DRGz !10%–20%) of the structure.
Note that low normal-mode and large DRGmotions
are particularly challenging for our protocol due to
the scarcity of unique contacts in alternative
structures. Length of the bar below each ensemble
is proportional to the RMSD between the two
experimental structures. The blue bar represents
the proportion of this distance traveled in the
simulation.
multiple sequence alignments for 65,349
(24.14%), suggesting a broad applicability
of our method. These structures corre-
spond to 8,813 unique proteins in 1,542
species, and span 1,051 (15.25%) of the
Pfam domains represented in the PDB
(Finn et al., 2014). We envisage that
the applicability of coevolution-based dy-
namics will increase even further in the
near future, given the explosive growth of
sequence databases (Khafizov et al.,
2014), and the massive deposition of
structures arising from structural geno-
mics initiatives (Khafizov et al., 2014).
To date, coevolution analysis has
been mainly applied to de novo struc-
ture prediction and, as protein se-
quences continue to accumulate, there is debate on the
usefulness of coevolution methods for other applications
(Kamisetty et al., 2013; de Juan et al., 2013). Recently, evolu-
tionary information was used to understand allosteric mecha-
nisms (Halabi et al., 2009) and, along this line, our findings are
yet further proof of the importance of coevolution analysis
for the structural biology community, here as a source of in-
formation to predict functional conformers. Interestingly, we
have found that coevolving pairs that are relevant to dy-
namics rank far below those that are useful for protein folding
(Figure S3), advocating for further development of coevolution
analysis methods, and confirming that coevolutionary pres-
sure acts beyond the mere preservation of contacts in the
native structure.
EXPERIMENTAL PROCEDURES
Multiple Sequence Alignments
We use HHblits (Remmert et al., 2012) to align multiple sequences from the
clustered UniProt database (March 2013). The following options are used in
addition to default settings: -diff inf, -mact 0.5, -n 5, -cov 75, and -maxfilt
500,000. We discard alignment sites corresponding to gaps in the query
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sequence, in addition to those sites with more than 25% gaps along the align-
ment (Kamisetty et al., 2013).
Direct Coupling Analysis
To measure residue-residue coevolution, we use DCA with default parame-
ters: x = 0:2; l = 0:5 (Weigt et al., 2009). DCA outputs a direct information
(DI) score per pair of residues, ranking evolutionary correlation. Only coevolu-
tion pairs at a sequence distanceR5 are considered.
Selection of Coevolution Pairs
Given a DI-ranked list of coevolution pairs, we keep for further analysis only the
first n pairs that maximize the Matthew’s Correlation Coefficient (MCC) result-
ing from the prediction of contacts (<10 A˚) in the initial structure. Given a list of
n selected coevolution pairs, MCC is calculated as:
MCC =
TP3TN! FP3FNﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðTP+FPÞðFP+FNÞðTN+FPÞðTN+FNÞp ; (Equation 1)
where TP is the number of contacts in the selected list, while FP corresponds to
the selected pairs that are not in contact, TN to the non-selected pairs that are
not incontact, andFNtocontacts thathavenotbeenselected.The intuitive inter-
pretation of this step is that we extend to a larger number of DCA contacts (or-
dered by their DI score) while they are still informative about the initial structure.
Exploratory Conformational Sampling Based on Coevolution
Coevolution pairs that are far apart in the initial structure are used to guide an
initial, exploratory conformational sampling. Concretely,we runapulling trajec-
tory for each distant coevolution pair i-j using dMD. According to the standard
dMD algorithm, the protein Hamiltonian is defined as a series of flat square
wells (in this case Go-like single well, see Figure S4 and Emperador et al.,
2008a), and particles (Ca) move at constant velocity until a collision occurs,
where momentum and energy conservation rules are enforced. The dMD algo-
rithm avoids femtosecond-scale integration of Newton’s equations of motion,
dramatically improving computational efficiency (Emperador et al., 2008b; Or-
ozco et al., 2011; Shirvanyants et al., 2012). To favor the formation of coevolu-
tionary contacts (i-j) we bias the trajectory by inverting velocities of particles i
and j every 100 simulation steps if i and j are not approaching each other,
and keeping them unaltered otherwise (we consider that two residues are in
contact if they are at less than 10 A˚). We permissively maintain the trajectory
for downstream analysis if i-j are in contact at some point of the trajectory.
Selection of Compelling Pulling Trajectories
From a functional viewpoint, of all the preliminary trajectories generated
above, the most interesting ones are those that are in better agreement with
the coevolutionary signature. To evaluate the coincidence between trajec-
tories and coevolution maps, we check whether contacts spontaneously
established along the pulling trajectory (k ! l, where k,l s i,j are indeed
Figure 5. Detailed Case Examples
Bidimensional histograms of sampled structures; the x axis shows the radius of gyration (RG), and the y axis the distance to the initial structure. In each panel, the
left plot represents our results, displaying relevant structures. The upper-right plot corresponds to simulations obtained upon the direct selection of top-ranked
DCA pairs, without the filter based on pulling trajectories. The lower-right plot displays the trajectory obtained upon random coevolution maps (see Experimental
Procedures), illustrating the relevance of the coevolution signal.
(A) Starting from 1BA2, we visited all known alternative configurations, including relevant intermediates, in good agreement with results obtained by others
(Morcos et al., 2013).
(B) On the contrary, we could only observe the closing trajectory of PDB: 1EPS after filtering coevolution contacts, as uniquely done by our method.
(C) In the two-domain motion departing from 4AKE, the integration of multiple structures in the SBM was crucial to coordinate the transition.
(D) Departing from 1ULT A, we predicted a domain rotation, involving a rich conformational repertoire that was partially validated by structures deposited in
the PDB.
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coevolution pairs). For this, we compute receiver-operating characteristic
curves (ROC; sensitivity versus 1 ! specificity) to quantify the agreement be-
tween conformations generated in the trajectory and the list of n coevolution
pairs (we filter out those contacts at%6.5 A˚ to exclude trivial trajectories). In
this framework, the ROC space is defined as follows:
Sensitivity =
TP
TP+FN
; (Equation 2)
Specificity =
TN
FP+TN
; (Equation 3)
where TP counts contacts generated along the trajectory that are in turn
selected coevolution pairs, FN is the number of coevolution pairs that are
not in contact along the trajectory, TN are the pairs that are not in contact dur-
ing the trajectory and, accordingly, are not coevolution pairs, and FP are the
pairs that are in contact but do not coevolve.
The AUC (area under the resulting ROC curve) provides ameans to compare
and rank the coherence between trajectories and the coevolutionary finger-
print. To select those trajectories that best coincide with the coevolution
signal, we retain instances exceeding 1.5 of the interquartile range in the
AUC distribution (see Figure S1). In these cases, we keep the last frame of
each trajectory. The retained trajectories thus yield a set of seed conforma-
tions (nmodels) to be used in downstream analysis.
Structure-Based Modeling
Given the pulling trajectories described above, we build a multiple SBM that
would enable a single dMD trajectory to explore the nmodels ensemble. To
this aim,we shape particle-particle interactions to reflect the variability spanned
by exploratory trajectories. Concretely, we take the original PDB and the last
snapshot of the accepted pulling trajectories, and describe the potential energy
interactionsbymeansofdouble-well squarepotentialswhenapair ofparticles i-j
distance change across the ensemble of structures, and single-well square po-
tential otherwise. The wells are centered at rPDBij (the distance in the initial PDB
structure), and,whenneeded, a secondonecenteredat thecoevolution interac-
tiondistancebetween residues i! j (rcoevij ; Equation4).Toset rcoevij weconsiderall
nmodels i ! j distances coming from the accepted pulling trajectories. To in-
crease the importance of short-distance contacts, which could be obscured
by larger ones, we introduce a weight factor in the averaging (wkij ; Equation 5).
If nmodels is the number of structures used to build the SBM, the center of
the coevolution well rcoevij is
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Figure 6. PASK Conformers
(A) 2D projection of a trajectory into its two first com-
ponents (PC1, PC2) (see Experimental Procedures:
Selection of Representative Structures). Colored dots
indicate belonging to an automatically identified cluster,
5 in this example. A sketch of a generic kinase-substrate
phosphorylation mechanism is depicted above the plot.
(B) Best-ranked conformer (pink) together with the initial
structure (white). Blue and green spheres represent
ATP-binding site and proton acceptor site, respectively.
(C) Best-ranked conformer (I), and the complete cluster
ensemble for this trajectory. These are the proposed
models that can be extended up to ten using inde-
pendent replicas.
rcoevij =
Xnmodels
k =1
 
wkijPnmodels
k = 1 w
k
ij
!
rkij ; (Equation 4)
wkij =
1!
rkij
"3 ! ð2RHCÞ3 ; (Equation 5)
where rkij is the residues i ! j distance in the kth
model, and the hard-core radius of the particles RHC
is 2 A˚.
For wells representing the initial PDB distance, energy depth is
EðrPDBij Þ= ! 0:30 kcal/mol, a value that was adjusted to keep stable conforma-
tions for proteins at 300 K. To favor the robust coevolutionary signal, we
deepen the associated depth by a factor 3= 1.05 every time the coevolution
interaction coincides with the internal distance in a given model k (rkij zr
coev
ij ).
So, if N is the number of models contributing to i ! j coevolution interaction,
the energy associated to the well is
E
!
rcoevij
"
= ! 3N0:30 kcal=mol : (Equation 6)
This discriminates coevolution contacts that are observed a few times with
respect to the ones observed in several models.
Sampling Strategy
We adapted our GOdMD protocol (Sfriso et al., 2013) to explore the conforma-
tions captured in the multiple SBM. For this purpose, the biasing scheme was
modified to visit multiple target states instead of reaching a single one. We
construct the G function (Equation 7) to bias the trajectory toward the distinct
protein poses captured in the multiple SBM. G reflects the variability in the
SBM by summing up the internal distances of the accepted nmodels, rkij being
the internal distance of i-j pair in the kth model:
G=
Xnmodels
k
P
i;j r
k
ij d
k
ij ; (Equation 7)
where dkij is a Kronecker’s variable that takes a value of 0 whenever a pair of
particles are at rcoevij distance or shorter, and 1 otherwise. d
k
ij is used to perma-
nently eliminate the bias toward a given model k when all coevolution wells of
this model were visited, which favors multiple-state exploration. If, despite the
use of dkij , no progress was observed in the simulations (i.e. no novel coevolu-
tion-based wells were explored) we deactivate temporarily (5,000 time units
[t.u.]) the biasing scheme to facilitate relaxation and escape from stationary
points. Therefore, the sampling strategy consists in evaluating the G function
at every Dt = 10 t.u. of free dynamics to check whether the trajectory is sam-
pling the conformational space revealed by coevolving residues. Accordingly,
we accept with probability pðGÞ:
pðGÞ=
#
1; Gt<Gt!Dt
e!bðGt!Gt!Dt Þ
2
; GtRGt!Dt
; (Equation 8)
the latestDt of the trajectory, ensuring an exhaustive sampling of the accessible
coevolution wells. b was introduced to keep the acceptation rate at suitable
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values (50%–80%) (Sfriso et al., 2013). To further improve the computational ef-
ficiency, the GOdMD algorithm introduces an additional metadynamics
procedure (Barducci et al., 2011; Laio and Parrinello, 2002), which penalizes
any visited well by gradually reducing their depth (for further details see Sfriso
et al., 2013).
Selection of Representative Structures
We obtain an estimate of the conformational space by running ten inde-
pendent GOdMD trajectories. We then reduce the dimensionality of the
conformational space sampled by projecting the snapshots to the two first
principal components of the trajectory. Finally, we use DBSCAN (Ester
et al., 1996) to extract the density clusters from the 2D projection of the
trajectory and identify a representative structure for each cluster. This
yields a set of key structures for each trajectory. We obtain a manageable
ensemble of structures by eliminating redundant ones using the GROMOS-
clustering algorithm, implemented in the GROMACS package (Daura et al.,
1999; Hess et al., 2008). To identify the most promising structures in this
ensemble, we recycle the AUC score to evaluate the best protein poses
according to coevolution. We select the top ten poses for validation of
the method.
Evaluating the Representative Structures
To benchmark our method, we compare the predicted alternative structures
with those deposited in the PDB. We first check the overlap (Equation 9) be-
tween the experimental transition and the sampled one (a value of 1 in the over-
lap means that the deformation required to move from the reference structure
and the simulated alternative conformation is the same than that required to
achieve the experimental alternative conformers):
cos a=
jn$Tj
kTkknk ; (Equation 9)
where n is the sampled transition vector and T is the transition vector expected
from experimental structures.
The secondmetric used is the minimum RMSD to target obtained after eval-
uating the ten proposed alternative conformations.
Supporting Simulations
We run controls to test (1) the impact of the quality of DCA contacts, (2)
the significance of our SBM, and (3) the significance of the complete pro-
tocol. Regarding (1), we adapt the algorithm by Morcos et al. (2013) into
the discrete MD framework. That is, we use pairs from the ranked DCA
list directly as single minima at rij = 8:0 !A, complementing a standard
Go-like model. To evaluate the importance of the SBM (2), we test the
robustness of our protocol by replacing DCA pairs with random pairs.
From all possible random pairs, we only consider those at i ! j R5, and
at a distance >12 A˚, and with them we reproduce each step of our proto-
col. To build a multiple-state SBM, we only consider pairs of residues that
establish a contact at some point of the pulling trajectory. Finally, to
assess the full protocol (3), we compare the ensemble generated with
our method with those generated with standard techniques: equilibrium
simulations, NMA, and a random-coil model. Random-coil models consist
in hard-core interactions (RHC = 2 A˚) and bonded interactions to maintain
consecutive Cas at 3.8 A˚. NMA-based ensemble is generated by following
the top ten normal modes of the source structure individually. We collect
100 structures per eigenvector in both directions, after a relaxation step
(Camps et al., 2009; Orellana et al., 2010). Details for equilibrium simula-
tions using SBM can be found elsewhere (Clementi et al., 2000; Empera-
dor et al., 2008a).
p Value Calculation
We run long equilibrium simulations for each case using the Go-like model
to describe near-equilibrium protein flexibility. We consider 10,000 struc-
tures from the equilibrium trajectory and compute the overlap of each of
them to the known transition. Then we use this as background distribution
to assess the significance of the overlap obtained using our coevolution-
based protocol. We compute the experimental p value as the ratio at which
instances with higher overlap values are sampled in the background
distribution.
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Chapter 6: TransAtlas: an integrative database of 
conformational transitions of proteins 
 
In this work, we present a database of coarse-grained simulations of conformational transitions. 
We exploited dMD efficiency to simulate almost all conformational transitions in the PDB. After 
scanning all structures in the Protein Data Bank, we identified structures belonging to the same 
protein, with at least sequence identity of 80 % and a structural change larger than 2 Å RMSD. 
We computed trajectories for nearly all-possible combinations of those structures, leading to 
750k trajectories. Redundant trajectories are used to extend the sampling on the transition path. 
For simplicity, trajectories were clustered into 63646 independent transitions. Our physical 
approach samples plausible conformers without violation of chemical principles. We analysed all 
transitions paths and obtained the relevant collective variables associated to them, often a 
requirement for enhanced sampling algorithms. We classified each motion to facilitate the search 
across the database. Finally, we reconstruct atomistic detail for representative frames to facilitate 
further atomistic MD calculations. To this end, atomistic models are coupled to our MDWEB 
server (251), where inputs files for major simulating packages are automatically obtained. In 
summary, we harvested years of methodological development, providing with over an ensemble 
of conformers distributed over the transition paths for each trajectory, collecting more than 7.5M 
distinct snapshots.  
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Abstract 
 
We present TransAtlas, a comprehensive database of protein conformational 
transitions. TransAtlas contains 64646 independent transitions obtained from the 
analysis of 750K trajectories covering the nearly entire PDB. Trajectories feeding the 
database were obtained using a novel coarse-grained method that allows tracing 
smooth and chemically meaningful transitions between initial and target structures. 
Trajectories were clustered using a novel approach that makes possible, not only to 
classify trajectories, but also to define, in an automatic way a set of collective 
variables, useful for instance, to bias additional simulations. Methods were 
implemented to generate atomistic structures from all intermediate states in a format 
ready for atomistic Molecular Dynamics (MD) simulations (equilibrium or biased), 
including solvated and equilibrated protein structures upon request. The server is 
freely accessible at http://mmb.irbbarcelona.org/TransAtlas/. 
Introduction  
 
Evolution conferred plasticity to proteins as a gateway to broaden their functionality 
(1-3). In their sequences, proteins have been coded with dynamical information that 
define their complex deformation patterns (4-6). Such flexibility is a common source 
of noise for structural techniques that traditional experimental setups minimized by 
design; well-ordered proteins are overrepresented in structural databases. As a 
consequence, and despite recent experimental advances (7, 8) our knowledge on 
protein dynamics is limited, and mostly derived from molecular simulations. Atomistic 
molecular dynamics (MD) is arguably the most popular technique to describe protein 
flexibility (9). The refinement of the algorithms and continuous improvements in the 
software and hardware are improving the accuracy and the range of applicability of 
MD simulations (9, 10). However, even with the largest computers MD is still 
inefficient to trace large conformational transitions (11).  
 
MD limitations, as universal sampling technique, are evident when moving from the 
study of a single protein, to a proteome-scale scenario. The analysis of motions of 
thousands of proteins is expected to derive principles on protein conformational 
landscape {Hensen:2012hi}. Thus, while MD-derived databases of the near-
equilibrium dynamics of proteins are available (12, 13), generation of equivalent 
databases for conformational transitions is unfeasible, since it requires to cover, at 
least 100 times more systems for at least 1000 times longer simulation period. Even 
assuming that Moore’s law stands for the next decades, these calculations will be 
unfeasible for at least 25 years. 
 
Several approaches have been proposed to overcome current limitations of MD 
simulations (11). A series of methods propose coupling MD sampling engines to 
biasing scheme that enrich the sampling around the transition pathway (14-17), 
reducing the required length of the trajectory. However, these methods require a 
previous knowledge of the transition pathway, which made them inadequate for 
proteome-scale simulations. Another family of methods use coarse-grained (CG) 
approaches (18, 19) where the simplicity of the force-field and the reduction of 
degrees of freedom yields significant speeds up of simulations. Unfortunately, these 
methods are not as accurate as atomistic simulations, often being limited to 
fluctuations around reference structures. 
 
We present here TransAtlas, the first proteome-scale database of conformational 
transitions of proteins. Using a novel CG approach (20) powered by a discrete 
molecular dynamics (dMD) algorithm we explored 750K conformational transitions 
(63646 of which are unique) deriving 7.5M intermediate snapshots with Cα 
resolution. From these paths we extracted detailed biophysical information that was 
used to rationalize and classify the protein motion, as well as, to derive a robust set 
of collective variables (CVs). CVs capture the conformational change, helping to 
rationalize protein motion (21) and at the same time are very instrumental to bias 
further simulations. The Cα-resolution transition intermediate were reconstructed to 
the atomistic detail, generating input files (22) for standard MD simulations (either 
unbiased and biased). The methods and database presented here are publically 
available at http://mmb.irbbarcelona.org/TransAtlas/. 
 
 
Results 
 
Data Generation 
 
We scanned the Protein Data Bank (PDB) database (23) for proteins showing 
multiple conformations. We detected pairs of protein chains (> 50 residues) from the 
same protein and sequence identity >80%. Structural superposition was done for 
such pairs, selecting those where structure pairs (A and B) displayed root mean 
square deviations (RMSD) above 2 Å. We retained 17368 structures (PDB chains) 
generating 447660 conformational transitions. For each conformational transition we 
ran two trajectories (see Methods) connecting the A!B and B!A states. The 
collected ensembles were pre-analysed to detect unphysical transitions, where 
bonds should be broken or created (this might happen in the case of 
insertion/deletion), and to detect cases where transition is related to trivial tail 
motions. All these cases were removed from the database, which at the end contains 
755440 trajectories. 
 
Trajectory Analysis 
 
Identifying non-redundant transitions 
The procedure outlined above generates an ensemble of redundant transitions (for 
example A!B and A’!B’, with A≠B and A’≠B’, but A=A’ and B=B’), which might be 
useful to enrich the sampling quality, but that reduces the density of information in 
the database. Thus, raw transitions were clustered as described in Methods, defining 
a total set of 63646 unique transitions. By default TransAtlas presents the user a 
trajectory representative of the cluster, but the user can access and analyse all the 
rest of trajectories in the cluster.  
 
Capturing key magnitudes of the motion 
Trajectories were analysed using a variety of techniques from our FlexServ server 
(24) in order to estimate hinge points, stiffness matrices, variance profiles and 
residue correlations. As pointed by others (25), CG simulations are very useful to 
derive collective variables (CVs). Internal distances were used to define a set of CVs 
(see Methods), in a standardized fashion for all cases. Derived CVs are 
geometrically feasible coordinates that characterize the conformational change 
(>95% of variance). CVs are suitable to be combined with biasing algorithms, such 
as Metadynamics (26, 27), steered MD (28-30) and Umbrella Sampling (31, 32). Top 
relevant internal distances can be used in computational pulling experiments, and 
from there estimate free energy profile and kinetics rates using Jarzynski equality as 
a base (21, 33-35). CVs can also be useful for energy profiling, ultimately allowing to 
spot long-time intermediate states in more advanced simulations.  
 
Finding similarity in the transitions 
Independent conformational transitions were analysed (see Methods) to detect 
common transition pathways. We constructed a search tree based on the assigned 
categories to search for a particular motion type. Quests for similar motions are also 
possible using one trajectory as reference. Refinements of the ontology and 
classification details are still in progress. 
 
Multiscale modelling  
The Cα−resolution intermediate structures visited along the transition path were 
projected back into the atomistic level using MODELLER (see Methods) to rebuild 
the side chains. Such models are available for downloading in PDB format, being in 
total more than 7.5M intermediate structures for all transitions. Models can be used 
in ligand screening, in search for transient druggable cavities or for protein-protein 
docking experiments. Liking TransAtlas with our MDWeb server (22), we can provide 
with pre-equilibrated structures in explicit water together with all inputs file for 
standard MD calculations. Plus, input files for advances simulations like Targeted 
Molecular Dynamic (36) can be also prepared for any two structures from the 
transition path. Quality control of structures, and automatic inputs for other advanced 
simulations techniques is pending. 
 Database Architecture 
 
Efficient storage and subsequent retrieval of the large number of conformational 
transitions computed in this project is achieved using a two-step approach (12): 1) a 
central relational database to store structures and metadata of simulations, as well 
as analyses results, and 2) a disk-based raw data repository to store generated 
trajectories. The database design can be divided in information tables (structure and 
sequence), alignment tables (pair of simulated structures), trajectories tables 
(containing all metadata from simulations), cluster tables and analyses tables. 
Information tables of the database are linked with our internal mirrored databases 
from PDB (23), UniProtKb (37) and CATH (38). Raw trajectories (structures and 
movies) are stored in the file system following a hierarchical structure, ensuring an 
efficient data retrieval. The complete file system comprises +15 TB of information.  
 
Data Portal 
 
TransAtlas web server (http://mmb.irbbarcelona.org/TransAtlas) works as a graphical 
and user-friendly interface to query our conformational transition database. It is built 
with using new web technologies such as PHP, HTML5, CSS3 and jquery (see help 
section for details). TransAtlas web portal is divided in two main blocks: Search and 
Analyses. 
 
Search 
The search section allows finding conformational transitions for a particular protein 
structure, either from a PDB code, UniProt ID or FASTA sequence. A quick search is 
always available at the top-right part of the portal to quickly query the database. 
Computed trajectories can also be browsed using a CATH hierarchy tree, taking as 
reference the initial structure. Once a particular search has been submitted, a new 
results tab is populated with all relevant information about the transition. Results are 
organized according to the transition clusters (see Methods). Representative 
trajectories display all the information, including a short conformational transition 
movie. Other transitions in the cluster are listed together with links to simulation 
metadata and analyses data. Transition trajectories can be downloaded (PDB 
format) for further local analysis. 
 
Visualization and analyses 
The analyses section is enabled after choosing a particular transition. Analyses part 
is divided in four sections: summary, visualization, basic analysis and advanced 
analysis. Summary section shows simulation metadata information such as 
structures header, compound, resolution and experimental type, simulation time, 
initial and final RMSD and parameters used in the simulation run. Visualization 
section contains an embedded JSMol applet that offers an interactive view of the 
conformational transition. The basic analysis section shows the complete list of 
analyses performed for each of the simulations. Description of the different pre-
computed analyses offered by the server can be found in the help section. Finally, 
advanced analyses contain a list of links to different platforms to further analyse the 
generated trajectory. These analysis platforms include: GOdMD (20), to generate a 
new trajectory using dual Go-like dMD simulation; MoDEL (12), to find flexibility 
information extracted from an atomistic molecular dynamics when available; 
FlexServ (24), to automatically run several flexibility analysis for the transition; and 
MDWeb (22), to automatically setup atomistic molecular dynamics simulations for the 
initial, final or any intermediate structure from the transition path. 
 
 
Conclusions 
 
In this work, we exploited efficient discrete molecular dynamics simulations to 
generate thousands of trajectories. Aiming for an integrative approach, coarse-
grained transitions path are, in many regards, very informative about the 
conformational change. Then, where the user decides, fine details coming from 
atomistic simulation can be added after we provide with the starting structure and 
standard input files. Sampling can be systematically enhanced adding new departing 
structures in other conformations. For more exhaustive sampling, or if some parts of 
the transition path needs refinement, we supplied with input files for advanced 
simulation methods. Finally, with a broad coverage of conformational transitions 
captured in the PDB database, we developed tools for a systematically study of 
protein flexibility. 
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Methods 
 
Trajectory Generation 
We used our GOdMD method to trace the transition path between two known end 
points (20). GOdMD is based on highly efficient discrete Molecular Dynamics (dMD) 
simulations coupled to an enhanced sampling engine. In the dMD algorithm, particles 
move at constant velocity until an event (collision) occurs, point at which, velocities 
are immediately updated. As the advance of the trajectory is based on events instead 
of integration of Newton’s equations of motion (at very short time intervals) 
simulations are speeded up respect traditional MD (39-41). Protein residues are 
represented with one coarse-grained site centred at Cα position and energy 
interactions are described with double minima Structure Based Models (SBM;(42-
45)). Trajectories are smoothly biased towards the target state using a soft-ratchet 
like algorithm (46, 47). The bias algorithm works as following: a slice of trajectory 
freely and it accepted with probability p: 
 
(Eq. 1) !! ∆! = !1!!!!!!!!!!!!!!!!!!!!!!!!!!"!∆!! ≤ 0!! !!∆! !!!!!!!!!!!!!!"!!∆! > 0 
 
where γ is a parameter to control the acceptance rate. ∆! is an observable that 
captures the motion of trajectory generated, defined by combination of internal 
distances. Here, ∆! < 0 means that the proposed slice is moving towards the target 
structure. Backwards steps, ∆! < 0, can be accepted yielding not necessarily linear 
trajectories (48). If the slice is not accepted, a new one is generated. Repeatedly, the 
algorithm guarantees net motion towards the target structure, without modifying the 
system potential energy landscape. Trajectories were accumulated until the transition 
path was completed. Afterwards, all trajectories were resized to 100 snapshots to 
standardize downstream analysis.  
 
Collectivity Index 
We adapted the Collectivity Index (κ) proposed by Bruschweiler’s group (49) to 
conformational transitions as following: 
 (Eq. 2)   κ = !! !exp! − u!!!!!! log u!!  
(Eq. 3)  !! = ! !!!!,!!!!,! !!!!! !r!,! − r!,! ! 
where N is the number of particles, r!,! are the ith residue coordinates at the initial 
structure (A) while r!,!  are the ith residue coordinates at the target structure (B). 
κ adopts values ranging from 1, when all atoms move exactly the same distance, to 
1/N, when only one particle moves. 
 
General Displacement 
We constructed a simple magnitude (δ) to evaluate the accumulated displacement 
over the transition path. 
 
(Eq. 4) !! = !!!!!! !ri,A− ri,k!!"!!!!!!!  
 
N is the number of particles, !!! is the radius of gyration of the initial conformation 
(A). !"  is the selected number of snapshots in the trajectory (100), !r!,!  are the 
coordinates of particle i at the initial conformation while r!,!!are the coordinates at kth 
snapshot.  
 
Hinge Point Detection 
We used the Force Constant approach developed by Lavery’s group (50) as 
implemented in our FlexServ server (24) to detect hinge points along the trajectories. 
Force constant for particles was defined with the fluctuations of their positions as 
following: 
 
(Eq.  5)  !! = !"!!!!! !!"!  
where !! is the average distance of particle i from other particles j in the protein. !! is 
the average !! over the simulation. Again, !" is the selected number of snapshots in 
the trajectory (100). Interactions between contiguous Cα are excluded since their 
distance is constant. Particles within the top 20% of Force Constants distribution 
were reported as hinge points. 
 
Collective Variables from Partial Least Squares 
Collective Variables (CVs) were identified using Partial Least Squares regression 
(PLS), which detected the fundamental relations between two matrices (X and Y). X, 
the predictor’s matrix, was defined with the values of internal distances over time. Y, 
the response matrix (vector, in this case), was filled with RMSD to target 
conformations values over time. PLS regression is particularly suited when the matrix 
of predictors has more variables than observations, and when there is 
multicollinearity among X values. PLS outputs transformation vectors named 
components that are in turn, linear combinations of internal distances. After 
regression, distances were ranked by their weight in each component, with a total 
number of components selected to preserve >95% of the variance. Selected 
components are available as high-dimensional reaction coordinates. Plus, for each 
component, the five distances with larger weight were selected for downstream 
analysis. In a second step, we removed redundant distances –coming from all 
selected components– using a correlation cut-off of 0.5. From highly correlated 
distances, we retained those that 1) participated in the higher ranked component and 
2) weight higher within the component. The final number of distances ranges from 1 
to 15. In house scripts and package 'pls' in R was used for these computations (51). 
 
Cluster Conformational Transitions 
We characterized trajectories by two aforementioned magnitudes: the collectivity 
index and the general displacement (see above). Then, we clustered all trajectories 
associated to the same protein (sequence identity between initial structures >90%) in 
the collectivity-displacement space using DBSCAN (52). For each cluster, we 
retrieved the trajectory whose parameters better coincide with the centroid of the 
cluster. Such trajectory was considered to be a representative one, selected as main 
entry of the database. We found 63646 representative trajectories that are, within this 
definition, distinct from each other. 
  
Atomistic Reconstruction 
For each trajectory, we selected an ensemble of representative frames by 
considering one snapshot every 0.5 Å RMSD window respect the initial structure. 
Reconstruction was carried out with the MODELLER software (53, 54) restraining Cα 
positions. Latter, 300 Molecular Dynamics steps (in vacuo) were performed to 
guarantee the suitability of further MD simulations.  
 
Conformational Transition Classification 
We classified trajectories in the following categories: oscillations, loop motions, 
domain motions and complex motions. Tail motions were discarded since are very 
little informative about protein dynamics. We used three magnitudes to classify 
conformational transitions: collectivity index, general displacement and the number of 
PLS components capturing 95% of the variance. (Work in progress) 
 
Molecular Dynamics Inputs Files 
We coupled computed transitions to our MDWeb server (22), that automatically 
generates input files for many calculations types. Leading software packages are 
covered: GROMACS (55), NAMD (56) and AMBER (57) as well as the most popular 
force fields. For standard MD calculations, users can automatically run up to 0.5 ns, 
for each structure simulations in our server. For longer simulations, all necessary 
configuration files are produced and offered in a downloadable file. Also, in an 
integrative effort, input files for more advanced simulations like Targeted MD or 
Steered MD can be generated.  
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Chapter 7: Other Publications  !
7.1 Dynamics of the large extracellular loop of CD81 
 
Context 
Hepatitis C virus recognizes and binds the CD81 membrane protein in its large extracellular loop 
(LEL) for infection to occur. The virus capsid attaches to the host cell through the E2 receptor 
and neutral (7.4) pH, but once the virus is invaginated in the vesicle, where there is acidic 
environment, the binding looses its strength until the virus is freed. We present a mechanism of 
infection based on the change in pH. Our collaborators crystallized 14 structures of CD81LEL in 
3 conformations named open, intermediate and closed. We ran exploratory dMD calculations to 
connects those states and identify which of the 14 crystallized structures were the most suitable 
as a starting point for MD calculations. Our Molecular Dynamics study shows that open 
structures are favoured at acidic pH, supporting the mechanism of action. 
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ABSTRACT  
Hepatitis C virus (HCV) enters into human hepatocytes via interactions with tetraspanin 
hCD81. Specifically, HCV glycoprotein E2 recognizes the “head” subdomain of the 
Large-Extracellular-Loop of CD81 (hCD81LEL) but the precise mechanism of virus cell 
attachment and entry remains elusive. The lack of a structure-function model for the 
CD81 receptor further complicates this understanding.  
Here, by combining the structural analysis of a conspicuous number of 
crystallographically independent CD81LEL molecules (fourteen; ten of which we derived 
in this study) with molecular dynamics (MD) simulations we show that the dynamism of 
the hCD81LEL head-subdomain is an inherent property of the receptor. The observed 
structures of the head-subdomain can be clustered in three conformations, namely closed, 
intermediate and open: each providing a distinct binding platform for the HCV E2 
glycoprotein. Simulations at pH 7.4 and 4 indicate that this conformational variability is 
modulated by the pH. The crystallised double conformation of the disulfide bridge C157-
C175 at the base of the head-subdomain identifies this bond as the molecular zipper of 
the hCD81LEL’s plasticity. Its reduction in silico shows a further flexibility at acidic pH. 
Conclusion: The flexibility of the hCD81LEL is inherent to the molecule and it is 
modulated by the pH and redox conditions enabling virus-receptor interactions to 
diversely re-engage at acidic endosomal pH. This mechanism rationalizes biochemical 
data on the priming role of CD81LEL in HCV entry. We propose that this re-engagement 
favoured by the head-subdomain plasticity renders fusogenic the HCV:hCD81LEL 
complex. Results presented here will help the structure-based design of virus entry-
inhibitors. 
 
INTRODUCTORY STATEMENT 
Infection by hepatitis C virus (HCV) affects about 3% of the world population, leading to 
pathologies such as hepatocarcinoma and liver cirrhosis (1). Currently, there is no clinical 
vaccine, however direct-acting antivirals (DAAs) with more than 90% success rate are 
commercially available, at a cost of about $84,000 in the US and £53,000 in the UK per 
person for a 12-week course of treatment (2). 
 
 
At the cellular level, HCV enters and starts the infection cycle through the interaction of 
glycoproteins E1 and E2 with distinct cellular receptors, including tetraspanin CD81 (3, 
4).  Tetraspanin CD81 is composed of four transmembrane domains, connected by two 
loops: the Small Extracellular Loop (SEL) and the Large Extracellular Loop (LEL), 
which is fundamental for interaction with HCV-E2 (5). Importantly, inhibitors abrogating 
HCV E1/E2 binding to human CD81 have been mapped to the LEL domain (hCD81LEL: 
residues 112-201; Uniprot P60033) and site-directed mutagenesis to hCD81LEL have 
identified relevant residues for binding (5, 6).  
Structural insights into attachment and entry processes into hepatocytes remains are 
limited despite recent three-dimensional (3D) studies on HCV virus-like and cell-cultured 
particles (7-9) and on its glycoproteins E2 and E1 (6, 10-12). Differently, the crystal 
structure of the human CD81LEL – from a decade ago - showed the LEL adopting a five-
helix bundle fold composed of a stalk-subdomain (helices α1 and α5) and a head-
subdomain (helices α2, α3 and α4) (13, 14)(Fig. 1A).  A structural model of the full 
tetraspanin CD81 molecule has also been generated (15)(Fig. 1B). Across the four 
hCD81LEL molecules previously crystallised, the head-subdomain shows conformational 
flexibility within helices α3 and α4 (consensus residues 165-172 and 180-186, 
respectively), adopting ‘closed’ and ‘open’ conformations even within the same crystal 
(13, 14). This variability has casted some doubt as to whether these conformations are 
physiologically relevant (16-19). By NMR, hCD81LEL helix α4 appears to be disordered 
in solution (at pH 7.0), whereas previous energy minimization studies suggested that 
helix α4 is ordered and forming a narrow cleft with helix α3 (closed conformation) (18, 
19).  
Biochemical studies on the interaction between hCD81LEL and HCV E2 and/or HCV viral 
particles indicate that the hCD81LEL primes the HCV glycoproteins for low pH-dependent 
fusion, however, this mechanism of action remains unclear (5, 6, 11, 12, 19-22).  
Since HCV entry is a promising alternative route for therapy, we investigated the 
hCD81LEL head-subdomain structural flexibility by X-ray crystallography and by 
molecular dynamics (MD) simulations.  
We crystallized the hCD81LEL molecule in four novel crystal forms, which captured a 
total of ten hCD81LEL molecular conformations. Structural analysis of all hCD81LEL 
 
 
molecules shows the head-subdomain as the most flexible region of the protein. 
Moreover, the disulfide bridge formed by C157-C175 upon which the head-subdomain 
module hinges, displayed multiple conformations. Careful analysis of the geometry of 
helices α3 and α4 across the fourteen crystallised hCD81LEL molecules distinguishes a 
conformation intermediate between the closed and open ones.  Accordingly, MD 
simulations unequivocally illustrate that hCD81LEL is a highly dynamical molecule. In 
silico pH titration studies support a pH dependency of the head-subdomain conformations, 
with the open conformation favoured in acidic conditions.  The reduction in silico of the 
disulfide bridge C157-C175 produces an increased flexibility and opening of the head-
subdomain identifying this bond as the molecular zipper of the head module.  
We propose that the observed hCD81LEL conformational flexibility is exploited by HCV 
at cell entry with the environmental pH and redox changes modulating the 
conformational space visited by the head-subdomain thus allowing the virus-receptor 
complex to transit into the fusogenic state. Our study provides significant insights into the 
influential role of hCD81LEL on the HCV attachment mechanism and it aids the rational 
design of new antivirals blocking HCV entry. 
 
MATERIAL AND METHODS 
Cloning and protein purification 
The hCD81LEL gene was cloned into the pHLSec vector (this introduced the three extra 
residues ETG at the N-terminus and GTKH6 at the C-terminus) and the protein was 
transiently expressed as a secreted, highly soluble protein in HEK293T mammalian cells 
and purified as previously described (23). Briefly, after Ni-affinity chromatography, the 
protein was concentrated, buffer-exchanged into 20mM Tris pH 7.2 and 150 mM NaCl 
and loaded onto a Superdex 75/HR 10/30 column (GE-Healthcare); the eluted fractions 
corresponding to the hCD81LEL dimer were concentrated to 10 mg/ml using 10 kDa MW-
cutoff Vivaspin concentrator. 
 
Crystallization, data collection and processing 
More than 1000 commercial crystallization conditions were screened for CD81LEL 
 
 
crystallization using a Mosquito Crystal robot (TTP LabTech). Vapour diffusion sitting 
drops were set-up with volumes between 280 and 200 nl at protein:precipitant ratios of 
2:1 and 1:1. The grown crystals were cryo-protected in either 20% glycerol or ethylene 
glycol and flash-frozen in liquid nitrogen prior X-ray diffraction data collection at 
European Synchrotron Radiation Facility (France) and at Diamond Light Source (UK) 
synchrotrons. Processing of diffraction images was performed either with the HKL2000 
suite (24) or with XDS (25). Then each dataset was scaled and merged in CCP4-Aimless 
(26); four novel crystal forms were obtained (P6222, P31, C2 and C2221) in addition to 
the previously found (P21 and P64) (Table 1).  
Some crystals in P21 were grown also in presence of synthetic claudin I long-
extracellular-loop (CLDN1-EL1, residues 29-53) tagged with fluorescein (CASLO, 
Aarhus, Denmark) and although crystals appeared yellow, no ordered CLDN1-EL1 was 
seen in the corresponding electron density. Also, benzyl salicylate and fexofenadine were 
used in co-crystallization experiments (e.g. in the P64 and C2221 crystal forms) but 
neither ligand was found in the structures.  
 
Crystal structure determination and refinement 
All structures were solved by molecular replacement technique in Phaser software in 
CCP4 (26) using PDB ID 1G8Q chain A as a search model (13). Alternate rounds of 
refinement in Phenix software (27) and manual model rebuilding in COOT (28) led to the 
final deposited models (Table 1). Overall starting B-factors were assigned by the Wilson-
plot analysis. All structures were refined with individual isotropic B factors and TLS with 
the exception of the crystal form P21 (1.3 Å) where the B-factor were refined 
anisotropically. For the C2 crystal form, the NCS were maintained at all stages of the 
refinement except for the regions from residues 137 to 142 and 161 to 187. In the case of 
the C2221 crystal form refinement was carried out using at all times NCS and the 
Deformable Elastic Network (DEN) as implemented in Phenix (27). Final statistics for 
the refined models is shown in Table 1. 
 
 
 
 
 
Structural analysis 
The secondary structure of the individual X-ray structures was assigned in STRIDE (29) 
and the geometry of the head-subdomain containing helix α3 and α4 was assessed using 
the inter-helical angle (θ) adapting the Kahns’s method in Qhelix (30) and the radius of 
gyration Rg which is a robust indicator of the overall shape of the head-module. First, we 
obtained the line that best fitted to each helix axis (using the consensus residues 165-172 
and 180-186) and then computed the angle between them: cos! = !! · !!!! !!  
where!!!,!!!! are respectively the helical axes of α3 and α4 whereas the Rg is defined as:  
!! = !!!!1! ! !! − !!" !!!!!  
where !! are the spatial coordinates of each particle, !!"is the centre of mass and n runs 
for Cα residues 165-172 and 180-186 giving total of N particles. 
The above two metrics were also used to analyse the simulations and MD trajectories (see 
below)  
The packing analysis of each crystallised molecule was determined by calculating the 
accessible surface area difference (Δ-ASA) in the context of crystal packing versus the 
molecule on its own using the AREAIMOL software in CCP4 (26). The pH-dependent 
properties of these molecules were examined using PROPKA software and GUI version 
(31) and the electrostatic isopotential surfaces (at pH 7.4 and pH 4.0) were calculated 
using PDB2PQR and APBS software (http://nbcr-222.ucsd.edu/pdb2pqr_2.0.0/) and 
visualised in Pymol (https://www.pymol.org/). 
 
Exploratory discrete molecular dynamics simulations 
The GOdMD software (32) was used to trace the conformational transitions between all 
combination of open conformations (molecules 12 and 13) and closed conformations 
(molecules 1-7, 9, 10 and 14) (Fig. 1A). This led to 40 trajectories (open ! closed and 
closed ! open) that generated an ensemble of more than 50000 structures. The 
 
 
conformational space spanned by these simulations was analysed using Principal 
Component Analysis (PCA). We selected the most representative structures (molecules 1, 
7, 11, 12 and 13) as the starting point for follow up MD simulations (see Fig. S1).  
 
Molecular dynamics of CD81LEL 
Proteins were titrated, neutralized, hydrated, minimized, heated and equilibrated using 
standard protocols (33, 34). Simulations were performed using AMBER 14, parm99SB 
force field with ILDN side-chain torsion corrections and explicit solvent (TIP3P model) 
(35, 36). After structures setup (34), an equilibration step was applied to the resulting 
systems, which were allowed to relax for 12 ns. These equilibrated structures were then 
used as starting points for 1 s production trajectories. Trajectories were performed at 
constant pressure (1 atm) and temperature (300 K) using standard coupling schemes (33, 
34). For each of the proteins, simulations were run in two pH conditions: 7.4 and 4.0. 
Proper protonation state of ionizable residues was set using standard protocols and in-
house software for those residues requiring more accurate inspection (37, 38). All 
trajectories were ran in duplicate, using as input structures different snapshot collected 
from the equilibration after assigning a different set of random velocities. Hence, 20 
simulations were performed (5 structures x 2 pH conditions x 2 replicas) with a total 
accumulated time of 20 µs of hCD81LEL dynamics.  
To prove the influence of the C157-C175 disulphide bond on the head-subdomain 
plasticity, we ran MD simulations where the S-S bridge was removed. To this purpose, 
we used three different starting conformations (mol-1, mol-11, and mol-13; Figs. 1A) and 
two pH conditions: 7.4 and 4.0.  
 
RESULTS 
hCD81LEL crystallizes in four new crystal forms 
The four new crystal forms of hCD81LEL belonged to space groups P6222, P31, C2, and 
C2221, diffracting to 2.4, 2.0, 3.1 and 5.0 Å resolution, respectively. All crystals grew at 
T=21 oC and pH ≤ 6 except those in C2221, grown at pH 7.5 (Table 1). We also 
 
 
reproduced the crystals originally found in P21 and P64 crystal forms [PDB IDs 1G8Q 
and 1IV5 (13, 14)] improving their resolution to 1.3 Å and 2.0 Å, respectively (Fig. 1A 
and Table 1). Through structure solution of the P6222, P31 and C2 crystal forms ten new 
crystallographically independent conformations of hCD81LEL (numbered 1-10) were 
added to the four molecules in the P21 and P64 structures previously described and 
referred to with the numbers 11-12 and 13-14 (Table 1 and Fig. 2A). The low-resolution 
C2221 crystal form (~5 Å) had four hCD81LEL molecules in the asymmetric unit but due 
to the low resolution these molecules were not included in the structural analysis. In all 
crystals hCD81LEL molecules form dimers (Fig. 1A) as in solution (data not shown). 
 
The hCD81LEL head-subdomain structures cluster into three conformational classes 
Pairwise superimposition across the fourteen hCD81LEL conformations with SHP (39) 
showed an average root-mean-square-deviation, <rmsd>, of 1.12 Å and σrmsd= 0.49 Å 
over ~85 Cαs (Fig. 2B). We then split each monomer into stalk- and head- subdomains. 
We found the stalk subdomain to be on average rigid, with <rmsd>=0.59 Å and σrmsd= 
0.18 Å over ~52 Cαs whereas the head-subdomain to be most dynamic module within the 
hCD81LEL with an <rmsd> of 1.44 Å and σrmsd= 0.89 Å over just ~30 Cαs (Fig. 2B and 
Movie S1). 
To structurally analyse the different head-subdomain conformers we first assigned the 
secondary structure to the fourteen hCD81LEL atomic models (Fig. 2A). Then the inter-
helical angle (θ) between helices α3 and α4 and the corresponding radius of gyration (Rg) 
were estimated. The secondary structure algorithm mainly assigns a α-helix to residues 
161-170 (helix α3) whereas residues 181-186 (helix α4) differ from a strict α-helix as in 
the case of mol-1 (P6222) to a mixture of turn, bend, 310-helix and α-helix across other 
CD81LEL molecules (Fig. 2A). Specifically, two out of the five molecules composing the 
asymmetric unit of the C2 crystal form loose helicity from residue 181 whereas helix α3 
in mol-9 is the shortest (Fig. 2A).  
The measured inter-helical angles between α3 and α4 ranges from 41o to 179o indicating 
a different relative arrangement of the two helices (with values close to 180o for helices 
with almost parallel axes). This study coupled with the analysis of the Rg allows 
 
 
visualizing the conformational spread of the fourteen structures (Fig. 2B-C). Based on the 
above geometrical parameters the head-subdomain closed conformation can be defined 
by Rg < 6.7 Å, and a large inter-helical angle, 150o < θ < 180o, whereas the open 
conformation by Rg > 7.5 Å. However, specific combinations of Rg and θ further 
modulate the widening of the α3 and α4 groove. This modulation defines the intermediate 
conformation seen with θ = 41o and a Rg ≅ 7.7 Å or the open ones with  θ = 45o and a Rg 
= 9.5 Å or θ = 134o and a Rg ≅ 7.6 Å (Fig. 2C, below). In this latter case the α3 and α4 
helices are almost parallel but their inter-helical groove is wider than in the closed 
structure. The majority of the crystallised molecules adopt a closed conformation (Fig. 
2C). 
Furthermore, the hinge-angle of the head-subdomain over the stalk-subdomain varies 
across molecules, increasing further the plasticity of the hCD81LEL ectodomain. For 
example, taking a closed molecule (mol-1) as a reference and using the stalk as pivot, the 
head-subdomain hinge of molecule 6 differs by ~2o, while difference in the same hinge 
angle for mol-11 is ~16o (Fig. 2A-C). 
 
Crystal packing marginally influences the head-subdomain conformations  
Comparison of the molecular packing density through the estimation of the water content 
(Vs) across the crystal forms (a higher solvent content implies more loosely packed 
molecules) excludes a correlation between the head-subdomain flexibility and the amount 
of solvent present in each crystal. The head-subdomains in molecules in C2 (Vs= ~69%) 
and those in P6222 and P31 (Vs= ~42%) possess mainly a closed conformation whereas 
molecules within the P21 crystal, with the lowest Vs=35.6%, and P64 (Vs=48.4%) 
harbour both closed/open and closed/intermediate head-subdomain conformations, 
respectively. The four CD81LEL molecules packing into the crystal form C2221 with the 
largest Vs=74.6% and diffracting only to 5 Å appear all to display a closed conformation 
(data not shown).  
Also to rule out the possibility of crystal contacts being the major responsible for the 
conformational variability observed in the head-subdomain, we analysed, per residue, the 
variation of the surface area accessible (Δ-ASA) to solvent of each of the head-
 
 
subdomains when alone and when in the context of neighbouring molecules. A large 
variation would imply a marked environmental difference. With the caveat that flexible 
regions can always be affected by the surroundings (40), the Δ-ASA analysis and relative 
comparison on the α3 and α4 helices indicates that a defined head-subdomain 
conformation is independent from the amount of contacts that overall the domain 
establishes with neighbours (Fig. 3). This is even more evident across the CD81LEL 
molecules in closed conformation whose variation of the surface area accessible ranges 
from about -198 Å2 to about -2800 Å2 (red-dots in Fig. 3). Moreover specific residue 
differences are present in each head-subdomain conformation; in one case only, the 
visual inspection together with the STRIDE assignment (Fig. 2A) and the above analysis 
pinpoint at residues 165 and 166 in α3 (mol-9) as to closely engaging with symmetry-
related residue 180 in α4 and thus possibly influencing the α3 helicity propensity (Fig. 3). 
Overall this analysis challenges the idea that these conformations (specifically those 
referring to α4) are consequence of packing artefacts since each molecule sees different 
environments and suggests that the head-subdomain structure is inherently flexible and 
thus structurally responsive to the environment.  
 
Disulfide bonds: molecular zippers of the hCD81LEL head-subdomain 
The structural plasticity of proteins from X-ray data manifested through alternate side-
chain and/or backbone conformations is detectable at resolution better than 2.0 Å. The 
1.3Å resolution obtained for the crystal in space group P21 distinguishes two 
conformations of the C157-C175 disulfide bond critically located at the base of the head-
subdomain. The clear visualization of this heterogeneity underpins its pivotal structural 
role (Fig. 2C-D).  
The cysteine rotamers for S-S bridge in conformation-I adopt the most favourable 
orientation for C157 with 50% of occurrence in the rotamer database and a side chain 
angle chi 1 (χ1) of -65o and the second most favourable one for C175 (26% frequency 
and χ1= -177o) (Fig. 2D, top). In the alternative S-S bridge conformation-II (Fig. 2D, 
bottom), C157 rotamer adopts the second most probable structure whereas C175 nearly 
the most favourable one. The overall relative occupancies of conformation I versus II is 
 
 
~55% and ~45%, respectively. Interestingly, in the other hCD81LEL molecule (mol-11) 
with the head-subdomain in the intermediate conformation only C175 shows a double 
conformation as almost flickering between two close rotamer structures with relative 
occupancy of 0.29 and 0.71 and both leading to a S-S bridge to the more static C157 (Fig. 
2D, bottom). None of the remaining crystal forms achieved a resolution higher enough 
for which alternate conformations could be refined, and all displayed the S-S 
conformation-I. Moreover, comparison of the B factors across the residues within the 
head-subdomain of all structures clearly show the ‘zipping’ role played by the S-S bridge 
with relative lower B factor values for the C175 and C157 (Fig. S2).  
Interestingly, beneath this disulfide bond and at ~3.5 Å distance from the C157 Cα lays 
the aromatic ring of H151 within α1 helix. In all fourteen structures H151 is hydrogen-
bonded with Y127 in helix α2.  At 1.3 Å resolution it is not possible to determine 
experimentally the protonation state of H151 but assignment in silico of protonation 
states identifies residues H151 and Y127 as those with the most shifted values from the 
model pKa values (-2.1 and 3.9 pH units, respectively) (Fig. 2E). Noticeably, this 
analysis also suggests that H151 provides the highest stabilizing contribution (dG 2.7) to 
the free energy needed to unfold the molecule at given pH 7.4 whereas at pH 4.0 its 
stabilizing contribution is practically nil (dG 0.2) (see below). 
 
Each head-subdomain conformation displays distinct binding platforms  
The structural plasticity of the head-subdomain implies distinct landscapes for Hepatitis 
C virus-receptor binding which can be further influenced by environmental conditions. 
The electrostatic isopotential surface calculated at pH 7.4 differs across the closed, 
intermediate and open head-subdomain conformations (Fig. 2F, top).  
At pH 7.4 the closed conformation displays a hydrophobic surface contributed by 
exposed residues L165, V169, L170 on helix α3 and V181 and I185 on α4. The opening 
of the groove between helices α3 and α4 exposes buried charged residues such as N173 
and N184. The structural variations on the α4 helix and changes in the helices groove 
modulate the specific electrostatic properties of each head-subdomain conformer. 
Moreover when the electrostatic isopotential surface is calculated at pH 4.0 further 
modulation towards a more positive charge distribution is noticeable (Fig. 2F, bottom).  
 
 
These observations derived from the CD81LEL crystal structures illustrate how the 
inherent head-subdomain flexibility combined with environmental conditions provides 
different binding molecular properties and engagement modes to the HCV-E2 
glycoprotein. 
 
 
Microsecond-timescale molecular dynamics reproduce the observed hCD81LEL 
conformational states 
MD simulations have proven an essential tool to structural biology (41, 42). Also, MD 
combined with experimental data added atomistic functional pathways and probed the 
topological space of proteins (43).  
Thus, we conducted a MD study to explore the dynamical properties of hCD81LEL 
considered in its monomeric state as from previous studies (6, 21, 22). For the selection 
of the best initial models out the fourteen solved X-ray structures for atomistic MD study, 
an exploratory coarse-grained simulation was performed (32). This protocol identified 
molecules 1, 7, 11, 12 and 13 as representative class structures (Fig. 2A-B). Then using 
state-of-the-art MD protocols over 20 microseconds of hCD81LEL dynamics were 
accumulated. This is to our knowledge the longest simulation of hCD81LEL published to 
date. Simulations unequivocally show that the most mobile part of the CD81LEL is the 
head-subdomain, while the stalk-subdomain is stable along the trajectories (Fig 4A). 
Notably, the dynamic properties of the system are mostly defined by helices α3, α4 
responsible for HCV E2: CD81 interactions, and by the connecting loop between α1 and 
α2 helices (aa 132-136) (Fig. 4B). Furthermore, this study illustrates that the CD81LEL 
molecular conformations framed within the crystal structures are not oddities caused by 
crystal contacts but meaningful conformations in solution as consistently visited during 
the exploration of the conformational space (Fig. 4C). 
 
In silico protonation of hCD81LEL correlates pH and head-subdomain conformations  
The lack of correlation between crystal packing forces and observed CD81LEL structures 
and the changes in electrostatics across the framed head-subdomain conformations at 
 
 
different pHs (Fig. 2E) raised the question whether micro-environmental conditions could 
modulate the CD81LEL plasticity.  
Using MD simulations we investigated the possible dependency of the head-subdomain 
flexibility from pH conditions at 7.4 and 4.0, mimicking respectively the cellular and 
endosomal pH, by in-silico pH titration (44). Analysis of the evolution of the molecular 
trajectories at neutral and acidic pH was carried out using the Rg of α3 and α4 helixes as 
monitoring parameter for the closing or opening of the head-subdomain.  
We found that at acidic pH hCD81LEL shifts its population towards open conformations 
(as the distribution extends to higher Rg values; regardless of the starting point structure 
(Fig 4D). Furthermore, at pH 4.0, protonation of H151, underneath the C157-C175 bond, 
amplifies the displayed motility and disrupts the crystallographically observed H151-
Y127 hydrogen-bond supporting this region as the core sensing switch (Fig. 2D). At 
neutral pH the population of hCD81LEL favours closed conformers (Fig. 4D and Movie 
S2).   
To explore also the impact of redox conditions in the conformational state of the protein, 
we reduced in silico the disulfide bridge in each of the head-subdomain conformer and 
repeated the MD at pH 7.4 and pH 4.0. At pH 7.4 the presence or absence of the C157-
C175 bridge has little effect on the head sub-domain whereas at pH 4.0 the head-
subdomain module become unstable in all three conformers as monitored by the increase 
distance between the two sulphur atoms (Fig. 4E).   
These results strongly imply that pH and redox environmental conditions are key factors 
influencing the conformational polymorphism of the CD81LEL region involved in the 
HCV binding. 
 
DISCUSSION 
The hCD81LEL head-subdomain is a molecular ‘gymnast’ 
Accurate structural data are essential for structure-based drug design, and crystal 
structures are currently a reliable source for determining active site geometry, modes of 
protein-protein interaction, protein-ligand interaction, etc (45). Furthermore, alternative 
physiological active conformations can also be trapped and studied within crystals (46).  
 
 
Our data provide insights into the conformational dynamism of the CD81LEL that together 
with in silico modelling allow us to better understand its implications in HCV cell 
recognition, attachment and entry which can be instrumental for the development of 
novel therapeutic strategies (47). 
In all analysed crystal structures the residues corresponding to helix α4 within the head-
subdomain and responsible for binding to HCV E2 glycoprotein, were clearly traced in 
the electron density although their secondary structure varies across molecules (Fig. 2A).  
The analysis of contacts across fourteen CD81LEL molecules of five different crystal 
forms, and state-of-the-art computer simulations demonstrate that the dynamism of head-
subdomain is an inherent property of the hCD81LEL providing the atomic detail of this 
variability (Figs. 3 and 4). These crystal structures frame different dynamic states of the 
head-subdomain, which become invisible by solution NMR studies (19).  
Our analysis supports CD81LEL’s structure as composed at least by two dynamic parts: (i) 
the structural variability of the head-subdomain and (ii) the head-subdomain module 
hinging over the stalk domain. Previous studies and inspection of the full-length CD81 
predicted model favour a third dynamic component, the ectodomain module, possibly 
pivoting over the transmembrane (TM) helices via glycine residues located almost at 
matching height (eg. G30 on TM1, G61 on TM2, G109 and G112 on TM3 and G200 and 
G206 on TM4) (15, 19). This modularity confers to CD81 a higher conformational 
plasticity than a solely disorder-order transition in the head-subdomain (Fig. 5A).  
Thus, we propose that the dependency of the head-subdomain polymorphism from the pH 
and redox conditions has important implications in CD81 tetraspanin cellular functions 
beyond its role as HCV receptor (see below). 
 
The hCD81LEL head-subdomain structural plasticity serves to HCV entry  
Upon attachment of HCV to CD81, the complex translocates to the tight junction where 
CD81 then binds to Claudin-I for successful endocytotic uptake (48). Internalization may 
be aided by additional co-factor proteins (49). However, the molecular mechanisms 
governing these transition states of HCV cell entry are far from being understood.  
Unlike other Flaviviridae members that have been shown to possess class II fusion 
glycoproteins fully capable of membrane fusion at low-pH, HCV glycoprotein E2 is 
 
 
unusual in this respect requiring CD81 and recent evidence also point to HCV-E1 
glycoprotein involvement into the fusion process (12, 20, 50). Antibody studies suggest 
that tightly coupling of the back layer domain of E2 with CD81 at binding implies that 
structural rearrangements must occur for transition from a pre-fusion state to the 
fusogenic one (6, 21). Also previous elegant biochemical studies have shown that the 
binding of CD81LEL to E2 is a necessary-but-not-sufficient condition for internalization 
and further endosomal fusion, suggesting that the environmental acidification primes the 
initially formed E2:CD81LEL complex to become fusogenic (20).   
Our combined structural and dynamic studies on CD81LEL head-subdomain frame this 
cellular ectodomain conformation responsive to pH changes and redox conditions, with 
the closed conformation favoured at pH 7.4 and the open one at pH 4.0. The observed 
intrinsic polymorphism of the C157-C175 disulfide bridge, the conserved hydrogen 
bonding between H151-Y127 and the MD protonation studies also identify these residues 
as candidate molecular sensors of environmental changes.  
We envisage that these molecular properties intrinsic to tetraspanin CD81 cellular 
functions are hijacked and exploited by HCV at entry. In this view, the population of the 
hCD81LEL head-subdomain conformers at the hepatocyte surface would be biased 
towards the closed structure since the extra-cellular milieu is a basic (pH 7.4) and 
oxidizing environment. Therefore HCV would initially bind to the CD81LEL closed 
conformation. However, upon endocytotic uptake with the acidic and reductive 
conditions of the endosome, the breaking of the above S-S bridge and hydrogen bond 
would free the head-subdomain to structurally re-arrange with the HCV-E2 leading to the 
fusogenic virus-receptor complex (Fig. 5B). This molecular mechanism rationalizes the 
priming role formerly ascribed to the CD81LEL domain (20). 
In conclusion, our study shows that the hCD81LEL head-subdomain plasticity is inherent 
to the CD81 molecule and exploitable by HCV at entry and it provides the molecular 
understanding behind the fusion-dependent rearrangements of the virus-CD81LEL 
complex previously postulated. In this view the design of entry-inhibitors will benefit 
from considering the conformational variability of the hCD81LEL head-subdomain.     
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FIGURES  
Figure 1. Human CD81 molecule.  
 
 
(A) Overall view of the dimeric arrangement of hCD81LEL molecules in the current high-resolution P21 
crystal and present as common dimeric motif (oval symbol, two-fold symmetry axis) across all six crystal 
forms (Table 1); one molecule as green cartoon and the other as orange cylinders schematically showing 
the five-helix bundle topology (from STRIDE secondary structure assignment: α1=116-136/116-136; 
α2:141-154/142-154, α3=166-172/163-172; α4=181-186/179-184; α5=190-199/190-199).  
(B) Chimeric montage of the above orange hCD81LEL crystal structure and the predicted full tetraspanin 
CD81 model in white (PDB ID 2AVZ (15)); represented as cartoon with black-arrows marking the 
direction of the transmembrane helices from the N-terminus (N, blue) to the C-terminus (C, red), with black 
circles the short-extra-cellular-loop (SEL) and helices α3 and α4 responsible for Hepatitis C virus binding, 
respectively; in pale-cream the schematic membrane separating the intra- and extra-cellular regions. 
 
 
 
Figure 2. Conformational variability of the hCD81LEL head-subdomain.  
 
 
 
(A) Graphic representation of the secondary structure assignment of the fourteen X-ray structures; red 
helices α-helix, blue helices 310 helix, yellow bar turn or coil.         
(B) Stereo-view of the superposition of the fourteen hCD81LEL molecules showing the head-subdomain 
dynamism; the stalk-subdomain and α2 helix (black) with residues from 156 to 186 containing the helices 
α3 and α4 coloured differently for each molecule (see also Movie S1). (C) Cylinder representation of 
hCD81LEL class representatives based on the radius-of-gyration (Rg) inter-helical angle (θ) between α3 and 
α4 helices and colour coded as in (A) with red, orange and green representing the closed, intermediate and 
open conformations, respectively. In the open conformer the two observed conformations of the C157-
C175 disulfide bond (yellow) are depicted in stick. (D) View of the C157-C175 disulfide bridge [rotated 
90o clockwise from panel (C)] with top inset showing as stereo-view the 2Fo-Fc electron density 
(contoured at 1.0 σ level white mesh) corresponding to the conformations I and II of C157-C175 in the 
open head-subdomain (mol-12); below as above but the alternate conformation for C175 only in the 
intermediate head-subdomain (mol-11);  (E) Stereo-view of the location of the four ionizable residues (in 
stick representation and colour-coded according to atom) with the two most shifted pKa values in 
hCD81LEL being hydrogen-bond interacting H151 and Y127 residues (at the core of the molecule) followed 
by the more exposed residues D138 and E188 (respectively -1.7 and 1.3 pH units) ; the yellow sphere 
identify C157 and C175 forming the S-S bridge. 
(F) Electrostatic isopotential surfaces of the three major head-subdomain conformations (as C) countered at 
levels of -5 kT/e (red) and 5 kT/e (blue) calculated at pH 7.4 (top) and at the pH 4.0 (bottom).  
 
 
 
Figure 3. Analysis of molecular contacts. 
 
 
 
Difference in accessible surface area (Δ-ASA) by residue composing the head-subdomain for each 
molecule and for a given crystal form (from top-to-bottom same order as in Fig. 2A).  Values within each 
panel correspond to the total Δ-ASA. Red-dots, green-dots and gold-dots identify molecules in closed, open 
and intermediate conformation, respectively. The read outline on the green-dot of mol-12 indicates that α3 
and a4 helices are almost parallel (θ = 134o).   
 
 
Figure 4. Molecular dynamics of hCD81LEL.  
 
 
(A) Starting from an open conformation and a closed conformation (molecules 12 and 1) we followed the 
RMSD evolution of the head-subdomain (blues) and the stalk-subdomain (greys). The head-subdomain 
shows most of the conformational variability. (B) Fluctuations of residues obtained after averaging 20 µs of 
MD trajectories. The moving elements of CD81LEL domain, colour coded in yellow, pink and red are 
mapped onto the structure. RMSF, root-mean-square-fluctuation. (C) Bidimensional distribution over the 
inter-helical angle (θ) and radius of gyration (Rg) space of the 2x105 structures generated during MD 
simulations. Most visited conformers, regions labelled with 1, 2, 3 and 4 on the map and representative 
structures on the right, reproduce the solved structures; the colour scale on the far left, shows the 
probability of a sampled structure to belong to a given point in the conformational space. Histograms on 
top and right axes, representing the distribution of structural conformers, show that the closed 
conformations are overall favoured. (D) Influence of the pH on the CD81LEL conformers. Distributions of 
structures observed at pH=4.0 (red) and pH=7.4 (grey) using the Rg criteria for structural classification 
showing that the increasingly open conformations (Rg > 8 Å) a more favoured at acidic pH (see Movie S2). 
PDF is the probability density function. (E) Distribution of the S/S distance (between C157 and C175) 
derived from simulations at pH=7.4 (grey) and 4.0 (red) where the disulphide bridge was removed, starting 
from open (FFFF A), intermediate (EEEE A) and closed (AAAA A) conformations (all together). The grey 
curve shows a narrower distribution of S/S distances supporting a more stable configuration at pH = 7.4.  
 
 
Figure 5. Putative CD81 mechanism of action and HCV cell-entry model 
 
 
(A) Cartoon of the FL-CD81 structural modularity with the two hinge movements between head/stalk and 
stalk/transmembrane regions with the head-subdomain displaying structural variability.(B) Schematic 
model of HCV CD81 mediated cell entry. Top, HCV as light-blue circle binding at the extra-cellular milieu 
to the closed head-subdomain conformation of CD81 as red and light-red (multiple bindings could also 
occur); the complex then migrates to the tight junction where CD81 interacts with claudin-1 (not shown) 
pre-empting the uptake of the virus.  Inset, the location of environmental sensing residues at the core of the 
CD81LEL structure; linked by the black-arrow the scenario in which, after internalization through the 
endocytotic pathway, the different endosomal conditions (acidic and redox environment) would favour the 
head-subdomain conformation to transit towards an open conformation with possible implications for the 
transition from a pre- to a post-fusion state of the HCV E1E2:CD81 complex.The oligomeric state of FL-
CD81 has been depicted as dimer, in orange and light-orange the cell and the cell-membrane respectively 
(virus, receptor and cell are not to scale). 
 
  
 
 
Table 1. hCD81LEL data collection and refinement statistics. The four novel crystal 
forms of hCD81LEL determined in this study (PDB IDs  AAAA, BBBB, CCCC, DDDD), 
together with the higher resolution monoclinic (PDB ID EEEE) and hexagonal forms 
(PDB ID FFFF), the resolution of these crystal forms improves over the 1.6 Å PDB ID 
1G8Q (13) and 2.6 Å PDB ID 1IV5 (14). 
 
 In parenthesis the values in the highest resolution shell.  
(*) Data indexed, integrated and scaled in HKL2000 (24). 
(¶) Data indexed and integrated with XDS and scaled with Aimless (25, 26). 
(†) Obtained by merging two dataset collected from the same crystal.  
All data were converted in SFs using Truncate (26) 
  
 
 
.  
PDB ID AAAA* BBBB* CCCC¶ DDDD* EEEE* FFFF¶ 
Crystallization 
conditions 
 
29% EtOH,          
0.092 M Citrate       
pH 2.2, 
0.113 M Na2HPO4   
pH 9.3,  (pH ~5) 
39% PEG 300 
 
 
 
40% EtOH,         
0.097 M Citrate      
pH 2.2,               
0.113 M Na2HPO4   
pH 9.3,  (pH ~6) 
2.5% PEG 1000 
 
 
 
0.1 M NaCitrate          
pH 4.0, 
0.8 M (NH4)2 SO4 
 
 
 
 
 
0.3 M NaCl 
0.1 Na Hepes, pH 
7.5, 25% v/v 
PEG400 
 
grown in presence 
of benzyl-
salicylate 
 
0.1 M MIB          
pH 5.0, 
25% w/v PEG 
1500 
 
 
 
 
 
0.1 MMT 
pH 5, 
25% w/v PEG 
1500 
 
 
grown in presence 
of fexofenadine 
Data Collection Statistics 
Beamline I03@Diamond I03@Diamond I02@Diamond I02@Diamond ID23-1@ESRF I02@Diamond 
Number of datasets 
(frames) 2 (720)
† 1 (1200) 1 (720) 1 (720) 2 (2606) † 1 (500) 
Oscillation angle 0.5o 0.1o 0.25o 0.25o 0.15o 0.2o 
Unit cell (Å,°) a=b=49.9, c=132.4 a=b=97.9, c=34.4 
a=132.0, 
b=106.5, c=66.0,  
β= 99.4 
a=97.3 b=137.8 
c=129.7 
 a=31.5, 
 b=75.9, c=37.5, 
 β= 107.2 
a=b=101.4 c=35.9 
Space Group  (Z) P6222 (XX) 
P31 
(12) 
C2                           
(20) 
C2221 
(32) 
P21 
(4) 
P64 
(12) 
Resolution (Å) 44.2-1.90 (1.94-1.90) 
49.0-2.38 
(2.51-2.38) 
53.1-3.10 
(3.18-3.10) 
50.3-5.00 
(5.18-5.00) 
26.0-1.28 
(1.30-1.28) 
50.7-2.02 
(2.07-2.02) 
Observations 944083 50600 51479 242760 1158652 57585 
Unique observations 8341 (534) 14545 (2166) 15510 (1117) 3970 (394) 38270 (985) 12501 (566) 
Rmerge 0.076 (-) 0.056 (0.715) 0.074 (0.525) 0.090 (-) 0.060 (0.385) 0.030 (0.396) 
Rmeas 0.078 (-) 0.066 (0.839) 0.107 (0.726) 0.099 (-) 0.066 (0.448) 0.034 (0.483) 
Rpim 0.018 (0.450) 0.034 (0.433) 0.058 (0.384) 0.046 (0.461) 0.029 (0.224) 0.014 (0.303) 
CC1/2 
(highest shell)
 
0.848 0.773 0.817 0.522 0.925 0.802 
‹I/σ(I)› 50.3 (2.7) 12.3 (1.7) 10.1 (2.0) 17.1 (2.0) 43.0 (3.1) 29.1 (2.3) 
Completeness % 100.0 (100.0) 98.1 (98.9) 98.7 (99.4) 99.9 (100.0) 88.6 (41.3) 88.3 (53.4) 
Redundancy 30.5 (34.6) 3.5 (3.5) 3.3 (3.5) 6.1 (6.0) 5.3 (3.8) 4.6 (1.9) 
Wilson- B factor 38.2 51.5 116.3 - 15.1 40.7 
Refinement Statistics 
Resolution (Å) 1.90 (1.97-1.90) 2.38 (2.47-2.38) 3.1 (3.21-3.10) 5.0 (5.92-5.3) 1.28 (1.32-1.28) 2.02 (2.09-2.02) 
Rwork 0.203 (0.307) 0.174 (0.308) 0.206 (0.292) 0.337 0.145 (0.201) 0.169 (0.252) 
Rfree 0.259 (0.369) 0.227 (0.362) 0.249 (0.377) 0.351 0.177 (0.234) 0.216 (0.369) 
Molecules/asu 1 4 5 4 2 2 
Molecule number 
(Chain ID) 
1 (A) 2 (A), 3 (B), 
4 (C) , 5 (D) 
6 (A), 7 (B), 
8 (C),  9 (D), 
10 (E) 
(A), (B), 
(C), (D) 
11 (A), 12 (B) 13 (A), 14 (B) 
Rmsd bonds (Å) 0.009 0.010 0.007 - 0.010 0.006 
Rmsd angles (º) 1.08 1.13 1.0 - 1.20 0.84 
Ramachandran  
favoured  (outliers) 97.0% (0) 95.0% (0) 93.0% (0) - 97% (0) 96.0% (0) 
Amino acids 88 359 432 - 178 182 
Waters 10 10 0 - 163 17 
Ligands 1 (PO4) 12 (PO4, EDO) 6 (SO4, EDO) - 4 (EDO) 5 (Cl, EDO) 
<Bprot> 
(<Bwaters>; 
(<Bligands> )(Å2) 
61.5 (58.1; 126.7) 71.6 (66.1; 92.9) 100.8 (-; 132.5) 
 
- 23.3 (33.7; 55.2) 68.3 (58.6; 99.6) 
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7. 2 Efficient Relaxation of Protein−Protein Interfaces by Discrete 
Molecular Dynamics Simulations 
 
Context: 
Proteins are social molecules. They need to interact with their surrounding molecules to perform 
their function and especially other proteins. Predicting the interaction geometry of two known 
proteins is an extremely challenging task due to the large number of degrees of freedom in the 
system. The most successful approach, the rigid protein-protein docking, divides the problem in 
two parts: first, it essays all possible approximate orientations treating both proteins as rigid 
blocks then evaluating the energy of each binding pose. Rigid docking aims for computational 
efficiency but lacks of sensitivity when the interacting proteins deform while binding. Here, we 
present an automated method to consider protein flexibility in rigid docking poses. The protocol 
runs short dMD simulations over the best-ranked protein rigid complexes allowing the protein 
interface to adapt to its partner. The method is able to systematically improve the accuracy in the 
prediction protein-protein interaction pose, being remarkable for complexes with large 
conformational changes upon binding.  
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ABSTRACT: Protein−protein interactions are responsible for the transfer of information
inside the cell and represent one of the most interesting research ﬁelds in structural biology.
Unfortunately, after decades of intense research, experimental approaches still have
diﬃculties in providing 3D structures for the hundreds of thousands of interactions formed
between the diﬀerent proteins in a living organism. The use of theoretical approaches like
docking aims to complement experimental eﬀorts to represent the structure of the protein
interactome. However, we cannot ignore that current methods have limitations due to
problems of sampling of the protein−protein conformational space and the lack of accuracy
of available force ﬁelds. Cases that are especially diﬃcult for prediction are those in which
complex formation implies a non-negligible change in the conformation of the interacting
proteins, i.e., those cases where protein ﬂexibility plays a key role in protein−protein
docking. In this work, we present a new approach to treat ﬂexibility in docking by global
structural relaxation based on ultrafast discrete molecular dynamics. On a standard
benchmark of protein complexes, the method provides a general improvement over the results obtained by rigid docking. The
method is especially eﬃcient in cases with large conformational changes upon binding, in which structure relaxation with discrete
molecular dynamics leads to a predictive success rate double that obtained with state-of-the-art rigid-body docking.
■ INTRODUCTION
Proteins are social molecules that exert their biological action
through the interaction with other molecules. In particular, most
signal transduction mechanisms in the cell are mediated by
protein−protein interactions, which deﬁne complex interaction
networks. Massive proteomics studies outline the components of
diﬀerent complexes in the cell, providing the ﬁrst pictures of
cellular interactomes. This provides knowledge of which molecular
partners are participating in a given protein−protein interaction,
but in order to understand its function at the molecular level or to
interfere in the complex formation by small compounds, detailed
information on the three-dimensional structure of the complexes
is required.
Atomic resolution experimental techniques, especially X-ray
crystallography and NMR, are providing an increasing amount of
information on the three-dimensional structures of protein−
protein complexes. However, the number of deposited complex
structures in the Protein Data Bank1 is currently less than 10% of
the number of known binary interactions between human
proteins2 and a minuscule fraction of the estimated number of
total interactions including transient complexes.3 This has
encouraged the use of computational methods, especially protein
docking algorithms, which in the absence of atomic resolution
structural data can provide useful information on protein
complexes in the context of systems and network biology.
Many diﬀerent protein−protein docking procedures have been
reported to provide reduced sets of docking poses ideally enriched
in near-native conformations and selected out of thousands or
millions of alternative poses.4,5 To achieve computational
eﬃciency, and to reduce false positives, protein monomers are
considered in most cases as rigid entities during the process. This
rigid-body approach gives excellent results for those cases in
which proteins show very little ﬂexibility upon binding (e.g.,
average receptor and ligand unbound−bound backbone RMSD
< 0.5 Å)6 and therefore seem to associate following the “lock-and-
key” mechanism.7 However, for the majority of cases, complex
formation involves larger conformational rearrangement,8 and
therefore the rigid docking approach yields poorer results.6
Interestingly, the problematic cases for docking can be reasonably
predicted based only on the intrinsic ﬂexibility of the unbound
state of the protein,9 so treatment of ﬂexibility is currently one of
the major challenges in protein docking.
Diﬀerent techniques to account for protein ﬂexibility,
typically at later stages of the docking procedure, have been
developed.10,11 In one of the ﬁrst reﬁnement methods, side-
chain conformational optimization showed improvement in the
docking predictions in speciﬁc cases, e.g., in those with a few
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problematic interface residues,12,13 but its applicability was
found to be more limited for diﬃcult cases with large
interfaces.14 Good predictions were also obtained with backbone
reﬁnement when experimental restraints were used, as evaluated
on a limited number of test cases.15 Another approach based on
the deformation of the proteins along the low-energy normal
modes16 was applied to a test set of 10 complexes with a signiﬁ-
cant diﬀerence between unbound and bound structures, giving
good results for some of the complexes.17 Backbone ﬂexibility
was also included via Monte Carlo reﬁnement18 based on the
Rosetta method.19 This procedure was applied to a choice of
25 out of 49 complexes of the ﬁrst Weng benchmark20 with
successful results. The above methods, typically quite expensive
from a computational point of view, have shown overall good
results as part of a general docking strategy in the international
CAPRI assessment of docking predictions (http://www.ebi.ac.
uk/msd-srv/capri/), but more eﬀorts need to be done to assess
the real improvement of reﬁnement with respect to rigid-body
docking in large sets of complexes.
In this work, we present a new method to treat protein
ﬂexibility in docking computations using discrete molecular
dynamics (DMD).21−25 DMD is very eﬃcient from a computa-
tional point of view and allows a very simple change of
granularity, from atomistic to coarse grained levels and a
complete control on the sampling space, from the side-chain only
to the entire protein. The technique, which has been used with
success to study protein aggregation26,27 and conformational
transitions,28,29 assumes that particles move at constant velocity
(ballistic regime) from collision to collision, avoiding then the
time-consuming integration of Newton’s equations of motion
every femtosecond and reducing dramatically the cost of
calculations, without a dramatic loss of accuracy with respect
to standard atomistic simulation techniques.30,31 The method
developed here has been tested with very good success on
Weng’s protein−protein docking benchmark 4.0,32 for which the
structures of both the complex and the unbound partners are
experimentally known.
■ OUTLINE OF THE METHOD
Protein Benchmark.We have used Weng’s protein docking
benchmark 4.0,32 with known X-ray structures for both the
unbound and the bound subunits. For test purposes, we selected
only the 61 cases (Table 1) in which rigid-body docking with
pyDock ﬁnds at least one near-native docking orientation (see
below) among the 100 top-ranked conformations. Near-native
docking solutions were deﬁned (according to one of the criteria
used in CAPRI) as those with interface RMSD < 4 Å RMSD
with respect to the reference complex structure, being
the interface RMSD calculated for the Cα atoms in such an
interface. The success rates of the predictions are deﬁned as
the percentage of test cases in which at least one near-native
docking solution was found within the top N solutions. We
classiﬁed the benchmark cases according to the ﬂexibility upon
binding, for which we used the interface Cα RMSD between
Table 1. Docking Results before and after DMD Relaxation
PDB interface RMSDa pyDock rankb DMD rankb
1AY7 0.54 17 10
1AZS 0.72 12 81
1B6C 1.96 1 1
1BUH 0.75 65 51
1BVK 1.24 52 69
1BVN 0.87 2 8
1CLV 0.86 1 1
1E6E 1.33 3 10
1E6J 1.05 35 20
1E96 0.71 1 1
1EWY 0.8 28 66
1F51 0.74 36 59
1FFW 1.43 74 25
1FLE 1.02 3 24
1FSK 0.45 3 16
1GLA 0.98 50 51
1GPW 0.65 1 23
1H9D 1.32 26 51
1IQD 0.48 8 1
1J2J 0.63 19 11
1JTG 0.49 1 2
1K74 0.8 14 6
1KKL 2.2 81 3
1M10 2.1 81 2
1MAH 0.61 19 8
1N8O 0.94 53 35
1NW9 1.97 30 4
1OPH 1.21 14 1
1OYV 0.47 84 95
1PPE 0.44 6 2
1R0R 0.45 3 64
PDB interface RMSDa pyDock rankb DMD rankb
1R6Q 1.67 40 14
1RV6 1.09 6 2
1T6B 0.62 56 23
1TMQ 0.86 1 44
1UDI 0.9 1 4
1XD3 1.24 2 5
1XQS 1.77 13 50
1XU1 1.3 18 75
1Z0K 0.53 7 1
1Z5Y 1.23 79 12
1ZHI 0.68 2 5
2ABZ 0.9 18 8
2AYO 1.39 24 72
2B42 0.72 1 1
2BTF 0.75 33 39
2FD6 1.07 17 2
2G77 1.08 13 5
2HLE 1.4 2 2
2HQS 1.14 15 18
2HRK 2.03 16 8
2I25 1.21 40 76
2JEL 0.17 42 34
2O8V 1.37 60 84
2PCC 0.39 49 83
2SIC 0.36 6 1
2SNI 0.35 3 1
2VDB 0.47 5 6
3SGQ 0.39 98 36
4CPA 0.62 10 14
7CEI 0.7 11 1
aInterface Cα RMSD between unbound and bound molecules (in Å).
bBest rank of any near-native docking conformation.
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bound and unbound molecules, as deﬁned in the protein
benchmark 4.0.32
Rigid-Body Sampling and Scoring.We generated a set of
10 000 docking models for each protein−protein complex by
using FTDOCK,33 based on geometrical complementarity,
using a grid resolution of 0.7 Å for the representation of
proteins, and including an electrostatics term. These models
were evaluated using pyDock,34 a physics-based docking
scoring function with excellent results in standard benchmarks
as well as in CAPRI.35,36 PyDock calculates the binding energy
between the interacting proteins based on (i) a truncated and
linearly screened electrostatic term, (ii) a truncated and weighted
van der Waals term, and (iii) an accessible surface area (ASA)-
based desolvation energy term with atomic parameters pre-
viously optimized for protein docking.37 We selected for DMD
relaxation the subset of the 100 best scored poses according to
pyDock.
General Discrete Molecular Dynamics (DMD) Formalism.
DMD is based on the use of discontinuous, stepwise potentials,
which guarantee that particles move in the ballistic regime,
following a linear movement with constant velocity until they
reach a potential step:22
⃗ + = ⃗ + ⃗·r t t r t v t( ) ( )i i ic c (1)
where and ri⃗ and vi⃗ stand for positions and velocities and tc is
the minimum among the collision times tij between each pair of
particles i and j:
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− ± − −
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where rij is the magnitude of ri⃗j = rj⃗ − ri⃗, vij is the magnitude of
vi⃗j = vj⃗ − vi⃗, bij = ri⃗j vi⃗j, and d is the distance corresponding to the
wall of the square well.
The collision happens when the particle distance is that
corresponding to a potential step. Then there is a transfer of
linear momentum into the direction of the vector ri⃗j:
⃗ = ⃗′ + Δ ⃗m v m v pi i i i
⃗ + Δ ⃗ = ⃗′m v p m vj j j j (3)
where the prime indices denote the velocities after the collision.
The changes in velocities upon collision are derived by
applying conservation of energy and momentum:
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where ΔV stands for the size of the potential energy step.
The transferred momentum can be easily determined from
Δ = + − −
+
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Note that, in case that ΔV > 0, the two particles can overcome
the step as long as
Δ < + −V
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1 2
1 2
2
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Otherwise, if the particles remain in the potential well, eq 6
reduces to
Δ = + − − −p
mm
m m
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i j
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2
(8)
which taking the negative solution of the root leads to
Δ = + −p
mm
m m
v v
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i j
i j
(9)
To obtain good computational performance, we used here a
simple implementation of DMD that uses a force-ﬁeld
containing “bonded” and “non-bonded” terms. The ﬁrst ones
include stretchings, bendings, and torsions (all represented by
bond or pseudobond lengths) involving double or conjugated
bonds, which are represented by means of inﬁnite square wells
with a width (derived from analysis of large database of atomistic
MD simulations22) equal to 1% of the bond/pseudobond
distance.
Regarding the nonbonded part, our force ﬁeld includes
solvation, van der Waals, and Coulomb electrostatic terms
= + +V V V Vsolv VdW Coul (10)
The van der Waals (VvdW) and Coulomb (VCoul) terms are
the DMD version of the Lennard-Jones and Coulomb
potentials, while solvation (Vsolv) was accounted by the DMD
version22 of the Lazaridis and Karplus EEF1 eﬀective energy
function.38 Intramolecular hydrogen bonds were restrained by
square wells which guarantee the maintenance of secondary
structure elements during the DMD simulations.
DMD Implementation for Protein−Protein Interactions.
To increase computational eﬃciency, we used a multiscale
representation of the proteins, where the level of detail and the
allowed ﬂexibility of the residues decrease as the distance to
the protein interface increases. Thus, residues in the protein−
protein interface (residues with at least one atom less than 8 Å
from any atom of the other protein in the rigid docking pose)
were deﬁned at the all-heavy-atoms level, keeping them
completely ﬂexible. A second layer was deﬁned by residues
located at 8−12 Å from any atom of the other protein, where
all-heavy-atoms representation was used, but atom positions
were restrained by Go-like square wells. The rest of the protein
was represented at the Cα level, using Go-like square wells to
restrain their movements. DMD trajectories were long enough
to ensure equilibration of the docking conformations (see
Results and Discussion), and we used as the scoring function
the average of the potential energy over the last 15% of the
trajectory for each conformation.
Analysis of Native Contacts along Simulation. We
considered that two residues deﬁned a native contact if any of
their atoms were interacting in the experimental complex
structure, i.e., if one atom from the ﬁrst residue and another
atom from the other residue were within the interaction distance
deﬁned in the DMD potentials (that were stepwise functions
with a ﬁnite range; see above).
Statistical Signiﬁcance of DMD Improvement in
Flexible Cases. We have applied a Wilcoxon rank-sum test
to evaluate whether improvement of the results after DMD
relaxation with respect to rigid-body docking is more evident for
ﬂexible cases. We built two groups of cases, one formed by 12
cases in which the DMD relaxation signif icantly improved with
respect to rigid-body docking (best near-native rank went from
>10 to <10) and the other one formed by six cases in which
DMD relaxation signif icantly worsened with respect to rigid-
body docking (best near-native rank went from <10 to >10).
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We considered that having or not a near native within the
top 10 docking solutions is a reasonable criterion in order to
evaluate the success of a docking result (as used in CAPRI). For
higher ranks, a small improvement or worsening is irrelevant
for performance assessment purposes. The Wilcoxon rank-sum
test proved that the distributions of unbound−bound RMSD
values in these two groups of cases diﬀered signiﬁcantly
(Mann−Whitney U = 13, n1 = 12, n2 = 6, p < 0.05 two-tailed).
Estimating Binding Flexibility from Normal Modes.
The extent of the conformational motion of a protein due to
thermal ﬂuctuations can be estimated within the normal-mode
analysis (NMA) framework.16 NMA assumes that the protein
structure is a system of coupled harmonic oscillators connecting
the Cα atoms. The dynamics of such a system is constituted by
the normal modes, each one involving all the particles of the
system. We estimated the total deformation of a protein as the
average of the amplitudes due to each mode (eq 11):
∑ λ=
N
RMSD 1predicted (11)
where the sum runs over all the normal modes (3N − 6), and
N is the number of Cα atoms. At a given temperature, the
amplitude λ of the motion due to a normal mode is estimated
as in eq 12:39
λ = k T
k
B
(12)
where k is the stiﬀness associated to the mode; therefore the
relevant conformational changes will be produced by the softest
normal modes (those with the lowest stiﬀness). We have
assigned the predicted deformation of each complex as the
average value of the predicted deformation of ligand and
receptor. To classify the complexes as (allegedly) rigid and
ﬂexible, we have used a RMSDpredicted cutoﬀ value of 0.43 Å,
which is the average of the predicted deformations over the
complete benchmark. With this cutoﬀ value, 60% of the
complexes in the benchmark were classiﬁed as ﬂexible. This
coincides with the fraction that is considered ﬂexible when taking
the experimental interface deformations upon binding (using 1 Å
as the interface RMSD cutoﬀ value), but some complexes were
classiﬁed in diﬀerent groups when using each criterion.
■ RESULTS AND DISCUSSION
DMD Improves Docking Predictions. We performed
rigid docking using our pyDock approach on the cases of
Weng’s protein docking benchmark 4.0,32 for which both
bound and unbound conformations of the interacting proteins
are experimentally known. After a sequential scoring procedure
(see Outline of the Method), we selected the 61 complexes for
which the rigid docking procedure provided at least one near-
native conformation within the 100 top scored docking poses
(we limited the number of analyzed docking poses to 100 in
order to perform a systematic benchmark in a reasonable time).
This yielded a total of 6100 docking poses that were subjected
to multiscale DMD simulations. It is worth noting that contrary
to other protocols, such as atomistic MD simulation, which
would demand simulation times orders of magnitude higher,40
our DMD procedure allowed us to complete the process in
less than 10 h on our 512 core Xeon Cluster (6100 trajectories
for 61 complexes), making the method compatible with high-
throughput procedures.
We found that DMD generally improves the docking energy
landscapes, decreasing more eﬀectively the energy of docking
poses that are closer to the crystallographic complex structure.
This is for example the case of 1Z0K, a complex that undergoes
a small conformational change upon binding (0.53 Å interface
RMSD between unbound and bound forms). Figure 1A shows
the pyDock scoring of the rigid-body docking poses distributed
according to interface RMSD with respect to the crystallo-
graphic complex structure. Figure 1B shows the distribution of
these docking solutions according to DMD scoring before and
after 3 ns DMD relaxation. Remarkably, the rank 1 docking
solution after DMD relaxation (ﬁlled circle) is one of the best
near-native rigid docking poses before relaxation in structural
terms (2.2 Å interface RMSD from the experimental structure)
but is not so good in terms of rigid-body energy (rank 67 and 57
by pyDock and DMD scoring before relaxation, respectively).
The eﬀect of DMD relaxation in docking reﬁnement is clear in
Figure 1C, which shows the evolution of the DMD potential
energies of each docking pose for complex 1Z0K during the
Figure 1. Rigid-body docking and DMD relaxation for complex 1Z0K.
(A) pyDock score vs interface RMSD for each rigid-body docking
conformation of the complex 1Z0K is shown. (B) DMD score vs
interface RMSD for each conformation, before the simulations (rigid-
body docking structures; in black) and after the DMD relaxation (in
red). Filled circles represent the best-scoring near-native solution after
DMD relaxation, shown also before DMD for comparison. (C)
Evolution of the energies of the 100 docking conformations for the
1Z0K complex during the DMD simulations. The ﬁrst ranked near-
native conformation after relaxation has been highlighted in red.
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simulation, with the red line corresponding to the rank 1
solution after DMD relaxation. We found that DMD trajectories
of 3 ns were suﬃcient to reach equilibrium. Clearly, the DMD
procedure leads to a decrease in the energy of all conformations,
but near-native conformations experience a deeper energy
improvement, populating the best-scoring docking poses after
DMD relaxation. In terms of predictive results, this case was not
that bad for rigid-body pyDock, since there was another near-
native solution with rank 7 (Table 1), albeit with higher RMSD
(3.7 Å), but DMD relaxation was more eﬃcient in the near-
native solutions closer to the bound state and yielded an overall
improvement in the docking energy landscapes and in the
predictive results.
The results of the described docking and DMD procedure on
the entire data set of complexes (the largest benchmark available)
demonstrate that DMD relaxation signiﬁcantly improves the
success rate of the docking predictions, by systematically
improving the ranking of the near-native docking poses. For
instance, the success rate for the top 10 scoring structures (which
is a reasonable number of docking models in a realistic scenario,
e.g, the number of models submitted to CAPRI) increased from
39% for the rigid-body procedure to 50% after 3 ns DMD
relaxation (Figure 2A). Interestingly, the improvement in success
rates was already evident from the very beginning of the DMD
trajectory. After only 200 ps, the general results were very similar
to those after 3 ns, suggesting that the fast side-chain movements
have a fundamental inﬂuence on the improvement in energy of
the docking conformations (as discussed below).
Improvement of Predictions after DMD Relaxation Is
More Evident for Flexible Cases. In order to check which
types of complexes beneﬁt the most from DMD relaxation, we
reanalyzed our results by grouping cases depending on the
extent of the binding-induced geometrical changes upon inter-
action. Results summarized in Figure 2C indicate that 3 ns
DMD leads to a very signiﬁcant improvement in the ranking of
docking poses in the case of complexes showing large conforma-
tional changes upon binding (interface deformation above 1.0 Å
RMSD). For these cases, the success rates obtained with DMD
for the top 1 and top 10 docking poses were 8% and 48%,
respectively, i.e., twice those obtained with rigid-body docking.
Among these ﬂexible cases, there were actually seven cases in
which the results signiﬁcantly improved (best near-native rank
went from >10 to <10 after DMD relaxation), while only one
successful docking case became signiﬁcantly worse after DMD
relaxation. In the case of complexes with low conformational
change upon binding, the success rates obtained with DMD
Figure 2. Docking success rates computed for the data set of protein−protein complexes used here. Black line, rigid-body docking ranked with the
pyDock scoring function; red lines, docking structures relaxed after 3 ns DMD simulations. (A) Success rates for the entire data set. (B) Success rates
for complexes with small conformational changes upon binding (interface RMSD unbound−bound <1 Å). (C) Success rates for complexes with
large conformational changes upon binding (interface RMSD unbound−bound >1 Å). (D) Success rates for top 10 docking solutions at diﬀerent
times of the simulation, for rigid and ﬂexible cases.
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were similarly high to those obtained with rigid docking
(Figure 2B). There were ﬁve cases that signiﬁcantly improved
and another ﬁve that signiﬁcantly worsened. A Wilcoxon rank-
sum test proved that the improvement in the results after
DMD relaxation is signiﬁcantly more evident for ﬂexible cases
(see Outline of the Method). This is in an important result,
since a ﬂexible reﬁnement should not only improve the results in
ﬂexible cases but also not degrade the quality of docking models
where binding-induced conformational changes are negligible.
It has been previously reported that optimization of non-native
interfaces may increase the number of false positives,12 which
does not seem to happen here.
The pace of improvement of the success rates along the
DMD simulation is also diﬀerent for the rigid and ﬂexible cases.
While for the rigid cases (Figure 2B) the optimal predictive
results were achieved from the very beginning (at 200 ps, success
rates are very similar to those after 3 ns), for the ﬂexible cases
(Figure 2C) the improvement of the predictive rates with respect
to rigid-body docking is more progressive and actually shows the
best results at 3 ns. For the purpose of clarity, Figure 2D shows
the evolution of the top 10 success rates for rigid and ﬂexible
cases at diﬀerent stages of the DMD trajectories. This conﬁrms
that DMD relaxation does not further improve the already good
docking success rates in rigid cases, while ﬂexible cases need
some conformational rearrangement before improving docking
success rates to achieve values more similar to the rigid cases.
We will explore in the next section the nature of these conforma-
tional rearrangements.
Structural and Energetic Determinants of DMD
Docking Success. The DMD relaxation procedure leads to
non-negligible changes in the complex conformations obtained
by rigid-body docking, with extensive modiﬁcation of the whole
interface (involving not only side chain but also backbone
movements). In many cases, the deformation of both ligand and
receptor along DMD relaxation, as it occurs in any standard
molecular dynamics simulations,40 exceeds the typical conforma-
tional changes upon binding (around 1−2 Å RMSD). In some
successful cases, like 1Z0K, the relaxation makes the majority of
the interface of a docking solution get closer to the crystallo-
graphic complex structure, which can explain the improvement
in the predictions (Figure 3A). The conformational changes are
shown to be similar to those we found making explicit solvent
MD simulations with GROMACS. Indeed, the best near-native
solution in this case conserved the same number of native
contacts during DMD relaxation as the native complex
(Figure 4A), which made this solution achieve the same energy
as the native complex (Figure 4B). However, in other successful
cases like 1M10, DMD relaxation cannot reproduce the whole
native interface (Figure 3B; Figure 4D). In the past, it has been
reported that reﬁnement can be beneﬁcial just by reorientation
of the side chains to adopt conformations that improve the
binding energy, even though overall interface conformation does
not necessarily get closer to that in the native complex.15 This
seems to be the case here. We can explain the reasons for DMD
improvement, in spite of the interface deformation, in terms
of the type of side-chain contacts formed during simulation.
Figure 4F shows the evolution of the native contacts that form
attractive interactions during simulation for diﬀerent docking
solutions in the 1M10 case. The near-native solution shows a
rapid formation of a few attractive native contacts that are
ultimately responsible for its favorable energy. Although its
energy value is not as good as that of the native complex
(Figure 4E), it is suﬃcient to improve the rank of this near-
native solution from 81 to 2 after DMD. Simultaneously, the
number of repulsive contacts dramatically reduces in the ﬁrst
stages of the DMD relaxation (data not shown).
Overall, these results indicate that during the DMD simula-
tion the structures relax to reduce the repulsive contacts that
arose from incorrect rigid unbound conformations (between
regions with electric charges of the same sign, steric clashes,
unfavorable desolvation, etc.) and to increase the attractive
native interactions found in the experimental complex
structures (hydrophobic, salt bridges, etc.). This eﬀect should
be especially important in the ﬂexible cases, in which DMD
relaxation represents a greater advantage with respect to rigid
approaches. As a consequence, the relaxation method is very
eﬃcient in improving the energy of many of the near-native
conformations, which is reﬂected in the improvement of the
docking predictions.
Can We Identify a Priori the Cases That Will Beneﬁt
from DMD Relaxation? We showed that proteins that
undergo large conformational movements upon binding are
Figure 3. Conformational changes in near-native docking conformations after DMD relaxation. (A) Rank 1 near-native docking conformation of
the complex 1Z0K after DMD relaxation (receptor in blue, ligand in red). The rigid docking conformation (initial structure) is shown in gray.
For comparison, the experimental complex structure is shown in light blue, and the relaxed structure after simulation with GROMACS is shown
in yellow. The relaxed protein−protein interface after DMD is getting closer to the experimental complex interface. (B) Rank 1 near-native
docking conformation of the complex 1M10 after DMD relaxation (same color code as in A). In spite of the improvement in ranking, the relaxed
protein−protein interface is not closer to the complex structure. (C) Key residue−residue native contacts for the 1M10 complex are salt-bridges
between glycoprotein IB-α E5 and Von Willebrand Factor K549, and between D18 and R571 (in cyan). These were formed in the rank 2
conformation after DMD relaxation (receptor in blue, ligand in red), but they were not formed in the rigid-body docking solution before
relaxation (in gray).
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the ones that most beneﬁt from DMD relaxation. However,
proteins that do not change conformation upon binding do not
need DMD relaxation, as rigid-body docking already gives good
predictions for them. Thus, in a realistic situation it would
be interesting to know whether DMD relaxation is going to be
useful for a given case or not. For that, we can assume that
ﬂexibility of proteins is related to the conformational variability
upon binding; hence we would just need a method to estimate
conformational ﬂexibility of the individual proteins. Here, we
have estimated the extent of the conformational motion of a
protein based on NMA16 (see Outline of the Method). It is
important to notice that this method to estimate the extent
of the conformational changes is valid as long as the normal
mode hypothesis is valid for a given protein; therefore it might
happen that a protein has a conformational change upon
binding that is very diﬀerent from the change predicted from
NMA. In addition, global ﬂexibility of a protein based on NMA
might not need to correlate with interface deformation upon
binding, which has been shown here to be critical for the
performance of DMD. Figure 5 shows the top 10 success rates
after DMD relaxation for the cases that were classiﬁed as rigid
or ﬂexible based on normal mode calculations. Interestingly,
the improvement of success rates after DMD relaxation for the
predicted ﬂexible cases is evident, virtually the same that we
obtained for the real ﬂexible cases. This result indicates that,
based on simple normal mode calculations, one could estimate
whether DMD relaxation is going to be useful for a given
protein−protein docking problem.
■ CONCLUSIONS
We outlined here a fast, simple, and eﬃcient protocol for
protein−protein docking, which combines rigid-body orienta-
tion sampling with structural relaxation by means of discrete
molecular dynamics (DMD) simulations. The procedure takes
advantage of the intrinsic characteristics of DMD, such as (i)
the use of nondiﬀerentiable square potentials, typically used in
docking procedures but diﬃcult to implement in Newtonian
molecular dynamics, (ii) the high computational eﬃciency of
the algorithm to trace large scale movements, (iii) the simplicity
of using the method in the context of multiresolution rep-
resentations of the proteins, and (iv) the ability of the method
to maintain intramolecular geometry in some parts of the
monomer, while keeping intact ﬂexibility in other regions and
maintaining the global inter-residual ﬂexibility. We have found
that the predictive power of the DMD relaxation method is
much less aﬀected by the deformation upon binding of the ligand
and receptor as compared to rigid-body docking methods,
leading to a clear improvement in the predictive success rates
over the complete benchmark. Finally, we found that it is
possible to estimate a priori whether a given case is going to
beneﬁt from DMD relaxation.
Figure 4. Analysis of DMD relaxation trajectories for two successful cases. (A) Native contacts, (B) energy, and (C) native attractive contacts along
DMD relaxation for diﬀerent conformations in the 1Z0K case. (D, E, F) Same for 1M10 case. The color code is as follows: experimental complex
structure in black; best near-native conformation after DMD relaxation in red; other near-native conformations in green; other non-near-native
conformations in blue.
Figure 5. Top 10 success rates for the predicted rigid and ﬂexible cases
according to normal-mode analysis. For comparison, the top 10
success rates for the known rigid and ﬂexible cases, as well as for the
whole data set, are also shown.
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7. 3 PACSAB: Coarse-Grained Force Field for the Study of Protein–
Protein Interactions and Conformational Sampling in Multiprotein 
Systems 
 
Context: 
Atomistic protein simulations are usually performed on single molecules for efficiency purpose. 
Coarse-grained models that could handle larger systems are often calibrated against single-
molecule simulations, giving a poor description of intermolecular interactions. We present a new 
coarse-grained force field for the study of multi-protein systems. The force field, which is 
implemented in the context of the dMD algorithm, is able to reproduce the properties of folded 
and unfolded proteins, in either isolation or forming well-defined complexes. Our approach also 
reproduces aggregated proteins thanks to its proper evaluation of protein–protein interactions. 
The accuracy and computational efficiency of the method makes it an useful tool to study 
molecular processes involving many proteins, with particular focus on aggregation-based 
diseases. 
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ABSTRACT: Molecular dynamics simulations of proteins are usually per-
formed on a single molecule, and coarse-grained protein models are calibrated
using single-molecule simulations, therefore ignoring intermolecular inter-
actions. We present here a new coarse-grained force ﬁeld for the study of many
protein systems. The force ﬁeld, which is implemented in the context of the
discrete molecular dynamics algorithm, is able to reproduce the properties of
folded and unfolded proteins, in both isolation, complexed forming well-
deﬁned quaternary structures, or aggregated, thanks to its proper evaluation of
protein−protein interactions. The accuracy and computational eﬃciency of the
method makes it a universal tool for the study of the structure, dynamics, and
association/dissociation of proteins.
I. INTRODUCTION
The theoretical representation of systems of interacting pro-
teins presents major challenges due to the need to simulate
very large systems (often above millions of atoms) for very
long periods of time (in some cases on the time scale of days1).
Despite the impressive advance of atomistic molecular
dynamics,2 the representation of protein structure, dynamics,
and interactions still needs of the use of simpliﬁed models
that allow a more eﬃcient sampling of the protein conforma-
tional space. Coarse-grained (CG) models increase computa-
tional eﬃciency by using implicit solvent models3 and by
collapsing groups of atoms on beads.4 This results in a
reduction of the number of degrees of freedom of the system,
which combined with more eﬃcient motion propagation
schemes accelerates the simulations with respect to atomistic
molecular dynamics.
Most transferable CG force ﬁelds for proteins were ﬁtted
to reproduce the folded state of a protein,5−7 or at most to
reproduce the transition from unfolded to folded state,8−12 but
they cannot reproduce the behavior of intrinsically disordered
proteins (IDPs). Attempts to develop IDP CG models yield to
functionals which are unable to represent folded proteins,13,14
highlighting the problems to represent with a single functional
folded and unfolded states of proteins. Furthermore, existing
CG force ﬁelds were created to study isolated proteins and are
not prepared to reproduce well-ordered protein complexes.
Some of the most successful coarse-grained models used in
molecular dynamics simulations of proteins have been PaLaCe5
and PRIMO,7 that give an excellent description of the structure
and dynamics of folded proteins, and also OPEP11 which, apart
from that, was able to fold several peptides and sample con-
formational changes in small aggregates.12 In summary, despite
decades of eﬀort, there are not general CG methods able to
represent correctly the dynamics of proteins both in its folded
and unfolded conformations, and the association/dissociation
dynamics in multiprotein systems. This lack of methodology
hampers our ability to describe theoretically the dynamics,
interactions, and association of proteins.
We present here a pairwise additive potential for coarse-
grained side chains and atomistic backbone protein model
(PACSAB) with a transferable force ﬁeld for the simulation of
many-protein systems. Contrary to many CG models which are
based on knowledge rules on folded proteins,15 our approach is
based on a contraction of an implicit solvent classical atomistic
model, which makes possible transferability to diﬀerent sce-
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narios and systems. The force ﬁeld is adapted to the framework
of discrete molecular dynamics (DMD),16 which allows a very
eﬃcient sampling of large protein systems. The parameters
deﬁning the potential energy function in the model were ﬁtted
by exploring the phase diagram for a solution of Aβ40 peptides.
The resulting force ﬁeld was then tested in DMD simulations
of IDPs, folded proteins, and protein−protein complexes.
In summary, we present here a universal coarse-grained simu-
lation model to explore the conformational space and inter-
actions in multiprotein systems.
II. METHODS
Mapping of the Proteins. The aim of our model is to
study diﬀerent conformations and aggregation states of pro-
teins, which means that the coarse-graining strategy should be
designed to reproduce accurately excluded volume eﬀects, side
chain packing and backbone hydrogen bonding. Following
Marrink’s strategy,17,18 we have placed beads at all Cαs to deﬁne
the protein trace, plus a variable number of beads to describe
the side chains using the mapping deﬁned in ref 19 (typically
each bead represents four heavy atoms; see Figure 1A).
We have concentrated all the atoms of the bead on its center of
mass, therefore all the atom−atom distances become equal to
the bead−bead distances. Additionally, to represent explicitly
hydrogen bonds we have added the backbone atoms N, H, C,
and O.5 We have also added a dummy atom bound to the Cα of
each residue in order to keep the proper chirality of the amino
acids. Solvent eﬀects were reproduced using an implicit solvent
model, which increases computational eﬃciency and sampling
in the study of diluted systems.
DMD Simulations and Sampling. In DMD simula-
tions the particles are considered as hard spheres interacting
through discontinuous potentials, therefore moving at constant
velocity until a collision (event) happens.16 Events occur when
pairwise distance equals the distance of a discontinuity in the
interaction potential (see Figure 1C). No forces have to be
calculated, and it is not necessary to integrate the equations
of motion, speeding up the simulation as compared with
conventional molecular dynamics (MD). Hardcore potentials
preventing steric clashes are deﬁned between unbound
particles, and inﬁnite square wells are deﬁned between bound
particles to keep the proper bond distances. Additional
square wells are used to preserve the side chain geometry
(pseudobonds).
According to DMD, the trajectory of the particles between
collisions is
⃗ + = ⃗ + ⃗r t t r t v t t( ) ( ) ( )i i ic c
where tc = min(tij) is the next collision time and
=
− ⃗ · ⃗ ± ⃗ · ⃗ − −
t
r v r v v r d
v
( ) ( )
ij
ij ij ij ij ij ij
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2 2 2 2
2
being d the sum of the radii of particles i and j.
When two particles collide there is a transfer of linear
momentum
⃗ = ′⃗ + Δ ⃗m v m v pi i i i
⃗ + Δ ⃗ = ′⃗m v p m vj j j j
Conservation of momentum and energy is imposed at each
event, and from this, the velocity of each particle after the
collision is found
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Simulations were performed in the canonical ensemble,
using the Andersen thermostat (for more details, see ref 16).
The sampling obtained in implicit solvent DMD simulations is
much higher than that expected from atomistic explicit solvent
MD, due to the lack of collisions with solvent molecules. In
practice, this implies that simulation time deﬁned in a DMD
trajectory corresponds to roughly 2−3 orders of magnitude
longer real time.20 The speed of the DMD simulations with the
PACSAB model for diﬀerent systems studied in this work is
shown in Table S1 of the Supporting Information.
Construction of the Force Field. The force ﬁeld consists
of bonded and nonbonded terms. The ﬁrst set of terms is used
to maintain covalent structure, while the second accounts for
intra- and intermolecular interactions. In all the cases, the
diﬀerent terms of the interaction potential are expressed by
means of square well potentials to make possible their
implementation with the DMD algorithm.
Bonded Terms. Square potentials are used to maintain all
chemical bonds and to ﬁx the bond angles. We also use a
pseudobond to ﬁx the dihedral angle of the peptide bonds in
order to enforce its planar geometry, but we do not implement
any other dihedral in the PACSAB model. Bonds and
pseudobonds are deﬁned as narrow square wells (with inﬁnite
depth to prevent bond breaking), whose center is at the equi-
librium distance corresponding to each covalent bond, angle or
dihedral.21
Nonbonded Terms. The non-bonded interactions comprise
hydrogen bonding, deﬁned only between the amide N, H, C,
and O atoms and interactions between nonbonded beads
(van der Waals and implicit solvation), aﬀecting only Cα and
side chain beads.
Hydrogen Bonds. They are represented by means of square
wells of depth Ehb and are deﬁned for the pairs O−H, O−N,
and C−H, whenever these four atoms fulﬁll a geometry
corresponding to the correct alignment and distance between
the two dipoles N−H and O−C (see Figure 1B). Following the
ideas in ref 22, we increase the stability of hydrogen bonds that
are buried inside the protein, therefore not distorted by
interactions with water. With this purpose the hydrogen bond
Figure 1. (A) Extended conformation of a Aβ40 peptide in our coarse-
grained model. Each residue is represented with a diﬀerent color.
(B) Pseudobonds used to deﬁne the hydrogen bond (see main text).
(C) Schematic picture of the construction of the discretized potential
(solid line). The potential well is centered around RAB* = RA* + RB*, the
sum of the bead radii (see main text). The dashed line is the
continuous potential.
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energy is deﬁned as Ehb = Ehbγiγj + Ehb
core(1 − γiγj), where
Ehb
core > Ehb. γ is a structurally dependent shifting function that
helps to smoothly move from fully exposed (γ = 1) to buried
(γ = 0):
γ α β= + −n n( )
1
1 exp(( )/ ) (1)
where n is an integer quantity related to the level of exposition
to the solvent of the particle (see Appendix A), α is the limit
value between exposed and buried, and β is the sharpness of the
step. The values of α and β were adjusted from simulations on
our training set of folded proteins (see below).
Interactions between Nonbonded Beads. The interaction
between any pair of nonbonded beads A and B is deﬁned as
ω ω= +V r V r V r( ) ( ) ( )AB vdW ABvdW solv ABsolv (2)
where ωvdW and ωsolv are the weights of the optimized van der
Waals and implicit solvation terms (see below). In this work
we have considered that electrostatic eﬀects are properly
included22 through the hydrogen bonding and the implicit
solvation terms Such an approach was used with success in the
ab initio folding of several small proteins.22
To construct the interactions between non bonded coarse-
grained beads, we assume that all the nonbonded interaction
potential terms are pairwise additive in terms of the atomistic
interactions:
∑∑=
∈ ∈
V r V r( ) ( )
i j
ijAB
A B (3)
where r is the distance between beads A and B and Vij(r) is the
atomistic interaction. We use the van der Waals parameters εi*
of the atomistic CHARMM19 force ﬁeld23 to construct the
coarse-grained van der Waals interactions, plus the atomistic
EEF1 eﬀective energy function of Lazaridis and Karplus24 to
derive the implicit solvent coarse-grained model. Constructing
our potentials from atomistic interactions allows us to avoid
biases25 due to the use of statistical potentials derived from
databases of crystal structures,26,27 opening the possibility to
study disordered proteins.
The van der Waals interaction between the coarse-grained
beads is deﬁned as
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r being the distance between beads A and B. RAB* = RA* + RB*, the
sum of the radii of beads A and B. To compute the bead radii,
we consider that the volume of each bead is proportional to the
sum of the volumes of each atom included into the bead,
leading to the relation R* = ρ(∑Ri*3)1/3, Ri* being the radius of
each atom, ρ being ﬁtted to 0.9 after inspection of atomistic
residue−residue interaction proﬁles.
The interaction hardness εAB* is computed extrapolating from
atomistic van der Waals interactions (see Appendix B):
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where NA (NB) is the number of atoms included by bead A (B)
and εi* are the atomistic van der Waals interaction hardnesses.
The implicit solvation term between the coarse-grained beads
has been constructed from the atomistic EEF1 functional24
∫ ∫= − ⃗ − ⃗ ≈ − −V r f r f r f r v f r v( ) d d ( ) ( )ij
v j v i j
i i j
solv
i j (6)
where vi is the volume and f i(r) = CΔGi exp(−(r/λ)2)/r2 is the
solvation free energy density of particle i, ΔGi being the
solvation free energy of the isolated atom i, λ a correlation
length and C = 1/(2π3/2λ).24 Both ΔGi and vi for each particle
type are determined from experimental data.24 The previous
equation can be rewritten as
λ≈ − Δ + Δ −V r C Gv Gv r r( ) ( )exp( ( / ) )/ij i j j isolv 2 2 (7)
Assuming additivity, the solvation term aﬀecting beads A and
B is then deﬁned as
∑∑ λ≈ − Δ + Δ −
∈ ∈
V r C Gv Gv r r( ) ( )exp( ( / ) )/
i j
i j j iAB
solv
A B
2 2
(8)
We have included more information about the parameters
of the atomistic force ﬁelds CHARMM19 and EEF1 in the
Supporting Information.
The EEF1 implicit solvation functional assumes24 that any
“nonprotein space” is “solvent space”, even if it is inside the
protein. Thus, this model does not take into account that water
has a ﬁnite size and cannot ﬁt inside the core of the protein.
This can be quite realistic when using an atomistic repre-
sentation of the protein, but this is not a good approximation
for coarse-grained representations of the system, where packing
in the interior of the protein cannot be as dense. To correct this
spureous eﬀect we have modulated the implicit solvation term
by including the factor γ (eq 1) in eq 8:
∑ ∑ ∑ ∑γ γ
λ
≈ − Δ + Δ
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λ≈ − Δ + Δ −V r C G v G v r r( ) ( )exp( ( / ) )/ABsolv A B B A 2 2 (10)
where ΔGA = γA∑i∈A ΔGi and vA = ∑i∈A vi.
Discretization of the Total Interaction Potential between
Nonbonded Coarse-Grained Beads. To transform the
potential described above to a discretized functional which
can be inserted in the DMD algorithm, we deﬁne a well located
at RAB* = RA* + RB* (the minimum of the coarse-grained van
der Waals potential term; see Figure 1). The well depth is
computed as the sum of the two terms at distance r = RAB* :
ω ω* = * + *V R V R V R( ) ( ) ( )AB AB vdW ABvdW AB solv ABsolv AB (11)
To reduce the computational cost of the simulations we
approximate the nonbonded potential of mean force to a
discretized potential with two energy steps, that form a
potential well (or barrier) if the total potential is attractive (or
repulsive). The inner and outer step distances are 0.9RAB* and
1.1RAB* , respectively, while the hardcore repulsion distance was
placed at 0.88RAB* (see Figure 1C).
Parametrization of the Force Field. We reﬁned the
parameters of the force ﬁeld by analyzing the behavior in water
of a single Aβ40 peptide, a 30 μM solution of Aβ40 peptides,28
and a small folded protein (PDB id 1FAS). Our objective was
Journal of Chemical Theory and Computation Article
DOI: 10.1021/acs.jctc.5b00660
J. Chem. Theory Comput. 2015, 11, 5929−5938
5931
to ﬁnd a parametrization able to represent correctly the three
states (unfolded, aggregated, and folded).
We used the simulations of the protein 1FAS to adjust
the hydrogen bonding strengths Ehb = 3 kcal/mol and Ehb
core =
4 kcal/mol as well as the parameters α = 10 and β = 0.5 used to
deﬁne the factor γ (see eq 1).
The values of ωsolv and ωvdW in eq 11 were selected to get a
proper balance between aggregation and dissociation rates in
simulations of a solution of Aβ40 peptides at a concentration of
30 μM.
III. RESULTS AND DISCUSSION
Force Field Calibration. The macroscopic solution was
modeled by placing four Aβ40 peptides in a cubic box of the
size corresponding to 30 μM concentration and with periodic
boundary conditions. We observed that in this system the
solvation term prompts dissociation and the van der Waals
term prompts association. In order to have a good statistics of
the association process we ran eight long DMD simulations for
each point in the two-dimensional space (ωsolv, ωvdW). We
scanned the range of ωvdW from 0 to 10 and ωsolv from 0 to 18
(mesh density of one unit per dimension) to build the phase
diagram shown in Figure 2. Above the phase boundary line,
aggregation happens due to hydrophobic collapse, and below
it, there is equilibrium between peptide associations and
dissociations. This stationary regime was achieved when the
trajectories reached 3 μs, but to make sure that the oligomer
size distribution was stabilized we extended the simulations up
to 5 μs. Equilibrium is rapidly reached in the DMD simulations
due to the enhanced conformational sampling of the implicit
solvent model we use, making 1 μs equivalent to 1 ms of real
time (see Methods).
We chose the point ωsolv = 8, ωvdW = 7 on the phase
boundary line, that gives the secondary structure in better
agreement with the conformational sampling obtained in the
explicit solvent atomistic MD simulation of a single Aβ40
peptide in ref 29 (see structures in Figure 2), as well as a
realistic aggregation proﬁle in the Aβ40 solution. We refer the
reader to ref 30 for a recent review about simulations of the
Aβ40 peptide. We show in Figure S1 of the Supporting
Information the secondary structure evolution as a function of
time for an Aβ40 peptide. We started the simulation from a
completely extended conformation, and rapidly an α-helix
region is formed between residues 12 and 24. We show the
α-helix and β-strand propensities in Figure S2. These results are
in agreement with those obtained from united-atom implicit
solvent simulations in refs 31 and 32 that give a higher stability
of these secondary structure regions as compared with the
explicit solvent simulations of ref 33.
In order to test the stability of α-helix and β-sheet motifs
with the PACSAB force ﬁeld, we have made simulations of an
α-helix peptide (EK peptide) and of a β-sheet peptide (the
Gly5-Trp29 segment of the protein with PDB code 1I6C), both
starting from completely extended conformations. PACSAB
folded these peptides to their native conformation, as shown in
the Supporting Information (Figure S5).
We have shown in Figure 3 the evolution with time of the
population of each oligomer order (computed as the average
over the eight simulations) for this point and for a point above
the phase boundary line, where the dynamics of aggregation
tends to populate higher order oligomers. We selected the
protein 1FAS as a training system for ﬁne-tuning of the (ωsolv,
ωvdW) values. However, as can be observed in Figure 4, no
reoptimization was necessary, since the chosen parametization
reproduces correctly the structure of this folded protein. If a
(ωsolv, ωvdW) value below the phase boundary line in Figure 2
is chosen, the protein unfolds due to the underestimated
hydrophobicity with such parametrization.
Figure 2. Phase diagram for the 30 μM concentration Aβ40 solution.
Above the phase boundary line the solution precipitates. Small pictures
show typical secondary structures obtained for monomeric Aβ40 in the
simulations at certain points on the phase boundary line.
Figure 3. Evolution of the percentage of peptides in each oligomeric
state during the trajectory (black line monomers; red line dimers;
green line trimers; blue line tetramers): (upper panel) evolution for
the point at coordinates (6,7) in the phase diagram; (lower panel)
same for the point at (8,7).
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Amyloid Aggregation Dynamics. For each point in the
phase diagram of Figure 2 we started the simulations from
completely extended conformations of the peptides. We
observed that at the beginning of the simulation, the peptides
experience a fast collapse that drive their structure to a fold
intermediate between a helical structure and a molten globule
(see Figure 5), in good agreement with previous explicit solvent
atomistic MD simulations of Aβ40.29
As simulation progresses, intermolecular collisions happen,
some of them leading to peptide association. At 30 μM
concentration peptides collide every 0.1 μs on average, but
only ∼10% of these collisions are productive (leading to
the formation of a stable dimer). The low frequency of
association/dissociation events requires an extensive sampling
than cannot be achieved by standard explicit solvent atomistic
MD simulations, but that was accessible with our implicit solvent
DMD simulations (note in Figure 5 that a stationary regime had
been reached within the simulation window). The association of
monomers with dimers led to the formation of trimers, much less
abundant due to the low population of dimers. For the same
reason the existence of tetramers was residual. Our oligomer size
distribution is coincident with the experimental distributions
observed in a very recent work by Pujol-Pina et al.34 (see Figures
S3 and S4 of the Supporting Information)
We made simulations at higher concentrations, ﬁnding that
higher order oligomers become more abundant as the concen-
tration increases. Figure 6 shows the oligomer size distribution
obtained after 1 μs DMD simulations at diﬀerent concen-
trations. Eight simulations were performed for each concen-
tration. The oligomer size distribution at 50 μM ﬁts well with
the distribution at 30 μM (see Figure 5), but at 100 μM it has
changed clearly with an evident increase of dimers. At 240 μM
similar populations are found for monomers, dimers, trimers,
and tetramers. This tendency is consistent with the results of
very recent atomistic molecular dynamics simulations for solu-
tions of β-amyloid peptides at very high concentration.35
Test Systems. In order to evaluate the quality and
universality of the force ﬁeld, we performed a comprehensive
evaluation for folded proteins, intrinsically disordered proteins
and protein−protein complexes.
Folded Proteins. We explored the ability of the coarse
grained force ﬁeld to reproduce the structure of folded proteins
in long simulation time scales. For this purpose we selected a
set of 25 proteins representative of the most prevalent protein
folds36 and performed DMD simulations of 500 ns (this gives,
as explained above, a sampling corresponding to multimicro-
second trajectories in explicit solvent atomistic MD). Results in
Figure 7 show that all the trajectories are stable, without any
evident signal of unfolding as illustrated in the evolution of the
radii of gyration. The RMS deviations from experimental
structure are typically in the range 2−8 Å, higher than those
found in atomistic MD simulations,36−38 but matching the level
of accuracy of state-of-the-art CG force ﬁelds designed
speciﬁcally to reproduce the folded state of proteins5,7,12 (see
comparison with other coarse-grained models in Table S2 of
the Supporting Information)
As demonstrated by the TM-score value,36 the ﬂexible loops
are the main origin of the deviation of DMD samplings
from experimental structures, while the protein core is fully
Figure 4. Structure of the protein with PDB id 1FAS after a DMD
simulation of 100 ns (red cartoon), compared with the crystallographic
structure (blue). Also shown are the RMSD, TM-score, and radius of
gyration.
Figure 5. Oligomerization in the 30 μM Aβ40 peptide solution.
(upper panel) Structures of a monomer, a dimer, and a trimer
obtained during the simulations. (lower panel) Percentage of peptides
in each oligomeric state observed at diﬀerent DMD simulation
times using the optimal force ﬁeld parametrization (see main text):
1 μs (red), 2 μs (yellow), 3 μs (green), 4 μs (blue), and 5 μs (dark
blue).
Figure 6. Percentage of peptides in each oligomeric state at diﬀerent
concentrations: 50 μM (blue), 100 μM (orange), and 240 μM
(yellow).
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preserved during the simulations. We found conservation of
native secondary structure (Figure 7), which is remarkable
considering that our force ﬁeld does not introduce, like others,
speciﬁc restraints or backbone dihedral terms favoring the
stability of usual secondary structure elements. Despite this lack
of restrictions in the backbone dihedrals, the Ramachandran
plots are well reproduced, as shown in Figure S6 of the
Supporting Information. Finally, fold recognition algorithms
detected in all the cases the real structure (or that of a very
close homologue) from the sampled structure at the end of the
DMD simulation (see Figures S7 and S8 of the Supporting
Information)
In summary, despite the lack of speciﬁc training for folded
proteins, the absence of restrictions on secondary structure, and
the lack of structure potentials biasing the simulations toward
the native state, our extremely simple CG model is able to
sample properly the structure of folded proteins in very long
simulations.
Intrinsically Disordered Proteins. To test the generality
and universality of the force ﬁeld we also explored the dynamics
of two intrinsically disordered proteins (IDPs): ACTR and
α-synuclein. ACTR is an IDP that folds in a well-deﬁned
structure only in the presence of its macromolecular partner,39
while in its absence appears as a random coil with a residual
percentage of α-helix. DMD simulations recognized the IDP
nature of ACTR, sampling a wide variety of conformational
states in a 1 μs DMD trajectory (see Figure 8). The only
common feature between the conformations of the ensemble is
the formation of residual secondary structure, in good agree-
ment with circular dichroism measurements.40
Similar success is obtained with α-synuclein, which is stable
when embedded in a lipid environment, while it is disordered in
water,41 except for some residual contacts between the residues
around position 50 and the residues around position 120 in the
sequence. As shown in Figure 8, the model is able to recognize
the protein as an IDP, with a very low percentage of secondary
structure, and no distinct contacts others than the robust
interaction between residues ∼50 and ∼120, in good agreement
again with experimental information.41
Protein−Protein Complexes. Finally, we tested the ability of
our simulation procedure to recognize experimental structures
of protein−protein complexes. We used here as test set the
strong binding complexes of the Weng’s protein−protein
docking benchmark 4.0.42 Following the standard criterion we
considered as strong binding cases those complexes with a
binding free energy ΔG < −10 kcal/mol43 (the complexes of the
test set are listed in Table S3 of the Supporting Information).
We evaluated the ability of the force ﬁeld to distinguish
experimental complexes from false positive structures generated
by protein−protein docking calculations. We want to stress
that, instead of reﬁning protein docking poses,44 we just want
to use the PACSAB simulations as a ﬁlter to discard nonnative
docking poses. Thus, for each complex in the test set we per-
formed a 1 ns DMD simulation of the experimental structure
and the best scored false positive docking pose generated in a
previous study.44 We found that dissociation happened in the
ﬁrst few picoseconds of the trajectory, so 1 ns simulations were
long enough to ﬁlter the docking poses, that had been scored
using pyDock,45 a state-of-the-art scoring funtion for protein−
protein docking.46
In average 85% of experimental structures remained stable
during the simulations (see Figure 9A), while 80% of the false
positives deviated signiﬁcantly from its initial conformation,
Figure 7. Structural properties of the folded protein benchmark after
a DMD simulation of 500 ns. (top to bottom) RMSD respect to the
native conformation, TM-score, change in the radius of gyration
during the trajectory, conserved α-helix, and conserved β-sheet. The
value of RMSD, TM-score, and radius of gyration is plotted in a
diﬀerent color for each protein. Proteins without α-helices are not
shown in the α-helix coverage plot, and the same for β-sheets.
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many of them leading to a complete disruption of the ligand−
receptor complex (Figure 9C). In 90% of the complexes the
RMS deviation from the starting structure is higher for the best
scored false positive than for the experimental structure
(see histogram in Figure 9B). Therefore, we have found that
despite the lack of speciﬁc parametrization or the use of
statistical potentials our simple DMD-based method is able not
only to maintain the geometry of experimental protein−protein
complexes, but to identify incorrect structures, even those
that are given a strongly attractive interaction energy in docking
calculations. The ability of the method to keep stable
experimental complex structures while producing dissociation
of nonbinding ligand−receptor orientations suggests us that the
method could give good results in cross-docking47 of proteins
for which experimental information about possible binding is
not available.
Figure 8. Structural data on ACTR (A−D) and α-synuclein (E−H).
(A, E) Radius of gyration during the trajectory. (B, F) Contact map.
The axes are the residue index. The color scale is from blue to red
(arbitrary units). Contacts between consecutive residues have been
neglected. (C) Structure of ACTR when bound to its macromolecular
partner (starting structure for the DMD simulations). (G) Structure of
α-synuclein when embedded in a lipid environment. (D, H) Ensemble
of structures obtained during the simulation. A time-increasing
colorscale (from red to blue) has been used here.
Figure 9. (A) Histogram of RMSDexp, the RMSD with respect to the
initial structure for the experimental complex (left), and histogram of
RMSDfp, the RMSD with respect to the initial structure for the best
scored false positive (right). The RMSDs are calculated after a DMD
simulation of 1 ns. (B) Values of the ratio RMSDfp/RMSDexp. At the
left ﬁgure, symbols above the dashed line correspond to complexes for
which RMSDfp > RMSDexp. At right is shown the corresponding
histogram. (C) Structure of the crystal (left) and best scored false
positive docking pose (right) for the complexes 1PPE, 1AY7, and
1GPW (from top to bottom). The receptor is colored in dark blue and
the ligand in red. At left is shown position of the ligand (cyan) after a
simulation of 1 ns; at right is shown the movement of the ligand at the
beginning of the trajectory (in the frame of reference of the receptor).
Several snapshots in a time-increasing colorscale (from red to blue) are
shown for the ligand.
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IV. CONCLUSIONS
We have constructed a physics-based discretized coarse-grained
force ﬁeld to represent the conformational space of proteins
in solution, but also aggregated and complexed with other
proteins. The force-ﬁeld is implemented in a highly eﬃcient
discrete molecular dynamics algorithm which allowed us
inexpensive simulations in huge systems, which would be
inaccessible to standard atomistic molecular dynamics simu-
lations. Exhaustive testing of the method shows that it is able
to reproduce correctly the stability of both structured and
intrinsically disordered proteins, to reproduce properly aggre-
gation of β-amyloid peptides, and to recognize the correct
structure of protein−protein complexes when compared with
alternative ligand−receptor orientations which where highly
scored by state-of-the-art protein−protein docking algorithms.
To our knowledge, this is the ﬁrst coarse-grained model able
to represent both the conformational variability and inter-
actions of proteins, including association, dissociation, and
aggregation.
■ APPENDIX A
The index of packing n of particle i, used in the calculation of
the factor γ
γ α β= + −n n( )
1
1 exp(( )/ )i
is computed as the number of faces in a truncated cube
centered on particle i such that its center is near to any other
particle j. The maximum value is n = 14, the total number of
faces. n = 14 would correspond to a completely buried particle,
n = 0 to a completely isolated particle. We have ﬁtted α = 10,
the n value at which γ changes from the exposed particle
(γ ≈ 1) to the buried paticle (γ ≈ 0) value (see Figure 10)
■ APPENDIX B
We assume that van der Waals term of the interaction between
beads A and B at the distance r = RAB, such that VAB
vdW has its
energy minimum, is equal to the sum of atomistic van der
Waals interactions at r = RAB. The atomistic van der Waals
interaction between atoms i and j is
ε= *
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being r the distance between atom i and atom j. ε ε ε* = * *ij i j
and Rij* = Ri* + Rj*. Supposing that all the atoms have the same
van der Waals radii R0*, Rij* ≈ 2R0*. Thus
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where NA (NB) is the number of atoms included by bead A (B).
Therefore, the value of the atomistic van der Waals
interacion between atoms i and j at the distance RAB* is
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The value of the van der Waals term of the coarse-grained
potential at the distance RAB* is the sum of the terms
corresponding to the interactions between all the atoms
included in bead A and bead B:
∑∑ ∑∑ ε* = * = * −
∈ ∈ ∈ ∈
V R V R x x( ) ( ) ( 2 )
i j
ij
i j
ijAB
A B
at
AB
A B
12 6
where we have deﬁned x = 2/[(NA
1/3 + NB
1/3)ρ].
Taking into account ε ε ε* = * *ij i j and assuming
ε ε ε ε∑ ∑ * * ≈ ∑ * ∑ *∈ ∈ ∈ ∈( )( )i j i j i i j jA B A B one ﬁnally ob-
tains
∑ ∑ε ε ε* = − * = * * −
∈ ∈
V R x x( ) ( )( ) ( 2 )
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j
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Chapter 8: Discussion and Concluding Remarks 
 
This chapter is structured, according to mandatory guidelines, in three sections. In the first one, a 
schematic summary of findings in this Thesis is presented. In the second part, I discuss the 
results and finally the general conclusions are stated. 
 
8. 1 Summary of Findings in this Thesis 
General 
We presented methodological developments leading to an improvement in our capacities to 
sample conformational transitions in proteins. Our methods populate paths joining protein 
conformations in an efficient and extensible manner, but with low-resolution structures. In a 
second step, we prepared those structures for more detailed simulations, where atomistic detail 
can be recovered. We show how, by incorporating very low resolution experimental data, such as 
coevolutionary signals, the analysis of conformational pathways in protein can be simplified, 
allowing us to outline transition routes that agree with known experimental information.  
Methodological advances 
We obtained algorithms to speed up the computation of conformational transitions in proteins. 
We developed a protocol to predict conformational transitions when one conformation is known 
provided that enough homologous sequences are available. 
We extend Partial Least Square projections to automatically derive collective variables for any 
conformational transition. 
We propose a strategy to parameterize SBM to maximize the coincidence with any external 
signal. 
Technical problems addressed 
We extended the Maxwell-Demon sampling strategy to bias trajectories smoothly. 
We implemented multiple minima energy potentials in discrete Molecular Dynamics. 
We created structure-based models for capturing from 1 to 500  (redundant) reference structures 
We developed algorithms to enhance sampling consistently with 1 to 500 known protein 
structures. 
We designed novel statistics to couple noisy data to simulations. We successfully filtered noisy 
coevolution contacts. 
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We designed a database with +60000 simulations of conformational transitions. We automatically 
classified them. 
 
Make the tools available for the community 
We provided the community with on-line tools through our web servers: 
http://mmb.irbbarcelona.org/MDdMD/ and http://mmb.irbbarcelona.org/GOdMD/. Our 
database of protein motions can be found at http:// mmb.irbbarcelona.org/TransAtlas/. 
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8.2 General Discussion 
In this final part of this Thesis, I will briefly discuss the main results obtained and their relevance 
in the field of protein dynamics: from the methodological foundations (Chapter 3 and 4), to the 
eventual predictions of conformational transitions in proteins (Chapter 5) or the extension of 
coarse-grained sampling strategy to large datasets (Chapter 6). 
The study of protein flexibility needs and probably will need in the near future computer 
simulations. Even though atomistic MD has proven its value, sampling issues are limiting its 
ability to provide a proteome-scale picture of the conformational space of proteins. The design 
of new, lower resolution, but computationally faster methods is required. Along this Thesis we 
aimed to develop computational tools as part of a novel strategy to simulate biological processes, 
mainly conformational transitions. Inspired by previous works, we propose a multi-step approach 
where initial CG simulations lead a coarse exploration of the conformational space and leave the 
dissection of fine detail only where it matters, saving hours of computational time.  
In this Thesis, we presented two methods to trace conformational transitions when two end 
points are known. The first one, MDdMD, is based on physical potentials, explicitly models all 
protein atoms but hydrogen. It completes transition paths in hours on a single processor, being 
ideal for exploratory simulations. The main application of MDdMD is to find transitions paths 
and populate them with reasonable conformers that are in turn, the starting point for higher-level 
calculations. The sampling will be automatically enhanced since several starting points prevent 
simulations from being trapped in the initial energy basin. Several methods naturally benefit from 
MDdMD strategy, being complementary to Milestoning (215, 219),  Metadynamics (223, 226), 
targeted MD (199), forward flux sampling (252) or other renamed methods. Our second method, 
GOdMD, replaces physical potentials with Go-like potentials and, at the same time, reduces the 
amino acid representation to a single bead. Notably, we gained efficiency and accuracy in 
describing transition paths: known transition intermediates are visited to a greater extent than in 
MDdMD, showing that protein topology dictates most of the conformational motion (114, 166, 
253). The success of structural based potentials indicates that transitions paths were tuned to 
avoid massive change in the protein contacts, opening the possibility to model conformational 
transitions with very low resolution for proteins. The major drawback is that we lose the 
immediate coupling to atomistic MD with the Cα resolution. 
Coarse-graining speeds up calculations reducing the effective barriers separating distinct 
conformers, boosting the diffusive motion through configuration space In other words: CG 
accelerates diffusive properties of ‘some’ events. But attention is needed when interpreting CG 
dynamics since we cannot guarantee that all processes are accelerated to the same extend (254). 
Similarly, any correspondence between CG and real transition times should be fortuitous.  
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We implemented a Go-like model in GOdMD method to describe the energy landscape with 
smooth funnel-shaped surface, aiming for efficiency. We needed the efficiency for high-
throughput studies, like for instance, to test the impact on dynamics of disease-related mutations 
(or any other kind of contact-like information) in a combinatorial fashion. By combination of low 
number of particles, simple energy functions and dMD, transitions path are very efficiently 
obtained. In fact, our method can trace in one laptop processor a conformational transition with 
an average time of two minutes, meaning that with supercomputer resources proteome-scale 
simulations are possible.  
Contacts not present in the native structure, but present in alternative conformations, can be 
captured by coevolution analysis of the protein sequence. Coevolution signal is typically weak 
and is mostly concentrated on top ranked coevolution contacts, which unfortunately are little 
informative for dynamics. Consequently, to investigate dynamic motions impressed in sequence, 
thousands contacts must be considered to evaluate their information-load. Here is when fast CG 
models played a decisive role. We discerned relevant contacts by assaying them with individual 
trajectories, and once identified, we gather them to predict consistent transition paths. Notably, 
despite the combinatorial nature of our approach, the automated protocol converges in the hour 
time-range (again in a laptop computer). Enriching dynamics with coevolution allowed us to 
overcome (when such data is available), the limitation of knowing both ends of the 
conformational transition. Plus, on the other side, the analysis of coevolution data with CG 
models concluded that coevolution signal extends almost 10-fold further, in ranked contacts, 
than initially estimated (255).  
Trying to move our methods to the proteome scale to give a broader picture of protein 
conformational pathways, we pre-computed nearly all-possible conformational transitions 
between structures deposited in the Protein Data Bank. Apart from the transition trajectory, we 
aim to learn from the conformational changes observed. We extracted biophysical data regarding 
the change in shape that we used to classify the motions, hoping that predicted paths are useful 
to test ideas or design experimental set-ups. One example where we used this classification is to 
show that the depth of the coevolution information needed to successfully predict a protein 
conformer depends of the type of motion (Chapter 5).  
After an initial exploration of the conformational space, the next step is to extend the analysis 
with other methods addressing fine conformational details. In an effort for a multiscale 
approach, we reconstructed back the atomistic models from the Cα trajectory. In doing so, we 
provide with 10-50 intermediate snapshots per conformational transition ready to be the starting 
point of a standard (or biased) MD simulations. For those users with less expertise, or for those 
interested in automated screenings, we linked our method to our MDWEB (251) platform that 
prepares all input files for major simulation packages automatically.  
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As discussed above MD often needs to be complemented with enhanced sampled techniques to 
study large-scale dynamics. A common requirement to such techniques is the detection of 
collective variables that capture the conformational change, something not trivial in the absence 
of a previous knowledge on the conformational pathway (256). Targeting the molecular 
simulation community, we derived an automated method to identify the collective variables of 
each CG conformational transition (Chapter 6). To this end, we adapted the statistical sound 
Partial Least Square regression technique to determine which set of internal distances capture 
most of the variance displayed at the conformational change. These variables are reasonable 
choices, for example, in Umbrella Sampling or Metadynamic simulations. The result of our 
exploration leads to +60000 independent transition trajectories, publically available at our 
TransAtlas database. 
Finally, it has to be said that no alternative method has defeat yet MD as the dominant method 
to study protein dynamics. However, CG methods will steadily be more protagonists, as better 
specific-purpose algorithms will appear. Also, new parameterization procedures based directly on 
experiments will undoubtedly play a central role, accelerating the simulation-experiment feedback 
loop, particularly during the model construction process. In one line, we should not forget about 
simpler models to uncover the fascinating nature of macromolecular motion. 
 
 
Future Challenges 
Computational Biology became a mature field. Equilibrium dynamics of proteins and prediction 
of small peptides structure is nowadays customary. There are several processes where progress in 
the next decade is expected, for instance ligand docking or folding of small proteins. But there 
are others that will require inventive strategies, for example predicting dynamics of intrinsically 
disordered proteins (IDP). IDPs break the paradigm of structure to function because they lack 
from an ordered three-dimensional structure (although they can occasionally structure at binding 
to other macromolecules). No effective tool for simulating IDPs dynamics exits since, in one 
hand, atomistic MD simulation are unaffordable, and in other hand, more reliable CG models 
need at some point a reference structure. Another example where innovative approaches are 
needed is the protein-protein recognition studies, especially those mediated by no-purely amino 
acidic contacts.  
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8.3 General Conclusions 
In this Thesis I worked to expand the applicability of simplified methods focusing on 
conformational transitions. I aimed to contribute to bridge gap between computation and 
biology and start to face the ubiquitous sampling problem. I collected the following conclusions: !
• The path connecting different conformers of proteins can be outlined from simple coarse-
grained simulation methods. With careful design and iterative approaches the resolution 
and accuracy can be increased (Chapter 3 and 4).!
• We obtained a hybrid protocol to predict functional conformational space of proteins. 
(Chapter 5).!
• We observed that step potentials and discrete Molecular Dynamics excel on dealing with 
uncertain experimental (or bioinformatic) data. Flat potentials are a natural way of 
handling noisy signals (Chapter 5).!
• Coevolution information goes far beyond the folding contacts, allowing the 
characterization of protein landscapes when incorporated into efficient sampling 
algorithms (Chapter 5).!
• The speed of the developed technology allowed us to study in a proteome-scale the 
conformational transition landscape of proteins (Chapter 6).!
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