Stochastic multi-symplectic Runge-Kutta methods for stochastic
  Hamiltonian PDEs by Zhang, Liying & Ji, Lihai
ar
X
iv
:1
80
3.
00
13
9v
1 
 [m
ath
.SG
]  
28
 Fe
b 2
01
8
Stochastic multi-symplectic Runge-Kutta methods for
stochastic Hamiltonian PDEs
Liying Zhanga, Lihai Jib,∗
aSchool of Mathematical Science, China University of Mining and Technology, Beijing 100083,
China
bInstitute of Applied Physics and Computational Mathematics, Beijing 100094, China
Abstract
In this paper, we consider stochastic Runge-Kutta methods for stochastic Hamilto-
nian partial differential equations and present some sufficient conditions for multi-
symplecticity of stochastic Runge-Kutta methods of stochastic Hamiltonian par-
tial differential equations. Particularly, we apply these ideas to stochasticMaxwell
equations with multiplicative noise, possessing the stochastic multi-symplectic
conservation law and energy conservation law. Theoretical analysis shows that
the methods can preserve both the discrete stochastic multi-symplectic conserva-
tion law and discrete energy conservation law almost surely.
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1. Introduction
Consider the following stochastic partial differential equations (SPDEs) in the
sense of Stratonovich
Kdtz+Lzxdt = ∇zS1(z)dt+∇zS2(z)◦dW(t), z ∈ R
n
, n≥ 2, (1.1)
where K, L are skew-symmetric matrices, and S1, S2 are smooth functions of
state variable z. Let H = L2(R,R) and let (Ω,F ,P) be a probability space with a
normal filtration {Ft}0≤t≤T . Moreover, letW : [0,T ]×Ω → H be a standard Q-
Wiener process with respect to {Ft}0≤t≤T , with a trace class operator Q :H→H.
The SPDEs are called the stochastic Hamiltonian PDEs (see [16]). Moreover,
the stochastic Hamiltonian PDEs (1.1) possess the stochastic multi-symplectic
conservation law (Theorem 2.2 in [16]) as follows
dtω(t,x)+∂xκ(t,x)dt = 0, a.s., (1.2)
where ω(t,x) = 1
2
dz∧Kdz, κ(t,x) = 1
2
dz∧Ldz are differential 2-forms associated
with the two skew-symmetric matrices K and L, respectively.
Many physical and engineering phenomena are modeled by stochastic Hamil-
tonian PDEs. The advantage of modeling using these so-called stochastic Hamil-
tonian PDEs is that stochastic Hamiltonian PDEs possess stochastic multi-symplectic
geometric structure (1.2) and then are able to more fully capture the behavior
of interesting phenomena. Therefore, it requires the corresponding numerical
schemes could exactly preserve the discrete stochastic multi-symplectic struc-
ture, which are known as stochastic multi-symplectic schemes. In recent years,
many researchers have studied different stochastic Hamiltonian PDEs and various
stochastic multi-symplectic numerical schemes have been developed, analyzed
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and tested, see, stochastic Maxwell equaitons [6, 11, 13]; stochastic nonlinear
Schro¨dinger equation [8, 9, 14, 16]; stochastic Korteweg-de Vries equation [15].
In the well developed numerical analysis of deterministic ODEs, derivative
free approximation methods are of particular interest. Especially Runge-Kutta
(RK) methods are widely used. In the last decade, it has been widely recog-
nized that the stochastic RK methods play an important role in numerically solv-
ing stochastic ODEs and popularly employed, see, e.g., [1, 2, 12, 17, 19, 20,
22, 23, 24] and the references therein. The symplectic condition of stochastic
RK methods for stochastic Hamiltonian ODEs was obtained firstly in [19]. Fur-
thermore, [20] derived the symplectic conditions of stochastic partitioned Runge-
Kutta (PRK) methods. Recently, based on variational principle, [7] proposed a
general class of stochastic symplectic RK methods in the temporal direction to
the stochastic Schro¨dinger equation in the Stratonovich sense and showed that the
methods preserve the charge conservation law. In particular, the authors present
the mean-square convergence order of the semidiscrete scheme is 1 under appro-
priate assumptions.
For deterministic Hamiltonian PDEs, the multi-symplecticity of RK methods
has been studied in [10]. To the best of our knowledge, there has been no work
in the literature which studies the multi-symplectic RK methods for stochastic
Hamiltonian PDEs (1.1). Motivated by [7, 19, 20], we consider the general case of
stochastic Hamiltonian PDEs, investigate the multi-symplecticity of stochastic RK
methods, and present some sufficient conditions for stochastic multi-symplectic
RK methods in this paper. To this end, we main utilize the corresponding variation
form of stochastic Hamiltonian PDEs and the chain rule of Stratonovich integral,
then derive the multi-symplectic conditions by a tedious computation.
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The rest of this paper is organized as follows. In Section 2, we apply stochas-
tic RK methods to solve (1.1) and then present conditions for multi-symplecticity
of stochastic RK methods. In particular, an one-stage stochastic multi-symplectic
RK method is given. In Section 3, the multi-symplecticity of stochastic RK meth-
ods for the three-dimensional stochastic Maxwell equations with multiplicative
noise is discussed. Concluding remarks are presented in Section 4.
2. Stochastic multi-symplectic RK methods
2.1. Stochastic multi-symplectic conditions
In this section, we give the conditions of multi-symplecticity of stochastic
RK discretization for general stochastic Hamiltonian PDEs. In the sequel, we
denote Zkm ≈ z(cmh,dkτ), Z
1
m ≈ z(cmh,τ), Z
k
1 ≈ z(h,dkτ), cm = ∑
s
n=1 a˜mn, dk =
∑rj=1ak j. To solve (1.1), we present a class of stochastic RK methods with r-stage
in temporal direction and s-stage in spatial direction, respectively, namely
Zkm = z
p
m+ τ
r
∑
j=1
ak jδ
m, j
t Z
j
m, ∀ p= 0,1, · · · ,P (2.1a)
zp+1m = z
p
m+ τ
r
∑
k=1
bkδ
m,k
t Z
k
m, ∀ p= 0,1, · · · ,P (2.1b)
Zkm = z
k
i +h
s
∑
n=1
a˜mnδ
n,k
x Z
k
n, ∀ i= 0,1, · · · , I (2.1c)
zki+1 = z
k
i +h
s
∑
m=1
b˜mδ
m,k
x Z
k
m, ∀ i= 0,1, · · · , I (2.1d)
τKδm,kt Z
k
m+ τLδ
m,k
x Z
k
m = τ∇zS1(Z
k
m)+∇zS2(Z
k
m)∆W
k
m, (2.1e)
where τ , h are the stepsizes in time and spatial directions, respectively. δm,kt and
δm,kx the discretizations of the partial derivatives ∂t and ∂x, respectively. The in-
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crement ∆W km :=W (tk+1,xm,ω)−W (tk,xm,ω) is given by
∆W km(ω) :=
∞
∑
j=1
√
η je j(xm)
(
β j(t
k+1
,ω)−β j(t
k
,ω)
)
(2.2)
for all ω ∈Ω. Here e j, j ∈N is an orthonormal basis ofH consisting of eigenfunc-
tions of Q such that Qe j = η je j, j ∈ N and β j, j ∈N are independent real-valued
Brownian motions on the probability space (Ω,F ,P,{Ft}0≤t≤T ).
In order not to complicate the notation, and for sake of brevity, we shall use
the abbreviations, δt denotes δ
m,k
t , δx denotes δ
m,k
x and so on.
Definition 2.1. A numerical method with the approximating solution zkm for (1.1)
is said to be stochastic multi-symplectic if it satisfies
τδtω
k
m+hδxκ
k
m = 0, a.s., (2.3)
where ωkm =
1
2
dzkm∧Kdz
k
m, κ
k
m =
1
2
dzkm∧Ldz
k
m.
As follows we state the main theorem of this paper.
Theorem 2.1. Assume that the coefficients ak j, a˜mn,bk, b˜m of (2.1) satisfy the re-
lations
bkb j−bkak j−b ja jk = 0 and b˜mb˜n− b˜ma˜mn− b˜na˜nm = 0, (2.4)
for all k, j = 1, · · · ,r and n,m= 1, · · · ,s, then the stochastic RK methods (2.1) is
stochastic multi-symplectic with the discrete stochastic multi-symplectic conser-
vation law almost surely
ω p+1−ω p
τ
+
κi+1−κi
h
= 0, ∀ p= 0,1, · · · ,P; i= 0,1, · · · , I, (2.5)
where
ω p =
1
2
s
∑
m=1
b˜mdz
p
m∧Kdz
p
m, κi =
1
2
r
∑
k=1
bkdz
k
i ∧Ldz
k
i .
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PROOF. Differentiating (2.1a) and (2.1b), it holds
dZkm = dz
p
m+ τ
r
∑
j=1
ak jd(δtZ
j
m), (2.6a)
dzp+1m = dz
p
m+ τ
r
∑
k=1
bkd(δtZ
k
m). (2.6b)
Then we have
dzp+1m ∧Kdz
p+1
m =
(
dzpm+ τ
r
∑
k=1
bkd
(
δtZ
k
m
))
∧K
(
dzpm+ τ
r
∑
k=1
bkd
(
δtZ
k
m
))
= dzpm∧Kdz
p
m+ τ
r
∑
k=1
bk
(
dzpm∧Kd(δtZ
k
m)+d(δtZ
k
m)∧Kdz
p
m
)
+ τ2
r
∑
k=1
r
∑
j=1
bkb j
(
d(δtZ
k
m)∧Kd(δtZ
j
m)
)
.
(2.7)
Substituting (2.6a) into the second term of the right-side of the equation (2.7),
it yields
dzp+1m ∧Kdz
p+1
m = dz
p
m∧Kdz
p
m+ τ
r
∑
k=1
bk
(
dZkm∧Kd(δtZ
k
m)+d(δtZ
k
m)∧KdZ
k
m
)
+ τ2
r
∑
k=1
r
∑
j=1
(bkb j−bkak j−b ja jk)
(
d(δtZ
k
m)∧Kd(δtZ
j
m)
)
.
Using (2.4) and the skew-symmetry of matrix K, we have
dzp+1m ∧Kdz
p+1
m = dz
p
m∧Kdz
p
m
+ τ
r
∑
k=1
bk
(
dZkm∧Kd(δtZ
k
m)+d(δtZ
k
m)∧KdZ
k
m
)
= dzpm∧Kdz
p
m+2τ
r
∑
k=1
bkdZ
k
m∧Kd(δtZ
k
m).
(2.8)
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Similarly, it can obtain
dzki+1∧Ldz
k
i+1 = dz
k
i ∧Ldz
k
i
+h
s
∑
m=1
b˜m
(
dZkm∧Ld(δxZ
k
m)+d(δxZ
k
m)∧LdZ
k
m
)
= dzki ∧Ldz
k
i +2h
s
∑
m=1
b˜mdZ
k
m∧Ld(δxZ
k
m).
(2.9)
Multiplying both sides of (2.8) and (2.9) with 1
2
hb˜m,
1
2
τbk, summing over all spa-
tial grid points m and temporal grid points k, respectively, and adding them to-
gether, we haves
h
2
s
∑
m=1
b˜mdz
p+1
m ∧Kdz
p+1
m +
τ
2
r
∑
k=1
bkdz
k
i+1∧Ldz
k
i+1
=
h
2
s
∑
m=1
b˜mdz
p
m∧Kdz
p
m+
τ
2
r
∑
k=1
bkdz
k
i ∧Ldz
k
i
+ τh
s
∑
m=1
r
∑
k=1
bkb˜m
(
dZkm∧Kd(δtZ
k
m)+dZ
k
m∧Ld(δxZ
k
m)
)
.
(2.10)
Noticing that, if we take the differential in the phase space on both sides of (2.1e),
we can deduce that
Kd(δtZ
k
m)+Ld(δxZ
k
m) = DzzS1(Z
k
m)dZ
k
m+DzzS2(Z
k
m)dZ
k
m
∆W km
τ
then we use dZkm to perform wedge product with the above equation, it yields
dZkm∧Kd(δtZ
k
m)+dZ
k
m∧Ld(δxZ
k
m) = 0, (2.11)
where the equality is due to the symmetry of DzzS1(Z
k
m) and DzzS2(Z
k
m). Com-
bining (2.10) and (2.11), we get the stochastic multi-symplectic conservation law
(2.5).
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2.2. One-stage stochastic multi-symplectic RK method
In this subsection, we use the stochastic multi-symplectic conditions (2.4) to
construct an one-stage stochastic multi-symplectic RK method. Consider one-
stage stochastic multi-symplectic RK methods in the following form
a
b
,
a˜
b˜
.
Using the stochastic multi-symplectic conditions (2.4), the following results hold:
b= 2a, b˜= 2a˜. (2.12)
In particular, choosing b= b˜= 1, we get the scheme as
1/2
1
,
1/2
1
,
more precisely,
K
zp+1i+ 12 − zpi+ 12
τ
+L
zp+ 12i+1 − zp+ 12i
h
= ∇zS1(zp+ 12
i+ 12
)+∇zS2(z
p+ 12
i+ 12
)
∆W
p+ 12
i+ 12
τ
,
(2.13)
which is equivalent to implicit midpoint scheme in [16].
3. Application of stochastic multi-symplectic RK methods
In this section, we apply the stochastic RK methods (2.1) to the stochastic
Maxwell equations with multiplicative noise in statistical radiophysics [21]. We
obtain the sufficient conditions for multi-symplecticity of stochastic RK methods.
Moreover, we derive the discrete energy conservation law under stochastic multi-
symplectic RK methods.
8
Considering the following stochastic Maxwell equations with multiplicative
noise in Stratonovich sense [13, 18, 21]
dE (x, t) = AME (x, t)dt+B(E )(x, t)◦dW(t), x ∈ D, t > 0
E0(x) = ξ , x ∈ D
(3.1)
in L2(D)6 = L2(D)3× L2(D)3, D ⊂ R3 driven by a standard Q-Wiener process
W (t) and the perfect conductor boundary condition n×E = 0 on ∂D. Let E =(
HT ,ET
)T
, H = (H1,H2,H3) and E = (E1,E2,E3), then the Maxwell operator is
given by
AM
H
E
=
 0 −∇×
∇× 0
H
E
 ,
and
B(E ) =
 0 λ
−λ 0
H
E
 .
In [13], the authors show that stochastic Maxwell equations can be written
KdtE +L1Exdt+L2Eydt+L3Ezdt = ∇S(E )◦dW(t), (3.2)
with
S(E ) =
λ
2
(
|E1|
2+ |E2|
2+ |E3|
2+ |H1|
2+ |H2|
2+ |H3|
2
)
(3.3)
and
K=
 0 −I3×3
I3×3 0
 , Li =
 Di 0
0 Di
 , i= 1,2,3.
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The sub-matrix I3×3 is a 3×3 identity matrix and
D1 =

0 0 0
0 0 −1
0 1 0
 ,D2 =

0 0 1
0 0 0
−1 0 0
 ,D3 =

0 −1 0
1 0 0
0 0 0
 .
Now we investigate the stochastic multi-symplecticity of RK methods for the
equations (3.1). The stochastic RK method (2.1) applied to the equation (3.1) is
ϒmplk = E
ρ
mpl
+ τ
r
∑
j=1
ak jδtϒmpl j, ∀ ρ = 0,1, · · · ,N (3.4a)
E
ρ+1
mpl = E
ρ
mpl + τ
r
∑
k=1
bkδtϒmplk, ∀ ρ = 0,1, · · · ,N (3.4b)
ϒmplk = E
k
i1pl
+∆x
s
∑
n=1
a˜mnδxϒnplk, ∀ i1 = 0,1, · · · , I1 (3.4c)
E
k
(i1+1)pl
= E ki1pl +∆x
s
∑
m=1
b˜mδxϒmplk, ∀ i1 = 0,1, · · · , I1 (3.4d)
ϒmplk = E
k
mi2l
+∆y
ι
∑
q=1
apqδyϒmqlk, ∀ i2 = 0,1, · · · , I2 (3.4e)
E
k
m(i2+1)l
= E kmi2l +∆y
ι
∑
p=1
bpδyϒmplk, ∀ i2 = 0,1, · · · , I2 (3.4f)
ϒmplk = E
k
mpi3
+∆z
σ
∑
v=1
âlvδzϒmpvk, ∀ i3 = 0,1, · · · , I3 (3.4g)
E
k
mp(i3+1)
= E kmpi3 +∆z
σ
∑
u=1
b̂uδzϒmpuk, ∀ i3 = 0,1, · · · , I3 (3.4h)
τKδtϒmplk+ τ
3
∑
i=1
Liδxiϒmplk = ∇S(ϒmplk)∆W
k
m. (3.4i)
Theorem 3.1. Assume that the coefficients ak j, a˜mn,apq, âlv,bk, b˜m,bp, b̂u of (3.4)
10
satisfy the relations
bkb j−bkak j−b ja jk = 0, bpbq−bpapq−bqaqp = 0
b˜mb˜n− b˜ma˜mn− b˜na˜nm = 0, b̂l b̂v− b̂l âlv− b̂vâlv = 0
(3.5)
for all k, j = 1, · · · ,r, n,m = 1, · · · ,s, p,q = 1, · · · , ι and l,v = 1, · · · ,σ , then
the stochastic RK methods (3.4) are stochastic multi-symplectic with the discrete
stochastic multi-symplectic conservation law
ωρ+1−ωρ
τ
+
κ
(1)
i1+1
−κ
(1)
i1
∆x
+
κ
(2)
i2+1
−κ
(2)
i2
∆y
+
κ
(3)
i3+1
−κ
(3)
i3
∆z
= 0, a.s., (3.6)
where
ωρ =
1
2
s
∑
m=1
ι
∑
p=1
σ
∑
l=1
b˜mbpb̂ldz
ρ
mpl ∧Kdz
ρ
mpl, ρ = 0,1, · · · ,N,
κ
(1)
i1
=
1
2
r
∑
k=1
ι
∑
p=1
σ
∑
l=1
bkbpb̂ldz
k
i1pl
∧L1dz
k
i1pl
, i1 = 0,1, · · · , I1,
κ
(2)
i2
=
1
2
r
∑
k=1
s
∑
m=1
σ
∑
l=1
bkb˜mb̂ldz
k
mi2l
∧L2dz
k
mi2l
, i2 = 0,1, · · · , I2,
κ
(3)
i3
=
1
2
r
∑
k=1
s
∑
m=1
ι
∑
p=1
bkb˜mbpdz
k
mpi3
∧L3dz
k
mpi3
, i3 = 0,1, · · · , I3.
PROOF. The proof is analogous to that of the Theorem 2.4, so we ignore it here.
For stochastic Maxwell equations (3.1), [13] presents that the energy is invari-
ant, i.e.,
I(t) :=
∫
D
(|E(x,y,z, t)|2+ |H(x,y,z, t)|2)dxdydz=Constant, a.s.
In the context of our methods, it is interesting to see whether this energy functional
I(t) remain invariant, thus describing the persistence of integrability of the fully
discrete scheme. The result is stated in the following theorem.
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Theorem 3.2. Under the periodic boundary condition and the conditions (3.5),
the stochastic Runge-Kutta methods (3.4) have the following discrete energy con-
servation law, that is, for all ρ = 0,1, · · · ,N
∑
i1
∑
i2
∑
i3
s
∑
m=1
ι
∑
p=1
σ
∑
l=1
b˜mbpb̂l
(
|E
ρ+1
mpl;i1,i2,i3
|2+ |H
ρ+1
mpl;i1,i2,i3
|2
)
= ∑
i1
∑
i2
∑
i3
s
∑
m=1
ι
∑
p=1
σ
∑
l=1
b̂mbpb̂l
(
|E
ρ
mpl;i1,i2,i3
|2+ |H
ρ
mpl;i1,i2,i3
|2
)
, a.s.
(3.7)
PROOF. Define energy functional ζ (E ) = E TE , we have
ζ (E
ρ+1
mpl )−ζ (E
ρ
mpl) =
(
E
ρ+1
mpl
)T
E
ρ+1
mpl −
(
E
ρ
mpl
)T
E
ρ
mpl
=
(
E
ρ+1
mpl
)T (
E
ρ+1
mpl
−E
ρ
mpl
)
+
(
E
ρ+1
mpl
−E
ρ
mpl
)T
E
ρ
mpl
.
It follows from (3.4a) and (3.4b) that
ζ (E
ρ+1
mpl )−ζ (E
ρ
mpl) = τ
(
E
ρ+1
mpl
)T r
∑
k=1
bkδtϒmplk+ τ
r
∑
k=1
bk
(
δtϒmplk
)T
E
ρ
mpl
= τ
(
E
ρ
mpl + τ
r
∑
k=1
bkδtϒmplk
)T
r
∑
k=1
bkδtϒmplk+ τ
r
∑
k=1
bk
(
δtϒmplk
)T
E
ρ
mpl
= τ
r
∑
k=1
bk
(
(E
ρ
mpl)
Tδtϒmplk+(δtϒmplk)
T
E
ρ
mpl
)
+ τ2
r
∑
k=1
r
∑
j=1
bkb j(δtϒmplk)
T (δtϒmpl j)
= τ
r
∑
k=1
bk
(ϒmplk− τ r∑
j=1
ak jδtϒmpl j
)T
δtϒmplk+
(
δtϒmplk
)T (
ϒmplk− τ
r
∑
j=1
ak jδtϒmpl j
)
+ τ2
r
∑
k=1
r
∑
j=1
bkb j(δtϒmplk)
T (δtϒmpl j)
= 2τ
r
∑
k=1
bkϒ
T
mplkδtϒmplk+ τ
2
r
∑
k=1
r
∑
j=1
(
bkb j−bkak j−b ja jk
)
(δtϒmplk)
T (δtϒmpl j)
= 2τ
r
∑
k=1
bkϒ
T
mplkδtϒmplk,
12
(3.8)
where the last equality is due to (3.5).
Denote Λi :=K
−1Li, i= 1,2,3 and define αi(E ) = E
TΛiE , we can obtain
α1(E
ρ
(i1+1)pl
)−α1(E
ρ
i1pl
) =
(
E
ρ
(i1+1)pl
)T
Λ1E
ρ
(i1+1)pl
−
(
E
ρ
i1pl
)T
Λ1E
ρ
i1pl
=
(
E
ρ
(i1+1)pl
)T
Λ1
(
E
ρ
(i1+1)pl
−E
ρ
i1pl
)
+
(
E
ρ
(i1+1)pl
−E
ρ
i1pl
)T
Λ1E
ρ
i1pl
.
It follows from (3.4c) and (3.4d) that
α1(E
ρ
(i1+1)pl
)−α1(E
ρ
i1pl
)
= ∆x
(
E
ρ
(i1+1)pl
)T
Λ1
s
∑
m=1
b˜mδxϒmplk+∆x
s
∑
m=1
b˜m
(
δxϒmplk
)T
Λ1E
ρ
i1pl
= ∆x
(
E
ρ
i1pl
+∆x
s
∑
m=1
b˜mδxϒmplk
)T
Λ1
s
∑
m=1
b˜mδxϒmplk+∆x
s
∑
m=1
b˜m
(
δxϒmplk
)T
Λ1E
ρ
i1pl
= ∆x
s
∑
m=1
b˜m
(
(E
ρ
i1pl
)TΛ1δxϒmplk+(δxϒmplk)
TΛ1E
ρ
i1pl
)
+∆x2
s
∑
m=1
s
∑
n=1
b˜mb˜n(δxϒmplk)
TΛ1δxϒnplk
= ∆x
s
∑
m=1
b˜m
((
ϒmplk−∆x
s
∑
n=1
ak jδxϒnplk
)T
Λ1δxϒmplk
+
(
δxϒmplk
)T
Λ1
(
ϒmplk−∆x
s
∑
n=1
ak jδxϒnplk
))
+∆x2
s
∑
m=1
s
∑
n=1
b˜mb j(δxϒmplk)
TΛ1(δxϒnplk)
= 2∆x
s
∑
m=1
b˜mϒ
T
mplkΛ1δxϒmplk+∆x
2
s
∑
m=1
s
∑
n=1
(
b˜mb˜n− b˜ma˜mn− b˜na˜nm
)
(δxϒmplk)
TΛ1(δxϒnplk)
= 2∆x
s
∑
m=1
b˜mϒ
T
mplkΛ1δxϒmplk,
(3.9)
where the last two equalities are due to the symmetry of matrix Λ1 and the multi-
symplectic conditions (3.5), respectively.
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Similarly, we can prove that
α2(E
ρ
m(i2+1)l
)−α2(E
ρ
mi2l
) = 2∆y
ι
∑
p=1
b¯ϒTmplkΛ2δyϒmplk, (3.10)
α3(E
ρ
mp(i3+1)
)−α3(E
ρ
mpi3
) = 2∆z
σ
∑
l=1
bˆϒTmplkΛ3δzϒmplk. (3.11)
Next, by using the non-singularity of matrix K and the equality (3.3), multi-
plying both sides of (3.4i) with ϒTmplkK
−1, it yields
ϒTmplkδtϒmplk+ϒ
T
mplk
3
∑
i=1
Λiδxiϒmplk = λϒ
T
mplkK
−1ϒmplk
∆W km
τ
. (3.12)
Due to the skew-symmetry of matrix K, summing up for m, p, l,k, we have
r
∑
k=1
s
∑
m=1
ι
∑
p=1
σ
∑
l=1
bkb˜mb¯pbˆl
(
ϒTmplkδtϒmplk+ϒ
T
mplk
3
∑
i=1
Λiδxiϒmplk
)
= 0,
then, multiplying the above equation by 2τ∆x∆y∆z and substituting (3.8), (3.9),
(3.10) and (3.11) into the above equation, it holds(
∆x∆y∆z
s
∑
m=1
ι
∑
p=1
σ
∑
l=1
b˜mb¯pbˆl
(
ζ (E
ρ+1
mpl )−ζ (E
ρ
mpl)
)
+ τ∆y∆z
r
∑
k=1
ι
∑
p=1
σ
∑
l=1
bkb¯pbˆl
(
α1(E
ρ
(i1+1)pl
)−α1(E
ρ
i1pl
)
)
+ τ∆x∆z
r
∑
k=1
s
∑
m=1
σ
∑
l=1
bkb˜mbˆl
(
α2(E
ρ
m(i2+1)l
)−α2(E
ρ
mi2l
)
)
+ τ∆x∆y
r
∑
k=1
s
∑
m=1
ι
∑
p=1
bkb˜mb¯p
(
α3(E
ρ
mp(i3+1)
)−α3(E
ρ
mpi3
)
))
= 0.
Summing up for i1, i2, i3 over the spatial domain and utilizing the periodic bound-
ary condition, we can get the result (3.7).
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Remark 3.1. The results of these two theorems are evidently consistent with the
stochastic multi-symplectic conservation law and discrete energy conservation
law in [13], respectively, which means that the stochastic multi-symplectic conser-
vation law and energy conservation law can be exactly preserved by the proposed
stochastic multi-symplectic RK methods (3.4)-(3.5).
For the general stochastic Hamiltonian PDEs in the sense of the Stratonovich
Kdtz+
M
∑
m=1
Lmzxmdt = ∇zS1(z)dt+∇zS2(z)◦dW(t), z ∈ R
n
, (3.13)
where K and Lm, m = 1,2, · · · ,M are skew-symmetric matrices, we can obtain
the following corollary.
Corollary 3.1. Let the matrix K be nonsingular and the Hamiltonian functions
S1 =
1
2
zTAz, S2 =
1
2
zTBz, where A, B are symmetric matrices. If K−1A and
K−1B are skew-symmetric matrices, then for all ρ = 0,1, · · · ,N, it holds
∑
i1
· · ·∑
iM
s1
∑
j1=1
· · ·
sM
∑
jM=1
b
(1)
j1
· · ·b
(M)
jM
|z
ρ+1
j1··· jM ;i1,··· ,iM
|2
= ∑
i1
· · ·∑
iM
s1
∑
j1=1
· · ·
sM
∑
jM=1
b
(1)
j1
· · ·b
(M)
jM
|z
ρ
j1··· jM;i1,··· ,iM
|2, a.s.,
(3.14)
where i1, · · · , iM denote the spatial grids, s1, · · · ,sM denote the stage of stochastic
RK methods applied to the directions of space, |z|2 denotes the sum of components,
i.e., |z|2 := |z1|
2+ · · ·+ |zd|
2.
4. Conclusions
In this paper, we construct a class of stochastic RK methods to stochastic
Hamiltonian PDEs and give some sufficient conditions for stochasticmulti-symplecticity
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of the constructed stochastic RK methods. Finally, we apply these techniques to
three-dimensional stochasticMaxwell equations with multiplicative noise in sense
of Stratonovich. We show that the proposed stochastic RK methods can preserve
the discrete stochastic multi-symplectic conservation law and the discrete energy
conservation law almost surely. However, the theoretical analysis of the conver-
gence of stochastic multi-symplectic RK methods is difficult, we will devote to
study it rigorously in the future work.
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