We investigate homogeneity in the special Colombeau algebra on R d as well as on the pierced space R d \ {0}. It is shown that strongly scaling invariant functions on R d are simply the constants. On the pierced space, strongly homogeneous functions of degree α admit tempered representatives, whereas on the whole space, such functions are polynomials with generalized coefficients. We also introduce weak notions of homogeneity and show that these are consistent with the classical notion on the distributional level. Moreover, we investigate the relation between generalized solutions of the Euler differential equation and homogeneity.
Introduction
Differential algebras of generalized functions in the sense of J. F. Colombeau (cf. [3, 4] ) have proved valuable as a tool for treating partial differential equations with singular data or coefficients. Over the past twenty years a large number of applications have been published in scientific journals (cf. [17] ). Also, the theory has been adapted to allow for applications in a geometric context as well as in relativity (cf. [10] and the references therein). As a natural consequence of intense research in the field, increasing importance is ascribed to an understanding of intrinsic problems in algebras of generalized functions. This is emphasized by a number of scientific papers on algebraic (cf. [2, 15] ) and topological topics (cf. [5, 6, 7, 8] ). In this article we investigate homogeneity in the special Colombeau algebra. We base our considerations on the following non-trivial fact (cf. [19, 20] , for the notation we refer to the subsequent section):
Preliminaries
To begin with, we recall introductory material on generalized functions (for more information we refer to [10] where the ring of moderate functions E M (Ω) resp. the ring of negligible elements (being an ideal in E M (Ω)) is given by
The algebraic operations (+, •) as well as (partial) differentiation, composition of functions etc. are meant to be performed component-wise on the level of representatives; the transfer to the quotient G(Ω) is then well defined (cf. the comprising presentation in the first chapter of [10] ). Once a Schwartz mollifier ρ on R d with all moments vanishing has been chosen, the space of compactly supported distributions may be embedded canonically into G(Ω) via convolution; an embedding of all of D ′ (Ω) into our algebra is achieved via a relatively compact partition of unity using sheaf theoretic arguments. We remind that this embedding is not canonical since it heavily depends on the choice of mollifier ρ.
The ring of generalized numbers
Next, we introduce the ring of moderate numbers Ω, defined by the quotient
where the ring of moderate numbers
and ∼ is an equivalence relation on Ω M defined by
If (x ε ) ε ∈ Ω M , then we denote the class of the latter by [(x ε ) ε ]. Let Ω c denote the set of compactly supported elements of Ω, that is: x c lies in Ω c if and only if there exists a compact set K ⊆ Ω such that for one (hence any) representative (x ε ) ε there exists an index ε 0 such that for all ε < ε 0 we have x ε ∈ K. If Ω = R, then we call R the ring of generalized numbers. Similarly, R c is called the ring of compactly supported generalized numbers. It can easily be shown that evaluation of generalized functions f on compactly supported generalized points x c makes perfect sense in the following way: let (f ε ) ε be a representative of f ∈ G(Ω), then
yields a well defined generalized number. We denote by f : Ω c → R the above map induced by the generalized function f .
By a standard point x we shall mean an element of Ω which admits a constant representative, (α) ε , α being a fixed point in Ω. M. Kunzinger and M. Oberguggenberger show in ( [18] ) that it does not suffice to know the values of generalized functions at standard points in order to determine them uniquely. Furthermore, the following characterization holds:
The following are equivalent:
Note that a similar statement holds in Egorov algebras (cf. [16] and the final remark in [18] ). Furthermore, Theorem 2.1 (ii) can be weakened in the sense that only evaluation of u at so-called near standard points is necessary to ensure uniqueness in G(Ω) (cf. ( [12] , Proposition 4.2).
Partial order on the ring of generalized numbers
On the ring of generalized numbers a partial order can be defined as follows. Let α ∈ R. We say α ≥ 0, if there exists a representative (α ε ) ε such that for each ε we have α ε ≥ 0. The partial ordering on the ring of generalized numbers therefore is given by the following
Note that contrary to the respective order on the real numbers, this order is not a total ordering. In addition to this order, the so-called strict order on R is used: Let β ∈ R. We say β is strictly positive (and write β > 0), if for each representative (β ε ) ε of β there exists a number m 0 and an ε 0 ∈ (0, 1] such that for each ε < ε 0 we have β ε > ε m0 . Note that the first two quantifiers can be interchanged. For further equivalent descriptions of strict positivity, cf. [15] . We say β is strictly negative and write β < 0, if −β > 0. Furthermore, we shall write a < b whenever a − b < 0.
Scaling invariance in
To begin with we state the following:
is a well defined element of R. I.e., the definition is independent of the choice of representatives
(ii) Assume f (x c ) = c = 0 for some x c with a ≤ x c ≤ b. Let (x ε ) ε be a representative of x c . As f (x c ) = 0, there exists a zero sequence ε k → 0 (k → ∞) and an m 0 ∈ N such that |f ε k (x ε k )| ≥ 2ε m0 k . Applying the mean value theorem (and using the fact that the derivative (f ′ ε ) ε is moderate), we therefore have:
Choosing ρ small enough, we can assume that b ε ≥ a ε + ε ρ , ∀ε. For sufficiently large k we obtain 
Proof. Write g := f • exp (and check that this is well-defined in G(R)). Then Proof. We start by proving the statement in the one-dimensional case. As we shall see later, the general case can be reduced to the latter.
. By settingf (x) := f (−x) and applying the preceding lemma again, we see that f is also constant on R − . So f is invariant under non-infinitesimal generalized scaling, i.e.,
By means of Lemma 3.1 we conclude that
implies the scaling invariance for the same λ of g
So the one-dimensional case implies that g is a generalized constant, that is,
As (a ε ) ε is arbitrary, this implies that
Therefore f is a generalized constant and we are done.
4 Homogeneity in the special algebra
In this section we deal with two different notions of homogeneity in G(R d ). Our motivation is the following well known fact in distribution theory (cf. Theorem 7.1.18 in [11] )
Before we go on to define an intrinsic notion of homogeneity, we introduce tempered generalized functions. Let Ω be a non-empty open subset of R d . The Colombeau algebra of tempered generalized functions on Ω given by the quotient
where the ring of tempered moderate nets of smooth functions is given by
whereas ideal of tempered negligible functions is given by
The latter is an ideal in E M,τ (Ω). G τ (Ω) can be linearly mapped into the special algebra via the well-defined mapping
where (u ε ) ε is a representative of u. This, however, is not an embedding, cf. [4] , Proposition 4.1.6), since K is not injective.
Homogeneous generalized functions
We start by introducing the notion of homogeneity in the special Colombeau algebra.
First we describe homogeneity of generalized functions outside the origin of
Theorem 4.4. The following holds:
) and (u ε x |x| |x| α ) ε satisfies the moderateness-estimates, it repre-
To this end, let (a ε ) ε represent a compactly supported point in
Clearly, this represents a compactly supported generalized constant in R + . Therefore, for each p ∈ N we have
Since (a ε ) ε was arbitrary, we have shown (4.5).
(ii) Take a representative (u ε ) ε of u. Choose a cutoff function σ ∈ D(R d ) which is identically 1 on B(0, 1). It is easily checked that
is also a representative of u, and it coincides with (u ε
as soon as ε is small enough. As u ∈ G(R d ), there exists for each β ∈ N d an N ∈ N such that sup
Further, for ε sufficiently small, and some N ∈ N,
We note the following 
and is homogeneous of degree k, and
and is homogeneous of degree k.
Proof. Since the first implication is clear, we only need to prove (ii)⇒(i). For the sake of simplicity we consider the case k = 1, d = 2. The general case is analogous. So let a c ∈ R d c , g(t) = f (a c t) ∈ G(R). Since g is a homogeneous polynomial of degree k = 1, g ′ is scaling invariant, therefore, g is a constant. On the other hand, we have by the chain rule,
c .
This implies
By integrating and homogeneity of f , we obtain
c t}.
c } and since a c was arbitrary, we have shown that f = Ax 1 + Bx 2 with A = ∂f ∂x1 (0) and B = ∂f ∂x2 (0) and we are done. In the following theorem we establish that all homogeneous generalized functions are polynomials. (ii) As a consequence, the only non-trivial homogeneous generalized functions are homogeneous polynomials of degree
, ∀ε, and (g ε ) ε satisfies the moderateness-estimates on subcompacta of R + , it represents an element of G(R + ). Further, for λ ∈ R + and
Then by Taylor's formula, ∀p ∈ N,
Write c ε := f ε (1). Then also, ∀p ∈ N,
(4.6) Now suppose that α < 0. Then
As M is arbitrary, this contradicts the moderateness of u,
Then also, for p ≥ M + 1,
Then by Taylor's formula and by eqn. (4.6),
, for some N ∈ N. So we also have, ∀p ∈ N,
If 0 < α < 1, this yields a similar contradiction with the moderateness of u ′ , unless u = 0. One proceeds inductively for 1 < α < 2, and so on.
Proof of (i), case
c such that (u ε (a ε )) ε = 0 as a generalized number. Then f ε (t) := u ε (a ε t) represents an element f ∈ G(R) and f (λt) = λ α f (t), ∀λ ∈ R + (equality in G(R)). Moreover, f = 0, since (f ε (1)) ε = 0 as a generalized number. So by the above, α ∈ N 0 .
Proof of (ii).
Let u be an element of G(R d ) that is homogeneous of degree α ∈ R. By (i), we know that α = k ∈ N 0 . Furthermore, according to Lemma 4.6, it is sufficient to consider the case d = 1. Differentiating u k-times yields a scaling invariant g ∈ G(R), therefore by Theorem 3.4, ∃c ∈ R such that g = c in G(R). Therefore f ∈ C[x] is of degree deg f = k, and by homogeneity, f = cx k in G(R) and we are done.
The Euler Equation
Aim of this section is to relate homogeneity in G(R d ) to the Euler differential equation
We start by recalling the following fact in D ′ (R d ) (cf. [9] , pp. 286-287):
The following are equivalent.
(i) u satisfies the Euler differential equation (4.8),
(ii) u is homogeneous of degree α.
We shall prove the analogous statement in the setting of G(R d ). To start with, we note that we may confine ourselves to the one dimensional case, that is d = 1:
Proof. Follows immediately by the chain rule and the fact that generalized functions are determined by their values at compactly supported generalized points.
Next, we introduce a subset J of G(R) as follows
Hence, J is precisely the set of all elements in G(R) which are not zero divisors, hence it is stable under multiplication. We shall need the following fact to characterize all solutions of the Euler Equation:
Proof. This is a simple extension of ( [14] , Example 2.3). We are now able to prove our main statement:
Proof. Case Ω = R d . According to Lemma 4.9, we only need to show the claim for d = 1.
(ii)⇒(i). By Theorem 4.7, we have α is a non-negative integer, and u is a monomial of degree α that is, u = ax α with a = u(1), hence u satisfies equation (4.8).
(i)⇒(ii). Our strategy is to lead α ∈ R \ N 0 ad absurdum. For the sake of convenience, we shall use the notation of the proof of Theorem 4.7. Let (u ε ) ε be a representative of u.
, ∀ε, and (g ε ) ε satisfies the moderateness-estimates on subcompacta of R + , it represents an element of G(R + ). Furthermore, f solves xf
Hence f , g are generalized constants on R + . Now one can proceed as in the proof of Theorem 4.7 and obtains that α must be a non-negative integer. Let α = k = 0. Then the Euler equation reads xu ′ = 0, hence by Lemma 4.10 we have u ′ = 0, hence u must be a constant. If the order of homogeneity of u equals k = 1, then the differentiated Euler equation xu ′ = u reads xu ′′ = 0, hence, again by Lemma 4.10 we conclude that u ′′ = 0, hence u = cx + d. Inserting this solution into xu ′ = u yields d = 0. As a consequence, u is a monomial of degree 1, hence a homogeneous function of degree 1. For degree of homogeneity larger than 1, one can proceed by induction. Hence u is a monomial of degree α. Thus u is homogeneous of degree α and we are done with the first case.
Case Ω = R d \ {0}. Again, according to Lemma 4.9, we may confine ourselves to the one-dimensional case. (i)⇒(ii): According to (Theorem 1.5.2 in [10] ), on R + (resp. R − ) there exists a unique solution v to the initial value problem (4.9) with initial data v(1) = u(1) (resp. v(−1) = u(−1)). Furthermore, we know one solution, namely
. By uniqueness, v = u, hence u is homogeneous of degree α. 
Extension of homogeneous functions
In this section extendability of homogeneous functions from the pierced space to all of R d is discussed. We shall say u ∈ G(R d \ {0}) is extendable, if there exists
Our first observation is Lemma 4.13. Let u ∈ G(R d \ {0}), u = 0 be homogeneous of degree α. If u is extendable as a homogeneous function, then for the degree β of homogeneity of u we have α = β.
Theorem 4.14. We have the following: 
Proof. Proof of (i)
Let u ∈ G(R d \ {0}), u = 0 be homogeneous of degree α. By Theorem 4.4, u can be written in the form
Let σ ∈ D(R) be a cutoff function at x = 0, say σ ≡ 1 on B(0, 1) and
. Let (u ε ) ε be a representative of u. We define a netû ε of smooth functions on R d by
Clearly, (û ε | |x|>0 ) ε yields a representative of u as well. It remains to prove that
First we estimate the zero derivative ofû ε on B(0, R). Since ρ ε (x) = 0 for |x| < ε, it suffices to estimate on ε ≤ |x| ≤ R. We have
and we are done with the zero-order estimates. Bounds on higher order derivatives ofû ε are achieved similarly.
Proof of (ii)
This is a consequence of Lemma 4.13 and Theorem 4.7 (i).
Proof of (iii)
Let n be a nonnegative integer. Set w(x) := x n + = x n H(x), with H, the Heaviside function. Consider the distribution u(x 1 , . . . ,
Since w is smooth away from zero, ι(u) = σ(u) in |x| > 0 because of the sheaf-theoretic properties of the embedding ι. Hence ι(u)| |x|>0 ∈ G(R d \ {0}) is homogeneous of degree n. Assume now, ι(u)| |x|>0 extends to a homogeneous functionû. Then, by Lemma 4.13, the degree of homogeneity ofû is n as well. But then it follows from Theorem 4.7 thatû is a polynomial with generalized coefficients. This is impossible, because u is not a polynomial with generalized coefficients.
As a consequence of Theorem 4.4 and the preceding statement we have:
Proof. Take u and extend it by means of Theorem 4.14 toû ∈ G(R d ). The rest follows from the fact that in the proof of Theorem 4.4 (ii), only homogeneity of u in R d \ {0} is used, which is the case according to our assumptions.
Weak homogeneity in generalized function algebras
Aim of this section is to introduce a weaker concept of homogeneity in G(R d ) than the one discussed so far. Then we shall compare these two notions of homogeneity and show that weak homogeneity is consistent with the distributional notion of homogeneity on the level of embedded distributions. 
Proof. Since ι(w) = u, the assertion is a consequence of ( [10] , Theorem 1.2.63): the following identity holds in R,
Example 4.19. As a non-trivial example for the situation described in Proposition 4.18 let us consider the δ distribution. Let ρ ∈ S be a mollifier allowing for an embedding ι :
Clearly, ι(δ) = u. Furthermore δ is homogeneous of degree α = −n, therefore we have
It should be noted, that the converse of Remark 4.17 is not true:
Proposition 4.20. The following holds:
(ii) There exist generalized functions u, weakly homogeneous of degree α, however not associated to a distribution.
Proof of (i).
For the sake of simplicity we consider first d = 1, α = 0. Take the Heaviside function H ∈ D ′ (R). Clearly H is scaling invariant, that is H is weakly homogeneous of degree α = 0, and so is ι(H) according to Proposition 4.18. Assume now, ι(H) is homogeneous of degree α = 0. This means that ι(H) is scaling invariant. By Theorem 3.4, ι(H) is a constant in G(R). However, this is impossible, since
Therefore, H is not homogeneous of the same degree. The case d ≥ 1, α = 0 can be shown by taking w = H ⊗ · · · ⊗ H. Clearly, w is scaling invariant, since for ϕ i ∈ D(R), 1 ≤ i ≤ n, we have w, 1 t n ϕ 1 (x 1 /t) ⊗ · · · ⊗ ϕ n (x n /t) = n i=1 ∞ 0 1 t ϕ i (x/t)dx = n i=1 H, ϕ i . However, ∂ 1 ι(w) = ι(δ ⊗ H ⊗ · · · ⊗ H) = 0. Therefore, ι(w) cannot be scaling invariant in G(R d ) and we are done with α = 0. For degree of homogeneity α = 0, one proceeds similarly. Proof of (ii). Take the net of real numbers (a ε ) ε defined by a 1/n = 1 (n ∈ N) and a ε = 0 otherwise. Then for a := [(a ε ) ε ], u := a is a constant in G(R d ), hence it is homogeneous of degree α = 0. As a consequence, u is weakly homogeneous of the same degree, but u is not associated to a distribution (in particular, it is not associated to 0 or 1).
We conjecture the following analogue to Theorem 4.1: 
Associative homogeneity in the special algebra
The notion "weak homogeneity" in G(R d ) cannot in general cope with generalized functions which admit a distributional shadow which is homogeneous in D ′ (R d ). In view of Proposition 4.18 this means that weak homogeneity in G is not consistent with homogeneity in D ′ on the level of association. As an example, let u ∈ G(R) be defined by the class of (u ε ) ε where u ε := x 2 + ε. On the one hand, Proposition 4.18 is not applicable, because u = ι(w), that is, u cannot be an embedded distribution. It is further clear that u is not weakly homogeneous of degree 2: to see this, let ϕ ∈ D(R) with ϕdx = 1. Then u ε ϕdx = x 2 ϕdx + ε.
In particular, for all t = 1 we have (u ε (tx) − t 2 u ε (x))ϕdx = ε(1 − t 2 ) = O(ε 2 ), and we have shown that u is not weakly homogeneous of degree 2.
On the other hand, the distributional shadow x 2 clearly is homogeneous of degree 2. This suggests the following intrinsic notion of an even weaker homogeneity in G: Note that this limit is independent of the choice of representative (u ε ) ε of u.
The following is an analogue of Proposition 4.18 in the context of this subsection. We skip the proof. (i) u is associatively homogeneous of degree α.
(ii) w is homogeneous of degree α.
