These sufficient conditions are given in the form of func-* Presented to the Society,, October 7, 1924 . f In this BULLETIN, vol. 30 (July, 1924 , pp. 338-344, the writer considered analytic functionals /[^(TJ),?/' (rj)] admitting' Fredholm groups (1). In the process of finding sufficient conditions for invariance, a certain amount of specialization on the kernel _ff(x, s) was necessary. The specialization however was erroneously made more than necessary due to an error in formula (16) . The reader will verify the statement that the corrected formula (16) With the aid of this corrected formula, we can show readily that the kernel H(;x,s) will have to be of the form y](x)<p(s) and hence
<p(t) z=.fj(t) -~nr~
• Consequently the fi,ns need not be symmetric in all their arguments. Theorem II of the cited paper becomes true when the above changes are introduced.
In the cited paper we also need to make the following-correction: substitute "It is sufficient that" for the wording "We may now apply Lemma 2 of I. D. I. V. ; doing so we find" immediately preceding equation (12).
[July, tional equations with partial functional derivatives. Of special interest are the linear function als in which case necessary as well as sufficient conditions for invariance are given. We further demonstrate a theorem which shows the unique rôle played by a linear functional of y(r) and y'if) that admits a given arbitrary Yolterra group of transformations (3) dy ( [y, y', y"', • • -, y (p) ] with respect to y {i) (V) taken at the point t, and where * To shorten the statements of the theorems that follow in this paper we shall always assume this restriction on the y(x) found in the Fredholm kernel (2). Moreover it is scarcely necessary to state here that we assume that the derivatives of rj (x) up to and including the joth derivative exist or else our functional equations will have no meaning'.
PROOF.
A necessary and sufficient condition that fh/9y'f'"} y {v) ] admit a given arbitrary Fredholm group (1) with a kernel *i(x)ip(s) is that
Hence it is sufficient that *(0/,,(0+V(0/^ which can be written in the form (4). Paul Levy* has treated extensively the integrability conditions and the Cauchy problem for functional equations with partial functional derivatives in the case of functionals of two independent functions. Cauchy problems and integrability conditions for equations of type (4) involving functionals of p functions can be considered by an extension of Levy's work.
We now consider the functional equation
Assume that each of the p functional arguments y^T), y 2 (T), *-->yp( T ) is expressed in terms of two parameters X and/*. Let ôx be the variation operator when I changes and let dp be the variation operator when i* changes. By an obvious extension of Levy's work, it can be shown that a necessary and sufficient condition that the functional equation (5) be integrablet is that * Cf. his book Leçons d'Analyse Fonctionnelle, Part II. t Cf. Levy's book, §78, Parti; note at the end of Chapter I, Part II; § § 45, Part II. Levy assumes the existence of a solution in getting his integrability conditions. In our case, however, it is possible to get explicit solutions by a direct computation. See § 4 of this paper.
[July,
A necessary and sufficient condition* that the integrability condition (6) hold is that E q u be adjointt to Eu q (l% q = 1,2, • • -, j>), where E q u stands for the linear functional of öyu found in the expression for âf Pq (t) .
are known for y p (f) = ^W and hence the linear functionals Ek q (k,q -1,2, •••,_p -1) are known and are furthermore respectively adjoint to the E q kS. To compute the Epi s and the Ei P $(i = 1,2,---,J0> we take the variation of both sides of (5). Doing so, we get
Consequently on equating terms in Syt, we get
E pi [dyi(T)/t] = g 1 (t)E li [ôy i (T)/t]+fj 2 (t)E 2i lôy i (T)lt] +
. From (8) we see that the JE^'S (i = l,2 r --,p -1 ) are given in terms of known linear functionals. Hence, imposing the condition that E p i be adjoint to Et p (i = 1,2, ---, _/ > -1), we get from (8)
. Finally in order that the integrability conditions (6) be surely satisfied we must have E pp [ôy p (r) jt] self-adjoint. On substituting the expression for Ei P , as given in (9), in the expression for E vp in (8), we can see with a little computation that E pp is automatically self-adjoint. Hence the functional equation (5) The following important theorem is immediate.
THEOREM III. Given any continuous function w(t) such that (12) holds, and given the initial conditions in the Cauchy problem for equation (11), then there is one and only one linear functional (10) of continuity order p admitting a given arbitrary Fredholm group of transformations (1) with a kernel of type (2) and taking on the given initial conditions.
We remark here that since tfj(s) does not enter into the final conditions for invariance for the linear as well as for the non-linear functional, there is an infinitude of Fredholm groups (1) with a kernel of type (2) leaving one functional, of the types considered, invariant. * For if *f>(s) EEE 0, then our transformation degenerates into the identical one and hence there is no prohlem.
f Equation (11) can readily he shown to he completely integrable by a slight modification of the reasoning involved in treating equation (4).
Explicit Expressions for the Functional Invariants.
To get explicit expressions for the functional invariants, we can assume f [y,y',y"', • • -, y (p) ] to be expansible in a series of functionals. For instance we can assume ƒ [y, y', y", • • -, y (p) ] to be an analytic functional of its p + 1 functional arguments
an( l then by a reasoning similar to that found in one* of the writer's papers, recurrence formulas can be computed yielding the desired functional invariants in terms of the given initial conditions. For the sake of brevity, we here give only a simple illustration. We can, without any loss of generality, assume f 2 Q 0 (t u t 2 ), f020(tuk) and ƒ002(tfi,4) to be symmetric in t x and t 2 . We further assume that all the fikis are continuous functions of all their arguments. Assume the initial conditions for this equation to be given for
Consider the problem of finding the functional f[y(?o), </(*o),?/"(4)] of the form ( fwo(t)y(t)dt + f foio(t)y'(t)dt + ( fooi(t)y"(t)dt
y(v) ~ 0 in the form flO,y\4),y"(r'o)]^ \f 01 ,(t)y'(t)dt+ Çf Ml (f)t/'(t)dt Jo Jo + fooSi,t2)y n {U)y" (u)dudu Jo Jo
Calculating the partial functional derivatives of f[y(?o), y'( T o), y"( T o)]
an d substituting them in the functional equation (14) we get, on equating coefficients of similar terms in y, y', and y n , the unique determination of the four unknown fiki$ in terms of the five initially known fm's* Thus we get after computation
5. Functional Invariants of Volterra Groups. It is of interest at this point to give certain results as regards linear functionals of continuity^ order p of type (10) which admit a given arbitrary one-parameter Volterra group of infinitesimal transformations.
The author has treated extensively in another paper* the problem of finding functionals f [y(vb) 9 y'(vó) ] which admit a given arbitrary Volterra group of transformations defined by (3).
In particular it was shown that a necessary and sufficient condition that a linear functional ƒ [y(i'Ó) The proof of this theorem can be made to depend on the following lemma.
for all possible forms of the function y(x), having a continuous kth derivative y {k) (x) in (0 ? 1), then it is necessary^ that Fji(x) exist and be continuous in (0, 1) and that 
where the 4's are arbitrary constants. The derivative of the right hand side of (21) exists and is continuous in (0,1) and hence the derivative Fû(t) of Fuif) exists and is continuous in (0 ? 1). Dropping now the restrictions (19) and calculating Fn{t) from (21) we proceed as follows. We substitute the expression for Fn(t) in (18) A necessary and sufficient condition that a linear functional (10) admit a given arbitrary Volterra group of transformations (3) is that
j o \y(t)hi(t) + y'(t)h*V) +
• • • + j^-2) (<) V-i(0 + y^\t)H{t, t)f P+ i(t)]dt E-o in y, where hi(f) (i = 1, 2, --,p -1) are easily calculated expressions whose explicit form is not necessary to the argument. On applying the lemma just proved we conclude that it is necessary that the derivative of H(t, t)f p +i(t) exist and be continuous and that
H(l,l)f pH (l)
= JT(0,0)/JH-I(0) = 0.
