Abstract. Even without a variational background, a multiplicity result of positive solutions with ordered L p (Ω)-norms is provided to the following boundary value problem
Introduction
We are going to investigate the existence of multiple positive solutions for the following class of degenerate nonlocal problems (P)
where Ω is a bounded smooth domain in IR N , p ≥ 1, a ∈ C([0, ∞)) and f ∈ C 1 (IR) are functions which, in a first moment, verifies only:
(H0) there exist positive numbers 0 =: t 0 < t 1 < t 2 < . . . < t K (K ≥ 1) and t * > 0 such that: a(t k ) = 0, a > 0 in (t k−1 , t k ), for all k ∈ {1, . . . , K}, f (t) > 0 in (0, t * ) and f (t * ) = 0.
By considering the same sort of hypothesis (H0), authors in [9] (motivated by papers like [2] , [5] and [8] ) have proven that problem (KP)
in Ω, u = 0 on ∂Ω, has at least K positive solutions whose H 1 0 (Ω)-norms are ordered, provided that an appropriated area condition relating a and f holds. The approach used in [9] is strongly based on the variation structure of problem (KP).
A natural and interesting question related to (P) to be addressed in this paper is: once broken variational structure of problem (KP) (by a change in the type of nonlocal term), would still persist the existence of multiple "ordered solutions"? By using an approach completely different from [9] , present paper provides a positive answer to the last question under suitable assumptions on a and f . In order to state in a precise way our main result we need to introduce some assumptions: (H1) map (0, t * ) ∋ t → f (t)/t is decreasing; Remark 1. It follows from (H1) that γ := lim t→0 + f (t)/t is well defined and it can be a positive number or +∞, depending on value assumed by f at 0. In fact, it is clear that if f (0) = 0, then, since f ∈ C 1 (IR) and γ = f ′ (0), we will have γ < +∞. On the other hand, if f (0) > 0 then γ = +∞.
Before setting further assumptions let us introduce some notation. Along the paper, · , | · | r , λ 1 , ϕ 1 and e 1 denote H 1 0 (Ω)-norm, L r (Ω)-norm, first eigenvalue of minus Laplacian with homogeneous Dirichlet boundary condition, positive eigenfunction associated to λ 1 normalized in H 1 0 (Ω)-norm and positive eigenfunction associated to λ 1 normalized in L ∞ (Ω)-norm, respectively.
Our last assumptions relate functions a and f .
. . , K}, where C 1 stands for best constant of the Sobolev embedding from
Condition (H3) is trivially verified if f (0) > 0 (see Remark 1). If γ < ∞, (H3) basically tells us that the peaks of each bump of a are, in some sense, controlled from above by variation of f at 0. In turn, (H4) means that the peaks of each bump of a(t)t are controlled from below by maximum value of f in [0, t * ] (see Fig. 1 , where Figure 1 . Geometry of a(t) and a(t)t satisfying (H1), (H3) and (H4).
The main result of this paper is stated as follows:
hold. Then problem (P) has at least 2Kclassical positive solutions with ordered L p -norms, namely
Throughout the paper, the following auxiliary problem will play an important role: for each k ∈ {1, . . . , K} and any α ∈ (t k−1 , t k ) fixed, consider
where
The paper is organized as follows: In section 2 we present the proof of the multiplicity result for problem (P) which is divided into four steps (corresponding to four subsections): 1) Existence of a unique solution to (P k ) satisfying 0 < u α ≤ t * ; 2) Continuity of the map (
Existence of fixed points for the map P k ; 4) Conclusion of the proof of Theorem 1.1. In section 3 we provide a way to construct example of functions satisfying our hypotheses.
Multiplicity of solutions

2.1.
Step 1: Existence and uniqueness of a solution to (P k ). Since we have "removed" the nonlocal term of (P), we can treat problem (P k ) using a variational approach. Proposition 2.1. Suppose (H0), (H1), and (H3) hold. Then for each k ∈ {1, . . . , K} and α ∈ (t k−1 , t k ) fixed, problem (P k ) has a unique classical solution 0 < u α ≤ t * .
Proof. Since f * is bounded and continuous, it is standard to prove that the energy functional
of (P k ) is coercive and lower weakly semicontinuous (where F * (s) = s 0 f * (σ)dσ). Therefore I k has a minimum point which is a weak solution of (P k ). Moreover, it follows from (H1) and (H3) that
The last inequality implies that any minimum point u of I k is nontrivial because, for t > 0 small enough
A simple argument, like in Proposition 3.1 in [9] , shows that any nontrivial weak solution u of (P k ) satisfies 0 ≤ u ≤ t * . It follows that (P k ) has a nontrivial weak solution which is unique by (H1) (see [6] ). Since f * (u) = f (u) is bounded and f ∈ C 1 (IR), it follows from [1] that u is a classical solution. Finally, maximum principle completes the proof (see Theorem 3.1 in [7] ).
2.2.
Step 2: Continuity of the map P k . Next technical lemma will be important to guarantee the continuity of P k . Since, by (H1), the map (0, t * ) ∋ t → ψ(t) = f * (t)/t is decreasing, there exists the inverse, which we will denote by ψ −1 , and it is defined on (0, γ). Thereby, by (H3), for each ε ∈ (0, γ − λ 1 a(α)), it makes sense to consider function
Lemma 2.2. Suppose (H0), (H1) and (H3) hold and let c α = inf u∈H 1 0 (Ω) I k (u). Then for each ε ∈ (0, γ − λ 1 a(α)), we have
Proof. Observe that by (H1)
Hence,
Using the definition of e 1 and (H1), we get
Now, using the definition of ψ −1 , we conclude
Therefore,
Proposition 2.3. Suppose (H0), (H1), and (H3) hold. Then for each k ∈ {1, 2, . . . , K}, map
where p ≥ 1 and u α was obtained in Proposition 2.1, is continuous.
Proof. Let {α n } ⊂ (t k−1 , t k ) be such α n → α * , for some α * ∈ (t k−1 , t k ). Denote by u n the positive solution of (P k ) with α = α n . Since,
Therefore, {u n } is bounded in H 1 0 (Ω) and, up to a subsequence, there exists u * ∈ H 1 0 (Ω) such that
Thus, passing to the limit as n → ∞ in
we get
So, u * is a nonnegative weak solution of (P k ) with α = α * . We are going to show that u * = 0. In fact, passing to the limit as n → ∞ in
we conclude that
By (2.3) and (2.4),
. By Lemma 2.2, there exists ε > 0, small enough, such that
By (2.5), passing to the limit as n → ∞ in the previous inequality, we obtain
Therefore u * = 0. Arguing as in the proof of Proposition 2.1 we can show that u * is a positive classical solution of (P k ) with α = α * . Since such a solution is unique, we conclude that u * = u α * . Consequently,
Since f * is bounded and a(α n ) is away from zero, there exists a positive constant C, such that
It follows follows (2.6), (2.7) and Theorem 0.5 in [4] that there exists β ∈ (0, 1) such that
for some C > 0. By the compactness of embedding from C 1,β (Ω) into C 1 (Ω), up to a subsequence, we have
Convergence in (2.8) and inequality
. This proves the continuity of P k .
2.3.
Step 3: Existence of fixed points. Next lemma will be helpful in obtaining fixed points of P k .
Lemma 2.4. Suppose (H0), (H1) and (H3) hold. Then
Proof. In fact, it follows from (H1) and the definition of ψ −1 that
in Ω. Therefore z α is a subsolution of (P k ). Inequality (2.9) follows now from (H1) and Lemma 3.3 in [3] . Proposition 2.5. Suppose (H0)-(H4) hold. Then map P k has at least two fixed points
Proof. We start with two claims describing the geometry of P k (see Fig. 2 ).
Claim 1: lim
From Lemma 2.4, we have
Hence, by (H2)
Claim 2: There exists α ∈ (t k−1 , t k ) such that P k (α) < α.
For each α ∈ (t k−1 , t k ), let w α be the unique solution (which is positive) of the problem
where u α is the unique positive solution of (P k ). Hence, multiplying by u α and integrating by parts, we have
On the other hand, by using the definition of u α , we get (2.10)
By definition of w α , the fact that 0 < u α ≤ t * and Hölder's inequality, we obtain f (t) C 1 w α , where C 1 > 0 is the best constant of the Sobolev embedding from H 1 0 (Ω) into L 1 (Ω). Applying (2.11) in (2.12), we obtain
f (t) (C 1 /λ 1/2 1 )t p−1 * |Ω| 1/2 , ∀ α ∈ (t k−1 , t k ).
Using (H4) we get the conclusion of Claim 2.
The proof follows from Proposition 2.3, Claim 1, Claim 2 and the intermediate value theorem for continuous real functions.
2.4.
Step 4: Proof of Theorem 1.1. For each fixed k ∈ {1, . . . , K}, it follows from Propositions 2.1 and 2.5 that (P) has two classical positive solutions u k,1 and u k,2 such that
This finishes the proof.
