Abstract-In communication networks, the routing decision process (distributed and online) remains decoupled from the network design process, i.e., resource installation and allocation planning process (centralized and offline). To reconcile both processes, we ambition to design a distributed optimization technique aware of distributed nature of the routing process by decomposing the optimization problem along same dimensions as (distributed) routing decision process. For this purpose, we generalize the capacitated multi-commodity capacitated fixed charge network design (MCND) class of problems by including different types of fixed costs (installation and maintenance costs) and variable costs (routing costs) but also variable traffic demands over multiple periods. However, conventional integer programming methods can typically solve only small to medium size instances. As an alternative, we propose a Lagrangian approach for computing a lower bound by relaxing the flow conservation constraints such that the Lagrangian subproblem itself decomposes by node. Though this approach yields one subproblem per network node, solving the Lagrangian dual by means of the bundle method remains a complex computational tasks. However, the approach is more robust than any LP solvers and it always returns some solutions. Instead, we proved that CPLEX, which uses the Dual Simplex algorithm, is not able to provide a solution for large instances.
I. INTRODUCTION
In today's communication networks, distributed control functions such as routing, are driven by path quality properties (such as cost and bandwidth delay product) but also their adaptation cost and convergence time. However, the design of the routing function (and associated routing protocol procedures) remains driven by their consumption of processing capacity and memory available locally at each node. Henceforth, the routing decision process (distributed and online) remains also decoupled from the network design process, i.e., resource installation and allocation planning process (centralized and offline).
The conventional model to formulate such problem assumes that (re-)routing decisions can be performed without informing the capacity optimization problem (link resource installation and (modular) allocation). These decisions are modeled in terms of capacity allocation per-link but without accounting for the routing state creation and maintenance cost. This formulation is thus often extended by assuming that the routing optimization process can additionally inform the capacity installation and allocation process about its utility. The latter then adjusts the allocated capacity on each link and may decide to add new links (between node pairs not previously connected). This method has been applied for instance to various combined network design and traffic engineering problems including IP over Multi-Protocol Label Switching -Traffic Engineering (MPLS-TE) and IP over optical/wavelength switching layer [1] . However, such formulation does not account for i) the cost associated to the creation of a routing adjacency once the corresponding link is added, ii) the cost of link maintenance during the lifetime of the corresponding routing adjacency, and iii) the routing cost function which remains independent of the link occupancy.
For these reasons, we rely instead on the multi-commodity capacitated fixed charge network design (MCND) problem introduced by [2] , [3] , [4] which deals with the simultaneous optimization of capacity installation cost and traffic flow routing cost. In this problem, a fixed cost is incurred for opening a link and a linear routing cost is paid for sending traffic flow over an edge (or arc). The routing decision must be performed such that traffic flows remain within the bounds of the installed capacities. In [5] , we generalize this problem over multiple time periods using an increasing convex routing cost function which takes into account congestion (number of routing paths per edge) and delay (routing path length). A compact Mixed Integer Linear Program (MILP) formulation for this problem is developed based on the aggregation of traffic flows following the per-destination routing decision process underlying packet networks. However, the resolution with realistic topologies and traffic demands becomes rapidly intractable with state-of-the-art solvers due to the weak linear programming bound of the proposed MILP formulation. An extended formulation where traffic flows are disaggregated by source-destination pairs, while keeping the requirement of destination-based routing decisions has been studied in [6] .
In general, direct formulations for determining optimal routing decisions obeying various protocol rules are complex to solve. Indeed, integer programming methods can typically solve only small to medium size instances as reported in [7] . To circumvent this problem, [2] among others have successfully applied the Lagrangian relaxation technique to compute efficient large-scale instances of the MCND problem. By relaxing the linking constraints, the Lagrangian relaxation method can be applied to the base (aggregated) and extended (disaggregated) formulation in order to provide stronger lower bounds. Moreover, the suitable choice of the complicating constraints yields a Lagrangian subproblem decomposable by node inline with the objective of obtaining a decomposition of the original optimization problem which preserves the distributed nature of the routing decision process.
The remainder of this paper is structured as follows. In Section II, we present prior work in resolving the MCND problem and we detail our objectives and contributions. In Section III we formulate the model. In the next section, we present the numerical resolution method used for this application. In Section V, we report the computational results and analyze them. Finally, Section VI concludes this paper together with directions for future research work.
II. PRIOR WORK, OBJECTIVES AND CONTRIBUTION

A. Prior Work
Multi-commodity fixed charge network design problems are extremely challenging to solve. This complexity arises because even the simple continuous versions usually contain a huge number of variables, which makes them very hard to solve with standard approaches. In turn, specialized algorithms are required [8] , [9] and the use of parallel architectures could be necessary [10] . The complexity becomes even higher if integer variables representing logical decisions are included in the model. The resulting mathematical model is that of a mixed integer linear program (MILP) problem with multi-commodity network flow structure.
1) Enumerative Approaches: The simplest approach for solving integer-programming problems consists in enumerating all finitely many possibilities and eliminate many possibilities by domination or by feasibility arguments. The Branch-and-Bound (B&B) technique before enumerating the possible solution (candidates) along a branch, checks them against a known upper and lower estimated bounds on the optimal solution value. Standard enumerative approaches for these problems require the repeated computation of lower bounds on the optimal value of the problem (assuming a minimization problem). For this purpose, the B&B approach uses the solution to some relaxation of the problem obtained by dropping the integrality conditions and solving the resulting continuous LP over the set of points satisfying all but the integrality restrictions. However, these can be computationally very costly. Furthermore, the bounds obtained by applying these methods can be rather weak, leading in turn to the enumeration of a very large number of sub-problems. Hence, only the smallest instances could usually be solved by such an approach. This fact explains the interest for innovative methods which efficiently compute accurate lower bounds for larger instances. One of the most promising techniques to reach this objective is the Lagrangian relaxation [11] , [12] , [10] .
2) Lagrangian Relaxation: The Lagrangian relaxation of the original (general mixed integer) problem consists in taking the set of complicating constraints of this problem into the objective function with vector of weights (the Lagrange multipliers). The corresponding Lagrangian dual problem is solved iteratively by seeking for the optimal multipliers of the relaxed constraints. Lagrangian relaxation requires the reformulation of the model as a much larger problem, which provides a better bound. Because of its huge size, dynamic generation of the model is required. This technique leads to the solution of a non-smooth convex minimization problem. The latter obviously requires appropriate procedures [13] , [14] . When coupled with appropriate heuristics and the use of valid inequalities to further strengthen the obtained bound, efficient "branch & cut & price" approaches can be achieved [15] .
Often, there exist several techniques by which a given original problem can be relaxed in a Lagrangian fashion, and it is not apparent to select a priori the best one. Moreover, there exist two main families of algorithms to solve the Lagrangian dual: the bundle methods [16] and the sub-gradient methods [17] . Appropriate choice of the method is crucial both for the time efficiency of the lower bound computation and for the quality of the primal solution obtained. In solving the MCND problem, T.Crainic et al. [2] demonstrate that the bundle methods show two main advantages compared to subgradient approaches: i) their increased complexity is most often compensated by faster convergence (than subgradient methods) towards optimal value of the Lagrangian dual, ii) they require usually fewer parameters to adjust and are less sensitive to these parameters than subgradient methods; hence, more robust. The bundle method requires at each iteration, the minimization of polyhedral function which implies to solve a linear problem, called master problem, in order to obtain the new iterate, following the proximal Bundle method [13] . For numerical reasons, the master problem must be "stabilized" [18] . In addition, as recently proven, it could be "structured" meaning that it should exploit some properties of the specific problem [19] . On the other hand, subgradient methods require relatively low computation time per iteration but their convergence properties are often unpredictable and thus, not adapted to our problem. To circumvent some of these limits, new sub-gradient methods have been recently proposed like the deflected, projected [14] and primal-dual approaches [20] . In particular, the latter minimizes the gain in parameter adjustment provided by the bundle methods. However, as they use much more detailed piecewise linear model of the objective function, bundle methods still converge much faster than the subgradient methods. These arguments justify (a priori) the choice of the bundle method that is well suited to our formulation of the Lagrangian dual.
B. Objectives and Contribution
The model considered in this paper extends the multicommodity capacitated fixed charge network design (MCND) class of problems by including different types of fixed costs (installation and maintenance costs) and variable costs (routing costs). In addition, time-dependent demands are taken into account and the network is designed for more than one time period; hence, one refers to a generalized multi-period problem. We develop a Lagrangian approach for computing a lower bound. For this purpose, we relax the flow conservation equations such that the Lagrangian relaxation can be decomposed by node; a decomposition which preserves the per-node distributed nature of the routing decision process.
Compared to the standard Fixed Charge Network Design problem, the Lagrangian subproblem is not structured as a knapsack problem. Unfortunately, application of the Lagrangian relaxation technique to the generalized MCND problem yields a Lagrangian subproblem that is not so easy to solve. However, the proposed approach is more robust than any existing LP solver and it always returns some solution. In comparison, CPLEX is not able to provide a solution for all the instances considered in this study, on which the proposed Lagrangian formulation has been evaluated; in particular, those comprising the larger number of nodes.
III. OPTIMIZATION MODEL
The problem can be formulated as follows. Given a directed network G = (V, A), where V is the set of nodes and A is the set of links, we must satisfy the demands of each pair of nodes s, t ∈ V over a set of periods p ∈ P = {1, . . . , P }. Each origin-destination pair s, t has an associated demand D p (s, t) that must flow from node s and t at a certain period p. Each arc (i, j) ∈ A defined from node i to node j provides a nominal maximum capacity κ ij that can only be used if the corresponding installation cost c ij or the maintenance cost m ij is paid.
Let D ⊆ V denote the set of reachable destinations. A routing function r determines ∀t ∈ D and ∀u ∈ V the adjacent node (next-hop) w of u, (u, w) ∈ A, along a given trajectory from node u to destination t (reachable via node v). This trajectory is determined by the routing algorithm which computes ∀t ∈ D and for each node u ∈ V , a (routing) path π(u, w, . . . , v : t) to destination t. The application of the routing function r to the result of this computation enables any node u ∈ V to forward its incoming traffic directed to destination t along a loop-free path to that destination. Finally, we refer to a distributed routing function r u when the function r is executed locally at each node u ∈ V and independently of all other nodes v ∈ V \ {u}.
The problem consists in minimizing the sum of all costs, while satisfying demand requirements and capacity constraints. The cost of a solution to the optimization problem combines the sum of (i) installation costs, (ii) maintenance costs and (iii) routing costs. The link installation cost c ij accounts for the amount paid each time an arc (i, j) is used in a given period p that was not available in the preceding period(s). The link maintenance cost m ij is introduced to account for the cost incurred each time an arc is maintained from one period p to the next. The routing cost for each arc (i, j) ∈ A and each period p is defined by an increasing convex function of its utilization, inspired by [21] , [7] . For each period p ∈ P, we define the load on arc (i, j) during period p as l Fig. 1 . We refer to it as the disaggregated formulation, which corresponds to a simplification of the formulation developed in [6] 
The problem is quite complex due to its dimensionality; for instance, the number of constraints is O(|A||V | 2 P ). Thus, we also provide a simpler formulation by aggregating the flows per destination t in order to reduce by a factor |V | the number of constraints. For this purpose, one replaces in the initial formulation the variables f stp ij by f tp ij , which represents the amount of flow on arc (i, j) for destination t at period p. We refer to the latter as the aggregated formulation that is further detailed in [5] .
IV. ALGORITHM
There are several techniques to relax the problem. We approached the Lagrangian relaxation by dualizing the group of flow constraints (2) in such a way that the corresponding Lagrangian subproblem (13) is decomposed by node i ∈ V .
A. Lagrangian Relaxation
Let ν stp i be the dual variable (multiplier) of one the flow constraints (2) relative to the node i, the pair origin-destination s, t and period p. It follows that the Lagrangian function has the following form:
The Lagrangian dual of the original problem consists in maximizing the function f (ν) over the whole space R
Note that the term in (13) involving the demands
. Consequently, the Lagrangian subproblem itself can be decomposed into |V | subproblems, said f i (ν), i ∈ V such that the
subject to:
x tp ij ∈ {0, 1} (i, j) ∈ A, t ∈ V, p ∈ P (10) Lagrangian function f (ν) corresponds to the following sum of functions:
The integrality property doesn't hold for the Lagrangian dual. From a theoretical standpoint, this means that the Lagrangian approach can provide a better lower bound than the continuous relaxation. In practice, it doesn't happen so often and the Lagrangian relaxation (13) remains difficult to resolve because of the integer variables. Furthermore, if we consider (13) , for large scale instances the method would require a huge amount of time in order to obtain a solution with sufficient accuracy. Hence, in our numerical experiments, we assume that (13) is a linear programming (LP) problem by removing the integrality constraints.
B. Warm start
Initializing the computation is a fundamental issue which requires to find a suitable starting point. The objective consists to look for a pointν whose value f (ν) is not too far from the optimum of f (ν). In fact, the method would require more iterations to reach the optimum if it started far away from the optimum. For both formulations, we solve a restricted problem of (1)- (12) 
denotes the deficit of the node i, for the origindestination pair s, t at period p, written in a compact form. Hopefully, the dual variables of the flow equations represent a "good" starting point for the Lagrangian approach.
For the disaggregated formulation we can do even better. Taking into account that the aggregated formulation is simpler than the disaggregated one, after solving the aggregated formulation we could use its optimal solution to initialize the disaggregated formulation. The formula obtained by comparing the objective function of the two models is given by:
V. NUMERICAL EXPERIMENTS
A. Implementation and Problem Instances
The Lagrangian relaxation (13) has been solved with CPLEX 12.5.0 and the Lagrangian dual by means of the Bundle method. We have implemented this method within a general-purpose C++ non-smooth code developed by A.Frangioni and already successfully used for solving several other applications [12] , [19] . The structure of the code allows applying the Bundle method for evaluating different master problems. However, for our experiments, we have used a quadratic stabilization and tested the specialized quadratic solver described in [22] .
The algorithm has been compiled with GNU g++ 4.0.1 (with -O3 optimization option) and executed on an Opteron 246 (2 GHz) computer with 32 GB of RAM, under Linux Fedora Core 3. The formulations have been evaluated on a set of network topologies extracted from the SNDlib library [23] . This library provides a repository of several topologies together with their link capacities, link costs, and traffic demands. The following topologies have been considered (in alphabetical order): abilene, atlanta, cost266, dfn-bwin, diyuan, geant, newyork, nobel-us, norway, pdh, polska, and ta2. The characteristics of these 12 networks are summarized in Table I . The cardinality of the set V and A are reported, respectively, in columns "|V |" and "|A|". The number of periods P , listed in the column "|P |", is either 5 or 10. The last row "Avg" reports for each column the average of all the instances.
B. Simulation Results and Analysis
The results obtained by means of the Bundle method are reported in Table I and those obtained by means of the best technique that CPLEX provides for solving the continuous relaxation of (1)- (12), in Table II . Both tables report the results following the increasing order of the cardinality of the set V .
1) Bundle method:
A maximum running time threshold of 10000s has been set. The aggregated formulation executes during at most 1000s, while the disaggregated formulation runs the rest of the time, i.e., during 9000s at maximum. To switch to the disaggregated formulation we use the trick presented in Section IV-B. The stopping criterion was set to a relative accuracy of 1e-6. To account for the case where such an accuracy is not reached within the allowed time or the stopping criterion is not sufficiently rigorous, the final relative gap with respect to the "exact" lower bound computed with CPLEX is reported in the column "gap". No value is not reported if CPLEX is not able to provide any solution.
In Table I , column "iter" reports the number of iterations (computations of the Lagrangian function and master problem solutions). The total running time (in seconds) is reported in column "time a " for the aggregated formulation and in column "time d " for the disaggregated formulation. Column "time f " and "time mp " report respectively, the total running time spent for the computation of the Lagrangian function (f ) and for the master problem (mp). The column "time LM " and "time Lm " report respectively, the maximum and minimum computation time per node in percent. The column f i provides the starting value for the aggregated formulation. Finally, "f " and "f " represent the final value provided by the aggregated and the disaggregated formulation, respectively. The last row reports the average number of iterations and running times obtained. Averages are not reported for "f " and "f " since the input data used in our simulations are not normalized.
2) CPLEX: In Table II , the meaning of the columns "f " and "f " is the same as for the bundle case. The total running time for the aggregated formulation is reported in column "time a ", while the disaggregated one is in column "time d ". The last row of this table reports the average running times obtained. Averages are not reported for "f " and "f " since the input data used in our simulations are not normalized.
The CPLEX results are obtained by using the Dual Simplex algorithm which also corresponds to the one automatically chosen by this solver when the problem has linear constraints.
C. Analysis
The gain in execution time obtained with the Bundle method is not significant; this observation results from the fact that even the continuous relaxation of the subproblem (i.e., the subproblem without the integrality conditions) remains complex to achieve.
On the other hand, CPLEX is not able to produce any solution for the disaggregated formulation when applied to the network topologies cost266, norway and ta2 whereas the Bundle method reaches a solution whose value is better than the one obtained for the aggregated formulation. For instance, CPLEX provides for cost266 the value 3524e +4 while our approach using the hybrid formulation finds 3764e
+4 . This result corroborates the initial assumption that for the disaggregated formulation, the Lagrangian relaxation is able to resolve larger instances and provides stronger lower bounds.
In our numerical experiments, we have adopted the disaggregated master problem which is the former master problem designed for the bundle methods [13] . As shown in [19] , the disaggregated master problem should work better whenever the Lagrangian dual can be formulated as a sum of functions. This condition is met by our case since f (ν) formulates as the sum of |V | functions. Unfortunately, the number |V | for all of the above instances stays relatively small. Consequently, the disaggregated master is rich in information which in turn should improve the global rate of convergence. However, because of the small size of the set of nodes, the information accumulated in the disaggregated master problem remains still insufficient to yield optimality after a few iterations. On the other hand, all this information makes the disaggregated master problem difficult to solve. Consequently, the bundle method presents a large number of iterations and each iteration requires a big computational effort. This observation justifies also that we use a standard quadratic master problem.
VI. CONCLUSION
In this paper, we presented a Lagrangian relaxation approach to solve a generalized version of the multi-commodity capacitated fixed charge network design problem involving variable traffic demands over multiple time periods and routing decisions. This practical problem is computationally challenging since it aims at combining several decisions at once. The resolution of the MIP problem leads already to difficult evaluation process even for instances of reasonable size as already reported in [5] .
Further, we showed how its continuous relaxation remains a difficult problem. Then, we applied some decomposition techniques to construct the Lagrangian dual. The latter has been solved by means of a variant of the bundle method. It is well known that the Lagrangian dual is equivalent to the convexified relaxation. Hopefully, the lower bound obtained would be better than the one provided by the LP relaxation but we don't have any information about the integer solution. This fact motivates the need to construct a feasible primal integer solution. The existence of some good integer solutions starting from the solution of (13) may be a direction to explore.
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