Abstract.
Introduction
The problem that we intend to study is the modeling of diffusion of particles (see Drake et al. [9, equation Ax] ) in plasma physics, where the unknown function u denotes the density of the particles.
This problem may also be viewed as a simplification of the equations for a viscous boundary layer in two dimensions, occurring in fluid mechanics in the case of an incompressible fluid flow around a solid body. If we neglect the advection terms in the direction orthogonal to the body, the unknown function u represents the velocity of the fluid along the t direction, parallel to the body, and the other variable x represents the distance to the body (see also Oleinik [18] ). Let QT = (0, 1) x (0, T) ; we define the problem (P) as follows:
to find u(x, t) satisfying: uut -uxx = 0 in QT, u(x, 0) = uq (x) in (0, 1), u(0, t) = 0, u(X, t) = ux(t) in(0,r).
Our main results concerning problem (P) are the following: a finite difference implicit scheme is defined, existence and uniqueness of the numerical solution is proved, and error bounds are derived. An iterative algorithm allowing us to compute the numerical solution at each time step is defined, and the convergence is proved.
An outline of the paper is as follows. The later part of this section is devoted to the assumptions concerning problem (P). A weak formulation of this problem is given and known results for the existence and uniqueness of the weak solution are recalled. In §2, we define a finite difference scheme, implicit with respect to the time variable /. We show the existence, uniqueness, and stability of the numerical solution. In §3, we adapt a technique first developed for the Stefan problem by Nochetto [16] , and we derive an estimate of the error between the exact solution u and the approximate solution U , namely \\U-u\\LHQT)<c(l + hx'2), where t and h denote the parameters of the discretization respectively in time and in space. The term j¡ arising in the estimate is the price to pay for the degeneration of the problem at x = 0. In §4, we define an iterative algorithm which allows us to solve the nonlinear system of equations satisfied by the approximate solution at each time step. We show that this algorithm converges when the number of iterations goes to infinity. In the last section, we give some possible generalizations of the previous results in the cases where the term uut is replaced by up~xut, p > 2, and (or) for a spatial dimension equal to two or three.
We now recall results of existence and uniqueness for the weak solution of problem (P); a proof of these results can be found, for example, in Sabinina [20] or in [19] . Other results of existence and uniqueness of an even weaker solution have been derived; for these we refer to Arison and Benilan [1] , Arison and Peletier [2, pp. 381-411], Benilan [3] , and Herrero and Pierre [12] .
We define the following spaces: V2x<°(QT) = C°(0,T;L2(0, X))nL2(0,T;Hx(0,X)), W¡'l(QT) = {<pe Hx(QT);<p(0, t) = (p(X,t) = 0, 0<t<T; <p(x,T) = 0, 0<x < 1}
and we denote by ||ç7||p;(?r the usual norm in Lp(Qt) , X < p < oo . We assume that the following hypotheses are satisfied: HP1. u0 + / 2ux(x, t)<px(x, t) -u2(x, t)tpt(x, t)dxdt = 0
Jqt
Vtpe W/21'1(ß7-)nC0(0,r;Loc(0, 1)); u(0, t) = 0, u(X, t) = ux(t), 0<t<T.
We have the following result:
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Theorem 1.1. Problem (P) has a unique weak solution u e V2'°(Qt) . Moreover,
(ii) Vz > 0, / /0 (ut)2dxdt < C/z, where the constant C is independent of z; _ (iii) 3ß > 0 such that u(x, t) > ßx in Qt ■ Remark 1.1. For the sake of simplicity, we assume hereafter that ux(t) = b is independent of r. In the case where ux(t) is not a constant, there would arise boundary terms.
Proof of Theorem 1.1. The proof of such a theorem is now classical; see, for example, [1, 2] or [20] . We only sketch the idea of the proof, especially to obtain the estimate (ii). We solve, for e > 0, the problem:
ue(0,t) = e, uE(X,t) = ux(t) + e in (0, T).
It is known that such a problem, for any e > 0, admits a classical positive solution u£ satisfying ue > ßx (cf. [13, 11, 15] Jo Jo Jo Jz + X-j^ ((ux(x,T))2-(ux(x,0))2)dx = 0.
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Since ue is positive and ue > ßx , we easily get z Í j (u£)2dxdt< C.
Taking the limit when e -> 0, we get Theorem 1. for every t0, tx, 0 < t0 < tx < oo, u, eLp((0, X) x (t0, tx)) for any 1 <p < \.
2. The discrete problem, existence and uniqueness of a solution, and a priori estimates The function y from R to R+ is defined by y(s) = \s2.
We define the approximate problem (Pjj) as follows:
V<Ph e Vh(0), 0<n<N-X, Theorem 2.1. Problem (Pjj) Aa5 a unique solution, and we have U" > 0 ./or X < i < m+ X and X < n < N.
Proof. Assume that U" is known and that U" > 0 for 1 < / < m + X ; we want to find Un+X by using equation (2.1). We have to solve the following problem:
to find w e V/,(b) such that Since (wf)2 = Wjiif , we get (2.7) (Bw)j = Fj for X<j<m.
The matrix B is monotone, and the Fj are strictly positive. We deduce that the Wj are strictly positive for 1 < j < m , so that relations (2.6) become h (2.8) (Aw)j-Fj + j(Wj)2 = 0 for X < j < m.
From this we conclude that the problem (2.4) has at least one solution w satisfying Wj > 0 for X < j < m .
Starting from U° (with C/° > 0 for 1 < j < m), we get the existence of U" by induction. To show the uniqueness of positive solutions, we assume that there exist two positive solutions wx , w2 to the problem (2.3). We have (2.9) (y(wx)-y(w2),<pn)h + xa(wx-w2,<ph) = 0 V^eF4(0).
We may write (y(wx) -y(w2), wx -w2)h = \((wx -w2)(wx +w2), wl -w2)h > 0.
Replacing cp^ by wx -w2 in relation (2.9), we get a(wx -w2,wxw2) = 0, which yields wx = w2. Theorem 2.1 is thus proved. D Since the U"+x are strictly positive for 1 < / < m , we get Tjn+l < Tjn < sup jjn ¡ l</<m from which it follows that sup c/f4'1 < max ( sup U¡ , b) ; l<i<m+l \l<i<m J inequality (2.10) is thus proved. In relation (2.1), we replace <pf, by Un+X-U" e Vh (0). Summing over all indices n , 0 < n < no -X , we get
The first term of the left-hand side is positive, since the Un are positive for all j and n , and (y(ax) -y(a2))(ax -a2) = \((ax -a2)2(ax + a2)) > 0 for ax and a2 positive.
We then get From the last inequality we deduce inequality (2.11). Lemma 2.1 is thus proved. D
Error bounds
A variational technique, first developed by Nochetto [ 16] for the Stefan problem, and based on integration by parts, is used in this section. We also mention two relevant works of Nochetto and Verdi [17] and Elliott [10] , concerning the effect of numerical integration in multidimensional degenerate parabolic problems.
We begin this section with recalling a numerical integration result. This result will be used in the proof of the error estimate, because we use the lumped mass version of the L2 scalar product for the scheme (2.1). We define the quantity Eh by
Jo
We have:
Lemma 3.1. The following estimate is valid for any p > 2 :
Proof. The classical tools of the proof are developed, for example, in Ciarlet [7] . For a detailed proof, we refer to Lesaint and Pousin [15] . D
We introduce the following interpolation operators: Finally, we define U e WhT(b) by U\{ín,t"+ú = U"+x,
where Un+X e Vh(b) is defined by the scheme (2.1). Before stating the theorem for the error estimate, we show how a stability inequality in L2 norm can be established for the continuous version of the problem; this will give us a better understanding of the rather long proof of this stability inequality for the discrete problem.
In the next few lines, we assume that « is a smooth function and that b = 0. A continuous version of scheme (2.1) may be written as follows: The right-hand side of relation (3.3) is controlled using the Schwarz inequality, so we get
Using the property u(x, t) > ßx for 0 < t < T and for 0 < x < X, we deduce that for all z such that 0 < z < 1 we have / ü3dx> ü3dx>ßz ü2dx = ßz ü2dx-ßz ü2dx.
Jq Jz Jz Jo Jo
Combining this inequality with inequality (3.4), we get the following stability estimate in L2 norm:
<-/ üo(x)dx + ßz / ü2(x,s)dxds.
Jo Jq Jo
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use where the constant C is independent of x and h . Proof. First, we give a stability inequality in L2 norm for the problem (Pj; ), analogous to inequality (3.5) . This inequality allows us to control the difference between the approximate solution and some Whx(b) interpolate of the exact solution.
For 0 < n < N -X, we may write
Using the notations introduced above, and summing over the indices from n = 0 to n = no -1, we get
Summing the relations (2.1) over the indices from n = 0 to n0 -1, we get «o-l «o-l
•yJ «=0 «=0
Vç» € inT(0)' 1 < "o < N, y(U°) = y(rhu0).
In relations (3.8) and (3.9), we integrate by parts, in a discrete way with respect to time. We get For the first term of the right-hand side, we may write
For the second term of the right-hand side, we use property (i) of Theorem 1.1 to get 0 < u(x, t) < Ch for any 0 < x < h , 0<t<T,
and we obtain the estimate (3.23) Í (f"+iu(x,tn+x)-u(x,t")dt\ dx<Cx2h\ thus we deduce (3-24) Wu-Y\\lQTQ<<%(^ + h2y
Combining inequality (3.21) and (3.24), we get \\V-«Tu\\2,QTo<W6(£2+h} for any Tq = «nt, "o < N.
In the same way as before, we obtain ll"-«U<c(£ + A3).
Finally, we get, by using the triangular inequality, It is easy to check that wk+x can be expressed as We are now in a position to show that the algorithm (4.2) is convergent in the following sense.
Theorem 4.1. Let w be the solution of problem (4.1). There exists a neighborhood of w in L°°(0, 1), denoted by Y{, such that if w0 is chosen in Yx, the sequence {wk} converges towards w. Proof. We want to show that for a certain norm on the (finite-dimensional) space Vh(b), the mapping Sb is locally a contraction. To do that, we show that the derivative of St is bounded by a constant < 1 in a neighborhood of w .
It is well known (see, for example, Ciarlet [6, p. 19] ) that for any e, there exists a norm ¡|-||| on Vh(0) such that for the induced norm for the operators, we have \\\DSb(w)\\\<p(DSbf(w)) + e. Choosing e small enough, by Lemma 4.3 we get the existence of k £ R such that |||D,Sj(u;)||| < k < 1.
Applying Lemma 4.2, we get the existence of a neighborhood r2(tt;) c T and a real number k' such that \\\DSbf(<p)\\\<k'<X V<p£T2(w). Since rp £ Y, there exists a unique 6, with 6 > 0 for x > 0. We have the same properties for 6, as soon as ||v||oc;(0. i) is small enough, since for such a v , we have tp + v > 0. Combining (4.9) and (4.10), we get Replacing y/ by q (complex conjugate of q), we easily check that (1 + X)/X is real and ( 1 + X)/X < 0, that is, -1 < X < 0.
To be more precise, let Remark 5.2. For b = 0, and more generally, for a dimension in space greater than one, with homogeneous Dirichlet boundary conditions, there exists an extinction time T*, after which the solution is equal to zero. For more details, we refer to Le Roux [14] and to Berryman and Holland [5] .
Remark 5.3. Hypothesis HP3 is essential for obtaining the error bounds.
To generalize the problem studied in the preceding sections, we may consider the case where y(s) = sp/p, 3 > p > 2, and (or) the case where the spatial domain is, for example, a rectangle or a parallelepiped, located in the region Xi > 0. For such domains, we have to replace the boundary conditions by u(x t) = i° forx,=0, U{X' \mi(jc,0>0 for xe9Q with xi >0, where x = (xi,... ), and we have to replace the hypothesis HP3 by Uq(x) > ßx\. We also assume some regularity and compatibility conditions for boundary and initial conditions corresponding to the hypotheses HP1 and HP2. In both cases, existence and uniqueness of a weak solution are still valid.
Remark 5.4. For a spatial dimension equal to two, a sufficient condition to get the existence and uniqueness of a positive approximate solution is that the discretization of the Laplacian satisfies the usual positiveness properties (for example, with triangular finite elements with three nodes, with the angles of the triangles being less than or equal to f ). The proof of the error bounds is then extended in a straightforward way: we split the domain Q in two parts ftA = {x £ Ci, 0 < X] < h} and Çlch = {x £ Çl; x 0Í2/,}. For more details, we refer to [15] .
