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Abstract
This paper explores the following regularity properties and their relationships for simple, not-necessarily-
unital C∗-algebras: (i) Jiang–Su stability, (ii) unperforation in the Cuntz semigroup, and (iii) slow dimension
growth ((iii) applying only in the case that the C∗-algebra is approximately subhomogeneous). An example
is given of a simple, separable, nuclear, stably projectionless C∗-algebra whose Cuntz semigroup is not al-
most unperforated. This example is in fact approximately subhomogeneous. It is also shown that, in contrast
to this example, when an approximately subhomogeneous simple C∗-algebra has slow dimension growth,
its Cuntz semigroup is necessarily almost unperforated.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
The (Elliott) classification program for C∗-algebras consists of the goal of classifying simple,
separable, nuclear C∗-algebras by K-theory and traces, as outlined by George Elliott in 1990.
The conjecture that all simple, separable, nuclear C∗-algebras could be thus classified was, how-
ever, disproven by Andrew Toms in [25], who provided a unital counterexample (see also the
more refined counterexample in [28]). The reaction has been to try to characterise which simple,
separable, nuclear C∗-algebras are sufficiently “well-behaved” to expect such a classification.
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behaved,” are equivalent, and moreover, that the class of C∗-algebras which satisfy these (hope-
fully equivalent) regularity properties can be classified (see [31, Remark 3.5] and also the exposi-
tory article [9]). The different regularity properties considered include notions of low topological
dimension, stability under tensoring with the Jiang–Su algebra Z , and unperforation of the Cuntz
semigroup. (In particular, perforation in the Cuntz semigroup of a C∗-algebra A in [28] is what
distinguishes it from A⊗Z , although the K-theory and traces of these two algebras agree, along
with many other classical invariants.)
Although certainly incomplete, the problems of reconciling the different notions of a regular-
ity and classifying the well-behaved C∗-algebras have seen remarkable recent progress towards
solutions (see [13,34] in particular)—in the unital case. Little attention, however, has been paid
to the nonunital case. Note that if a simple C∗-algebra A is such that its stabilization con-
tains a nonzero projection p then A is Morita equivalent to the unital C∗-algebra p(A ⊗ K)p
by Brown’s Theorem [4]; thus we shall talk about stably projectionless C∗-algebras instead of
merely nonunital ones.
This paper explores the notions of regularity for simple but not necessarily unital C∗-algebras.
The most important result, perhaps, is Theorem 4.1, giving an example of a stably projectionless
C∗-algebra with perforation in its Cuntz semigroup. This C∗-algebra is approximately subho-
mogeneous, and its construction draws heavily on techniques of Villadsen [33], along with their
refinement in [28]. On the other hand, it is shown in Corollary 5.9 that an approximately sub-
homogeneous C∗-algebra constructed by a system with slow dimension growth cannot have
perforation in its Cuntz semigroup; this result was achieved in the unital case in [29, Theo-
rem 1.1], and this proof adapts the same techniques, and in particular, makes use of an adaptation
of Toms’ radius of comparison to the nonunital situation.
The author and Toms show in [24] that the Cuntz semigroups of approximately subhomo-
geneous C∗-algebras with slow dimension growth are almost divisible. In conjunction with
Corollary 5.9, this yields a complete computation of these Cuntz semigroups.
The neglect of stably projectionless C∗-algebras in the literature likely stems in part from the
fact that many important examples (including simple approximately homogeneous C∗-algebras
and crossed products of unital C∗-algebras by discrete groups) are excluded from this class.
There are, however, interesting known examples of stably projectionless C∗-algebras, including
many crossed products of Cuntz algebras by trace-scaling automorphisms [12] and one algebra
in particular which resembles in many ways a finite version of O2 [11].
A further reason that research has been focused on the unital case is simply that it admits many
simplifications; it is unclear whether these simplifications just make the proofs easier or represent
genuine differences in the structure of the algebras involved. The problems tackled here arise
from considering exactly this question, and all the results of this paper can be summarised by
saying that nonunital simple C∗-algebras behave analogously to unital ones, although the proofs
are more involved. Much of these additional technicalities are contained in theory developed re-
garding nonunital (approximately) subhomogeneous C∗-algebras in Section 3 (which overlaps
largely with Chapter 3 of the author’s PhD thesis [23]). This includes a nonunital generaliza-
tion (Definition 3.1) of Phillips’ notion of recursive subhomogeneous algebras, and structural
results (Corollary 3.4 and Theorem 3.6) showing that separable approximately subhomogeneous
algebras can be expressed as certain nice limits of recursive subhomogeneous algebras.
Some other contributions to our understanding of stably projectionless C∗-algebras can be
found in [11], where a particular self-absorbing example is constructed with potentially important
properties, and in [20], where a broad class of not necessarily unital C∗-algebras is classified.
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subhomogeneous algebras. Theory regarding nonunital recursive subhomogeneous C∗-algebras
can be found in Section 3. Section 4 contains the example of a simple, stably projectionless,
approximately subhomogeneous C∗-algebra with perforated Cuntz semigroup (to be precise, the
Cuntz semigroup is not almost unperforated). Finally, Section 5 introduces the notion of slow
dimension growth for nonunital C∗-algebras and shows that it implies that the Cuntz semigroup
is almost unperforated.
2. Preliminaries
Although the chief results of this paper concern simple C∗-algebras, ideals and quotients of
C∗-algebras will frequently appear in the underlying theory and proofs. The symbol πI will
always be used to denote the quotient map A → A/I when I is an ideal of a C∗-algebra A.
2.1. The Cuntz semigroup
Definition 2.1. Let A be a C∗-algebra and let a, b ∈ (A ⊗K)+. We say that a is Cuntz below b
if there exists a sequence (sn) ∈ A⊗K such that
∥∥a − snbs∗n∥∥→ 0
as n → ∞. We say that a is Cuntz equivalent to b if each of a and b is Cuntz below the other.
We use the notation [a] to denote the Cuntz-equivalence class of the element a, and write
[a] [b]
if a is Cuntz below b (this is well defined, since the Cuntz below relation is transitive).
This version of the Cuntz semigroup was introduced in [6]; the original definition used⋃
n A⊗Mn in place of A⊗K. The version using A⊗K has a rich structure, largely described
by belonging to the category Cu as to be defined presently. In order to define objects of this
category, we need the notion of (order-theoretic, sequential) compact containment. Let T be a
preordered set with x, y ∈ T . We say that x is compactly contained in y—denoted by x  y—if
for any increasing sequence (zn) in T with supremum z y, there exists n0 such that x  yn0 .
An object S of Cu is an ordered semigroup with the following properties:
(P1) S contains a zero element;
(P2) the order on S is compatible with addition:
x1 + x2  y1 + y2
whenever xi  yi for i = 1,2;
(P3) every increasing sequence in S has a supremum;
(P4) for every x ∈ S, there exists a sequence (xn) ⊂ S such that xn  xn+1 for every n and
supn xn = x;
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compatible with addition: if (sn) and (tn) are increasing sequences then
sup(sn + tn) = (sup sn)+ (sup tn);
and if xi  yi for i = 1,2, then
x1 + x2  y1 + y2.
Here we assume further that 0 x for any x ∈ S. This is always the case for the Cuntz semigroup
of a C∗-algebra. For objects S and T of Cu, the map φ : S → T is a morphism in the category
Cu if:
(M1) φ is order preserving;
(M2) φ is additive and maps 0 to 0;
(M3) φ preserves the suprema of increasing sequences;
(M4) φ preserves the relation .
The category Cu admits inductive limits, and Cu(·) may be viewed as a functor from C∗-
algebras into Cu. A central result of [6] is that if (Ai,φi) is an inductive sequence of C∗-algebras,
then
Cu
(
lim
i→∞(Ai,φi)
)∼= lim
i→∞
(Cu(Ai),Cu(φi)).
Let S = limi→∞(Si, φi+1i ) be an inductive limit in the category Cu, with φji : Si → Sj and
φ∞i : Si → S the canonical maps. We have the following two properties (established in the proof
of [6, Theorem 2]):
(L1) Each x ∈ S is the supremum of a sequence of the form (φ∞i (xi)) where xi ∈ Si and
φi+1i (xi)  xi+1 for all i.
(L2) If x, y ∈ Si , and φ∞i (x) φ∞i (y), then for all x′  x there is j  i such that
φ
j
i
(
x′
)
 φji (y).
2.2. Approximately subhomogeneous algebras
Approximately subhomogeneous C∗-algebras appear often in the literature; see [7,14,16,30,
34] which includes many strong structural results, most of which concern only the unital case.
Here we shall be chiefly concerned with nonunital (and in fact, stably projectionless) approxi-
mately subhomogeneous algebras.
Definition 2.2. A C∗-algebra is subhomogeneous if there is a finite bound on the dimensions of
its irreducible representations. A C∗-algebra is said to be approximately subhomogeneous if it
can be written as an inductive limit of a sequence of subhomogeneous algebras.
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3.1. Recursive subhomogeneous algebras and their ideals
The systematic study of unital approximately subhomogeneous algebras has been largely
aided by the computational device of recursive subhomogeneous algebras, which are certain
subhomogeneous algebras with particularly accessible structure. Every unital approximately sub-
homogeneous algebra has been shown to be an inductive limit of recursive subhomogeneous
algebras, which is why we are able to use them to study approximately subhomogeneous alge-
bras. Here, we give a natural expansion of the class of recursive subhomogeneous algebras to
include nonunital algebras, and show in Corollary 3.4 that, with this expansion, the aforemen-
tioned result continues to hold in the nonunital case. The definition appears first in the author’s
PhD thesis [23], as does Corollary 3.4.
Definition 3.1. The class of recursive subhomogeneous algebras is the smallest class RSH
containing 0 and closed under a certain pullback construction as follows. If R ∈ RSH, Ω is
a compact Hausdorff space, Ω(0) is a closed (possibly empty) subset of Ω , n ∈ {1,2, . . .},
ρ :R → C(Ω(0),Mn) is a ∗-homomorphism, and
R′ → C(Ω,Mn)
↓ ↓ f →f |
Ω(0)
R
ρ−→ C(Ω(0),Mn);
is a pull-back then R′ ∈RSH. Explicitly, we may identify the pullback R′ with the amalgamated
direct sum,
{
(f, a) ∈C(Ω,Mn)⊕R : f |Ω(0) = ρ(a)
}
.
Remark.
(i) In [17], Chris Phillips originally defined recursive subhomogeneous algebras just as above,
except that the maps ρ are required to be unital. Phillips’ class of recursive subhomogeneous
algebras consists exactly of the unital C∗-algebras which are recursive subhomogeneous as
defined here (the proof of this is quite straightforward).
(ii) A further “nonunital” relaxation of the definition would be to drop the condition that Ω is
compact, and instead require that it be only locally compact. However, making use of the
one-point compactification, one sees that the class of recursive subhomogeneous algebras is
unchanged: the pull-back R′ in
R′ → C0(Ω,Mn)
↓ ↓ f →f |
Ω(0)
R
ρ−→ C0(Ω(0),Mn)
is isomorphic to the pull-back R′′ in
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↓ ↓ f →f |
Ω(0)∪{∞}
R
ρ˜−→ C(Ω(0) ∪ {∞},Mn),
where ρ˜(a)|Ω(0) = ρ(a) and ρ˜(a)(∞) = 0.
(iii) Evidently, every recursive subhomogeneous algebra can be realised as an iterated pull-
back. That is to say, if R is a recursive subhomogeneous algebra then there exist algebras
R0, . . . ,R such that R0 = 0, R = R, and for each i = 1, . . . , , Ri is given as a pull-back
Ri
σi−→ C(Ωi,Mni )
λi−1i ↓ ↓ f →f |Ω(0)
i
Ri−1
ρi−→ C(Ω(0)i ,Mni );
where Ωi is a compact Hausdorff space, Ω(0)i is a closed subset, and ρi is a ∗-homomor-
phism. Following [17, Definition 1.2], we call this a (recursive subhomogeneous) decom-
position of R. We call Ω :=∐i Ωi the total space, and maxi ni the maximum matrix size,
of this decomposition. The topological dimension of the decomposition refers to the cover-
ing dimension of the total space.
The recursive subhomogeneous decomposition gives rise to a canonical representation
σ :R → C(Ω,K);
namely, it is defined by
σ(·)|Ωi = σi ◦ λii+1 ◦ · · · ◦ λ−1 ,
for each i = 1, . . . , .
Proposition 3.2. (Cf. [17, Corollary 3.3].) An ideal of a recursive subhomogeneous algebra is
itself a recursive subhomogeneous algebra.
Proof. Let R be a recursive subhomogeneous algebra and let J be an ideal of R. As the class
of recursive subhomogeneous algebras has a recursive definition, we may use induction for this
proof. Specifically, we first observe that the result holds in the base case that R = Mn. Then, for
the inductive step, we suppose that R be given by the pullback
R
σ−→ C(Ω,Mn)
λ ↓ ↓ f →f |
Ω(0)
R0
ρ−→ C(Ω(0),Mn);
where our inductive hypothesis says that any ideal of R0 is a recursive subhomogeneous algebra.
Since the restriction map is surjective, so is the map λ. From this, it follows that J0 := λ(J )
is an ideal of R0, and therefore it is itself a recursive subhomogeneous algebra. Define Λ to be
the open subset of Ω such that C0(Λ,Mn) is the ideal generated by σ(J ). By commutativity
of (3.1), ρ(J0) is contained in C0(Λ∩Ω,Mn), and thus,
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λ|J ↓ ↓ f →f |Ω(0)∩Λ
J0
ρ|J0−→ C0(Λ∩Ω(0),Mn)
(3.1)
commutes. We shall show that, in fact, (3.1) is a pullback, from which it follows (by the remark
(ii) after Definition 3.1) that J is recursive subhomogeneous. To show that (3.1) is a pullback,
we need only show that for any a ∈R, if σ(a) ∈ C0(Λ,Mn) and λ(a) ∈ J0 then a ∈ J .
Let 
 > 0. Since
σ(a)|Ω(0) ∈ ρ
(
λ(J )
)= σ(J )|Ω(0) ,
there must be some open set U containing Ω(0) such that σ(a)|U is approximately contained
(to within 
) in σ(J )|U . On the other hand, since U contains Ω(0), the map a → σ(a)|Ω\U is
surjective, so that σ(J )|Ω\U is an ideal of C(Ω\U,Mn) and therefore
σ(J )|Ω\U = C0(Λ\U,Mn).
In particular, we see that σ(a)|Ω\U ∈ σ(J )|Ω\U .
If (eα) is an approximate identity for J then we see that
lim sup
∥∥σ(eαa)− σ(a)|U∥∥ 

while
∥∥σ(eαa)− σ(a)|Ω\U∥∥→ 0
and ‖λ(eαa) − λ(a)‖ → 0. Hence, there exists α such that ‖a − eαa‖  2
, and of course,
eαa ∈ J , which proves that a has distance at most 2
 from J . Since 
 is arbitrary, it follows that
a ∈ J . 
In [17, Theorem 2.16], unital recursive subhomogeneous algebras are characterised abstractly
(in the separable case). A generalization to the nonunital case follows as a consequence of the
last proposition. We shall denote by Prim(A) the primitive spectrum of a C∗-algebra A, with the
kernel-hull topology (for details, see for instance [15, Chapter 4]). We use Primn(A) to denote the
subset of Prim(A) consisting of the kernels of irreducible representations of dimension exactly n.
Corollary 3.3. Let A be a separable unital C∗-algebra, and let N,d be natural numbers. The
following are equivalent:
(i) A has a recursive subhomogeneous decomposition with maximum matrix size at most N
and topological dimension at most d .
(ii) A has a recursive subhomogeneous decomposition with maximum matrix size at most N
and topological dimension at most d , and whose total space is at most second countable.
(iii) All irreducible representations of A have dimension at most N , and for n = 1, . . . ,N , the
covering dimension of Primn(A) is at most d .
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with finite-dimensional total space.
Proof. In the unital case, this is exactly [17, Theorem 2.16]. In the nonunital case, while (ii) ⇒
(i) is immediate and (i) ⇒ (iii) is quite straightforward (see the proof of [17, Phillips 2.16]), let
us explain how to get (iii) ⇒ (ii). Assuming (iii), we see that (iii) also holds for the unitization
A∼ of A, since
Primn
(
A∼
)=
{Prim1(A) {·}, if n= 1,
Primn(A), otherwise.
Thus, by the unital case, (ii) holds for A∼. By Proposition 3.2 (and its proof), (ii) holds also
for A, as required.
The last statement follows from the proof of [14, Theorem 1.5], where it is shown that if A is
a subhomogeneous C∗-algebra generated by m elements then
dim Primn(A) 4mn2,
for all n. 
Corollary 3.4. (Cf. [14, Corollary 2.1].) Every separable approximately subhomogeneous al-
gebra can be written as an inductive limit of recursive subhomogeneous algebras with finite-
dimensional total space.
Proof. Let A be a separable approximately subhomogeneous algebra. Since A is separable and
an inductive limit of subhomogeneous algebras, it is easy to see that it is an inductive limit of
finitely generated subhomogeneous algebras. By Corollary 3.3, it follows that these finite stage
algebras are recursive subhomogeneous with finite-dimensional total space. 
3.2. Compact primitive spectrum for finite stages of simple approximately subhomogeneous
algebras
Here we improve on Corollary 3.4 in the simple case, by showing that in this case, the recur-
sive subhomogeneous algebras in the inductive limit can be chosen such that their primitive ideal
space is compact. This fact is often used—implicitly—in the unital case, where it is obvious:
a unital inductive limit must come from a unital inductive system, and every unital algebra has
compact primitive ideal space. In the nonunital case, the key fact used is that when we tensor a
simple algebra with a stable purely infinite simple algebra (such as O2 ⊗K), the resulting algebra
does contain a projection. This was proven by Bruce Blackadar and Joachim Cuntz in [1]. This
projection, in the nonunital case, plays the role that the unit plays in the unital case.
We begin with a simple characterization of when Prim(A) is compact. (Once again, we refer
the reader to [15, Chapter 4] for basic theory regarding the primitive ideal space.) An elaboration
of this characterization will appear in [24].
Proposition 3.5. Let A be a C∗-algebra. The following are equivalent:
(i) Prim(A) is compact;
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‖π(a)‖ 
 for every nonzero representation π .
Proof. Suppose that Prim(A) is compact. Letting (eα) be an approximate identity, then since the
ideal generated by {eα} is all of A, we must have by compactness of Prim(A) that A is generated,
as an ideal, by some finite number of eα’s. In particular, A contains a full element.
Now, letting a ∈A be full, note that
I → ∥∥πI (a)∥∥
is a lower semicontinuous function from Prim(A) to (0,∞), and therefore it attains a minimum,

 > 0.
Conversely, suppose that A contains an element a such that ‖π(a)‖ 
 for every representa-
tion π . Let {Uα} be an open cover of Prim(A) and let Iα be the ideal of A associated to Uα , for
each α. Then since
⋃
Uα = Prim(A), we must have ∑ Iα = A, and in particular, a is approxi-
mated by a finite sum; that is, there exist indices α1, . . . , αn and some element b ∈∑ni=1 Iαi such
that
‖a − b‖ < 
.
Consequently, we see that for every nonzero representation π of A,
∥∥π(b)∥∥ ∥∥π(a)∥∥− 
 > 0
for every representation π of A, and therefore, b is full in A. But this means that {Uα1, . . . ,Uαn}
is a finite subcover. Thus, we have proven that Prim(A) is compact. 
Proposition 3.6. Let A be a separable simple approximately subhomogeneous algebra. Then
there exists an inductive limit decomposition
A1
φ21−→ A2
φ32−→ · · · →A = lim−→Ai
such that each Ai is a recursive subhomogeneous algebra with compact spectrum and each
connecting map is full (i.e. φji (Ai) generates Aj as an ideal).
Proof. By Corollary 3.4, let
B1
φ21−→ B2
φ32−→ · · ·
be any inductive system of recursive subhomogeneous algebras with A as its limit. By [1, Corol-
lary 5.2], A⊗O2 ⊗K contains a nonzero projection.
Hence, Bi ⊗O2 ⊗K contains a nonzero projection p for some i, and without loss of generality
we take i = 1. The ideal of Bi ⊗O2 ⊗K generated by (φi1 ⊗ idO2⊗K)(p) is of the form
Ai ⊗O2 ⊗K
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lary 9.4.6], for instance). However, since Ai ⊗ O2 ⊗ K contains a full projection, we see by
Proposition 3.5 that its primitive ideal space is compact. It is evident, by the construction, that
φ
j
i (Ai) generates Aj as an ideal, and since
⋃
φ∞i (Ai) is a nonzero ideal of A, it is all of A.
Finally, since Ai is an ideal of a recursive subhomogeneous algebra, by Proposition 3.2, Ai is
recursive subhomogeneous. 
Here is a chief advantage to having an inductive system as in Proposition 3.6.
Proposition 3.7. (Cf. [23, Proposition 3.2.4].) Let
A1
φ21−→ A2
φ32−→ · · ·
be an inductive system such that each map φji is full and injective, each algebra Ai has compact
primitive ideal space, and its limit, A, is simple. Then for every i and every nonzero a ∈Ai , there
exists j  i such that φji (a) generates Aj as an ideal.
Proof. By Proposition 3.5, let b ∈ Ai be such that ‖π(b)‖ 1 for all representations π . Since A
is simple, there exists j  i and some element c in the ideal of Aj generated by φji (a) such that
∥∥φji (b)− c∥∥< 1.
For every nonzero representation π of Aj , since φji is full, π ◦ φji is nonzero. Thus,
∥∥π(c)∥∥ ∥∥π(φji (b))∥∥− ∥∥π(φji (b)− c)∥∥> 1 − 1 = 0.
Consequently, we see that c is full, which means that φji (a) generates Aj as an ideal. 
4. Perforation in simple stably projectionless approximately subhomogeneous algebras
The main result here is the existence of a simple, stably projectionless approximately subho-
mogeneous algebra whose Cuntz semigroup is not almost unperforated.
Theorem 4.1. There exists a simple separable stably projectionless approximately subhomoge-
neous algebra A such that for any n ∈N, there exists [a], [b] ∈ Cu(C) and k ∈N such that
(k + 1)[a] k[b]
yet [a] n[b]. In particular, A is not Z-stable and A has infinite nuclear dimension.
The final statements follow from [22, Theorem 4.5] (applied to A⊗K) and [19] respectively.
Otherwise, the proof consists of an explicit construction, which will be completed in Section 4.4.
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The inductive limits used to construct our examples will involve particularly tractable homo-
morphisms, ones which are essentially diagonal. Observe that recursive subhomogeneous alge-
bras occur as subalgebras of algebras of the form C(X,Mn), and between algebras of this form,
we may define bone fide diagonal homomorphisms. A diagonal map C(X,Mn) → C(Y,Mm) is
a ∗-homomorphism of the form
f →Dα1,...,αp (f )
:= diag(f ◦ α1, f ◦ α2, . . . , f ◦ αp)
:=
⎛
⎜⎜⎜⎜⎝
f ◦ α1 0 · · · 0
0 f ◦ α2 . . .
...
...
. . .
. . . 0
0 · · · f ◦ αp 0
⎞
⎟⎟⎟⎟⎠ ,
where α1, . . . , αp : Y → X are continuous functions, called the eigenmaps of Dα1,...,αp .
We give now a general criterion for perforation in the Cuntz semigroup of an approximately
subhomogeneous algebra. The key ingredient in the following proof of perforation is a Chern
class argument, used initially by Jesper Villadsen in [33]. A second, but nonetheless crucial, in-
gredient is the adaptation of Villadsen’s construction to positive elements in place of projections,
originally pioneered by Andrew Toms in [28]. A comprehensive account of the role of dimension
growth in these arguments was given in [31], and the following result (and its proof) is reminis-
cent of [31, Lemma 4.1] (the values di+1 · · ·dj ,pi+1 · · ·pj used here play the roles of Ni,j ,Mi,j
respectively there).
Proposition 4.2. Let
A1
φ21−→ A2
φ32−→ · · ·
be an inductive limit, such that for each i, the algebra Ai is a subalgebra of C(Xi,Mmi ) and
φi+1i = Ad(u) ◦ Dα(i)1 ,...,α(i)pi for some unitary u ∈ C(Xi+1,Mmi+1) (so that mi+1 = mipi ). Sup-
pose that Xi contains a copy Yi of [0,1]d1···di−1 such that
• Ai |Yi = C(Yi,Mmi ),
• for t = 1, . . . , di , α(i)t |Yi+1 is given by the ith coordinate projection ([0,1]d1···di−1)di →
[0,1]d1···di−1 , and
• for t = di + 1, . . . , pi , α(i)t |Yi+1 : Yi+1 →Xi factors through the interval.
If
∞∏ di+1
pi
> 0
i=1
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(k + 1)[a] k[b]
yet [a] n[b].
Proof. Since
∏∞
j=2 dj/pj > 0 yet dj /pj  1 for each j , we may find an i such that
∞∏
j=i
dj /pj >
6n− 1
6n
,
and such that dimYi  6n. We may find subsets S ⊆ T ⊆ Yi such that
S ∼= (S2)3n,
T is open, there exists a retract r : T → S. (For example, take S to be an embedding of (S2)3n in
the interior of Yi and let T be a small tubular neighbourhood of S.)
Let β ∈ C(S2,M2) be a Bott projection, let f ∈ C0(T ) be a strictly positive function, and
define
bi := f
⊕
3
(
β⊗3n
) ◦ r ∈C0(T ,K) ⊆ (Ai ⊗K)+.
Also define
ai := f 12 ∈ C0(T ,K)+ ⊆ (Ai ⊗K)+.
Set
a := φ∞i (ai), b := φ∞i (bi) ∈ (lim−→Ai ⊗K)+.
If k  3n+ 2 then
Rank
⊕
k
⊕
3
β⊗3n − Rank
⊕
k+1
12 =
(
3k − (2k + 2))
= k − 2
 3n
>
dim(S2)3n − 1
2
and therefore by [10, Theorem 9.1.2]
(k + 1)[12] k
[⊕
β⊗3n
]3
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(k + 1)[ai] k[bi]
in Cu(Ai).
To see that [a] n[b], suppose the contrary. Since f is strictly positive on the compact set S,
let 
 > 0 be strictly less than its minimum value on that set. By (L2), there exists j  i such that
[
φ
j
i
(
(ai − 
)+
)]
 n
[
φ
j
i (bi)
]
in Cu(Aj ).
Set d := di · · ·dj−1 and p := pi · · ·pj−1. We have
Xj = Xdi ,
and φji includes d coordinate projections. Set
a′ = φji
(
(ai − 
)+
)∣∣
Sd
, b′ = φji (bi)
∣∣
Sd
∈ C(Sd,K)∼= C((S2)3nd,K).
Since Cuntz equivalence passes to quotients, we have
[
a′
]
 n
[
b′
]
in Cu(C((S2)3nd)). With a′′ = 12d ∈ C((S2)3nd,K); since φji contains d coordinate projections,
we have
[
a′′
]

[
a′
]
.
If we now label the t th coordinate projection δt : ((S2)3n)d → (S2)3n, for t = 1, . . . , d , and set
b′′ =
d⊕
t=1
(⊕
3n
β⊗3n
)
◦ δt ⊕ 13n(p−d)
then (since there are 3(p− d) eigenmaps that aren’t coordinate projections, each of which factor
through the interval, and Cuntz comparison for functions on the interval is determined by the
ranks at each point),
n
[
b′
]

[
b′′
]
.
We therefore have
[
a′′
]

[
b′′
]
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[
a′′
]+ [c] = [b′′].
We can compute the rank of c to be 3np − 2d .
We now wish to take the Chern classes to obtain a contradiction. See [31, Section 4.1] for
background. The codomain of the Chern class c is the integral cohomology ring
H ∗
(((
S2
)3n)d)
= Z[es,t : s = 1, . . . ,3n, t = 1, . . . , d]/
〈
e2s,t : s = 1, . . . ,3n, t = 1, . . . , d
〉
,
with c(β⊗3n ◦ δt ) = (1 + e1,t + · · · + e3n,t ) and therefore,
c
(
b′′
)=
3∏
t=1
n(1 + e1,t + · · · + e3n,t )3n.
The coefficient of
∏
s,t es,t is 1 = 0, and since
c
(
a′′
)
c(c) = c(b′′)
yet c(a′′) = 1, we must have that the degree of c(c) is at least 3nd , which implies that
Rank c 3nd . That is,
3nd  3np − 2d = (3n− 2)p + 2(p − d) (3n− 2)p;
and by dividing by 3np, this gives
d/p  (3n− 2)/3n.
However, by assumption, (6n− 1)/6n d/p and so
(6n− 1)/6n d/p  (3n− 2)/3n,
a contradiction. 
4.2. Generalizing the Razak building blocks
Razak introduced certain stably projectionless, though highly nonsimple, C∗-algebras in [18].
These building block C∗-algebras have trivial K0- and K1-groups and are topologically one-
dimensional (in fact, they are fields of C∗-algebras over T, which are nontrivial only at one point).
Razak showed that, as one might expect, the simple inductive limits of such building blocks are
classified by the traces. Tsang gave in [32] an Effros–Handelman–Shen-type calculation of the
range of the invariant for this class of simple C∗-algebras, showing in particular that any Choquet
simplex can arise as the base of the cone of traces in such an inductive limit.
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by adapting the building blocks of Razak to allow a base space of high dimension. The gen-
eralised Razak building block construction will centre around what will here be referred to as
double-pointed spaces; a double-pointed space is a compact Hausdorff space X together with
two (distinct) distinguished points x0, x1 ∈ X. We form a category of double-pointed spaces by
imposing that morphisms (X,x0, x1) → (Y, y0, y1) are continuous functions X → Y which send
x0, x1 to y0, y1 respectively. We will often use the notation X = (X,x0, x1) to denote a double-
pointed space.
Given a double-pointed space (X,x0, x1) and a natural number k, let us define the C∗-algebra
R(X,x0, x1, k) :=
{
f ∈ C(X,Mk+1): ∃λ ∈C s.t. f (x0)= (λ1k)⊕ 0 and
f (x1)= λ1k+1
}
.
Razak’s original building blocks arise from taking X = [0,1], x0 = 0, x1 = 1.
A small amount of computation characterises when, up to a unitary conjugation, the image of
R(X, k) under a diagonal map lands in R(Y, )⊗Mm. The result follows.
Proposition 4.3. Let X = (X,x0, x1),Y = (Y, y0, y1) be double-pointed spaces and let k,  be
natural numbers. Let α1, . . . , αp : Y → X be continuous maps. Then the following are equiva-
lent:
(i) There exists a unitary u ∈ C(Y,M+1)⊗Mm such that
uDα1,...,αp
(
R(X, k)
)
u∗ ⊆ R(Y, )⊗Mm.
(ii) Counting multiplicity we have
{
α1(y0), . . . , αp(y0)
}= a0{x0} ∪ a1{x1} ∪ {z1} ∪ · · · ∪ {zs} and{
α1(y1), . . . , αp(y1)
}= b0{x0} ∪ b1{x1} ∪ (+ 1){z1} ∪ · · · ∪ (+ 1){zs}
for some points z1, . . . , zs ∈ X, and some natural numbers a0, a1, b0, b1 satisfying
ka0 + (k + 1)a1 =
(
m− s(k + 1)) and
kb0 + (k + 1)b1 =
(
m− s(k + 1))(+ 1).
Proof. (i) ⇒ (ii): If uR(X, k)u∗ ⊆ R(Y, )⊗Mm then, the unitaries u0 = u(y0) and u1 = u(y1)
must satisfy, for all f ∈ R(X, k),
u0 diag
(
f
(
α1(y0)
)
, . . . , f
(
αp(y0)
))
u∗0 = (1 ⊕ 0)⊗ ρ(f ) and
u1 diag
(
f
(
α1(y1)
)
, . . . , f
(
αp(y1)
))
u∗1 = 1+1 ⊗ ρ(f ),
for some representation ρ : R(X, k) → Mm. Up to unitary equivalence, ρ is the direct sum of
irreducible representations,
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(⊕
t
ψ
)
⊕ evz1 ⊕· · · ⊕ evzp
where z1, . . . , zp ∈ X\{x0, x1} and ψ : R(X, k) → C is the representation given by ψ(f ) = λ
where f (x0) = λ1k ⊕ 0. Note that t = m− s(k + 1).
Noting that evα1(y0) ⊕· · · ⊕ evαp(y0) is unitarily equivalent to
⊕
t
ψ ⊕
⊕

evz1 ⊕· · · ⊕
⊕

evzp .
Therefore we see that if a0, a1 denote the respective multiplicities of x0, x1 in {α1(y0), . . . , αp(y0)}
then
ka0 + (k + 1)a1 = t =
(
m− s(k + 1)).
Likewise, we must have
kb0 + (k + 1)b1 =
(
m− s(k + 1))(+ 1).
Finally, every z ∈ X\{x0, x1} occurs an equal number of times in {α1(y0), . . . , αp(y0)} as in
{z1} ∪ · · · ∪ {zs}. If q denotes this number then q( + 1) is the number of times it occurs in
( + 1){z1} ∪ · · · ∪ ( + 1){zs}, which is necessarily the same number of times that it occurs in
{α1(y1), . . . , αp(y1)}. Hence, we have shown that (ii) holds.
(ii) ⇒ (i): Given (ii), it follows that there exist unitaries u0, u1 ∈ M+1 ⊗ Mm such that, for
every f ∈ R(X,x0, x1, k),
u0 diag
(
f
(
α1(y0)
)
, . . . , f
(
αp(y0)
))
u∗0 = (1 ⊕ 0)⊗
(
λ1t ⊕ f (z1)⊕ · · · ⊕ f (zs)
)
and
u1 diag
(
f
(
α1(y1)
)
, . . . , f
(
αp(y1)
))
u∗1 = 1+1 ⊗
(
λ1t ⊕ f (z1)⊕ · · · ⊕ f (zs)
)
,
where t = m− s(k + 1).
Since the unitary group of M+1 ⊗Mm is path connected, we can extend u0, u1 to a homotopy
of unitaries t → ut . Next, by Urysohn’s Lemma, we may find η : Y → [0,1] such that η(y0) = 0
and η(y1) = 1. Define u ∈ C(Y,M+1)⊗Mm by setting
u(y) = uη(y).
Evidently,
uD(α1,...,αp)
(
R(X,x0, x1, k)
)
u∗ ⊆ R(Y,y0, y1, )⊗Mm. 
Remark 4.4. In the sequel, we will use the following explicit solution for (ii), depending on s, k
and an additional variable u:
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m := (k + 1)2s,
a0 := (k + 1)(k + 1 + u)s,
a1 := ksu,
b0 := (k + 1)su,
b1 := k(k + 2 + u)s.
We note that there is a total of (k2 + 2ku+ 3k + 3u+ 2)s eigenmaps. If Y= (Xd, (x0, . . . , x0),
(y0, . . . , y0)), d  b1 then this solution permits up to b1 coordinate projections. Suppose in addi-
tion that X is isomorphic to (X,x1, x0) (where we have flipped the points); in this case, we shall
use the term flipped coordinate projection to refer to a coordinate projection composed with a
homeomorphism which switches x0 and x1. In addition to the b1 (regular) coordinate projections,
we may include up to a1 flipped coordinate projections.
4.3. Simplicity
Suppose we have an inductive system
R(X1, k1)⊗Mm1
φ21−→R(X2, k2)⊗Mm2
φ32−→ · · ·
where for each i, φji is the unitary conjugation of a diagonal map, where the eigenmaps include
point evaluations at z(i)1 , . . . , z
(i)
si,j . (Note that if some point evaluation occurs as an eigenmap
of φji then it also occurs as an eigenmap of φ
k
i for k > j .)
If, for each i, si,j → ∞ as j → ∞ and the set
{
z
(i)
1 , z
(i)
2 , . . .
}
is dense in Xi then the inductive limit is simple. This is easy to verify by noting that, under these
conditions, for any nonzero f ∈ R(Xi , ki)⊗Mmi , there exists j such that
φ
j
i (f )(x) = 0 ∀x ∈ Xj .
We can satisfy this simplicity criterion easily in an inductive context with separable spaces Xi .
For example, after constructing an initial segment
R(X1, k1)⊗Mm1 → ·· · → R(Xi , kk)⊗Mmi ,
we can simply pick a dense sequence
{
z
(i)
1 , z
(i)
2 , . . .
}
and require that for each t , point evaluation at z(i)t occurs as an eigenmap at some later stage.
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Our construction consists of an inductive limit A of algebras Ai = R(Xi , ki)⊗Mmi , where
X0 =
([0,1],0,1)
and
(
Xi+1, x(i+1)0 , x
(i+1)
1
)=Xi+1 =Xdii := (Xdii , (x(i)0 , . . . , x(i)0 ), (x(i)1 , . . . , x(i)1 )).
The map φi+1i : Ai → Ai+1 of the inductive system is a unitary conjugation of a diagonal map
with pi eigenmaps, consisting of:
(i) di distinct (flip-)coordinate projections Xdii →Xi ,
(ii) some number, si+1, of constant maps, and
(iii) each of the remaining maps factors through the interval [0,1].
The constant maps are included in order to make the limit simple (as explained in Section 4.3).
The remaining maps (in (iii)) are needed in order to satisfy boundary conditions (Theorem 4.3),
which ensure that a unitary exists which conjugates the image of Ai into Ai+1. We see from
Proposition 4.2 that Cu(A) is not almost unperforated if
∞∏
i=1
di
pi
= 0.
In fact, Corollary 5.9 will show that if
∏ di
pi
= 0 then Cu(A) is almost unperforated. That is to
say, perforation in the Cuntz semigroup of the limit is exactly contingent on whether the system
(Ai,φ
i+1
i ) has slow dimension growth. We shall see that we can get a system without slow
dimension growth, and therefore a limit whose Cuntz semigroup is not almost unperforated.
Naturally, we shall choose the sequence of spaces Ai = R(Xi , ki)⊗Mmi inductively, and use
Remark 4.4 to aid us in finding the maps φi+1i . Given our choice of algebra Ai = R(Xi , ki) ⊗
Mmi , letting si denote the required number of constant eigenmaps (as explained in Section 4.3),
and letting ui be specified later, we set
ki+1 := ki + 1 + 2ui,
mi+1 := mi(ki + 1)2si .
In φi+1i , we can include (up to) ki(ki + 2 + ui)si coordinate projections and kisiui flipped coor-
dinate projections, so we set
di = ki(ki + 2 + ui)si + kisiui = ki(ki + 2 + 2ui)si .
We have specified the coordinate projection eigenmaps and the constant eigenmaps. From Theo-
rem 4.3, we see that in order to have a unitary that conjugates the image of the diagonal map into
R(Xi+1, ki+1) ⊗ Mm , we need the remaining eigenmaps to take certain values at x(i+1) andi+1 0
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find eigenmaps which factor through the interval and which satisfy this boundary behaviour.
Finally, the total number of eigenmaps is pi = (2kiui + 3ui + ki + 1)si . Thus,
∏ di
pi
=
∏ ki(ki + 2 + 2ui)si
(k2i + 2kiui + 3ki + 3ui + 2)si
=
∏ ki(ki + 2 + 2ui)
k2i + 2kiui + 3ki + 3ui + 2
. (4.1)
If we set ui = ki for each i then we find
ki+1 = 3ki + 1 = 3i−1(k1 + 1/2)− 1/2
(after solving this recurrence). For simplicity, set K = 1/3(k1 + 1/2). Then (4.1) becomes
∏ di
pi
=
∏ (3iK − 1/2)(3iK − 1/2 + 2 + 2 · 3iK − 1)
(3iK − 1/2)2 + 2(3iK − 1/2)2 + 3(3iK − 1/2)+ 3(3iK − 1/2)+ 2
=
∏ (3 · 9iK2 − 3iK − 1/4)
3 · 9iK2 + 5/4 .
It is not hard to see that this infinite product is nonzero. (For instance, take the logarithm and
argue that the absolute value of the ith term in the log series is eventually smaller than 1/i2,
which are the terms of a convergent series.)
This concludes the demonstration that there exists a counterexample as named in Theorem 4.1,
and therefore proves that theorem.
5. Slow dimension growth and unperforation
Slow dimension growth is a regularity condition for approximately subhomogeneous algebras
that says roughly that the topological dimension is small relative to the matricial dimension.
For simple unital approximately homogeneous algebras (a class that includes all simple ap-
proximately homogeneous algebras, up to stable isomorphism), it was introduced by Blackadar,
Da˘da˘rlat, and Rørdam in [2], and the definition was adapted to simple unital approximately
subhomogeneous algebras by Phillips in [16]. Its significance was confirmed by [34, Corol-
lary 6.5]/[30, Corollary 1.3], which shows that it is equivalent to Z-stability. For simple separable
approximately homogeneous algebras, it has been shown to be equivalent to no dimension
growth. Classification conjectures would predict this also for approximately subhomogeneous
algebras (see the range of invariant result in [7]).
Any subhomogeneous C∗-algebra embeds into continuous functions from the Cantor set
into K, and this demonstrates that we should be a bit picky about what space to use to mea-
sure the topological dimension. We find that a good measure of topological dimension comes
from looking at the primitive spectrum of a subhomogeneous algebra, and, more specifically, the
pieces of the primitive spectrum corresponding to irreducible representations of constant dimen-
sion.
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set dtop(π) := dim Primn(A) where n is the dimension of the representation π (i.e. n is such that
kerπ ∈ Primn(A)). For an element a ∈ A, the dimension-rank ratio of a is defined to be
Rdim:rank(a) := sup dtop(π)Rankπ(a) ,
where π ranges over all the irreducible representations of A. In case π(a) vanishes for some
irreducible representation π , we set Rdim:rank(a) := ∞.
Note that, as long as a is full, Rdim:rank(a) < ∞.
Proposition 5.2. Let
A1
φ21−→ A2
φ32−→ · · ·
be an inductive system of subhomogeneous C∗-algebras with compact, finite-dimensional spec-
tra, and let A be the inductive limit. Suppose that the maps φji are full and injective and that A
is simple. Then the following are equivalent:
(i) For every i and every nonzero a ∈ Ai , Rdim:rank(φji (a)) → 0 as j → ∞.
(ii) There exists a ∈Ai for some i such that Rdim:rank(φji (a)) → 0 as j → ∞.
Proof. Of course, (i) ⇒ (ii) is obvious. Conversely, suppose that (ii) holds as stated, and let
b ∈ Aj be nonzero. By Proposition 3.7, there exists k  j such that φkj (b) generates Ak as an
ideal. In particular, Rankπ(φkj (b)) 1 for every irreducible representation π of Ak . Since Ak is
subhomogeneous, let D be the maximal dimension of irreducible representations of Ak , so that
we see that
Rankπ
(
φkj (b)
)
D/D  Rankπ
(
φki (a)
)
/D,
for every irreducible representation (and therefore, every finite-dimensional representation)
of Ak . Hence,
Rdim:rank
(
φj (b)
)
 Rdim:rank
(
φi (a)
)
/D
for every  k, and hence the left-hand side approaches 0 as  → ∞. 
Definition 5.3. We say that a simple approximately subhomogeneous algebra A has slow dimen-
sion growth if it can be written as an inductive limit
A1
φ21−→ A2
φ32−→ · · · →A = lim−→Ai
of subhomogeneous algebras with compact, finite-dimensional spectra and full injective maps,
such that the system satisfies the equivalent conditions of Proposition 5.2.
1402 A. Tikuisis / Journal of Functional Analysis 263 (2012) 1382–1407The main technical tool used to show that slow dimension growth implies unperforated Cuntz
semigroup is the radius of comparison, which we define presently. The radius of comparison was
originally defined for a unital C∗-algebra in [26]. It is not hard to see that it is a property of
the Cuntz semigroup. We use the same definition, except that we allow ourselves to normalise
functionals against an element that may not be the unit, as is necessary to adapt this concept to
nonunital algebras.
Definition 5.4. Let S be an ordered semigroup from the category Cu such that x  0 for all
x ∈ S. Define F(S) to be the set of all functions λ : S → [0,∞] which are:
(i) linear, meaning that they are additive and send 0 to 0,
(ii) order-preserving, and
(iii) supremum-preserving, for suprema of increasing sequences.
Let e ∈ S be full. The radius of comparison of S, with respect to e, is the infimum of real numbers
r > 0 such that
(RC) If x, y ∈ S satisfy λ(x)+ r < λ(y) for all λ ∈ F(S) for which λ(e) = 1 then x  y.
We denote the radius of comparison of S with respect to e by rc(S, e).
A definition of the radius of comparison for nonunital C∗-algebras was already given in [3],
although that definition is slightly different, in that it uses  in place of < in (RC). (This only
makes a difference in cases where there aren’t enough functionals taking values other than 0
and ∞, and in particular, [3, Proposition 3.2.3] shows that the definitions agree for stably finite
simple C∗-algebras.)
We next obtain a bound on the radius of comparison for a recursive subhomogeneous alge-
bra. This result implies that, if (Ri,φi+1i ) is an inductive system of recursive subhomogeneous
algebras with slow dimension growth, then the radius of comparison of Ri approaches zero as
i → ∞. In the unital case, this bound has been observed in [29, Theorem 5.1].
Proposition 5.5. Let R be a recursive subhomogeneous algebra with canonical representation
σ : R → C(Ω,K) and with a full element e ∈ R+. Then
rc
(Cu(R), [e]) Rdim:rank(e). (5.1)
Proof. It was stated in [21, Corollary 3.4] that, if R is unital, a, b ∈ (R ⊗K)+ and
Rankσ(a)(ω)+ dtop(ω)− 1
2
 Rankσ(b)(ω)
for all ω ∈ Ω , then [a] [b] in Cu(R). However, the proof of [21, Corollary 3.4] does not at all
use the hypothesis that R is unital (rather, nonunital recursive subhomogeneous algebras were not
defined in the literature at the time that [21] was written). Hence, this continues to hold without
assuming that R is unital. From this, (5.1) is evident. 
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Propositions 3.2.3 and 3.2.4(iii)] shows that it behaves well with respect to inductive limits (see
also [27, Proposition 3.3]).
The proof of [3, Proposition 3.2.4(iii)] is contingent upon the fact that [1]  [1]. In the case
of nonunital recursive subhomogeneous algebras, if we let e be a strictly positive element, we
may not have [e]  [e], though we do have the following.
Proposition 5.6. Let R be a recursive subhomogeneous algebra with finite-dimensional total
space and compact spectrum, and let e ∈ R+ be strictly positive. Then there exists  such that
[e]  [e] in Cu(R).
Proof. Let us assume that we have a recursive subhomogeneous decomposition for R, and let Ω
be its total space. Set
Ω0 :=
{
ω ∈Ω: σ(R)(ω) = 0}.
By Proposition 5.5, there exists r such that if a, b ∈ (R ⊗K)+ satisfy
Rankσ(a)(ω)+ r  Rankσ(b)(ω)
for all ω ∈ Ω0, then [a]  [b] in Cu(A). (This does follow from Proposition 5.5, but in this
formulation, it is more easily derived from its proof.)
Since the spectrum of R is compact, let 
 > 0 be such that ‖π(e)‖  
 for every nonzero
representation π ; in particular,
σ
(
(e − 
)+
)
(ω) = 0
for all ω ∈ Ω0. Let D := maxω∈Ω Rankσ(e)(ω). Then we see that, for all ω ∈ Ω0,
Rankσ(e)(ω)+ r D + r  Rankσ
(⊕
D+r
(e − 
)+
)
and therefore,
[e] (D + r)[(e − 
)+] (D + r)[e],
as required. 
Remark. Suppose that S ∈ Cu has a maximal element, ∞ (this is the case for the Cuntz semi-
group of a σ -unital algebra, for example). For e ∈ S full, the existence of  such that e  e is
equivalent to e  ∞.
To see this, suppose that e  ∞. Since ∞ is the supremum of an -increasing sequence,
there exists f1  f2  ∞ such that e  f1. Since e is full, ∞ = supne so that f2  ne and
therefore, e f1  f2  ne.
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S1
α21−→ S2
α32−→ · · ·
be an inductive system in Cu with limit S, and let x ∈ S, yi ∈ Si such that αi+1i (yi) yi+1 for
all i, and set y := supα∞i (yi). If
λ
(
α∞1 (x)
)
< λ(y)
for all λ ∈ F(S) for which λ(x) ∈ (0,∞) and if x1 ∈ S1 satisfies
α∞1 (x1) x  ∞α∞1 (x1)
then there exists j  1 such that
λ
(
α
j
1 (x1)
)
< λ(yj )
for all λ ∈ F(Sj ) for which λ(αj1 (x1)) ∈ (0,∞).
Proof. Suppose, for a contradiction, that for each i there exists λi ∈ F(Si) such that
λi(α
i
1(x1)) = 1 yet
λi
(
αi1(x1)
)
 λi(yi).
Let β be an ultrafilter and define λ :⋃α∞i (Si) → [0,∞] by
λ
(
α∞i (z)
)= lim
β
λj
(
α
j
i (z)
)
,
for z ∈ Si . Then λ is additive, order-preserving, and satisfies
1 = λ(α∞1 (x1)) lim infλ(α∞i (yi)),
although it may not be lower semicontinuous.
Define λ˜ : S → [0,∞] by
λ˜(z) = sup
{
λ
(
z′
)
: z′ ∈
⋃
α∞i (Si), z′  z
}
.
Then by the proof of [8, Lemma 4.7], λ˜ ∈ F(S). Clearly, for z ∈⋃α∞i (Si), λ˜ satisfies
λ˜(z) λ(z).
We have
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 lim infλ
(
α∞i (yi)
)
 λ
(
α∞1 (x1)
)
 λ˜(x),
yet, since x  nx1 for some n,
0 < λ
(
α∞1 (x1)
)
 λ˜(x) nλ˜(x1) < ∞.
This is a contradiction to our hypotheses. 
Theorem 5.8. (Cf. [3, Proposition 3.2.4(iii)].) Let
S1
α21−→ S2
α32−→ · · ·
be an inductive system in Cu with limit S, and let ei ∈ Si, e ∈ S such that αji (ei) = ej for all
i  j and α∞i (ei) = e. If, for some k, , we have ke1  e1 then
rc(S, e) 
k
lim inf rc(Si, ei).
Proof. By restricting to a subsequence, it suffices to show that, if rc(Si, ei) < r for all i then
rc(S, e)  
k
r =: r ′. By density of the rationals, it in fact suffices to assume that r = p/q for
some natural numbers p,q . With this goal in mind, let x, y ∈ S satisfy
λ(x)+ r ′ < λ(y) (5.2)
for all λ ∈ F(S) for which λ(e) = 1. Equivalently, if F0 denotes the set of all λ for which λ(e) ∈
(0,∞), then by multiplying (5.2) by qk,
λ(kqx + pe) < λ(kqy) ∀λ ∈ F0.
Notice that as a consequence, we have
F0 =
{
λ ∈ F(S): λ(kqx + pe) ∈ (0,∞)}.
Now, by (L1), let xi, yi ∈ Si such that αi+1i (xi)  xi+1, αi+1i (yi)  yi+1 for all i, and x =
supα∞i (xi), y = supα∞i (yi). For each i, and each x′ ∈ Si for which x′  xi , we have
α∞i
(
kqx′ + kpei
) kqx + pe.
Therefore, by Lemma 5.7 with (Sj )ji in place of (Sj )j1, kqx′ in place of x1, kqx + pe in
place of x, and kqyj in place of yj , there exists j  i such that
λ
(
α
j (
kqx′
)+ kpej )< λ(kqyj )i
1406 A. Tikuisis / Journal of Functional Analysis 263 (2012) 1382–1407for all λ ∈ F(Sj ) satisfying λ(αji (kqx′) + kpej ) ∈ (0,∞). Notice again, since x′  xi ∞e,
we have λ(αji (kqx
′)+ kpej ) ∈ (0,∞) if and only if λ(ej ) ∈ (0,∞). That is, we have
λ
(
α
j
i
(
x′
))+ r < λ(yj )
for all λ ∈ F(Sj ) satisfying λ(ej ) = 1. Since rc(Sj , ej ) < r , it follows that αji (x′)  yj . As
x′  xi is arbitrary, φ∞i (xi) y, and since i is arbitrary, x  y, as required. 
Corollary 5.9. Let A be a simple separable approximately subhomogeneous algebra with slow
dimension growth. Then Cu(A) is almost unperforated.
Proof. By Propositions 5.2 and 5.5, there exists an inductive system
A1
φ21−→ A2
φ32−→ · · · →A = lim−→Ai
and full elements ei ∈ (Ai)+ such that φji (ei) = ej , ei  ∞, and
lim
i→∞ rc
(Cu(Ai), [ei])= 0.
Thus by Theorem 5.8,
rc
(Cu(A), [e])= 0,
where e = φ∞i (ei).
That Cu(A) is almost unperforated follows now from [3, Proposition 3.3.3(ii)]. 
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