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 Resumo 
 
O efeito de vibrações em estruturas é, muitas vezes, indesejável em determinadas 
situações. As vibrações podem ser causadas por uma excitação externa aplicada à estrutura, ou 
através de um campo incidente de ondas que se propaga pelo solo. Uma maneira de atenuar 
esses efeitos é através do estudo do problema de interação solo-estrutura. Algumas técnicas 
podem ser utilizadas para o tratamento do problema de interação solo-estrutura, tais como: 
técnica de eliminação de campo, solução monolítica ou simultânea e solução particionada. 
Com base na solução particionada, foi desenvolvida uma metodologia de acoplamento 
iterativo que consiste em dividir o sistema único em dois subsistemas, e estudá-los através de 
técnicas distintas até a ocorrência da convergência do método, ou seja, o acoplamento. Em 
alguns estudos, a estrutura foi tratada pelo Método de Newmark, e o solo pela convolução 
discreta. No entanto, foram diagnosticados alguns problemas com a convergência do método, 
então, levantou-se a hipótese sobre a convolução discreta não representar o método mais 
adequado para o estudo. No presente trabalho, o esforço esteve concentrado na obtenção de 
formulações numéricas mais precisas para a integral de convolução contínua no tempo, com o 
objetivo de contribuir para a convergência do acoplamento iterativo.  
 
 
 
Palavras-chave: Interação solo-estrutura, Integral de convolução, Acoplamento iterativo. 
 
 
 
 
 
 
 
 
 
 
 
 Abstract 
 
The vibration effect in structures is usually undesired in some situations. The vibration 
can be resulted by an extern excitation applied to the structure, or through an incident wave 
which propagate to the soil. A way to attenuate this effect is through the study about the soil-
structure iteraction problem. Some techniques can be employed for the treatment of soil-
structure problem, such as: camp elimination technique, monolithic or simultaneous solution 
and partitioned solution. Based on partitioned solution, it was developed an iterative coupling 
scheme which consists of dividing the unique system in two subsystems, and study them 
through different techniques until the method convergence occurrence, in other words, the 
coupling. In some studies, the structure was treated by Newmark method and the soil by 
convolution in discretized form. However, some problems with the method convergence were 
observed, so it was considered the hypothesis about the discretized convolution does not 
representing the appropriate method for the study. In this study, the effort was concentrated to 
obtain numerical formulations with better accuracy for the convolution integral continuous in 
time, with the objective to contribute for the iterative coupling convergence.   
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1 INTRODUÇÃO  
 
 
O efeito de vibrações em estruturas é muitas vezes indesejável em determinadas 
situações. Em decorrência disso, o controle desse fenômeno físico se tornou um dos tópicos 
de relevância no estudo da interação dinâmica solo-estrutura. As vibrações podem ser 
causadas por uma excitação externa aplicada à estrutura, ou através de um campo incidente de 
ondas que se propagam pelo solo até atingirem a fundação da estrutura. Em alguns casos, o 
campo incidente de ondas pode ser proveniente de um terremoto, tráfego terrestre ou 
atividades industriais.  
Uma das razões que tem despertado o interesse de pesquisadores no tema interação 
dinâmica solo-estrutura é a exigência, por parte das empresas, de níveis máximos de vibração 
em estruturas ou fundações de máquinas industriais sujeitas a esforços dinâmicos (Barros, 
1997). Outro ponto a ser destacado, é o avanço tecnológico dos computadores, que 
possibilitou a implementação de soluções numéricas de problemas complexos, os quais, no 
passado, não podiam ser solucionados. Alguns métodos computacionais mais utilizados 
atualmente em problemas de engenharia são: Método de Elementos Finitos (MEF), Método de 
Diferenças Finitas (MDF) e o Método de Elementos de Contorno (MEC). 
O processo que ocorre quando a resposta dinâmica do solo exerce determinada 
influência sobre o comportamento da estrutura, e a estrutura, de maneira análoga, também 
exerce influência sobre a resposta dinâmica do solo, é conhecido como interação solo-
estrutura (Di Laora, 2009).  
No que diz respeito ao estudo da interação solo-estrutura, o solo, que apresenta um 
domínio ilimitado, é, por sua vez, melhor modelado pelo Método de Elementos de Contorno, 
uma vez que esse método considera o amortecimento geométrico associado ao domínio 
ilimitado. No caso da estrutura, que apresenta um domínio limitado, esta pode ser estudada 
pelo Método de Elementos Finitos ou simplesmente por um método de integração da equação 
diferencial, por exemplo, o Método de Integração Direta de Newmark.  
 A figura (1.1) a seguir ilustra uma etapa do projeto de construção do Laboratório 
Nacional de Luz Síncrotron (LNLS) localizado em Campinas/SP. O Laboratório Nacional de 
Luz Síncrotron é uma instituição de pesquisa em física, biologia estrutural e nanotecnologia. 
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O tipo de pesquisa realizada nesse laboratório requer grande precisão nos resultados 
experimentais, uma vez que os experimentos são realizados em escala nanométrica. Dessa 
forma, ruídos provenientes do meio externo que podem prejudicar a precisão dos resultados 
experimentais são altamente indesejáveis. Esses ruídos podem ser oriundos, por exemplo, de 
um caminhão que trafega por uma rodovia à poucos quilômetros de distância, pois o veículo 
ao trafegar pela via terrestre provoca um campo incidente de ondas vibracionais que se 
propagam pelo solo até chegar ao laboratório de pesquisa. Uma maneira de atenuar esse 
efeito, é a aplicação de técnicas desenvolvidas pelo estudo da interação solo-estrutura. Na 
figura 1.1 é possível identificar a presença de estacas de concreto no solo. Essa é uma técnica 
que auxilia no amortecimento geométrico do solo, pois este com a presença das estacas é 
capaz de dispersar uma parcela do campo incidente de ondas proveniente do meio externo, 
atenuando assim, a propagação de ruídos que possam prejudicar a estrutura do laboratório.  
 
 
 
Figura 1.1. Etapa do projeto de construção do Laboratório Nacional de Luz Síncrotron (LNLS). 
 
O problema de interação solo-estrutura que se pretende investigar nesse trabalho está 
ilustrado no modelo da figura 1.2. Trata-se de um pórtico apoiado sobre uma fundação com 
massa. O solo é modelado como um semi-espaço tridimensional transversalmente isotrópico 
com densidade ρ, amortecimento geométrico η e módulo de elasticidade transversal Ԍ. O 
modelo também apresenta estacas interagindo com o solo e a fundação. 
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O sistema pode ser excitado por uma força externa (Fext) que causará o deslocamento da 
estrutura. A energia de vibração da estrutura proveniente da aplicação da força externa é 
transmitida para a fundação e consequentemente para a estaca e solo. 
Além disso, o sistema também pode ser excitado por um campo incidente de ondas (UI) 
que se propaga pelo solo até atingir a estaca e a fundação. Parte dessa energia é dissipada, e 
parte é transmitida para a estrutura. 
 Nesse trabalho só serão considerados os deslocamentos na direção vertical.  
 
Figura 1.2. Modelo idealizado de pórtico interagindo com solo e estaca. 
 
 
1.1 Revisão bibliográfica 
 
 
O autor desse trabalho faz parte de um grupo de pesquisa da Unicamp que desenvolve 
pesquisas na área engenharia mecânica com ênfase em dinâmica de estruturas. O foco dos 
trabalhos tem sido estudar o problema dinâmico da interação solo-estrutura através de 
métodos como: Método de Elementos de Contorno, Método de Elementos Finitos, Método de 
Diferenças Finitas.  
O solo é modelado em muitos estudos como um meio elástico ou viscoelástico. Outros 
modelos podem ser encontrados em (Gazetas, 1983). O solo possui inércia, rigidez e 
amortecimento, podendo se deformar ou deslocar. Considerando que há uma interação solo-
estrutura, a estrutura também irá se deformar ou deslocar.  
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Problemas de interação solo-estrutura são sistemas acoplados, onde o estado de 
deformação e tensão da estrutura depende das pressões e movimentos do solo, e ao mesmo 
tempo, as pressões do solo dependem do carregamento e deformações da estrutura. Por 
conseguinte, tais análises requerem modelagem simultânea da estrutura e do solo, utilizando 
técnicas precisas e eficientes computacionalmente (Jahromi, 2009).  
Algumas técnicas são utilizadas para tratamento de problemas dinâmicos com interação 
solo-estrutura (Felippa, 1980), a saber: 
 
➢ Eliminação de campo 
➢ Solução monolítica ou simultânea 
➢ Solução particionada 
 
 A técnica de eliminação de campo consiste em eliminar um dos subdomínios do sistema 
de maneira que o mesmo seja representado, através da aplicação de condições de contorno 
apropriadas, no subdomínio restante (Jahromi, 2009). A figura 1.3-a representa o sistema 
dinâmico que deve ser analisado, enquanto que a figura 1.3-b representa a aplicação da técnica 
de eliminação de campo.  
 
 
 
 
(a) (b) 
Figura 1.3. (a) Torre de turbina eólica suportada pelo solo. (b) Modelo idealizado para análise de 
interação solo-estrutura usando a técnica de eliminação de campo (Jahromi, 2009). 
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Outra maneira de abordar o problema de interação solo-estrutura é a solução monolítica 
ou simultânea, que consiste em resolver o problema como uma única entidade computacional. 
Dessa forma, é utilizada uma única técnica de análise para resolver o sistema acoplado. Por 
exemplo, é possível aplicar o método das Funções de Green para obter a resposta dinâmica do 
sistema no domínio da frequência.  
A figura 1.4 a seguir representa um modelo idealizado de uma fundação interagindo 
com o solo sob ação de uma força externa. Neste caso, a análise é realizada considerando o 
sistema acoplado, ou seja, completo.    
 
 
Figura 1.4. Modelo idealizado para análise de interação solo-estrutura usando a solução simultânea ou 
monolítica.  
 
 Como mencionado anteriormente, o sistema dinâmico apresentado na figura 1.4 pode 
ser calculado através da aplicação das Funções de Green. Dessa forma obtém-se a reposta 
dinâmica no domínio da frequência, conforme pode ser visto na figura 1.5-a.  
 
 
 
 
 
(a) (b) 
Figura 1.5. (a) Resposta dinâmica no domínio da frequência. (b) Resposta dinâmica no domínio do tempo. 
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Porém o interesse do trabalho está em obter a resposta dinâmica do sistema no domínio 
do tempo. Dessa forma, é possível aplicar a Transformada Rápida de Fourier Inversa (IFFT) 
na resposta no domínio da frequência (figura 1.5-a), e obter assim a resposta no domínio do 
tempo (figura 1.5-b). 
No entanto, há casos em que a solução monolítica não se apresenta como a mais 
apropriada. A figura 1.6-a ilustra um exemplo em que ocorre um deslocamento parcial da 
fundação. Este fenômeno é conhecido como “uplift”. Analogamente, a figura 1.6-b apresenta 
um deslocamento total da fundação. Em ambos os casos apresentados na figura 1.6, os 
sistemas podem ser modelados como o problema de contato não-linear. 
Nesse caso, a maneira mais adequada de abordar o problema seria utilizar a técnica de 
solução particionada, onde cada subsistema é estudado de forma independente. A grande 
vantagem de utilizar a solução particionada é a possibilidade de tratar cada subsistema com 
técnicas diferentes.  
 
 
 
 
 
(a) (b) 
Figura 1.6. (a) Deslocamento parcial da fundação. (b) Fenômeno de “uplift” da fundação devido a força 
impulso aplicada ao solo. 
 
 
 Outro exemplo que pode ser levado em consideração, é o caso de um rotor interagindo 
com uma fundação e o solo, conforme ilustrado na figura 1.7. O rotor, em fase inicial de 
funcionamento, apresenta uma curva de frequência de rotação (ω) crescente com o tempo. 
Dessa forma, para este caso, a aplicação da técnica de solução monolítica ou simultânea torna-
se inviável, pois entende-se que esse tipo de técnica é mais apropriado para sistemas 
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dinâmicos com frequência de rotação constante. Então, para esse caso, seria viável tratar o 
problema em questão com a técnica de solução particionada, a qual será apresentada a seguir.  
  
 
 
Figura 1.7. Modelo idealizado de sistema com interação rotor-fundação-solo. 
 
A figura 1.8 a seguir ilustra um exemplo de aplicação da técnica da solução 
particionada. Essa técnica consiste em dividir o sistema único em dois subsistemas, e estudá-
los de maneira independente. Dessa forma, é possível aplicar técnicas distintas para tratar os 
subsistemas. Além disso, há possibilidade também de se estudar o problema de contato não-
linear entre os subsistemas. 
 
  
 
Figura 1.8. Modelo idealizado para análise de interação solo-estrutura usando a solução particionada. 
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O solo, por possuir um domínio ilimitado, requer uma técnica apropriada para seu 
estudo. Nesse caso, uma técnica apropriada para se obter a resposta dinâmica do solo é o 
Método de Elementos de Contorno (MEC), pois o mesmo leva em consideração apenas a 
discretização do contorno do domínio para o cálculo. O interesse nesse trabalho está em obter 
a resposta transiente do sistema dinâmico solo-estrutura. Dessa forma, o solo poderia ser 
estudado pelo MEC no domínio do tempo, no entanto, há uma certa dificuldade em obter 
resultados com precisão para o MEC transiente. Uma alternativa é utilizar o MEC no domínio 
da frequência para o cálculo da resposta dinâmica do solo, pois nesse caso a formulação do 
método está mais desenvolvida.  
Como mencionado anteriormente, o interesse do trabalho está em obter a resposta 
transiente do solo, então se o MEC for utilizado no domínio da frequência, é necessário 
aplicar uma segunda técnica para obtenção da resposta dinâmica transiente do solo. A 
proposta desse trabalho é incluir o método da integral de convolução no processo. Pois, 
segundo o teorema da convolução, se a resposta ao impulso de um determinado sistema linear 
é conhecida, é possível determinar a saída desse sistema para qualquer força arbitrária através 
da convolução da resposta ao impulso com a força de excitação. A maneira  
A força F(ω) aplicada ao solo no domínio da frequência está relacionada com o 
deslocamento U(ω) através da impedância S(ω) do solo, conforme descrito pela equação (1.1):    
 
( ) ( ) ( )F S .U =    (1.1) 
  
A equação (1.1) pode ser escrita de outra forma, onde o deslocamento U(ω) está 
relacionado com a força F(ω) através da flexibilidade do solo, conforme descrito pela equação 
(1.2): 
 
( ) ( ) ( )U N .F =    (1.2) 
 
A integral de convolução é dada por: 
 
( ) ( ) ( )u t f .h t d
+
−
=  −    (1.3) 
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A equação (1.3) pode ser escrita por:  
 
( ) ( ) ( )u t f h=     (1.4) 
 
De acordo com a propriedade da convolução: 
 
( ) ( ) ( )u t f t h t=       £ £  (1.5) 
 
( ) ( ) ( )
Resposta  Força   Função de
Dinâmica Externa Transferência
U s F s . H s=  (1.6) 
 
A equação (1.2) pode ser comparada com a equação (1.6), conforme será demonstrado a 
seguir:  
 
( ) ( ) ( )U s F s .N s=  (1.2) 
                    
( ) ( ) ( )U s F s .H s=  (1.6) 
 
Nesse caso, a flexibilidade do solo se comporta como a função de transferência da 
integral de convolução. Na equação (1.2), é possível considerar força F(s) como a excitação 
unitária, então U(s) será a resposta transiente ao impulso unitário Uδ(s), assim: 
 
( ) ( ) ( )U s N s . F s 1 = =    (1.7) 
 
( ) ( )U s N s =  (1.8) 
 
A aplicação da Transformada de Laplace Inversa no termo [F(s) = 1] da equação (1.7) 
resulta no Delta de Dirac [ δ(t) ], conforme descrito pela equação (1.9): 
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( ) ( )1
Delta  de Dirac
F s 1 t− = =   £  (1.9) 
 
 Como mencionado anteriormente, se a função transferência H(s) pode ser comparada 
com a flexibilidade do solo N(s). Assim, a partir da equação (1.9) entende-se que a função de 
transferência da integral de convolução pode ser escrita como a resposta transiente ao impulso 
Uδ(s) na equação (1.2), então: 
 
( ) ( ) ( )U s F s .U s=  (1.10) 
 
De acordo com o teorema da convolução, o produto de duas funções transformadas pode 
ser escrito como a convolução dessas duas funções, então:  
 
 ( ) ( ) ( )U s f t u t=   £  (1.11) 
 
Aplicando a Transformada de Laplace inversa na equação (1.11) obtém-se: 
 
( ) ( ) ( ) 1 1U s f t u t− − =       £ £ £  (1.12) 
 
( ) ( ) ( )u t f t u t=   (1.13) 
 
( ) ( ) ( )u t f u t d
+

−
=  −   .  (1.14) 
 
A figura 1.9 apresenta um modelo de aplicação da técnica de solução particionada. A 
resposta dinâmica da estrutura (subsistema 1) pode ser obtida através da aplicação do Método 
de Elementos Finitos ou por um método de integração direta da equação diferencial, por 
exemplo, o Método de Newmark.  
A resposta dinâmica do solo (subsistema 2) é obtida em três etapas: incialmente obtém-
se a resposta do solo ao impulso unitário no domínio da frequência através da aplicação do 
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Método de Elementos de Contorno, em seguida aplica-se a Transformada de Fourier Inversa 
(IFFT) na reposta da etapa anterior para obter a resposta transiente ao impulso unitário, por 
fim, é possível calcular a resposta dinâmica do solo no domínio do tempo através da integral 
de convolução aplicada à força de contato que age sobre o solo e à resposta transiente ao 
impulso, a qual representa a função de transferência na integral de convolução.  
 
 
Figura 1.9. Modelo idealizado solo-estrutura FEM x BEM. 
 
O grupo de pesquisa no qual o autor desse trabalho está inserido, tem concentrado 
esforços para modelar diferentes perfis de solo, tanto no domínio da frequência quanto no 
domínio do tempo. Mesquita (1989) desenvolveu um trabalho com o propósito de elaborar um 
estado auxiliar não singular para semi-espaços bidimensionais e tridimensionais, com 
aplicação de carregamentos constantes ao longo da superfície do semi-espaço. 
Outros trabalhos relacionados com o problema de interação solo-estrutura foram 
desenvolvidos pelo grupo, os quais serão citados no texto a seguir.  
Pontes (1992) comparou a reposta dinâmica no domínio da frequência de problemas 
com interação solo-estrutura obtida por dois métodos: Método de Superposição e Método de 
Elementos de Contorno (MEC).  
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Sousa (1992) comparou a reposta dinâmica no domínio da frequência de problemas com 
interação solo-estrutura obtida por dois métodos: Método de Elementos Finitos (MEF) e 
Método de Elementos de Contorno (MEC). 
Adolph (2002) desenvolveu uma metodologia para obtenção das Funções de Green para 
os problemas visco-elastodinâmicos no estado transiente. 
A resposta dinâmica, em termos de deslocamento, pode ser obtida no domínio da 
frequência para diferentes perfis de solo. Labaki (2012), determinou, através da aplicação das 
funções de Green, respostas do solo para determinadas frequências. Portanto, é possível obter 
a resposta ao impulso do solo domínio do tempo através da aplicação da Transformada de 
Fourier Inversa. Essa resposta ao impulso transiente pode ser utilizada na convolução com o 
intuito de obter a resposta transiente do solo no processo de acoplamento iterativo.  
 
 
1.2 Objetivo 
 
 
Damasceno (2013) desenvolveu uma metodologia para análise transiente de sistemas 
dinâmicos com interação solo-estrutura baseada na técnica de solução particionada citada na 
subseção 1.1. Essa metodologia consiste em um processo de acoplamento iterativo, onde o 
sistema único é dividido em dois subsistemas. Cada subsistema é tratado de forma 
independente e pode ser estudado, de acordo com suas características, pela técnica mais 
apropriada.  
No trabalho de Damasceno (2013), para o estudo da estrutura (subsistema 1), que possui 
um domínio limitado, a autora optou por utilizar o método de Newmark. Para o caso do solo 
(subsistema 2), que possui um domínio ilimitado, a autora utilizou a técnica da integral de 
convolução em sua forma discreta. O modelo de aplicação dessas técnicas foi discutido 
anteriormente no texto e está representado na figura (1.9). 
No mesmo trabalho desenvolvido por Damasceno (2013), a técnica de acoplamento 
iterativo foi aplicada utilizando a resposta transiente ao impulso para um determinado perfil 
de solo, no entanto, não foi possível obter a convergência do processo iterativo. Assim, 
considerou-se a hipótese de que a convolução discreta não seria a forma mais adequada para o 
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cálculo da resposta dinâmica do solo, pois a mesma não fornecia resultados com a precisão 
suficiente para a convergência do processo de acoplamento iterativo.    
 Dessa forma, procurou-se desenvolver um trabalho focado em obter formulações 
numéricas mais precisas para a integral de convolução contínua no tempo. Para isso, foram 
aplicadas técnicas de integração numérica utilizando funções de interpolação de primeira e 
segunda ordem. O objetivo é desenvolver novas formulações, validar a implementação das 
mesmas, e por fim, aplicá-las ao processo de acoplamento iterativo com o intuito de obter a 
convergência do processo.   
 
 
1.3 Organização do trabalho 
 
 
O capítulo 1 apresenta uma breve introdução sobre alguns estudos relacionados ao tema 
interação solo-estrutura, uma revisão bibliográfica do assunto e os objetivos do trabalho.  
O capítulo 2 apresenta os métodos numéricos utilizados no trabalho bem como a 
validação da implementação dos mesmos.  
O capítulo 3 apresenta uma comparação entre as soluções de um sistema dinâmico por 
Newmark e convolução numérica.  
 O capítulo 4 apresenta a aplicação dos métodos numéricos na metodologia de processo 
iterativo para o sistema dinâmico.  
 No capítulo 5 são apresentadas as conclusões e discussões do trabalho.  
O capítulo 6 apresenta um exemplo de aplicação na prática do estudo realizado, bem 
como algumas sugestões para trabalhos futuros.  
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2 MÉTODOS NUMÉRICOS  
 
 
 Neste trabalho foram empregados dois métodos numéricos no estudo do processo de 
acoplamento iterativo, a saber:  
➢ Método de integração direta de Newmark  
➢ Integral de convolução contínua no tempo 
O método de Newmark foi uma opção conveniente para esse trabalho por se tratar de 
um método de integração implícito e incondicionalmente estável, ou seja, a escolha inicial do 
incremento de tempo (Δt) não tem influência sobre a estabilidade do método (Hilber, 1977). 
Os motivos que levaram à escolha da integral de convolução estão elucidados no 
Capítulo 1.  
 A seguir, serão apresentadas as formulações numéricas para ambos os métodos, bem 
como a validação das implementações dos mesmos.    
 
 
2.1 Método de integração direta de Newmark 
 
 
Em meados da década de 50, Newmark propôs um método numérico para solução de 
sistemas lineares e não-lineares, o qual foi chamado de método Beta de Newmark. Esse 
método baseia-se na premissa de que a aceleração varia linearmente entre dois instantes de 
tempo (ti+1 = ti + Δt) e (ti+θ = ti + θΔt), com θ ≥ 1 (Rao, 2009). A figura (2.1) a seguir 
representa a premissa de aceleração do Método de Newmark. 
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Figura 2.1. Premissa da aceleração linear do método de Newmark (Rao, 2009). 
 
Como foi suposto que ( )u t  varia linearmente entre ti em ti+θ, pode-se prever o valor de   
( )u t  em qualquer tempo ti+τ, 0 ≤ τ ≤ θ (Rao, 2009). Assim pode-se calcular a velocidade e o 
deslocamento:  
 
( )  i i i iu t u . u u
t
+
 
+  = + −  
 (2.1) 
 
A equação (2.1) pode ser integrada no domínio do tempo originando a expressão da 
velocidade, dada por: 
 
( )  
2
i i i i iu t u u . u u
2 t
+
 
+  = +  + − 
 
 (2.2) 
 
A equação (2.2) pode ser integrada no domínio do tempo originando a expressão do 
deslocamento, dada por: 
 
( )  
3
2
i i i i i i
1
u t u u u . u u
2 6 t
+
  
+  = +  +  + −   
   
 (2.3) 
 
Como observado em Rao (2009), as expressões para velocidade e deslocamento no 
método de Newmark são baseadas nas equações (2.2) e (2.3), a saber:  
Velocidade: 
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( )i 1 i i i 1u u 1 u t u t+ += + −  +   (2.4) 
 
Deslocamento: 
 
2
i 1 i i i i 1
1
u u u t u u t
2
+ +
  
= +  + −  +    
  
 (2.5) 
 
Os parâmetros α e β definem a variação de aceleração ao longo de um intervalo de 
tempo, e determinam as características de estabilidade e precisão do método (Chopra, 2006). 
O termo Δt indica o incremento de tempo. O Método de Newmark é um método de integração 
implícito e incondicionalmente estável. Para assegurar a precisão e estabilidade do método, os 
valores inicialmente sugeridos por Newmark para as constantes são: α = 1/4 e β = 1/2, os 
quais correspondem a uma hipótese de acelerações constantes ao longo do intervalo 
compreendido entre os instantes (t) e (t + Δt). Para que o método seja incondicionalmente 
estável é necessário que: β ≥ 0.5 e α ≥ 0.25( β + 0.5 )2 (Hilber, 1977).  
Nesse trabalho, o método de Newmark será empregado como método de integração da 
equação diferencial de sistemas dinâmicos, dada por: 
 
 i 1 i 1 i 1 i 1Mu cu ku F+ + + ++ + =  (2.6) 
 
Os parâmetros M, c e k representam, respectivamente, a massa, o amortecimento e a 
rigidez do sistema dinâmico, e os termos i 1u + , i 1u + , i 1u +  e i 1F+  representam, respectivamente, a 
aceleração, a velocidade, o deslocamento e a força externa para o instante (t = i + 1). 
Substituindo as equações (2.4) e (2.5) em (2.6), é possível obter a expressão para o 
deslocamento no instante t = i +1, dada pela equação (2.7):  
 
 
1
i 1 i 12
1
u m k . F A B
t t
−
+ +
     
= + + + +         
 (2.7) 
 
i i i2
1 1 1
A u u 1 u
t t
      
= + + −              
  (2.8) 
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i i i
t
B c u 1 u 2 u
t 2
           
= + − + −                
  (2.9) 
 
No método de Newmark, para realizar o cálculo do deslocamento i 1u + , ou seja, no 
instante t = i + 1, é necessário que os valores da força de excitação i 1F+  , deslocamento iu , 
velocidade 
iu , e aceleração iu sejam conhecidos. Nesse trabalho, as condições iniciais para 
deslocamento e velocidade do sistema dinâmico são:  
 
0u 0=   (2.10) 
 
0u 0=   (2.11) 
 
A aceleração para o instante inicial pode ser obtida isolando o termo iu  na equação 
(2.6), então: 
 
( )0 0 0 0
1
u . F cu ku
M
 
= − − 
 
  (2.12) 
 
A aceleração no instante (t = i + 1) pode ser obtida isolando o termo i 1u +  na equação 
(2.5):  
 
( )i 1 i 1 i i i2
1 1 1
u . u u .u 1 u
t t
+ +
     
= − − − −     
       
  (2.13) 
 
A velocidade no instante (t = i + 1) pode ser obtida através da equação (2.4):   
 
( )i 1 i i i 1u u 1 u t u t+ += + −  +   (2.14) 
 
 
2.1.1 Validação da implementação do Método de Newmark 
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A validação da implementação do método de Newmark foi realizada com base na 
solução analítica de um sistema dinâmico. Nesse caso, será considerado um sistema massa-
mola-amortecedor com 1 grau de liberdade. A equação do movimento desse sistema é dada 
pela equação (2.15) a seguir:  
 
( )Mu cu ku F t+ + =  (2.15) 
 
Na equação (2.15) os parâmetros M, c e k representam a massa, o amortecimento e a 
rigidez do sistema dinâmico, respectivamente. Nesse caso, a força de excitação externa 
representada por F(t) é dada por:  
 
( ) ( )0F t F cos t=   (2.16) 
 
Na equação (2.16), F0 representa a amplitude da força cosseno. A solução analítica em 
termos de deslocamento para o sistema massa-mola-amortecedor de 1 grau de liberdade sob 
excitação da força harmônica cosseno é dada pela soma das soluções homogênea e particular e 
pode ser encontrada em Inman (2014): 
 
( ) ( ) ( ) ( )n tm d manalíticou t A e sen t X cos t
−
=  +  +  −   (2.17) 
 
As expressões para Am , Xm , θ e φ são dadas por: 
 
( )
( )
0 m
m
u X cos
A
sen
− 
=

 (2.18) 
 
( ) ( )
0
m
2 22 2
n n
F
m
X
2
 
 
 =
 −  +  
 (2.19) 
1 n
2 2
n
2
tan−
  
 =  
 −  
 (2.20) 
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( )( )
( )( ) ( ) ( )( )
d 0 m1
0 0 m n n m
u X cos
tan
u u X cos . X sen
−
  − 
 =  
 + −   −   
 (2.21) 
 
O fator de amortecimento ξ é dado por: 
 
crítico
c c
c 2 km
 = =  (2.22) 
 
A frequência natural do sistema ωn é dada por: 
 
n
k
m
 =  (2.23) 
 
A frequência de vibração amortecida do sistema ωd é dada por: 
 
( )2d n 1 =  −   (2.24) 
 
 As condições iniciais da equação do movimento foram mencionadas anteriormente pelas 
equações (2.10), (2.11) e (2.12). A tabela 2.1 a seguir apresenta os parâmetros utilizados na 
validação da implementação do método de Newmark. Todos os parâmetros estão em unidades 
do S.I.  
 
Tabela 2.1. Parâmetros do sistema massa-mola-amortecedor [S.I]. 
M [kg] 30 
c [kg.N/s] 15 
k [N/m] 15 
Força de excitação F(t) = F0.cos(ωt) 
F0 [N] 1 
ω [rad/s] 5 
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A figura 2.2-a apresenta a força harmônica cosseno (eq. 2.16) de acordo com os 
parâmetros da tabela 2.1. A figura 2.2-b representa uma comparação entre a solução analítica 
(eq. 2.17) e a solução numérica obtida por Newmark (eq. 2.7) do sistema dinâmico massa-
mola-amortecedor com 1 GDL.   
 
  
(a) (b) 
Figura 2.2. (a) Força de excitação do sistema. (b) Solução analítica x numérica. 
 
De acordo com a figura 2.2-b, é possível alegar que os resultados numéricos estão 
próximos do analítico. No entanto, para realizar uma análise mais precisa dos resultados 
numéricos, é interessante calcular o erro entre a solução analítica e numérica.  
As expressões para o cálculo dos erros absoluto e relativo são dadas por:  
 
absoluto analítico numéricoerro u u= −   (2.25) 
 
analítico numérico
relativo
analítico
u u
erro
u
−
=  (2.26) 
 
A figura 2.3 apresenta os erros absoluto e relativo calculados a partir das equações 
(2.25) e (2.26) entre a solução analítica (eq. 2.17) e a solução numérica obtida por Newmark 
(eq. 2.7) para o sistema massa-mola-amortecedor de 1 GDL.  
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(a) (b) 
Figura 2.3. Solução analítica x numérica. (a) Erro absoluto. (b) Erro relativo. 
 
A figura 2.3-a indica que o erro absoluto entre a solução analítica e a solução numérica 
proposta pelo Método de Newmark encontra-se aproximadamente na ordem de 10-8, e o erro 
relativo (fig. 2.3-b) encontra-se na ordem de 10-5 aproximadamente. De acordo com os dados 
apresentados, entende-se que a implementação do método está validada e poderá ser 
empregada no processe de acoplamento iterativo.  
 
 
2.2 Integral de convolução contínua no tempo 
 
 
Uma das maneiras de se obter a resposta transiente de sistemas lineares é a convolução 
da resposta ao impulso do sistema linear com a excitação externa. A função de resposta ao 
impulso assume, assim, o papel da solução fundamental do sistema, a partir da qual é possível 
a obtenção da resposta a qualquer excitação externa, via integral de convolução (Cheng, 
1972).  
Como mencionado anteriormente, Labaki (2012) utilizou as Funções de Green para 
obter a reposta ao impulso no domínio da frequência para diferentes perfis de solo. A resposta 
ao impulso transiente pode ser obtida através da aplicação da Transformada de Fourier 
Inversa. O principal motivo do emprego da técnica de convolução nesse trabalho consiste na 
possibilidade de utilizar as respostas obtidas por Labaki (2012) no processo de acoplamento 
iterativo. 
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A expressão da integral de convolução contínua no tempo é dada por: (Cheng, 1972):  
 
( ) ( ) ( )u t f .h t d
+
−
=  −     (2.27) 
 
Considerando que ( )h t 0= para t 0<  , a equação (2.27) pode ser escrita por: 
 
máxt
máx máx
0
u(t ) f ( ).h(t )d
=
=
=  −     (2.28) 
 
Cada sistema linear possui uma resposta ao impulso, e isso caracteriza a relação entrada-
saída do sistema. De acordo com Teorema da Convolução, se a resposta ao impulso de um 
determinado sistema linear é conhecida, é possível, através da integral de convolução, 
determinar a resposta dinâmica desse sistema para qualquer força arbitrária. Essa é uma 
grande vantagem da técnica da convolução (Cheng, 1972).  
A figura 2.4 representa um modelo da relação entrada e saída de um sistema linear. O 
termo x (t) representa a entrada do sistema, o termo H (t) representa a função de transferência 
e o termo y (t) representa a saída ou resposta dinâmica do sistema. Na convolução, a 
transformada de Laplace da resposta ao impulso se comporta como a função de transferência 
do sistema linear.  
 
 
Figura 2.4. Modelo da relação entrada-saída e função de transferência de um sistema linear. 
 
  
2.2.1 Integral de convolução numérica aproximada por elemento constante 
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Nesta seção será desenvolvido o cálculo da integral de convolução aproximada por 
elemento constante. Nesse caso de aproximação constante, podem ser considerados os dois 
limites da integral, inferior e superior. Nesse trabalho será considerado o limite superior da 
integral de convolução. O desenvolvimento da formulação dar-se-á a partir do cálculo de um 
exemplo arbitrário. Então, considerando o exemplo de tmáximo = 3Δt. A equação (2.28) é dada 
por: 
 
3 t
máx máx
0
u(t t) f ( ).h(t )d
= 
=
=  =  −    (2.29) 
 
Com o intuito de facilitar o entendimento do equacionamento, procurou-se dividir a 
integral de convolução da equação (2.29) em intervalos conforme descrito pela equação (2.30) 
a seguir: 
 
1 máx
2 máx
3 máx
t
máx
0
u (t t )
3 t 2 t
máx máx máx
0 t
u (t t )
3 t
máx
2 t
u (t t )
f ( ).h(t )d
u(t t) f ( ).h(t )d f ( ).h(t )d
f ( ).h(t )d
=
=
=
=  = 
= =
=
= 
= 
=


  −   +




=  =  −   =  −   +



  −   +




 
















 (2.30) 
 
A tabela 2.2 a seguir ilustra os intervalos da equação (2.30): 
 
Tabela 2.2. Intervalos da integral de convolução no tempo. 
t máximo 3Δt 
Função f (τ) h (tmáx - τ) 
1º Intervalo 0 ≤ τ ≤ Δt 3Δt ≤ (tmáx - τ) ≤ 2Δt 
2º Intervalo Δt ≤ τ ≤ 2Δt 2Δt ≤ (tmáx - τ) ≤ Δt 
3º Intervalo 2Δt ≤ τ ≤ 3Δt Δt ≤ (tmáx - τ) ≤ 0 
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O cálculo da equação (2.30) será realizado por etapas. Inicialmente, será considerado o 
primeiro intervalo da tabela 2.2: 
 
t
1 máx máx
0
u (t t) f ( ).h(t )d
=
=
=  =  −    (2.31) 
 
Nesse trabalho, foram utilizadas duas funções arbitrárias para f(τ) e h(τ) apenas para 
ilustrar a representação gráfica dos intervalos da integral de convolução da tabela 2.2: 
 
( ) 2f 3 10 =  +  (2.32) 
 
( )h 8 =   (2.33) 
 
A figura 2.5 tem por objetivo representar o cálculo da convolução aproximada por 
elemento constante do primeiro intervalo da tabela 2.2.   
 
Figura 2.5. Representação do primeiro intervalo da convolução no tempo. 
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Com base na figura 2.5, verifica-se, claramente, que o limite superior do primeiro 
intervalo da integral para a função f(τ = Δt) é o ponto f2 , e o limite superior para h( tmáx – τ ) = 
h( 3Δt – Δt )  =  h( 2Δt ) é h3. Dessa forma, a equação (2.31) pode ser escrita como: 
 
1 máx 2 3u (t t) f .h . t=  =   (2.34) 
 
Em seguida, será realizado o cálculo para o segundo intervalo da tabela 2.2, assim: 
 
2 t
2 máx máx
t
u (t t) f ( ).h(t )d
= 
=
=  =  −    (2.35) 
 
Analogamente à figura 2.5, a figura 2.6 tem por objetivo representar o cálculo da 
convolução aproximada por elemento constante do segundo intervalo da tabela 2.2.   
 
Figura 2.6. Representação do segundo intervalo da convolução no tempo. 
 
A partir da figura 2.6, verifica-se, claramente, que o limite superior do primeiro 
intervalo da integral para a função f(τ = 2Δt) é o ponto f3 , e o limite superior para h( tmáx – τ ) 
= h( 3Δt – 2Δt )  =  h( Δt ) é h2. Dessa forma, a equação (2.35) pode ser escrita como: 
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2 máx 3 2u (t t) f .h . t=  =   (2.36) 
 
Por fim, será realizado o cálculo para o terceiro intervalo da tabela (2.2), assim: 
 
3 t
3 máx máx
2 t
u (t t) f ( ).h(t )d
= 
= 
=  =  −    (2.37) 
 
Analogamente à figura 2.6, a figura 2.7 tem por objetivo representar o cálculo da 
convolução aproximada por elemento constante do terceiro intervalo da tabela 2.2.   
 
Figura 2.7. Representação do terceiro intervalo da convolução no tempo. 
 
Com base na figura 2.7, verifica-se, claramente, que o limite superior do primeiro 
intervalo da integral para a função f(τ = 3Δt) é o ponto f4 , e o limite superior para h( tmáx – τ ) 
= h( 3Δt – 3Δt )  =  h( 0 ) é h1. Dessa forma, a equação (2.37) pode ser escrita como: 
 
3 máx 4 1u (t t) f .h . t=  =   (2.38) 
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Portanto, substituindo as equações (2.34), (2.36), (2.38) na equação (2.30) obtém-se o 
resultado final da convolução é dado por: 
 
máx 2 3 3 2 4 1u(t t) f .h . t f .h . t f .h . t=  =  +  +    (2.39) 
 
No entanto, se o objetivo for calcular a convolução para tmáximo = nΔt, tem-se que: 
 
n t n t
máx máx
0 0
u(t n t) f ( ).h(t )d f ( ).h(n t )d
=  = 
= =
=  =  −   =   −     (2.40) 
 
máx 1 máx 2 máx n máxu(t n t) u (t n t) u (t n t) u (t n t)=  = =  + =  + + =   (2.41) 
 
A partir da equação (2.39), observa-se que o cálculo da integral de convolução numérica 
aproximada por elemento constante possui um padrão. Sendo assim, é possível obter uma 
expressão geral para o cálculo da equação (2.40): 
 
( ) ( )( )
n
máx i 1 n i 1
i 1
u(t n t) f .h t
+ − −
=
=  =    (2.42) 
 
 
2.2.2 Integral de convolução numérica aproximada por funções de interpolação lineares 
 
 
Nesta seção será desenvolvido o cálculo da integral de convolução aproximada por 
funções de interpolação lineares. O desenvolvimento da formulação dar-se-á a partir do 
cálculo de um exemplo arbitrário. Então, considerando o exemplo de tmáximo = 2Δt. A equação 
(2.28) pode ser dada por: 
 
2 t
máx máx
0
u(t t) f ( ).h(t )d
= 
=
=  =  −    (2.43) 
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Analogamente ao cálculo da integral de convolução aproximada por elemento constante, 
a equação (2.43) será dividida em intervalos conforme descrito pela equação (2.44): 
 
1 máx 2 máx
2 t t 2 t
máx máx máx máx
0 0 t
u (t t ) u (t t )
u(t t) f ( ).h(t )d f ( ).h(t )d f ( ).h(t )d
=  = = 
= = =
= =
=  =  −   =  −   +  −      (2.44) 
 
A tabela 2.3 a seguir ilustra a divisão da equação (2.44) em intervalos: 
 
Tabela 2.3. Intervalos da integral de convolução no tempo. 
t máximo 2Δt 
Função f (τ) h (tmáx - τ) 
1º Intervalo 0 ≤ τ ≤ Δt 2Δt ≤ (tmáx - τ) ≤ Δt 
2º Intervalo Δt ≤ τ ≤ 2Δt Δt ≤ (tmáx - τ) ≤ 0 
 
O cálculo da equação (2.44) será realizado por etapas. Inicialmente, será considerado o 
primeiro intervalo da tabela (2.3): 
 
t
1 máx máx
0
u (t t) f ( ).h(t )d
=
=
=  =  −    (2.45) 
 
A figura 2.8 tem por objetivo representar o cálculo da convolução aproximada por 
funções de interpolação lineares do primeiro intervalo da tabela 2.3. Nesse caso, as equações 
(2.32) e (2.33) também foram utilizadas apenas para ilustrar a representação gráfica dos 
intervalos da integral de convolução apresentados na tabela 2.3: 
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Figura 2.8. Representação do primeiro intervalo da convolução no tempo. 
 
A função f (τ) da equação (2.45) pode ser aproximada por funções de interpolação 
lineares de acordo com a equação (2.46) a seguir: 
 
( ) ( ) ( )1 1 2 2f f .N f .N =  +   (2.46) 
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As funções de interpolação da equação (2.46) podem ser definidas através do polinômio 
interpolador de Lagrange:   
 
( )
( )
( )
2
1
1 2
N
 − 
 =
 − 
 (2.47) 
 
( )
( )
( )
1
2
2 1
N
 − 
 =
 − 
 (2.48) 
 
 De acordo com o primeiro intervalo da função f (τ) ilustrado na tabela 2.3, define-se: 
 
1 0 =  (2.49) 
 
2 t =   (2.50) 
 
Substituindo as equações (2.49) e (2.50) nas equações (2.47) e (2.48), tem-se que: 
 
( )1N 1
t
 
 = −  
 
 (2.51) 
 
( )2N
t
 
 =  
 
 (2.52) 
 
A função h (tmáx - τ) da equação (2.45) pode ser aproximada por funções de interpolação 
lineares de acordo com a equação (2.53) a seguir: 
 
( ) ( ) ( )máx 2 1 máx 3 2 máxh t h .N t h .N t−  = −  + −   (2.53) 
 
As funções de interpolação da equação (2.53) podem ser definidas através do polinômio 
interpolador de Lagrange:   
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( )
( )( )
( )
máx 2
1 máx
1 2
t
N t
−  − 
−  =
 − 
 (2.54) 
 
( )
( )( )
( )
máx 1
2 máx
2 1
t
N t
−  − 
−  =
 − 
 (2.55) 
 
De acordo com o segundo intervalo da função h (tmáx - τ) ilustrado na tabela 2.3, define-
se: 
 
1 t =   (2.56) 
 
2 2 t =   (2.57) 
 
Substituindo (2.56) e (2.57) nas equações (2.54) e (2.55) tem-se que: 
 
( )1 máxN t
t
 
−  =  
 
 (2.58) 
 
( )2 máxN t 1
t
 
−  = −  
 
 (2.59) 
 
Substituindo (2.46) e (2.53) na equação (2.45) obtém-se: 
 
( ) ( ) ( ) ( )
t
1 máx 1 1 2 2 2 1 máx 3 2 máx
0
u (t t) f .N f .N . h .N t h .N t d
=
=
=  =  +  −  + −           (2.60) 
 
 Aplicando a propriedade da distributiva na equação (2.60): 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
t
1 1 2 1 máx 1 1 3 2 máx
1 máx
0 2 2 2 1 máx 2 2 3 2 máx
f .N .h .N t f .N .h .N t
u (t t) d
f .N .h .N t f .N .h .N t
=
=
  −  +  −  +       
=  =  
 −  +  −         
  (2.61) 
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Na equação (2.61), os termos f1 e f2 podem ser colocados em evidência: 
 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
t
1 2 1 1 máx 3 1 2 máx
1 máx
0 2 2 2 1 máx 3 2 2 máx
f . h .N .N t h .N .N t
u (t t) d
f . h .N .N t h .N .N t
=
=
  −  +  −  +    
=  =  
 −  +  −     
   (2.62) 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
t
1 2 1 1 máx 3 1 2 máx
0
1 máx t
2 2 2 1 máx 3 2 2 máx
0
f . h .N .N t h .N .N t d
u (t t)
f . h .N .N t h .N .N t d
=
=
=
=
 
 −  +  −   +   
 
=  =  
  −  +  −     
 


 (2.63) 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
t t
1 2 1 1 máx 3 1 2 máx
0 0
1 máx t t
2 2 2 1 máx 3 2 2 máx
0 0
f . h . N .N t d h . N .N t d
u (t t)
f . h . N .N t d h . N .N t d
= =
= =
= =
= =
  
 −   +  −   +  
   
=  =  
  
 −   +  −    
  
 
 
  (2.64) 
  
Substituindo as equações (2.47), (2.48), (2.58) e (2.59) na equação (2.64): 
 
t t
1 2 3
0 0
1 máx t t
2 2 3
0 0
f . h . 1 . d h . 1 . 1 d
t t t t
u (t t)
f . h . . d h . . 1 d
t t t t
= =
= =
= =
= =
                
−  + − −  +                           
=  = 
               
 + −                          
 
 





 

  (2.65) 
 
 As integrais da equação (2.65) podem ser resolvidas numericamente: 
 
( ) ( )
t t
1 1 máx
0 0
1
N .N t d 1 . d . t
t t 6
= =
= =
      
 −   = −  =      
      
   (2.66) 
 
( ) ( )
t t
1 2 máx
0 0
1
N .N t d 1 . 1 d . t
t t 3
= =
= =
      
 −   = − −  =      
      
   (2.67) 
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( ) ( )
t t
2 1 máx
0 0
1
N .N t d . d . t
t t 3
= =
= =
      
 −   =  =      
      
   (2.68) 
 
( ) ( )
t t
2 2 máx
0 0
1
N .N t d . 1 d . t
t t 6
= =
= =
      
 −   = −  =      
      
   (2.69) 
 
 Substituindo as equações (2.66), (2.67), (2.68) e (2.69) na equação (2.65): 
 
1 máx 1 2 3 2 2 3
1 1 1 1
u (t t) f . h . . t h . . t f . h . . t h . . t
6 3 3 6
           
=  =  +  +  +            
           
 (2.70) 
  
A equação (2.70) também pode ser escrita na forma matricial: 
 
  21 máx 1 2 1x2
3 2x1
2x2
1 1
h6 3
u (t t) f f . . . t
h1 1
3 6
    
    
     =  =  
      
    
    
 (2.71) 
  
Em seguida, será realizado o cálculo para o segundo intervalo da tabela 2.3, assim: 
 
2 t
2 máx máx
t
u (t t) f ( ).h(t )d
= 
=
=  =  −    (2.72) 
 
Analogamente à figura 2.8, a figura 2.9 tem por objetivo representar o cálculo da 
convolução aproximada por funções de interpolação lineares do segundo intervalo da tabela 
2.3.   
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Figura 2.9. Representação do segundo intervalo da convolução no tempo. 
 
A equação (2.72) pode ser calculada utilizando a mesma sequência de cálculo com 
funções de interpolação lineares empregada para o primeiro intervalo da tabela 2.3, contudo, 
nesse caso, o interesse está no segundo intervalo da mesma tabela. Então:  
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2 máx 2 1 2 3 1 2
1 1 1 1
u (t t) f . h . . t h . . t f . h . . t h . . t
6 3 3 6
           
=  =  +  +  +            
           
 (2.73) 
 
 A equação (2.73) também pode ser escrita na forma matricial: 
 
  12 máx 2 3 1x2
2 2x1
2x2
1 1
h6 3
u (t t) f f . . . t
h1 1
3 6
    
    
     =  =  
      
    
    
 (2.74) 
 
Portanto, substituindo as equações (2.71) e (2.74) na equação (2.44) obtém-se o 
resultado final da convolução: 
 
 
 
1 máx
2 máx
2
1 2 1x2
3 2x1
2x2
u (t t )
máx
1
2 3 1x2
2 2x1
2x2
u (t
1 1
h6 3
f f . .
h1 1
3 6
u(t t)
1 1
h6 3
f f . .
h1 1
3 6
=
    
    
      + 
      
    
    
=  =
    
    
     
 
      
    
    
t )
. t
=
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 (2.75) 
 
Com base na equação (2.75), observa-se que o cálculo da integral de convolução 
numérica aproximada por funções de interpolação lineares possui um padrão. Sendo assim, é 
possível obter uma expressão geral para o cálculo da equação (2.40):  
 
( ) ( ) ( )
( ) ( ) ( )
i (n i) 1 (n i) 2n
máx
i 1
i 1 (n i) 1 (n i) 2
1 1
f . h . . t h . . t
6 3
u(t n t)
1 1
f . h . . t h . . t
3 6
− + − +
=
+ − + − +
     
 +  +     
      
=  =  
      +           
  (2.76) 
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A equação (2.76) também pode ser escrita na forma matricial: 
 
( ) ( )
( )
( )
n
(n i) 1
máx i i 1
1x2
i 1 (n i) 2
2x1
2x2
1 1
h6 3
u(t n t) f f . . . t
h1 1
3 6
− +
+
= − +
     
              =  =                       
  (2.77) 
 
 
2.2.3 Integral de convolução numérica aproximada por funções de interpolação 
quadráticas 
 
 
Nesta seção será desenvolvido o cálculo da integral de convolução aproximada por 
funções de interpolação quadráticas. O desenvolvimento da formulação dar-se-á a partir do 
cálculo da equação (2.29), a qual pode ser dividida em intervalos de acordo com a tabela 2.2. 
Assim cada intervalo pode ser calculado separadamente.   
O cálculo do primeiro intervalo da tabela 2.2 é representado pela equação (2.31). A 
figura 2.10 representa graficamente a aproximação do primeiro intervalo da tabela 2.2 por 
funções de interpolação quadráticas. Nesse caso, as equações (2.32) e (2.33) também foram 
utilizadas apenas para ilustrar a representação gráfica desse intervalo.  
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Figura 2.10. Representação do primeiro intervalo da convolução no tempo. 
 
 A função f (τ) da equação (2.31) pode ser aproximada por funções de interpolação 
quadráticas de acordo com a equação (2.78) a seguir: 
 
( ) ( ) ( ) ( )1 1 2 2 3 3f f .N f .N f .N =  +  +   (2.78) 
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As funções de interpolação da equação (2.78) podem ser definidas através do polinômio 
interpolador de Lagrange: 
 
( )
( )
( )
( )
( )
2 3
1
1 2 1 3
N .
    −   − 
 =    
 −   −    
 (2.79) 
 
( )
( )
( )
( )
( )
1 3
2
2 1 2 3
N .
    −   − 
 =    
 −   −    
 (2.80) 
 
( )
( )
( )
( )
( )
1 2
3
3 1 3 2
N .
    −   − 
 =    
 −   −    
 (2.81) 
 
 De acordo com o primeiro intervalo da função f (τ) ilustrado na Tabela (2.2), é possível 
definir: 
 
1 0 =  (2.82) 
 
2 t =   (2.83) 
 
3 2 t =   (2.84) 
 
Substituindo (2.82), (2.83) e (2.84) nas equações (2.79), (2.80) e (2.81) tem-se que: 
 
( )
2
1 2
3
N 1
t t
    
 = − +    
    
 (2.85) 
 
( )
2
2
2
N
t t
     
 = − +    
      
 (2.86) 
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( )
2
3 2
N
2 t 2 t
    
 = −    
    
  (2.87) 
 
A função h (tmáx - τ) da equação (2.31) pode ser aproximada por funções de interpolação 
quadráticas de acordo com a equação (2.88) a seguir: 
 
( ) ( ) ( ) ( )máx 3 1 máx 4 2 máx 5 3 máxh t h .N t h .N t h .N t−  = −  + −  + −   (2.88) 
 
As funções de interpolação da equação (2.88) podem ser definidas através do polinômio 
interpolador de Lagrange: 
 
( )
( ) ( )
( )
( ) ( )
( )
máx 2 máx 3
1 máx
1 2 1 3
t t
N t .
   −  −  −  − 
−  =    
 −   −    
 (2.89) 
 
( )
( ) ( )
( )
( ) ( )
( )
máx 1 máx 3
2 máx
2 1 2 3
t t
N t .
   −  −  −  − 
−  =    
 −   −    
 (2.90) 
 
( )
( ) ( )
( )
( ) ( )
( )
máx 1 máx 2
3 máx
3 1 3 2
t t
N t .
   −  −  −  − 
−  =    
 −   −    
 (2.91) 
 
De acordo com o primeiro intervalo da função h (tmáx - τ) ilustrado na Tabela (2.2), é 
possível definir: 
 
1 2 t =   (2.92) 
 
2 3 t =   (2.93) 
 
3 4 t =   (2.94) 
 
Substituindo (2.92), (2.93) e (2.94) nas equações (2.89), (2.90) e (2.91) tem-se que: 
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( )
2
1 máx 2
N t
t t
    
−  = +    
    
 (2.95) 
( )
2
2 máxN t 1
t
  
−  = −  
   
 (2.96) 
 
( )
2
3 máx 2
N t
2 t t
    
−  = − +   
     
  (2.97) 
 
Substituindo (2.78), (2.88) na equação (2.31) obtém-se: 
 
( ) ( ) ( )
( ) ( ) ( )
t
1 1 2 2 3 3
1 máx
0 3 1 máx 4 2 máx 5 3 máx
f .N f .N f .N .
u (t t) d
h .N t h .N t h .N t
=
=
  +  +    
=  =  
−  + −  + −     
  (2.98) 
 
 Aplicando a propriedade da distributiva na equação (2.98) tem-se: 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1 1 3 1 máx 1 1 4 2 máx
1 1 5 3 máx 2 2 3 1 máx
1 máx 2 2 4 2 máx 2 2 5 3 máx
3 3 3 1 máx 3 3 4 2 máx
3
f .N .h .N t f .N .h .N t
f .N .h .N t f .N .h .N t
u (t t) f .N .h .N t f .N .h .N t
f .N .h .N t f .N .h .N t
f .
 −  +  −  +      
 −  +  −  +      
=  =  −  +  −  +      
 −  +  −  +      
( ) ( )
t
0
3 5 3 máx
d
N .h .N t
=
=
 
 
 
  
 
 
 
 
 −     
  (2.99) 
 
Na equação (2.99), os termos f1, f2 e f3 podem ser colocados em evidência: 
 
( ) ( ) ( ) ( )
( ) ( )
( ) ( ) ( ) ( )
( ) ( )
( ) ( ) ( ) ( )
( ) ( )
1 3 1 máx 1 4 2 máx
1
1 5 3 máx
2 3 1 máx 2 4 2 máx
1 máx 2
2 5 3 máx
3 3 1 máx 3 4 2 máx
3
3 5 3 máx
N .h .N t N .h .N t
f .
N .h .N t
N .h .N t N .h .N t
u (t t) f .
N .h .N t
N .h .N t N .h .N t
f .
N .h .N t
  −  +  −  + 
+  
 −    

 −  +  −  + 
=  = + 
 −    

 −  +  −  + 
   −   
t
0
d
=
=











  (2.100) 
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( ) ( ) ( ) ( )
( ) ( )
( ) ( ) ( ) ( )
( ) ( )
( ) ( ) ( ) ( )
( )
t
1 3 1 máx 1 4 2 máx
1
0 1 5 3 máx
t
2 3 1 máx 2 4 2 máx
1 máx 2
0 2 5 3 máx
3 3 1 máx 3 4 2 máx
3
3 5 3 máx
N .h .N t N .h .N t
f . d
N .h .N t
N .h .N t N .h .N t
u (t t) f . d
N .h .N t
N .h .N t N .h .N t
f .
N .h .N t
=
=
=
=
 −  +  −  + 
 + 
 −   
 −  +  −  + 
=  =  + 
 −   
 −  +  −  +
 −


( )
t
0
d
=
=
 
 
 
 
 
 
 
 
  
     

 (2.101) 
 
( ) ( ) ( ) ( )
( ) ( )
( ) ( ) ( ) ( )
( ) ( )
t t
3 1 1 máx 4 1 2 máx
0 0
1 t
5 1 3 máx
0
t t
3 2 1 máx 4 2 2 máx
0 0
1 máx 2 t
5 2 3 máx
0
h . N .N t d h . N .N t d
f .
h . N .N t d
h . N .N t d h . N .N t d
u (t t) f .
h . N .N t d
= =
= =
=
=
= =
= =
=
=
 
 −   +  −   + 
  +
 
  −  
  
 
 −   +  −   + 
 =  =
 
  −  
 
 

 

( ) ( ) ( ) ( )
( ) ( )
t t
3 3 1 máx 4 3 2 máx
0 0
3 t
5 3 3 máx
0
h . N .N t d h . N .N t d
f .
h . N .N t d
= =
= =
=
=
 
 
 
 
 
 
 
 
 
 
+ 
 
 
 
  
 −   +  −   +  
  
  
   −  
    
 

(2.102) 
  
Substituindo as equações (2.85), (2.86), (2.87), (2.95), (2.96) e (2.97) na equação 
(2.102): 
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t 2 2
3 2 2
0
2t 2
1 4 2
0
2
5 2
0
1 máx
3
h . 1 . d
t t t t
3
f . h . 1 . 1 d
t t t
3
h . 1
t t
u (t t)
=
=
=
=
=
=
            
− + +  +         
            
        
− + −  +       
          
    
− +    
    
=  =


t 2
2
2t 2
3 2
0
2 2t
2 4
0
. d
2 t t
2
h . . d
t t t t
2
f . h . . 1 d
t t t
=
=
=
=
 
 
 
 
  +
 
 
     
 − +    
      
            
− + +  +         
             
          
− + −  +        
             



2t 2
5 2
0
t 2 2
3 2 2
0
2
3 4 2
2
h . . d
t t 2 t t
h . . d
2 t 2 t t t
f . h .
2 t 2 t
=
=
=
=
 
 
 
 
 
+ 
 
              − + − +                         
            
− +  +         
            
   
−   
   


2t
0
t 2 2
5 2 2
0
. 1 d
t
h . . d
2 t 2 t 2 t t
=
=
=
=
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
  
  
  
    −  +           
                − − +                          


 
(2.103) 
 
As integrais da equação (2.103) podem ser resolvidas numericamente: 
 
( ) ( )
t
1 1 máx
0
t 2 2
2 2
0
N .N t d
3 11
1 . d t
t t t t 120
=
=
=
=
 −   =
              
− + +  =            
              


 (2.104) 
 
( ) ( )
t
1 2 máx
0
2t 2
2
0
N .N t d
3 43
1 . 1 d t
t t t 120
=
=
=
=
 −   =
          
− + −  =          
            


 (2.105) 
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( ) ( )
t
1 3 máx
0
t 2 2
2 2
0
N .N t d
3 1
1 . d t
t t 2 t 2 t 30
=
=
=
=
 −   =
              
− + −  = −            
              


 (2.106) 
 
( ) ( )
t
2 1 máx
0
2t 2
2
0
N .N t d
2 43
. d t
t t t t 120
=
=
=
=
 −   =
              
− + +  =            
               


 (2.107) 
 
( ) ( )
t
2 2 máx
0
2 2t
0
N .N t d
2 11
. 1 d . t
t t t 30
=
=
=
=
 −   =
            
− + −  =           
               


 (2.108) 
 
( ) ( )
t
2 3 máx
0
2t 2
2
0
N .N t d
2 7
. d . t
t t 2 t 2 t 120
=
=
=
=
 −   =
              
− + −  = −            
               


 (2.109) 
 
( ) ( )
t
3 1 máx
0
t 2 2
2 2
0
N .N t d
1
. d . t
2 t 2 t t t 30
=
=
=
=
 −   =
              
− +  = −            
              


 (2.110) 
 
( ) ( )
t
3 2 máx
0
2t 2
2
0
N .N t d
7
. 1 d . t
2 t 2 t t 120
=
=
=
=
 −   =
          
− −  = −          
            


 (2.111) 
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( ) ( )
t
3 3 máx
0
t 2 2
2 2
0
N .N t d
1
. d . t
2 t 2 t 2 t 2 t 120
=
=
=
=
 −   =
              
− −  =            
              


 (2.112) 
 
Substituindo as equações (2.104), (2.105), (2.106), (2.107), (2.108), (2.109), (2.110), 
(2.111), (2.112) na equação (2.103): 
 
1 3 4 5
1 máx 2 3 4 5
3 3 4 5
11 43 1
f . h . . t h . . t h . . t
120 120 30
43 11 7
u (t t) f . h . . t h . . t h . . t
120 30 120
1 7 1
f . h . . t h . . t h . . t
30 120 120
       
 +  + −  +       
      
      
=  =  +  + −  +       
      
      
−  + −  +       
      


 
  

 
 
 
  
  (2.113) 
  
A equação (2.113) também pode ser escrita na forma matricial: 
 
 
3
1 máx 1 2 3 41x3
5 3x1
3x3
11 43 1
120 120 30
h
43 11 7
u (t t) f f f . . h . t
120 30 120
h
1 7 1
30 120 120
      
−      
        
        =  = −                        
− −      
      
 (2.114) 
  
Em seguida, será realizado o cálculo para o segundo intervalo da tabela 2.2. Este cálculo 
está representado pela equação (2.35).  
Analogamente à figura 2.10, a figura 2.11 tem por objetivo representar o cálculo da 
convolução aproximada por funções de interpolação quadráticas do segundo intervalo da 
tabela 2.2.   
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Figura 2.11. Representação do segundo intervalo da convolução no tempo. 
 
A equação (2.35) pode ser calculada utilizando a mesma sequência de cálculo com 
funções de interpolação quadráticas empregada para o primeiro intervalo da tabela (2.2), 
contudo, nesse caso, o interesse está no segundo intervalo da mesma tabela. Então:  
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1 1 2 3
2 máx 2 1 2 3
3 1 2 3
1 7 1
f . h . . t h . . t h . . t
120 120 30
7 11 43
u (t t) f . h . . t h . . t h . . t
120 30 120
1 43 11
f . h . . t h . . t h . . t
30 120 120
       
 + −  + −  +       
      
      
=  = −  +  +  +       
      
      
−  +  +       
      


 
  

 
 
 
  
 (2.115) 
  
A equação (2.104) também pode ser escrita na forma matricial: 
 
 
1
2 máx 1 2 3 21x3
3 3x1
3x3
1 7 1
120 120 30
h
7 11 43
u (t t) f f f . . h . t
120 30 120
h
1 43 11
30 120 120
      
− −      
        
        =  = −                        
−      
      
 (2.116) 
 
Por fim, será realizado o cálculo para o terceiro intervalo da tabela 2.2. Este cálculo está 
representado pela equação (2.37). Analogamente à figura 2.11, a figura 2.12 tem por objetivo 
representar o cálculo da convolução aproximada por funções de interpolação quadráticas do 
terceiro intervalo da tabela 2.2.   
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Figura 2.12. Representação do terceiro intervalo da convolução no tempo. 
 
A equação (2.37) pode ser calculada utilizando a mesma sequência de cálculo com 
funções de interpolação quadráticas empregada para o primeiro intervalo da tabela 2.2, 
contudo, nesse caso, o interesse está no terceiro intervalo da mesma tabela. Então:  
 
 
64 
 
3 1 2 3
3 máx 4 1 2 3
5 1 2 3
11 43 1
f . h . . t h . . t h . . t
120 120 30
43 11 7
u (t t) f . h . . t h . . t h . . t
120 30 120
1 7 1
f . h . . t h . . t h . . t
30 120 120
       
 +  + −  +       
      
      
=  =  +  + −  +       
      
      
−  + −  +       
      


 
  

 
 
 
  
 (2.117) 
  
A equação (2.117) também pode ser escrita na forma matricial: 
 
 
1
3 máx 3 4 5 21x3
3 3x1
3x3
11 43 1
120 120 30
h
43 11 7
u (t t) f f f . . h . t
120 30 120
h
1 7 1
30 120 120
      
−      
        
        =  = −                        
− −      
      
 (2.118) 
  
Portanto, substituindo as equações (2.114), (2.116) e (2.118) na equação (2.30) obtém-
se o resultado final da convolução: 
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 
1 máx
3
1 2 3 41x3
5 3x1
3x3
u (t t )
máx
11 43 1
120 120 30
h
43 11 7
f f f . . h
120 30 120
h
1 7 1
30 120 120
u(t t)
=
      
−      
        
        − +                       
− −      
      
=  =  
2 máx
1
1 2 3 21x3
3 3x1
3x3
u (t t )
1 7 1
120 120 30
h
7 11 43
f f f . . h
120 30 120
h
1 43 11
30 120 120
=
      
− −      
        
        − +                       
−      
      
 
3 máx
1
3 4 5 21x3
3 3x1
3x3
u (t t )
11 43 1
120 120 30
h
43 11 7
f f f . . h
120 30 120
h
1 7 1
30 120 120
=
      
−      
        
        −                       
− −      
      
. t
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(2.119) 
 
 
 
A partir da equação (2.119), observa-se que o cálculo da integral de convolução 
numérica aproximada por funções de interpolação quadráticas possui um padrão. Sendo 
assim, é possível obter uma expressão geral para o cálculo da equação (2.40): 
 
66 
 
( )
( )
( )
( )( )
( )( )
( )( )
T
n i 1i
i 1 n i 2
i 2 n i 33x1
3x3
máx
Se n for ímpar
11 43 1
120 120 30 hf
43 11 7
f . . h
120 30 120
f h
1 7 1
30 120 120
u(t n t)
− +
+ − +
+ − +
      
−      
         
             −      
         
             
− −      
      
=  =
( )
( )
( )
( )( )
( )( )
( )
3x1
se i for ímpar
T
n ii 1
i n i 1
i 1 n i3x1
3x3
ou
1 7 1
120 120 30 hf
7 11 43
f . . h
120 30 120
f h
1 43 11
30 120 120
−−
− +
+ −
      
− −      
        
        
  −      
        
          
−      
      
( )
( )
( )
( )
2
3x1
se i for par
T
i
i 1
i 2
3x1
Se n for par
1 23 31
30 120 120f
7 8 23
f .
120 15 120
f
1 7
120 120
+
+
+
 
 
 
 
 
 
     
−     
      
       
  −     
      
      
− −   
   
( )( )
( )( )
( )( )
( )
( )
( )
n i
n i 1
n i 2
3x1
3x3
se i for ímpar
T
i 1
i
i 1
3x1
h
. h
h
1
30
ou
1 7 1
30 120 120f
23 8 7
f .
120 15 120
f
31
120
−
− +
− +
−
+
 
 
  
  
  
  
     
  
  
     
− −     
      
       
  −     
      
    

 
( )( )( )
( )( )( )
( )( )( )
n i 2 1
n i 2
n i 2 1
3x1
3x3
se i for par
h
. h
h23 1
120 30
− − −
− −
− − +
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 












  
                             −     
     

 
n
i 1
. t
=
























 
(2.120) 
 
 
 
 
 
 
 
67 
 
2.2.4 Validação da integral de convolução numérica 
 
 
O objetivo dessa seção é validar as formulações desenvolvidas para convolução 
numérica a partir de exemplos encontrados em Przemieniecki (1968). A figura 2.13-a 
representa a força de excitação do tipo rampa (eq. 2.121). A equação (2.122) representa a 
função de transferência do sistema linear em questão. A equação (2.123) representa a solução 
analítica da convolução entre a força excitante (2.121) e a função de transferência (eq. 122). A 
figura 2.13-b representa uma comparação entre a resposta analítica (eq. 123) e as respostas 
numéricas obtidas por aproximações: constante (eq. 2.42), linear (eq. 2.77) e quadrática (eq. 
2.120), em termos de deslocamento.  
 
( ) ( )f a =    (2.121) 
 
( ) ( )h sen =   (2.122) 
 
( )
( )
analítico
sen .a
u .
   
 =  −  
    
 (2.123) 
 
Os valores utilizados para a constante a (coeficiente angular da reta) e para frequência ω 
(rad/s) foram: 
 
a 2=  (2.124) 
 
1 =  (2.125) 
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(a) (b) 
Figura 2.13. (a) Força de excitação do tipo rampa. (b) Resposta dinâmica do sistema. 
 
De acordo com a figura 2.13-b, é possível alegar que os resultados numéricos estão 
próximos do analítico. No entanto, para realizar uma análise mais precisa dos resultados 
numéricos, é interessante calcular o erro entre a solução analítica e numérica.  
  A figura 2.14 apresenta os erros absoluto e relativo entre a solução analítica (eq. 2.123) 
e as soluções numéricas da convolução, obtidas por aproximações: constante (eq. 2.42), linear 
(eq. 2.77) e quadrática (eq. 2.120). Os erros foram calculados a partir das equações (2.25) e 
(2.26).  
 
  
(a) (b) 
Figura 2.14. Solução analítica x Convolução numérica. (a) Erro absoluto. (b) Erro relativo. 
 
A análise da figura 2.14 indica que os erros absolutos e relativos entre a solução 
analítica (eq. 2.123) e as soluções numéricas da convolução aproximada por funções constante 
(eq. 2.42) e linear (eq. 2.77), encontram-se aproximadamente na ordem de 10-5. Em relação 
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aos erros absoluto e relativo (fig. 2.14) entre a solução analítica (eq. 2.123) e a solução 
numérica da convolução aproximada por função quadrática, encontra-se, aproximadamente, 
na ordem de 10-12. Este resultado está de acordo com o esperado, pois o mesmo comprova que 
a solução numérica da convolução aproximada por função quadrática, está mais próxima da 
solução analítica em comparação com as aproximações constante e linear. 
No segundo caso, optou-se por considerar o mesmo sistema linear do exemplo anterior 
de Przemieniecki (1968), e alterar apenas a força de entrada do sistema. A figura 2.15-a 
representa a força de excitação do tipo seno (eq. 2.126). A função de transferência (eq. 2.122) 
é a mesma, pois o sistema linear é o mesmo. A equação (2.127) representa a solução analítica 
da convolução entre a força excitante (eq. 2.126) e a função de transferência (eq. 2.122). A 
figura 2.15-b representa uma comparação entre a resposta analítica (eq. 127) e a resposta 
numérica obtida por aproximações constante (eq. 2.42), linear (eq. 2.77) e quadrática (eq. 
2.120), em termos de deslocamento.  
 
( ) 0
0
2. .
f P .sen
  
 =  
 
 (2.126) 
 
( ) ( )0 0analítico 02 2 2
0 0
P .
u . . .sen 2. . 2. .sen
. 4.
      
 =    −           −       
 (2.127) 
 
O valore utilizado para a constante τ0 (período da onda seno em segundos) é descrito 
pela equação (2.128), e o valor utilizado para frequência ω (rad/s) está descrito na equação 
(2.125). 
 
0 2 =  (2.128) 
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(a) (b) 
Figura 2.15. (a) Força de excitação seno. (b) Resposta dinâmica do sistema. 
 
De acordo com a figura 2.15-b, é possível perceber que os resultados numéricos estão 
próximos do analítico. No entanto, para realizar uma análise mais precisa dos resultados 
numéricos, é interessante calcular o erro entre a solução analítica e numérica.  
  A figura 2.16 apresenta os erros absoluto e relativo entre a solução analítica (eq. 2.127) 
e as soluções numéricas da convolução, obtidas por aproximações: constante (eq. 2.42), linear 
(eq. 2.77) e quadrática (eq. 2.120). Os erros foram calculados a partir das equações (2.25) e 
(2.26).  
 
  
(a) (b) 
Figura 2.16. (a) Erro absoluto. (b) Erro relativo. 
 
A análise da figura 2.16 indica que os erros absolutos e relativos entre a solução 
analítica (eq. 2.127) e as soluções numéricas da convolução aproximada por funções constante 
(eq. 2.42) e linear (eq. 2.77), encontram-se aproximadamente na ordem de 10-5. Em relação 
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aos erros absoluto e relativo (fig. 2.16) entre a solução analítica (eq. 2.123) e a solução 
numérica da convolução aproximada por função quadrática, encontra-se, aproximadamente, 
na ordem de 10-10. Este resultado está de acordo com o esperado, pois o mesmo comprova que 
a solução numérica da convolução aproximada por função quadrática, está mais próxima da 
solução analítica em comparação com as aproximações constante e linear.  
No terceiro caso, optou-se por considerar o mesmo sistema linear do exemplo anterior 
de Przemieniecki (1968), e alterar apenas a força de entrada do sistema. A figura 2.17-a 
representa a força de excitação do tipo cosseno (eq. 2.129). A função de transferência (eq. 
2.122) é a mesma, pois o sistema linear é o mesmo. A equação (2.130) representa a solução 
analítica da convolução entre a força excitante (2.129) e a função de transferência (eq. 122). A 
figura 2.17-b representa uma comparação entre a resposta analítica (eq. 130) e a resposta 
numérica obtida por aproximações constante (eq. 2.42), linear (eq. 2.77) e quadrática (eq. 
2.120), em termos de deslocamento.  
 
( ) 0
0
2. .
f P .cos
  
 =  
 
 (2.129) 
 
( ) ( )
2
0 0
analítico 2 2 2
0 0
P . .
u . cos 2. . cos
. 4.
       
 =  −          −       
 (2.130) 
 
O valore utilizado para a constante τ0 (período da onda seno em segundos) é descrito 
pela equação (2.131), e o valor utilizado para frequência ω (rad/s) está descrito na equação 
(2.125). 
 
0.1 =  (2.131) 
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(a) (b) 
Figura 2.17. (a) Força de excitação cosseno. (b) Resposta dinâmica do sistema. 
 
Nesse caso, o valor da frequência foi alterado para ω = 0.1 (rad/s), ou seja, diferente dos 
exemplos anteriores. De acordo com a figura 2.17-b, percebe-se claramente que, ao longo do 
tempo, a resposta numérica da convolução aproximada por elemento constante tende a se 
afastar da solução analítica. Esse resultado reforça a hipótese considerada na motivação desse 
trabalho, de que a aproximação da convolução por elemento constante não é a mais adequada 
para ser utilizada no processo de acoplamento iterativo. No entanto, para realizar uma análise 
mais precisa dos resultados numéricos, é interessante calcular o erro entre a solução analítica e 
numérica.  
A figura 2.18 apresenta os erros absoluto e relativo entre a solução analítica (eq. 2.130) 
e as soluções numéricas da convolução, obtidas por aproximações: constante (eq. 2.42), linear 
(eq. 2.77) e quadrática (eq. 2.120). Os erros foram calculados a partir das equações (2.25) e 
(2.26).  
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(a) (b) 
Figura 2.18. (a) Erro absoluto. (b) Erro relativo. 
 
A análise da figura 2.18 indica que os erros absolutos e relativos entre a solução 
analítica (eq. 2.130) e a solução numérica da convolução aproximada por elemento constante 
(eq. 2.42), encontra-se, aproximadamente, na ordem de 10-2. Além disso, ao longo do tempo, 
os erros absoluto e relativo aumentam, ou seja, a solução numérica se afasta da solução 
analítica.   
De acordo com a figura 2.14-a, o erro absoluto entre a solução analítica e a solução 
numérica da convolução aproximada por função linear, encontra-se, aproximadamente, na 
ordem de 10-7, enquanto que para o caso da aproximação quadrática, o erro absoluto encontra-
se na ordem de 10-11, aproximadamente.  
De acordo com a figura 2.14-b, o erro relativo entre a solução analítica e a solução 
numérica da convolução aproximada por função linear, encontra-se, aproximadamente, na 
ordem de 10-5, enquanto que para o caso da aproximação quadrática, o erro absoluto encontra-
se na ordem de 10-9, aproximadamente.  
Os três exemplos utilizados nesse capítulo forneceram os resultados de acordo com o 
esperado, pois em todos os casos a solução numérica da convolução aproximada por função 
quadrática, encontra-se mais próxima da solução analítica em comparação com as 
aproximações constante e linear. 
De acordo com os dados apresentados nas figuras 2.14, 2.16 e 2.18, entende-se que o 
desenvolvimento das formulações numéricas aproximadas por funções constante (2.42), linear 
(2.77) e quadrática (2.120), bem como a implementação das mesmas, estão validadas, e 
poderão ser empregadas no processo de acoplamento iterativo.  
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3 SOLUÇÃO DE SISTEMA DINÂMICO: NEWMARK X 
CONVOLUÇÃO 
 
 
Esse capítulo tem o objetivo de comparar as soluções de um sistema massa-mola-
amortecedor com 1 GDL obtidas pelo Método de Integração Direta de Newmark, e pelas 
aproximações numéricas (constante, linear e quadrática) da integral de convolução 
desenvolvidas no capítulo 2.  
A solução analítica (eq. 2.17) para esse sistema dinâmico ilustrado na figura 3.1 foi 
utilizada no capítulo 2 para validação da implementação do método de Newmark. Nesse 
capítulo, o mesmo sistema dinâmico é considerado e, portanto, será empregada a mesma 
solução analítica (eq. 2.17). Além disso, a resposta dinâmica desse sistema também será 
obtida pelas aproximações numéricas da integral de convolução. Por fim, as soluções 
numéricas de Newmark e convolução serão comparadas com a solução analítica.  
 
 
Figura 3.1. Sistema massa-mola-amortecedor de 1 GDL. 
 
Os parâmetros do sistema dinâmico da figura 3.1 utilizados nessa seção são os mesmos 
apresentados na tabela 2.1, e estão todos em unidades do S.I.  
A figura 3.2-a apresenta a força harmônica cosseno (eq. 2.16) de acordo com os 
parâmetros da tabela 2.1. A figura 3.2-b representa uma comparação entre as soluções 
analítica (eq. 2.17) e numéricas do sistema dinâmico massa-mola-amortecedor com 1 GDL.  
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A resposta ao impulso analítica para o sistema dinâmico massa-mola-amortecedor com 
1 GDL pode ser encontrada em Inman (2014):  
 
( )
n t
d
d
Fˆe ˆh(t) .sen t  ,  com   F 1 [N]
m 
− 
=  = 
 
  (3.1) 
 
Dessa forma, a integral de convolução entre a força de excitação cosseno (eq. 2.16) e a 
resposta ao impulso analítica do sistema massa-mola-amortecedor com 1 GDL (eq. 3.1) é 
dada pela expressão (3.2): 
 
 ( )
( )
( )
( )( )
( )
máx n máx
máx
t t
máx 0 d máx
d0
Força  Cosseno
          
Resposta  ao Impulso Analítica
         f              
              h t
Fˆe
u(t ) F .cos . .sen t d
m 
= − −
=

−
  
=   −            
   (3.2) 
 
As soluções numéricas em questão foram obtidas por: método de Newmark (eq. 2.7) e 
integral de convolução (eq. 3.2) aproximada por funções: constante (eq. 2.42), linear (eq. 
2.77) e quadrática (eq. 2.120).  
   
  
(a) (b) 
Figura 3.2. (a) Força de excitação do tipo cosseno. (b) Resposta dinâmica. 
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De acordo com a figura 3.2-b, é possível dizer que os resultados numéricos estão 
próximos do analítico. No entanto, para realizar uma análise mais precisa dos resultados 
numéricos, é interessante observar a figura (3.2-b) de forma ampliada.  
A figura 3.3-a apresenta a primeira ampliação de uma região de pico, aproximadamente 
em t = 3s, da figura 3.2-b. A figura 3.3-b apresenta a ampliação da curva em negrito da figura 
3.3-a.  
 
  
(a) (b) 
Figura 3.3. Ampliação da figura 3.2-b. 
 
   
De acordo com a figura 3.3-b, percebe-se que há uma diferença de amplitude entre a 
curva em negrito (analítica, Newmark, linear e quadrática) e a curva azul (constante). Dessa 
forma, conclui-se que a solução numérica por convolução constante é a aproximação menos 
precisa de todas apresentadas. 
De acordo com a figura 3.3-a, percebe-se que há uma diferença de amplitude entre a 
curva em negrito (analítica e quadrática) e as curvas verde (linear) e vermelha (Newmark). 
Dessa forma, conclui-se que a precisão das soluções numéricas apresentadas está definida em 
ordem decrescente por: convolução quadrática, convolução linear, Newmark e convolução 
constante.   
  A figura 3.4 apresenta os erros absoluto e relativo entre a solução analítica (eq. 2.17) e 
as soluções numéricas obtidas pelo Método de Newmark (eq. 2.7) e pela convolução 
aproximada por funções: constante (eq. 2.42), linear (eq. 2.77) e quadrática (eq. 2.120). Vale 
ressaltar que as soluções analíticas e numéricas foram obtidas para o sistema massa-mola-
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amortecedor de 1 GDL da figura 3.1 de acordo com os dados da tabela 2.1. Os erros foram 
calculados a partir das equações (2.25) e (2.26).  
 
  
(a) (b) 
Figura 3.4. Solução analítica x numérica. (a) Erro absoluto. (b) Erro relativo. 
 
A análise da figura 3.4-a indica que o erro absoluto entre a solução analítica e a solução 
numérica da convolução aproximada por elemento constante, encontra-se, aproximadamente, 
na ordem de 10-5. Para o caso da solução numérica por Newmark e por convolução 
aproximada por funções lineares, o erro absoluto encontra-se, aproximadamente, na ordem de 
10-8. É importante ressaltar, que os erros (absoluto e relativo) para as soluções numéricas de 
Newmark e convolução linear aparecem bem próximos na figura 3.4. Isso ocorre, pois, o 
método de Newmark utiliza um integrador de primeira ordem da equação diferencial, 
enquanto que a convolução linear, também é um método de primeira ordem.     
Por fim, para o caso da solução numérica por convolução aproximada por funções 
quadráticas, o erro absoluto encontra-se, aproximadamente, na ordem de 10-14. Dessa forma, 
entende-se que a formulação da convolução aproximada por funções quadráticas (eq. 2.120) 
encontra-se muito próxima da solução analítica. 
Com o intuito de analisar a taxa de convergência dos erros (absoluto e relativo) entre as 
soluções analítica e numérica do sistema representado na figura 3.1, optou-se por construir um 
gráfico considerando o erro de um determinado ponto da abscissa da figura 3.4 para diferentes 
passos de tempo (Δt = 10-1, 10-2 e 10-3 s). 
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(a) (b) 
Figura 3.5. Taxa de convergência. (a) Erro absoluto. (b) Erro relativo. 
 
 As taxas de convergência da figura 3.5 foram calculadas e estão apresentadas na tabela 
3.1 a seguir: 
 
Tabela 3.1. Taxa de convergência do erro. 
Newmark 2.0 
Convolução constante 1.0 
Convolução linear 2.0 
Convolução quadrática 4.0 
 
  
Os dados apresentados na tabela 3.1 ratificam os resultados já apresentados até o 
momento sobre a precisão das formulações numéricas empregadas nesse trabalho. A menor 
taxa de convergência do erro pertence à solução por convolução constante. A taxa de 
convergência do erro para as soluções por Newmark e convolução linear, é a mesma, e 
representa o dobro da taxa de convergência por convolução constante. Esse dado é 
consistente, pois os métodos de Newmark e convolução linear são de primeira ordem, 
enquanto que a convolução constante é de ordem zero. De forma análoga, a taxa de 
convergência do erro para a solução por convolução quadrática representa o dobro da taxa de 
convergência por convolução linear e Newmark. Esse dado também é consistente, pois o 
método de convolução quadrática é de segunda ordem, enquanto que a convolução linear e 
Newmark são de primeira ordem.  
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A partir dos dados apresentados nesse capítulo, entende-se que as formulações 
numéricas da convolução aproximadas por funções lineares e quadráticas apresentam melhor 
acurácia que a convolução aproximada por elemento constante. Sendo assim, é possível que 
estas formulações, quando aplicadas no processo de acoplamento iterativo, contribuam com 
resultados mais precisos para a convergência do método.      
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4 ACOPLAMENTO ITERATIVO 
 
 
 Damasceno (2013) desenvolveu uma metodologia para análise transiente de sistemas 
dinâmicos com interação solo-estrutura baseada na técnica de solução particionada citada na 
subseção 1.1. Essa metodologia consiste em um processo de acoplamento iterativo, onde o 
sistema único é dividido em dois subsistemas. Cada subsistema é tratado de forma 
independente e pode ser estudado, de acordo com suas características, pela técnica mais 
apropriada.  
Na figura 4.1, o subsistema 1 representa a estrutura, e o subsistema 2 representa o solo. 
Nesse modelo desenvolvido por (Damasceno, 2013) tem por objetivo representar o problema 
de interação solo-estrutura como um sistema massa-mola-amortecedor de 1 GDL. Num 
primeiro instante, é conveniente considerar o modelo da figura 4.1 para análise da 
convergência do processo iterativo. Posteriormente, então, o intuito é aplicar a metodologia de 
acoplamento iterativo no estudo do solo.    
   
 
Figura 4.1. Modelo para metodologia de acoplamento iterativo. (a) Sistema único. (b) Subsistema 1. (c) 
Subsistema 2. (Damasceno, 2013) 
 
 Nesse capítulo, a solução analítica do sistema único (fig. 4.1-a) será representada pela 
equação (2.17). Os parâmetros físicos utilizados na solução analítica (eq. 2.17) do sistema 
único estão descritos na tabela 4.1. Em seguida, as respostas dinâmicas, em termos de 
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deslocamento, dos subsistemas 1 e 2, serão calculadas no processo de acoplamento iterativo 
até que ocorra a convergência do processo. Por fim, quando ocorrer a convergência, as 
respostas dinâmicas, em termos de deslocamento, dos subsistemas 1 e 2 devem possuir 
valores muito próximos, entre si, e, da resposta analítica do sistema único (eq. 2.17).   
A figura 4.3 ilustra o algoritmo do processo iterativo, o qual pode ser descrito em 
algumas etapas, a saber: 
➢ Entrada de dados; 
➢ Início do primeiro loop, correspondente ao tempo; 
➢ Forças de interação do subsistema 1 - F1 (estrutura) e subsistema 2 - F2 (solo) 
são arbitradas; 
➢ Início do segundo loop correspondente ao processo iterativo;  
➢ Cálculo dos deslocamentos do subsistema 1 (estrutura) e subsistema 2 (solo), 
conforme ilustrado na figura 4.2.  
 
Figura 4.2. Cálculo do deslocamento por Newmark ou convolução. 
 
➢ Teste de convergência: se a diferença entre os deslocamentos dos subsistemas 1 
e 2 for menor que 10-12, significa que o processo convergiu e o sistema está 
acoplado, então o algoritmo retornará para o primeiro loop para o cálculo do 
próximo instante de tempo. Se não ocorrer a convergência, o algoritmo segue 
para o próximo passo; 
➢ Atualização dos deslocamentos do subsistema 1 (u1) e subsistema 2 (u2).  
➢ Cálculo das forças de interação do subsistema 1 (estrutura) e subsistema 2 
(solo), conforme ilustrado na figura 4.3.  
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Figura 4.3. Cálculo da força de interação por Newmark ou convolução. 
 
➢ Atualização das forças de interação do subsistema 1 (F1) e subsistema 2 (F2).   
➢ O algoritmo retorna para o segundo loop até ocorrer a convergência do 
processo. 
 
 
Figura 4.4. Algoritmo do processo iterativo.  
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É importante ressaltar que a formulação do método de Newmark (eq. 2.7), bem como as 
formulações numéricas da convolução, aproximadas por elemento constante (eq. 2.42), função 
linear (eq. 2.77) e função quadrática (eq. 2.120), todas apresentadas no capítulo 2, 
representam o cálculo da resposta dinâmica em termos de deslocamento, conforme ilustrado 
na figura 4.2. No entanto, nota-se que, no algoritmo, há uma etapa em que ambos os métodos 
numéricos são utilizados para o cálculo da força de interação do subsistema, conforme 
ilustrado na figura 4.3. As formulações (Newmark e convolução) para o cálculo da força de 
interação para cada subsistema são baseadas nas formulações apresentadas no capítulo 2 e 
serão desenvolvidas nesse capítulo.  
Além disso, nesta seção, serão apresentadas as diferentes combinações do método de 
Newmark e da integral de convolução aplicadas ao processo de acoplamento iterativo. Em 
cada definição do acoplamento, o primeiro método está relacionado com o estudo do 
subsistema 1, enquanto que o segundo método está relacionado com o estudo do subsistema 2. 
Os métodos serão combinados da seguinte maneira:  
 
➢ Acoplamento iterativo Newmark – Newmark 
➢ Acoplamento iterativo Newmark – Convolução constante 
➢ Acoplamento iterativo Newmark – Convolução linear 
➢ Acoplamento iterativo Newmark – Convolução quadrática modificada 
➢ Acoplamento iterativo Convolução constante – Convolução constante 
➢ Acoplamento iterativo Convolução linear – Convolução linear 
➢ Acoplamento iterativo Convolução quadrática modificada – Convolução 
quadrática modificada 
 
Os parâmetros físicos utilizados para o cálculo do processo iterativo, de acordo com a 
figura 4.1, estão representados na tabela 4.1.  
 
 
 
 
 
 
84 
 
Tabela 4.1. Parâmetros físicos do sistema único e subsistemas 1 e 2. 
Parâmetros [S.I] 
Sistema Único Subsistema 1 Subsistema 2 
M [kg] 2 1 1 
c [kg.N/s] 0.2 0.1 0.1 
k [N/m] 2 1 1 
Força de excitação F(t) = F0.cos(ωt) F(t) = F0.cos(ωt) 0 
F0 [N] 1 1 - 
ω [rad/s] 2 2 - 
 
 
4.1 Acoplamento iterativo Newmark - Newmark 
 
 
Nessa seção será analisada a convergência do acoplamento iterativo através da aplicação 
do método de Newmark nos subsistemas 1 e 2. Como mencionado anteriormente nesse 
capítulo, há a necessidade de obter a formulação para o cálculo da força de interação para os 
subsistemas. Para tal, serão utilizadas as equações (2.13) e (2.14). 
A equação da força de interação para o método de Newmark pode ser obtida através da 
manipulação da equação (2.6). Considerando o subsistema 1, a equação (2.6) pode ser 
reescrita como:  
 
(1) (1) (1) (1)
1 i 1 1 i 1 1 i 1 i 1 i 1M .u c .u k .u F F+ + + + ++ + = +   (4.1) 
   
Na equação (4.1), o termo (1)i 1F+  representa a força de interação do subsistema 1, e o 
termo i 1F+  representa a força externa aplicada ao sistema único (vide figura 4.1-b). Então, 
isolando o termo (1)i 1F+  na equação (4.1), obtém-se a expressão da força de interação para o 
subsistema 1:  
 
(1) (1) (1) (1)
i 1 1 i 1 1 i 1 1 i 1 i 1F M .u c .u k .u F+ + + + += + + −   (4.2) 
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Analogamente, considerando o subsistema 2, a equação (2.6) pode ser reescrita como:  
 
(2) (2) (2) (2)
2 i 1 2 i 1 2 i 1 i 1M .u c .u k .u F+ + + ++ + = −   (4.3) 
 
Na equação (4.3), o termo (2)i 1F+  representa a força de interação do subsistema 2 (vide 
figura 4.1-c). Então, isolando o termo (2)i 1F+  na equação (4.3), obtém-se a expressão da força de 
interação para o subsistema 2:  
 
(2) (2) (2) (2)
i 1 2 i 1 2 i 1 2 i 1F M .u c .u k .u+ + + + = − + +    (4.4) 
 
A figura 4.5 apresenta uma comparação entre a solução analítica do sistema único (eq. 
2.17) e as soluções numéricas dos subsistemas 1 e 2, obtidas após a convergência do processo 
de acoplamento iterativo Newmark – Newmark. As soluções estão em termos do 
deslocamento e foram calculadas considerando os dados da tabela 4.1.   
 
 
Figura 4.5. Solução analítica x numérica. 
 
 
De acordo com a figura 4.5, é possível alegar que os resultados numéricos dos 
subsistemas 1 e 2 estão próximos da resposta dinâmica analítica. No entanto, para realizar 
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uma análise mais precisa dos resultados numéricos, é interessante calcular o erro entre a 
solução analítica e numérica.  
  A figura 4.6 apresenta o erro absoluto entre a solução analítica (eq. 2.17) do sistema 
único e as soluções numéricas dos subsistemas 1 e 2, obtidas após a convergência do processo 
iterativo. O erro absoluto foi calculado a partir da equação (2.25).  
 
  
(a) (b) 
Figura 4.6. Erro absoluto. (a) Subsistema 1. (b) Subsistema 2. 
 
A análise da figura 4.6 indica que o erro absoluto entre a solução analítica (eq. 2.17) do 
sistema único e as soluções numéricas dos subsistemas 1 e 2, obtidas após a convergência do 
acoplamento iterativo Newmark–Newmark, encontra-se, aproximadamente, na ordem de 10-4. 
A figura 4.7-a apresenta as forças de interação dos subsistemas 1 e 2, enquanto que a figura 
4.7-b apresenta o número de iterações necessárias para a convergência do acoplamento.  
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(a) (b) 
Figura 4.7. (a) Forças de contato. (b) Número de iterações para convergência. 
 
De acordo com a figura 4.7-a, as forças de interação dos subsistemas 1 e 2 têm amplitude 
máxima de 0.5 [N], e estão em sentidos opostos, pois são forças de ação e reação.  
Em relação à figura 4.7-b, entende-se que o número máximo de iterações está coerente 
pois ambos os subsistemas estão sendo estudados pelo mesmo método.  
 
 
4.2 Acoplamento iterativo Newmark - Convolução constante 
 
 
Nessa seção será analisada a convergência do acoplamento iterativo através da aplicação 
do método de Newmark para o subsistema 1, e a integral de convolução aproximada por 
elemento constante para o subsistema 2.  
O deslocamento total obtido pela convolução numérica aproximada por elemento 
constante pode ser escrito com base na equação (2.42).  
 
( ) ( )( )
n
total máx i 1 n i 1
i 1
u (t n t) f .h t
+ − −
=
=  =    (4.5) 
 
Na equação (4.5), o termo f representa a força que está sendo aplicada no subsistema 
(vide figura 4.1), e o termo h representa a resposta ao impulso analítica do subsistema (eq. 
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3.1). Para obter o termo da força para o último instante de tempo (i=n), é preciso reescrever a 
equação (4.5) da seguinte forma:  
 
( ) ( )total parcial n 1 1
i n
u u f .h t
+
=
= +    (4.6) 
 
Na equação (4.6), o termo parcialu  é dado por: 
 
( ) ( )( )
n 1
parcial máx i 1 n i 1
i 1
u (t n t) f .h t
−
+ − −
=
=  =   (4.7) 
 
Então, isolando o termo ( )n 1f +  na equação (4.6), obtém-se a expressão da força de 
interação do subsistema:  
 
( )
( )
( )
total parcial
n 1
1
u u
f
h t
+
−
=

 (4.8) 
 
A figura 4.8 apresenta uma comparação entre a solução analítica do sistema único (eq. 
2.17) e as soluções numéricas dos subsistemas 1 e 2, obtidas após a convergência do processo 
de acoplamento iterativo Newmark – Convolução constante. As soluções estão em termos do 
deslocamento e foram calculadas considerando os dados da tabela 4.1.   
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Figura 4.8. Solução analítica x numérica. 
 
De acordo com a figura 4.8, considera-se que os resultados numéricos dos subsistemas 1 
e 2 estão próximos da resposta dinâmica analítica. No entanto, para realizar uma análise mais 
precisa dos resultados numéricos, é interessante calcular o erro entre a solução analítica e 
numérica.  
  A figura 4.9 apresenta o erro absoluto entre a solução analítica (eq. 2.17) do sistema 
único e as soluções numéricas dos subsistemas 1 e 2, obtidas após a convergência do processo 
iterativo. O erro absoluto foi calculado a partir da equação (2.25).  
 
  
(a) (b) 
Figura 4.9. (a) Erro absoluto. (b) Erro relativo. 
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A análise da figura 4.9 indica que o erro absoluto entre a solução analítica (eq. 2.17) do 
sistema único e as soluções numéricas dos subsistemas 1 e 2, obtidas após a convergência do 
acoplamento iterativo Newmark – Convolução constante, encontra-se, aproximadamente, na 
ordem de 10-3. A figura 4.10-a apresenta as forças de interação dos subsistemas 1 e 2, 
enquanto que a figura 4.10-b apresenta o número de iterações necessárias para a convergência 
do acoplamento.  
 
  
(a) (b) 
Figura 4.10. (a) Erro absoluto. (b) Erro relativo. 
 
 
De acordo com a figura 4.10-a, as forças de interação dos subsistemas 1 e 2 têm amplitude 
máxima de 0.5 [N] e estão em sentidos opostos, pois são forças de ação e reação. Vale 
ressaltar que, para esse caso, a amplitude das forças de contato se manteve igual ao exemplo 
anterior (Newmark – Newmark), pois o problema físico que está sendo resolvido é o mesmo. 
A diferença desse exemplo para o último está apenas na aplicação dos métodos matemáticos.  
Em relação à figura 4.10-b, o número máximo de 18 iterações para convergência pode ser 
explicado pelo emprego de métodos diferentes no estudo dos subsistemas.   
 
 
4.3 Acoplamento iterativo Newmark - Convolução linear 
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Nessa seção será analisada a convergência do acoplamento iterativo através da aplicação 
do método de Newmark para o subsistema 1 e a integral de convolução aproximada por 
funções de interpolação lineares para o subsistema 2.  
O deslocamento total obtido pela convolução numérica aproximada por funções de 
interpolação lineares pode ser escrito com base na equação (2.77). 
 
( ) ( )
( )( )
( )( )
n
n i 1
total máx i i 1
1x2
i 1 n i 2
2x1
2x2
1 1
h6 3
u (t n t) f f . . . t
h1 1
3 6
− +
+
= − +
     
                =  =                      
  (4.9) 
 
Na equação (4.9), o termo f representa a força que está sendo aplicada no subsistema 
(vide figura 4.1), e o termo h representa a resposta ao impulso analítica do subsistema (eq. 
3.1). Para obter o termo da força para o último instante de tempo (i=n), é preciso reescrever a 
equação (4.9) da seguinte forma:  
 
( ) ( ) ( ) ( ) ( ) ( )total parcial n 1 2 n 1 1 2
i n
1 1 1 1
u u f . h . h . f . h . h . . t
6 3 3 6
+
=
           
= + + + +            
           
 (4.10) 
 
Na equação (4.10), o termo parcialu  é dado por: 
 
( ) ( )
( )( )
( )( )
n 1
n i 1
parcial máx i i 1
1x2
i 1 n i 2
2x1
2x2
1 1
h6 3
u (t n t) f f . . . t
h1 1
3 6
−
− +
+
= − +
     
                =  =                      
  (4.11) 
 
Então, isolando o termo ( )n 1f +  na equação (4.10), obtém-se a expressão da força de 
interação do subsistema:  
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( )
( ) ( ) ( ) ( )
( ) ( )
total parcial n 1 2
n 1
1 2
1 1
u u f . h . h . . t
6 3
f
1 1
h . h . . t
3 6
+
     
− − +      
     =
    
+     
    
 (4.12) 
 
A figura 4.11 apresenta uma comparação entre a solução analítica do sistema único (eq. 
2.17) e as soluções numéricas dos subsistemas 1 e 2, obtidas após a convergência do processo 
de acoplamento iterativo Newmark – Convolução linear. As soluções estão em termos do 
deslocamento e foram calculadas considerando os dados da tabela 4.1.   
 
 
Figura 4.11. Solução analítica x numérica. 
 
 
De acordo com a figura 4.11, é possível alegar que os resultados numéricos dos 
subsistemas 1 e 2 estão próximos da resposta dinâmica analítica. No entanto, para realizar 
uma análise mais precisa dos resultados numéricos, é interessante calcular o erro entre a 
solução analítica e numérica.  
  A figura 4.12 apresenta o erro absoluto entre a solução analítica (eq. 2.17) do sistema 
único e as soluções numéricas dos subsistemas 1 e 2 obtidas após a convergência do processo 
iterativo. O erro absoluto foi calculado a partir da equação (2.25).  
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(a) (b) 
Figura 4.12. Erro absoluto. (a) Subsistema 1. (b) Subsistema 2. 
 
A análise da figura 4.12 indica que o erro absoluto entre a solução analítica (eq. 2.17) do 
sistema único e as soluções numéricas dos subsistemas 1 e 2, obtidas após a convergência do 
acoplamento iterativo Newmark – Convolução linear, encontra-se, aproximadamente, na 
ordem de 10-4. A figura 4.13-a apresenta as forças de interação dos subsistemas 1 e 2, 
enquanto que a figura 4.13-b apresenta o número de iterações necessárias para a convergência 
do acoplamento. 
 
  
(a) (b) 
Figura 4.13. (a) Forças de contato. (b) Número de iterações para convergência. 
 
De acordo com a figura 4.13-a, as forças de interação dos subsistemas 1 e 2 têm amplitude 
máxima de 0.5 [N] e estão em sentidos opostos, pois são forças de ação e reação. Vale 
ressaltar que, para esse caso, a amplitude das forças de contato se manteve igual ao exemplo 
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anterior (Newmark – Newmark), pois o problema físico que está sendo resolvido é o mesmo. 
A diferença desse exemplo para o último está apenas na aplicação dos métodos matemáticos.  
Em relação à figura 4.13-b, o número máximo de 58 iterações para convergência pode ser 
explicado pelo emprego de métodos diferentes no estudo dos subsistemas.   
 
 
4.4 Acoplamento iterativo Newmark - Convolução quadrática modificada 
 
 
Nessa seção será analisada a convergência do acoplamento iterativo através da aplicação 
do método de Newmark para o subsistema 1 e a integral de convolução aproximada por 
funções de interpolação quadrática para o subsistema 2.  
 A formulação da integral de convolução aproximada por funções de interpolação 
quadráticas, desenvolvida no capítulo 2 (equação 2.120), não pode ser empregada no processo 
iterativo. A explicação para esse fato será elucidada com base em informações do capítulo 2. 
 A figura 2.10 representa o cálculo do primeiro intervalo da convolução u(tmáx = 3Δt). De 
acordo com os gráficos da respectiva figura, é possível observar que as funções de 
interpolação para a função h(τ) estão definidas nos instantes (τ = 2s), (τ = 3s) e (τ = 4s). No 
processo iterativo, se o ponto de iteração for o instante τ = 3s, o valor de h (τ) no instante τ = 
4s é desconhecido. Esse problema na formulação só ocorre quando em u(tmáx = nΔt), n 
representa um número ímpar. Na figura 2.10, é possível observar que o valor h (τ = 4s) é 
utilizado no cálculo de u1(tmáx = 3Δt). Portanto, se esse valor é desconhecido no processo 
iterativo, a equação (2.120) não pode ser utilizada.  
 Dessa forma, torna-se necessário desenvolver uma nova formulação da convolução 
aproximada por funções quadráticas, a qual será intitulada quadrática modificada. Esta 
formulação modificada será desenvolvida com base na equação (2.120). A diferença da 
formulação quadrática modificada para a equação (2.120) está na definição das bases das 
funções de interpolação quadráticas.   
O desenvolvimento da formulação dar-se-á a partir do cálculo de um exemplo arbitrário. 
Então, considerando o exemplo de tmáximo = 5Δt. A equação (2.28) pode ser dada por: 
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5 t
máx máx
0
u(t t) f ( ).h(t )d
= 
=
=  =  −    (4.13) 
 
Analogamente ao cálculo da integral de convolução aproximada por funções de 
interpolação quadráticas (eq. 2.120) desenvolvida na subseção 2.2.3, a equação (4.13) será 
dividida em intervalos conforme descrito pela equação (4.14): 
 
1 máx
2 máx
3 máx
t
máx
0
u (t t )
2 t
máx
t
u (t t )
5 t 3 t
máx máx máx
0 2 t
u (t t )
máx
3
f ( ).h(t )d
f ( ).h(t )d
u(t t) f ( ).h(t )d f ( ).h(t )d
f ( ).h(t
=
=
=
= 
=
=
=  = 
= = 
=
=
 −   +
 −   +
=  =  −   =  −   +
 −


 
4 máx
5 máx
4 t
t
u (t t )
5 t
máx
4 t
u (t t )
)d
f ( ).h(t )d
= 

=
= 
= 
=
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
    +
 
 
 
 
 −   
 
  


 
(4.14) 
 
A tabela 4.2 a seguir ilustra a divisão da equação (4.14) em intervalos: 
 
Tabela 4.2. Intervalos da convolução no tempo. 
t máximo 5Δt 
Função f (τ) h (tmáx - τ) 
1º Intervalo 0 ≤ τ ≤ Δt 5Δt ≤ (tmáx - τ) ≤ 4Δt 
2º Intervalo Δt ≤ τ ≤ 2Δt 4Δt ≤ (tmáx - τ) ≤ 3Δt 
3º Intervalo 2Δt ≤ τ ≤ 3Δt 3Δt ≤ (tmáx - τ) ≤ 2Δt 
4º Intervalo 3Δt ≤ τ ≤ 4Δt 2Δt ≤ (tmáx - τ) ≤ Δt 
5º Intervalo 4Δt ≤ τ ≤ 5Δt Δt ≤ (tmáx - τ) ≤ 0 
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O cálculo da equação (4.14) será realizado por etapas. Inicialmente, será considerado o 
primeiro intervalo da tabela 4.2: 
 
t
1 máx máx
0
u (t t) f ( ).h(t )d
=
=
=  =  −    (4.15) 
 
A figura 4.14, tem por objetivo representar o cálculo da convolução aproximada por 
funções de interpolação quadráticas do primeiro intervalo da tabela 4.2. Nesse caso, as 
equações (2.32) e (2.33) também foram utilizadas apenas para ilustrar a representação gráfica 
dos intervalos da integral de convolução apresentados na tabela 4.2: 
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Figura 4.14. Representação do primeiro intervalo da convolução no tempo. 
 
A equação (4.15) pode ser calculada utilizando a mesma sequência de cálculo com 
funções de interpolação quadráticas empregada na equação (2.30) da subseção 2.2.3. Então:  
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1 4 5 6
1 máx 2 4 5 6
3 4 5 6
1 23 31
f . h . . t h . . t h . . t
30 120 30
7 8 23
u (t t) f . h . . t h . . t h . . t
120 15 120
1 7 1
f . h . . t h . . t h . . t
120 120 30
       
−  +  +  +       
      
       
=  = −  +  +  +       
      
      
 + −  + −       
      



 

 
 
 
  
 (4.16) 
  
A equação (4.16) também pode ser escrita na forma matricial: 
 
 
1
1 máx 3 4 5 21x3
3 3x1
3x3
1 23 31
30 120 120
h
7 8 23
u (t t) f f f . . h . t
120 15 120
h
1 7 1
120 120 30
      
−      
        
        =  = −                        
− −      
      
 (4.17) 
  
Em seguida, será realizado o cálculo para o segundo intervalo da tabela 4.2, assim: 
 
2 t
2 máx máx
t
u (t t) f ( ).h(t )d
= 
=
=  =  −    (4.18) 
 
Analogamente à figura 4.14, a figura 4.15 tem por objetivo representar o cálculo da 
convolução aproximada por funções de interpolação quadráticas do segundo intervalo da 
tabela 4.2.   
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Figura 4.15. Representação do segundo intervalo da convolução no tempo. 
 
A equação (4.18) pode ser calculada utilizando a mesma sequência de cálculo com 
funções de interpolação quadráticas empregada na equação (2.30) da subseção 2.2.3. Então:  
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1 3 4 5
2 máx 2 3 4 5
3 3 4 5
1 7 1
f . h . . t h . . t h . . t
120 120 30
7 11 43
u (t t) f . h . . t h . . t h . . t
120 30 120
1 43 11
f . h . . t h . . t h . . t
30 120 120
       
 + −  + −  +       
      
      
=  = −  +  +  +       
      
      
−  +  +       
      


 
  

 
 
 
  
 (4.19) 
  
A equação (4.19) também pode ser escrita na forma matricial: 
 
 
3
2 máx 1 2 3 41x3
5 3x1
3x3
1 7 1
120 120 30
h
7 11 43
u (t t) f f f . . h . t
120 30 120
h
1 43 11
30 120 120
      
− −      
        
        =  = −                        
−      
      
 (4.20) 
  
Em seguida, será realizado o cálculo para o terceiro intervalo da tabela 4.2, assim: 
 
3 t
3 máx máx
2 t
u (t t) f ( ).h(t )d
= 
= 
=  =  −    (4.21) 
 
Analogamente à figura 4.15, a figura 4.16 tem por objetivo representar o cálculo da 
convolução aproximada por funções de interpolação quadráticas do terceiro intervalo da 
tabela 4.2.   
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Figura 4.16. Representação do terceiro intervalo da convolução no tempo. 
 
A equação (4.21) pode ser calculada utilizando a mesma sequência de cálculo com 
funções de interpolação quadráticas empregada na equação (2.30) da subseção 2.2.3. Então:  
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3 3 4 5
3 máx 4 3 4 5
5 3 4 5
11 43 1
f . h . . t h . . t h . . t
120 120 30
43 11 7
u (t t) f . h . . t h . . t h . . t
120 30 120
1 7 1
f . h . . t h . . t h . . t
30 120 120
       
 +  + −  +       
      
      
=  =  +  + −  +       
      
      
−  + −  +       
      


 
  

 
 
 
  
 (4.22) 
  
A equação (4.22) também pode ser escrita na forma matricial: 
 
 
3
3 máx 3 4 5 41x3
5 3x1
3x3
11 43 1
120 120 30
h
43 11 7
u (t t) f f f . . h . t
120 30 120
h
1 7 1
30 120 120
      
−      
        
        =  = −                        
− −      
      
 (4.23) 
  
Em seguida, será realizado o cálculo para o quarto intervalo da tabela 4.2, assim: 
 
4 t
4 máx máx
3 t
u (t t) f ( ).h(t )d
= 
= 
=  =  −    (4.24) 
 
Analogamente à figura 4.16, a figura 4.17 tem por objetivo representar o cálculo da 
convolução aproximada por funções de interpolação quadráticas do quarto intervalo da tabela 
4.2.   
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Figura 4.17. Representação do quarto intervalo da convolução no tempo. 
 
A equação (4.24) pode ser calculada utilizando a mesma sequência de cálculo com 
funções de interpolação quadráticas empregada na equação (2.30) da subseção 2.2.3. Então:  
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3 1 2 3
4 máx 4 1 2 3
5 1 2 3
1 7 1
f . h . . t h . . t h . . t
120 120 30
7 11 43
u (t t) f . h . . t h . . t h . . t
120 30 120
1 43 11
f . h . . t h . . t h . . t
30 120 120
       
 + −  + −  +       
      
      
=  = −  +  +  +       
      
      
−  +  +       
      


 
  

 
 
 
  
 (4.25) 
  
A equação (4.25) também pode ser escrita na forma matricial: 
 
 
1
4 máx 3 4 5 21x3
3 3x1
3x3
1 7 1
120 120 30
h
7 11 43
u (t t) f f f . . h . t
120 30 120
h
1 43 11
30 120 120
      
− −      
        
        =  = −                        
−      
      
 (4.26) 
  
Por fim, será realizado o cálculo para o quinto intervalo da tabela 4.2, assim: 
 
5 t
5 máx máx
4 t
u (t t) f ( ).h(t )d
= 
= 
=  =  −    (4.27) 
 
Analogamente à figura 4.17, a figura 4.18 tem por objetivo representar o cálculo da 
convolução aproximada por funções de interpolação quadráticas do quinto intervalo da tabela 
4.2.   
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Figura 4.18. Representação do quinto intervalo da convolução no tempo. 
 
A equação (4.27) pode ser calculada utilizando a mesma sequência de cálculo com 
funções de interpolação quadráticas empregada na equação (2.30) da subseção 2.2.3. Então:  
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4 1 2 3
5 máx 5 1 2 3
6 1 2 3
1 7 1
f . h . . t h . . t h . . t
30 120 120
23 8 7
u (t t) f . h . . t h . . t h . . t
120 15 120
31 23 1
f . h . . t h . . t h . . t
120 120 30
       
−  + −  +  +       
      
      
=  =  +  + −  +       
      
      
 +  + −       
      



  

 
 
 
  
 (4.28) 
  
A equação (4.28) também pode ser escrita na forma matricial: 
 
 
1
5 máx 4 5 6 21x3
3 3x1
3x3
1 7 1
30 120 120
h
23 8 7
u (t t) f f f . . h . t
120 15 120
h
31 23 1
120 120 30
      
− −      
        
        =  = −                        
−      
      
 (4.29) 
  
Portanto, substituindo as equações (4.17), (4.20), (4.23), (4.26) e (4.29) na equação 
(4.14) obtém-se o resultado final da convolução: 
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 
1 máx
4
1 2 3 51x3
6 3x1
3x3
u (t t )
máx
1 23 31
30 120 120
h
7 8 23
f f f . . h
120 15 120
h
1 7 1
120 120 30
u(t t)
=
      
−      
        
        − +                       
− −      
      
=  =
 
2 máx
3
1 2 3 41x3
5 3x1
3x3
u (t t )
1 7 1
120 120 30
h
7 11 43
f f f . . h
120 30 120
h
1 43 11
30 120 120
=
      
− −      
        
        − +                       
−      
      
 
3 máx
3
3 4 5 41x3
5 3x1
3x3
u (t t )
11 43 1
120 120 30
h
43 11 7
f f f . . h
120 30 120
h
1 7 1
30 120 120
=
      
−      
        
        −                       
− −      
      
 
4 máx
1
3 4 5 21x3
3 3x1
3x3
u (t t )
1 7 1
120 120 30
h
7 11 43
f f f . . h
120 30 120
h
1 43 11
30 120 120
=
      
− −      
        
        −                       
−      
      
 
5 máx
1
4 5 6 21x3
3 3x1
3x3
u (t t )
1 7 1
30 120 120
h
23 8 7
f f f . . h
120 15 120
h
31 23 1
120 120 30
=
+
      
− −      
        
        −                       
−      
      
. t
 
 
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A partir da equação (4.30), observa-se que o cálculo da integral de convolução numérica 
aproximada por funções de interpolação quadráticas (modificada) possui um padrão. Sendo 
assim, é possível obter uma expressão geral para o cálculo da equação (2.40): 
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A equação (4.31) desenvolvida para a convolução numérica aproximada por funções de 
interpolação quadráticas modificada será validada, e então, comparada com a formulação 
desenvolvida no capítulo 2 (subseção 2.2.3) representada pela equação (2.120).    
Para validar a formulação desenvolvida para convolução numérica aproximada por 
funções quadráticas (modificada), representada pela equação (4.31), será empregado um dos 
exemplos de Przemieniecki (1968) utilizado no capítulo 2. 
A figura 4.19-a representa a força de excitação do tipo rampa (eq. 2.121). A figura 4.19-
b representa uma comparação entre a resposta analítica (eq. 2.123) e as respostas numéricas da 
convolução, obtidas por aproximações: constante (eq. 2.42), linear (eq. 2.77) e quadrática 
modificada (eq. 4.31), em termos de deslocamento.  
 
  
(a) (b) 
Figura 4.19. (a) Erro absoluto. (b) Erro relativo. 
 
De acordo com a figura 4.19-b, considera-se que os resultados numéricos estão 
próximos do analítico. No entanto, para realizar uma análise mais precisa dos resultados 
numéricos, é interessante calcular o erro entre a solução analítica e numérica.  
  A figura 4.20 apresenta os erros absoluto e relativo entre a solução analítica (eq. 2.123) 
e as soluções numéricas da convolução, obtidas por aproximações: constante (eq. 2.42), linear 
(eq. 2.77) e quadrática modificada (eq. 4.31). Os erros foram calculados a partir das equações 
(2.25) e (2.26).  
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(a) (b) 
Figura 4.20. Solução analítica x numérica. (a) Erro absoluto. (b) Erro relativo. 
 
A análise da figura 4.20 indica que os erros absolutos e relativos entre a solução 
analítica (eq. 2.123) e as soluções numéricas da convolução aproximada por funções constante 
(eq. 2.42) e linear (eq. 2.77), encontram-se aproximadamente na ordem de 10-5. Em relação 
aos erros absoluto (fig. 4.20-a) e relativo (fig. 4.20-b) entre a solução analítica (eq. 2.123) e a 
solução numérica da convolução aproximada por função quadrática modificada (eq. 4.31), 
encontra-se, aproximadamente, na ordem de 10-12. Este resultado está de acordo com o 
esperado, pois o mesmo comprova que a solução numérica da convolução aproximada por 
função quadrática modificada, está mais próxima da solução analítica em comparação com as 
aproximações constante e linear. 
 A figura 4.21 a seguir apresenta os erros absoluto e relativo entre as formulações da 
convolução quadrática (eq. 2.120) e quadrática modificada (eq. 4.31), e a solução analítica 
(eq. 2.123).  
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(a) (b) 
Figura 4.21. (a) Erro absoluto. (b) Erro relativo. 
 
De acordo com a parte ampliada da figura 4.21, percebe-se, claramente, que alguns 
pontos das duas formulações são coincidentes, e outros não. Os pontos coincidentes 
representam a resposta dinâmica do sistema para u(tmáx = nΔt) em que n é um número par, 
pois para esse caso as duas formulações quadrática (eq. 2.120) e quadrática modificada (eq. 
4.31), são iguais. Os pontos não coincidentes representam a resposta para u(tmáx = nΔt) em que 
n é um número ímpar, pois nesse caso, as formulações quadrática e quadrática modificada são 
diferentes. Porém, essa pequena diferença pode ser controlada através do passo de tempo (Δt) 
utilizado no método.  
A norma de energia ou norma L2 (eq. 4.32) foi calculada para comparação das duas 
formulações da convolução: quadrática e quadrática modificada.  
 
( ) ( )
n
2
analítico numérico
i 1
L2
u i u i
N
n
=
−  
=

 (4.32) 
 
 Os valores numéricos utilizados na equação (4.32) são os mesmos valores utilizados na 
figura 4.20, ou seja, considerando Δt = 0.005s. Os valores da norma L2 para as convoluções 
quadrática e quadrática modificada estão apresentados na tabela 4.3. 
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Tabela 4.3. Norma de energia ou Norma L2. 
Convolução quadrática 1.0100e-12 
Convolução quadrática modificada 1.0104e-12 
 
 
 A figura 4.22 a seguir representam uma comparação entre as duas convoluções 
quadrática e quadrática modificada. De acordo com a figura 4.22-a, percebe-se que o erro 
absoluto entre a convolução quadrática e a convolução quadrática modificada está, 
aproximadamente, na ordem de 10-13, enquanto que o erro relativo, está na ordem de 10-14, 
aproximadamente.  
 
  
(a) (b) 
Figura 4.22. (a) Erro absoluto. (b) Erro relativo. 
 
 
Com base na tabela 4.3 e na figura 4.22, é possível alegar que as formulações 
apresentadas possuem resultados bem próximos. Dessa forma, a nova formulação 
desenvolvida para a convolução quadrática, intitulada convolução quadrática modificada, 
pode ser utilizada no processo de acoplamento iterativo sem que haja prejuízo na precisão dos 
resultados.  
O deslocamento total obtido pela convolução numérica aproximada por funções de 
interpolação quadráticas (modificada) pode ser escrito com base na equação (4.31). Na 
equação (4.31), o termo f representa a força que está sendo aplicada no subsistema (vide 
figura 4.1), e o termo h representa a resposta ao impulso analítica do subsistema (eq. 3.1). 
Para obter o termo da força para o último instante de tempo (i=n), é preciso reescrever a 
equação (4.31) da seguinte forma:  
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 (4.33) 
 
Na equação (4.33), o termo parcialu  é representado pela equação (4.34): 
 
( )( )parcial máxu u t n 1 t= = −    (4.34) 
 
 
Então, isolando o termo ( )n 1f +  na equação (4.33), obtém-se a expressão da força de 
interação do subsistema:  
 
( )
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30 120 120
u u . t
23 8 7
f . h . h . h .
120 15 120
f
31 23 1
h . h . h . . t
120 120 30
−
+
       
− + − + +       
        
− −  
       + + −              =
      
+ + −       
      
  (4.35) 
 
A figura 4.23 apresenta uma comparação entre a solução analítica do sistema único (eq. 
2.17) e as soluções numéricas dos subsistemas 1 e 2, obtidas após a convergência do processo 
de acoplamento iterativo Newmark – Convolução quadrática modificada. As soluções estão 
em termos do deslocamento e foram calculadas considerando os dados da tabela 4.1.    
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Figura 4.23. Solução analítica x numérica. 
 
De acordo com a figura 4.23, considera-se que os resultados numéricos dos subsistemas 
1 e 2 estão próximos da resposta dinâmica analítica. No entanto, para realizar uma análise 
mais precisa dos resultados numéricos, é interessante calcular o erro entre a solução analítica e 
numérica.  
  A figura 4.24 apresenta o erro absoluto entre a solução analítica (eq. 2.17) do sistema 
único e as soluções numéricas dos subsistemas 1 e 2 obtidas após a convergência do processo 
iterativo. O erro absoluto foi calculado a partir da equação (2.25).  
 
  
(a) (b) 
Figura 4.24. Erro absoluto. (a) Subsistema 1. (b) Subsistema 2. 
 
116 
 
A análise da figura 4.24 indica que o erro absoluto entre a solução analítica (eq. 2.17) do 
sistema único e as soluções numéricas dos subsistemas 1 e 2, obtidas após a convergência do 
acoplamento iterativo Newmark – Convolução quadrática modificada, encontra-se, 
aproximadamente, acima da ordem de 10-2. A figura 4.25-a apresenta as forças de interação 
dos subsistemas 1 e 2, enquanto que a figura 4.25-b apresenta o número de iterações 
necessárias para a convergência do acoplamento. 
 
  
(a) (b) 
Figura 4.25. (a) Forças de contato. (b) Número de iterações para convergência. 
 
De acordo com a figura 4.25-a, considera-se que as forças de interação dos subsistemas 1 e 
2 se aproximam de uma amplitude máxima de 0.5 [N], e estão em sentidos opostos, pois são 
forças de ação e reação.  
A partir da análise da figura 4.25-b, pode-se dizer que não houve a convergência do 
processo iterativo para muitos casos, uma vez que o número máximo de 50 iterações 
representado no gráfico da mesma figura, é um limite imposto no algoritmo. Ainda, a figura 
4.25b apresenta um “borrão” em negrito pois o passo de tempo Δt utilizado é muito pequeno, 
na ordem de 10-3. 
 
 
4.5 Acoplamento iterativo Convolução constante - Convolução constante 
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Nessa seção, será analisada a convergência do acoplamento iterativo através da 
aplicação da convolução numérica aproximada por elemento constante nos subsistemas 1 e 2. 
As formulações utilizadas no acoplamento iterativo Convolução constante – Convolução 
constante foram: equação (2.42), relacionada ao cálculo do deslocamento, e equação (4.8), 
relacionada ao cálculo da força de interação dos subsistemas.   
A figura 4.26 apresenta uma comparação entre a solução analítica do sistema único (eq. 
2.17) e as soluções numéricas dos subsistemas 1 e 2, obtidas após a convergência do processo 
de acoplamento iterativo Convolução constante – Convolução constante. As soluções estão 
em termos do deslocamento e foram calculadas considerando os dados da tabela 4.1.   
 
 
 
Figura 4.26. Solução analítica x numérica. 
 
 
De acordo com a figura 4.26, é possível alegar que os resultados numéricos dos 
subsistemas 1 e 2 estão próximos da resposta dinâmica analítica. No entanto, para realizar 
uma análise mais precisa dos resultados numéricos, é interessante calcular o erro entre a 
solução analítica e numérica.  
  A figura 4.27 apresenta o erro absoluto entre a solução analítica (eq. 2.17) do sistema 
único e as soluções numéricas dos subsistemas 1 e 2 obtidas após a convergência do processo 
iterativo. O erro absoluto foi calculado a partir da equação (2.25).  
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(a) (b) 
Figura 4.27. Erro absoluto. (a) Subsistema 1. (b) Subsistema 2. 
 
A análise da figura 4.27 indica que o erro absoluto entre a solução analítica (eq. 2.17) do 
sistema único e as soluções numéricas dos subsistemas 1 e 2, obtidas após a convergência do 
acoplamento iterativo Convolução constante – Convolução constante, encontra-se, 
aproximadamente, na ordem de 10-3. A figura 4.28-a apresenta as forças de interação dos 
subsistemas 1 e 2, enquanto que a figura 4.28-b apresenta o número de iterações necessárias 
para a convergência do acoplamento. 
 
  
(a) (b) 
Figura 4.28. (a) Erro absoluto. (b) Erro relativo. 
 
De acordo com a figura 4.28-a, as forças de contato dos subsistemas 1 e 2 têm amplitude 
máxima de 0.5 [N] e estão em sentidos opostos, pois são forças de ação e reação. Vale 
ressaltar que, para esse caso, a amplitude das forças de interação se manteve igual ao exemplo 
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anterior (Newmark – Newmark), pois o problema físico que está sendo resolvido é o mesmo. 
A diferença desse exemplo para o último está apenas na aplicação dos métodos matemáticos.  
Em relação à figura 4.28-b, o número máximo de iterações está coerente pois ambos os 
subsistemas estão sendo estudados pelo mesmo método.  
 
 
4.6 Acoplamento iterativo Convolução linear - Convolução linear 
 
 
Nessa seção será analisada a convergência do acoplamento iterativo através da aplicação 
da convolução numérica aproximada por funções de interpolação lineares nos subsistemas 1 e 
2. As formulações utilizadas no acoplamento iterativo Convolução linear – Convolução linear 
foram: equação (2.77), relacionada ao cálculo do deslocamento, e equação (4.12), relacionada 
ao cálculo da força de interação dos subsistemas.   
A figura 4.29 apresenta uma comparação entre a solução analítica do sistema único (eq. 
2.17) e as soluções numéricas dos subsistemas 1 e 2, obtidas após a convergência do processo 
de acoplamento iterativo Convolução linear – Convolução linear. As soluções estão em 
termos do deslocamento e foram calculadas considerando os dados da tabela 4.1.   
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Figura 4.29. Solução analítica x numérica. 
 
De acordo com a figura 4.29, considera-se que os resultados numéricos dos subsistemas 
1 e 2 estão próximos da resposta dinâmica analítica. No entanto, para realizar uma análise 
mais precisa dos resultados numéricos, é interessante calcular o erro entre a solução analítica e 
numérica.  
  A figura 4.30 apresenta o erro absoluto entre a solução analítica (eq. 2.17) do sistema 
único e as soluções numéricas dos subsistemas 1 e 2 obtidas após a convergência do processo 
iterativo. O erro absoluto foi calculado a partir da equação (2.25).  
 
  
(a) (b) 
Figura 4.30. Erro absoluto. (a) Subsistema 1. (b) Subsistema 2. 
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A análise da figura 4.30 indica que o erro absoluto entre a solução analítica (eq. 2.17) do 
sistema único e as soluções numéricas dos subsistemas 1 e 2, obtidas após a convergência do 
acoplamento iterativo Convolução linear – Convolução linear, encontra-se, aproximadamente, 
na ordem de 10-3. A figura 4.31-a apresenta as forças de interação dos subsistemas 1 e 2, 
enquanto que a figura 4.31-b apresenta o número de iterações necessárias para a convergência 
do acoplamento. 
 
  
(a) (b) 
Figura 4.31. (a) Forças de contato. (b) Número de iterações para convergência. 
 
De acordo com a figura 4.31-a, as forças de interação dos subsistemas 1 e 2 têm amplitude 
máxima de 0.5 [N] e estão em sentidos opostos, pois são forças de ação e reação. Vale 
ressaltar que, para esse caso, a amplitude das forças de contato se manteve igual ao exemplo 
anterior (Newmark – Newmark), pois o problema físico que está sendo resolvido é o mesmo. 
A diferença desse exemplo para o último está apenas na aplicação dos métodos matemáticos.  
Em relação à figura 4.31-b, o número máximo de iterações está coerente pois ambos os 
subsistemas estão sendo estudados pelo mesmo método.  
 
 
4.7 Acoplamento iterativo Convolução quadrática modificada - Convolução quadrática 
modificada 
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Nessa seção, será analisada a convergência do acoplamento iterativo através da 
aplicação da convolução numérica aproximada por funções de interpolação quadráticas 
(modificada) nos subsistemas 1 e 2. As formulações utilizadas no acoplamento iterativo 
Convolução quadrática modificada – Convolução quadrática modificada foram: equação 
(4.31), relacionada ao cálculo do deslocamento, e equação (4.35), relacionada ao cálculo da 
força de interação dos subsistemas.   
A figura 4.32 apresenta uma comparação entre a solução analítica do sistema único (eq. 
2.17) e as soluções numéricas dos subsistemas 1 e 2, obtidas após a convergência do processo 
de acoplamento iterativo Convolução quadrática modificada – Convolução quadrática 
modificada. As soluções estão em termos do deslocamento e foram calculadas considerando 
os dados da tabela 4.1.   
 
 
Figura 4.32. Solução analítica x numérica. 
 
De acordo com a figura 4.32, é possível alegar que os resultados numéricos dos 
subsistemas 1 e 2 estão próximos da resposta dinâmica analítica. No entanto, para realizar 
uma análise mais precisa dos resultados numéricos, é interessante calcular o erro entre a 
solução analítica e numérica.  
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  A figura 4.33 apresenta o erro absoluto entre a solução analítica (eq. 2.17) do sistema 
único e as soluções numéricas dos subsistemas 1 e 2 obtidas após a convergência do processo 
iterativo. O erro absoluto foi calculado a partir da equação (2.25).  
  
  
(a) (b) 
Figura 4.33. (a) Erro absoluto. (b) Erro relativo. 
 
A análise da figura 4.33 indica que o erro absoluto entre a solução analítica (eq. 2.17) do 
sistema único e as soluções numéricas dos subsistemas 1 e 2, obtidas após a convergência do 
acoplamento iterativo Convolução quadrática modificada – Convolução quadrática 
modificada, encontra-se, aproximadamente, na ordem de 10-3. A figura 4.34-a apresenta as 
forças de interação dos subsistemas 1 e 2, enquanto que a figura 4.34-b apresenta o número de 
iterações necessárias para a convergência do acoplamento. 
 
  
(a) (b) 
Figura 4.34. (a) Erro absoluto. (b) Erro relativo. 
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De acordo com a figura 4.34-a, as forças de interação dos subsistemas 1 e 2 têm amplitude 
máxima de 0.5 [N] e estão em sentidos opostos, pois são forças de ação e reação. Vale 
ressaltar que, para esse caso, a amplitude das forças de interação se manteve igual ao exemplo 
anterior (Newmark – Newmark), pois o problema físico que está sendo resolvido é o mesmo. 
A diferença desse exemplo para o último está apenas na aplicação dos métodos matemáticos.  
Em relação à figura 4.34-b, o número máximo de iterações está coerente pois ambos os 
subsistemas estão sendo estudados pelo mesmo método.  
A figura 4.35 apresenta uma comparação do erro absoluto entre a solução analítica (eq. 
2.17) do sistema único e a solução numérica do subsistema 2 obtida após a convergência do 
processo iterativo Newmark – Convolução Constante, com o erro absoluto do acoplamento 
iterativo Newmark – Convolução Linear.  
 
 
Figura 4.35. Solução analítica x numérica. 
 
 
A análise da figura 4.35 indica que o erro absoluto entre a solução analítica (eq. 2.17) do 
sistema único e a solução numérica do subsistema 2, obtida após a convergência do 
acoplamento iterativo Newmark – Convolução constante, encontra-se, mais próximo da 
ordem de 10-3, enquanto que para o acoplamento iterativo Newmark – Convolução linear, o 
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erro absoluto encontra-se mais próximo da ordem de 10-4. Portanto, esses dois últimos 
acoplamentos apresentam uma pequena melhora no erro absoluto em relação ao primeiro.   
A figura 4.36 apresenta uma comparação do erro absoluto entre a solução analítica (eq. 
2.17) do sistema único e a solução numérica do subsistema 2 obtida após a convergência do 
processo iterativo Convolução constante – Convolução constante, com o erro absoluto do 
acoplamento iterativo Convolução linear – Convolução linear e Convolução quadrática 
modificada – Convolução quadrática modificada.    
 
 
Figura 4.36. Solução analítica x numérica. 
 
A análise da figura 4.36 indica que o erro absoluto entre a solução analítica (eq. 2.17) do 
sistema único e a solução numérica do subsistema 2, obtida após a convergência do 
acoplamento iterativo Convolução constante – Convolução constante, encontra-se, 
aproximadamente, na ordem de 10-3. O acoplamento iterativo Convolução linear – 
Convolução linear e Convolução quadrática modificada – Convolução quadrática modificada 
apresentaram erros muito próximos, um pouco abaixo da ordem de 10-3.  
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5 CONCLUSÕES E DISCUSSÕES 
 
 
Nesse trabalho, foram desenvolvidas formulações numéricas aproximadas para a 
integral de convolução. Para facilitar o entendimento das formulações, optou-se por utilizar 
uma forma bastante didática no desenvolvimento numérico das integrais. A integral de 
convolução foi aproximada por: elemento constante, funções de interpolação lineares e 
quadráticas.   
De acordo com os resultados apresentados no capítulo 2, a formulação numérica 
aproximada por funções de interpolação quadráticas, comparada com as aproximações linear e 
constante, apresentou-se como a mais próxima da solução analítica. Esse resultado era 
esperado, pois as outras formulações são aproximadas por funções de interpolação de menor 
grau.  
 No capítulo 3, as formulações numéricas aproximadas foram aplicadas a um sistema 
dinâmico massa-mola-amortecedor de 1 grau de liberdade, e posteriormente, comparadas com 
o método de Newmark. Novamente, a formulação quadrática foi a que mais se aproximou da 
solução analítica. As formulações aproximadas por funções lineares e por Newmark 
apresentaram resultados bem próximos entre si, e ambas, apresentaram uma precisão melhor 
que a formulação constante, e pior que a formulação quadrática, se comparadas com a solução 
analítica do sistema dinâmico em questão. 
 No capítulo 4, apresentou-se a metodologia de acoplamento iterativo desenvolvida por 
Damasceno (2013). As formulações desenvolvidas no capítulo 2 e o método de Newmark 
foram aplicados no processo iterativo com o intuito de analisar a convergência do processo. 
Os resultados apresentados no capítulo 4 mostram que o processo iterativo converge em quase 
todos os casos. Ou seja, o critério de convergência de 10-12 entre os subsistemas 1 e 2 é 
atingido em poucas iterações. O único caso em que não ocorre a convergência é a combinação 
Newmark-Convolução quadrática modificada. Ainda, considerando os valores da tabela 4.1 e 
Δt = 0.001s, percebe-se que o erro absoluto entre os resultados numérico (subsistema 1) e 
analítico, varia de 10-3 a 10-4, para as diferentes combinações apresentadas.   
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6 SUGESTÕES PARA TRABALHOS FUTUROS 
 
 
Um dos objetivos do desenvolvimento do método de acoplamento iterativo é acoplar 
modelos de solo já estudados pelo grupo de pesquisa, com estruturas sujeitas a uma excitação 
externa transiente arbitrária. A figura 6.1 a seguir apresenta a metodologia de acoplamento 
iterativo aplicada na prática. O sistema único, representado pela interação fundação-solo, é 
dividido em dois subsistemas: a fundação (subsistema 1) e o solo (subsistema 2). Nesse caso, 
o solo (subsistema 2) é estudado como um semi-espaço tridimensional, transversalmente 
isotrópico e viscoelástico. 
 
 
Figura 6.1. Decomposição do sistema solo-fundação em dois subsistemas. 
  
Labaki (2012) obteve a resposta ao impulso, no domínio da frequência, para diferentes 
perfis de solo através da aplicação das Funções de Green. A figura 6.2-a apresenta a resposta 
ao impulso, em termos de deslocamento, no domínio da frequência obtida por Labaki (2012) 
para um determinado perfil de solo.  
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(a) (b) 
Figura 6.2. (a) Resposta dinâmica no domínio da frequência. (b) Resposta dinâmica no domínio do tempo. 
 
 
O foco desse trabalho está voltado para soluções transientes. Portanto, o objetivo é 
aplicar a técnica da Transformada Rápida de Fourier Inversa (IFFT) na resposta ao impulso 
obtida no domínio da frequência. O resultado dessa transformação será a resposta ao impulso 
no domínio do tempo, conforme ilustrado na figura 6.2-b. Então, uma vez obtida a reposta ao 
impulso transiente, é possível utilizar a técnica da convolução numérica desenvolvida nesse 
trabalho para calcular a resposta dinâmica do solo em termos de deslocamento.  
Por fim, o sistema representado na figura 6.1 pode ser calculado da seguinte forma: a 
fundação (subsistema 1), que possui domínio limitado, pode ser estudado pelo Método de 
Elementos Finitos (MEF), e o solo (subsistema 2), que possui domínio ilimitado, pode ser 
estudado pela convolução numérica da força de excitação externa (arbitrária) com a resposta 
ao impulso do solo (figura 6.2-b). 
Outra abordagem que pode ser considerada é o estudo do problema de contato não-
linear entre os corpos. No trabalho apresentado, o contato entre os subsistemas foi 
considerado perfeito.  
Além disso, pode ser realizado um estudo considerando vários graus de liberdade na 
interface de contato entre os subsistemas. No presente trabalho, considerou-se apenas a força e 
o deslocamento na direção vertical.  
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