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I. INTRODUCTION
In topological phases of matter, such as quantum Hall
(QH) liquids, superconductors, topological insulators and
spin liquids,1 the excitations in the interior of the system
are separated from the ground state by an energy gap,
thus distinguishing them from ordinary metals or mag-
nets. They however differ in important ways from triv-
ial gapped phases, such as conventional band insulators,
typically by having protected gapless edge modes. Par-
ticularly fascinating are the topologically ordered states
characterized by long range gauge interactions and frac-
tionalized quasiparticles in the bulk.
An important theoretical approach to topologically or-
dered phases is based on topological field theories (TFT),
which directly builds in important features such as the
absence of bulk excitations, ground state degeneracy on
topologically non-trivial manifolds, and dynamical edge
states. In the case of two space dimensions, the TFTs
can also capture the fractional braiding statistics of the
quasiparticles that can be abelian or non-abelian.
The prototypical TFTs pertinent to topologically or-
dered phases, are the multi-component abelian Chern-
Simons (CS) theories, proposed by Wen, (see e.g. Ref. 2)
to describe the hierarchical QH liquids. It was also early
realized by Wen that ordinary s-wave superconductors
are topologically ordered, and for the two-dimensional
case the corresponding TFT, which is of BF type, was
formulated and analyzed in Ref. 3. This BF theory,
which describes a time-reversal invariant (TRI) state, is
very closely related to the CS theory for the QH liquids.
Simply put, it has two components corresponding to the
two chiralities needed to retain TRI. The BF theories
can, however, be generalized to higher dimensions also,
and the one describing the 3d s-wave superconductor was
originally constructed by Balachandran et al.4. Cho and
Moore5, and more recently Chan et al.6, used the BF
theory to describe 3d topological insulators, and an in-
teresting feature of their construction is that a purely
bosonic TFT describes fermionic edge modes.
All the examples discussed above are abelian, and it
has turned out to be more difficult to construct TFTs
for non-abelian topological phases. The most thoroughly
analyzed non-abelian state is the Moore-Read (MR) pfaf-
fian state which is likely to describe the observed QH
liquid at filling fraction ν = 5/2.7 The MR can be under-
stood as a paired state of composite fermions8, and the
precise connection to a spin-less px + ipy superconductor
was made by Read and Green9. The aim of this paper
is to construct and analyze a low energy theory for this
topological superconductor.
An important property of the MR state, which it shares
with the spinless 2d px + ipy superconductor
9, is that
the fundamental vortices support localized, and topolog-
ically protected, zero energy Majorana modes. As a con-
sequence, a set of 2n vortices at fixed positions define a
Hilbert space of dimension 2n−1, and braiding the vor-
tices corresponds to unitary rotations in this space. This
is the basis of the non-abelian fractional statistics that
has been looked for in experiments10 and is proposed to
be useful in quantum information applications11. For a
system with a boundary, there are chiral, low energy, edge
modes, which are strictly gapless if the total vorticity of
the bulk is odd12. The non-abelian nature of the state is
also reflected in the ground state degeneracy on nontriv-
ial manifolds. Specifically, the degeneracy on a torus is
three, while it is four for an s-wave paired state13.
The properties just mentioned have mainly been de-
duced from the BdG description of the p-wave paired
state. A self-consistent calculation in the presence of vor-
tices and edges is only possible using numerical methods,
but the existence and topological properties of localized
solutions were established assuming various fixed mean
field configurations9,12. Later an index theorem argu-
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2ment for the existence of zero modes in odd vortex back-
grounds was given in Ref. 14. .
Just as in the case of the abelian quantum Hall effect,
it would be of interest to have an effective low energy
theory of the p-wave superconductor that encodes both
the topological information about quasiparticles and vor-
tices, and the dynamics of the fermionic subgap modes
at vortex cores and at edges. In the quantum Hall
case the relevant microscopic theory which is amenable
to mean field approximations, is the Ginzburg-Landau-
Chern-Simions (GLCS) theory, and the effective low en-
ergy theory is the CS theory referred to earlier. This is
a TFT, but by adding higher derivative Maxwell terms
yields a dynamical Chern-Simons-Maxwell(CSM) theory
that also captures scale dependent quantities, such as
the energy of low-lying gapped states and the size of the
quasiparticles15. In simple cases, such as the Laughlin
states, the CSM theory can be derived from the GLCS
theory, but for general states this has so far not been
possible.
As already mentioned, the TFT pertinent to the s-
wave superconductor is a BF theory, and by again adding
Maxwell terms one can also describe features such as the
magnetic screening length and the frequency of the plas-
mons. In this paper we construct the corresponding the-
ory for the case of p-wave pairing.
Our starting point is the TFT for the p-wave supercon-
ductor proposed in Ref. 16 where the BF theory for the
s-wave superconductor, based on two gauge fields a and
b, was augmented with a fundamental Majaorana field γ.
Being neutral, the Majorana field, γ was not coupled to
the gauge field by a minimal coupling but by a topolog-
ical Pauli like term ∼ daγdγ. This makes γ dynamical
only where the field strength da is non-vanishing, i.e. at
vortex cores and at edges. Being a purely topological the-
ory, the vortices do not have any extent, and the related
fermionic zero modes are also pointlike. This singular
nature of the vortex modes causes problems, in particu-
lar there are zero mode solutions both for even and odd
vortices, and similarly gapless edge modes irrespective of
the vorticity of the bulk16.
Naively one might think that these deficiencies could
be remedied by adding Maxwell terms to regularize the
vortex cores, just as in the s-wave case. This, as will
be explained later, is not the case, and to regularize the
“γBF” theory of Ref. 16 one needs a more sophisticated
treatment of the vortex cores that properly describes the
localized Caroli - de Gennes - Matricon modes below the
fermi level.
In this paper we propose the “ψBF theory”, based on
two electrically neutral fermi fields, as a model for the
two-dimensional spinless p-wave superconductor. This
theory is appropriate for the extreme type II case, and
in the limit of zero charge screening length, i.e. both
the correlation length and the charge screening length
are put to zero while the London length λL is kept finite.
The theory is not topological, but in a scaling limit, that
will be precisely defined, it only retains topological infor-
mation. In addition to correctly encoding the topological
features of the superconductor, it also provides a model
for the subgap states that is consistent with previous nu-
merical results using the BdG equations.
In the next section we first review the BF-Maxwell
(BFM) description of superconductors, and then explain
the extension needed to describe the limit of exact local
charge screening. In section III we review the topological
model in Ref. 16, and its limitations, and in the following
section, which is the most important part of the paper,
we define and discuss the ψBF model. In section V we
give analytical solutions for the zero modes at vortices,
as well as numerical solutions for the subgap spectra for
states localized at both vortices and edges. In this con-
nection we also present a specific model for the edge of
the p-wave superconductor. In section VI we determine
the ground state degeneracy on a torus, with some tech-
nical details deferred to an appendix. Section VII defines
the topological scaling limit, and in section VIII we give
a detailed derivation of the non-abelian statistics, again
with some details in an Appendix. The last section dis-
cusses the relation to previous work on effective topo-
logical theories for the Moore-Read quantum hole state
and offers some speculations about possible extensions of
the present work. An early, unpublished, version of this
work17 employed a pairing term that supported static
vortex solutions, but did not give the right ground state
degeneracy on the torus, and also involved a somewhat
artificial boundary condition.
II. THE GAUGE FIELD LAGRANGIAN
A. General discussion
We start from a topological description of supercon-
ductors in terms of BF gauge theory which is reviewed
in Ref. 3. In this theory, the quasiparticle current jq
couples to a gauge field a, and in the 2+1 dimensional
case which we will concentrate on in the following, the
point like vortices are are described by the current jv
that couples to the gauge field b,
LBF = 1
pi
µνρ∂µaνbρ − jµq aµ − jµv bµ . (1)
In 3+1 dimensions, b is an antisymmetric tensor field
(or a two-form) which couples to the world sheet of
the propagating vortex string. In addition to the
two local gauge symmetries, this TFT, (1) is also in-
variant under parity transformations (x, y) → (−x, y)
where the fields transform as (a0, ax, ay)→ (a0,−ax, ay)
and (b0, bx, by) → (−b0, bx,−by); and under time re-
versal where the fields transform as (a0, ax, ay) →
(a0,−ax,−ay) and (b0, bx, by)→ (−b0, bx, by).
It is known that by supplementing a TFT with non-
topological terms more of the low energy physics can be
described. In the context of an effective local field the-
ory it is natural to extend (1) by adding Maxwell terms,
3which will turn point like charges and vortices into ex-
ponentially localized charge and vorticity distributions.
Although in a real superconducting film coupled to 3+1
dimensional electromagnetism there are long range in-
teractions that give screening by a power laws3, we shall
here for simplicity model extended vortices by including
the 2+1 dimensional Maxwell terms,
LM = α1
4pi
( ~Ea)2 − α2
4pi
(Ba)2 +
β1
4pi
( ~Eb)2 − β2
4pi
(Bb)2 (2)
where Bb = ij∂ibj etc., and we define the the BF-
Maxwell (BFM) theory by
LBFM = LBF + LM . (3)
In the pure BF-theory (1), pointlike currents jq and jv,
yield pointlike gauge field configurations by relations like
piρv = B
(a), piρq = B
(b) etc.. Although the charges are
completely screened, there is still a long range interaction
giving rise to the mutual braiding phase factor -1.
To make a more detailed model for the charge and
vorticity distributions we could add higher order terms
in the field strengths, but such microscopic details are of
no importance for the following, so we will stick to the
simplest choice which is to use the quadratic Maxwell
terms.
The BFM-theory (3) describes vortices and charges
with spatial extents λL =
√
α2β1, and λD =
√
α1β2, and
their braiding phase is well-defined only when charges
and vortices are separated by distances much larger
than the screening length. In addition to these length
scales the BFM theory also encodes the plasma frequency
ω−1p =
√
α1β1 and the vortex energy v = 1/α1.
It is important to realize what kind of superconductor
that can be described by the BFM-theory. From the so-
lution for a vortex given in section II C below, it follows
that the current density never go to zero at the center of
the vortex, which translates into having zero correlation
length corresponding to the extreme type II limit. The
BFM theory does not provide any microscopic descrip-
tion of the low-lying fermion modes that are localized
at vortex cores and at edges. In spite of this, it gives
a consistent description of an s-wave superconductor at
energies below the lowest of the minigap ∆m ∼ ∆2/kF
for the vortex core states, and the edge gap ∆ed which
is generically opened due to back scattering at the edge.
In the p-wave case, on the contrary, the BFM theory is
not correct at any energy scale due to the topologically
protected fermionic zero modes.
B. The Lagrangian Lg
To proceed, we recall how a vortex is described in the
BdG formalism. Starting from some vortex background
in the order parameter field ∆(~r.t), one can find the local-
ized subgap modes, as well as the continuous spectrum.
In the simplest approximation, one then just fill up the
localized modes below the fermi level, and in the s-wave
case there is a minigap to the lowest vortex state. This
vortex configuration is not electrically neutral since the
depletion of the order parameter is not fully compensated
by the localized fermion modes. In a more refined cal-
culation where the full fermion spectrum consisting of
both the distorted plane waves, and the localized modes,
is self-consistently determined, the vortex is strictly neu-
tral. Also, in a real superconductor, the charge screening
length is typically much smaller then both the correlation
length and the London length.
With these facts in mind, we shall construct an effec-
tive theory for a superconducting state where the charge
screening is local, and where consequently the subgap
modes are described by electrically neutral fermions. The
most obvious way to achieve the first objective would
seem to be to use the BFM lagrangian (3) and take
λD =
√
α1β2 → 0, while keeping λL fixed. Although
this is logically an option, we have not found any consis-
tent way to incorporate the subgap modes. Instead we
shall use a simpler formulation where exact local charge
screening is built in from the start, while the vortex size
λL is kept finite. As a consequence, the fermions, both
the usual quasiparticles above the superconducting gap
which are described by jq, and the subgap modes to be
discussed below, are strictly neutral with respect ot the
electromagnetic field a and couple only to a statistical po-
tential ω. In the BF limit, the fields a and ω are identical,
but when the Maxwell terms are added, they have to be
distinguished. As we shall demonstrate, this is achieved
by using the Lagrangian,
Lg = 1
pi
adb+ LM + 1
pi
dω(b˜− b)− jv b˜− jqω . (4)
First consider the case where LM is absent. Then we
can integrate b to get Lg = 1piωdb˜ − jv b˜ − jqω, which is
just (4) after the identifications ω → a and b˜→ b. With
LM present, b˜ is a multiplier field that determines the
singular potential ω in terms of the vortex sources as
dω = pijv , (5)
which when substituted into (4) gives,
Lg = 1
pi
adb+ LM − jvb+ 1
pi
jq
1
d
jv (6)
where the last term denotes that statistical interaction
between charges and vortices. Also note that by first
integrating ω we get the constraint, db˜ − db = jq which
expresses local charge screening. Thus (4) describes an
extreme type II superconductor with vanishing electric
screening length, (which is thus not given by λD), and a
finite London length λL. The scale λD does enter in the
description of moving vortices, but we do not have any
simple understanding of its physical meaning.
4C. Vortices and edges
The subgap modes of the p-wave superconductor are
bound to the edges and vortices, which, using the la-
grangian Lg, have finite extension. In particular, a point-
like static external vortex source, ρv = ~δ2(~r), generates
the fields Ba = ~(2λ2L)−1K0(r/λL), ~Eb = −~α2~∇Ba and
Bb = Eai = 0 (in polar coordinates (r, θ)). Here B
(a)
can be interpreted as the real magnetic field, with spa-
tial extent of λL, penetrating the vortex, and E
(b) as the
associated supercurrent3.
In a chiral p-wave superconductor, the condensate car-
ries an angular momentum proportional to the number
of particles18, which manifests itself as an edge current.
Since the strength of this edge-current jq thus depends
on the geometry of the system, it is not described by the
lagrangian (4), but will be taken as a phenomenological
input parameter. Requiring that the gauge fields van-
ish outside the system, the equations of motion imply
that the edge also has a vortex charge density ρv propor-
tional to the edge current. For a disc with radius R, we
can calculate the fields generated by these sources to be
Bb = Ea = 0 and
Ba(r) =
piρv
λL
I0(r/λL)
I1(R/λL)
(7)
Eb(r) = piρvω
2
pv
I1(r/λL)
I1(R/λL)
,
where (r, θ) are polar coordinates on the disc, and where
ρv is a free dimensionful parameter.
III. THE γBF THEORY
As already stressed, there are zero modes localized at
odd vortices in p-wave paired states. Thus even a topo-
logical theory, which should provide the extreme low-
energy description, must include these relevant zero en-
ergy modes. To achieve this, Ref. 16 proposed the fol-
lowing minimal extension of the BF theory (1),
LγBF = 1
pi
µνρ∂µaν
(
bρ +
1
4
γ i∂ργ
)
− jµq aµ − jµv bµ (8)
where γ is a (one-component) Majorana fermion. The
BF term bda is invariant under both parity and time re-
versal, while the new term iγdγda violates both these
symmetries as appropriate for a chiral superconductor.
Note that the action for the fermion γ has support only
where the magnetic field B(a) = ij∂iaj is non zero, and
for the bulk theory, this only happens at point like vor-
tices.
To analyze (8), consider a classical vortex source con-
sisting of 2N Wilson lines
WCa =
2N∏
a=1
exp(ima
ˆ
Ca
dxµbµ) ,
where ma are vortex charges, and the curves Ca are given
by xµa(t) = (t, ~r(t)). Calculating the corresponding cur-
rent, jµv (x), substituting in (8), and integrating out the
gauge fields, yields the Lagrangian
LM =
m
4
N∑
a=1
γa(t)i∂τγa(t) , (9)
where we, for simplicity, put all the charges equal to m,
and where γa(t) ≡ γ(xµa(t)). This describes N gapless
Majorana fermions moving along the world lines of the
vortices. In Ref. 16 the model (8) was analysed fur-
ther with respect to fractional statistics, edge modes and
ground state degeneracy on the torus.
A problem with the topological field theory (8) is that
it predicts zero modes for both odd and even values of the
vorticity m, while it is known from the BdG description
that only odd vortices support zero modes. That this is
related to the vortices being pointlike can be understood
by considering two very narrowly separated vortices. In
the TFT this does not even make sense since there is
no length scale - we are simply having two distinct vor-
tices. In the real theory the situation is very different;
when the distance between the vortices is comparable
with their size, the two Majorana modes can interact and
will generically form a gapped Dirac fermion. We thus
expect that the TFT (8) emerges in the infrared only for
vortices with odd charge.
IV. THE ψ-BF THEORY
We now seek a minimal description of finite size vor-
tices, and subgap fermions, that, in a topological scaling
limit to be precisely defined later, reduces to (8) for odd
vortex currents.
A. General discussion
As already pointed out, the potential a is no longer
just a statistical gauge field, but describes the actual
magnetic field distribution inside the vortex cores. Also,
since the charge screening is local we seek a description of
the subgap modes in terms of fermions that are neutral
with respect to a but couple to the statistical potential
ω. Inspired by Ref. 16, and anticipating that a pairing
interaction will be crucial for obtaining the expected zero
modes, we take
Lψ = 1
4pi
µνρ(∂µaν)Ψ
†(i∂ρ + Γ3ωρ)Ψ− ΛΨ†Γ3Ψ + Lpair
(10)
where Ψ† = (ψ†, ψ) is a Nambu spinor, with ψ a di-
mensionless single component complex fermion field, and
where the gamma matrices Γi =
1
2σi act in the Nambu
space.
5The first term in (10) is topological and the second,
where Λ is an energy density, will impose confinement
to regions where Ba is non vanishing. Note that this
confinement is achieved, not by introducing a confining
potential, but by having the kinetic term for the fermions
vanish in bulk. These two terms have a local U(1) sym-
metry, Ψ → eiθΓ3Ψ, related to fermion number conser-
vation, and the corresponding gauge field is the statis-
tical potential ω. In a real superconductor, charge and
fermion number is only conserved if the superconduct-
ing condensate is explicitly taken into account; in a fixed
background these quantities are only conserved modulo
2, corresponding to a breakdown of the U(1) symmetry
to the discrete symmetry Z2. In the BdG description
of an s-wave superconductor, this is achieved by a pair-
ing interaction ∆?ψ↑ψ↓ which is gauge invariant if ∆ is
also transformed under the electromagnetic U(1) gauge
group. In the case of p-wave pairing, processes corre-
sponding to creation or destruction of Cooper pairs are
also associated with absorption or emission of a unit of
angular momentum, and the pairing term must be mod-
ified accordingly.
In our effective theory, there is no pairing field, so we
must devise another way to describe the breakdown of the
U(1) symmetry related to fermion number conservation
to a Z2 symmetry. More precisely, we need a pairing
term, Lpair, that ensures that the lagrangian (10):
• Has the correct symmetries and is of low order in
derivatives.
• Gives rise to a single Majorana zero mode on, in
general moving, vortices with odd vorticity.
• Supports a fermionic zero mode on the edge of a
finite region with an odd bulk vorticity.
• Reproduces the known ground state degeneracies
on higher genus surfaces.
The crucial step, taken in the two next subsections, will
be to express the potential ω in terms of a co-vector two-
frame, {eaµ}, and then couple the neutral fermions to {eaµ}
by a pairing term Lpair. In the following sections we shall
then show that with this pairing term the rest of the
above conditions are also satisfied.
B. Field configurations as a two-frame
Notice that in the first term in (10) the space-time
derivatives of the fermions are along the direction of
fµ ≡ µνα(∂νaα), and it will be useful to construct a
local frame in terms of fµ and the two directions orthog-
onal to it. Towards this, we first define a metric
ds2 = gαβdx
αdxβ = −α2
α1
dt⊗ dt+ δijdxi ⊗ dxj , (11)
where the factor α2/α1 is introduced in order to simplify
the Lagrangian for ~Ea, Ba. (We could equally well choose
the ~Eb, Bb sector to do this.) In terms of this metric,
the Lagrangian for the gauge fields becomes
LM = −α2
8pi
faµνf
aµν − β2
8pi
f bµνf
b µν
+
1
4pi
(
β1 − β2α1
α2
)
( ~Eb)2 (12)
where fµν = ∂µaν−∂νaµ, and fµν = gαµgβνfαβ for both
gauge fields. Notice that the choice β1 = β2α1/α2 will
render this Lagrangian Lorentz invariant. From a physics
point of view this invariance is not required, but it greatly
simplifies the calculations of the fermionic spectrum for
moving vortices, and will be assumed in the following.
The construction of an orthonormal frame is now
straightforward. We need a set of frame fields eaµ, a =
0, 1, 2, which obey
eaµ g
µν ebν = η
ab (13)
where ηab = diag(−1, 1, 1) is the metric for the tangent
frames. Further, we want to take e0 to be along the
direction of the magnetic field. As an explicit realization,
we may take
e0µ =
1√
−gλσfλfσ
gµαf
α . (14)
The other two frame fields are constructed using (13),
which also means that, by construction, they are orthog-
onal to fµ. There is obviously an ambiguity in solv-
ing (13), since any Lorentz transformation Λ ka acting on
the ea will give another solution. This is the usual local
Lorentz symmetry for frame fields. In our case though,
we are fixing e0, so that the only remaining ambiguity is
a rotation ea′ = Rabe
b, for a, b = 1, 2, where Rab is a 2×2
rotation matrix. As in the case of gravity, this ambiguity
of local rotations can be gauged. For this we introduce
a spin connection ωµ, but restricted to the spatial part.
One choice for such an ωµ would be to take the standard
spin connection which preserves the metric and restrict
it to the spatial part. A simpler choice is to take
(ωµ)ab =
1
2
(eαa∂µeα b − eαb ∂µeαa) (15)
where a, b = 1, 2, with (ωµ)0a = 0. Thus there is only
one component (ωµ)12 ≡ ωµ. It is easy enough to check
that ωµ transforms as a connection under rotations R
a
b,
ωµ → ωµ + ∂µΘ (16)
where Θ(x) is an angle defined by R12 = sin Θ. If the ro-
tation Rab of the frame has a non-trivial winding along a
closed contour enclosing a vortex, then the field strength
dω has a flux localized at the vortex.
The notion of how many times a two-frame has rotated
along a closed curve is well-defined without any other ge-
ometrical structure. What we have done is to use this
6winding number of the two-frame to encode the informa-
tion about the vortex flux through any closed loop. The
gauge field ω can then simply be related to the local ro-
tation of the two-frame, which is uniquely defined up to
a regular gauge transformation.
The covariant derivative for fermions with the spin con-
nection is (∂ρ−i(ωρ)abΓab)Ψ where Γab = −(i/4)[Γa,Γb].
Noting that in our case we only need (ωµ)12 and that
Γ12 = Γ3, we precisely get the structure appearing in the
first, topological, term in (10). It is useful to recall the
symmetry properties of this action. First, Lψ has a full
Lorentz invariance under transformations on the world
indices µ, ν, etc. (With the choice of β1α2 = β2α1, this
applies to the gauge field part of the Lagrangian as well.)
Since we have a flat spac-time, this is exactly as expected.
The frames {eaµ} should be thought of as auxiliary fields,
even though their transformation properties may recall
many ideas from the theory of gravity. Local rotations
on the fields eaµ, a = 1, 2, is then an additional symmetry.
The two first, “normal”, terms in Lagrangian is invariant
under the infinitesimal transformation of the fermions
given by
δΨ = iΘΓ3Ψ (17)
δeaµ = Θ
abebµ
which just expresses that these terms conserve the
fermion number.
C. The pairing interaction and the ψBF theory.
We now construct a pairing interaction which is in-
variant under the transformation (17) and depends on
the background fields fαµ and e
a
µ, which, of course, are not
independent because of (13). Using that e−iθΓ3ΓaeiθΓ3 =
Γa + θ
abΓb +O(θ
2), it is easy to show that
Lpair = iδ
4pi
√
α2
α1
µνσ fµ Ψ
†Γaeaν(∂σ − iΓ3ωσ)Ψ (18)
is indeed invariant under (17). (The term ωσ Ψ
†ΓaΓ3Ψ
is actually zero since it involves ψ†ψ† or ψψ, and can
thus be omitted.) When written out, the term (18) con-
tains the anomalous operators, ψ∂z¯ψ and ψ
†∂zψ†, where
z = x+ iy etc. These operators do not conserve charge,
but do conserve the quantity 2f−l, where f is the fermion
number, and l the orbital spin. These operators are cou-
pled to the background geometry given by the frame vec-
tors eaµ. It is precisely the connection between charge and
orbital spin that makes it possible to eliminate the order-
parameter field in favor of a geometric coupling to the
frame field, and the electromagnetic field strength, fµ.
Note that for a fixed background frame field, the pairing
term (18) breaks the U(1) symmetry (17) down to Z2,
just as the BdG Lagrangian with a fixed pairing field ∆.
Having (18) we can now combine (4) and (10) to
LψBF = Lg + Lψ , (19)
which we shall refer to as the ψBF theory.
V. FERMIONIC SUBGAP MODES
We now show that the theory defined by (19) indeed
supports subgap modes, of which a single one is at zero
energy if the vortex is of odd strength. We will consider
a static vortex configuration, but since we have assumed
Lorentz invariance, the results in this section equally ap-
plies to for the situation of well-separated vorticies mov-
ing at a constant velocity.
A. Quantization and vortex configurations
To quantize the fermions in Lψ, we shall treat the
gauge fields as a classical background, and for a static
vortex we get the commutation relations{
ψ† (~r, t) , ψ (~r ′, t)
}
=
4pi
Ba
δ2 (~r − ~r ′) . (20)
Since in the static case fa ∝ dt equations (13) and (14)
imply that the two-frame {ea} can be written as
e1 = (cos(λ) , sin(λ))
e2 = (sin(λ) ,− cos(λ)) , (21)
where λ is a function that depends on the vortex config-
uration. Substituting this into (10) yields
Lψ = 1
2pi
Ψ†AΨ (22)
with the matrix,
A =
(
i∂t − Λ −δBe−iλ∂z¯
δBeiλ∂z i∂t + Λ
)
. (23)
The general solution (5), for vorticies of strength {ma}
situated at {~ra}, and with ω substituted with the expres-
sion (15) and {ea} written as (21) is
λ =
∑
a
ma arg(~r − ~ra) + f(t, x, y) , (24)
where f(t, x, y) is a regular function, which can be set to
zero by using a gauge transformations of type (17).
B. Hamiltonian formulation and boundary
conditions for the fermions
From the Lagrangian (22) we get the Hamiltonian
H =
ˆ
d2xBaΨ
†(i∂t −A)Ψ . (25)
Quantizing a Lagrangian only gives a formal expression
for the Hamiltonian, and to get a well defined time evolu-
tion one has to define the domain for this formal expres-
sion. In the path integral formulation this amounts to
7specifying boundary conditions for the operators. Gen-
erally, there are many possible domains for which the
Hamiltonian is self adjoint, but in most situations there
is only one choice that makes physical sense. For exam-
ple, there can be an infinite number of ways to make a
Hamiltonian self-adjoint using non-local boundary con-
dition involving integrals over space, and where unitarity
is preserved by allowing the probability currents to flow
between distant points on the boundary. Imposing local
boundary conditions usually gives a unique self adjoint
Hamiltonian, but in our case we shall show that there are
two inequivalent choices. As a consequence we can have
two physically distinct types of edges, but only one them
will support a Majorana edge states and thus describe the
edge between a topological superconductor and a trivial
state.
A domain for the Hamilonian H specifies the set of
operators φ for which commutator [φ,H] is well-defined.
This commutator, and thus the time evolution, for opera-
tors outside the domain is defined as a limit of a sequence
of commutators of operators within the domain,
i
d
dt
φ = lim
α→0
[φα, H] .
Since the Hamiltonian is quadratic in fermion opera-
tors it can be diagonalized by a change of basis, so to
obtain the spectrum it is sufficient to consider single par-
ticle operators that can be written as,
φ†u,v =
1
4pi
ˆ
d2xBaΨ
†(~r)
(
u(~r)
v(~r)
)
.
For the operators φ†u,v to have well defined anti-
commutators among themselves, we demand that (u, v) ∈
L2(Ba,M)×L2(Ba,M), where M is the space-manifold.
If φ†u,v is in the domain of [·, H] we have
[φ†u,v, H] =
ˆ
d2xBaΨ
†H
(
u(~r)
v(~r)
)
with the matrix
H = 1
B
(
Λ 12δ{Be−iλ, ∂z¯}− 12δ{Beiλ, ∂z} −Λ
)
. (26)
Specifying the domain for the operator H, in the (single
particle) Hilbertspace L2(Ba,M) × L2(Ba,M), induces
a domain of [·, H], which gives a well defined normal or-
dered Hamiltonian. For H to be self adjoint it has to be
symmetric, i.e., 〈ψ |Hφ〉 = 〈Hψ |φ〉 for any states |ψ〉
and |φ〉 in the domain of H. In terms of boundary con-
ditions, this amounts to requiring that the surface term
vanishes when we partially integrate, to go from 〈ψ |Hφ〉
to 〈Hψ |φ〉. Taking φ = (u1, v1)T and ψ = (u2, v2)T we
get the boundary term
i
2
ˆ
∂M
δB(e−iλv∗2u1dz + e
iλu∗2v1dz¯) .
where z is the complex coordinate on M . A local bound-
ary condition amounts to the requirement that the inte-
grand vanishes. This requirement is solved by
ie−iλu
dz(c(t))
dt
= sv
∣∣∣∣dz(c(t))dt
∣∣∣∣ s ∈ R , (27)
where c(t) : R→ ∂M is a local parametrization of ∂M in
the positive direction induced by the orientation on M
given by {ea}a=1,2. That is, the positive direction along
a boundary of a subset of R2 with right (left) handed
orientation is given by the direction, which if you followed
it, you would have the outward direction to your right
(left).
For the single particle Hamiltonian, H, each real value
of s corresponds to a self-adjoint extension, but the sec-
ond quantized Hilbert-space structure gives an additional
constraint. Since [φ†, H]† = −[φ,H] the operator φu,v
must be in the domain whenever (φu,v)
† = φv∗,u∗ is.
This implies that (v∗, u∗) must be in the domain of H
whenever (u, v) is, and from (27) it then follows that
s2 = 1. The remaining sign ambiguity, s = ±1, is re-
solved by referring to physics – as shown below we must
take s = sgn(δBa/Λ) to get a Majorana edge mode. This
determines the boundary condition (27) and thus, to-
gether with the Hamiltonian (25), the time evolution.
Since H is singular at the vortex insertions, to get a
self-adjoint Hamiltonian, we have to specify boundary
conditions on u, and v as they approach these points.
The simplest way to do this is to remove a disc or radius
r around the vortices at positions ~ra, and then let r go to
zero. Parametrizing the edge of the disc as ~r = (r cos(t)+
xa,−r sin(t)+ya), inserting this expression into (27), and
taking the limit r → 0 we get the condition
lim
~r→~ra
ei(arg(~r−~ra)−λ)
u(~r)
v(~r)
= s . (28)
C. Solving the eigenvalue problem
For the situation of a straight edge and no vortex, or
the situation with a single vortex we can analytically find
the Majorana mode. Let us first consider the situation
with a straight boundary. Without loss of generality we
can assume that our system is bounded to the left by the
y-axis. By using (17) we can take λ = 0 and by taking
the limit R→∞ of the equations (7) we get the solution
Ba = piρvλ
−1
L e
−x/λL . Putting this into the expression for
H the eigenvalue problem
H
(
u
v
)
= E
(
u
v
)
has the solution
(u, v) = eiky(χ(x), χ∗(x)) Ek =
δλLω
2
p
v
k
8with
χ = exp
{
ipi
4
(
1− sgn
(
δBa
Λ
))
+
x
2λL
−
∣∣∣∣λ2LΛδρv
∣∣∣∣ ex/λL}
Notice that this solution only is allowed when s =
sgn(δBa/Λ) in (27).
For a single vortex of strength m, on the infinite plane,
we instead have Ba = ~(2λL)−2K0(r/λL), and we can
take λ = mθ, where (r, θ) are polar coordinates centered
at the vortex. Putting this into the expression for H we
see that we get the zero energy solution (u, v) ∝ (χ, χ∗)
with
χ = exp
{
ipi
4
(
1− sgn
(
δBa
Λ
))}
× 1√|Ba| r exp
{
i
(m− 1)θ
2
−
ˆ r
dr
∣∣∣∣ ΛδBa
∣∣∣∣} .
Notice that this solution only exists when m−1 ∈ 2Z and
again only with the boundary condition s = sgn(δBa/Λ).
The above configurations are the only ones we can han-
dle analytically. If we, however, take a rotation invariant
system with a vortex in the center of a circular disc, we
can diagonalize the Hamiltonian (26) in polar coordinates
using the ansatz(
u(~r)
v(~r)
)
= eilθ
(
ei(θ−λ)/2ul(r)
e−i(θ−λ)/2vl(r)
)
, (29)
to get the following one-dimensional problem which can
be solved using a shooting algorithm:
∂rV =
2pi
δ
(
Λ
Ba
+ E
)
U − l
r
V
∂rU =
2pi
δ
(
Λ
Ba
− E
)
V +
l
r
U
V (R)
U(R)
= 1 and
V (0)
U(0)
→ −1
where U, V are u
√
rBaδ
4pi and v
√
rBaδ
4pi . The parameter E
gives the energy eigenvalues when the boundary condi-
tions are satisfied by the solution.
In Figure V C we show the resulting low lying spec-
trum. The qualitative features are the same as obtained
by a self-consistent BdG calculation (see for instance 19).
In particular, there is a single low energy branch that
is localized at the edge, while the remaining modes are
higher in energy and are localized at the vortex core. The
gap to the core-excitation is significantly larger than the
energy differences between the core states themselves.
VI. GROUND STATES ON THE TORUS
An important characteristic of topologically non-trivial
states is the ground state degeneracy on topologically
-2 -1 0 1 2
l
-4
-2
0
2
4
E
Figure 1. Energy as a function of the angular momentum
parameter l (see (29)) for a disc of radius 4.5λL. Energy is
measured in units of Λλ2L and the flux, both at the origin
and the edge is of unit strength. The small graphs on top
of a bar at energy E shows the radial probability density
rρ(r) = rBa|{Ψ†, φE}|2 (φE is the operator with [H,φ] = Eφ)
as a function of the distance to the vortex (with increasing
distance to the right ). The lowest energy branch is localized
at the edge, and the other are localized at the vortex. Note
that even though it cannot be seen in the plot there are two
(almost) zero energy states at l = 0.
non-trivial manifolds. In the case of the 2D p-wave su-
perconductor this degeneracy is well known, and can be
determined using different approaches. Both through the
connection to the Pfaffian QH state and the Ising model
CFT13, and by a topological classification of the solutions
to the BdG equations9, one concludes that on the torus
there is a 3-fold degeneracy for fully paired states, while
states with an unpaired electron, i.e. with odd fermion
parity, is non degenerate.
To show that these results also hold true for the ef-
fective ψBF theory (19), we proceed in two steps. First
we consider only the gauge part (4) and show that it has
the same four-fold ground state degeneracy as the pure
BF theory. Turning to the full ψBF theory we show that
the reduction of the number of ground states from four
to three, is due to a fermionic zero mode related to a
stringlike instanton solution of the Euclidean action in
the presence of a topology changing operator.
Consider a flat torus (Lx, Ly) which admits the topo-
logically nontrivial operators,
Ax(y0) = ei
¸
dx ax(x,y0) (30)
By(x0) = ei
¸
dy by(x0,y)
and similarly defined Bx(y0) and Ay(x0). It is under-
stood that these operators are all defined at some fixed
time t and the integrals are taken around a cycle of the
torus. These Wilson loop operators have a dual inter-
pretation. For instance, Ax can either be understood as
9measuring the a-flux through the x-cycle of the torus, or
as describing a process where a quasiparticle quasi hole
pair is created and later annihilated after instantaneously
encircling the torus in the x-direction. In a purely topo-
logical theory, this concept of an instantaneous process
poses no problem, but with a Maxwell term present, Ax
should rather be thought of as applying an instantaneous
quasiparticle current given by jqx(~r, t) = L
−1
y δ(y−y0)δ(t).
From the BF Lagrangan (1), we get the equal time
commutation relation
[ai(~r1, t), bj(~r2, t)] = iijpiδ
2
P (~r1 − ~r2) (31)
where δP is the periodic delta function on the torus. This
leads to the commutation rule
Ax(y0)By(x0) = e−
´
d2r [ax(ax(x,y0),by(x0,y)]By(x0)Ax(y0)
= e−ipiBy(x0)Ax(y0) (32)
and similarly Bx(y0)Ay(x0) + Ay(x0)Bx(y0) = 0. Note
that these commutation relations do not depend on the
coordinates x0 and y0, so we can obtain them also by
directly quantizing the quantum mechanical Lagrangian
describing the spatially constant modes, which are the
only degrees of freedom in the absence of sources3.
Turning to the Lagrangian Lg, we note that when there
are no sources we can redefine b˜→ b˜+b so that the fields
ω and b˜ satisfy the same commutation relations as a and
b above. Thus, if we define,
Ωx(y0) = e
i
¸
dxωx(x,y0) (33)
B˜y(x0) = ei
¸
dy b˜y(x0,y)
we get the same ground state degeneracy as for the pure
BF theory. The reader might object to this conclusion,
since after the shift the fields (ω, b˜) are completely decou-
pled from (a, b), and naively the latter will give an addi-
tional fourfold degeneracy. Note, however, that since a
does not couple to any source, the corresponding Wilson
loop does not correspond to any physical process different
from that described by Ωi in (33) above.
In this connection one should note note that things
would have been more complicated, had we used the La-
grangian LBF +LM considered in Ref. 3. This describes
a superconductor where both the London and the Debye
length are finite, and there is no simple commutation re-
lation like (31). The complication occurs because the ap-
plication of any of the Wilson loop operators amounts to
an instantaneous excitation of the system by a quasipar-
ticle or vortex current, and so we will have to identify the
resulting new ground state. In Appendix A we show how
this can be done by introducing topology changing oper-
ators that are mildly nonlocal in time. As expected, the
ground state degeneracy is the same as for the original
LBF or the Lagrangian Lg describing point like quasi-
particles and extended vortices.
Turning to the full ψBF theory (19), we first make
some remarks concerning its status as a quantum field
theory. In the previous sections, we avoided questions
about the nature of the full quantum ground state, by
simply taking a classical configuration for the gauge fields
sourced by vortices, and then quantizing the fermions
in this background. In the absence of a background
field there is no kinetic term for the fermions (i.e.
no quadratic term involving one or two time deriva-
tives), and it is not clear how to define a Hamiltonian.
We shall thus define the theory by the path integral,
also noting that it is naively, i.e. by power counting,
renormalizable.20
We now extract the ground state in the topological
sector which is obtained by applying the (unshifted) op-
erator B˜x(y0) = ei
¸
dx (b˜x−bx)(x,y0)) to some eigenstate of
Ωx(y0). As already mentioned, this amounts to introduc-
ing a source,
jvx(~r, t) = L
−1
y δ(y − y0)δ(t) (34)
at some fixed time t. To extract the ground state wave
functional we consider an evolution in imaginary time
from τ = −∞ to τ = 0, with the source (34) inserted at
a time τ0 = it0  0,
Ψ0[X] =
ˆ X(0)=X
X(−∞)=Xin
D[X(τ)] e−
´ 0
−∞ dτ
´
d2r(LψBF−jv b˜)
(35)
where X = (a, b, ω, a˜, ψ, ψ†) collectively denote all the
fields and some suitable boundary conditions, soon to be
discussed, is chosen for the initial state Xin. We can now
treat the source term as a part of the Euclidean action
and evaluate the path integral by first finding the saddle
point for the gauge fields. Given the results of the previ-
ous sections, this is easy. Since the Minkowski action is
Lorentz invariant, the Euclidean action is O(3) invariant,
and the solution for a static vortex given in section II can
immediately be taken over by replacing r with
√
τ2 + y2,
if we assume that Ly  λL (this condition can be relaxed
at the expense of using the full torus Greens functions in
terms of theta functions). Note that this solution has a
finite extent in imaginary time, and is thus best thought
of as a stringlike analogue of an instanton. This anal-
ogy is in fact quite apt since, as shown in Appendix X,
it changes the eigenvalues of the operator Ay, and thus
connects the different topological sectors.
The next step is to expand the action in (35) around
the saddle point. Had it not been for the fermion part,
the wave functional could be calculated exactly, since the
gauge part is quadratic. Although the original action has
no quadratic part in the fermion action, the background
solution provides such a term, just as the static vortex
did in section V. To find the spectrum, we must also
specify the (spatial) boundary conditions on the fermi
fields, which can be either periodic (P) or anti-periodic
(A). Here we will use periodic boundary conditions, and
describe the A, or twisted, sectors by a constant vector
potential ω. For example, taking ωx = pi/Lx amounts to
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having a unit twist in the x-direction and the eigenvalue
-1 for the operator Ωx.
The fermion action in the instanton background is
Sx =
ˆ
d3xE Ψ
†(i∂x + Γ3ωx +A)Ψ (36)
where A is the operator given in in (23) but with r =√
(τ − τ0)2 + (y − y0)2. As shown in Section V, the vec-
tor potential ω can be absorbed by a singular gauge trans-
formation. The same is true here, with the difference that
if ωx is an odd multiple of pi/Lx the boundary condition
on the transformed fermions will be anti-periodic in the
x-direction. Since the eigenvalues of i∂x is 2pim/Lx the
action can be written as,
Sx =
ˆ
d3xE
∑
n
(
λn +
mnpi
Lx
)
Ψ†nΨn (37)
where the integermn is even or odd for P and A boundary
conditions in the x-direction respectively, and λn the n
th
eigenvalues of A as calculated in Section V. Thus there
is a zero mode in the action when ω is an even multiple
of pi/Lx, i.e. for periodic boundary conditions, and this
mode will cause the path integral (35) to vanish. We
conclude that applying the operator B˜x(y0) only yields a
new state if ωx is an odd multiple of pi/Lx corresponding
to anti-periodic boundary conditions in the x-direction.
Furthermore, if we start from the boundary conditions
(P,P) neither B˜x nor B˜y will yield a new state, so this
sector is non degenerate. Starting from any other combi-
nation, the two others can be reached by applying these
operators, so this sector is triply degenerate. For exam-
ple, starting from (P,A), we can first apply B˜y, which,
because of the Ωx - B˜y algebra, changes the boundary
conditions to (A, A), and then apply B˜x to reach (A,P).
Clearly we should now identify the first sector with with
states of odd fermion parity, while the second, triply de-
generate one, corresponds to fully paired states with even
fermion parity.
VII. THE TOPOLOGICAL SCALING LIMIT
So far, we have shown that the ψBF theory has all
the expected subgap features. We now show, assuming
static (or constant velocity) odd charged vortices, that we
retain the γBF theory in a well-defined scaling limit. For
this we for simplicity assume δBa/Λ > 0, and consider
a collection of N identical vortices of odd strength. The
topological scaling limit is defined by taking both the
physical length scale, `, and time scale, ~/E, to zero at
fixed coupling parameters21. We can think of ` as e.g.
the minimal distance between the vortices, and E as a
cutoff energy below which our theory is to be valid. We
define two Majorana fields by,
γ =
1
2
(ei(arg(~r−~ra)−λ)/2ψ + e−i(arg(~r−~ra)−λ)/2ψ†)
γ˜ =
1
2i
(ei(arg(~r−~ra)−λ)/2ψ − e−i(arg(~r−~ra)−λ)/2ψ†)
(38)
and substitute in (19) to get (setting jq = 0) the La-
grangian,
L = 1
pi
ad(b+
1
4
γidγ +
1
4
γ˜idγ˜) +
1
pi
dω(b˜− b)− jv b˜
+
1
8pi
adωψ†ψ + LM −H , (39)
where H as given by (25). Since ~Ea = 0 we can make
the gauge choice a0 = 0, so the first term in the second
line in (39) vanishes. Furthermore, the Maxwell terms
vanish in the topological limit by the same arguments as
in Hansson et al. 3 .
We now distinguish between having vortices of even
or odd charge. In the first case the spectrum is gapped,
so in the limit where E is taken to be below the sub-
gap, no degree of freedom is left. With odd vortices, the
Hamiltonaian H which is of the form
∑
En<E
Ena
†
nan
also vanish in this same limit, but the zero modes re-
main as degrees of freedom described by the first line
in (39). To simplify this expression, we make the shift
b → b + 14 γ˜idγ˜, and solve for b˜ to eliminate the term
adγ˜idγ˜ in favor of jvγ˜idγ˜. Using the boundary condi-
tion (28) we see that that γ˜idγ˜ = 0 at vortex cores so
this term in (39) also vanishes for a point vortex. This
concludes the demonstration that the topological theory,
LγBF = 1
pi
µνρ∂µaν
(
bρ +
1
4
γ i∂ργ
)
− jµq aµ − jµv bµ ,
proposed in Ref. 16, is retained in the scaling limit for
odd vortices.
VIII. NONABELIAN STATISTICS
The nonabelian (NA) statistics in the Moore-Read QH
state was originally understood in terms of the mon-
odromies in the Ising CFT22, assuming that there are
no remaining Berry phases when the wave functions are
represented by conformal blocks. Proofs for this assertion
were given in later papers23. In the case of the p-wave
superconductor, Ivanov24 derived the NA statistics using
the BdG formulation of Read and Green9. Also here it
is important that, in a suitably chosen gauge, there are
no Berry phases, so that the braiding phases of the vor-
tices come entirely from the coupling to the gauge field.
Although quite reasonable, this is not easy to show, and
it was taken for granted by Ivanov. In a later paper25
Stern et al. addressed this question, and gave plausi-
ble arguments for the absence of Berry phases by a more
detailed analysis of the vortex cores, using certain mild
11
assumptions about the continuous part of the spectrum.
This argument was later made simpler and more precise
by Stone26.
An important part of Ivanov’s argument was that a
Majorana operator acquires a minus sign when encircling
another vortex. This, together with a locality assump-
tion, specifies the basic braiding operation from which
the full action of the braid group can be obtained. In
Ref. 16 it was argued that the γBF theory also de-
scribes NA statistics of the Ising type. The argument
was quite different from the one given by Ivanov, and
used general properties of Hamiltonian time evolution.
The sign in the braid group relations referred to above,
did not follow from a direct calculation, but was inferred
from these general properties. It was conjectured that
the sign would indeed be present in a proper time evolu-
tion, but it was pointed out that it was difficult to deter-
mine due to the singular nature of the action. Above we
showed that the proper extension of the γBF Lagrangian
to the ψBF one, both gave a well defined and unitary
time evolution, and the appropriate minus sign in the
braid relation. Also, in the ψBF theory there can be
no Berry phases, since the fermionic wave functions only
have support on the widely separated vortices. From this
we conclude that the derivation of the NA statistics in
Ref. 16 applies to to the ψBF their without using any
extra assumptions.
In Ref. 16, the operators corresponding to elemen-
tary braid operations were derived by demanding certain
general properties. It is obviously interesting to try to
actually derive these operators from an action. Since the
ψBF theory is well defined, this is in fact possible, and
we shall now derive the NA statistics by using an alter-
native quantization method that directly identifies the
Hilbert space for 2N vortices as a spinor representation
of the group SO(2N). This result was originally found
by Nayak and Wilczek for the vortices in the MR pfaffian
state.
First note that for widely separated vortices, moving
along the world lines ~ra(t), the Majorana field in (38)
takes the form, γ(~r, t) =
∑2N
a=1 χ (~r − ~ra(t)) γa(t) where,
in an obvious notation, γa(t) = a0,a(t) + a
†
0,a(t). Substi-
tuting this in the ψBF Lagrangian, taking the topolog-
ical scaling limit as above, and using the normalization
of χ, we obtain, once again, the quantum mechanical La-
grangian (8),
LM =
1
4
2N∑
a=1
γa(t) i ∂tγa(t) ,
where we use the notation, γa(t) ≡
√
mγ(t, xµa(t)). The
(anti)commutation relations for the corresponding oper-
ators γˆi follows directly from the symplectic structure of
the action (for those unfamiliar with this kind of quanti-
zation, we provide a derivation using standard methods
in appendix B),
{γˆa, γˆb} = 2 δab, a, b = 1, 2, · · · , 2N (40)
(In the following we shall, for convenience, drop the hat
whenever there can be no confusion.) In other words,
the γˆ’s form a 2N -dimensional Clifford algebra. This al-
gebra, as is well known, has a unique representation, up
to similarity transformations. The states of the vortices
must thus be given by the spinor which carries this rep-
resentation.
We are interested in the braiding properties of the vor-
tices. For this, consider time-evolution as given by (9),
starting from an initial set of γ’s. We have the algebra
(40) at time t = 0, and the same algebra is obtained
at any later time t. Thus, time-evolution can at most
amount to a similarity transformation of the initial γ’s,
so that we can write
γa(t) = S
−1 γa(0)S = gab γβ(0) (41)
where gab is an SO(2N) rotation. Thus the braiding
properties of the vortices (i.e., any chosen set of initial
γ’s) can be obtained by using this in the action and quan-
tizing gab. In terms of the gab, the action is
S = − i
4
ˆ [
(gT g˙)ab γb(0) γa(0)
]
(42)
Since g is an element of the orthogonal group, gT g˙ is an-
tisymmetric; this is evident from the Grassmann nature
of the γ(0). The matrix with components i γb(0) γa(0)
has bosonic (not Grassmann-valued) components and is
antisymmetric, so we can regard it as a real antisym-
metric matrix, the indices a, b specifying the matrix el-
ements. Thus with a t-independent orthogonal transfor-
mation γb γa → OT γbγaO it can be brought to a quasi-
diagonal form,
γb(0) γa(0) = i
N∑
k=1
γ2k−1(0)γ2k(0) J2k−1 2k (43)
(For more on this issue, see Appendix B.) In (43) J2k−1 2k
are matrices given by
(J2k−1 2k)ba =
−i b = 2k − 1, a = 2ki b = 2k, a = 2k − 10 other values of b, a (44)
The J ’s correspond to rotation generators in the vector
representation; in fact, they are the generators of the
Cartan subalgebra of SO(2N). Further,
iγ2k−1 γ2k = −(1− 2nk) = λk , (45)
where nk counts the occupatian of the fermion
1
2 (γ2k−1 +
iγ2k), so the action (42) can finally be written as
S = − i
4
ˆ
Tr
[
λk J2k−1 2k gT g˙
]
(46)
Writing the initial state as a superposition of eigenstates
of {λk} we can view the time evolution of each of the
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terms separately, and we then have an action only in
terms of the bosonic variables g ∈ SO(2N). In Appendix
B we apply the method of geometrical quantization27 to
this action, to show that a basis for the wave functions,
Ψ(g), is given by
Ψp(g) = DRpw(g) = 〈Rs, p|g|Rs, w〉 (47)
where the state |Rs, w〉 is a highest weight state of weight
w = (λ1, λ2, · · · , λN ) in the spinorial representation of
SO(2N) that we denote by Rs; p is a general element in
Rs.
(The reader familiar with more formal mathematics,
will note that the action (46) is in the form of the coad-
joint orbit action for Lie groups. The Borel-Weil-Bott
theorem (see for instance Ref. 28) tells us that the quan-
tization of an action
S = −i
ˆ r∑
i=1
wiTr
[
qi g
T g˙
]
, (48)
where g ∈ G and qi are the generators of the Cartan
subalgebra of G, will yield as a Hilbert space the unitary
irreducible representation of the group G with highest
weight (w1, w2, · · · , wr). Here r is the rank of the algebra.
Thus we can immediately conclude that (46) will give a
representation of SO(2N) characterized by the choice of
nk. From what we said about the representation of the
Clifford algebra (40), we expect this to be the spinorial
representation in (47).)
We can now understand how the braid properties
emerge. Starting with a state given by |R,w〉 for some
choice of the eigenvalues {λk}. (Recall that we have not
fixed the nk in (45) yet; there is still some freedom in the
choice of this initial state.) The state at any time in the
future is given by
|R, p〉 = DRpw(g(t)) |R,w〉 . (49)
The time-dependence of g(t) is not specified, it can be
chosen arbitrarily because it is a topological theory and
observables will be topological in nature. The “phase
factor” given by time-evolution is nonabelian, being an
element of the spinorial representation of SO(2N).
Exchanging vortex 1 and 2 correspond to a rotation in
the 12-plane in terms of SO(2N). The operator corre-
sponding to this is θ
σ1 = e
iJ12θ
]
θ=pi/2
=
1− γ1γ2√
2
(50)
More generally,
σk =
1− γk γk+1√
2
(51)
will exchange the k-th vortex with the (k+ 1)-th vortex.
From the properties of the γ’s we can directly verify that
σk σl = σl σk, |k − l| ≥ 2
σk σk+1 σk = σk+1 σk σk+1 (52)
These are the standard braid relations. The phase factors
corresponding to the σk are given by DRpw(g), g = σk.
Since these are precisely the nonabelian phase factors
corresponding to Ising statistics.
IX. SUMMARY, OUTLOOK AND
COMPARISON TO EARLIER WORK
In this letter we proposed the ψBF Lagrangian, equa-
tion (19), as the proper effective theory for the bulk of
a 2d spineless p-wave paired superconductor in the en-
ergy range below the minigap. The model also describes
the low lying chiral fermion on the edge of a finite sam-
ple, and in particular the zero mode that is present for
odd bulk vorticity. All known topological properties of
the p-wave superconductor is accounted for, and in ad-
dition the model provides a description of the low-lying
spectrum below the superconducting gap.
Ours is not the first attempt to find a TFT for a p-
wave paired state. In a very interesting paper, Frad-
kin et al. constructed a TFT for the bosonic version
of the MR state (which is at ν = 1), using a level 2
non-abelian CS theory, and showed that by introducing
an extra scalar field, one can also describe the original
MR state29. Their approach relied on the connection be-
tween QH states and conformal field theory (CFT) that
was proposed by Moore and Read7. More precisely, the
edge theory for the bosonic MR state was shown to be a
SU(2) Wess-Zumino-Witten model at level 2, and using
the connection between edge and bulk, and the relation
between CS theory and CFT, the TFT for the bulk it
was identified as a non-abelian SU(2) theory at level 2.
The theory for the fermionic MR state is more compli-
cated. In addition to the SU(2) gauge field it has a U(1)
gauge field and a scalar field, and it was argued that it
indeed describes a p-wave paired state. We believe that
there must be a connection between this description, and
the one given in this paper, but we have not managed to
make it.
Another challenge is to derive our model from a mi-
croscopic theory. This was done in Ref. 3 for the s-wave
case, starting from an abelian Higgs model. To make
a similar derivation in the p-wave case is more difficult,
since one must find a way to separate and retain the sub-
gap modes (or at the minimum the zero modes) in the
effective theory. It is fairly clear how to generalize our
model to include s- and d-wave paring, but this is un-
likely to provide any new insight. The generalization to
3 dimensions is much more interesting and here we have
already made som limited progress.
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Appendix A: Ground state degeneracy in the
BF-Maxwell theory
In this appendix we show how to properly define an
operator Bi in the BF-Maxwell (BFM) theory so that it
has the same topological properties as the corresponding
operator in the pure BF theory. For simplicity we shall
use the Lorentz invariant version of the BFM action (but
we feel confident that our results will apply also to sys-
tems without this invariance) which in Feynman gauge
reads,
LBFM = 1
pi
µρνaµ∂ρbν +
1
2piµ
aµg
µνaν
+
1
2piµ
bµg
µνbν − jqa− jvb (A1)
where µ is the topological mass well known from Chern-
Simons Maxwell theory30. Introducing AT = (aµ, bµ),
and JT = (jq, jv), (A1) can be expressed as
LBFM = 1
2
ATG−1A− 1
2
JTA− 1
2
ATJ . (A2)
Inverting the kernel G−1 gives the propagator,
G =
piµ2
+ µ2
(
1
µ − d
− d 1µ
)
+ gauge terms (A3)
We shall only need the off-diagonal elements
Gab = Gba = − piµ
2
+ µ2
d
 , (A4)
and in particular its xy component, which in momentum
space is,
Gxyab (ω, ~p) = −
piµ2
ω2 − p2 − µ2 + i
iω
ω2 − p2 + i (A5)
We now show how the canonical equal time commuta-
tor (31) for the in the pure BF theory can be derived from
the Lagrangian using the method introduced by Johnson
and Low31 in the context of current algebra. For this we
first note that the pure BF theory is obtained from the
BFM theory by taking the limit µ → ∞. Applying the
method from Ref. 31, and using the large µ limit of
(A4), the equal time commutator is given by,
[ax(~r1, 0), by(~r2, 0] =
= lim
τ→0
[iGxyab (~r1 − ~r2, τ)− iGxyab (~r1 − ~r2,−τ)] (A6)
= lim
τ→0
ˆ
d2p
(2pi)2
ˆ
dω
2pi
piω(eiτω − e−iτω)
ω2 − p2 + i e
i~p·(~r1−~r2)
The ω integral in the two terms can be closed upwards
and downwards in the complex plane respectively, result-
ing in a closed clock-wise contour, C∞, at infinity,
˛
C∞
dω
2pi
ω
ω2 − p2 = i .
Finally the d2p integral give a delta function to reproduce
the result (31) obtained by canonical quantization.
The corresponding ω-integral for the full BFM theory
is,
ˆ
dω
2pi
−piµ2
ω2 − p2 − µ2 + i
ω(eiτω − e−iτω)
ω2 − p2 + i (A7)
which is zero since the integrand falls as ω3 at infinity.
A heuristic way to understand this is to realize that the
equal time commutator is related to the large ω part of
the propagator, which is due to the usual Maxwell term
which has no ab-component.
It is rather clear what is going wrong. Because of the
Maxwell terms, the world lines of the particles and the
vortices get an thickness ∼ 1/µ, and we only expect to
get a well defined braiding phase when the lines are kept
a distance apart that exceeds this thickness. This means
that we must take µτ  1 and evaluating the two terms
Ax(y0)By(x0) and By(x0)Ax(y0) separately. Since the
theory is quadratic, the calculation is trivial. Defining
Jµ(τ) =
( ¸
dx δ(y − y0)δ(t− τ/2), 0, 0
0,
¸
dy δ(x− x0)δ(t+ τ/2), 0
)
(A8)
we immediately get
〈0| Ax(y0, τ/2)By(x0,−τ/2) |0〉 = e− 12JT (τ)GˆJ(τ) (A9)
〈0| By(x0, τ/2)Ax(y0,−τ/2) |0〉 = e− 12JT (−τ)GˆJ(−τ)
where Gˆ is the torus version of (A3). Explicitly we have,
using translational invariance,
JT (τ)GˆJ(τ) =
˛
dx1
˛
dx2 Gˆ
xx
aa(x1 − x2, 0, 0)
+
˛
dy1
˛
dy2 Gˆ
yy
bb (0, y1 − y2, 0, 0) (A10)
+ 2
˛
dx
˛
dy Gˆxyab (x, y, τ) .
The two first terms will give contributions proportional
to the length of the strings, that in a fully Lorentz invari-
ant theory would be just the radiatively generated masses
of the charges and point-vortices respectively. This con-
tribution will be the same for the two lines in (A9), so to
find the relation between them we only need to evaluate
the last integral, and using that the ~p = 0 component
for the torus propagator, Gˆ, is the same as the one in
infinite space, G, (This can be derived using the relation
Gˆ(x, y, t) =
∑∞
m,n=−∞G(x+mLx, y+ nLy, τ) where Lx
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and Ly are the lengths of the cycles of the torus.) we get,
Gˆ(~p = 0, τ) =
ˆ
dω
2pi
piµ2
ω2 − µ2 + i
−iωeiωτ
ω2 + i
(A11)
= −pi
2
(1 + e−iµτ ) (A12)
where we closed the contour in the upper half plane to
get the last identity. Substituting in (A9) gives,
〈0| Ax(y0, τ/2)By(x0,−τ/2) |0〉 (A13)
+ eipi cosµτ 〈0| By(x0, τ/2)Ax(y0,−τ/2) |0〉 = 0 .
We notice that for τ = 0 the two operators commute,
which is consistent with the vanishing of the integral
(A7). We also understand what is needed to regain the
anticommutator characteristic of the pure BF theory; the
operators should be smoothened so that the oscillating
factor cosµτ cancels. This is easily obtained by redefin-
ing one or both of the operators. Since we working in
a limit of extended vortices, and pointlike charges, it is
natural to define,
B˜y(x0, t) = ei
´∞
−∞ dt
′ f(t′−t) ¸ dy by(x0,y) (A14)
where f(t) is a function peaked at t = 0 and a widths
∆  1/µ. With this definition, (A13) is consistent with
the BF commutation relation (32). The result (A13) for
the vacuum expectation value, is in fact true for any ma-
trix element of the operators. The easiest way to see this
is to work in a basis of coherent in and out-states of the
a and b fields,
|~αi(~r)〉 = Ne~α(~r)·~a
†
in(~r) |0〉 (A15)
where ~ain(~r) is the in-field operator, and similarly for
the out-filelds, and the ~bin(~r), and ~bout(~r). N is a nor-
malization constant that can be determined, but which
is not needed for the argument. With these states it
is straightforward to evaluate the general matrix ele-
ments 〈~αout, ~βout| Ax(y0, τ/2)By(x0,−τ/2) |~αin, ~βin〉 etc.,
and conclude that the extra contributions, compared to
those in (A9) are the same for the two ordering of the
operators Ax and B˜y. Thus we have shown that these
two operators anti-commute as long as they are evalu-
ated with a time separation τ  ∆  1/µ. This is
clearly all that is needed to conclude that the degener-
acy of the BFM theory is the same as for the pure BF
theory.
Appendix B: Quantiztion of the Majorana
Lagrangian
There are three issues we will discuss in this appendix.
First, we show how the commutation rules (40) arise,
then we carry out the geometric quantization of the ac-
tion (43) and finally we conclude with some clarifying
remarks on the quasi-diagonalization of i γb(0)γa(0) in
the passage from (42) to (46).
To derive (40) is useful to write the action in a slightly
more transparent form by defining the usual complex
fermions bk and b
∗
k, k = 1, 2, · · · , N by
γ2k−1 = (bk + b∗k), γ2k = −i (bk − b∗k) (B1)
In terms of these variables, the action for (9) becomes
S = i
N∑
k=1
ˆ
dt b∗k b˙k (B2)
where we have removed a total derivative. The canonical
one-form is given by the boundary value for the time-
integration in δS. This is easily seen to be i
∑
b∗k δbk
where δ is to be interpreted as the exterior derivative on
the space of the variables b∗k, bk. If we take the wave
functions to be a function of the b’s, which is a fermionic
coherent state description, it directly follows that,
b∗k Ψ =
∂Ψ
∂bk
. (B3)
Keeping in mind that the variables b, b∗ are Grassmann-
valued, this equation corresponds to the anticommuta-
tion rule
bk b
∗
l + b
∗
l bk = δkl (B4)
which, using (B1) yields (40) in the text.
Next we turn to the derivation of the expression (47)
for the basis functions in the Hilbert space corresponding
to 2N vortices. The canonical structure for the action
(46) is given by
Ω =
i
4
Tr(λkJ2k−1 2k g−1δg ∧ g−1δg) . (B5)
This is seen to be invariant under g(t) → g(t)h(t), h =
exp(iJ2k−1 2kϕk(t)), where ϕk(t) are time-dependent an-
gles describing the rotation, so that Ω is defined on G/H,
where H is Cartan subgroup. This means that g → g h
is a gauge transformation, and that the physical phase
space is G/H.
The simplest approach to quantization is via coherent
states. For this we begin by considering wave functions
Ψ(g), which are functions of g, i.e. they are defined on
the full phase space. We then impose a holomorphic-
ity condition, as is appropriate for coherent states. (In
the language of geometric quantization, this amounts to
choosing a polarization of the prequantum wave func-
tions.) For this, consider the (right) group translations
on g given by
RA g = g tA (B6)
where {tA} is an orthonormal basis for the Lie algebra of
SO(2N). In the Cartan basis, we can group them as the
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raising operators R+i, i = 1, 2, · · · , N(N − 1), the lower-
ing operators R−i and the generators of the Cartan sub-
algebra Ra, a = 1, 2, · · · , N . (The last set corresponds
to {J2k−1 2k} for the case of the vector representation.)
The holomorphicity condition can be taken as
R+i Ψ(g) = 0 . (B7)
As the next step, we consider the right transformation
of g in (46) as g → g h, h = exp(iJ12 ϕ), i.e. a gauge
transformation. Since J12 commutes with all J2k−1 2k,
we find from (46)
S → S +
ˆ
dt
λ1
2
ϕ˙ , (B8)
and since wave functions transform as eiS , we find
Ψ(g h) = Ψ(g) exp
(
i
λ1
2
ϕ
)
. (B9)
More generally, we get
Ψ(g h) = Ψ(g) exp
(
i
∑ λa
2
ϕa
)
. (B10)
The solution to the conditions (B7) and (B10) is obtained
as follows. The Peter-Weyl theorem tells us that, as func-
tions on G, Ψ(g) can always be written as
Ψ(g) =
∑
R,p,q
CRpq DRpq(g) =
∑
CRpq 〈R, p|g|R, q〉 (B11)
where DRpq(g) is the matrix representation of g in the uni-
tary irreducible representation R, p, q being the matrix
labels. The holomorphicity condition (B7) means that
the state |R, q〉 must be a highest weight state. Fur-
ther, the condition (B10) shows that the eigenvalues of
the Cartan subalgebra correspond to (λ1, λ2, · · · , λN ). In
other words, a basis for the wave functions obtained by
quantization of (46) is given by
Ψp(g) = DRpw(g) = 〈R, p|g|R,w〉 (B12)
where the state |R,w〉 is a highest weight state of weight
(λ1, λ2, · · · , λN ).
Going back to the definition of J ’s we see that
[J12, γ1] = −iγ2, [J12, γ2] = iγ1, etc. (B13)
Thus the spinor version of the J ’s is given by J2k−1 2k =
iγ2k−1γ2k/2. This identifies λk as the eigenvalues of the
Cartan elements in the spinor representation. Using this,
the representation R for DRpw(g) = 〈R, p|g|R,w〉 in (B12)
is identified as the spinor representation. This completes
the explicit argument for constructing the wave func-
tions.
Finally, we turn to some clarifying remarks about the
passage from (42) to (46). The point to worry about is
that the entries of B are bilinears of Grassmann-valued
variables. In the theory of quantization of coadjoint or-
bit actions, such cases have, to our knowledge, not been
considered, which is why we felt that further clarification
was needed.
We start by writing the action (42) as
S = − i
4
ˆ [
(gT g˙)abBba
]
= − i
4
ˆ
Tr[gT g˙ B] (B14)
where
Bba = γb(0) γa(0) (B15)
Since g is an element of the orthogonal group, gT g˙ is
antisymmetric (up to boundary terms), and so is B as is
evident from the Grassmann nature of the γ(0). Notice
that only the antisymmetric part of B will contribute to
the trace anyway, even if we consider B as just a matrix
made of commuting variables.
To define the dynamics, we need an initial value for
the real, bosonic, 2N × 2N matrix B. This amounts
to assigning real numbers to the entries in the matrix
and we show that this can be done by specifying only N
real numbers. First assume that an arbitrary assignment
of real numbers as the entries of B has been made, i.e.
B → Bin, where the entries of Bin are arbitrary real
numbers. We can now put Bin in block-diagonal form
by an orthogonal transformation
Bin = OBin;J OT (B16)
with
Bin;J = i
N∑
k=1
λkJ2k−1 2k
where λk = 2nk − 1 are real numbers, and J2k−1 2k are
matrices given by (44). So far, there is no reason why the
values of nk should be only 0 and 1 for fermions, or non-
negative integers for bosons. Substituting (B16) in the
action (42) and using the cyclicity of the trace and the
fact that Bin is time-independent and relabeling gO → g,
we get,
S = − i
4
ˆ
Tr[gT g˙ Bin;J ] . (B17)
This is basically the result (46) apart from the question
of the values of nk.
We now argue that a consistent quantization will con-
strain the allowed values of λk, and thus nk to those ap-
propriate for bosons or fermions. For this consider again
the transformation g → g h, h = exp(iJ12ϕ(t)), where we
take g to be independent of time (this can be easily gen-
eralized without any change in the conclusion), and with
ϕ(t) changing by 2pi over the entire time-evolution. Thus
h goes from the identity to the identity over the time-
evolution. The wave function changes by exp(iλ1pi) from
(B9). Since we are back at the same point on the group,
we must have exp(iλ1pi) = 1 for the bosonic case, or
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exp(iλ1pi) = −1 if we allow double-valued wave functions
as for the fermionic case. In case of fermions, the con-
sistency will require quantization of the entries in Bin;J
to be half integers, corresponding to integer values of nk,
just as for bosons.
We must still explain why, in the fermionic case the
values of nk is restricted to 0 and 1. The action for a
general quantum system with an initial state specified
by a density matrix ρ0, can be taken as,
S =
ˆ t
0
dt Tr
[
ρ0 U
†
(
i
∂U
∂t
−H U
)]
, (B18)
since the equation of motion obtained by varying U is
the standard quantum Liouville equation for the density
matrix ρ(t) = U ρ0 U
†. In our case, the time evolution is
also a symmetry transformation corresponding to a group
G, which means that U is a representation of G and can
be written as
U = exp
(
iTˆaθ
a
)
(B19)
where Tˆa are the operators on the quantum Hilbert
space corresponding to the symmetry generators ta of
the group. We then have, just by group property,
i U†
∂U
∂t
= TˆaE
a
b dθ
b (B20)
where Eab are functions of θ defined by
i g−1
∂g
∂t
= taE
a
b dθ
b (B21)
Using (B20) in (B18) we see that the kinetic term involv-
ing the time-derivative is
Sk =
ˆ
dt 〈Tˆa〉Eab dθb = −
i
4
ˆ
dtTr
(
g−1g˙ B
)
(B22)
where 〈Tˆa〉 = Tr(ρ0Tˆa) and B = −8〈Tˆa〉 ta, with the nor-
malization Tr(tatb) =
1
2δab. Thus the action is of the
form (42) or (B14) and that the matrix B is related to
the expectation value of the quantum operators in the ini-
tial state. Since we already established that the Hilbert
space at any time is that of N Dirac fermions, it fol-
lows by consistency, that the number operators have to
be assigned the values 0 or 1, even though γb(0)γa(0) in
(B15) involves Grassmann variables. This concedes the
discussion about the route from (42) to (46).
Finally note that while for the bosonic case, this dis-
cussion might be a bit of an overkill, it does provide an
argument for why the nk have to be taken as positive
integers, since that does not follow from the argument
based on gauge invariance only.
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