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RENEWAL THEOREMS FOR A CLASS OF PROCESSES WITH DEPENDENT
INTERARRIVAL TIMES AND APPLICATIONS IN GEOMETRY
SABRINA KOMBRINK
Abstract. Renewal theorems are developed for point processes with interarrival times Wn = ξ(Xn+1Xn · · · ),
where (Xn)n∈Z is a stochastic process with finite state space Σ and ξ : ΣA → R is a Ho¨lder continuous
function on a subset ΣA ⊂ ΣN. The theorems developed here unify and generalise the key renewal theorem
for discrete measures and Lalley’s renewal theorem for counting measures in symbolic dynamics. Moreover,
they capture aspects of Markov renewal theory. The new renewal theorems allow for direct applications
to problems in fractal and hyperbolic geometry; for instance, results on the Minkowski measurability of
self-conformal sets are deduced. Indeed, these geometric problems motivated the development of the renewal
theorems.
1. Introduction and statement of main results
1.1. Renewal Theory. Renewal theorems have found wide applicability in various areas of mathematics
(such as fractal and hyperbolic geometry), economics (such as queueing, insurance and ruin problems) and
biology (such as population dynamics). They are concerned with waiting times in-between occurrences of a
repetitive pattern connected with repeated trials of a stochastic experiment. In classical renewal theory, it is
assumed that after each occurrence of the pattern, the trials start from scratch. This means that the trials
which follow an occurrence of the pattern form a replica of the whole stochastic experiment. In other words,
the waiting times in-between successive occurrences of the pattern, also called interarrival times, are assumed
to be mutually independent random variables with the same distribution (see [Fel68, Ch. XIII] and [Fel71]).
The classical renewal theorems have been extended in various ways and to various different settings. One such
extension, which is of particular interest to us, is given by Markov renewal theory. By a Markov random walk,
we understand a point process for which the interarrival times W0,W1, . . . are not necessarily independent
identically distributed (i. i. d.), but Markov dependent on a discrete Markov chain (Xn)n∈N0 . This means
that Wn is sampled according to the current and proximate values Xn, Xn+1 but is independent of the
past values Xn−1, . . . , X0. In the present article, we drop the assumption that (Xn)n∈N0 is a Markov chain
and that Wn is Markov dependent on (Xn)n∈N0 . Instead, we consider a time-homogeneous (i. e. stationary
increments) stochastic process (Xn)n∈Z with finite state space and time-set Z and extend to the setting
that Wn may depend on the current values Xn+1, Xn as well as on the whole past Xn−1, Xn−2, . . . of the
stochastic process (Xn)n∈Z. The dependence of Wn on Xn+1, Xn, . . . is assumed to be described by a Ho¨lder
continuous function. This additionally allows us to treat situations with more strongly dependent interarrival
times. Before giving an outline of the theorems we want to provide references to the afore-mentioned. Since
the literature on classical and Markov renewal theory is vast, we abstain from presenting a complete list but
instead refer to the following monographs and fundamental articles, where further references can be found:
[Fel68, Fel71, C¸in75, Als91, Asm03, MO14].
We let Σ := {1, . . . ,M}, M ≥ 2 denote the state space of the time-homogeneous stochastic process (Xn)n∈Z.
The admissible transitions are assumed to be governed by a primitive (M×M)- incidence matrix A of zeros and
ones, meaning there exists n ∈ N such that all entries of An are positive. The set of one-sided infinite admissible
paths through Σ consistent with A = (A(i, j))i,j∈Σ is defined by ΣA := {x ∈ ΣN | A(xk, xk+1) = 1 ∀ k ∈ N}.
Elements of ΣA are interpreted as paths which describe the history of the process, supposing that the process
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has been going on forever. Given x ∈ ΣA, we study the limiting behaviour as t→∞ of the renewal function
N(t, x) := Ex
[ ∞∑
n=0
f˜Xn···X1x
(
t−
n−1∑
k=0
Wk
)]
,
where Ex is the conditional expectation given X0X−1 · · · = x, the family {f˜y : R → R | y ∈ ΣA} satisfies
some regularity conditions (see Sec. 3.1) and for n = 0 we interpret f˜Xn···X1x(t −
∑n−1
k=0 Wk) to be f˜x(t).
For instance, if f˜y := 1[0,∞), then N(t, x) gives the expected number of renewals in the time-interval
(0, t] given X0X−1 · · · = x. A natural assumption in applications is that the recent history of (Xn)n∈Z
has more influence on which state will be visited next than the earlier history. This is reflected in our
assumption that the function η : ΣA → R given by η(ix) := logPx(X1 = i) is α-Ho¨lder continuous for some
α ∈ (0, 1) in the sense of Defn. 2.1. Here, Px is the distribution corresponding to Ex and i ∈ Σ. Note that
Px(X1 = i) := P(X1 = i | X0X−1 · · · = x) > 0 if ix ∈ ΣA by definition of ΣA. Similarly, we assume that
there exists ξ ∈ Fα(ΣA,R) with Wn = ξ(Xn+1XnXn−1 · · · ). Here, Fα(ΣA,R) denotes the class of real-valued
α-Ho¨lder continuous functions on ΣA, see Def. 2.1. This notation allows us to evaluate the conditional
expectation and express N(t, x) in a deterministic way. For this, write Snξ :=
∑n−1
k=0 ξ ◦ σk for the n-th
Birkhoff sum of ξ with n ∈ N and S0ξ := 0. Here, σ : ΣA → ΣA denotes the (left) shift-map on ΣA which
is defined by σ(ω1ω2 . . .) := ω2ω3 . . . for ω1ω2 · · · ∈ ΣA. Notice, σ(ω) describes the path of the process
prior to the current time. Then
∑n−1
k=0 Wk = Snξ(XnXn−1 · · · ) and, for x, y ∈ ΣA with σny = x, we have
P(XnXn−1 · · · = y | X0X−1 · · · = x) = exp(Snη(y)). Thus,
(1.1) N(t, x) =
∞∑
n=0
∑
y∈ΣA:σny=x
f˜y(t− Snξ(y))eSnη(y).
From this, one can deduce the renewal-type equation
N(t, x) =
∑
y∈ΣA:σy=x
N(t− ξ(y), y)eη(y) + f˜x(t),
which justifies calling N a renewal function. Intuitively, interarrival times are non-negative and probabilities
take values in [0, 1]. However, when considering the deterministic form (1.1), we allow ξ to take negative
values, provided there exists n ∈ N for which Snξ is strictly positive. Note that this condition is equivalent to
ξ being co-homologous to a strictly positive function, see Rem. 2.3. Moreover, we allow η to be chosen freely
from the class Fα(ΣA,R).
Notice, the current setting extends and unifies the setting of established renewal theorems: In the context
of classical renewal theory for finitely supported measures (in particular of the key renewal theorem), η and
ξ only depend on the first coordinate. When η and ξ only depend on the first two coordinates, we are in
the setting of Markov renewal theory. If η is the constant zero-function and f˜y(t) = χ(y)1[0,∞)(t), where
χ ∈ Fα(ΣA,R) is non-negative, we are precisely in the setting of [Lal89], where renewal theorems for counting
measures in symbolic dynamics were developed. For more details on these connections, see Sec. 3.2.
To present the renewal theorems, we now introduce important quantities on which the asymptotic behaviour
of N(t, x) as t→∞ depends. We interpret (Xn+1,Wn)n∈N0 as a stochastic process with state space Σ× R
and define an analogue of a transition kernel U : ΣA × (P(Σ)⊗B(R))→ R by
U(x, {j} × (−∞, t]) := P(Xn+1 = j,Wn ≤ t | XnXn−1 · · · = x)
= 1(−∞,t](ξ(jx))eη(jx)
for x ∈ ΣA, j ∈ Σ and t ∈ R. Here P(Σ) denotes the power set of Σ and B(R) denotes the Borel σ-algebra
on R. For given x ∈ ΣA and j ∈ Σ, we set Fx,j(t) := U(x, {j} × (−∞, t]) which defines a distribution
function Fx,j of a finite measure with total mass exp(η(jx)). Its Laplace transform at s ∈ R is given by
(LFx,j)(s) :=
∫∞
−∞ e
−sTdFx,j(T ) = eη(jx)e−sξ(jx). For a given s ∈ R it can be extended to an operator
Lη−sξ : C(ΣA) → C(ΣA) acting on the space C(ΣA) of continuous complex-valued functions on ΣA (see
Sec. 2.2) by
(1.2) Lη−sξχ(x) :=
∑
y∈ΣA:σy=x
χ(y)eη(y)−sξ(y).
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Then Lη−sξ1[j](x) = (LFx,j)(s), where [j] := {x = x1x0 · · · ∈ ΣA | x1 = j} denotes the cylinder set of
j ∈ Σ. The operator Lη−sξ is called the Ruelle-Perron-Frobenius operator to the potential function η − sξ.
The Ruelle-Perron-Frobenius operator is a linear operator which takes the role of the stochastic matrix in
the classical Perron-Frobenius theory. (If η and ξ only depend on the first two letters, then Lη−sξ has an
interpretation of a matrix (Bij(s))i,j∈Σ with entries Bij(s) := exp[η(ji)−sξ(ji)] if i to j is an allowed transition,
and Bij(s) := 0 otherwise. Studying this matrix leads to Markov renewal theorems, see Sec. 3.2.3.) The n-th
iterates of the Ruelle-Perron-Frobenius operator given by Lnη−sξχ(x) =
∑
y∈ΣA, σny=x χ(y)e
Sn(η−sξ)(y) are
closely related to the renewal function N . This becomes apparent by multiplying N(t, x) with exp(−st) and
writing g˜y(t) := exp(−st)f˜y(t), yielding
e−stN(t, x) =
∞∑
n=0
∑
y∈ΣA:σny=x
g˜y(t− Snξ(y))eSn(η−sξ)(y).(1.3)
We let δ denote the unique value of s, for which Lη−sξ has spectral radius one, see Prop. 2.5. This is exactly
the value of s at which the series in (1.3) jumps from being convergent to being divergent (if g˜y are sufficiently
tame, in particular bounded, which is ensured by regularity conditions on f˜y, see Sec. 3.1). The unique
eigenfunction of Lη−δξ to the eigenvalue one is denoted by hη−δξ. The associated equilibrium measure, i. e.
the fixed-point measure of the dual operator L∗η−δξ acting on the set of Borel probability measures supported
on ΣA, is denoted by νη−δξ. We define µη−δξ through dµη−δξ/dνη−δξ = hη−δξ. This is the unique σ-invariant
Gibbs measure for the potential function η−δξ. For more details on these terms see Sec. 2, [Wal01, Thm. 2.16,
Cor. 2.17] and [Bow08, Theorem 1.7].
It is well-known that the limiting behaviour of a renewal function depends on the values which the
interarrival times assume. Loosely speaking if the possible values of the interarrival times form a spaced
pattern we are in the lattice situation and otherwise in the non-lattice situation, see Defn. 2.2. This lattice –
non-lattice dichotomy also occurs in our main theorems. Briefly, their conclusion is that with s = δ the term
on the right hand side of (1.3) converges to a positive and finite constant depending on x as t→∞, when ξ
is non-lattice. When ξ is lattice, we only have convergence along subsequences, so that N(t, x) is asymptotic
to a periodic function. Here, we call two functions f, g : R→ R asymptotic as t→∞, written f(t) ∼ g(t) as
t →∞, if for all ε > 0 there exists t∗ ∈ R such that for t ≥ t∗ the value f(t) lies between (1− ε)g(t) and
(1 + ε)g(t). If the range of g lies in R>0 then f(t) ∼ g(t) as t→∞ if and only if limt→∞ f(t)/g(t) = 1. Our
renewal theoretic results are proved via an analytic approach using Ruelle-Perron-Frobenius theory inspired
by [Lal89]. They are summarised in the following theorem. We refer the reader to Sec. 3.1, in particular,
Thms. 3.2 and 3.3, for further details and the precise meaning of the required regularity conditions.
Renewal Theorem with dependent interarrival times. Assume that the family {f˜x(t) | x ∈ ΣA}
satisfies some regularity conditions.
(i) If ξ is non-lattice, then
N(t, x) ∼ etδ hη−δξ(x)∫
ξdµη−δξ
∫
ΣA
∫ ∞
−∞
e−Tδ f˜y(T )dTdνη−δξ(y)︸ ︷︷ ︸
=:G(x)
as t→∞, uniformly for x ∈ ΣA.
(ii) Assume that ξ is lattice. Then there exists a periodic function G˜x such that
N(t, x) ∼ etδG˜x(t).
(iii) We always have
lim
t→∞ t
−1
∫ t
0
e−TδN(T, x)dT = G(x).
1.2. An Application – Minkowski content of fractal sets. A direct application of the renewal theorems
with dependent interarrival times in geometry, namely existence of the Minkowski content of self-conformal sets,
is the focus of the current section. It is this application which led to developing the renewal theorems. Here,
we focus on the general ideas as to how to apply the respective renewal theorem and refer to a forthcoming
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Figure 1. The self-conformal sets from Ex. 1.1: (A) The Sierpinski gasket (self-similar).
(B) and (C) Conformal images of the Sierpinski gasket (self-conformal but not self-similar).
article by the author for the geometric details (especially concerning the approximation arguments) and
extensions to broader classes of fractal sets.
Let B ⊂ Rd denote a bounded subset of the d-dimensional Euclidean space (Rd, ‖ · ‖2). We wish
to understand the asymptotic behaviour of the (e−t)-parallel volume λd(Be−t) of B as t → ∞. Here,
Be−t := {x ∈ Rd | infb∈B ‖b − x‖2 ≤ e−t} for t ∈ R and λd denotes the d-dimensional Lebesgue measure.
More precisely, we study existence of the Minkowski content
M(B) := lim
t→∞ e
t(d−D)λd(Be−t)
of B and determine its value when the limit exists. The definition of the Minkowski content implicitly
assumes existence of the Minkowski dimension D := d+ limt→∞ t−1 log λd(Be−t), which coincides with the
box-counting dimension, see [Fal03, Prop. 3.2]. If D ∈ N and λD(B) > 0 then M(B) = λD(B). Otherwise
λd(B) = 0 and the Minkowski content, when it exists, can be interpreted as the D-dimensional volume of
B, giving a substitute of the notion of volume for non-integer dimensions. Besides this geometric relevance,
the Minkowski content plays a major role in the Weyl-Berry conjecture, which is concerned with spectral
asymptotics of Laplace operators on domains with irregular boundaries, see [Ber79, Ber80, LP93]. These are
two of the reasons why the Minkowski content has attracted much attention in recent years (see e. g. [Kom13]
for a more in depth introduction).
For defining self-conformal sets let X ⊂ Rd be a non-empty compact set with X = intX. Define
Φ := {φ1, . . . , φM : X → X} to be an iterated function system (IFS) consisting of contractive conformal
C1+α-diffeomorphisms φi with M ≥ 2, α ∈ (0, 1). Let F be the unique compact non-empty set satisfying
F =
⋃M
i=1 φiF . It exists due to [Hut81] and is called the self-conformal set associated with Φ. F is called
self-similar in the special case of φi being similitudes, i. e. if ‖φi(x)− φi(y)‖2 = ci‖x− y‖2 for all x, y ∈ X
and i ∈ {1, . . . ,M} =: Σ with ci ∈ (0, 1). Self-conformal sets provide prominent examples of fractal sets, see
Ex. 1.1 and Fig. 1.
Next, we explain how to obtain the asymptotic behaviour of λd(Fe−t) as t→∞. Assume that Φ satisfies the
open set condition (OSC), i e. there exists a feasible open set O ⊂ X, which is non-empty and which satisfies
φiO ⊂ O and φiO ∩ φjO = ∅ for i 6= j ∈ Σ. Assume w. l. o. g. that O is bounded. For ω = ω1 · · ·ωn ∈ Σn
write φω := φω1 ◦ · · · ◦ φωn . Set Γ := O \
⋃M
i=1 φiO, ΦΓ :=
⋃M
i=1 φiΓ and note that
O =
∞⋃
n=0
⋃
u∈Σn
φuΓ ∪
∞⋂
n=0
ΦnO,(1.4)
where the unions are disjoint. For the sets from Fig. 1 examples of sets O, with associated sets ΦO and Γ are
depicted in Fig. 2. We have Φ
(⋂∞
n=0 Φ
nO
)
=
⋂∞
n=0 Φ
nO. Thus,
⋂∞
n=0 Φ
nO is either empty or coincides with
F by uniqueness of the self-conformal set. Therefore, λd (
⋂∞
n=0 Φ
nO) ≤ λd(F ). Let D denote the Minkowski
dimension of F . If D < d then λd(F ) = 0 and whence λd (
⋂∞
n=0 Φ
nO) = 0. In the following we assume
that O can be chosen so that λd(Fe−t ∩ Γ) ∈ o(et(D−d)) with the little Landau symbol o. This is a mild
condition, which is always satisfied for self-similar systems with any feasible open set O (see [Win15]). Then
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F O ΦO Γ
Figure 2. The self-conformal sets F from Ex. 1.1 (see Fig. 1), together with examples of
associated feasible open sets O, ΦO and Γ.
(1.4) implies for D < d that
λd(Fe−t ∩O) =
∞∑
n=0
∑
u∈Σn
λd(Fe−t ∩ φuΓ)
=
∑
ω∈Σm
∞∑
n=0
∑
u∈Σn
λd(Fe−t ∩ φuφωΓ) + o(et(D−d))
for any m ∈ N. Further, suppose λd(Fe−t ∩ φuφωΓ) = λd((φuF )e−t ∩ φuφωΓ). By [Win15], for self-similar
systems this assumption always holds true for some feasible open set O. (The open sets O of Fig. 2 satisfy
the above conditions, see Ex. 1.1.) If m is large then φωΓ is small, as each φi is strictly contracting. Since
conformal maps locally behave like similarities and λd is homogeneous of degree d, we can approximate
λd((φuF )e−t ∩ φuφωΓ) by
(1.5) |φ′u(piσωx)|dλd(Fe−t/|φ′u(piσωx)| ∩ φωΓ)
with an arbitrary x ∈ ΣN. Here, σ is the shift-map as before and pi : ΣN → F is the code map defined by
{pi(ω)} := ⋂∞n=0 φω|n(X), where ω|n := ω1 · · ·ωn is defined to be the subpath of length n of ω. In order to
bring (1.5) into a form to apply the renewal theorem we define ξ : ΣN → R by
ξ(ω) := − log|φ′ω1(piσω)|.
The function ξ is called the geometric potential function associated with the IFS Φ. It carries important
geometric information of Φ and F . By definition exp(−Snξ(uωx)) = |φ′u(piσωx)|. Thus, λd(Fe−t ∩O) can be
approximated by ∑
ω∈Σm
∞∑
n=0
∑
u∈Σn
e−dSnξ(uωx)λd(Fe−t+Snξ(uωx) ∩ φωΓ) + o(et(D−d)).
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Setting fy(t) := λd(Fe−t ∩ φωΓ) for y ∈ ΣN, χ := 1ΣN , η := −dξ and assuming the regularity conditions
of Sec. 3.1, we can apply the renewal theorem with dependent interarrival times (Thm. 3.2) and, if ξ is
non-lattice, obtain
∞∑
n=0
∑
u∈Σn
e−dSnξ(uωx)λd(Fe−t+Snξ(uωx) ∩ φωΓ) = N(t, ωx)
∼ etδ h−(d+δ)ξ(ωx)∫
ξdµ−(d+δ)ξ
∫ ∞
−∞
e−Tδλd(Fe−T ∩ φωΓ)dT,
where δ > 0 is the unique value for which P (−(d+ δ)ξ) = 0. Here, P denotes the topological pressure function,
see (2.2) and Prop. 2.4. It is proven in [Bed88] that the Minkowski dimension D of F is the unique solution
to P (−Dξ) = 0 thus, d+ δ = D. Using approximation arguments (based on bounded distortion properties of
Φ) we all in all obtain, in the non-lattice situation, that
λd(Fe−t ∩O) ∼ et(D−d) lim
m→∞
∑
ω∈Σm
h−Dξ(ωx)∫
ξdµ−Dξ
∫ ∞
−∞
e−T (D−d)λd(Fe−T ∩ φωΓ)dT.
This shows that ξ being non-lattice implies existence of the Minkowski content which can be determined
explicitly. The lattice and the average cases can be treated similarly.
In the special case that F is self-similar, the approximation arguments are not needed and we can assume
m = 0. Further, h−Dξ = 1ΣA and ξ is constant on cylinder sets of length one, taking the values − log(ri)
with ri := ‖φ′i‖∞ and µ−Dξ([i]) = rDi , where ‖ · ‖∞ denotes the supremum-norm. Therefore, for self-similar
sets F we obtain
λd(Fe−t ∩O) ∼ et(D−d) 1−∑Mi=1 log(ri)rDi
∫ ∞
−∞
e−T (D−d)λd(Fe−T ∩ Γ)dT
if ξ is non-lattice. If ξ is lattice then the respective formula is more involved but we can deduce from part
(iii) of the renewal theorem for dependent interarrival times (Thm. 3.2) that
lim
t→∞ t
−1
∫ t
0
e−T (D−d)λd(Fe−t ∩O)dT =
∫∞
−∞ e
−T (D−d)λd(Fe−T ∩ Γ)dT
−∑Mi=1 log(ri)rDi .(1.6)
Example 1.1. The following self-conformal sets are depicted in Figs. 1 and 2. We will discuss the Minkowski
content for the first set (A) and restrict ourselves to the definitions and verification of the main conditions for
(B) and (C). In all the examples, d = 2.
(a) The Sierpinski gasket F is the self-similar set associated with the IFS Φ := {φ1, φ2, φ3 : R2 → R2}
given by φ1(x) = x/2, φ2(x) = x/2 + (1/2, 0) and φ3(x) = x/2 + (1/4,
√
3/4). Its Minkowski
dimension is D = log(3)/ log(2). The open triangle O with vertices (0, 0), (1, 0), (1/2,
√
3/2) is
a feasible open set for Φ. The set Γ is the equilateral triangle with vertices (1/2, 0), (1/4,
√
3/4),
(3/4,
√
3/4), and
λ2(Fe−t ∩ Γ) =
{
3
2e
−t − 3√3e−2t : t > − log(√3/12)√
3
16 : t ≤ − log(
√
3/12).
Thus, λ2(Fe−t ∩ Γ) ∈ o(et(D−2)). We have ri := ‖φ′i‖∞ = 1/2 for i ∈ {1, 2, 3}. Hence, the system is
lattice and (1.6) yields that
lim
t→∞ t
−1
∫ t
0
e−T (D−2)λ2(Fe−T ∩O)dT
=
√
3
−(D+1)
log(2)
[
1
2−D +
2
D − 1 −
1
D
]
≈ 1.8126.
(b) The set F depicted in Fig. 1(B) is the image of the Sierpinski gasket under the complex Mo¨bius
transform g1 : C→ C, z 7→ −iz/(
√
3z −√3− i). An associated IFS is {g1 ◦ φi ◦ g−11 | i ∈ {1, 2, 3}}
with φ1, φ2, φ3 as in (a). The maps g1 ◦ φi ◦ g−11 are contractive conformal C1+α-diffeomorphisms,
but not similitudes. Indeed, F is self-conformal but not self-similar. It is known that the Minkowski
6
dimension is stable under bi-Lipschitz maps, see [Fal03, Ch. 3.2]. Thus, D = log(3)/ log(2). Since
∂Γ ⊆ F is one-dimensional we have that λ2(Fe−t ∩ Γ) ∈ O(e−t) with the big Landau symbol O,
whence λ2(Fe−t ∩ Γ) ∈ o(et(D−d)).
(c) In Fig. 1(C) the image of the Sierpinski gasket under the complex Mo¨bius transform g2 : C → C,
z 7→ (1−√3i)z/((12 + 10√3i)z − 11− 11√3i) is depicted. Analogous to (B) an associated IFS is
given by {g2 ◦ φi ◦ g−12 | i ∈ {1, 2, 3}} and λ2(Fe−t ∩ Γ) ∈ O(e−t).
A special case of the renewal theorems from the present article and of the above-stated geometric results
is presented in the author’s doctorate thesis [Kom11]. The setting of self-similar sets has been studied e. g.
in [LvF06, Fal95, Gat00, Win15]. Self-conformal subsets of R and limit sets of graph-directed systems in R,
including Fuchsian groups of Schottky type, are treated in [KK12] and [KK15], where results of [Lal89] were
applied. However, the setting of [Lal89] is too restrictive for higher dimensional Euclidean spaces Rd, making
necessary the renewal theorems developed in the present article.
1.3. Organisation of the article. This article is organised as follows. In Sec. 2 we introduce the relevant
notions from Perron-Frobenius theory, which appear in the statements of the main theorems. Sec. 3 is broken
down into two parts. Sec. 3.1 is devoted to the presentation of the main results (Thms. 3.2 and 3.3) and in
Sec. 3.2 several corollaries are provided, demonstrating that the key renewal theorem for discrete measures,
Lalley’s renewal theorem and certain Markov renewal theorems can be recovered from our main theorems.
Finally, in Sec. 4 we provide the proofs of Thms. 3.2 and 3.3.
2. Ruelle-Perron-Frobenius Theory – the equilibrium distribution
Here, we assemble preliminaries and fix notation. References for the exposition below are [Bow08, Wal82].
2.1. Subshifts of finite type – Admissible paths of a random walk through Σ. We call (ΣA, σ) a
subshift of finite type or topological Markov chain, since the transition rule only takes the present position
into account and not the past. If all entries of A are ones, then ΣA = Σ
N and (ΣA, σ) is called the full shift
on M symbols. The set of admissible words of length n ∈ N is defined by
(2.1) ΣnA := {ω ∈ Σn | A(ωk, ωk+1) = 1 for k ≤ n− 1}.
If ω has infinite length or length m ≥ n we define ω|n := ω1 · · ·ωn to be the subpath of length n. Further,
[ω] := {u1u2 · · · ∈ ΣA | ui = ωi for i ≤ n} is the ω-cylinder set for ω ∈ ΣnA.
2.2. Continuous and Ho¨lder-continuous functions. Equip ΣN with the product topology of the discrete
topologies on Σ and equip ΣA ⊂ ΣN with the subspace topology, i. e. the weakest topology with respect to
which the canonical projections onto the coordinates are continuous. The spaces of continuous complex- and
real-valued functions on ΣA are respectively denoted by C(ΣA) and C(ΣA,R). Elements of C(ΣA,R) are called
potential functions.
Definition 2.1. For ξ ∈ C(ΣA), α ∈ (0, 1) and n ∈ N0 define
varn(ξ) := sup{|ξ(ω)− ξ(u)| | ω, u ∈ ΣA and ωi = ui for all i ∈ {1, . . . , n}},
|ξ|α := sup
n≥0
varn(ξ)
αn
,
Fα(ΣA) := {ξ ∈ C(ΣA) | |ξ|α <∞} and Fα(ΣA,R) := Fα(ΣA) ∩ C(ΣA,R).
Elements of Fα(ΣA) are called α-Ho¨lder continuous functions on ΣA.
Definition 2.2. Functions ξ1, ξ2 ∈ C(ΣA) are called co-homologous, if there exists ψ ∈ C(ΣA) such that
ξ1 − ξ2 = ψ − ψ ◦ σ. A function ξ ∈ C(ΣA,R) is said to be lattice, if it is co-homologous to a function whose
range is contained in a discrete subgroup of R. Otherwise, we say that ξ is non-lattice.
Remark 2.3. Snξ being strictly positive for some n ∈ N is equivalent to ξ being co-homologous to a strictly
positive function ζ. To see this, note that ζ, ξ ∈ C(ΣA,R) are co-homologous if and only if Smζ(x) = Smξ(x)
for all m ∈ N and x ∈ ΣA with σmx = x. First, suppose that Snξ is strictly positive. Let ζ := Snξ/n. Then
Smξ(x) = Smζ(x) for all x ∈ ΣA with σmx = x. Second, suppose that ξ = ζ+ψ−ψ ◦σ for some ψ ∈ C(ΣA,R)
and ζ satisfying ζ ≥ ε > 0 for all x ∈ ΣA. Then Smξ(x) = Smζ(x) + ψ(x)− ψ ◦ σm+1(x) ≥ mε+ var0(ψ) > 0
for sufficiently large m ∈ N.
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2.3. Topological pressure function and Gibbs measures. The topological pressure function
P : C(ΣA,R)→ R is given by the well-defined limit
(2.2) P (ξ) := lim
n→∞n
−1 log
∑
ω∈ΣnA
exp sup
u∈[ω]
Snξ(u).
Proposition 2.4. Let ξ, η ∈ C(ΣA,R) be so that Snξ is strictly positive on ΣA, for some n ∈ N. Then
s 7→ P (η + sξ) is continuous, strictly monotonically increasing and convex with lims→−∞ P (η + sξ) = −∞
and lims→∞ P (η + sξ) =∞. Hence, there is a unique δ ∈ R for which P (η − δξ) = 0.
A finite Borel measure µ on ΣA is said to be a Gibbs measure for ξ ∈ C(ΣA,R) if there exists a constant
c > 0 such that
(2.3) c−1 ≤ µ([ω|n])
exp(Snξ(ω)− n · P (ξ)) ≤ c
for every ω ∈ ΣA and n ∈ N.
2.4. Ruelle’s Perron-Frobenius theorem. By [Wal01, Thm. 2.16, Cor. 2.17] and [Bow08, Theorem 1.7],
for each ξ ∈ Fα(ΣA,R), some α ∈ (0, 1), there exists a unique Borel probability measure νξ on ΣA satisfying
L∗ξνξ = γξνξ for some γξ > 0. This equation uniquely determines γξ, which satisfies γξ = exp(P (ξ)) and
which coincides with the spectral radius of Lξ. Further, there exists a unique strictly positive eigenfunction
hξ ∈ C(ΣA,R) satisfying Lξhξ = γξhξ and
∫
hξdνξ = 1. Define µξ by dµξ/dνξ = hξ. This is the unique
σ-invariant Gibbs measure for the potential function ξ. Additionally, under some normalisation assumptions
we have convergence of the iterates of the Ruelle-Perron-Frobenius operator to the projection onto the
one-dimensional subspace generated by its eigenfunction hξ, namely
lim
m→∞ ‖γ
−m
ξ Lmξ ψ −
∫
ψdνξ · hξ‖∞ = 0 ∀ ψ ∈ C(ΣA,R).(2.4)
Prop. 2.4 and the relation γξ = exp(P (ξ)) imply the following.
Proposition 2.5. Let ξ, η ∈ C(ΣA,R) be such that for some n ∈ N the n-th Birkhoff sum Snξ of ξ is strictly
positive on ΣA. Then s 7→ γη+sξ is continuous, strictly monotonically increasing, log-convex in s ∈ R with
lims→−∞ γη+sξ = 0 and satisfies lims→∞ γη+sξ =∞. The unique δ ∈ R from Prop. 2.4 is the unique δ ∈ R
for which γη−δξ = 1.
Remark 2.6. In the proof of our renewal theorems, we will work with an analytic continuation of the pressure
function to the complex domain and with complex Perron Frobenius theory. These complex quantities and
their properties will be presented in Sec. 4.1.
3. Renewal theorems
We break this section into two parts. In Sec. 3.1 we give a precise statement of the renewal theorems
(Thms. 3.2 and 3.3). In Sec. 3.2, we describe how the classical key renewal theorem for finitely supported
measures, Lalley’s renewal theorem for counting measures, and versions of Markov renewal theorems can be
recovered from the results of Sec. 3.1.
3.1. Renewal theorems with dependent interarrival times. Here, we make our assumptions on the
renewal function N from (1.1) more precise. We fix x ∈ ΣA and take α ∈ (0, 1). Further, ξ, η ∈ Fα(ΣA,R)
are so that Snξ is strictly positive on ΣA for some n ∈ N, see also Rem. 2.3. Henceforth, we let δ > 0 denote
the unique real for which γη−δξ = 1 (see Prop. 2.5). For y ∈ ΣA and t ∈ R we write
f˜y(t) = χ(t) · fy(t)
with non-negative but not identically zero χ ∈ Fα(ΣA,R), where fy : R→ R, for y ∈ ΣA, needs to satisfy
some regularity conditions. One of these requires equi directly Riemann integrability, a condition which is
motivated by an assumption of the classical key renewal theorem (see Sec. 3.2.1).
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Definition 3.1. For a function f : R→ R, h > 0 and k ∈ Z set
mk(f, h) := inf{f(t) | (k − 1)h ≤ t < kh} and
mk(f, h) := sup{f(t) | (k − 1)h ≤ t < kh}.
The function f is called directly Riemann integrable (d. R. i.) if for some sufficiently small h > 0
R(f, h) :=
∑
k∈Z
h ·mk(f, h) and R(f, h) :=
∑
k∈Z
h ·mk(f, h)
are finite and tend to the same limit as h→ 0. We call a family of functions {fx : R→ R | x ∈ I} with some
index set I equi directly Riemann integrable (equi d. R. i.) if for some sufficiently small h > 0
R(h) :=
∑
k∈Z
h · inf
x∈I
mk(fx, h) and R(f, h) :=
∑
k∈Z
h · sup
x∈I
mk(fx, h)
are finite and tend to the same limit as h→ 0.
D. R. i. excludes wild oscillations of the function at infinity and is stronger than Riemann integrability. For
further insights into this notion we refer the reader to [Fel71, Ch. XI] and [Asm03, Ch. B.V].
The regularity conditions are as follows.
(A) Lebesgue integrability. For any x ∈ ΣA the Lebesgue-integral∫ ∞
−∞
e−tδ|fx(t)|dt
exists.
(B) Boundedness of N . There exists C > 0 such that e−tδNabs(t, x) ≤ C for all x ∈ ΣA and t ∈ R, where
Nabs(t, x) :=
∞∑
n=0
∑
y:σny=x
χ(y)|fy(t− Snξ(y))|eSnη(y).
(C) Exponential decay of N on the negative half-axis. There exist C˜ > 0, s > 0 and t∗ ∈ R such that
e−tδNabs(t, x) ≤ C˜est for all t ≤ t∗.
In the non-lattice situation we additionally need the following.
(D) Non-oscillatory. The renewal function N does not oscillate wildly at infinity, in particular at least
one of the following is satisfied.
(a) The function t 7→ fx(t) is monotonic for any x ∈ ΣA.
(b) The family {t 7→ e−tδ|fx(t)| | x ∈ ΣA} is equi d. R. i.
(c) The oscillation of N is small in the sense that
lim inf
ε→0
lim sup
r→∞
sup
ε˜∈[0,ε]
e−(r−ε˜)δN(r − ε˜, x)
= lim sup
ε→0
lim inf
r→∞ infε˜∈[0,ε]
e−(r−ε˜)δN(r − ε˜, x).
Note that Conditions (A) to (D) are a weakening of imposed assumptions of known renewal theorems. In
Thm. 3.3 it is for instance shown that equi d. R. i. of {t 7→ e−tδ|fx(t)| | x ∈ ΣA} and exponential decay of
t 7→ e−tδfx(t) on the negative half-axis imply (A) to (D). The conditions (A) to (C) and (Da) are motivated
by [Lal89].
For t ∈ R we write btc for the largest integer k ∈ Z satisfying k ≤ t. Moreover, we set {t} := t−btc ∈ [0, 1).
Notice, for t ∈ R positive, btc is the integer part and {t} is the fractional part of t.
Theorem 3.2 (Renewal theorem). Assume that x 7→ fx(t) is α-Ho¨lder continuous for any t ∈ R and that
Conditions (A) to (C) hold.
(i) If ξ is non-lattice and (D) is satisfied, then
N(t, x) ∼ etδ hη−δξ(x)∫
ξdµη−δξ
∫
ΣA
χ(y)
∫ ∞
−∞
e−Tδfy(T )dTdνη−δξ(y)︸ ︷︷ ︸
=:G(x)
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as t→∞, uniformly for x ∈ ΣA.
(ii) Assume that ξ is lattice and let ζ, ψ ∈ C(ΣA,R) satisfy the relation
ξ − ζ = ψ − ψ ◦ σ,
where ζ(ΣA) ⊆ aZ for some a > 0. Suppose that ξ is not co-homologous to any function with values
in a proper subgroup of aZ. Then
N(t, x) ∼ etδG˜x(t)
as t→∞, uniformly for x ∈ ΣA. Here G˜x is periodic with period a and
G˜x(t) :=
∫
ΣA
χ(y)
∞∑
l=−∞
e−alδfy
(
al + a
{
t+ψ(x)
a
}
− ψ(y)
)
dνη−δζ(y)
× e−a
{
t+ψ(x)
a
}
δ ae
δψ(x)∫
ζdµη−δζ
· hη−δζ(x).
(iii) We always have
lim
t→∞ t
−1
∫ t
0
e−TδN(T, x)dT = G(x).
Theorem 3.3. Assume that x 7→ fx(t) is α-Ho¨lder continuous for any t ∈ R and that the family {t 7→
e−tδ|fx(t)| | x ∈ ΣA} is equi d. R. i. If there exist C′, s > 0 such that e−tδ|fx(t)| ≤ C′est for t < 0 and x ∈ ΣA,
then (A) to (D) are satisfied and thus the statements of Thm. 3.2 all hold.
3.2. Corollaries to Thms. 3.2 and 3.3. In this section we will see how established renewal theorems can
be obtained as corollaries to Thms. 3.2 and 3.3.
3.2.1. The key renewal theorem for finitely supported measures. Thms. 3.2 and 3.3 deal with renewal functions
N : R× ΣA → R. The special case of Thm. 3.3 that N is independent of ΣA gives the classical key renewal
theorem:
N being independent of ΣA can be achieved by the following assumptions. First, ΣA = Σ
N (i. e. full shift).
Second, fx = f is independent of x ∈ ΣN implying that z : R → R with z(t) := e−δtf(t) is d. R. i. Third,
χ = 1ΣA . Fourth and most importantly, ξ and η are constant on cylinder sets of length one. To emphasise
local constancy, write su := Snξ(u1 · · ·unω) and pu := exp [Sn(η − δξ)(u1 · · ·unω)] for u = u1 · · ·un ∈ Σn
and ω = ω1ω2 · · · ∈ ΣN. Setting Z(t) := e−δtN(t) we obtain that
(3.1) Z(t) =
∞∑
n=0
∑
ω∈Σn
z(t− sω)pω and Z(t) =
M∑
i=1
Z(t− si)pi + z(t),
for t ∈ R. The latter equation of (3.1) is the classical renewal equation. It is equivalent to Z = Z ? F + z,
where F is the distribution which assigns mass pi to si and where ? denotes the convolution operator. The
assumption Snξ > 0 for some n ∈ N implies si > 0 for all i ∈ Σ. Thus, F is concentrated on (0,∞). On the
other hand, any vector (s1, . . . , sM ) with s1, . . . , sM > 0 determines a strictly positive function ξ ∈ Fα(ΣN,R)
via ξ(ω1ω2 · · · ) := sω1 . Furthermore, in the setting of Thm. 3.3, (p1, . . . , pM ) is a probability vector with
pi ∈ (0, 1) as
0 = P (η − δξ) = lim
n→∞n
−1 log
(∑
i∈Σ
pi
)n
= log
∑
i∈Σ
pi
by Prop. 2.4. Thus, F is a probability distribution. On the other hand, any probability vector (p1, . . . , pM )
with p1, . . . , pM ∈ (0, 1) determines η ∈ Fα(ΣN,R) via η(ω1ω2 · · · ) := log(pω1eδsω1 ).
Consequently, Thm. 3.3 provides the asymptotic behaviour of Z under the assumptions that (p1, . . . , pM )
is a probability vector and that s1, . . . , sM > 0. In order to present the asymptotic terms in a common form,
observe that Lη−δξ1 = 1(x) for any x ∈ ΣN, where 1 = 1ΣN . Thus,
hη−δξ = 1 and µη−δξ([i]) = νη−δξ([i]) = pi,
where the last equality follows by considering the dual operator of Lη−δξ. If ξ is lattice then the range of ξ
itself lies in a discrete subgroup of R: If there exist ζ, ψ ∈ C(ΣN,R) with ξ − ζ = ψ − ψ ◦ σ and ζ(ΣN) ⊂ aZ
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for some a > 0, then ξ and ζ need to coincide on {ω ∈ ΣN | ω = σω}. As every cylinder set of length one
contains a periodic word of period one the claim follows. Hence, we can choose ζ = ξ and ψ to be the constant
zero-function. We deduced:
Corollary 3.4 (Key renewal theorem). Let (p1, . . . , pM ) be a probability vector with pi ∈ (0, 1) and si > 0
for i ∈ {1, . . . ,M}, M ≥ 2. Denote by z : R→ R a d. R. i. function with z(t) ≤ C′est for t < 0, some C′, s > 0.
Let Z : R→ R be as in (3.1). Then the following hold:
(i) If {s1, . . . , sM} does not lie in a discrete subgroup of R, then as t→∞
Z(t) ∼ 1∑M
i=1 pisi
∫ ∞
−∞
z(T )dT.
(ii) If {s1, . . . , sM} ⊂ a · Z and a > 0 is maximal, then as t→∞
Z(t) ∼ a∑M
i=1 pisi
∞∑
l=−∞
z(al + t).
(iii) We always have
lim
t→∞ t
−1
∫ t
0
Z(T )dT =
1∑M
i=1 pisi
∫ ∞
−∞
z(T )dT.
Remark 3.5. In [Fel71, Ch. XI] the key renewal theorem is stated for functions z which vanish on the negative
half-axis. However, note in the above corollary exponential decay of z on the negative half axis is allowed.
3.2.2. A renewal theorem for counting measures in symbolic dynamics. In [Lal89] the case that η is the
constant zero-function in conjunction with fx := 1[0,∞) for every x ∈ ΣA is addressed. With these restrictions,
Conditions (A) and (Da) are immediate and (B) as well as (C) are shown in [Lal89, Lemma 8.1]. The renewal
function from (1.1) becomes
N˜(t, x) :=
∞∑
n=0
∑
y:σny=x
χ(y)1[0,∞)(t− Snξ(y)),
which is a counting function. Thm. 3.2 provides its asymptotic behaviour as t → ∞, recovering [Lal89,
Thms. 1 to 3] and yielding an exact asymptotic in the lattice situtation. Since this is not explicitely given in
[Lal89], we limit ourselves to the lattice case in the following corollary.
Corollary 3.6. For a fixed α ∈ (0, 1), let ξ, χ ∈ Fα(ΣA,R) be such that χ is non-negative but not identically
zero and that there exists an n ∈ N for which Snξ is strictly positive. Assume that ξ is lattice and let
ζ, ψ ∈ C(ΣA) denote functions which satisfy ξ − ζ = ψ − ψ ◦ σ, where ζ(ΣA) ⊆ aZ for some a > 0. Suppose
that ξ is not co-homologous to a function whose range lies in a proper subgroup of aZ. Uniformly for all
x ∈ ΣA we have, as t→∞, that
N˜(t, x) ∼ ah−δζ(x)
∫
χ(y)eδab ta−ψ(y)−ψ(x)a cdν−δζ(y)
(1− e−δa) ∫ ζdµ−δζ .
3.2.3. A Markov renewal theorem. If we assume that η and ξ are constant on cylinder sets of length two,
then the point process with interarrival times W0,W1, . . . becomes a Markov random walk: To see this, define
η˜, ξ˜ : Σ2A → R by η˜(ij) := η(ijω) and ξ˜(ij) := ξ(ijω) for any ω ∈ ΣA for which ijω ∈ ΣA. Then
P(X1 = i | X0X−1 · · · = x) = eη(ix) = eη˜(ix1) = P(X1 = i | X0 = x1).
Thus, (Xn)n∈Z is a Markov chain. Further, Wn = ξ(Xn+1XnXn−1 · · · ) = ξ˜(Xn+1Xn) implies that the
interarrival times W0,W1, . . . are Markov dependent on (Xn)n∈Z. Applying Thms. 3.2 and 3.3 to such Markov
random walks gives a Markov renewal theorem. In order to state it in a common form we present several
simplifications and conversions in the following.
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Under the current assumptions, the analogue of the transition kernel U from the introduction becomes a
transition kernel U˜ : Σ× (P(Σ)⊗ B(R))→ R,
U˜(i, {j} × (−∞, t]) := P(Xn+1 = j,Wn ≤ t | Xn = i)
=
{
1(−∞,t](ξ˜(ji))eη˜(ji) : ji ∈ Σ2A
0 : otherwise.
Set F˜ij(t) := U˜(i, {j} × (−∞, t]) and define F := (F˜ij)i,j∈Σ to be the matrix with entries Fij := ‖F˜ij‖∞ =
exp(η˜(ji))1Σ2A(ji). Then, F is primitive if and only if A is primitive. Moreover, F˜ij is a distribution function
of a discrete measure. A distribution function is called lattice if its set of discontinuities lies in a discrete
subgroup of R. Otherwise, it is called non-lattice. Thus, F˜ij is lattice if and only if ξ is lattice. For s ∈ R and
i, j ∈ Σ we have
Bij(s) :=
∫
esT F˜ij(dT ) =
{
exp(η˜(ji) + sξ˜(ji)) : ji ∈ Σ2A
0 : otherwise.
Setting B(s) := (Bij(s))i,j∈Σ we see that the action of B(s) on vectors coincides with the action of the
Ruelle-Perron-Frobenius operator Lη+sξ on functions g : ΣA → R which are constant on cylinder sets of
length one. That is, setting g˜i := g(ix), for x ∈ ΣA with ix ∈ ΣA, gives
Lη+sξg(ix) =
∑
j∈Σ, ji∈Σ2A
eη˜(ji)+sξ˜(ji)g˜j =
∑
j∈Σ
Bij(s)g˜j = (B(s)g˜)i.
By the Perron-Frobenius theorem for matrices there is a unique s for which B(s) has spectral radius one. By
the above this value coincides with the unique s for which Lη+sξ has spectral radius one, which we denoted
by δ in Prop. 2.5. Similarly, hη−δξ is constant on cylinder sets of length one. Thus, setting hi := hη−δξ(ix)
for x ∈ ΣA with ix ∈ ΣA we obtain a vector (hi)i∈Σ with strictly positive entries which satisfies B(−δ)h = h,
since
(B(−δ)h)i = Lη−δξhη−δξ(ix) = hη−δξ(ix) = hi.
Moreover, the vector ν given by νi := νη−δξ([i]) satisfies νi > 0 for all i ∈ Σ and νB(−δ) = ν, since
L∗η−δξνη−δξ = νη−δξ. By the Perron-Frobenius theorem h and ν are unique with these properties. Additionally
assuming χ = 1ΣA and that fx only depends on the first letter of x ∈ ΣA it follows that N(t, x) only depends
on the first letter of x. Thus, for i ∈ Σ write N(t, i) := N(t, ix) with x ∈ ΣA for which ix ∈ ΣA. Now, the
renewal equation becomes
N(t, i) =
∑
j∈Σ, ji∈Σ2A
N(t− ξ˜(ji), j)eη˜(ji) + fi(t)
=
∑
j∈Σ
∫ ∞
−∞
N(t− u, j)F˜ij(du) + fi(t),
(3.2)
for i ∈ Σ, where fi(t) := fix(t) for x ∈ ΣA with ix ∈ ΣA. The system of equations given in (3.2) for
varying i ∈ Σ is called a Markov renewal equation, multivariate renewal equation or system of coupled renewal
equations.
Corollary 3.7 (A Markov renewal theorem). Let M ≥ 2 be an integer. For i ∈ {1, . . . ,M} let fi : R→ R
denote d. R. i. functions. Suppose that there exist C′, s > 0 such that e−δt|fi(t)| ≤ C′est for t < 0 and
i ∈ {1, . . . ,M}. Let F˜ij(t) be as above and suppose that F := (‖F˜ij‖∞)i,j∈Σ is primitive. Let δ > 0 denote
the unique positive real number for which the matrix B(−δ) given by Bij(−δ) :=
∫
e−δuF˜ij(du) has spectral
radius one. Choose vectors ν, h with νB(−δ) = ν, B(−δ)h = h and νi, hi > 0 for i ∈ Σ. Let N(t, i) for i ∈ Σ
solve the Markov renewal equation (3.2).
(i) If F˜ij is non-lattice, then
e−δtN(t, i) ∼ hi
∑M
j=1 νj
∫
e−δT fj(T )dT∑M
k,j=1 νkhj
∫
T e−δTFkj(dT )
=: G(i).
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(ii) We always have
lim
t→∞ t
−1
∫ t
0
e−TδN(T, i)dT = G(i).
A statement for the lattice situation can likewise be deduced from Thm. 3.3.
Remark 3.8. The above theorem is presented in a similar form in [Asm03, Thm. 4.6]. There, the matrix F is
required to be irreducible instead of primitive and the function ξ˜, which F˜ij depends on, can be a random
variable. On the other hand, each fi is required to be zero on the half-line (−∞, 0) whereas here, we allow
exponential decay on the negative axis. More general versions of Markov renewal theorems can be found in
the literature (see e. g. [Als91]).
4. Proofs of the renewal theorems and their corollaries
In Sec. 4.1 we present essentials from complex Ruelle-Perron-Frobenius theory. These are used to prove
the renewal theorems in Sec. 4.2.
4.1. Analytic Properties of the Ruelle-Perron-Frobenius Operator. We study analytic properties of
the operator-valued function z 7→ (I − Lη+zξ)−1, where ξ, η ∈ Fα(ΣA,R) are fixed and z ∈ C. Below, we
collect results from [Pol84, Lal89, PP90].
Let B(Fα(ΣA)) denote the set of all bounded linear operators on Fα(ΣA) to Fα(ΣA). Since Fα(ΣA)
endowed with ‖·‖α := |·|α+‖·‖∞ is a Banach space, also (B(Fα(ΣA)), ‖·‖op) is a Banach space, [Kat95, p.150].
Here, ‖ · ‖op denotes the operator norm, given by ‖B‖op := supg∈Fα(ΣA), ‖g‖α=1 ‖Bg‖α for B ∈ B(Fα(ΣA)).
A function f : D → B(Fα(ΣA)) defined on an open domain D ⊂ C is called holomorphic if, for all z ∈ D,
there exists l(z) ∈ B(Fα(ΣA)) such that limh→0 ‖h−1(f(z+h)− f(z))− l(z)‖op = 0. Following convention, we
interchangeably use the terms holomorphic and analytic. (For more insights, see [Kat95], especially Ch. III.3
and VII.1.)
For clarity we write % := η + zξ and sometimes %(z) := η + zξ if we want to stress dependence on z. The
Ruelle-Perron-Frobenius operator L%(z) is a bounded linear operator on the Banach space (Fα(ΣA), ‖ · ‖α).
We write spec(L%(z)) := {λ ∈ C | L%(z) − λI is not invertible} for its spectrum and spr(L%(z)) for its spectral
radius, i. e. the radius of the smallest closed disc centred at the origin which contains spec(L%(z)). By the
spectral radius formula,
(4.1) lim
n→∞ ‖L
n
%(z)‖1/nop = spr(L%(z)).
For the following statement let <(z) and =(z) respectively denote the real and imaginary parts of z ∈ C.
Theorem 4.1 ([Pol84]). Let α ∈ (0, 1) and ξ, η ∈ Fα(ΣA). Suppose that z ∈ C \ R.
(i) If for some b ∈ R the function (=(z)ξ − b)/(2pi) is co-homologous to an integer-valued function, then
eibγ
η+<(z)ξ is a simple eigenvalue of Lη+zξ, and the rest of the spectrum is contained in a disc centred
at zero of radius strictly less than γ
η+<(z)ξ .
(ii) Otherwise, the entire spectrum of Lη+zξ is contained in a disc centred at zero of radius strictly less
than γ
η+<(z)ξ .
Below, we present useful results that follow from [Lal89] and Thm. 4.1. Note that in [Lal89] only the
special case that η is the constant zero-function is covered. However, the proofs work in the same way when
η ∈ Fα(ΣA,R) is arbitrary. Therefore, we omit the proofs and refer the reader to the respective proofs in
[Lal89].
Results in regular perturbation theory [Kat95, Sec. 7.1 and 4.3] imply that z 7→ γ%(z), z 7→ h%(z) and
z 7→ ν%(z) extend to holomorphic functions in a neighbourhood of R such that γ%(z) 6= 0, L%(z)h%(z) = γ%(z)h%(z),
L∗%(z)ν%(z) = γ%(z)ν%(z) and ν%(z)(h%(z)) = ν0(h%(z)) = 1 [Lal89, p. 27].
Proposition 4.2 ([Lal89, Props. 7.1 and 7.2]). Fix α ∈ (0, 1). Let ξ, η ∈ Fα(ΣA,R) and let −δ be the unique
real zero of t 7→ P (η + tξ). Then
(i) z 7→ (I − L%(z))−1 is holomorphic in the half-plane <(z) < −δ.
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(ii) z 7→ (I − L%(z))−1 has a simple pole at z = −δ and for χ ∈ Fα(ΣA),
(4.2) (I − L%(z))−1χ = γ%(z)(1− γ%(z))−1
∫
χdν%(z) · h%(z) + (I − L′′%(z))−1χ,
for z in some punctured neighbourhood of z = −δ, where
L′′%(z) := L%(z) − L′%(z) with
L′%(z)χ := γ%(z)
∫
χdν%(z) · h%(z).
Moreover, z 7→ (I −L′′%(z))−1 is a holomorphic operator-valued function in a neighbourhood of z = −δ.
The factor γ%(z) of the first summand of (4.2) is missing in [Lal89]. However, the relevant z-value is −δ,
and γ−δ = 1.
We are interested in the residue of z 7→ (I − L%(z))−1 at the simple pole z = −δ. For this, we use that the
topological pressure function t 7→ P (η + tξ) is real-analytic for t ∈ R and real-valued ξ, η ∈ Fα(ΣA,R) and
that it satisfies
(4.3)
d
dt
P (η + tξ) =
∫
ξdµη+tξ, t ∈ R.
The analyticity of z 7→ (I −L%(z))−1 can be proved with methods of analytic perturbation theory as presented
in [Kat95]. This method of proof is due to [Rue78]. Further, since z 7→ γ%(z) has an analytic continuation to a
neighbourhood of R and P (ξ) = log(γξ) for real-valued ξ ∈ C(ΣA,R), we can extend P analytically by setting
P (%(z)) := log(γ%(z)). ‘Formally this definition can only be made modulo 2pii since log is multiple valued,
although we shall ask that P (ξ) be real-valued when ξ is real-valued’ [PP90, p. 31]. In this way, (4.3) extends
to a neighbourhood of R. Combined with (4.3), Prop. 4.2(ii) yields the following corollary since z 7→ γ%(z),
z 7→ ∫ χdν%(z) and z 7→ h%(z) are continuous at z = −δ.
Corollary 4.3. Let ξ ∈ C(ΣA,R) and χ ∈ Fα(ΣA,R). Then, for x ∈ ΣA, the residue of (I − Lη+zξ)−1χ(x)
at z = −δ is
−
∫
χdνη−δξ∫
ξdµη−δξ
hη−δξ(x).
The residue is given in [Lal89, p.27]; however, with a different sign.
Proposition 4.4 ([Lal89, Prop. 7.3]). If ξ is non-lattice then z 7→ (I − Lη+zξ)−1 is holomorphic in a
neighbourhood of every z on the line <(z) = −δ except for z = −δ.
Proposition 4.5 ([Lal89, Prop. 7.4]). If ξ is integer-valued but not co-homologous to any function valued in
a proper subgroup of the integers, then z 7→ (I − Lη+zξ)−1 is 2pii-periodic, and holomorphic at every z on the
line <(z) = −δ such that =(z)/(2pi) is not an integer.
4.2. Proof of the renewal theorems.
4.2.1. Proof of the Renewal Thm. 3.2. As the statement of Thm. 3.2 suggests, we need to distinguish between
the cases of ξ being lattice or non-lattice. We start with the non-lattice situation, for which we use a useful
smoothing argument for showing the desired asymptotic, see [Lal89, pp. 29 ff.]. For a probability density
Π: R→ R we consider its Fourier-Laplace transform given by
Π̂(iθ) :=
∫ ∞
−∞
eiθtΠ(t)dt
and introduce the following class of probability densities.
P := {Π: R→ R | Π is a probability density,Π(t) = Π(−t) for t ∈ R.
Π̂(iθ) is non-negative, C∞ and has compact support}
Note that the function Π̂ : R→ C given by
(4.4) Π̂(iθ) :=
{
exp
(
−θ2
1−θ2
)
: |θ| ≤ 1,
0 : otherwise
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defines an even probability density Π: R → R which lies in P. That Π is a probability density is due to
Bochner’s theorem, see e. g. [Kle08, Satz 15.29]. Thus, P 6= ∅. For the following, fix Π as such. As Π is an
even probability density we know that for all ε > 0 there exists τ > 0 such that∫ τ
−τ
Π(t)dt ≥ 1− ε.
For each ε > 0 fix such a τ = τ(ε). Thus, Πε which for ε > 0 is defined by
(4.5) Πε(t) :=
τ(ε)
ε Π
(
t τ(ε)ε
)
satisfies ∫ ε
−ε
Πε(t)dt =
∫ τ(ε)
−τ(ε)
Π(t)dt ≥ 1− ε.
Moreover, it can be verified that Πε ∈ P for all ε > 0. The smoothing argument is as follows.
Lemma 4.6. If for each sufficiently small ε > 0
(4.6) lim
r→∞
∫ ∞
−∞
Πε(r − T )e−TδN(T, x)dT = G(x)
uniformly for x ∈ ΣA, then the statement of Thm. 3.2(i) holds.
Proof. In the proof we distinguish between the different cases of (D).
Case (Da): Here, N(t, x) is a monotonic function in t and the statement follows from the proof of [Lal89,
Lemma 8.2].
Case (Dc): For r ∈ R and ε > 0, Condition (B) implies that∣∣∣∣∫ ∞−∞Πε(r − T )e−TδN(T, x)dT −
∫ r+ε
r−ε
Πε(r − T )e−TδN(T, x)dT
∣∣∣∣ ≤ Cε,(4.7)
which tends to 0 as ε→ 0 uniformly for x ∈ ΣA. Moreover, we observe that
inf
ε˜∈[0,2ε)
e−(r−ε˜)δN(r − ε˜, x)(1− ε) ≤
∫ r
r−2ε
Πε(r − ε− T )e−TδN(T, x)dT
≤ sup
ε˜∈[0,2ε)
e−(r−ε˜)δN(r − ε˜, x).(4.8)
These observations imply that
G(x)
(4.6)
= lim
r→∞
∫ ∞
−∞
Πε(r − T )e−TδN(T, x)dT
= lim inf
ε↘0
lim sup
r→∞
∫ ∞
−∞
Πε(r − T )e−TδN(T, x)dT
(4.7)
≤ lim inf
ε↘0
lim sup
r→∞
∫ r
r−2ε
Πε(r − ε− T )e−TδN(T, x)dT
(4.8)
≤ lim inf
ε↘0
lim sup
r→∞
sup
ε˜∈[0,2ε)
e−(r−ε˜)δN(r − ε˜, x)
and likewise that
G(x) ≥ lim sup
ε↘0
lim inf
r→∞ infε˜∈[0,2ε)
e−(r−ε˜)δN(r − ε˜, x).
Using (Dc) and the inequalities
inf
ε˜∈[0,2ε)
e−(r−ε˜)δN(r − ε˜, x) ≤ e−rδN(r, x) ≤ sup
ε˜∈[0,2ε)
e−(r−ε˜)δN(r − ε˜, x)
we conclude that uniformly for x ∈ ΣA
G(x) = lim
r→∞ e
−rδN(r, x).
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Case (Db): For x ∈ ΣA and t ∈ R set
gx(t) := e
−tδfx(t).
Then {|gx| | x ∈ ΣA} is equi d. R. i. by (Db). Moreover,
e−tδN(t, x) :=
∞∑
n=0
∑
y:σny=x
χ(y)fy(t− Snξ(y))eSnη(y)e−tδ
=
∞∑
n=0
∑
y:σny=x
χ(y)gy(t− Snξ(y))eSn(η−δξ)(y).
(4.9)
For showing that (4.6) implies limr→∞ e−rδN(r, x) = G(x), we consider
Aε(r, x) :=
∣∣∣∣∫ ∞−∞Πε(r − T )e−TδN(T, x)dT − e−rδN(r, x)
∣∣∣∣
(4.7)
≤
∣∣∣∣∫ r
r−2ε
Πε(r − ε− T )e−TδN(T, x)dT −
∫ r
r−2ε
Πε(r − ε− T )e−rδN(r, x)dT
∣∣∣∣
+Cε+
∣∣e−rδN(r, x)∣∣ ε
(B),(4.9)
≤
∣∣∣∣∫ r
r−2ε
Πε(r − ε− T )
∞∑
n=0
∑
y:σny=x
χ(y)eSn(η−δξ)(y)
×[gy(T − Snξ(y))− gy(r − Snξ(y))]dT ∣∣∣∣+ 2Cε
≤
∞∑
n=0
∑
y:σny=x
χ(y)eSn(η−δξ)(y)
×
∫ r
r−2ε
Πε(r − ε− T )
∣∣∣gy(T − Snξ(y))− gy(r − Snξ(y))∣∣∣dT + 2Cε.
For the last inequality we have used the monotone convergence theorem.
Set
d2ε(t) := sup
y∈ΣA
(
sup
ε˜∈[0,2ε)
gy(t− ε˜)− inf
ε˜∈[0,2ε)
gy(t− ε˜)
)
.
Since {gx | x ∈ ΣA} is equi d. R. i. we know, for sufficiently small ε > 0, that
(4.10)
∑
k∈Z
d2ε(k · 2ε) exists and lim
ε→0
∑
k∈Z
d2ε(k · 2ε) · 2ε = 0.
Therefore, we may deduce the following chain of inequalities.
Aε(r, x)− 2Cε ≤
∞∑
n=0
∑
y:σny=x
χ(y)eSn(η−δξ)(y)d2ε(r − Snξ(y))
≤
∑
k∈Z
d2ε(k · 2ε)‖χ‖∞
∞∑
n=0
∑
y:σny=x
eSn(η−δξ)(y)1((k−1)2ε,(k+1)2ε](r − Snξ(y))
≤ c‖χ‖∞
∑
k∈Z
d2ε(k · 2ε)
∞∑
n=0
∑
y:σny=x
µη−δξ([y|n])1((k−1)2ε,(k+1)2ε](r − Snξ(y))︸ ︷︷ ︸
=:aε,k(r,x)
,
where for the last estimate we have used the Gibbs property (2.3) of µη−δξ with constant c. For simplicity
of presentation we first treat the case that ξ is strictly positive. In this case there exists κ > 0 such that
ξ(x) ≥ κ for all x ∈ ΣA since ξ is continuous and ΣA is compact. As we will later be interested in the limiting
behaviour when ε → 0, we can freely assume that 4ε ≤ κ and set m := bκ/(2ε)c. Note that m ≥ 2. Let
σ−n(x) denote the set of pre-images of x under σn, that is
σ−n(x) := {y ∈ ΣA | σny = x}.
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Let y ∈ σ−n(x) and assume that r − Snξ(y) ∈ ((k − 1)2ε, (k + 1)2ε] =: Ik(ε). Then σy ∈ σ−(n−1)(x) and
r − Sn−1ξ(σy) = r − Snξ(y) + ξ(y) ≥ r − Snξ(y) + κ > (k − 1)2ε+ 2mε
= ((k − 2 +m) + 1)2ε,
whence r − Sn−1ξ(σy) /∈ Ik+q(ε) for q ∈ {0, . . . ,m− 2}. Now let y˜ ∈ σ−(n+1)(x) be such that σy˜ = y. Then
r − Sn+1ξ(y˜) = r − Snξ(y)− ξ(y˜) ≤ r − Snξ(y)− κ ≤ (k + 1)2ε− 2mε
= ((k −m+ 2)− 1)2ε,
whence r − Sn+1ξ(y˜) /∈ Ik−q(ε) for q ∈ {0, . . . ,m− 2}. Therefore,
m−2∑
q=0
aε,k+q(r, x)(4.11)
=
m−2∑
q=0
∞∑
n=0
∑
y:σny=x
µη−δξ([y|n])1((k+q−1)2ε,(k+q+1)2ε](r − Snξ(y)) ≤ 1,
as µη−δξ is a probability measure on ΣA.
Next, we show existence of q ∈ {0, . . . ,m− 2} such that, for all ε < κ/8,∑
k∈Z
d2ε(k · 2ε)aε,k+q(r, x) ≤ 2
κ
· 2ε
∑
k∈Z
d2ε(k · 2ε).(4.12)
Assume that this was not the case. Since for ε < κ/8 we have that 1 < 2(κ− 4ε)/κ < 2ε(m− 1) · 2/κ, it
follows that ∑
k∈Z
d2ε(k · 2ε) < 2ε(m− 1) 2
κ
∑
k∈Z
d2ε(k · 2ε) =
m−2∑
q=0
2ε
2
κ
∑
k∈Z
d2ε(k · 2ε)
¬(4.12)
<
m−2∑
q=0
∑
k∈Z
d2ε(k · 2ε)aε,k+q(r, x)
(4.11)
≤
∑
k∈Z
d2ε(k · 2ε).
As
∑
k∈Z d
2ε(k ·2ε) exists for sufficiently small ε, it follows that (4.12) must be true for some q ∈ {0, . . . ,m−2}.
Notice aε,k(r − 2qε, x) = aε,k+q(r, x), and so for this q,
lim sup
r→∞
Aε(r, x) = lim sup
r→∞
Aε(r − 2qε, x)
≤ c‖χ‖∞ lim sup
r→∞
∑
k∈Z
d2ε(k · 2ε) aε,k(r − 2qε, x)︸ ︷︷ ︸
=aε,k+q(r,x)
+2Cε
(4.12)
≤ c‖χ‖∞ 2
κ
2ε
∑
k∈Z
d2ε(k · 2ε) + 2Cε.
(4.13)
All in all we have for each sufficiently small ε > 0
lim sup
r→∞
∣∣G(x)− e−rδN(r, x)∣∣
≤ lim sup
r→∞
∣∣∣∣G(x)− ∫ ∞−∞Πε(r − T )e−TδN(T, x)dT
∣∣∣∣
+ lim sup
r→∞
∣∣∣∣∫ ∞−∞Πε(r − T )e−TδN(T, x)dT − e−rδN(r, x)
∣∣∣∣
(4.6)
= lim sup
r→∞
Aε(r, x)
(4.13)
≤ c‖χ‖∞ 2
κ
2ε
∑
k∈Z
d2ε(k · 2ε) + 2Cε.
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This implies that
lim sup
r→∞
∣∣G(x)− e−rδN(r, x)∣∣ ≤ lim sup
ε→0
(
c‖χ‖∞2ε 2
κ
∑
k∈Z
d2ε(k · 2ε) + 2Cε
)
(4.10)
= 0.
Now we treat the case that ξ is not strictly positive. By assumption there exists n ∈ N for which Snξ is
strictly positive. Since ξ is continuous and ΣA is compact, there exists a κ˜ > 0 for which Snξ ≥ κ˜. For l ∈ N
and j ∈ {0, . . . , n− 1} this implies that
Sln+jξ(x) =
ln+j−1∑
i=0
ξ(σix) =
l−1∑
m=0
(m+1)n−1∑
i=mn
ξ(σix) +
ln+j−1∑
i=ln
ξ(σix)(4.14)
=
l−1∑
m=0
Snξ(σ
i(σmnx)) +
ln+j−1∑
i=ln
ξ(σix) ≥ lκ˜+ inf
x∈ΣA
0≤i≤n−1
Siξ(x)
From this we can conclude that there exists m∗ ∈ N such that Smξ is strictly positive for all m ≥ m∗.
Thus, there exists κ > 0 with Smξ ≥ κ for all m ≥ m∗. In the same way as in the case that ξ is strictly
positive we can show that if y ∈ σ−n(x) with r − Snξ(y) ∈ Ik(ε) then r − Sn−m∗ξ(σm∗y) /∈ Ik+q(ε) for
q ∈ {0, . . . , bκ/(2ε)c − 2} whenever n ≥ m∗ and r − Sn+m∗ξ(y˜) /∈ Ik−q(ε) for all q ∈ {0, . . . , bκ/(2ε)c − 2}
where y˜ ∈ σ−(n+m∗)(x) is such that σm∗ y˜ = y. This implies that
bκ/(2ε)c−2∑
q=0
∞∑
n=0
∑
y:σny=x
µη−δξ([y|n])1((k+q−1)2ε,(k+q+1)2ε](r − Snξ(y)) ≤ 2m∗.
The remainder of the proof follows in the same way as in the case that ξ is strictly positive. 
Proof of Thm. 3.2(i). Inspired by [Lal89, Thm. 1] we consider for x ∈ ΣA the Fourier-Laplace transform of
t 7→ e−tδN(t, x) at z ∈ C:
(4.15) L(z, x) :=
∫ ∞
−∞
ezT e−TδN(T, x)dT.
Conditions (B) and (C) imply that L(·, x) : C → C, z 7→ L(z, x) is well-defined and analytic on {z ∈ C |
−s < <(z) < 0}. What is more, for small enough ε > 0, Conditions (B) and (C) imply that L(·, x) converges
absolutely and uniformly on
{z ∈ C | −s+ ε ≤ <(z) ≤ −ε}.
Now, in every such region, using (B) as well as the monotone and dominated convergence theorems, we obtain
L(z, x) =
∞∑
n=0
∑
y:σny=x
eSn(η+(z−δ)ξ)(y)χ(y)
∫ ∞
−∞
e(z−δ)T fy(T )dT
=
∞∑
n=0
Lnη+(z−δ)ξ
(
χ
∫ ∞
−∞
e(z−δ)T f·(T )dT
)
(x),
where f·(T ) : ΣA → R, x 7→ fx(T ). Note that Conditions (A) to (C) imply that
∫∞
−∞ e
(z−δ)T fx(T )dT exists if
−s < <(z) ≤ 0, since χ(x)|fx(t)| ≤ Nabs(t, x). Thus, by Thm. 4.1(ii), the spectral radius formula (4.1) and
the fact that γη−δξ = 1 (see Prop. 2.5), the above series converges for −s < <(z) < 0, and we obtain
L(z, x) = (I − Lη+(z−δ)ξ)−1
(
χ
∫ ∞
−∞
e(z−δ)T f·(T )dT
)
(x).
By Prop. 4.4, the operator-valued function z 7→ (I − Lη+(z−δ)ξ)−1 is holomorphic at every z on the line
<(z) = 0 except for z = 0, which is a simple pole by Prop. 4.2. Thus, according to Cor. 4.3 the residue of
z 7→ L(z, x) at z = 0 is
(4.16) −
∫
ΣA
χ(y)
∫∞
−∞ e
−Tδfy(T )dTdνη−δξ(y)∫
ξdµη−δξ
hη−δξ(x) = −G(x),
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where G is as in Thm. 3.2(i). Thus, L(z, x) has the following representation.
(4.17) L(z, x) = q(z, x)− G(x)
z
,
where q(·, x) : C→ C, z 7→ q(z, x) is holomorphic in a region containing the strip {z ∈ C | −s+ ε ≤ <(z) ≤ 0}
with sufficiently small ε > 0. Conditions (B), (C) and Lebesgue’s dominated convergence theorem now imply
for every ε ∈ (0, 1] that ∫ ∞
−∞
Πε(r − T )e−TδN(T, x)dT
= lim
β↘0
∫ ∞
−∞
Πε(r − T )e−T (δ+β)N(T, x)dT.
(4.18)
Using the inverse Fourier-Laplace transform Πε(t) =
∫∞
−∞ e
−iθtΠ̂ε(iθ)dθ/(2pi) and that the integral on the left
hand side of (4.18) exists, we can convert the integral from the right hand side of (4.18) for sufficiently small
β > 0 as follows. ∫ ∞
−∞
Πε(r − T )e−βT−TδN(T, x)dT
=
∫ ∞
−∞
∫ ∞
−∞
e−iθ(r−T )Π̂ε(iθ)
dθ
2pi
e−βT−TδN(T, x)dT
=
∫ ∞
−∞
∫ ∞
−∞
e(iθ−β)T e−TδN(T, x)Π̂ε(iθ)e−iθr
dθ
2pi
dT
=
∫ ∞
−∞
L(iθ − β, x)Π̂ε(iθ)e−iθr dθ
2pi
(4.17)
=
∫ ∞
−∞
(
q(iθ − β, x) + G(x)(iθ + β)
θ2 + β2
)
Π̂ε(iθ)e
−iθr dθ
2pi
.
(4.19)
The measures given by βpi(θ2+β2)dθ converge weakly to the Dirac point-mass at zero as β → 0 [Lal89, p. 31].
Moreover, the imaginary part on the right hand side of (4.19) can be ignored since the left hand side is real.
Using that Π̂ε(iθ) is real and that Π̂ε(0) = 1 for all ε ∈ (0, 1], we obtain
lim
β↘0
∫ ∞
−∞
Πε(r − T )e−βT−TδN(T, x)dT(4.20)
= <
(∫ ∞
−∞
q(iθ, x)Π̂ε(iθ)e
−iθr dθ
2pi
+
G(x)
2
+G(x)
∫ ∞
−∞
Π̂ε(iθ)
ie−iθr
θ
dθ
2pi
)
.
We separately treat the two integrals on the right hand side of (4.20) and begin with the first one. Recall
that Π̂ε(iθ) = Π̂(iθε/τ(ε)) is C∞ and has compact support, which is contained in [−τ(ε)/ε, τ(ε)/ε] =: [−S, S].
Also, recall that q(·, x) is analytic in a neighbourhood of [−iS, iS] and continuous in x. As mentioned in
[Lal89, p. 31f.], the Cauchy integral formula for derivatives implies that ddz q(z, x)|z=iθ is uniformly continuous
in θ and hence bounded on [−S, S]×ΣA. Thus, ddz q(z, x) is bounded on [−iS, iS]×ΣA. Integration by parts
now implies that ∫ S
−S
q(iθ, x)Π̂ε(iθ)e
−iθr dθ
2pi
= iq(iθ, x)Π̂ε(iθ)
e−iθr
2pir
∣∣∣S
θ=−S
+ i
∫ S
−S
d
dθ
(
q(iθ, x)Π̂ε(iθ)
) e−iθr
2pir
dθ.
(4.21)
As the support of Π̂ε is contained in [−iS, iS] and Π̂ε is C∞, the first term on the right hand side of (4.21)
equals zero for all r > 0. For the second term on the right hand side of (4.21) we use that the definition of Π̂
given in (4.4) and the fact that Π̂ε(iθ) = Π̂(iθε/τ(ε)) imply that Π̂ε(iθ) and
d
dθ Π̂ε(iθ) are uniformly bounded
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for ε ∈ (0, 1]. This shows that the second term on the right hand side of (4.21) converges to zero uniformly
for ε ∈ (0, 1] and x ∈ ΣA as r →∞. Thus,
(4.22) lim
r→∞<
(∫ ∞
−∞
q(iθ, x)Π̂ε(iθ)e
−iθr dθ
2pi
)
= 0
uniformly for x ∈ ΣA. Now, we consider the second integral on the right hand side of (4.20):
<
(∫ ∞
−∞
Π̂ε(iθ)
ie−iθr
θ
dθ
2pi
)
=
∫ S
−S
Π̂ε(iθ)
sin(θr)
θ
dθ
2pi
=
∫ S
0
Π̂ε(iθ)
sin(θr)
θ
dθ
pi
.
Using the sine integral Si(t) :=
∫ t
0
sin(θ)
θ dθ and limt→∞ Si(t) = pi/2 we infer that
lim
r→∞
∫ S
0
sin(θr)
θ
dθ
pi
= lim
r→∞
∫ rS
0
sin(θ)
θ
dθ
pi
= lim
r→∞ Si(rS)/pi = 1/2
and remark that inserting the factor Π̂ε(iθ) in the above integrand does not change this limit, since Π̂ε is
uniformly continuous and Π̂ε(0) = 1. Thus, for the third term on the right hand side of (4.20) we obtain
lim
r→∞<
(
G(x)
∫ ∞
−∞
Π̂ε(iθ)
ie−iθr
θ
dθ
2pi
)
=
G(x)
2
(4.23)
uniformly for x ∈ ΣA. Combining (4.18), (4.20), (4.22) and (4.23) it follows that
lim
r→∞
∫ ∞
−∞
Πε(r − T )e−TδN(T, x)dT = G(x)
uniformly for x ∈ ΣA. An application of Lem. 4.6 yields the desired result. 
Proof of Thm. 3.2(ii). In the lattice situation we work with discrete Fourier-Laplace transforms inspired by
[Lal89, proof of Thm. 2]. Conditions (B) and (C) imply that for fixed β ∈ [0, a) and x ∈ ΣA, the function
N̂β(·, x) given by
(4.24) N̂β(z, x) :=
∞∑
l=−∞
elzN(al + β − ψ(x), x)
is well-defined and analytic on
Z := {z ∈ C | −a(s+ δ) < <(z) < −aδ}.
Note that Snξ = Snζ + ψ − ψ ◦ σn and recall that Snζ ∈ aZ for all n ∈ N. Thus, (B) and (C) imply that we
can make the following conversions for z ∈ Z.
N̂β(z, x) =
∞∑
n=0
∑
y:σny=x
χ(y)eSnη(y)
∞∑
l=−∞
elzfy(al + β − ψ(x)− Snξ(y))
=
∞∑
n=0
∑
y:σny=x
χ(y)eSnη(y)
∞∑
l=−∞
e(l+a
−1Snζ(y))zfy(al + β − ψ(y))
=
∞∑
n=0
∑
y:σny=x
χ(y)eSn(η+a
−1zζ)(y)
∞∑
l=−∞
elzfy(al + β − ψ(y))
=
∞∑
n=0
Lnη+a−1zζ
(
χ
∞∑
l=−∞
elzf·(al + β − ψ)
)
(x)
with f·(t) : ΣA → R, x 7→ fx(t) as before. For z ∈ Z we have that <(a−1z) < −δ. Moreover, hη−δζ =
e−δψhη−δξ and γη−δζ = γη−δξ. Thus, Prop. 2.5 yields that γη+<(a−1z)ζ < 1. Thm. 4.1 (both parts) and the
spectral radius formula (4.1) now imply, for every z ∈ Z, that
N̂β(z, x) = (I − Lη+a−1zζ)−1
(
χ
∞∑
l=−∞
elzf·(al + β − ψ)
)
(x).
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Note that ‖χ∑∞l=−∞ elzf·(al + β − ψ)‖∞ is finite for all z ∈ Z because of Conditions (B) and (C).
Because a−1ζ is integer-valued but not co-homologous to any function valued in a proper subgroup of the
integers, we can apply Prop. 4.5. Thus, z 7→ (I − Lη+a−1zζ)−1 is 2pii-periodic and holomorphic at every z on
the line <(z) = −aδ such that =(z)/(2pi) is not an integer. Therefore, z 7→ (I − Lη+a−1zζ)−1 has an isolated
singularity at z = −aδ and is holomorphic at each z = −aδ + iθ, for 0 < |θ| ≤ pi. By Prop. 4.2 the singularity
of N̂β(z, x) at z = −aδ is
γη+a−1zζ
1− γη+a−1zζ
∫
ΣA
χ(y)
∞∑
l=−∞
elzfy(al + β − ψ(y))dνη+a−1zζ(y)hη+a−1zζ(x)︸ ︷︷ ︸
=:Ex,β(z)
Since the function Ex,β is continuous at −aδ, we deduce from (4.3) that the singularity of N̂β(z, x) at z = −aδ
is a simple pole with residue
Cβ(x) := − a∫
ζdµη−δζ
Ex,β(−aδ).
It follows that N̂β(·, x) : C→ C, z 7→ N̂β(z, x) is meromorphic in
Z˜(ε) := {z ∈ C | −a(δ + s) < <(z) < −aδ + ε, 0 ≤ =(z) ≤ pi},
for some ε > 0, and that the only singularity in this region is a simple pole at −aδ with residue Cβ(x).
Additionally, by (C)
−1∑
l=−∞
elzN(al + β − ψ(x), x)
is finite for <(z) > −a(δ + s). We conclude that there exists ε > 0 such that
∞∑
l=0
elzN(al + β − ψ(x), x)− Cβ(x)
z + aδ
is holomorphic in Z˜(ε). Also observe that z 7→ (ez+aδ − 1)/(z + aδ) is holomorphic in C. Making the change
of variable z˜ := ez+aδ we obtain that
∞∑
l=0
z˜le−alδN(al + β − ψ(x), x)− Cβ(x)
z˜ − 1
is holomorphic in {ez+aδ | z ∈ Z˜(ε)}. This implies that
L(z˜, x) :=
∞∑
l=0
z˜l
(
e−alδN(al + β − ψ(x), x) + Cβ(x)
)
is holomorphic in {z˜ | |z˜| < eε} (compare [Lal89, p. 27]). Since eε > 1, the coefficient sequence of the power
series of L(·, x) : C→ C, z 7→ L(z, x) converges to zero exponentially fast, more precisely,
e−anδN(an+ β − ψ(x), x) + Cβ(x) ∈ o((1 + (eε − 1)/2)−n)
as n→∞ (n ∈ N). Thus, for x ∈ ΣA we have
N(t, x) = N
(
a
⌊
t+ ψ(x)
a
⌋
︸ ︷︷ ︸
=:n
+ a
{ t+ ψ(x)
a
}
︸ ︷︷ ︸
=:β
−ψ(x), x
)
∼ −eab t+ψ(x)a cδCa{(t+ψ(x))/a}(x)
= etδe−a
{
t+ψ(x)
a
}
δeδψ(x)
a∫
ζdµη−δζ
hη−δζ(x)
×
∫
ΣA
χ(y)
∞∑
l=−∞
e−laδfy
(
al + a
{ t+ ψ(x)
a
}
− ψ(y)
)
dνη−δζ(y)
= etδG˜x(t)
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as t → ∞. Since in all instances where t occurs only the fractional part is involved, it is clear that G˜x is
periodic with period a, which finishes the proof. 
Proof of Thm. 3.2(iii). First, consider the case that ξ is non-lattice. Since e−tδN(t, x) is bounded in t by
(B), the result from Thm. 3.2(i) implies Thm. 3.2(iii).
Second, consider the case that ξ is lattice. Thm. 3.2(ii) states that
(4.25) e−tδN(t, x) ∼ G˜x(t) as t→∞.
Since e−tδN(t, x) is bounded in t by (B), and G˜x is periodic with period a we have
lim
t→∞ t
−1
∫ t
0
e−TδN(T, x)dT = lim
t→∞ t
−1
∫ abt/ac
0
e−TδN(T, x)dT
= lim
t→∞ t
−1
∫ abt/ac
0
G˜x(T )dT
= lim
t→∞ t
−1
⌊
t
a
⌋∫ a
0
G˜x(T )dT
=
1
a
∫ a
0
G˜x(T )dT.
The latter integral transforms as follows:∫ a
0
G˜x(T )dT
=
∫ a
0
e−a
{
T+ψ(x)
a
}
δ ae
δψ(x)∫
ζdµη−δζ
hη−δζ(x)
×
∫
ΣA
χ(y)
∞∑
l=−∞
e−alδfy
(
al + a
{
T+ψ(x)
a
}
− ψ(y)
)
dνη−δζ(y)dT
=
aeδψ(x)∫
ζdµη−δζ
hη−δζ(x)
∫
ΣA
χ(y)
×
∞∑
l=−∞
∫ a
0
e
−
(
al+a
{
T+ψ(x)
a
})
δ
fy
(
al + a
{
T+ψ(x)
a
}
− ψ(y)
)
dTdνη−δζ(y)
=
aeδψ(x)hη−δζ(x)∫
ζdµη−δζ
∫
ΣA
χ(y)e−ψ(y)δ
∞∑
l=−∞
∫ a(l+1)−ψ(y)
al−ψ(y)
e−Tδfy (T ) dTdνη−δζ(y)
=
ahη−δξ(x)∫
ξdµη−δξ
∫
ΣA
χ(y)
∫ ∞
−∞
e−Tδfy (T ) dTdνη−δξ(y)
= aG(x),
where for the second to last equality we used that e−δψdνη−δζ = dνη−δξ, eδψhη−δζ = hη−δξ and that∫
ζdµη−δζ =
∫
ξdµη−δξ. 
4.2.2. Proof of Thm. 3.3. In the setting of Thm. 3.3, Condition (Db) is automatically satisfied. Thus, Thm. 3.3
is proved by combining the following three lemmas with Thm. 3.2.
Lemma 4.7. If {t 7→ e−tδ|fx(t)| | x ∈ ΣA} is equi d. R. i. then (A) holds.
Proof. This is clear since d. R. i. implies Lebesgue integrability. 
Lemma 4.8. If {t 7→ e−tδ|fx(t)| | x ∈ ΣA} is equi d. R. i. and there exist C′, s > 0 such that e−tδ|fx(t)| ≤ C′est,
for t < 0 and x ∈ ΣA then (C) holds, i. e. there exist C˜ > 0, t∗ ≤ 0 such that e−δtNabs(t, x) ≤ C˜est for t ≤ t∗.
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Proof. In (4.14) we have seen that the existence of n ∈ N for which Snξ is strictly positive implies existence
of m∗ ∈ N such that Smξ is strictly positive for all m ≥ m∗. Set
t∗ := min
{
0, inf
x∈ΣA, 0≤m≤m∗
Smξ(x)
}
.
Then t − Smξ < 0 for all t < t∗ and m ∈ N. Additionally using that there exist C′, s > 0 such that
e−tδ|fx(t)| ≤ C′est for t < 0 and x ∈ ΣA we have for t ≤ t∗,
e−δtNabs(t, x) =
∞∑
n=0
∑
y:σny=x
eSn(η−δξ)(y)|χ(y)|e−δ(t−Snξ(y))|fy(t− Snξ(y))|
≤ C′est
∞∑
n=0
∑
y:σny=x
eSn(η−(δ+s)ξ)(y)|χ(y)|
= C′est
∞∑
n=0
Lnη−(δ+s)ξ|χ|(x)
≤ C′est
∞∑
n=0
‖Lnη−(δ+s)ξ‖op‖χ‖∞.
By Prop. 2.5 we know that t 7→ γη+tξ is strictly monotonically increasing and γη−δξ = 1. Hence, by the
spectral radius formula (4.1) the last series converges and the assertion follows. 
Lemma 4.9. If {t 7→ e−tδ|fx(t)| | x ∈ ΣA} is equi d. R. i. then (B) is satisfied, i. e. there exists C > 0 such
that e−tδNabs(t, x) ≤ C for all t ∈ R.
Proof. By assumption there exists n ∈ N for which Snξ is strictly positive. Fix this n, choose κ > 0 such that
Snξ ≥ κ and consider the n-th iterate of the renewal equation, namely,
N(t, x) =
∑
y:σny=x
N(t− Snξ(y), y)eSnη(y) +
n−1∑
i=0
∑
y:σiy=x
χ(y)fy(t− Siξ(y))eSiη(y).
The function defined by M(t, x) := e−tδN(t, x)/hη−δξ(x) satisfies
M(t, x) =
∑
y:σny=x
M(t− Snξ(y), y)eSn(η−δξ)(y) hη−δξ(y)
hη−δξ(x)
(4.26)
+
n−1∑
i=0
∑
y:σiy=x
χ(y)e−δ(t−Siξ(y))fy(t− Siξ(y))eSi(η−δξ)(y) 1
hη−δξ(x)
.
Set gx(t) := e
−tδfx(t) and gi,x(t) := gx(t− Siξ(x)) for x ∈ ΣA. Then (4.26) becomes
M(t, x) =
∑
y:σny=x
M(t− Snξ(y), y)eSn(η−δξ)(y) hη−δξ(y)
hη−δξ(x)
+
n−1∑
i=0
Liη−δξ(χgi,·(t))(x)/hη−δξ(x)
(4.27)
with gi,·(t) : ΣA → R, x 7→ gi,x(t). Define
(4.28) M(t) := sup
t′∈(t−κ,t]
x∈ΣA
M(t′, x).
Then (4.27) implies that
M(t) ≤ sup
y∈ΣA
M(t− Snξ(y)) + sup
t′∈(t−κ,t]
n−1∑
i=0
‖Liη−δξ(χgi,·(t′))/hη−δξ‖∞,(4.29)
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as
∑
y:σny=x e
Sn(η−δξ)(y)hη−δξ(y)/hη−δξ(x) = 1. Iterating (4.29) k times and using the abbreviation
Iκ(t, x
1, . . . , xm) := (t−∑mj=1 Snξ(xj)− κ, t−∑mj=1 Snξ(xj)] yields that
M(t) ≤ sup
x1,...,xk∈ΣA
[
M
(
t−
k∑
j=1
Snξ(x
j)
)
+
n−1∑
i=0
k−1∑
m=0
sup
t′∈Iκ(t,x1,...,xm)
‖Liη−δξ(χgi,·(t′)/hη−δξ‖∞
]
,
where
∑0
j=1 Snξ(x
j) shall be understood to be zero.
Fix t ∈ R. As Snξ ≥ κ > 0 we can find a k∗ ∈ N such that for all k ≥ k∗ and x1, . . . , xk ∈ ΣA we have
t−∑kj=1 Snξ(xj) ≤ t∗ ≤ 0 with t∗ as in Lem. 4.8. Hence by Lem. 4.8 there exists a constant C′′ such that
M(t) ≤ C′′ + sup
x1,x2,...∈ΣA
n−1∑
i=0
∞∑
m=0
sup
t′∈Iκ(t,x1,...,xm)
‖Liη−δξ(χgi,·(t′))/hη−δξ‖∞.(4.30)
If t′ 7→ ‖Liη−δξ(χgi,·(t′))/hη−δξ‖∞ is d. R. i. then t−
∑m+1
j=1 Snξ(x
j) ≤ t−∑mj=1 Snξ(xj)−κ for x1, . . . , xm+1 ∈
ΣA implies that the series in (4.30) converges for any constellation x
1, x2, . . . ∈ ΣA and thus is uniformly
bounded for x1, x2, . . . ∈ ΣA. This proves the assertion. Hence all that remains to be shown is that
t′ 7→ ‖Liη−δξ(χgi,·(t′))/hη−δξ‖∞ is d. R. i. For this, note that using the terminology of Defn. 3.1
mk
(Liη−δξ(χgi,·)(x), h) ≥ ∑
y:σiy=x
χ(y)eSi(η−δξ)(y)mk−Siξ(y)/h(gy, h) and
mk
(Liη−δξ(χgi,·)(x), h) ≤ ∑
y:σiy=x
χ(y)eSi(η−δξ)(y)mk−Siξ(y)/h(gy, h).
Since
∑
y:σiy=x χ(y)e
Si(η−δξ)(y) = Liη−δξχ(x) is finite, the hypothesis of {gx | x ∈ ΣA} being equi d. R. i.
implies that t′ 7→ ‖Liη−δξ(χgi,·(t′))/hη−δξ‖∞ is d. R. i. which finishes the proof. 
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