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Abstract
Starting from a real scalar quantum field theory with quartic self-interactions and non-minimal coupling to
classical gravity, we define four equal-time, spatially covariant phase-space operators through a Wigner
transformation of spatially translated canonical operators within a 3+1 decomposition. A subset of
these operators can be interpreted as fluctuating particle densities in phase-space whenever the quantum
state of the system allows for a classical limit. We come to this conclusion by expressing hydrodynamic
variables through the expectation values of these operators and moreover, by deriving the dynamics of the
expectation values within a spatial gradient expansion and a 1-loop approximation which subsequently
yields the Vlasov equation with a self-mass correction as a limit. We keep an arbitrary classical metric
in the 3+1 decomposition which is assumed to be determined semi-classically. Our formalism allows to
systematically study the transition from quantum field theory in curved space-time to classical particle
physics for this minimal model of self-interacting, gravitating matter. As an application we show how to
include relativistic and self-interaction corrections to existing dark matter models in a kinetic description
by taking into account the gravitational slip, vector perturbations and tensor perturbations.
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1 Introduction
For its own sake, it is interesting to understand how the so far most fundamental theory of quantum fields
is related to kinetic theory - a description of physics in terms of momentum distributions that is closer to
the physics of classical particles. The relation of quantum field theory and kinetic theory has mainly been
studied in flat space-times [1] via the generalization of the non-relativistic Wigner transformation [2] to
special relativity. However, there are few publications on a generalization of this idea to general curved
space-times. The early works by [3] and [4] start from an off-shell formulation of two-point functions of
the real scalar field and make use of Riemann normal coordinates to obtain a Wigner transformation.
Later, reference [5] proposed an off-shell transformation via exponentiated covariant derivatives lifted on
the tangent bundle while [6] also proposed to keep the Wigner transform as an operator without taking
expectation values. In this paper, we consider again a covariant Wigner transformation by combining
the ideas of the last two references, but this time by using a formulation in terms of canonical quantum
field operators that exhibits on-shell closure and that was already proposed within the longitudinal scalar
gauge for the metric in [7]. Thus, we extend our previous work to general curved space-times and derive
dynamics for spatially covariant, phase-space operators of the real scalar field, i.e. quadratic operators
with a space-time and a spatial momentum dependence. We derive conditions for classical states under
which these phase-space operators describe stochastic distributions of classical particles. The metric is
assumed to be derived from the semi-classical Einstein equations, thus fixed through expectation values
of the field operators. However, it would not change the formalism within this paper if the metric is
assumed to be fixed by an unknown source without any back reaction. In the hybrid approach in [7] we
assumed a stochastic initial density matrix for these two-point functions to account for stochasticity in
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cosmological perturbations and we have a similar setting in mind for equations in this paper, although
we are focussing primarily on the evolution.
When studying how classical equations emerge from a quantum field theoretic description, there are
two major limits which are a priori of different nature. The first limit concerns the classical stochastic
field theory limit of quantum field theory which approximates non-commutating field operators with
commuting field operators. At the level of two-point functions, we can also rephrase this limit as having
a particle number (the state dependent part) which is much bigger than the quantum contribution
originating from the non-commutativity of canonical field operators.1 It is thus the particle number and
not the state independent (vacuum) part of the propagator that dominates loop calculations in this limit.
The classical stochastic field theory limit of quantum field theory should a priori be considered separately
from the classical particle limit of quantum field theory which involves an expansion in temporal and
spatial gradients with respect to energies and momenta, ∆E∆t  ~ and ∆p∆x  ~. Such a limit is
possible after subtracting quantum UV-modes or virtual particles of the Wigner-transformed two-point
function which can also be viewed as a special case of coarse-graining. Here, we follow a procedure that
is closely related to normal-ordering and involves subtraction of the state-independent part of the two-
point function in a normal neighbourhood. The spatial gradient expansion results from assuming that the
remaining, state-dependent two-point functions around a collective point on a spatial hypersurface are
correlated only in a small neighbourhood relative to spatial gradients taken with respect to that collective
point. Thus, the spatial gradient expansion constitutes a separation of spatial scales and it gives rise to
an infinite series in the dynamical equations which needs to be truncated. The situation is different for
temporal gradients, at least in a one-loop or Gaussian state approximation, since such a state allows for
an on-shell closure of the involved two-point functions and takes the form of four first-order differential
equations in time. However, enforcing additionally the limit ∆E∆t  ~ for this closed set of equations
reduces them to leading order in spatial gradients to the dynamics of non-interacting classical particles,
i.e. dynamics described by a collisionless Boltzmann equation or in the context of curved space-time,
the Vlasov equation. The effect of self-interactions is analogous to Minkowski space-time where one-loop
corrections provide a space-time dependent mass shift [8]. Out of the scope of this paper is classical
particle scattering as it appears on the right-hand-side of the Boltzmann equation. It can be obtained
from the quantum field theory by including two-loop processes which are subsequently approximated
with a quasi-particle picture to close on-shell.
A direct application for the transition from quantum field theory in curved space-time to classical
particle physics lies in cosmology and astrophysics. This transition should be studied carefully since
in the context of cosmology and astrophysics, physics has many different faces and so it happens that
for example dark matter [9] is - among many other possible models - a priori believed to be equally
well described by a stochastic distribution function of classical non-relativistic, non-interacting, massive
particles or a condensate of a stochastic scalar field. The condensate description is easily related to the
microscopic scalar field theory whereas the relation between classical particle dark matter to a microscopic
theory is less clear and the result of this paper is not only to show that it is indeed well described by a real
quantum scalar field but also to systematically keep track of all approximations that lead to the classical
1Note that we are dealing with bosons, a large particle number per momentum for fermions can only be achieved by
coarse graining in phase-space.
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particle picture. Maintaining the classical particle picture is a question of scales as we pointed out in the
paragraph above and the natural question to ask is whether these scales can be related to other significant
scales in the study of large-scale structures (i.e. the scale of non-linearity k < knl ∼ 0.3 Mpc−1 [10] or
galactic scales ∼ 10kpc−1). Apart from the predictability, fundamental dark matter descriptions may also
lead to a transfer of calculational techniques from quantum field theory to make progress on analytical
or numerical results in the studies of large-scale structures. 2
Let us give an overview of the paper. We will start from an interacting real scalar field theory that is
non-minimally coupled to gravity via the Ricci scalar with an arbitrary classical metric gµν in a 3+1 de-
composition and discuss equations of motion and renormalization in the operator formalism. We introduce
four composite spatially covariant quantum field operators Fˆφφ, FˆΠφ, FˆφΠ, FˆΠΠ by integrating combina-
tions of covariantly translated canonical operators over the tangent space of spatial hypersurfaces. We
rescale them to yield four dimensionally equivalent phase-space density operators fˆ±1 (x
µ, pj) , fˆ2,3(x
µ, pj)
with a dependence on the on-shell momenta. These operators are in fact scalars on the tangent bundle of
spatial hypersurfaces for any time. Moreover, we discuss that the state-independent part of these opera-
tors should be subtracted in a normal neighbourhood to yield a finite energy-momentum tensor. As a first
step towards the classical particle limit, we rewrite hydrodynamic variables like energy density, pressure
and fluid velocity in terms of the phase-space operators 〈fˆ1,2,3〉. Afterwards, we derive the dynamics for
expectation values 〈fˆ1,2,3〉 in a spatial gradient expansion ∆x∆p ~ and a one-loop approximation. We
then combine two out of these four into the most important phase-space density operator fˆ1 = fˆ
+
1 + fˆ
−
1
whose expectation value can be related to a classical Boltzmann distribution under certain conditions.
Namely, to leading order in the classical particle limit ∆x∆p  ~, ∆t∆E  ~, the dynamics of the
expectation value 〈fˆ1〉 resembles the dynamics of the classical on-shell one-particle phase-space density
fcl for gravitating particles which is given by the truncated BBGKY hierarchy, which is to leading order
the Vlasov equation in curved space-time,[
pµ∂µ + pµp
νΓµνi
∂
∂pi
]
fcl(x
µ, pj) = 0 , (1)
p0(xµ, pj) :=
√(
g0jpj
)2 − g00(m2 + gijpipj) . (2)
One could in principle capture higher n-particle distributions by integrating out the gravitational con-
straint fields. However, here we are mostly interested in giving a field theoretic description of cold dark
matter with massive particles where two- and higher n-particle densities fn(x
0, (xi, pj)
1, (xi, pj)
2, ...) can
be neglected [16].
We work in units where c = 1 with a mostly plus signature (−,+,+,+).
2This point has already been pursued by deriving a Vlasov equation from Wigner transforming the non-relativistic
Schro¨dinger-Poisson system for condensates [11] [12] [13] [14] [15]. However, the degrees of freedom for one-point functions
suffice only to provide an independent mass density and momentum density on the microscopic level. By taking into account
coarse-graining, certain momentum distributions may be modelled by exchanging microscopic degrees of freedom below the
cut-off for higher moments in phase-space. The connected part of the phase-operators considered in this paper does account
for these degrees of freedom without any coarse-graining.
3
2 Canonical operator formalism in curved space-time
As opposed to previous approaches for off-shell Wigner transformations in curved space-times [3] [4] [5] [6],
we want to obtain on-shell phase-space densities from the very beginning by working with a Hamiltonian
formulation as we have done it for the scalar, linearized longitudinal gauge in [7]. For convenience we
recap the Hamiltonian formulation at the classical level for a massive, real, self-interacting scalar field
φ in curved space-time with metric gµν in the ADM formalism which is for example discussed in [17]
or [18]. We then quantize the matter field and write down the Heisenberg equations for the canonical
field operators.
2.1 ADM decomposition and equations of motion
We begin by writing down the classical action for the theory
Stot [φ, gµν ] = Sg [gµν ] + Sm [φ, gµν ] , (3)
where the matter action Sm is given by
Sm [φ, gµν ] = −
∫
d4x
√−g
[
1
2
gµν∂µφ∂νφ+
1
2
m2
~2
φ2 +
1
2
ξRφ2 +
1
4!
λ
~
φ4
]
, (4)
and the gravitational action Sg reads
Sg [gµν ] =
M2P
2~
∫
d4x
√−gR . (5)
Here, R denotes the four-dimensional Ricci scalar, we have a tree level mass parameter m2 and we
allow for a non-minimal coupling as well as a self-interaction given by the tree-level parameters ξ and
λ, respectively. We continue by slicing the space-time into spatial hypersurfaces Σt that are determined
by constant values of a four-scalar field t(xµ) whose corresponding vector field tµ, obeying tµ∇µt = 1, is
given by
tµ = Nnµ +Nµ , ∂t = t
µ∂µ , (6)
where N is the lapse function and Nµ is the shift vector such that nµ is the vector normal to the spatial
hypersurface. We note that N is a four-scalar given by
g(∂t, ∂t) = −N2 +NµNµ , (7)
and that
∂0 6= ∂t in general , (8)
i.e. we can in principle choose to work with a zero coordinate that is different from our choice of time t
used for the slicing into hypersurfaces. The next step is to define a projection tensor
γµν = gµν + nµnν . (9)
This allows us the write down the extrinsic curvature associated with our choice of the normal vector
field as
Kµν = −∇νnµ − aµnν = −γ αµ ∇αnν = −
1
2
Lnγµν , (10)
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where Ln denotes the Lie derivative along nµ and the acceleration is given by
aµ = n
α∇αnµ = γ νµ ∇ν logN . (11)
The Ricci scalar can be rewritten as [19]
R = (3)R+K2 +KµνK
µν − 2
N
(
∂t −Nµ∂µ
)
K − 2
N
(3)∇µ(3)∇µN , (12)
where (3)R is the three-dimensional Ricci scalar on spatial hypersurfaces given by
(3)R σµνρ
[
γ ασ vα
]
=
[
(3)∇µ(3)∇ν − (3)∇ν (3)∇µ
][
γ αρ vα
]
, (13)
for some dual vector vα and the covariant derivative on spatial hypersurfaces reads
(3)∇µ
[
γ ρν vρ
]
= γ ρµ γ
σ
ν ∇ρ
[
γ ασ vα
]
. (14)
We have already remarked that the zero coordinate x0 and the scalar field t are a priory not related.
However, as is often done in the ADM decomposition, we choose the zero coordinate x0 to coincide with
t,
x0 = t . (15)
We then have the following component decomposition of the metric
gµν =
(−N2 +N iNi Ni
Ni γij
)
, gµν =
( −N−2 N−2N i
N−2N i γij −N−2N iN j
)
,
√−g = Nγ1/2 , (16)
with
nµ = N−1(1, −N i) , nµ = (−N, 0) , (17)
and γij being the induced metric on the spatial hypersurface. The action for gravity evaluates up to
boundary terms3 to
Sg
[
N,Nk, γij
]
=
M2P
2~
∫
Ndtγ1/2d3x
[
(3)R−K2 +KijKij
]
, (18)
where we used
∂t log γ
1/2 = −NK + (3)∇iN i . (19)
We define the canonical momentum as a classical field configuration by means of the scalar field t(xµ),
Π =
δSm
δ
[
∂tφ
] = √−gnµ
N
∂µφ =
γ1/2
N
[
∂t −N j∂j
]
φ , (20)
and find for the classical matter action
Sm =
∫
Ndtγ1/2d3x
[
1
2
Π2
γ
− 1
2
γij∂iφ∂jφ− 1
2
m2
~2
φ2 − 1
2
ξRφ2 − 1
4!
λ
~
φ4
]
, (21)
which is manifestly invariant under spatial coordinate transformations. Since we will be dealing mostly
with 3 + 1 variables in the main parts of the paper, we would like to mention once that it is not the
spatial Ricci scalar (3)R but the four-dimensional Ricci scalar R that enters the non-minimal coupling to
the matter field φ and we will sometime refrain from expanding it in a 3 + 1 split in order to save space.
3Since we are only interested in a classical approximation to gravity, these boundary terms can be safely neglected, as
they do not influence the dynamics in the semi-classical approximation that we will be using.
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We intend to quantize the matter field φ in a curved space-time with a classical metric gµν which is
an excellent approximation whenever momenta are much smaller than the Planck mass. The quantum
theory in the operator formalism is formally specified by the time-evolution or the Hamilton operator Hˆ in
(22), the Heisenberg equations motion (24) and (25) as well as the equal-time commutation relation (23).
The Hamilton operator Hˆ is a functional of the canonical (bare) field operators φˆB and ΠˆB . Moreover,
it depends on the bare couplings m2B , ξB , λB as well as the classical, possibly stochastic metric gµν in
the 3 + 1 split,
Hˆ =
∫
Σt
Nγ1/2d3x
[
1
2
γ−1Πˆ2B+γ
−1/2N−1ΠˆBN j∂j φˆB+
1
2
γij∂iφˆB∂j φˆB+
1
2
m2B
~2
φˆ2B+
1
2
ξBRφˆ
2
B+
1
4!
λB
~
φˆ4B
]
− 1ˆ
∫
Σt
Nγ1/2d3x
[
ΛB + κBR+ α1BRµνρσR
µνρσ + α2BRµνR
µν + α3BR
2
]
, (22)
where we refrained from a 3+1-split of the gravitational counterterms. The counterterms are unavoidable
in order to obtain a finite Hamiltonian, once we solve the Heisenberg equations of motion and impose
the equal-time commutation relation[
φˆB(x
0, xi) , ΠˆB(x
0, x˜i)
]
= i~δ(3)(xi − x˜i) , (23)
where other combinations of canonical fields at equal time commute. The Heisenberg equations of motion
read
LtφˆB = ∂tφˆB = N
γ1/2
ΠˆB +N
j∂j φˆB , (24)
LtΠˆB = ∂tΠˆB + ΠˆB∂µtµ = ∂j
[
N jΠˆB
]
+ ∂i
[
Nγ1/2γij∂j φˆB
]
−Nγ1/2
[m2B
~2
φˆB + ξBRφˆ+
1
6
λB
~
φˆ3B
]
. (25)
In covariant notation we find4
nµ
N
∇µφˆB = ΠˆB√−g , (27)
∇µ
[
Nnµ
ΠˆB√−g
]
= ∇µ
[
γµν∇ν φˆB
]
− m
2
B
~2
φˆB − ξBRφˆB − 1
6
λB
~
φˆ3B , (28)
which is equivalent to
φˆB = ∇µ∇µφˆB = m
2
B
~2
φˆB + ξBRφˆB +
1
6
λB
~
φˆ3B . (29)
In contrast to their classical counterparts, the latter equations exhibit a couple of subtleties of which we
have to be aware if we want to formulate phase-space densities that are based on quantum field operators.
A very important remark we would like to spell out right away is that even the renormalized version of
(29) holds strictly speaking only for n-point functions at non-coincident points x1, x2, ..., xn in space-time.
The equations of motion do not need to hold for monomials of operators in the coincident limits xi → xj
due to anomalies that emerge from renormalization (see the summary of section 3.3 in [20]) and we will
4Note that
∇µ
[
γµν∇ν φˆB
]
= (3)∇µ(3)∇µφˆB + aµ(3)∇µφˆB = (3)∇i(3)∇iφˆB + (3)∇i logN(3)∇iφˆB . (26)
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comment more on this anomaly when we discuss the normal ordered energy-momentum tensor entering
the semi-classical Einstein equation in the next section.
Renormalizing n-point functions in the coincident limit or similarly normal ordering the composite
operators appearing within them is unavoidable due to the constraints that have to be imposed on the
canonical operators via the commutation relation (23). These constraints distinguish the quantum field
theory from a stochastic field theory whose (commuting) field operators may be given any initial values
(formulated in terms of all n-point functions) which are evolved via the analogue of (26) and (28) or
equivalently of (29) in the stochastic field theory. Apart from the dynamics, which is altered by the non-
commutativity, the quantum field theory is thus also different from a stochastic field theory in the sense
that their action is constrained to yield a certain value for any n-point function since the commutation
relation (23) is independent of any state with respect to which we evaluate these operators. We can see
this for example by looking at the two Wightman-functions that solve
x〈φˆB(x)φˆB(y)〉 = m
2
B
~2
〈φˆB(x)φˆB(y)〉+ ξBR(x)〈φˆB(x)φˆB(y)〉+ 1
6
λB
~
〈φˆ3B(x)φˆB(y)〉 , (30)
where the expectation value refers to an arbitrary state and the same equation holds if the differential
operator including the Ricci scalar acts on the other coordinate. No matter which state we choose, the
equal-time commutation relation (23) forces us to pick up a bi-solution (solution in both arguments) of
equation (30) which is singular in the limit x → y. It also forces us to bestow the Wightman functions
with an imaginary part for non-equal times and we note that it is the same singular behavior that yields
Greens functions for the Klein-Gordon operator (see e.g. [21]). Still, the state of the system can very well
posseses additional non-singular behavior which is exactly the part which is suitable to be described by
the kinetic equations we derive below in some approximation. A clear example for this contribution of
singular and non-singular behavior to the two-point function is a thermal state in Minkowski space-time
which contains the vacuum contribution as well as a finite temperature dependent piece (see e.g. [22]).
Moreover, the distributional nature of quantum fields forces us to renormalize parameters of the
theory as soon as composite operators such as φˆ2(x) enter physical observables. This becomes apparent
if we consider the energy-momentum tensor such that we have to renormalize gravitational couplings
as we will review below and it will continue to do so at the level of self-interactions. Looking at the
operator equations (29), we can already see that the mass mB , the non-minimal coupling parameter ξB
and coupling λB will get renormalized since they have to balance the divergent pieces of the composite
operator φˆ3 in the coincident limit which itself may be expressible as a formal series in λB of composite
free-field operators. A better way of writing (29) makes use of a normal ordering procedure that has been
developed in the context of algebraic quantum field theory in curved space-time (see [23] [24] [25] and
references therein, in particular [26]). Defining the renormalized field operator φˆ and the renormalized
couplings m, ξ, λ, equation (29) now reads
φˆ = m
2
~2
φˆ+ ξRφˆ+
1
6
λ
~
: φˆ3 : , (31)
where ” : ( . ) : ” denotes a normal ordering procedure whose essential ideas are explained in the review [23].
The main observation is that a class of well-defined states - called Hadamard states that cover for example
Gaussian states and thermal states - have the same singular behaviour concerning the coincidence limit of
their two-point function in the free field limit. The singular behaviour is given in terms of the Hadamard
7
parametrix H(x, y) which is a local (normal neighborhood) bi-solution to the free Klein-Gordon equation
(30) (λ = 0) up to state-dependent terms that remain smooth in the coincident limit, it reads
H(x, y) =
~
4pi2
[
u(x, y)
σ(x, y) + i0+τ(x, y)
+ v(x, y) log
[
µ2
(
σ(x, y) + i0+τ(x, y)
)]]
, (32)
where the bi-scalar σ(x, y) is the signed squared geodesic distance between two points x, y in space-time
(+ for space-like and − for time-like separations), τ(x, y) is the difference of some global time function
between y and x and µ is an arbitrary energy scale. Moreover, the bi-scalars u and v are smooth, real
valued and depend on the squared mass as well as local geometric quantities. The bi-scalar v may be
written as a formal series in the signed squared geodesic distance σ whose coefficients can be determined
iteratively [21]. The two-point function w2(x, y) of any Hadamard state has then locally the form,
w2(x, y) =
~
4pi2
[
u(x, y)
σ(x, y) + i0+τ(x, y)
+
( N∑
n=0
vn(x, y)σ
n(x, y)
)
log
[
µ2
(
σ(x, y) + i0+τ(x, y)
)]]
+RN,w
= HN (x, y) +RN,w , (33)
where RN,w is a smooth, N + 1-times differentiable remainder that depends on the state. Normal
ordering of a quadratic monomial of off-shell field operators with N derivatives at the same space-time
point is achieved by covariant point-splitting, subtracting the Hadamard parametrix HN (x, y), taking
the coincidence limit and fixing a finite number of ambiguities which can be related to the arbitary
energy-scale µ. This fixation may be achieved by demanding a certain state or the value of certain
renormalized couplings. The deviation from minimal normal ordering (i.e. substracting exclusively terms
that diverge in the coincidence limit) is for some monomials necessary to fulfill reasonable requirements as
for example stress-energy conservation [27]. The latter observation may be understood as a consequence
of consistently defining algebraic quantum field theory in curved space-time [26]. The procedure of
normal ordering quadratic monomials can also be generalized to higher-order monomials and a rigorous
definition is given in equation (59) in [26], where it is also discussed that normal ordering obeys the
Leibniz rule for off-shell field operators. An anomaly in the free scalar field theory (i.e. failure of the
equations of motion to be satisfied for composite operators) is eventually related to the normal ordered
operator : φˆ(x)
[
x − m2~2 − ξR(x)
]
φˆ(x) :∝ 1ˆQ(x) where Q(x) is a classical field constructed from purely
geometrical quantities which cannot be set to zero via counterterm ambiguities (a detailed calculation via
point-splitting is for example available in [28], where, however, the counterterm ambiguities still need to
be applied). It is the latter observation that forbids us to enforce the Heisenberg equations for monomials
in the coincident limit. It translates to the fact the energy-momentum tensor acquires a trace even if
it was classically zero. Moreover, since the above anomaly can be written as an operator identity, it is
independent of the state in which one would like to evaluate this operator and thus cannot be argued away
for example by choosing a state that has some notion of classicality. It might be negligible but is strictly
speaking always present. The whole program of algebraic quantum field theory in curved space-time is
then carried forward to include also interactions by defining time-ordered products in order to relate free
and interacting field operators via a formal power series in the coupling constant.
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2.2 Semi-classical Einstein equation and stress-energy renormalization
The difficulties of quantum field theory in curved space-time are in particular revealed if we ask how to
determine the classical metric gµν . The first option is to postulate the metric to have a certain form by
means of additional degrees of freedom that couple to the field φ only indirectly via gravity neglecting
any back reaction. The second option is to include back-reactions via the renormalized semi-classical
Einstein equations,
Gµν
[
gµν
]
=
~
M2P
〈: Tˆµν
[
φˆ, gµν
]
:〉 , (34)
where the normal ordering regularizes the infinite contribution of composite operators such that we are
dealing with finite quantities but also with renormalized couplings. The quantum expectation values are
taken with respect to some yet unspecified state with possibly stochastic initial conditions (for example
in order to account for cosmological setups). Ambiguities in the normal ordering prescription can be
interpreted as a change of couplings of a renormalized effective action on the gravitational side. These
ambiguities may be fixed by demanding that the left-hand side of the Einstein equation remains in its
classical form without a cosmological constant. A standard way to carry out this renormalization is to
make use of the effective action that is defined in terms of a path integral which implicitly makes use of a
preferred state. This state is unambigious in Minkowski space but fails to be so for general curved space-
times. Nonetheless, in the context of slowly-varying space-times one can pick an adiabatic vacuum and
calculate the renormalized effective action by methods such as dimensional regularization (this is discussed
for example in the standard reference [29] as well as the more recent textbook [30]). Thus, we choose the
renormalization parameters for gravity such that they shall neither contain a cosmological constant, nor
higher-order geometrical terms other than the four-dimensional Ricci scalar R so that it agrees with the
classical action Sg and the renormalized Planck mass is given by MP ≈ 2.45× 1018 GeV which is another
way of phrasing that corrections to the classical Einstein equations without a cosmological constant can
safely be neglected at the energy scales that we are preparing experiments at.
Keeping in mind that composite operators diverge in the coincidence limit and that we have to be
careful evaluating the equations of motion, the energy-momentum operator in (34) reads formally
Tˆµν = ∂µφˆB∂ν φˆB+ξB
(
gµν−∇µ∇ν +Rµν
)
φˆ2B−
gµν
2
[
∂αφˆB∂αφˆB+
m2B
~2
φˆ2B+ξBRφˆ
2
B+
1
12
λB
~
φˆ4B
]
. (35)
Let us rewrite the energy-momentum tensor given by (35) in terms of the canonical field operators
and the 3+1 decomposition
Tˆµν = Eˆnµnν + Pˆµnν + Pˆνnµ + Sˆµν . (36)
One can verify that the non-trivial equation of motion of the canonical field operators is encoded in
the bare spatial operator Sˆµν . Without going into any details we now take for granted that we have a
normal ordering procedure available as we sketched it above and that this procedure includes perturbative
interactions as well. The finite energy, momentum and stress densities with respect to a normal observer,
E = 〈: Eˆ :〉 , Pj = 〈: Pˆj :〉 , Sjk = 〈: Sˆjk :〉 , (37)
are then according to (39) to (41) expressible in terms of the normal ordered equal-time correlators of
renormalized fields 〈: Πˆ2 :〉,〈: ((3)∇k)mφˆ((3)∇j)2−mφˆ :〉, 〈: φˆ4 :〉, ... as well as in terms of the renormalized
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couplings m2, ξ and λ. The spatial tensor Sjk will always get an anomalous contribution γkjQ after
evaluating the normal ordered equation of motion, despite the viewpoint that this anomalous contribution
may be safely neglected for a certain choice of a state. We have5
E =
1
2
[
γ−1〈: Πˆ2 :〉+ 〈: (3)∇kφˆ(3)∇kφˆ :〉 − 2ξ(3)∇k(3)∇k〈: φˆ2 :〉+ m
2
~2
〈: φˆ2 :〉
− 2ξKγ−1/2
(
〈: φˆΠˆ :〉+ 〈: Πˆφˆ :〉
)
+ ξ
(
(3)R+K2 −KijKij
)〈: φˆ2 :〉+ 1
12
λ
~
〈: φˆ4 :〉
]
, (39)
Pj = −1
2
γ−1/2
[
〈: Πˆ(3)∇j φˆ :〉+ 〈: (3)∇j φˆ Πˆ :〉
]
+ ξ(3)∇j
[
γ−1/2〈: Πˆ φˆ :〉+ γ−1/2〈: φˆ Πˆ :〉
]
+ ξ
[
(3)∇mKjm − (3)∇jK +K mj (3)∇m
]
〈: φˆ2 :〉 , (40)
Sjk = 〈: (3)∇j φˆ(3)∇kφˆ :〉 − ξ(3)∇j(3)∇k〈: φˆ2 :〉 − ξKjkγ−1/2
[
〈: Πˆ φˆ :〉+ 〈: φˆ Πˆ :〉
]
+ 2ξQγjk
+ ξ
[
(3)Rjk +KKjk − 2KjmKmk − LnKjk +N−1(3)∇j(3)∇kN
]
〈: φˆ2 :〉
− 1
2
(
1− 4ξ)γjk[− γ−1〈: Πˆ2 :〉+ 〈: (3)∇mφˆ(3)∇mφˆ :〉+ m2~2 〈: φˆ2 :〉
+ ξR〈: φˆ2 :〉+ 1
12
1− 8ξ
1− 4ξ
λ
~
〈: φˆ4 :〉
]
. (41)
It should be clear that the trace S appearing in these equations is not to be confused with the total
classical action Stot.
As explained below equation (34) we now choose the renormalized couplings on the left-hand-side of
the semi-classical Einstein equation - and thus the normal ordering ambiguities - such, that we are dealing
with classical gravity without a cosmological constant. We then have the expressions found in [31],
1
2
[
(3)R+K2 −KijKij
]
=
~
M2P
E ,
(3)∇jKji − (3)∇iK =
~
M2P
Pi ,
LNnKij + (3)∇i(3)∇jN −N
[
(3)Rij +KKij − 2KimKmj
]
=
~
M2P
N
[1
2
(
S − E)γij − Sij] ,
(42)
where we restricted the expressions to spatial indices for tensors in the spatial hypersurface. As we
remarked in the beginning, the split of the two-point function into a part which is singular in the coincident
limit (state-independent) and non-singular (state-dependent) part can be read as a split into a manifestly
microscopic part inherited from the quantum commutation relation and a part that in principle allows for
a macroscopic distribution of particles (among many other possibilities). Our goal is now to rewrite the
quantities E, Pi and Sij in terms of integrated phase-space densities which allow for a particle distribution
interpretation in certain limits.
5As a cross-check, we verify that also in this 3 + 1-split the anomalous trace is indeed given by Q for the configuration
m2 = λ = 0 and ξ = 1/6,
〈: Tˆµµ :〉 = S − E := Skk − E ,
(
S − E
)∣∣∣
m2=λ=0, ξ=1/6
= Q
∣∣∣
m2=λ=0, ξ=1/6
. (38)
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3 Wigner operators from canonical fields
We have reviewed the Hamiltonian formulation for the real scalar field operator and its conjugate mo-
mentum in curved space-time with a classical metric that is given through the semi-classical Einstein
equation. Up to this point we have a description of matter in terms of canonical field operators. We
would like to get to a different description by retaining the operator nature and forming a set of trans-
formed objects fˆi(x
µ , pi) out of the canonical field operators that depend on phase-space variables, where
xµ is a collective space-time point and pi labels momenta distributed around it. We will construct four
such operators fˆ±1 , fˆ2 and fˆ3. The first two fˆ
±
1 naturally combine into a single operator fˆ1 which may be
straightfordwardly interpreted as a fluctuating particle distribution in phase-space under certain condi-
tions. This means that whenever the state, that the operator fˆ1 eventually acts on can be characterized
as classical, we want to interprete the operator fˆ1 as a classical, fluctuating phase-space density in the
sense of statistical mechanics. The remaining two phase-space densities fˆ2 and fˆ3 stem from the relativis-
tic description of the Klein-Gordon equation and do represent degrees of freedom which are absent for
classical particle descriptions, so they may be interpreted as giving small backreaction on the operator fˆ1
whenever we are in regime where the contributions of fˆ1 dominate. We remark, that we see no advantage
in reformulating the system in terms of these phase-space operators if the state cannot be characterized
as classical. This requirement can be understood by looking at the dynamics of the operators fˆ1,2,3,
which will involve an infinite series of spatial derivatives that needs to be truncated, which is not possible
if the state does not allow for a seperation of scales, see also the explanations in [7].
Although we are talking about phase-space operators so far, we should note that it is not overly
important to retain the operator nature and we will soon drop it by taking expectation values. The reason
we mentioned the operator nature in the first place, was to make easier contact to an n-particle distribution
for the operator fˆ1, such as for example the irreducible two-particle distribution f
(2)
1 = 〈fˆ1fˆ1〉 − 〈fˆ1〉〈fˆ1〉
which will appear naturally once we switch on interactions or take into account the classical stochastic
limit of quantized gravitational perturbations (the role of these higher-order correlators which goes under
the name BBGKY hierarchy is discussed for example in [16] in the context of dark matter). However, even
if we switch on interactions, we are interested in regimes where the higher connected n-point functions
are considered to have a small influence on the dynamics (Gaussian state truncation or resummed 1-loop
approximation [32]),
〈: φˆ(x1)...φˆ(xn+2) :〉connected ≈ 0 , n > 2 . (43)
This is the case when the self-coupling λ multiplied by the number of particles running in the loops is
small. Moreover, we want to consider a state with vanishing one-point functions
〈φˆ〉 = 〈Πˆ〉 = 0 . (44)
In principle there is no obstacle in including also one-point functions in the formalism and it is certainly
worth studying the influence of condensates. Nonetheless, in order to the keep the scope of the paper
focussed we will postpone this discussion. The reason is that densities which are obtained by Wigner
transforming products of one-point functions admit a gradient expansion only after a smoothing procedure
[13] [14], which makes it necessary to deal separately with their dynamical equations and the way they
react back on the connected part of the two-point function (directly via self-interactions or indirectly
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via gravity). By working with the just mentioned assumptions, we see that the full four-point function
entering the energy-momentum tensor becomes
〈: φˆ4 :〉 ≈ 3〈: φˆ2 :〉2 = 3× . (45)
After having discussed our assumptions on the quantum state and the self-interaction, let us now get
started by gaining some intuition for the phase-space operators fˆi that we are after. We know that the
energy-momentum tensor for a classical particle distribution in a general relativistic setting is given via
second moments for the corresponding classical Boltzmann distribution fclass,
T classµν (x
µ, pi) =
∫
d3p
γ1/2
pµpνfclass(x
µ, pi) , p0 = ω(pi) , (46)
where the zero component of the four-momentum is constrained by an on-shell condition. On the other
hand we see that, at least in the absence of self-interactions, the energy-momentum tensor of the scalar
field theory (36) is given in terms of quadratic monomials of the canonical operators. It is suggestive to
look for some kind of Fourier transform of these quadratic monomials with respect to a shift variable rk
whose conjugate variable pk may be interpreted as a spatial momentum such that gradient terms in (36)
will contain integrals over these momenta. This spatial Fourier transform is called Wigner transform and
it is well known for the special relativistic case with flat metric ηµν in terms of a formulation where the
zero component of the momentum variable is off-shell (see e.g. [1] for an introduction),
fsr(x
µ, pµ) ∝
∫
d4re−
i
~ r
µpµ
〈
φˆ
(
x+
r
2
)
φˆ
(
x− r
2
)〉
. (47)
It is important to note that taking moments of these densities in k0 will yield more than one density as
it was worked out in [33] for FLRW space-times and the relation to the energy density in (46) has been
provided there.
Furthermore, fully general relativistic Wigner transforms have been proposed at the level of two-point
functions for scalar fields using local expansions [3] [4] as well as non-perturbative expression based on an
operator formulation [5] [6]. However, all of the latter four fully covariant proposals are based descriptions
that leave the zero component of the momentum off-shell which does not make a closed set of differential
equations for all involved degrees of freedom manifest if we assume a Gaussian state truncation.6 In [7] we
were working with linearized gravitational fields in longitudinal gauge and defined equal-time densities via
two-point functions of canonical field operator which did not depend on off-shell momenta. We concluded
that in a large mass, non-relativistic limit only a combination of two out of four two-point functions may
be regarded as classical Boltzmann distribution whereas the other two two-point functions are to leading
6The Gaussian state truncation implies that the effect of interaction via connected higher n-point functions is neglected,
if the latter had substantial effect and were taken into account, the system would not close anyway unless a quasi-particle
approximation is applied.
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order highly oscillatory and otherwise suppressed. Although these oscillatory densities need not to be
observable themselves, they still can have the potential to influence the classical particle density.
In addition to the work of [3] [4] [5] [6], it is our goal the make the application of the kinetic represen-
tation of quantum field theory for generic curved space-times more feasible by generalizing the description
in terms of canonical fields in linearized longitudinal gauge in [7] to arbitrary metrices. This framework
would firstly allow us once more to identify the quantity that comes closest to a classical Boltzmann
phase-space density (which is non-trivial for a real scalar field in inhomogeneous setups, i.e. it is not
simply the integrated version of the various off-shell densities discussed in [3] [4] [5] [6]) and secondly,
to systematically study the effect of highly oscillatory state contributions on the dynamics of the slowly
varying part of the state that comes closest to a classical particle description.7
Looking at (47), we see that the main ingredient will be a covariant shift of the canonical fields which
has been worked out by [5] by treating space and time on equal footing. We apply the idea here to our
canonical formulation on spatial hypersurfaces.
Before we can present our definition, we introduce the following differential operator on the spatial
hypersurfaces Σt,
(3)∇Hk := (3)∇k − rl(3)Γnkl
∂
∂rn
, (48)
where (3)∇ is the time-dependent covariant derivative on the spacelike hypersurfaces Σt and (3)Γnkl are
the associated connection coefficients. The differential operator (48) is in fact the horizontal lift of the
covariant derivative (3)∇ (induced on Σt via the 3+1 decomposition) to the tangent bundle TΣt (see
for example [35] or [36] for an introduction to induced covariant derivatives on tangent bundles). This
covariant derivative satisfies (3)∇Hk rj = 0 .
Let Xˆ and Yˆ denote canonical operators φˆ and γ−1/2Πˆ. If we combine a pair of canonical operators
{Xˆx, Yˆy} into a single operator XˆxYˆy it will yield a state-independent and moreover UV-divergent part
that can be defined in a normal neighbourhood around a collective point. In order to capture this region
for operators at equal times, let Θ
[
rk, lN (x
µ)
]
be a cut-off function for the spatial tangent space at
xµ that vanishes for values of rk which yield a spatial geodesic s(xµ, rk) with initial tangent vector rk
emanating from xµ whose associated distance ||s||(xµ, rk) is bigger than the radius of a spatial, normal
neighbourhood specified by the scalar lN (x
µ) around the point xµ which much smaller than the scale
provided by the curvature but much bigger than a typical momentum scale, (∆p)
−1  lN  R−1/2.
Now we define for each pair of spatially separated canonical operators a function that removes the state-
independent part of the operator Xˆ
[
s(xµ, rk/2)
]
Yˆ
[
s(xµ,−rk/2)] within a normal region around it,
Hφφ
[
xµ, rk
]
:= Hλ
[
y, z
]∣∣∣
y=s(xµ,rk/2), z=s(xµ,−rk/2)
, (49)
HφΠ
[
xµ, rk
]
:=
(
nν∇ν
)
z
Hλ
[
y, z
]∣∣∣
y=s(xµ,rk/2), z=s(xµ,−rk/2)
, (50)
HΠφ
[
xµ, rk
]
:=
(
nν∇ν
)
y
Hλ
[
y, z
]∣∣∣
y=s(xµ,rk/2), z=s(xµ,−rk/2)
, (51)
HΠΠ
[
xµ, rk
]
:=
(
nν∇ν
)
y
(
nρ∇ρ
)
z
Hλ
[
y, z
]∣∣∣
y=s(xµ,rk/2), z=s(xµ,−rk/2)
, (52)
where Hλ has to be computed perturbatively in the self-coupling λ in a normal neighbourhood. The
7The last viewpoint is similar to the analysis in [34] in which relativistic correction on the non-relativistic amplitude of
an interacting real scalar field in flat space-time have been worked out to yield.
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free-field limit Hλ=0 is given by (32). We define the associated, spatially covariant, Wigner operator as
FˆXY (x
µ, pk) := γ
1/2(xµ)
∫
TΣt
dr3e−
i
~ r
kpk
[
exp
(
rk
2
(3)∇Hk (xµ)
)
Xˆ(xµ)
][
exp
(
−r
k
2
(3)∇Hk (xµ)
)
Yˆ (xµ)
]
− 1ˆγ1/2(xµ)
∫
TΣt
dr3e−
i
~ r
kpkΘ
[
rj , lN(x
µ)
]
HXY
[
xµ, rk
]
(53)
=: γ1/2(xµ)
∫
TΣt
dr3e−
i
~ r
kpk
× :
[
exp
(
rk
2
(3)∇Hk (xµ)
)
Xˆ(xµ)
][
exp
(
−r
k
2
(3)∇Hk (xµ)
)
Yˆ (xµ)
]
: , (54)
with X,Y ∈ {φ, γ−1/2Π} and the corresponding expectation values
Fφφ = 〈Fˆφφ〉 , FφΠ = 〈FˆφΠ〉 , FΠφ = 〈FˆΠφ〉 , FΠΠ = 〈FˆΠΠ〉 . (55)
In the definition (54), HXY subtracts the state-independent part in a normal neighbourhood around x
µ
and may be viewed as a off-coincident normal ordering.8 We can similarly view the subtraction as a coarse-
graining with respect to quantum UV-modes and it is interesting to note that boundary terms arising
from the normal neighbourhood can give rise to noise terms as they appear in stochastic inflation [37].
Including these type of terms in kinetic equations is however beyond the scope of this paper. Although
a state-independent, off-coincident normal ordering operation is discussed in the context of algebraic
quantum field theory for free fields by means of the Hadamard parametrix [23], we are not aware that
this definition is extended to interacting fields at the rigorous level that algebraic quantum field theory
operates on. However, we think it is important to signal that such a procedure is necessary to obtain
operators that describe real particle fluctuation and exclude virtual particles. Moreover, normal ordering
is clearly demanded if we take moments in the momenta pk of (54) which would otherwise result in
coincident limit two-point functions that are divergent, instead we have for example
1
(2pi~)3
∫
d3p
γ1/2
Fˆφφ(x
µ, pk) = : φˆ
2 : (xµ) , (56)
which is crucial if we want to rewrite the energy-momentum tensor in terms of Fˆφφ, FˆΠφ, FˆφΠ, FˆΠΠ.
On the other hand, the details of the normal ordering procedure should not affect the effective descrip-
tion that we are after whenever infrared and ultraviolet physics decouple which concretely amounts in this
paper to neglect firstly, anomalous contributions of the matter two-point functions, secondly, boundary
terms of the state-independent part due to the normal region and thirdly, 2-loop corrections that will
again pick up quantum contributions running in the loop.
Let us discuss the other ingredients appearing (54). We verify in appendix A.1 that powers of the
spatially covariant shift operator r
k
2
(3)∇Hk yield the following when acting on scalar densities f(xµ) with
weight zero, [
rk(3)∇Hk
]n
f = ri1 ...rin (3)∇i1 ...(3)∇inf =
[
rk
(
∂k − (3)Γmklrl
∂
∂rm
)]n
f , (57)
which allows us to consider the definition (54) even without the introduction of geometrical objects on the
tangent bundles TΣt. We also realize that any change of spatial coordinates in (54) can be absorbed into
8See also the inclusion of normal ordering for Minkowski space Wigner transformations in [1] which is not restricted to
a normal neighbourhood due to vanishing curvature.
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the integration variable rk that then transforms as a 3-vector and leaves the measure invariant thanks to
the spatial determinant factor. The conjugate momentum pk then transforms as a covariant 3-vector.
Equation (57) also reveals, that the covariant shift operators reduce to spatial translations when
working with Riemann normal coordinates since only symmetrized covariant derivatives enter. It shows
that the exponentials acting in (54) translate the operators Xˆ, Yˆ from point xµ to the point specified by
the spatial geodesic emanating at xµ with tangent vector rk in opposite directions. Taking expectation
values of the operator fˆXY will then contain the information in the momentum space representation on
how Xˆ and Yˆ are correlated around the collective point xµ where the normal ordering takes care that UV
correlations that are purely quantum are removed up to boundary terms. However, the cut-off related
to the normal neighbourhood around xµ should have small effect as long as the state-dependent field
correlations are restricted to regions much smaller than the inverse curvature. The gradients with respect
to the center coordinate xµ then quantify how this correlation changes in space-time.
Given the canonical operators of the real scalar field theory, we have four different Wigner operators
Fˆφφ, FˆΠφ, FˆφΠ, FˆΠΠ whose dynamics are determined by the dynamics of the operators φˆ and Πˆ. Un-
fortunately, the calculation is tedious and some techniques to perform it have to be introduced. Let us
therefore make some easier observation before that and save the difficulties for later.
We observe that the operators Fˆφφ, FˆΠφ, FˆφΠ, FˆΠΠ are dimensionally inequivalent and not all of them
are real. In order to rescale the Wigner operators in units of energy, we consider the free particle energy
via the 3+1 decomposition
ωp = Np
0 =
(
m2 + γklpkpl
)1/2
, (58)
and define the following dimensionally equivalent phase-space density operators and the corresponding
expectation values
f+1 = 〈fˆ+1 〉:=
1
(2pi~)3
1
2~
[ωp
~
〈Fˆφφ〉+ ~
ωp
〈FˆΠΠ〉
]
, (59)
f−1 = 〈fˆ−1 〉:=
1
(2pi~)3
i
2~
[
〈FˆΠφ〉 − 〈FˆφΠ〉
]
, (60)
f2 = 〈fˆ2〉 := 1
(2pi~)3
1
2~
[ωp
~
〈Fˆφφ〉 − ~
ωp
〈FˆΠΠ〉
]
, (61)
f3 = 〈fˆ3〉 := 1
(2pi~)3
1
2~
[
〈FˆΠφ〉+ 〈FˆφΠ〉
]
. (62)
We note that the phase-space density operators fˆ+1 , fˆ2 and fˆ3 are even functions of the momentum pk
whereas fˆ−1 is an odd function of the momentum. From here on we will work mostly with expectation
values of operators which is clarified by omitting the hats.
Making use of delta functions, setting the connected four-point functions to zero, dropping the anoma-
lous contribution and boundary terms, we can express the energy-momentum tensor in terms of the
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phase-space densities (59) to (62) as follows,
E =
∫
d3p
γ1/2
ωp f
+
1 − 2ξ~K
∫
d3p
γ1/2
f3 +
~2
8
[
1− 8ξ
]
(3)∇k(3)∇k
∫
d3p
γ1/2
f+1 + f2
ωp
+ ξ
~2
2
(
(3)R+K2 −KijKij
)∫ d3p
γ1/2
f+1 + f2
ωp
+ λ
~3
8
[∫
d3p
γ1/2
f+1 + f2
ωp
]2
, (63)
Pk =
∫
d3p
γ1/2
pkf
−
1 −
~
2
[
1− 4ξ](3)∇k ∫ d3p
γ1/2
f3
+ ξ~2
[
(3)∇mKjm − (3)∇jK +K mj (3)∇m
] ∫ d3p
γ1/2
f+1 + f2
ωp
, (64)
Skm =
∫
d3p
γ1/2
pkpm
ωp
(
f+1 + f2
)− 2ξ~Kkm ∫ d3p
γ1/2
f3 +
~2
4
[
1− 4ξ
]
(3)∇k(3)∇m
∫
d3p
γ1/2
f+1 + f2
ωp
− γkm
[
1− 4ξ][ ∫ d3p
γ1/2
ωp f2 +
~2
8
(3)∇j(3)∇j
∫
d3p
γ1/2
f+1 + f2
ωp
]
+ 2ξ~
[
Rγkm +
(3)Rkm +KKkm − 2KkjKjm − LnKkm +N−1(3)∇j(3)∇kN
] ∫ d3p
γ1/2
f+1 + f2
ωp
− γkmλ~
3
2
[
1− 8ξ][ ∫ d3p
γ1/2
f+1 + f2
ωp
]2
, (65)
where we used relations of the type
: ∂iφˆ∂j φˆ : =
1
4
(3)∇i(3)∇j : φˆ2 : +
∫
d3p
(2pi~)3
γ−1/2
pipj
~2
Fˆφφ . (66)
We can also write down energy-momentum conservation ∇µ〈: Tˆµν :〉 = 0 in terms of this 3+1 decompo-
sition (see for example [31]),
∂t
(
γ1/2E
)
+ ∂i
[
γ1/2
(
NP i −N iEˆ)] = Nγ1/2(SijKij − P i∂i lnN) , (67)
∂t
(
γ1/2Pj
)
+ ∂i
[
γ1/2
(
NP ij −N iPj
)]
= Nγ1/2
(1
2
Sik∂jγik +N
−1Pi∂jN i − E∂j lnN
)
, (68)
which however does not help very much since the involved quantities are still constrained via the phase-
space densities fi. We thus have to know their dynamics which we will postpone to a later section as
promised.
Let us see what we can read off from the decomposition (63) to (65). By writing fˆ1 = fˆ
+
1 + fˆ
−
1 and
using the parity properties of these operators , we arrive at the form
E =
∫
d3p
γ1/2
ωpf1 + ~2O
(
f1
)
+ ~2O(f2)+O(ξ, λ) , (69)
Pk =
∫
d3p
γ1/2
pkf1 + ~O
(
f3
)
+O(ξ) , (70)
Skm =
∫
d3p
γ1/2
pkpm
ωp
f1 +O
(
f2
)
+ ~2O(f1)+O(ξ, λ) . (71)
We can do the same 3+1 projection with the classical energy-momentum tensor (46) whose building
blocks can be fluctuating phase-space densities that still need to be averaged over in statistical context.
Since we could have written down the equautions (69) to (71) also at the level of renormalized operators,
we can tentatively identify the operator fˆ1 as a fluctuating phase-space density at the level of the normal
projected energy-momentum tensor, up to certain correction terms. The average f1 is viewed as the
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one-particle distribution in phase-space. Let us discuss under which conditions this identification is
justified.
The first conditions concerns a spatial gradient expansions proportional to the Planck constant ~
where spatial gradients with respect to the variable xi are compared to either the energy ωp or the
momentum pk within spatial momentum integrals of a phase-space density 〈fˆi(xµ, pj)〉. If we picture a
non-relativistic setting where m |pk| for any fi(xµ, pj), we see that the gradient expansion is applicable
if the energy-scales satisfy m  ∆p ≈ ~∆r  ~∆x .9 The relation between the short distance difference
scale ∆r and the long distance, center coordiate scale ∆x lies at the heart of the Wigner transformation.
In the context of general relativity, it corresponds to locally homogeneous two-point functions depending
only on the (covariantly generalized) difference coordinate of the involved operators subsequently yielding
only a momentum dependence around ∆p which is then corrected on larger scales ∆x via gravitational
inhomogeneities (plus additional effects due to self-interactions). We underpin once more, that it depends
on the state in Hilbert space whether or not these corrections are small since the higher-order spatial
gradient corrections are strictly speaking always present. Typical correction terms in the dynamics of
phase-space operators will include
O(~)fi(t, x, p) ∼ {~∂k ∂
∂pk
,
~∂k√
m2 + γijpipj
,
~
pk∂k
(3), ...
}
fi(t, x, p) . (72)
Another obvious condition that should be satisfied in order to treat the operator fˆ1 = fˆ
+
1 + fˆ
−
1 similarly
to a classical, particle-associated fluctuating phase-space density concerns the expectation values of the
two operators fˆ2,3 appearing in (69) to (71). If we wanted an averaged energy-momentum tensor from
the field theoretic description that looks almost identical to the one obtained from an averaged classical
particle description, the densities f2,3 would have to be chosen small initially. Note that the assumption
that f+1 should be regarded as the dominant density in comparison with f2 is supported by observation
that ∫
d3p
γ1/2
ωpf1 ≥
∣∣∣∣∫ d3pγ1/2ωpf2
∣∣∣∣ , (73)
which follows from their very definition. The bound can be hit for example for homogeneous condensates
〈φˆ〉(t) ∝ sin(mt/~). On the other, only the density f−1 can fulfil the job as a classical particle phase-space
density since it is the only odd density and thus clearly favoured in comparison to f3 in (70). However,
even if we make the identification (69) to (71) initially, we have to be sure that the dynamics keeps the
influence of the fluctations f2,3 small over time which relates to requirements on the parameters of the
theory (m, ξ, λ). It is clear that we expect for example from a strongly interacting regime λ  1 many
more effects than a mass renormalization and pressure correction, since the Gaussian state approximation
breaks down and higher n-point functions enter the dynamics.
Let us summarize what we have found so far. We have provided a spatially covariant set of three even
and one odd quadratic equal-time operators and their expectation values (59) to (62) that have units of
phase-space densities and that depend on a space-time point xµ and spatial three-momentum pi. There
is no dependence on a off-shell zero-momentum component. By looking at the 3+1 decomposition of the
energy-momentum tensor (69) to (71), we identified a distinguished combination of one even and the odd
operator fˆ1 = fˆ
+
1 + fˆ
−
1 which appears to mimic a fluctuating, classical phase-space density in the sense of
9We commented more on this expansion in the context of dark matter in [7].
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statistical mechanics whenever it is acting on a state that is classical enough such that it admits a spatial
gradient expansion. The remaining two even operators fˆ2,3 represent degrees of freedom that stem from
the fundamental relativistic, field theoretic description and we have argued that the expectation values
f2,3 should taken to be small for a purely particle-like interpretation. However, they can in principle have
a significant role for the evolution of the system and it is worth studying how such additional components
from the field theoretic description correct the classical particle picture.
4 Hydrodynamic cold dark matter limit: from normal observers
to fluid rest-frame
Our original motivation to identify the phase-space densities f1,2,3 was to study cold dark matter from
a field theoretic description that allows for a systematic inclusion of relativistic effects [7]. This section
is devoted to making a closer contact to a cold dark matter description that is formulated in terms of
hydrodynamic variables. We want to show as a proof of concept how the hydrodynamical variables, that
are used for the classical particle description, can be derived from the theory of scalar quantum field in
a certain classical limit. It turns out that this map is already non-trivial even at the level of vanishing
self-interaction and minimal coupling to gravity which is why we stick to the simplified case λ = ξ = 0 in
this section. We were discussing the energy-momentum tensor in a 3+1 decomposition. The projected
quantities
〈: Eˆ :〉 = E , 〈: Pˆk :〉 = Pk , 〈: Sˆkl :〉 = Skl , (74)
that appear in the energy-momentum tensor (63) to (65) are related to the observer specified from any
other frame by the normal vector nµ. This normal (also referred to as Eulerian) observer measure an
energy density E, a momentum Pi and a stress tensor Sij . However, especially in the context of cosmology
it is standard to work with a different decomposition that assumes a hydrodynamic representation of
energy-momentum which relates to an observer co-moving with the fluid. The fluid is specified from any
other frame by the four-velocity uµ that corresponds to an observer moving with a fluid element and the
energy-momentum tensor for a hydrodynamic representation is usually written as
〈: Tˆµν :〉 ≡ Tµν =
(
e+ P
)
uµuν + Pgµν + piµν , u
µpiµν = 0 , pi
µ
µ = 0 . (75)
In this formulation one assumes that energy and momentum are expressible in terms of a fluid with rest-
frame energy density e, pressure P and non-isotropic stresses piij . The energy density e that is measured
by the observer moving with the fluid is in general different from the energy density E measured by the
normal observer. We remark that
uµ = −nνuν
(
nµ + vµ
)
= W
(
nµ + vµ
)
, W =
1√
1− vivjγij
, (76)
where vµ is the spatial part of the four-velocity with respect to the normal vector and W is the Lorentz
factor [31]. We then have the following relations
E = W 2
(
e+ γijvivjP
)
+ piijv
ivj , (77)
P i =
(
e+ P
)
W 2vi + piklv
kγli , (78)
Sij = (e+ P )W 2vivj + Pγij + γikγjlpikl . (79)
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We would now like to invert the relations (77) to (79), which is in principle a complicated task. However,
it can be done in principle exactly and we will do it for the case of the real scalar field stress-energy
tensor, where we set the self-coupling λ and the non-minimal coupling to gravity ξ for simplicity to zero,
〈: Tˆµν :〉λ=ξ=0 = 〈: ∂µφˆ∂ν φˆ :〉 − gµν
2
[
〈: ∂αφˆ∂αφˆ :〉+ m
2
~2
〈: φˆ2 :〉
]
. (80)
It turns out, that it is more convenient at this point to first work without any time-slicing and define the
object
χµν := 〈: ∂µφˆ∂ν φˆ :〉 , (81)
which is the key ingredient, if we want to consider non-perfect fluids. The energy density is the negative
eigenvector of the fluid four-velocity, whereas the pressure is one third of the sum of the principal stresses,
which are eigenvalues belonging to the spatial part of the energy-momentum tensor. The task is thus to
find the eigenvalues of energy-momentum (80), which amounts to finding the eigenvalues of χµν , which is
initially for every point in space an arbitrary matrix that obeys the Cayley-Hamilton equation
[
χ4
]µ
ν
− tr[χ][χ3]µ
ν
+
1
2
[(
tr
[
χ
])2 − tr[χ2]][χ2]µ
ν
− 1
6
[(
tr
[
χ
])3 − 3tr[χ2]tr[χ]+ 2tr[χ3]]χµν + δµν detχ = 0 . (82)
The eigenvalues σ of this matrix are then subject to the quartic equation
σ4 + b˜σ3 + c˜σ2 + d˜σ + e˜ = 0 , (83)
where
b˜ = −tr[χ] , (84)
c˜ =
1
2
[(
tr
[
χ
])2 − tr[χ2]] , (85)
d˜ = −1
6
[(
tr
[
χ
])3 − 3tr[χ2]tr[χ]+ 2tr[χ3]] , (86)
e˜ = detχ . (87)
We express these traces in terms of two-point functions of canonical field operators in appendix A.2. The
solutions of the quartic eigenvalue equation may be written as
σ0 = − b˜
4
− ∣∣S˜∣∣− 1
2
[
− 4S˜2 − 2p˜+ q˜∣∣S˜∣∣
]1/2
, (88)
σ1 = − b˜
4
− ∣∣S˜∣∣+ 1
2
[
− 4S˜2 − 2p˜+ q˜∣∣S˜∣∣
]1/2
, (89)
σ2,3 = − b˜
4
+
∣∣S˜∣∣± 1
2
[
− 4S˜2 − 2p˜− q˜∣∣S˜∣∣
]1/2
, (90)
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in terms of the following quantities
p˜ :=
8c˜− 3b˜2
8
=
1
8
(
tr
[
χ
])2 − 1
2
tr
[
χ2
]
, (91)
q˜ :=
b˜3 − 4b˜c˜+ 8d˜
8
= − 1
24
(
tr
[
χ
])3
+
1
4
tr
[
χ2
]
tr
[
χ
]− 1
3
tr
[
χ3
]
, (92)
S˜ :=
1
2
[
− 2
3
p˜+
1
3
(
Q˜+
∆0
Q˜
)]1/2
, (93)
Q˜ :=
[
∆1
2
+
1
2
(
∆21 − 4∆30
)1/2]1/3
, (94)
∆0 := c˜
2 − 3b˜d˜+ 12e˜ , (95)
∆1 := 2c˜
3 − 9b˜c˜d˜+ 27b˜2e˜+ 27d˜2 − 72c˜e˜ . (96)
We can identify the eigenvalue that will be related to the energy density e by looking at the limiting case
where the full scalar field two-point function reduces into products of classical fields and thus yields a
perfect fluid energy-momentum tensor(
χcl
)µ
ν
= ∂µ〈φˆ〉∂ν〈φˆ〉 = ∂µφcl∂νφcl . (97)
In this case, all coefficients of the quartic eigenvalue equation vanish except for b˜ and we find
σcl0 = ∂
µφcl∂µφcl , σ
cl
1,2,3 = 0 . (98)
Setting
〈∂µφˆ∂ν φˆ〉 − gµν
2
[
〈∂αφˆ∂αφˆ〉+ m
2
~2
〈φˆ2〉
]
=
(
e+ P
)
uµuν + Pgµν + piµν , (99)
and taking −σ0 as the eigenvalue corresponding to the eigenvector of the four-velocity uµ, we have
e = −σ0 + 1
2
[
〈∂αφˆ∂αφˆ〉+ m
2
~2
〈φˆ2〉
]
, (100)
P =
1
3
[
− σ0 − 1
2
〈∂αφˆ∂αφˆ〉 − 3
2
m2
~2
〈φˆ2〉
]
. (101)
We still have to identify the four-velocity itself, which can be done by rewriting the Cayley-Hamilton
equation as
3∏
µ=0
(
χ− 1σµ
)
= 0 , (102)
which tells us that we have four potential eigenvectors for the eigenvalue σ0 and we label them by the
letter κ,
(
uκ
)µ
:= 〈∂µφˆ∂ν φˆ〉〈∂ν φˆ∂ρφˆ〉〈∂ρφˆ∂κφˆ〉 −
(
σ1 + σ2 + σ3
)〈∂µφˆ∂ν φˆ〉〈∂ν φˆ∂κφˆ〉
+
(
σ1σ2 + σ2σ3 + σ1σ3
)〈∂µφˆ∂κφˆ〉 − σ1σ2σ3δµκ . (103)
However, by considering the homogeneous case for classical fields we see that the only reasonable choice
is κ = 0. Taking into account a normalisation factor α, we are left with
uµ = α
[
〈∂µφˆ∂ν φˆ〉〈∂ν φˆ∂ρφˆ〉〈∂ρφˆ∂0φˆ〉 −
(
σ1 + σ2 + σ3
)〈∂µφˆ∂ν φˆ〉〈∂ν φˆ∂0φˆ〉
+
(
σ1σ2 + σ2σ3 + σ1σ3
)〈∂µφˆ∂0φˆ〉 − σ1σ2σ3δµ0] , uµuµ = −1 . (104)
20
Note that the above reproduces the classical field identification (σi = 0),
ecl = −1
2
∂µφcl∂µφcl +
1
2
m2
~2
φ2cl , (105)
Pcl = −1
2
∂µφcl∂µφcl − 1
2
m2
~2
φ2cl , (106)
uµcl = α
(
χ3cl
)µ
0
=
∂µφcl(− ∂νφcl∂νφcl)1/2 , α =
[
− (χ6cl)00]1/2 . (107)
We would like to check whether our identification of energy density and pressure yields meaningful
expressions beyond the special case where the two-point function reduces to classical fields. We consider
the limiting case where the mass m constitutes the biggest energy scale and we can perturbatively
expand with respect to this scale. This non-relativistic expansion with parameter εp = p
2/m2 is another
approximation on top of the gradient approximation that we have explained in the previous chapter and
which is denoted by ε~ ∝ ~2m−2(3)∇2x, .... We find
b˜ = −〈∂µφˆ∂µφˆ〉 =
∫
d3p
γ1/2
ωp
(
f+1 − f2
)− γij ∫ d3p
γ1/2
pipj
f+1 + f2
ωp
− ~
2
4
(3)∇i(3)∇i
∫
d3p
γ1/2
f+1 + f2
ωp
=
∫
d3p
γ1/2
ωp
(
f+1 − f2
)[
1 +O(εp)+O(ε~)] . (108)
However, this expansion is only meaningful if f+1 6= f2 which needs not to be satisfied for arbitrary
times and initial conditions. Just for illustration one can consider the classical field case in a perturbed
FLRW-universe. The solution will be oscillatory
φcl(x) ∝
√
ρcl(x) cos
[
m
∫ x0
adx˜0 − v(x)− θ] , (109)
and thus the correlator 〈: Πˆ2 :〉 is periodically and for short times not determined by the scale m but by
a smaller energy scale
Πcl ∝ m
√
ρcl(x) sin
[
...
]
+ v˙cl(x)
√
ρcl(x) sin
[
...
]− ˙√ρcl(x) cos [...] . (110)
However, the case of classical fields is itself not problematic since we already have the exact answer for e, P
and uµ. We only wanted to make the reader aware that an expansion with respect to the scale m might
be more subtle than one would naively expect. Still, in order to make progress with the non-relativistic
limit we will assume that
f2 ∝ O
(
ε{p,~}
)
f+1 , (111)
which matches one of the conditions for a pure particle limit, that we formulated in the end of the
last section. The symbol ε{p,~} denotes a correction in either εp or ε~. It is clear from the one-point
function analysis in (109) that this condition requires a description that goes beyond coherent states
(unless an averaging procedure is employed). Once this condition is satisfied, it makes sense to continue
the expansion with respect to the scale m and find
c˜
b˜2
= O(ε{p,~}) , d˜
b˜3
= O(ε2{p,~}) , e˜
b˜4
= O(ε5/2{p,~}) , (112)
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where we used
〈: ∂µφˆ∂ν φˆ :〉〈: ∂ν φˆ∂µφˆ :〉 =
[∫
d3p
γ1/2
ωp
(
f+1 − f2
)]2
− 2γij
[
~
2
(3)∇i
∫
d3p
γ1/2
f3 +
∫
d3p
γ1/2
pif
−
1
][
~
2
(3)∇j
∫
d3p
γ1/2
f3 −
∫
d3p
γ1/2
pjf
−
1
]
+ γjkγil
[∫
d3p
γ1/2
pipj
f+1 + f2
ωp
+
~2
4
(3)∇i(3)∇j
∫
d3p
γ1/2
f+1 + f2
ωp
]
×
[∫
d3p
γ1/2
pkpl
f+1 + f2
ωp
+
~2
4
(3)∇k(3)∇l
∫
d3p
γ1/2
f+1 + f2
ωp
]
, (113)
and similar expression for the cubic trace and the determinant. We can now perturb the quartic equation
for the eigenvalue σ0 around its zero order solution σ0 = −b˜ and find
σ0 = −b˜+ c˜
b˜
+O(ε2{p,~}) = 〈: ∂µφˆ∂µφˆ :〉 − 12 〈: ∂µφˆ∂µφˆ :〉2 − 〈: ∂µφˆ∂ν φˆ :〉〈: ∂ν φˆ∂µφˆ :〉〈: ∂µφˆ∂µφˆ :〉 +O(ε2{p,~})
(114)
= −γ−1〈: ΠˆΠˆ :〉+ 〈: ΠˆΠˆ :〉−1〈: Πˆ∂iφˆ :〉γij〈: ∂j φˆΠˆ :〉+O
(
ε2{p,~}
)
(115)
= −
∫
d3p
γ1/2
ωp
(
f+1 − f2
)
+
[∫
d3p
γ1/2
ωp
(
f+1 − f2
)]−1
(116)
× γij
[
~2
4
(3)∇i
∫
d3p
γ1/2
f3
(3)∇j
∫
d3p
γ1/2
f3 −
∫
d3p
γ1/2
pif
−
1
∫
d3p
γ1/2
pjf
−
1
]
+O(ε2{p,~}) . (117)
When we now calculate the energy density up to this order, we find that the leading order contribution
containing f2 drops out
e =
∫
d3p
γ1/2
ωpf
+
1 −
[∫
d3p
γ1/2
ωp
(
f+1 − f2
)]−1
γij
[
~2
4
(3)∇i
∫
d3p
γ1/2
f3
(3)∇j
∫
d3p
γ1/2
f3
−
∫
d3p
γ1/2
pif
−
1
∫
d3p
γ1/2
pjf
−
1
]
+
~2
8
(3)∇j(3)∇j
∫
d3p
γ1/2
f+1 + f2
ωp
+O(ε2{p,~}) . (118)
Considering the pressure, we find that the dependence on the density f2 is still present to leading order,
P =
1
3
∫
d3p
γ1/2
γij
pipj
ωp
(
f+1 + f2
)
−
∫
d3p
γ1/2
ωpf2
+
1
3
[∫
d3p
γ1/2
ωp
(
f+1 − f2
)]−1
γij
[
~2
4
(3)∇i
∫
d3p
γ1/2
f3
(3)∇j
∫
d3p
γ1/2
f3
−
∫
d3p
γ1/2
pif
−
1
∫
d3p
γ1/2
pjf
−
1
]
− ~
2
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(3)∇j(3)∇j
∫
d3p
γ1/2
f+1 + f2
ωp
+O(ε2{p,~}) . (119)
Similarly, let us compute the four-velocity to next-to-leading order. This can done by considering
uµ = α
[
〈: ∂µφˆ∂ν φˆ :〉〈: ∂ν φˆ∂ρφˆ :〉〈: ∂ρφˆ∂0φˆ :〉
− (〈: ∂ν φˆ∂ν φˆ :〉 − σ0)〈: ∂µφˆ∂ν φˆ :〉〈: ∂ν φˆ∂0φˆ :〉+O(ε2{p,~})] , uµuµ = −1 . (120)
We compute the non-normalized Lorentz factor first
W
α
= −nνu
ν
α
= −Nγ−3〈: ΠˆΠˆ :〉3 −Nkγ−5/2〈Πˆ∂kφˆ :〉〈: ΠˆΠˆ :〉2
+Nγ−2〈: ΠˆΠˆ :〉〈: Πˆ∂iφˆ :〉γij〈: ∂j φˆΠˆ :〉+Nγ−2γij〈: ∂iφˆ∂j φˆ :〉〈: ΠˆΠˆ :〉2 +O
(
ε
3/2
{p,~}
)
. (121)
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Next, we compute
uk
α
= Nkγ−3〈: ΠˆΠˆ :〉3 + N
kNs
N
γ−5/2〈: ΠˆΠˆ :〉2〈: Πˆ∂sφˆ :〉+ γklN〈: ∂lφˆΠˆ :〉γ−2〈: ΠˆΠˆ :〉2
+ γklNsγ−2〈: ∂lφˆΠˆ :〉〈: ΠˆΠˆ :〉〈: Πˆ∂sφˆ :〉 −Nkγ−2〈: ΠˆΠˆ :〉〈: Πˆ∂iφˆ :〉γij〈: ∂j φˆΠˆ :〉
−Nkγ−2〈: ΠˆΠˆ :〉2〈: ∂iφˆ∂j φˆ :〉γij +O
(
ε
3/2
{p,~}
)
. (122)
Finally, we can calculate the spatial part of the four-velocity without the need to explicitly calculate the
normalization factor α,
vk =
α−1uk
α−1W
+
Nk
N
= −γkl 〈: ∂lφˆΠˆ :〉〈: ΠˆΠˆ :〉 +O
(
ε
3/2
{p,~}
)
= −γkl
[∫
d3p
γ1/2
ωp
(
f+1 − f2
)]−1[~
2
(3)∇i
∫
d3p
γ1/2
f3 −
∫
d3p
γ1/2
pif
−
1
]
+O(ε3/2{p,~}) , (123)
and the normalized Lorentz factor is read-off in the standard way
W = 1 +
1
2
vivjγij +O
(
v4
)
= 1 +
1
2
γkl
〈: ∂kφˆΠˆ :〉〈: ∂lφˆΠˆ :〉
〈: ΠˆΠˆ :〉2 +O
(
ε2{p,~}
)
. (124)
In order to recover expressions in terms of a purely classical particle distribution, we need to assume that
the ε~ corrections are negligible with respect to the εp corrections and that our initial state is allowing
for a hierarchy m  ∆p  ~∆x . Once we put forward the identification of even (f+1 ) and odd (f−1 )
phase-space densities that we discussed in the previous section, we end up with the following expressions,
e =
∫
d3p
γ1/2
ωpf
+
1 +
[∫
d3p
γ1/2
ωpf
+
1
]−1
γij
[∫
d3p
γ1/2
pif
−
1
∫
d3p
γ1/2
pjf
−
1
]
+O(ε~)+O(ε2p)
=
∫
d3p
γ1/2
ωpf1 + v
k
∫
d3p
γ1/2
pkf1 +O
(
ε~
)
+O(ε2p) , (125)
P =
1
3
∫
d3p
γ1/2
γij
pipj
ωp
f+1
− 1
3
[∫
d3p
γ1/2
ωpf
+
1
]−1
γij
[∫
d3p
γ1/2
pif
−
1
∫
d3p
γ1/2
pjf
−
1
]
+O(ε~)+O(ε2p)
=
1
3
∫
d3p
γ1/2
γij
pipj
m
f1 − 1
3
vk
∫
d3p
γ1/2
pkf1 +O
(
ε~
)
+O(ε2p) , (126)
vk =
[∫
d3p
γ1/2
ωpf
+
1
]−1[∫
d3p
γ1/2
pkf
−
1
]
+O(ε~)+O(ε3/2p )
=
[∫
d3p
γ1/2
f1
]−1 ∫
d3p
γ1/2
pk
m
f1 +O
(
ε~
)
+O(ε3/2p ) . (127)
These expressions are identical to the expressions one would obtain for a distribution of classical non-
relativistic particles in curved space-time. The above identification shows once more that such classical
distributions may be represented by two-point functions of real scalar field operators via the Wigner
transformation (54) and the subsequent recombination (59) to (62), always provided we are given a state
that behaves classical enough. An example for such a state was given in [38] for an FRLW-universe
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with a particular vacuum choice. We identify the correlators f2,3 in our paper with combinations of the
squeezing contributions 〈aˆkaˆ−k〉 and 〈aˆ†kaˆ†−k〉 in their paper (aˆk and aˆ†k denote creation and annihilation
operators, respectively), which they eventually dropped. The density f1 in our paper, that approximates
a classical particle phase-space density, is expressible in terms of 〈aˆ†kaˆk〉 in their paper and gives an
intuitive interpretation of fˆ1 as a counting operator. The state-independent (or in this setting vacuum)
contributions in [38] were removed by hand, which corresponds to the normal ordering prescription. Let
us remark that the starting point in [38] is a phase-space description that makes use of an off-shell
momentum variable which makes it in our opinion difficult to take the other degrees of freedom encoded
in f2,3 into account (they were dropped in [38] as they are in the review literature [1] for Minkowski
space-time).
5 Dynamics of phase-space densities
In the previous sections, we have interpreted the averaged phase-space densities (59) to (62) always with
respect to the energy-momentum tensor, without self-interactions and without non-minimal couplings to
the geometry. The goal of this section is to work out their dynamics in a spatial gradient approximation
including the non-minimal coupling to the curvature and even including self-interaction in a one-loop
approximation where we assume, for simplicity, that one-point functions 〈φˆ〉, 〈Πˆ〉 are absent.10 Another
point we have to stress again, is that we will not include anomalous contributions in the following kinetic
equations. This means that we assume those contributions to be negligible, which remain after the
equations of motion have been applied on the terms that normal order the phase-space operators in (54),
which is well justified for the energy scales we are interested in, since such anomalous contributions are
of order RM−2P at the level of the energy-momentum tensor. Moreover, we assume contributions, that
result from the boundary of the normal neighbourhood, to be negligible which is a requirement on the
state that goes hand in hand with the spatial gradient expansion.
The dynamics for the averaged phase-space densities f±1 , f2, f3 given in (59) to (62) can be derived
by first considering the expectation values Fφφ, FφΠ, FΠφ, FΠΠ given via (54) and acting with a time-
derivative, commuting it with the exponential shift operators, using the equations of motions for the
canonical fields, commuting the resulting operators back and rewriting them in such a way that they
act on the expectation values of Fφφ, FφΠ, FΠφ, FΠΠ which is the most difficult part of the calculation.
Finally, we rewrite everything in terms of the dimensionally rescaled quantities (59) to (62). The spatial
gradient approximation truncates the infinite series of spatial derivatives, that results from commuting
various differential operators. We keep on the other hand all time derivatives and thus all degrees of
freedom. Since the calculation involves a number of lengthy expressions, it is unavoidable to introduce
some notation. A lot of technical details of this procedure are deferred to Appendix A.3 to A.5.
10 One-point functions are straightforwardly included by shifting the canonical operators. This shift is necessary since the
gradient approximation cannot simply be applied for Wigner transforms of products of classical fields without a smoothing
procedure. We discuss this also in [7] and list the references where such a procedure is pursued.
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First, we define
uˆ± := exp
[
±r
k
2
(3)∇Hk
]
φˆ , vˆ± := exp
[
±r
k
2
(3)∇Hk
][
γ−1/2Πˆ
]
, (128)
N± := exp
[
±r
k
2
(3)∇Hk
]
N , (NK)± := exp
[
±r
k
2
(3)∇Hk
]
(NK) , (129)
[
N : φˆ2 :
]±
:= exp
[
±r
k
2
(3)∇Hk
][
N : φˆ2 :
]
, (NR)± := exp
[
±r
k
2
(3)∇Hk
]
(NR) , (130)
where R is the four-dimensional Ricci scalar. Moreover, we will need a couple of differential operators
denoted by T ±∗ , M±∗ ,
(
(3)
)±
∗ and (
(3)∇N)±∗ , which are calculated in a gradient approximation in ap-
pendix A.4 based on the general identities in A.3. We find the following expressions, up to anomalous
contributions, boundary terms and higher-order correlators which are all assumed to be small,
γ1/2∂t
[
γ−1/2〈Fˆφφ〉
]
=
1
2
∫
TΣt
dr3γ1/2e−
i
~ r
kpk
(
N+ +N−
)〈: vˆ+uˆ− + uˆ+vˆ− :〉
+
1
2
∫
TΣt
dr3γ1/2e−
i
~ r
kpk
(
N+ −N−)〈: vˆ+uˆ− − uˆ+vˆ− :〉
+
∫
TΣt
dr3γ1/2e−
i
~ r
kpk
(
T +∗ + T −∗ +M+∗ +M−∗
)
〈: uˆ+uˆ− :〉 , (131)
1
2
γ1/2∂t
[
γ−1/2〈FˆΠφ + FˆφΠ〉
]
=
1
2
∫
TΣt
dr3TΣtγ
1/2e−
i
~ r
kpk
(
N+ +N−
)〈: vˆ+vˆ− :〉
+
1
2
∫
dr3TΣtγ
1/2e−
i
~ r
kpk
(
T +∗ + T −∗ +M+∗ +M−∗ +
1
2
(NK)+ +
1
2
(NK)−
)
〈: vˆ+uˆ− + uˆ+vˆ− :〉
+
1
2
∫
TΣt
dr3γ1/2e−
i
~ r
kpk
(1
2
(NK)+ − 1
2
(NK)−
)
〈: vˆ+uˆ− − uˆ+vˆ− :〉
+
1
2
∫
TΣt
dr3γ1/2e−
i
~ r
kpk
(
N+
(
(3)
)+
∗ +N
−((3))−∗ − m2~2 (N+ +N−)− ξ[(NR)+ + (NR)−]
− 1
2
λ
~
([
N〈: φˆ2 :〉]+ + [N〈: φˆ2 :〉]−)+ ((3)∇N)+∗ + ((3)∇N)−∗ )〈: uˆ+uˆ− :〉 , (132)
1
2
γ1/2∂t
[
γ−1/2〈FˆΠφ − FˆφΠ〉
]
= −1
2
∫
TΣt
dr3γ1/2e−
i
~ r
kpk
(
N+ −N−)〈: vˆ+vˆ− :〉
+
1
2
∫
TΣt
dr3γ1/2e−
i
~ r
kpk
(
T +∗ + T −∗ +M+∗ +M−∗ +
1
2
(NK)+ +
1
2
(NK)−
)
〈: vˆ+uˆ− − uˆ+vˆ− :〉
+
1
2
∫
TΣt
dr3γ1/2e−
i
~ r
kpk
(1
2
(NK)+ − 1
2
(NK)−
)
〈: vˆ+uˆ− + uˆ+vˆ− :〉
+
1
2
∫
TΣt
dr3γ1/2e−
i
~ r
kpk
(
N+
(
(3)
)+
∗ −N−
(
(3)
)−
∗ −
m2
~2
(
N+ −N−)− ξ[(NR)+ − (NR)−]
− 1
2
λ
~
([
N〈: φˆ2 :〉]+ − [N〈: φˆ2 :〉]−)+ ((3)∇N)+∗ − ((3)∇N)−∗ )〈: uˆ+uˆ− :〉 , (133)
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γ1/2∂t
[
γ−1/2〈FˆΠΠ〉
]
= +
∫
TΣt
dr3γ1/2e−
i
~ r
kpk
(
T +∗ + T −∗ +M+∗ +M−∗ + (NK)+ + (NK)−
)
〈: vˆ+vˆ− :〉
− 1
2
∫
TΣt
dr3γ1/2e−
i
~ r
kpk
(
N+
(
(3)
)+
∗ −N−
(
(3)
)−
∗ −
m2
~2
(
N+ −N−)− ξ[(NR)+ − (NR)−]
− 1
2
λ
~
([
N〈: φˆ2 :〉]+ − [N〈: φˆ2 :〉]−)+ ((3)∇N)+∗ − ((3)∇N)−∗ )〈: vˆ+uˆ− − uˆ+vˆ− :〉
+
1
2
∫
TΣt
dr3γ1/2e−
i
~ r
kpk
(
N+
(
(3)
)+
∗ +N
−((3))−∗ − m2~2 (N+ +N−)− ξ[(NR)+ + (NR)−]
− 1
2
λ
~
([
N〈: φˆ2 :〉]+ + [N〈: φˆ2 :〉]−)+ ((3)∇N)+∗ + ((3)∇N)−∗ )〈: vˆ+uˆ− + uˆ+vˆ− :〉 . (134)
The dynamical equations for Fˆφφ, FˆΠφ, FˆφΠ, FˆΠΠ take a convenient form in terms of the horizontal lift
of the covariant derivative [35] on the cotangent bundle of spatial hypersurfaces
Dk :=
(3)∇k + pl(3)Γlkj
∂
∂pj
, Dkpj = 0 . (135)
The latter derivative transforms covariantly under a change of spatial coordinates. For brevity and to
illustrate the structure, we write down the dynamics for the Wigner transformed expectation values Fφφ,
FΠφ, FφΠ, FΠΠ only to leading order in the spatial gradient expansion and the next-to-leading order
expressions may be found in appendix A.5,
∂tFφφ =
[
N +O(~2)][FΠφ + FφΠ]+ i
2
~
[
N;k
∂
∂pk
+O(~2)][FΠφ − FφΠ]
+
[
NkDk − pkNk;m
∂
∂pm
−NK +O(~2)]Fφφ , (136)
1
2
∂t
(
FΠφ + FφΠ
)
=
[
N +O(~2)]FΠΠ + 1
2
[
NkDk − pkNk;m
∂
∂pm
+O(~2)](FΠφ + FφΠ)
+ ~
i
4
[(
NK
)
;j
∂
∂pj
+O(~2)](FΠφ − FφΠ)
− 1
~2
[
Nm2 +Nγkjpkpj +
1
2
~λ
[
N +O(~2)] ∫ d3q
γ1/2
Fφφ(q) +O
(
~2
)]
Fφφ , (137)
i
2
∂t
(
FΠφ − FφΠ
)
=
~
2
[
N;k
∂
∂pk
+O(~2)]FΠΠ
+
i
2
[
NkDk − pkNk;m
∂
∂pm
+O(~2)](FΠφ − FφΠ)− ~
4
[(
NK
)
;j
∂
∂pj
+O(~2)](FΠφ + FφΠ)
− 1
2~
[
2NpjD
j − ω2pN;k
∂
∂pk
+O(~2)− 1
2
~λ
[[
N
∫
d3q
γ1/2
Fφφ(q)
]
;k
∂
∂pk
+O(~2)]]Fφφ , (138)
∂tFΠΠ =
[
NkDk +NK − pkNk;m
∂
∂pm
+O(~2)]FΠΠ
− i
2~
[
2NpjD
j +O(~2)− 1
2
~λ
[[
N
∫
d3q
γ1/2
Fφφ(q)
]
;k
∂
∂pk
+O(~2)]][FΠφ − FφΠ]
− 1
~2
[
Nm2 +Nγkjpkpj
]
+O(~2)+ 1
2
~λ
[
N
∫
d3q
γ1/2
Fφφ(q) +O
(
~2
)]][
FΠφ + FφΠ
]
. (139)
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The next step is to convert the dynamical equation for the dimensionally unequal expectation values Fφφ,
FΠφ, FφΠ and FΠΠ into dynamical equations for the dimensionally equal phase-space densities f
±
1 , f2 and
f3, that we defined in (59) to (62). It turns out that several leading order terms cancel in this dimensional
rescaling, such that some next-to-leading order terms of the previous equations turn into leading order
terms for the equations of the rescaled quantities. We would have to include even higher order terms in
the previous calculation for Fφφ, FΠφ, FφΠ and FΠΠ in order to get to next-to-leading order terms for
rescaled quantities f±1 , f2 and f3. However, we see that even certain leading order corrections are of
order ~ and thus first order terms concerning the spatial gradient expansion. We find
∂tf
+
1 =
[
NkDk − pkNk;m
∂
∂pm
]
f+1 −
[
NK +
pmpk
ω2p
Nkm;
]
f2 − 1
ωp
[
NpjD
j − ω2pN;m
∂
∂pm
]
f−1
+
~
ωp
[
1
2
pjN;k
∂
∂pk
Dj +
1
4
NDjD
j − 1
3
Npipj
(3)Ri jqm
∂2
∂pq∂pm
− 1
12
Npi
(3)Rik
∂
∂pk
+
1
6
N (3)R− ξNR
]
f3
+
λ
2
ωp
[
N
~3
ω2p
∫
d3q
γ1/2
f+1 (q) + f2(q)
ωq
]
;k
∂
∂pk
f−1
− λ
2
ωp
~
[
N
~3
ω2p
∫
d3q
γ1/2
f+1 (q) + f2(q)
ωq
− ~
2
8
~3
ω2p
[
N
∫
d3q
γ1/2
f+1 (q) + f2(q)
ωq
]
;ks
∂2
∂pk∂ps
]
f3 , (140)
∂tf
−
1 =
[
NkDk − pkNk;m
∂
∂pm
]
f−1 −
~
2
(
NK
)
;j
∂
∂pj
f3 − 1
ωp
[
NpjD
j − ω2pN;m
∂
∂pm
]
f+1
− 1
ωp
[
NpjD
j +N;mplγ
lm
]
f2 +
λ
2
ωp
[
N
~3
ω2p
∫
d3q
γ1/2
f+1 (q) + f2(q)
ωq
]
;k
∂
∂pk
[
f+1 + f2
]
, (141)
∂tf2 = 2
ωp
~
Nf3 + ωpN;k
∂
∂pk
f−1 +
[
NkDk − pkNk;m
∂
∂pm
− pipk
ω2p
(
NKij −N i j;
)]
f2
−
[
NK +
pmpk
ω2p
Nkm;
]
f+1 +N
pj
ωp
Djf−1
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ωp
[
1
2
pjN;k
∂
∂pk
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1
4
NDjD
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3
Npipj
(3)Ri jqm
∂2
∂pq∂pm
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12
Npi
(3)Rik
∂
∂pk
+
1
6
N (3)R− ξNR
]
f3
+
λ
8
ωp
[
N
~3
ω2p
∫
d3q
γ1/2
f+1 (q) + f2(q)
ωq
]
;k
f−1
+
λ
2
ωp
~
[
N
~3
ω2p
∫
d3q
γ1/2
f+1 (q) + f2(q)
ωq
− ~
2
8
~3
ω2p
[
N
∫
d3q
γ1/2
f+1 (q) + f2(q)
ωq
]
;ks
∂2
∂pk∂ps
]
f3 , (142)
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∂
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f+1
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~
[
N
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− ~
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N
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f+1 (q) + f2(q)
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;ks
∂2
∂pk∂ps
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f+1 + f2
]
. (143)
Equations (140) to (143) are the main result of this paper.11 These equations are an effective description
of the state-dependent (normal ordered) part of the dynamics of a real scalar field quantum state in
curved space-time in the language of phase-space variables (xµ, pk), under the assumption that the state
admits a gradient and loop expansion. For macroscopic observables of systems, that have some notion of
classicality, the quantities f±1 (x
µ, pk) and f2,3(x
µ, pk) should dominate over the state-independent part
coming from the quantum commutation relation. They can be given any initial value that is compatible
with the spatial gradient approximation and their symmetry properties.
We first note that all equations for the operators f±1 and f2,3 are spatially covariant and provide in
principle candidates for phase-space density operators. However, we also need to realize that f+1 and f2,3
are even functions in pk whereas f
−
1 is an odd function in the momentum. Thus, only some combination
these two-point functions can account for the degrees of freedom of a classical particle phase-space density.
A promising candidate is read off from the first pair of equations (140) and (141) in the non-interacting
limit,[
∂t −Nk(3)Dk +
(
(3)∇jNk
)
pk
∂
∂pj
+N
pk
ωp
(3)Dk − ωp
[
∂jN
] ∂
∂pj
+
λ
2
ωp
[
N
~3
ω2p
∫
d3q
γ1/2
f+1 (q)
ωq
]
;k
∂
∂pk
+O(~2)][f+1 + f−1 ] = O(f2,3) . (144)
By rewriting the above equation for f1 = f
+
1 + f
−
1 , we find the Vlasov equation with a one loop cor-
rection, that can be interpreted as a mass shift, as well as source terms that are due to the additional
correlators in the scalar field description and higher-order spatial gradient corrections. Undoing the
11Although we excluded states containing one-point functions for simplicity, they will give rise to similar equations subject
to a constraint equation due to the lack of degrees of freedom - such equations have been derived for example in [11] where
higher time derivatives and thus degrees of freedom were dropped. However, the conditions to obtain a leading order
classical particle Vlasov equation (145) can only be satisfied on time-averages over the expectation values. This can be
understood for example by considering the Minkowski space-time limit where the two solutions of 〈fˆ2〉 that are determined
by condensates are given by 〈fˆ2〉flatcond = α cos(2ωpt)+β sin(2ωpt). Fixing the proportionality constants of these two solutions
to be zero, as we were able to do it for the general case, would also set 〈fˆ+1 〉flatcond = (α2 + β2)1/2 to zero and yields only
a trivial solution of the system. The resolution is thus to keep all the degrees of freedom and perform a time-averaging in
this case.
28
ADM-decomposition, the equation reads[
pµ∂µ + pµp
νΓµνi
∂
∂pi
+
λ
2
ωp
[
N
~3
ω2p
∫
d3q
γ1/2
f1(q)
ωq
]
;k
∂
∂pk
+O(~2)]f1(xµ, pj) = O(f2,3) , (145)
p0(xµ, pj) :=
√(
g0jpj
)2 − g00(m2 + gijpipj) = √(g0jpj)2 − g00ω2p . (146)
We remark that within the one loop approximation we do not find 2 → 2 particle scattering processes
which come from self-energy diagrams whose first contribution is proportional to λ2.12 However, the
self-masses ∝ λ are included and - depending on the problem - may already give significant corrections
to the dynamics of the Vlasov equation.
Combining the other pair of equations (142) and (143) shows that f2 and f3 are to leading order
oscillators with frequency of the particle energy ωp. Thus, equations (140) to (143) generalize the Vlasov
equation for relativistic particles in curved space-time by including the additional densities f2,3. The latter
densities can be rewritten as higher-order time derivatives acting on f±1 . We conclude that if we wanted
to recover the limit of a classical particle density, we would have to impose a state such that f2 is initially
of higher order in ~ and also remains of higher order in ~, which then translates into a condition for f3
and finally into f2 ∼ O(~2)
(
f+1 , f
−
1
)
(these are rough estimates and it remains to be studied whether
such conditions can be maintained by the dynamics). First-order corrections to (145), that are contained
in (140) to (143), may be obtained by expanding the phase-space densities into harmonics and see how
the oscillatory terms back-react on the non-oscillatory part of the density f1 via the self-interaction terms
or via non-linear terms that are obtained by making use of the Einstein equations. Also keeping in mind
a generalization in terms of higher-loop effects, we think that the advantage of our formalism lies in an
end-to-end link between quantum field theory and particle kinetics in curved space-time, that allows one
to systemically include field theoretic corrections, while being able to refer to a (in some sense modified)
particle interpretation.
6 Generalized cold dark matter kinetics in linearized gravity
In the last section we have dealt with a set of fairly general but lengthy equations. The idea of this
section is to see how they reduce to more feasible sets of equations once we apply them to the concrete
cosmological set up of cold dark matter perturbations between galactic scales and the Hubble horizon.
The main result is a generalization of the kinetic description of classical particle cold dark matter as it
discussed for example in [10].
Let us fix a linearly perturbed metric in FLRW background in the generalized Newtonian gauge, that
includes vector and tensor perturbations and which is also referred to as Poisson gauge [16] [39]. We
label equal-time hypersurfaces by the variable η and denote spatial coordinates by x,
∂t → ∂η =
(
.
)′
. (147)
Indices for the linear quantities are raised and lowered by the comoving background spatial metric δij as
12It is the one-loop approximation that allows the system to close on-shell since two-loop contributions will integrate
off-shell energies which are not only supported on the mass-shell. However, one can employ a quasi-particle approximation
for the 2-loop contributions which eventually leads also to a 2 → 2 particle scattering contribution as it appears on the
right hand side of the classical particle Boltzmann equation. These properties for the λφ4 theory are known in Minkowsky
space [1] [8], but a general curved space-time discussion is still lacking.
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in [40]. The (3+1)-dimensional metric takes the form
gµν = a
2
(−(1 + 2ΦN ) −si
−si δij(1− 2ΨN ) + hij
)
, δkj∂ksj = 0 , δ
kj∂khji = 0 , δ
ijhij = 0 , (148)
such that the spatial metric, its inverse and its determinant are given to linear order by
γij = a
2
[
δij(1− 2ΨN ) + hij
]
, γij = a−2
[
δij(1 + 2ΨN )− hij
]
, γ1/2 = a3
(
1− 3ΨN
)
, (149)
and the lapse function and shift vector read
N = a(1 + ΦN ) , N
i = −si = −δijsj = a−2δijNj . (150)
We define a gravitational perturbation parameter related to the metric perturbations by
εg ∼ ΦN , si ,ΨN , hij  1 . (151)
We have
(3)Γlkm = δ
lsδmk∂sΨN − δlm∂kΨN − δlk∂mΨN +
1
2
(
∂kh
l
m + ∂mh
l
k − δsl∂shkm
)
. (152)
Let us collect further geometrical quantities, that appear in the Einstein equation in ADM decomposition.
(3)Rij = δij∆ΨN + ∂i∂jΨN − 1
2
∆hij ,
(3)R =
4
a2
∆ΨN , (153)
Kij = −aH
[
δij(1− ΦN −H−1Ψ′N − 2ΨN ) + hij
]− a
2
[
si,j + sj,i + h
′
ij
]
, (154)
K = −3a−1H(1− ΦN −H−1Ψ′N ) , K2 = 3KijKij +O
(
ε2g
)
. (155)
We split the normal observer momentum vector and stress tensor in scalar, vector and tensor components,
Pi = a∂iPL + aP
T
i , ∂
jPTj = 0 , (156)
Sij =
a2δij
3
S + a2
(
∂i∂jS
A − ∆
3
δijS
A + ∂iSj + ∂jSi + S
TT
ij
)
, ∂jSj = ∂
jSTTij = δ
ijSTTij = 0. (157)
Indices for the quantities on the right-hand-side of (156) and (157) will be raised and lowered with the
flat three-dimensional metric. Let us write down the Einstein equations in terms of the perturbed metric
3H2 + 2∆ΨN = ~
M2P
a2
[
E − 3HPL
]
, (158)
1
2
∆si = − ~
M2P
a2PTi , (159)
ΦN −ΨN = − ~
M2P
a2SA , (160)
h′′ij + 2Hh′ij −∆hij =
~
M2P
2a2STTij , (161)
Energy-momentum conservation reads in linearized gravity
∂η
(
a3
[
1− 3ΨN
]
E
)
+ a3∂i
([
δij(1 + ΦN −ΨN )− hij
]
a−1Pj + δijsjE
)
+ a3
(
H[1−H−1Ψ′N − 3ΨN]S + [si,j + 12h′ij]Sij + a−1δijPj∂iΦN) = 0 , (162)
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∂η
(
a3
[
1− 3ΨN
]
Pj
)
+ a3∂i
(
a
[
1 + ΦN − 3ΨN
]
Sij + s
iPj
)
= a4
(
a2
1
2
Sik∂jhik − S∂jΨN − a−1Pi∂jsi − E∂jΦN
)
, (163)
which does not help much unless we know how Sij depends on E and Pi. Note that it is suggestive
to approximate these equations further with the linearized Einstein equations and rewrite E,Pi, Sij in
terms of the gravitational perturbations. However, the resulting non-linear terms are not necessarily
small since they involve gradient terms of the type H−2∆. Some of them may become important around
the scale where the density contrast in Fourier space defined via E(η, k) = E¯(η)+δE(η, k) is of order one,
E¯−1δE(kNL) ∝ H−2k2NLΨN (kNL) ≈ 1. This scale is on the order of roughly k−1NL ≈ 5 Mpc. We emphasize
that linearization in the gravitational perturbations can still be valid on these scales, although the density
contrast has to be treated non-linearly. In the context of cosmological large-scale structures one is typically
interested in the evolution on sub-Hubble scales (k−1H . 104Mpc). We capture the corrections, that result
from separations with respect to this scale, by introducing a perturbation parameter εH ,
O(ε−1H )δgµν ∼ H−2∆δgµν  δgµν . (164)
This expansion allows us for example to drop several corrections in E, Pi and Sij , that are related
to the perturbation of the determinant of the spatial metric δγ1/2. On the other hand, the smallest
large-scale structures we are interested in are related to galactic scales k−1g ∼ 10 kpc. In order to be
consistent with our perturbative schemes, we have to contrast the scale k−1g with the de Broglie wave
length k−1dBfi(~k, ~p) ∼ ~ ‖ ∂∂pj fi(~k, ~p) ‖ which was related to the spatial gradient expansion that we have
used to derive the kinetic equations (140) to (143). By using typical galaxy velocities of vg ≈ 10−3c we can
express the de Broglie wavelength in terms of the Compton wavelength k−1C ∝ ~m−1 as k−1dB ∼ 103k−1C .
For dark matter, the mass of which is at the electroweak scale (∼ 102 GeV), we find that de Broglie
wavelength is of order k−1dB,EW ∼ 10−33 kpc and thus spatial gradient corrections can be safely neglected,
whereas for ultralight dark matter with mass ∼ 10−31 GeV we find k−1dB,UL ∼ 106 kpc such that gradient
corrections can play a role at galactic scales. However, let us focus here on the less exotic case where
k−1g  k−1dB . Moreover, we are given a non-relativistic expansion by means of the galactic velocities
εp ∼ pipjγ
ij
m2
∼ 10−6 , (165)
such that the particle energy is dominated by the mass. This relation justifies at least for certain mass
ranges the inclusion of a self-coupling term in the kinetic equations, as we will see shortly. We also want
to consider small corrections to the classical particle density picture and demand
f1  |f2,3| . (166)
In order to stick close to the cold dark matter scenario, we also want a first bound on the dark matter
interactions such that it does not source the Hubble rate too much
λ
~3
m3
∫
d3p
γ1/2
f+1  1 . (167)
Moreover, we want to keep the influence of the non-minimal coupling fairly small such that it cannot
spoil the smallness of gradients or gravitational perturbations,
~2|ξR| . m2 . (168)
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We now express the leading order terms of the right-hand-side of (158) to (161) in terms of the phase-
space densities such that we can plug the constraint equations back in the kinetic equations for f±1 , f2
and f3 and solve them together with the gravitational wave equation. In accordance with the slightly
more general discussion around (69) to (71), we find that the gravitational perturbations get their leading
order contributions between galactic scales and the Hubble scale from the two phase-space densities f±1
(as is the case for the classical particle cold dark matter scenario if we split the classical density into even
and odd parts). The Poisson equation reads
3H2 + 2∆ΨN ≈ ~
M2P
m
a
∫
d3p f+1 =
~
M2P
m
a
∫
d3p f1 , (169)
and we note that the constraint (167) relates the mass and the coupling via
λ
~3
m3
∫
d3p
γ1/2
f+1  1 −→ λ
(~2H2
a2m2
)M2P
m2
∼ λ10
−8(eV)4
m4
 1. (170)
It is now clear that for masses around the electroweak scale the interaction energy does not influence the
Hubble rate whereas it can become important for ultralight particles already for very small couplings.
Moreover, vector perturbations and the gravitational slip are given by
1
2
∆2si ≈ − ~
M2P
a−1
[
∆
∫
d3p pkf
−
1 − ∂i∂k
∫
d3p pkf
−
1
]
, (171)
∆2
(
ΦN −ΨN
) ≈ ~
M2P
3
2
a−3
[∆
3
δkj − ∂k∂j
] ∫
d3p pkpjf
+
1 . (172)
Note that we can replace f±1 with f1 = f
+
1 + f
−
1 in these equations due to their symmetry properties.
The only dynamical gravitational perturbation are the traceless, transverse tensor perturbations which
obey
h′′ij + 2Hh′ij −∆hij ≈
~
M2P
2
ma3
∫
d3p
[
pipj − δij
3
pkpmδ
km + pkpm
∆−2
2
(
∂i∂j + ∆δij
)(
∂k∂m − ∆
3
δkm
)
+ pkpmδ
km 2
3
∆−1∂i∂j −∆−1
(
pkpj∂i∂
k + pkpi∂j∂
k
)]
f+1 . (173)
Thus, the Einstein equations look to leading order in our perturbation parameters the same, whether
we use a classical particle phase-space density or the density derived from the scalar quantum field,
f1 = f
+
1 + f
−
1 . The densities f2,3 enter at higher order. However, the dynamics for this source in the
Einstein-equations is generalized by the following set of differential equations including the densities f2,3.
We find for the phase-space density f+1 ,
(
f+1
)′
+
[
sk∂k −
(
∂ms
k
)
pk
∂
∂pm
]
f+1 ≈
−
[
δjk
pj
ma
∂k −ma∂k
[
ΦN − λ
2
~3
m3a3
∫
d3qf+1 (q)
]
∂
∂pk
]
f−1
+ 3
[
H−Ψ′N
]
f2 − ~
ma
[
1
4
δij∂i∂j +
λ
2
~2
m2a2
∫
d3qf+1 (q)
]
f3 , (174)
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where we drop higher-order terms involving relativistic corrections or gradients that are small compared
to the mass scale. Note that the last term in (174) may be important for certain combinations of masses
and self-couplings, which is still consistent with the constraint (170),
||∂η||−1λ ~
2
m2a2
∫
d3qf+1 (q) ∼ λ
~H
am
M2P
m2
∼ λ10
−3(GeV)3
m3
. (175)
Maybe more importantly, the self-interaction term multiplying f−1 in (174),
∂k
[
ΦN − λ
2
~3
m3a3
∫
d3qf+1 (q)
]
∼ ∂k
[
ΦN − λ
2
~2H2
m2a2
M2P
m2
∆ΨN
H2
]
(176)
can compete with the Newtonian potential at the non-linear scale where ∆ΨN ∼ H2 and still obey the
constraint (170) for certain combinations of mass and self-coupling,
ΦN (kNL) ∼ λ
2
~2H2
m2a2
M2P
m2
k2NL
H2 ΨN (kNL) for
λ
2
~2H2
m2a2
M2P
m2
∼ 10−5  1 . (177)
We also note that the gravitational vector perturbations enter at this order as a corrective for the
time derivative, which is true for all four densities as we will see in a moment. Tensor perturbations
enter in equations like (174) in various places, however, such terms are all of higher-order in the spatial
gradient expansion. The same is again true for the dynamical equations of the other densities. Also,
terms involving the non-minimal coupling ξ are of higher-order in all equations. For the odd density f−1
we find,(
f−1
)′
+
[
sk∂k −
(
∂ms
k
)
pk
∂
∂pm
]
f−1 ≈
−
[
δjk
pj
ma
∂k −ma∂k
[
ΦN − λ
2
~3
m3a3
∫
d3qf+1 (q)
]
∂
∂pk
]
f+1
− ~
2
(
∂jΨ
′
N )
∂
∂pj
f3 − δjk pj
ma
∂kf2 . (178)
The term involving the density f3 is probably negligible for f1  |f2,3|, however we kept it to see the
type of the leading order term for f3. The differential equations for f2 and f3 read(
f2
)′
+
[
sk∂k −
(
∂ms
k
)
pk
∂
∂pm
]
f2 ≈ 2ωp~ a
(
1 + ΦN
)
f3
+
[
δjk
pj
ma
∂k −ma∂k
[
ΦN − λ
2
~3
m3a3
∫
d3qf+1 (q)
]
∂
∂pk
]
f−1
+ 3
(H−Ψ′N)f+1 − ~ma
[
1
4
δij∂i∂j − λ
2
~2
m2a2
∫
d3qf+1 (q)
]
f3 , (179)
(
f3
)′
+
[
sk∂k −
(
∂ms
k
)
pk
∂
∂pm
]
f3 ≈ −2ωp~ a
(
1 + ΦN
)
f2 + ~
3
2
(
∂jΨ
′
N
) ∂
∂pj
f−1
+
~
ma
[
1
4
δij∂i∂j − λ
2
~2
m2a2
∫
d3qf+1 (q)
](
f+1 + f2
)
, (180)
where we also included higher-order gradient terms acting on f3 and the self-coupling, as they might play
a role in determining the non-oscillatory behavior of f2 and f3. Also, the correction to the rest-mass
energy may be included for the first term on the right-hand-side of (179) and (180),
ωp ≈ m
(
1 +
1
2
pipjδ
ij
m2a2
)
. (181)
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We remark once more, that the equations (174) to (180) reduce to the classical particle, cold dark
matter phase-space dynamics if we can approximate f2,3 ≈ 0 and set λ = 0. However, we think that
the additional densities f2,3 have the potential to significantly alter the evolution of f
±
1 for certain
combinations of parameters. As a first step, we are currently investigating the effect of the oscillatory
densities f2,3 on the density f1 and thus the Hubble rate H in the homogeneous limit.
7 Conclusion and outlook
Motivated by dark matter models for large-scale structures we introduced a spatially covariant framework
based on canonical field operators φˆ, Πˆ to study the transition from the quantum theory of a self-
interacting real scalar field on curved space-time to the kinetic theory of classical particles by using a
spatial gradient expansion. We also included a non-minimal coupling to the Ricci scalar, since it is
required at the level of bare parameters and non-renormalized interaction terms. We used a c-number
metric that is determined through the semi-classical Einstein equations, although in principle we could
have taken any classical metric for our deviation. It was in this sense unrestricted. The metric is a
c-number with respect to quantum expectation values but might be taken to be stochastic as a one-point
function to account for stochastic features of cosmological settings. Moreover, we considered a Gaussian
state or one-loop truncation and neglected the effect of connected higher-order n-point functions related
to the self-coupling, anomalous contributions, that result from the renormalization procedure. These
effects can in principle be included and it depends on the scales and couplings of the underlying problem
whether they become relevant.
In (59) to (62), we identified four phase-space operators fˆ±1 , fˆ2,3 which depend on a space-time point
xµ and a three-momentum pk. Two of them can be combined and interpreted as a fluctuating phase-
space density fˆ1 = fˆ
+
1 + fˆ
−
1 , the average of which, f1 = 〈fˆ1〉, describes a classical statistically-distributed
one-particle density, whenever the quantum state of the system is such that the other two phase-space
operators are on average small f1 = 〈fˆ1〉  |〈fˆ2,3〉| (expectation values of n factors of fˆ1 are after
subtraction of their disconnected piece similarly interpreted as n-particle phase-space densities) . This
picture is consistent when we rewrite the hydrodynamic energy density, pressure and velocity in the
non-interacting limit in terms of momentum integrals over f1. However, the main result of this paper
are the dynamical equations (140) to (143) for the phase-space densities f±1 , f2,3 which describe up to
one-point functions all degrees of freedom of a Gaussian state. We are not aware that equations (140)
to (143) have been derived elsewhere for general curved space-times. Moreover, these equations support
the interpretation that the density f1 has a limit as a classical one-particle density since the equations
(140) to (143) reduce to the Vlasov equation (145) to lowest order in the gradient expansion and upon
neglecting the densities f2 and f3 and the self-interaction which amounts to a mass correction in the
one-loop approximation.
In the derivation of the kinetic description of the real scalar quantum field, we argue that it is necessary
to normal order the involved quadratic field operators (54) also in the off-coincident limit, since only then
one is able to extract quantities, that yield a well-defined renormalized energy-momentum tensor and
whose dynamics can be approximated with a finite number of spatial derivatives. As far as we know, this
problem has not been addressed in detail in the context of quantum kinetic theory in curved space-time
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and it should be further investigated whether the boundary terms related to the local subtraction can be
given a quantum noise interpretation.
Eventually, we have used the general kinetic equations (140) to (143) to extend our earlier results
on scalar field dark matter with linearized gravity [7] to include vector and tensor perturbations as well
as self-interaction terms. The resulting equations generalize previous cold dark matter descriptions and
have, as far as we know, never been studied before. Note, that we did not include condensates or one-
point functions, a popular description of dark matter that goes under the name fuzzy, wave or axion
dark matter, which has been around for a long time [41] [42] [43] [44] [45] [46] [47] [48]. Equipped with
a very small mass, the real scalar field condensate leads to different behaviour on small scales. Recently
strong bounds on the mass of fuzzy dark matter have been obtained [49] and more elaborate models
combining fuzzy and cold dark matter were suggested [50]. Such a condensate component of the state is
easily incorporated into our formalism by adding source terms for the Einstein equations (63) to (65) via
the shift fˆXY → fˆ(X−〈X〉)(Y−〈Y 〉) in (54). The dynamics of the condensates can quickly be derived by
taking expectation values of the dynamical equations for the canonical field operators (26) and (28) whose
non-linear terms have to be expressed in terms of one-point functions and the one-particle phase-space
densities (which are related to the connected part of the two-point function). The coupling between one-
point functions and the connected two-point functions happens then directly via one-loop self-interactions
or indirectly via the gravitational fields and it is promising to study whether and on which scales the
particle or the condensate nature dominates (such a dark matter model, that differentiates between
different matter phases depending on the scales has been proposed by [51]). Moreover, our formalism
can be useful in studying how a Quintessence field [52] that goes beyond a condensate, can play role
in large-scale structure dynamics. In this case an additional degree of freedom has to be added to play
the role of dark matter itself. Another application we have in mind for our formalism is to study the
interplay between gravitational waves and the real scalar field on space and time scales where the other
gravitational potentials give negligible effects.
We think our results are important to systematically include special and general relativistic corrections
to dark matter models and study their range of applicability. By using non-equilibrium quantum field
theory techniques like the Schwinger-Keldysh formalism and the classical limits we have established in
this paper, we also hope to give soon alternative routes in analytical and numerical studies of dark matter
beyond fluid approximations, particularly concerning the small scale behavior of large-scale structures.
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A Appendix
A.1 Exponentiating covariant derivatives
Assume that[
rk(3)∇Hk
]n
φˆ = ri1 ...rin (3)∇i1 ...(3)∇inf(xµ) =
[
rk
[
∂k − (3)Γnklrl
∂
∂rn
]]n
f(xµ) , (182)
holds for a certain n > 2. The case n = 2 is satisfied as can be verified by a quick calculation. We now
show that the relation holds also for n+ 1 provided it holds for n and we are done[
rk(3)∇Hk
]n+1
f(xµ) = ri1 ...rin+1 (3)∇i1 ...(3)∇in+1f(xµ)
= rkri1 ...rin
[
∂k
[
(3)∇i1 ...(3)∇inf(xµ)
]
− (3)Γj1ki1
[
(3)∇j1 ...(3)∇inf(xµ)
]
− ...− (3)Γjnkin
[
(3)∇i1 ...(3)∇jnf(xµ)
]]
= rk
[
ri1 ...rin∂k
[
(3)∇i1 ...(3)∇inf(xµ)
]
− (3)Γj1klrl
∂
∂rj1
[
ri1 ...rin (3)∇i1 ...(3)∇inf(xµ)
]
+ ri1 (3)Γj1klr
l ∂
∂rj1
[
ri2 ...rin (3)∇i1 ...(3)∇inf(xµ)
]
− ri1 ...rin (3)Γj2ki2
[
(3)∇i1 (3)∇j2 ...(3)∇inf(xµ)
]
− ...− ri1 ...rin (3)Γjnkin
[
(3)∇i1 ...(3)∇jnf(xµ)
]]
= rk
[
ri1 ...rin∂k
[
(3)∇i1 ...(3)∇inf(xµ)
]
− (3)Γnklrl
∂
∂rn
[
ri1 ...rin (3)∇i1 ...(3)∇inf(xµ)
]]
= rk
[
∂k − (3)Γnklrl
∂
∂rn
][
ri1 ...rin (3)∇i1 ...(3)∇inf(xµ)
]
=
[
rk
[
∂k − (3)Γnklrl
∂
∂rn
]]n+1
f(xµ) . (183)
A.2 Traces in terms of two-point functions of canonical fields
The hydrodynamic representation of the energy-momentum tensor (80),
〈: Tˆµν :〉λ=ξ=0 = 〈: ∂µφˆ∂ν φˆ :〉 − gµν
2
[
〈: ∂αφˆ∂αφˆ :〉+ m
2
~2
〈: φˆ2 :〉
]
, (184)
is related to its diagonalization which can be written in terms of traces of
χµν := 〈: ∂µφˆ∂ν φˆ :〉 . (185)
These three traces read in terms of the two-point functions of canonical field operators as follows,
tr
[
χ
]
= 〈: ∂µφˆ∂µφˆ :〉 = −γ−1〈: ΠˆΠˆ :〉+ γij〈: ∂iφˆ∂j φˆ :〉 ,
tr
[
χ2
]
= 〈: ∂µφˆ∂ν φˆ :〉〈: ∂ν φˆ∂µφˆ :〉 = γ−2〈: ΠˆΠˆ :〉2 − 2γ−1〈: Πˆ∂iφˆ :〉γij〈: ∂j φˆΠˆ :〉
+ 〈: ∂iφˆ∂j φˆ :〉γjkγil〈: ∂kφˆ∂lφˆ :〉 ,
tr
[
χ3
]
= 〈: ∂µφˆ∂ν φˆ :〉〈: ∂ν φˆ∂ρφˆ :〉〈: ∂ρφˆ∂µφˆ :〉 = −γ−3〈: ΠˆΠˆ :〉3 + 3γ−2〈: ΠˆΠˆ :〉〈: Πˆ∂iφˆ :〉γij〈: ∂j φˆΠˆ :〉
− 3γ−1〈: Πˆ∂iφˆ :〉γij〈: ∂j φˆ∂lφˆ :〉γkl〈: ∂kφˆΠˆ :〉
+ γmn〈: ∂nφˆ∂j φˆ :〉γjk〈: ∂kφˆ∂lφˆ :〉γil〈: ∂iφˆ∂mφˆ :〉 ,
(186)
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b˜ = γ−1〈: ΠˆΠˆ :〉 − γij〈: ∂iφˆ∂j φˆ :〉 ,
c˜ = −γ−1〈: ΠˆΠˆ :〉γij〈: ∂iφˆ∂j φˆ :〉+ γ−1〈: Πˆ∂iφˆ :〉γij〈: ∂j φˆΠˆ :〉 − 1
2
[
γij〈: ∂iφˆ∂j φˆ :〉
]2
+
1
2
〈: ∂iφˆ∂j φˆ :〉γjkγil〈: ∂kφˆ∂lφˆ :〉 ,
d˜ =
1
2
γ−1〈: ΠˆΠˆ :〉
[[
γij〈: ∂iφˆ∂j φˆ :〉
]2
− 〈: ∂iφˆ∂j φˆ :〉γjkγil〈: ∂kφˆ∂lφˆ :〉
]
+ γ−1〈: Πˆ∂iφˆ :〉γij〈: ∂j φˆ∂lφˆ :〉γkl〈: ∂kφˆΠˆ :〉
− 1
3
γmn〈: ∂nφˆ∂j φˆ :〉γjk〈: ∂kφˆ∂lφˆ :〉γil〈: ∂iφˆ∂mφˆ :〉 ,
− γij〈: ∂iφˆ∂j φˆ :〉
[
γ−1〈: Πˆ∂iφˆ :〉γij〈: ∂j φˆΠˆ :〉
− 1
2
〈: ∂iφˆ∂j φˆ :〉γjkγil〈: ∂kφˆ∂lφˆ :〉+ 1
6
[
γij〈: ∂iφˆ∂j φˆ :〉
]2]
e˜ = −1
6
˜ijk
[
γ−1〈: ΠˆΠˆ :〉+ N
k
N
γ−1/2〈: Πˆ∂kφˆ :〉
][
γ−1˜lmn
[
〈: ∂iφˆ∂lφˆ :〉〈: ∂j φˆ∂mφˆ :〉〈: ∂kφˆ∂nφˆ :〉
]
+
1
2
γ−1/2˜lmnγlaγmb
Nn
N
〈: Πˆ∂iφˆ :〉〈: ∂aφˆ∂j φˆ :〉〈: ∂bφˆ∂kφˆ :〉
]
.
(187)
The determinant is given by
detχ = −1
6
˜ijk
[
γ−1〈: ΠˆΠˆ :〉+ N
k
N
γ−1/2〈: Πˆ∂kφˆ :〉
][
γ−1˜lmn〈: ∂iφˆ∂lφˆ :〉〈: ∂j φˆ∂mφˆ :〉〈: ∂kφˆ∂nφˆ :〉
+
1
2
γ−1/2˜lmnγlaγmb
Nn
N
〈: Πˆ∂iφˆ :〉〈: ∂aφˆ∂j φˆ :〉〈: ∂bφˆ∂kφˆ :〉
]
, (188)
where ˜ denotes is the totally anti-symmetric symbol.
A.3 Geometry of tangent bundles: definitions and identities
The expressions involved in (131) to (134), which appear before integrating over the spatial tangent
space (associated to the hypersurface Σt at a common space-point x
µ), can be expressed in terms of the
geometry of tangent bundles which is covered for example in [36] and [35]. We use the general notation
XR = X
k(xµ, rk)
∂
∂rk
, XE = X
k(xµ, rk)ek = X
k(xµ, rk)
[
∂k − rm(3)Γlkm(xµ)
∂
∂rl
]
, (189)
where the vector XR ∈ TTΣVt lies in the vertical part of the tangent space TTΣt of the tangent bundle
TΣt and the vector XE in the remaining horizontal tangent space. The associated derivative operators
will act on functions f± ∈ TΣt on the tangent bundle. These functions are obtained by translating the
function f ∈ Σt on the spatial hypersurface along a spatial geodesic with initial tangent vector rk,
f±(xµ, rk) = exp
[
± 1
2
rk(3)∇Hk
]
f(xµ) = exp
[
± 1
2
LrE
]
f(xµ) , f ∈ C∞(Σt) , (190)
where in local coordinates
rE = r
kek = r
k
(
∂k − rm(3)Γlkm
∂
∂rl
)
. (191)
We made use of the horizontal lift (3)∇Hk of the covariant derivative (3)∇ (induced on Σt via the 3+1
decomposition) to the tangent bundle TΣt that we introduced in (48),
(3)∇Hk = (3)∇k − rl(3)Γnkl
∂
∂rn
. (192)
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Wigner transforming dertivative operators will also give rise to the horizontal lift of the covariant deriva-
tive on the cotangent bundle of spatial hypersurfaces which we will denote as
Dk :=
(3)∇k + pl(3)Γlkj
∂
∂pj
, Dkpj = 0 . (193)
If we want to calculate the differential operators appearing in (131) to (134), we see that we need to
rewrite differential operators acting on individual fields uˆ± that are translated geodesically in opposite
directions in such a way that will act on the product, schematically
〈(Duˆ+)uˆ−〉 → D+∗ (〈uˆ+uˆ−〉). (194)
In order to achieve this, we need to find annihilation operators P± such that[
XE,Rf
±](xµ, rk) = [P±[XE,R]f±](xµ, rk) where P±[XE,R]f∓ = 0 . (195)
Since derivative with respect to the tangent space coordinate ∂r annihilate functions on the spatial
hypersurface f(xµ), we can commute the exponential shift operator with any vertical derivative operator
XR to obtain the representation
XRf
± = −
∞∑
n=1
1
(±2)n
1
n!
[
rE ,
[
...,
[
rE , XR
]
...
]]
︸ ︷︷ ︸
n times
f± . (196)
We find [
rE , XR
]
= (3)∇HrEXR −XE , (197)[
rE , XE
]
= (3)∇HrEXE +RR
[
X
]
, (198)
where the horizontal lift of the covariant derivative acting on XR and XE reads in components
(3)∇HrEXR = rk
[
(3)∇kXm − rn(3)Γlkn
∂
∂rl
Xm
] ∂
∂rm
, (199)
(3)∇HrEXE = rk
[
(3)∇kXm − rn(3)Γlkn
∂
∂rl
Xm
]
em , (200)
and the vector field RR
[
X
]
is defined as
RR
[
X
]
= (3)Rlikjr
irjXk
∂
∂rl
. (201)
We then compute [
rE ,
[
rE , XR
]]
=
(
(3)∇HrE
)2
XR − 2(3)∇HrEXE −RR
[
X
]
. (202)
[
rE ,
[
rE ,
[
rE , XR
]]]
=
(
(3)∇HrE
)3
XR − 3
(
(3)∇HrE
)2
XE
− 2RR
[
(3)∇HrEX
]− (3)∇HrE(RR[X])+RE[X] . (203)
[
rE ,
[
rE ,
[
rE ,
[
rE , XR
]]]]
=
(
(3)∇HrE
)4
XR − 4
(
(3)∇HrE
)3
XE − 3RR
[(
(3)∇HrE
)2
X
]
− 2(3)∇HrE
(
RR
[
(3)∇HrEX
])− 2RE[(3)∇HrEX]
− ((3)∇HrE)2(RR[X])+ 2(3)∇HrE(RE[X])+RR[R[X]] . (204)
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Further commutators go beyond the order of derivatives that we want to keep track of in the spatial
gradient expansion. We now set
H±n
[
X
]
:=
1
(±2)n
1
n!
[
rE ,
[
...,
[
rE , XR
]
...
]]
︸ ︷︷ ︸
n times
, (205)
and find [
XR ± 1
2
(
(3)∇HrEXR −XE
)
+
∞∑
n=2
H±n
[
X
]]
f± = 0 . (206)
[1
2
XE ∓XR − 1
2
(3)∇HrEXR ∓
∞∑
n=2
H±n
[
X
]]
f± = 0 . (207)
The last two identities can be used to define the annihilation operators we were looking for. We define
P±[X] := [1
2
XE ±XR − 1
2
(3)∇HrEXR ±
∞∑
n=2
H∓n
[
X
]]
, P±[X]f∓ = 0 . (208)
P±[X] = 1
2
XE ±XR − 1
2
(3)∇HrEXR ±
1
8
[(
(3)∇HrE
)2
XR − 2(3)∇HrEXE −RR
[
X
]]
− 1
48
[(
(3)∇HrE
)3
XR − 3
(
(3)∇HrE
)2
XE − 3RR
[
(3)∇HrEX
]− ((3)∇R)
R
[
X
]
+RE
[
X
]]
± 1
192
[(
(3)∇R)
E
[
X
]− 2((3)∇HrE)3XE]+O((3)R2) . (209)
We then have
XE = P+
[
X
]
+ P−[X]+ (3)∇HrEXR + 2 ∞∑
n=1
H+2n+1
[
X
]
, (210)
XR =
1
2
[
P+[X]− P−[X]− 2 ∞∑
n=1
H+2n
[
X
]]
. (211)
Since we are only interested in expansions that include terms of order ((3)∇)3 for the gradient expansion,
we can re-express the higher order derivative coefficients by iteration
XE = P+
[
X
]
+ P−[X]+ 1
2
[
P+[(3)∇HrEX]− P−[(3)∇HrEX]]
− 1
8
[(
(3)∇HrE
)3
XR − 2
(
(3)∇HrE
)2
XE −RR
[
(3)∇HrEX
]]
+
1
24
[(
(3)∇HrE
)3
BR − 3
(
(3)∇HrE
)2
BE
− 2RR
[
(3)∇HrEB
]− (3)∇HrE(RR[B])+RE[B]]+O((3)R2) . (212)
XE = P+
[
X
]
+ P−[X]+ 1
2
[
P+[(3)∇HrEX]− P−[(3)∇HrEX]]
− 1
12
(
(3)∇HrE
)3
XR +
1
8
(
(3)∇HrE
)2
XE − 1
24
(3)∇HrE
(
RR
[
X
])
+
1
24
RR
[
(3)∇HrEX
]
+
1
24
RE
[
X
]
+O((3)R2) . (213)
We define (
(3)∇R)
R
[
X
]
:= rs
(
(3)∇s(3)Rlikj
)
Xkrirj
∂
∂rl
(214)
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and get
XE = P+
[
X
]
+ P−[X]+ 1
2
[
P+[(3)∇HrEX]− P−[(3)∇HrEX]]
+
1
8
[
P+[((3)∇HrE)2X]+ P−[((3)∇HrE)2X]]+ 148[P+[((3)∇HrE)3X]− P−[((3)∇HrE)3X]]
+
1
24
[
P+[R[X]]+ P−[R[X]]]+ 1
48
[
P+[R[(3)∇HrEX]]− P−[R[(3)∇HrEX]]]+O((3)R2) . (215)
Similarly, we get
XR =
1
2
[
P+[X]− P−[X]]+ 1
4
[
P+[(3)∇HrEX]+ P−[(3)∇HrEX]]
+
1
16
[
P+[((3)∇HrE)2X]− P−[((3)∇HrE)2X]]+ 116[P+[R[X]]− P−[R[B]]]
+
1
32
[
P+[((3)∇R)[X]]+ P−[((3)∇R)[X]]]+O((3)R2) . (216)
Since we will eventually act on functions shifted in the ±r direction, we introduce the notation
X±E = P±
[
X
]± 1
2
P±[(3)∇HrEX]+ 18P±[((3)∇HrE)2X]± 148P±[((3)∇HrE)3X]
+
1
24
P±[R[X]]± 1
48
P±[R[(3)∇HrEX]]+O((3)R2) . (217)
X±R = ±
1
2
P±[X]+ 1
4
P±[(3)∇HrEX]± 116P±[((3)∇HrE)2X]± 116P±[R[X]]
+
1
32
P±[((3)∇R)[X]]+O((3)R2) . (218)
The operators (217) and (218) can now be pulled out from individual factors to act on the whole product
as in the scheme
〈(D+E,Ruˆ+)uˆ−〉 → D+E,R(〈uˆ+uˆ−〉). (219)
After the differential operators act on the product, we want replace the projection operators again in
terms of concrete expressions and we find,
X±E =
1
2
XE±XR± 1
32
(
(3)∇HrE
)3
XE∓ 1
12
RR
[
X
]∓ 1
96
RE
[
(3)∇HrEX
]∓ 1
192
(
(3)∇R)
E
[
X
]
+O((3)R2) ,
(220)
X±R = ±
1
4
XE +
1
2
XR ∓ 1
96
(
(3)∇HrE
)3
XR ± 1
48
RE
[
X
]
+
1
384
(
(3)∇R)
E
[
X
]± 1
96
(
(3)∇R)
R
[
X
]
− 1
48
RE
[
(3)∇HrEX
]∓ 1
32
RR
[
(3)∇HrEX
]
+O((3)R2) . (221)
We will also have to commute the spatial curved Laplace operator with the spatially covariant shift
operators and rewrite it in terms of the annihilation operators. In order to commute the spatial Laplace
operator, we apply a trick. We realize that once more that all operations we perform in the integrals
that define the Wigner transformed operators take place in the spatial tangent bundle TΣt specified by
the time-slicing. This bundle can be equipped with some natural metric γ˜ that satisfies
γ˜
(
ei, ej
)
= γij , (222)
γ˜
(
ei,
∂
∂rj
)
= 0 . (223)
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The important point is that this metric will satisfy[
(3)∇Hek γ˜
](
ei, ej
)
= 0 , (224)
which follows from (3)∇Hekei = (3)Γjkiej and so we can use the usual techniques for computations with a
metric compatible covariant derivative. The spatial Laplace operator acting on fields that depend only
on the submanifold Σt can be rewritten in terms of the horizontal lift of the covariant derivative to the
tangent bundle TΣt
γij(3)∇i(3)∇jf(xµ) = γ˜ij(3)∇Hei (3)∇Hejf(xµ) . (225)
On the other hand, we can rewrite
LnrE =
[
ri(3)∇Hei
]n
= ri1 ...rin (3)∇Hei1
(3)∇Hein , (226)
since (3)∇rErE = 0. It is now a matter of computing commutation relations for the horizontal lift of the
covariant derivative to the tangent bundle to find the first correction terms that result from commuting
the spatial Laplacian acting on φˆ(xµ) or Πˆ(xµ) with the shift exponentials and we give the concrete
expressions in the following appendix. Note that since the basis ek is not a coordinate basis (
[
ei, ej
] 6= 0),
the commutator of horizontal covariant derivatives acting on functions is also non-zero[
(3)∇Hei , (3)∇Hej
]
f(xµ, rk) = −rn(3)Rlnij
∂
∂rl
f(xµ, rk) . (227)
We find for the adapted basis vectors[
(3)∇Hei , (3)∇Hej
](
ek
)
= (3)Rlkijel , (228)[
(3)∇Hei , (3)∇Hej
]( ∂
∂rk
)
= (3)Rlkij
∂
∂rl
, (229)
and opposite signs for the dual adapted basis. Note that due to the propoperty
(3)∇H∂
∂rk
∂
∂rj
= (3)∇H∂
∂rk
ej = 0 , (230)
the partial derivative ∂
∂rk
acts itself covariantly and its commutator with the basis vectors ek can computed
to be zero also when acting on functions due to non-vanishing commutator of the partial derivatives[
ei,
∂
∂rk
] 6= 0, [
(3)∇Hei , (3)∇H∂
∂rj
]
f(xµ, rk) = 0 . (231)
A.4 T ±∗ , M±∗ ,
(
(3)
)±
∗ and (
(3)∇N)±∗
The general expressions from the previous appendix will now be used to compute the concrete expressions
that appear in (131) to (134). We will need the commutator
T ± :=
[
∂t, exp
[
± 1
2
rk(3)∇
H
k
]]
, , (232)
which can be computed by using the three tensor (3)Γ˙lik on the spatial hypersurface,
(3)Γ˙lik =
(3)∇l[NKik]− 2(3)∇(i[NK lk)]
+
[
(3)∇(i(3)∇k)N l + (3)∇(i(3)∇lNk) − (3)∇l(3)∇(iNk)
]
, (233)
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with
T(ik) =
Tik + Tki
2
. (234)
We can define a vertical vector field
Γ˙R := r
irk(3)Γ˙lik
∂
∂rl
=
[
rE , ∂t
]
, (235)
in terms of which we have
T ± = ∓1
2
Γ˙R − 1
8
[
rE , Γ˙R
]
∓ 1
48
[
rE ,
[
rE , Γ˙R
]]
+
1
384
[
rE ,
[
rE ,
[
rE , Γ˙R
]]]
+O((3)R2)
= ∓1
2
Γ˙R +
1
8
[
Γ˙E − (3)∇HrE Γ˙R
]
∓ 1
48
[(
(3)∇HrE
)2
Γ˙R − 2(3)∇HrE Γ˙E −RR
[
Γ˙
]]
+
1
384
[
− 3((3)∇HrE)2Γ˙E +RE[Γ˙]
]
+O((3)R2) . (236)
Acting on functions translated in the ±r direction leads us to define the operator
T ±∗ := ∓
1
2
Γ˙±R +
1
8
[
Γ˙±E − (3)∇HrE Γ˙±R
]
∓ 1
48
[(
(3)∇HrE
)2
Γ˙±R − 2(3)∇HrE Γ˙±E −R±R
[
Γ˙
]]
+
1
384
[
− 3((3)∇HrE)2Γ˙±E +R±E[Γ˙]
]
+O((3)R2) . (237)
Since we will be dealing only with the sum of this operator with opposite signs, we have
T +∗ + T −∗ = −
1
8
Γ˙E − 1
24
(3)∇HrE Γ˙R +O
(
(3)R2
)
(238)
We will also need the following commutator
M˜± :=
[
ME , exp
[
± 1
2
rk(3)∇Hk
]]
, (239)
with
ME := N
kek . (240)
We find
M˜± = ∓1
2
[
(3)∇HrEME +RR[M ]
]
− 1
8
(
(3)∇HrE
)2
ME − 1
8
RR
[
(3)∇HrEM
]
− 1
8
[
(3)∇HrE
(
RR[M ]
)−RE [M ]]
∓ 1
48
[(
(3)∇HrE
)3
ME −RE
[
(3)∇HrEM
]− 2(3)∇HrE(RE [M ])]+O((3)R2) , (241)
and define
M˜±∗ := ∓
1
2
[
(3)∇HrEM±E +R±R[M ]
]
− 1
8
(
(3)∇HrE
)2
M±E −
1
8
R±R
[
(3)∇HrEM
]
− 1
8
[
(3)∇HrE
(
RR[M ]
)± −R±E [M ]]
∓ 1
48
[(
(3)∇HrE
)3
M±E −R±E
[
(3)∇HrEM
]− 2(3)∇HrE(RE [M ])±]+O((3)R2) . (242)
It is convenient to define to following operator
M±∗ := M±E − M˜±∗ , (243)
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and we have
M+∗ +M−∗ = ME + (3)∇HrEMR +
1
8
(
(3)∇HrE
)2
ME +
1
24
(
(3)∇HrE
)3
MR
+
1
8
RE [M ] +
1
24
(3)∇HrE
(
RR[M ]
)
+O((3)R2) . (244)
It is now the sum T +∗ + T +∗ +M+∗ +M−∗ that will enter the dynamical equations (131) to (134), and
this sums happens to reduce to a rather short expressions to second order in the spatial gradient after
performing the Wigner transformation (and dropping boundary terms). Making us of the horizontal lift
of the spatial covariant derivative to the cotangent bundle (192), we find for example in (131) up to
boundary terms,
γ1/2
∫
Σt
d3re−
i
~ r
kpk
[M+∗ +M−∗ + T +∗ + T −∗ ][: uˆ+uˆ− :]
=
[
NkDk −Nk;k − pkNk;m
∂
∂pm
− ~2 1
12
Nk;kqm
∂2
∂pq∂pm
+
~2
4
(
1
2
(3)∇l[NKik]− (3)∇i[NK lk ]
)
∂2
∂pk∂pi
Dl
− ~
2
12
(
1
2
(3)∇l(3)∇l
[
NKik
]− (3)∇l(3)∇i[NK lk ]− (3)∇i(3)∇k[NK]
)
∂2
∂pk∂pi
− ~
2
12
pl
(
1
2
(3)∇s(3)∇l
[
NKik
]− (3)∇s(3)∇i[NK lk ]
)
∂3
∂pk∂pi∂ps
+O(~4)]Fˆφφ . (245)
Similarly, we will have to commute the operator γij∂iN∂j and so we define
(∇(3)N)±∗ := (∇(3)N)±E − ˜(∇(3)N)±∗ , (246)
again with
˜(∇(3)N)± := [(∇(3)N)
E
, exp
[
± 1
2
rk(3)∇Hk
]]
, (247)
where (∇(3)N)
E
:= γij∂iNej . (248)
We find
(∇(3)N)±∗ = (∇(3)N)±E −
[
∓ 1
2
[
(3)∇HrE
(∇(3)N)±
E
+R±R[
(∇(3)N)]]
− 1
8
(
(3)∇HrE
)2(∇(3)N)±
E
− 1
8
R±R
[
(3)∇HrE
(∇(3)N)]
− 1
8
[
(3)∇HrE
(
RR[
(∇(3)N)])± −R±E [(∇(3)N)]]
∓ 1
48
[(
(3)∇HrE
)3(∇(3)N)±
E
−R±E
[
(3)∇HrE
(∇(3)N)]− 2(3)∇HrE(RE [(∇(3)N)])±]
]
+O((3)R2) . (249)
We will be dealing with the sum and differences of those operators. Since they already come with a
spatial derivative themselves we have
(∇(3)N)+∗ + (∇(3)N)−∗ = (∇(3)N)E + (3)∇HrE(∇(3)N)R +O((3)R2) . (250)
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(∇(3)N)+∗ − (∇(3)N)−∗ = 2(∇(3)N)R + 12 (3)∇HrE(∇(3)N)E + 14((3)∇HrE)2(∇(3)N)R
+
1
12
RR
[(∇(3)N)]+O((3)R2) . (251)
We find for the expressions appearing in (132) and (133) to second order in the spatial gradient expansion
and up to boundary terms,
γ1/2
∫
Σt
d3re−
i
~ r
kpk
[(∇(3)N)+∗ + (∇(3)N)−∗ ][: uˆ+uˆ− :]
= γ1/2
∫
Σt
d3re−
i
~ r
kpk
[
N k;
(3)∇Hek + rlN k; l
∂
∂rk
+O((3)R2)][: uˆ+uˆ− :]
=
[
N;k
(3)Dk −N k;k − pkN k; l
∂
∂pl
+O(~4)]Fˆφφ , (252)
γ1/2
∫
Σt
d3re−
i
~ r
kpk
[(∇(3)N)+∗ − (∇(3)N)−∗ ][: uˆ+uˆ− :]
= γ1/2
∫
Σt
d3re−
i
~ r
kpk
[
2N k;
∂
∂rk
+
1
2
rlN k; l
(3)∇Hek +
1
4
rlrmN k; lm
∂
∂rk
− 1
12
rmrk(3)RlkmsN
s
;
∂
∂rl
]
+O((3)R2)][: uˆ+uˆ− :]
=
i
~
[
2γlkplN;k +
1
2
N;kl
∂
∂pl
Dk − ~
2
4
pkγ
ksN;slm
∂2
∂pl∂pm
− ~
2
2
N k; km
∂
∂pm
− ~
2
6
(3)Rml N;m
∂
∂pl
+
~2
12
pl
(3)RlkmsN
s
;
∂2
∂pk∂pm
+O(~4)]Fˆφφ . (253)
Finally, we commute the spatial Laplace operator appearing in (132) to (134) and let it act on the product
of the geodesically shifted canonical operators(
N+
(
(3)
)+
∗ ±N−
(
(3)
)−
∗
)[
f+g−
]
:=
[
N (3)f
]+
g− ± f+
[
N (3)g
]−
, (254)
where f+ and g− are placeholders for the operators uˆ± and vˆ±. The first term that appears in the series
when commuting the spatial Laplacian with the shift exponentials is the horizontally lifted operator itself,
N+γij
[
(3)∇Hei (3)∇Hejf+
]
uˆ− ±N−γijf+
[
(3)∇Hei (3)∇Hejg−
]
=
[
N+γij(3)∇Heie+j ±N−γij(3)∇Heie−j
][
f+g−
]
− γij
[
N+e+i e
−
j ±N−e+i e−j
][
f+g−
]
+ γij
(
N+ ±N−
)
f+
[[
e+i , e
−
j
]
g−
]
. (255)
The second part is not manifestly spatially covariant, but our calculation should now show that it actually
is. We will need the following identities
γij
[
e+i , e
−
j
]−
= −γij(3)Γlij
[
− 1
4
el +
1
2
∂
∂rl
]
− γij 1
12
[
ei , r
mrk(3)Rlkmj
∂
∂rl
]−
, (256)
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− γij
[
N+
[
1
2
ei +
∂
∂ri
+
1
12
rkrm(3)Rlkmi
∂
∂rl
][
1
2
ej − ∂
∂rj
− 1
12
rkrm(3)Rlkmj
∂
∂rl
]
±N−
[
1
2
ei +
∂
∂ri
+
1
12
rkrm(3)Rlkmi
∂
∂rl
][
1
2
ej − ∂
∂rj
− 1
12
rkrm(3)Rlkmj
∂
∂rl
]][
f+g−
]
+ γij
(
N+ ±N−
)
f+
[[
e+i , e
−
j
]
g−
]
= −γij
[
N+
[
1
2
(3)∇Hei +
∂
∂ri
+
1
12
rkrm(3)Rlkmi
∂
∂rl
][
1
2
(3)∇Hej −
∂
∂rj
− 1
12
rkrm(3)Rlkmj
∂
∂rl
]
±N−
[
1
2
(3)∇Hei +
∂
∂ri
+
1
12
rkrm(3)Rlkmi
∂
∂rl
][
1
2
(3)∇Hej −
∂
∂rj
− 1
12
rkrm(3)Rlkmj
∂
∂rl
]][
f+g−
]
− γij
(
N+ ±N−
)[ 1
24
rkrm(3)Rlkmj;i
∂
∂rl
][
f+g−
]
. (257)
Thus the term (255) takes the form
N+γij
[
(3)∇Hei (3)∇Hejf+
]
g− ±N−γijf+
[
(3)∇Hei (3)∇Hejg−
]
=
[
N+γij(3)∇Hei
[
1
2
(3)∇Hej +
∂
∂rj
+
1
12
rkrm(3)Rlkmj
∂
∂rl
]
±N−γij(3)∇Hei
[
1
2
(3)∇Hej −
∂
∂rj
− 1
12
rkrm(3)Rlkmj
∂
∂rl
]][
f+g−
]
− γij
[
N+
[
1
2
(3)∇Hei +
∂
∂ri
+
1
12
rkrm(3)Rlkmi
∂
∂rl
][
1
2
(3)∇Hej −
∂
∂rj
− 1
12
rkrm(3)Rlkmj
∂
∂rl
]
±N−
[
1
2
(3)∇Hei +
∂
∂ri
+
1
12
rkrm(3)Rlkmi
∂
∂rl
][
1
2
(3)∇Hej −
∂
∂rj
− 1
12
rkrm(3)Rlkmj
∂
∂rl
]][
f+g−
]
− γij
(
N+ ±N−
)[ 1
24
rkrm(3)Rlkmj;i
∂
∂rl
][
f+g−
]
= γij
[(
N+ ∓N−) ∂
∂ri
(3)∇Hej +
(
N+ ±N−)[1
4
(3)∇Hei (3)∇Hej +
∂
∂ri
∂
∂rj
]
+
1
12
(
N+ ∓N−)rkrm(3)Rlkmj;i ∂∂rl + 112(N+ ∓N−)rkrm(3)Rlkmj ∂∂rl (3)∇Hei
+
1
6
(
N+ ±N−)rkrm(3)Rlkmj ∂∂rl ∂∂ri
][
f+g−
]
+
(
N+ ±N−
)[ 1
12
rm(3)Rlm
∂
∂rl
][
f+g−
]
. (258)
Let us now include the commutator of the spatial Laplacian with the shift exponentials. We have[
(3) , exp
[± 1
2
ri(3)∇Hei
]]
f(xµ)
= −
∞∑
n=1
1
(±2)n
[
ri1 (3)∇Hei1 , ... ,
[
rin (3)∇Hein , γ˜ij(3)∇Hei (3)∇Hej
]]
exp
[± 1
2
ri(3)∇Hei
]
f(xµ)
= −γij
∞∑
n=1
ri1 ...rin
(±2)nn!
[
(3)∇Hei1 , ... ,
[
(3)∇Hein , (3)∇Hei (3)∇Hej
]]
exp
[± 1
2
ri(3)∇Hei
]
f(xµ)
= ±1
2
rkγij
[
rm(3)Rlmkj;i
∂
∂rl
+(3)Rlikj
(3)∇Hel+2rm(3)Rlmkj
∂
∂rl
(3)∇Hei+O
(
(3)R2
)]
exp
[±1
2
ri(3)∇Hei
]
f(xµ)
+
1
8
rkrsγij
[
(3)Rlikj;s
(3)∇Hel + 2rm(3)Rlmkj;s
∂
∂rl
(3)∇Hei +O
(
(3)R2
)]
exp
[± 1
2
ri(3)∇Hei
]
f(xµ) , (259)
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which will result in the following expression that we have to include in (254),
N+
[
1
2
rkγij
[
rm(3)Rlmkj;i
∂
∂rl
+ (3)Rlikj
(3)∇Hel + 2rm(3)Rlmkj
∂
∂rl
(3)∇Hei
]
f+
+
1
8
rkrsγij
[
(3)Rlikj;s
(3)∇Hel + 2rm(3)Rlmkj;s
∂
∂rl
(3)∇Hei
]
f+
]
g−
∓N−f+
[
1
2
rkγij
[
rm(3)Rlmkj;i
∂
∂rl
+ (3)Rlikj
(3)∇Hel + 2rm(3)Rlmkj
∂
∂rl
(3)∇Hei
]
g−
− 1
8
rkrsγij
[
(3)Rlikj;s
(3)∇Hel + 2rm(3)Rlmkj;s
∂
∂rl
(3)∇Hei
]
g−
]
=
[
3
8
(
N+ ∓N−)rkrmγij(3)Rlmkj;i ∂∂rl + 18(N+ ∓N−)rsrkrmγij(3)Rlmkj;s ∂∂rl ∂∂ri
+
1
4
(
N+ ∓N−)rkγij(3)Rlikj(3)∇Hel + 12(N+ ±N−)rkγij(3)Rlikj ∂∂rl
+
1
4
(
N+ ∓N−)rkγijrm(3)Rlmkj[ ∂∂rl (3)∇Hei + (3)∇Hel ∂∂ri ]
+
1
2
(
N+ ±N−)rkrmγij(3)Rlmkj ∂∂rl ∂∂ri
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Combining all contributions and throwing away those terms that vanishing when integrating over the
tangent space variable rk, we end up with the following expression to second order in the spatial gradient
expansion,
(
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. (261)
Performing the r-integral of the covariant Wigner transform yields the following expressions appearing
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in (132) and (133) to second order in the spatial gradient expansion and up to boundary terms,
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A.5 Dynamics of Wigner transformed two-point functions Fφφ, FφΠ, FΠφ and
FΠΠ
Performing the r-integral in (131) to (134) leads to the following equations in phase-space to next-to-
leading order in the spatial gradient expansion where we also dropped boundary terms, anomalous contri-
butions and simplified to self-interaction terms by assuming a Gaussian state truncation with vanishing
one-point functions,
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