Abstract. Let k be a number field and O the ring of integers. In the previous paper [T06] we study the Dirichlet series counting discriminants of cubic algebras of O and derive some density theorems on distributions of the discriminants by using the theory of zeta functions of prehomogeneous vector spaces. In this paper we consider these objects under imposing finite number of splitting conditions at non-archimedean places. Especially the explicit formulae of residues at s = 1 and 5/6 under the conditions are given.
Introduction
Let k be a number field and O the ring of integers. For a place v of k let k v be the completion of k at v. Let T be a finite set of places. Take a separable cubic algebra L v of k v for each v ∈ T and let L T = (L v ) v∈T the T -tuple. We call an O-algebra a cubic algebra if it is locally free of rank 3 as an O-module. We denote by C (O) the set of isomorphism classes of cubic algebras of O. We let
ird := R ∈ C (O) F = R ⊗ O k is a cubic field extension of k, and
We define
Here we denote by N (∆ R/O ) the ideal norm of the relative discriminant of R/O and by Aut (R) the group of automorphisms of R as an O-algebra. The primary purpose of this paper is to prove the following. Let n = [k : Q].
Theorem 1.1. There exist constants A L T and B L T described explicitly such that;
(1) ϑ ird L T (s) has meromorphic continuation to the whole complex plane which is holomorphic for Re(s) > 1/2 except for simple poles at s = 1 and 5/6 with residues A L T and B L T , respectively, and (2) for any ε > 0,
+ε ) (X → ∞).
Note that the X 5/6 -term in the formula is relevant only when n = 1, 2. We give the formulae of A L T and B L T . Let ζ k (s) and ∆ k be the Dedekind zeta function and the absolute discriminant of k, respectively. We denote by M ∞ , M R , M C and M f the set of all infinite places, real places, complex places and finite places, respectively. We put r 1 = # M R and r 2 = # M C . For v ∈ M f , let q v be the order of the residue field of k v . We put θ Lv = # (Aut kv-algebra (L v )). For a nonarchimedean local field K with the order of residue field q, we define its local zeta function by ζ K (s) = (1 − q −s ) −1 . The cubic algebra L v is in general a product of local fields. We define ζ Lv (s) as the product of the zeta functions of those fields. The relative discriminant ∆ Lv/kv is also defined as the product of relative discriminants of those local fields. We denote by ∆ Lv its norm. We put i ∞ (L T ) = # {v ∈ M R | L v = R 3 }. We give the value in case of T ⊃ M ∞ . The general case is easily obtained from this by taking a suitable summation. Theorem 1.2. When T ⊃ M ∞ , the constants A L T and B L T are given by
where
Lv · ζ Lv (1/3)ζ Lv (5/3) ζ Lv (2/3)ζ Lv (10/3) . In this paper we also try to improve Theorem 1.1 under segregating the cubic algebras via the Steinitz class. The Steinitz class takes value in the ideal class group, and it is known that finitely generated locally free modules over a Dedekind domain is completely classified by the rank and the Steinitz class (cf. [M71] .) Let Cl(k) be the ideal class group of k. For R ∈ C (O), let St(R) ∈ Cl(k) be its Steinitz class. This is the class of a fractional ideal isomorphic to 3 R as an O-module. For a ∈ Cl(k), we define
Then obviously ϑ ird
class number of k and h
k the number of 3-torsions of Cl(k) (which is a power of 3.) Also for a ∈ Cl(k), we put τ (a) = 1 if there exists b ∈ Cl(k) such that a = b 3 and τ (a) = 0 otherwise. In this paper we also prove the following. 
is holomorphic in the whole complex plane except for s = 1 and 5/6. Also for any ε > 0,
The statement (1) is an improvement of Theorem 1.1 (1). In case [k : Q] = 2 and 3 | h k , the formula in (2) implies that the distribution of the Steinitz classes of the elements of C (O, L T ) ird is not uniform, and the irregularity is reflected in the X 5/6 -term. Although it is likely that such a formula exists for unconditional L T also, to remove the condition on L T is highly non-trivial.
In the previous paper [T06] we prove these theorems for T = M ∞ . (The original Shintani's theorem [S75, Theorem 4 ] is for k = Q, T = {∞}.) As in [T06] we approach these theorems by using Sato-Shintani's zeta function [SS74] for the space of binary cubic forms.
The study of class numbers of integral binary cubic forms over Z was initiated by G. Eisenstein and developed by many mathematicians including C. Hermite, H. Davenport and T. Shintani. Via Delone-Faddeev's correspondence [DF64] the GL 2 (Z)-orbits of integral binary cubic forms corresponds bijectively to the set of cubic rings, thus useful to investigate cubic fields or their orders. Shintani [S72] introduced Dirichlet series whose coefficients are the class numbers and studied extensively as an example of zeta functions of prehomogeneous vector spaces. This was generalized to over a general number field using adelic language in [W85] , and used to investigate relative cubic extensions over the base field ( [DW86, DW88] ) or its integer ring ([T06] .) Besides the rightmost pole at s = 1, the Dirichlet series has a mysterious second pole at s = 5/6. Our purpose is to study how those residues behave when local conditions at finite places are imposed.
We prove theorems above in the following process. In Section 2 we review the notation and invariant measure of [T06] those we use in this paper. In Section 3 we recall and refine the parameterizations of cubic algebras by means of the space of binary cubic form that we established in the previous paper [T06] . In Section 4 we introduce the global zeta function for the space of binary cubic forms. We also introduce two partial zeta integrals, those the contributions from irreducible forms and from reducible forms. We use the result of Section 3 to express those integrals by Dirichlet series counting cubic algebras.
In Section 5 we give the analytic continuations and residue formulae of some Dirichlet series including ϑ ird L T (a, s). This give a proof of Theorem 1.1 (1) and Theorem 1.3 (1) with the values A L T , B L T in Theorem 1.2. The meromorphic continuations and residues of the zeta integrals are obtained in [T06, Section 8] . The residues are expressed by means of local distributions and hence the computation of the residues are reduced to the local theory. The local theory for the space of binary cubic forms were studied by in detail, and their results make us the computation simple. We note that the explicit formula [DW86, Theorem 3 .1] of the non-archimedean local zeta function plays an important role.
In Section 6 we prove Theorem 1.1 (2) and Theorem 1.3 (2). Our tool to find density theorems is a modified version [SS74, Theorem 3] of Landau's Tauberian theorem [L15, Hauptsatz] , using a functional equation to derive some informations on the error term. To separate the contributions of reducible forms, we also use the functional equations of zeta functions for the space of binary quadratic forms.
Notation and Invariant measures
For notation we basically follow [T06] . But we have one exception. If V is a scheme define over a ring R and S is an R-algebra, then in this paper we denote the set of S-rational points of V by V (S), not by V S as we denoted in [T06] .
For a finite set X we denote by # X its cardinality. If an abstract group G acts on a set X, then for x ∈ X we set Stab(G; x) = {g ∈ G | gx = x}. If x ∈ G\X is the class of x ∈ X, we also denote the group by Stab(G; x), which is well defined up to isomorphism. The one-dimensional affine space is denoted by Aff.
Throughout this paper we fix a number field k. We use the notation O, n, ζ
k and τ (a) as in Section 1. Let M be the set of all places of k. We put c k = Res s=1 ζ k (s). For a fractional ideal I of k, we denote by N (I) its ideal norm. The rings of adeles and finite adeles are denoted by A and A f . We put
The adelic absolute value | | A on A × is normalized so that, for t ∈ A × , |t| A is the module of multiplication by t with respect to any Haar measure dx on A, i.e.
) and S(V (A f )) be the spaces of Schwartz-Bruhat functions on each of the indicated domains.
For a fractional ideal a, let i(a) ∈ A × f (⊂ A × ) be the corresponding idele, which is well
Notice that the infinite component of i(a) is trivial. If there is no confusion we simply write a instead of i(a). The set of characters of Cl(k) is denoted by Cl(k) * . We regard ω ∈ Cl(k) * as a character on A × /k × via the standard composition of the maps
. We give normalizations of invariant measures. In general, for an algebraic group X over k with local measures dx v on X(k v ) for all v ∈ M are given, then we always denote by
For any v ∈ M f , we choose a Haar measure dx v on k v to satisfy Ov dx v = 1. We write dx v for the ordinary Lebesgue measure if v is real, and for twice the Lebesgue measure if v is imaginary. For any v ∈ M f , we normalize the Haar measure
We review the normalization of the measure on G(k v ) = GL 2 (k v ). Let B ⊂ G be the Borel subgroup consisting of lower triangular matrices. We normalize the right invariant
Finally we express diagonal elements of G as diag(t 1 , t 2 ) =
The space of binary cubic forms and parameterization
Let G be the general linear group of rank 2 and V the space of binary cubic forms;
We define the action of G on V by
The twist by det(g) −1 is to make the representation faithful. For x ∈ V , let P (x) be the discriminant;
We first recall the parameterization of cubic algebras of O. Let a be a fractional ideal of k. We put
Then V a is a G a -invariant submodule. As in Section 1, let C (O) be the set of isomorphism classes of cubic algebras of O. For R ∈ C (O), let Aut (R) be the group of automorphisms of R as an O-algebra. We put 
Here, the right vertical arrow is to take the discriminant, and the low horizontal arrow is given by multiplying a 2 . For each R ∈ C (O, a), we denote by
Let K be either the number field k or a local field k v . We next recall the geometric interpretation of the G(K)-orbits in V ss (K). We denote by C sep (K) the set of isomorphism classes of separable cubic algebras of
We regard K(x) as an element of C sep (K). It is well known that The map x → K(x) gives a bijection between G(K)\V ss (K) and C sep (K). By definition, this correspondence is functorial with respect to the localization, i.e., for x ∈ V ss (k) and
We have the following compatibility of the two parameterizations x → x R and x → k(x).
This should not be confused to the set of L v -rational points of V nor the base change of V to L v . Since we don't consider such objects in this paper we hope this notation is not misleading.
, we have the bijection.
Let V ss (k) ird (resp. V ss (k) rd ) be the subset of V ss (k) consisting of binary cubic forms irreducible (resp. reducible) over k. By the definition of k(x), V ss (k) ird = {x ∈ V ss (k) | k(x)/k is a cubic field extension}. Also we put 
Global zeta functions and Dirichlet series
In this section we introduce the global zeta function and related zeta integrals. Using Propositions 3.4 and 3.5, we see that these are integral expressions of the Dirichlet series we want to investigate.
Definition 4.1. For Φ ∈ S(V A ), s ∈ C and ω ∈ Cl(k) * , we define the global zeta function by
Also for a ∈ Cl(k), we define
Let T ⊃ M ∞ be a finite set of places. For the rest of this paper we fix T and
For our purpose, we also assume Φ ∈ S(V (A)) is chosen as follows for the rest of this section. Assumption 4.3. We assume Φ is the product Φ = v∈M Φ v , where
We put
is contained in a single G(k ∞ )-orbit v∈M∞ V Lv , this does not depend on the choice of x. Note that the second equality in the lower formula follows from Propositions 3.1 and 3.4. , s) .
Since the infinite part of a ∈ A × is trivial, the infinite part of Φ a coincides with Φ ∞ . We denote by Φ f,a the finite part of Φ a , hence
and 0 otherwise. Here diag(1, a) v denote the v-component of diag(1, a). Since V Lv is a G(k v )-orbit, the second condition holds precisely when x ∈ V Lv for all v ∈ T . Also we see
Combined with Lemma 4.2, we have the following.
Proposition 4.6.
We next discuss the contributions of irreducible and reducible forms.
Definition 4.7. We put
We define Z rd (Φ, s, ω) and ϑ rd L T (a, s) similarly.
By Proposition 3.5, the same argument of the proof of Lemma 4.5 shows the following.
Proposition 4.8.
Analytic continuations and Residue formulae
In this section we give proofs of Theorem 1.1 (1) and Theorem 1.3 (1) with the values A L T , B L T in Theorem 1.2. We also give the residue of ϑ rd L T (a, s) at s = 1. We recall the residues of Z ird (Φ, s, ω) and Z rd (Φ, s, ω). For a while Φ ∈ S(V (A)) and Φ v ∈ S(V (k v )) is arbitrary. We introduce the following distributions.
Definition 5.1. For Φ ∈ S(V (A)), we define
We have to give a notice for the definition of B(Φ), because the integral defining B(Φ) itself does not converge. (The integrals defining A(Φ) and C(Φ) converge.) From the Iwasawa-Tate theory, as a complex function of s the integral
has meromorphic continuation to the whole complex plane and is holomorphic except for s = 0, 1. The above definition means, more precisely speaking, we put B(Φ) = B(Φ, 1/3).
The following is proved in [T06, Section 8].
Theorem 5.2. Let Φ be K-invariant. The integrals Z ird (Φ, s, ω) and Z rd (Φ, s, ω) have meromorphic continuations to the whole complex plane. Functions (s − 1)(s − 5/6)Z ird (Φ, s, ω) and (s − 1)Z rd (Φ, s, ω) are holomorphic for Re(s) > 1/2, and the residues of Z ird (Φ, s, ω) and Z rd (Φ, s, ω) in this domain are given by the following;
We describe residues of ϑ ird L T (a, s) and ϑ rd L T (a, s) using this theorem and Proposition 4.8.
Also we put
We now Φ = v Φ v is of the form in Assumption 4.3.
Definition 5.4. Let Φ v ∈ S(V (k v )) be as in Assumption 4.3.
(1) For v ∈ M ∞ , we define
where Φ v is chosen such that denominators do not vanish. It is known that these do not depend on the choice of such
(3) Further we let the product as follows; 
Proof. By the theory of prehomogeneous vector spaces, the local zeta function Z L T (Φ ∞ , s) has meromorphic continuation to the whole complex plane. Moreover, for any s ∈ C such that Re(s) > 1/6, we can choose Φ ∞ such that Z L T (Φ ∞ , s) = 0. Hence (1) follows from Proposition 4.8, Theorem 5.2 and the orthogonality of characters. We consider (2). We prove the second formula. The first and third formulae are proved similarly. Let ϑ ird , s) , which is the Dirichlet series appeared in the first formula of Proposition 4.8. For Ψ f ∈ S(V (A f )) we put the "finite part" B f (Ψ f ) of B by evaluating at s = 1/3 of the analytic function 
By the orthogonality of the characters, ϑ ird
k /h k , we have the second formula of (2). From now on we consider α v (L v ), β v (L v ), and γ v (L v ). For v ∈ M ∞ , this is done by Shintani [S72] and and we already used their result in [T06] . For the convenience of the reader, we give these values in Table 1 : Table 1 .
, and γ v (L v ) for v ∈ M f using the local theory developed by , especially Theorems 3.1, 5.1, 5.2 and Propositions 5.1, 5.3. We fix v ∈ M f for the rest of this section. To simplify the notation, we drop the subscript v and write L, q, α, β, γ, A, B and C instead of writing Table 1 .
As in Section 1, we denote by θ L the order of the automorphisms of L as a k v -algebra. Let ζ L (s) be the local zeta function associated with the k v -algebra L. Namely, we define
It is easy to see that such an element exists for arbitrary L. We fix such x L . We define
and hence do not depend on the choice of x L . This function plays an important role in the computation.
Before starting the computation, we will compare and adjust the notation in [DW86] to ours. In [DW86] they denote by A the set of G(k v )-orbits of V ss (k v ) and by α any of its element. Hence there is the canonical correspondence between their A and our
L , since their o(α) equals to θ L and their x α is also a standard orbital representative for the orbit V L .
The following beautiful formula is a variation of [DW86, Theorem 3.1].
The right hand side is what Datskovsky and Wright gave the explicit formula in [DW86, Theorem 3 .1]. Since their notation ω(π) is q −2s in our setting, we have the formula.
Proof. Obviously A(Φ 0 ) = 1 and hence α(L) = A(Φ L ). This is expressed by q 2e Φ L (0) in the notation of [DW86] . Note that their additive measure on k v is q −e/2 times to ours. Since 1) . Hence from Lemma 5.7 we have the formula.
Proposition 5.9.
If we use the notation of [DW86] , B(Φ L ) equals to q 3e/2 Σ 4 (1, Φ L ) where 1 denotes the trivial character on k v . Hence if L corresponds to α ∈ A in their notation, by [DW86, Theorem 5 .2] we have
). The value a α (1) is evaluated in [DW86, Proposition 5.3] and is found to be ζ L (1/3)ζ L (2/3) −1 . Now Lemma 5.7 gives the desired formula. Theorem 1.1 (1) and Theorem 1.3 (1) with the values A L T , B L T in Theorem 1.2 follows from Theorem 5.5 and Propositions 5.6, 5.8, 5.9. We also evaluate γ(L). This gives the explicit formula of the residue of ϑ rd
Proof. The value C(Φ L ) equals to q e Σ 2 (Φ L ) if we use the notation of [DW86] . Hence by [DW86, Theorem 5.2] , this equals to
if L is not a field and 0 otherwise. Since C(Φ 0 ) = (1 − q −2 ) −1 , we have the formula.
Remark 5.11. Let E rm i (k v ) the set of isomorphism classes of totally ramified extensions of k v of degree i. For F ∈ E rm i (k v ), let ∆ F be the norm of the relative discriminant of F/k v and θ F the order of automorphisms of F . In [S78] Serre established a beautiful formula
On the other side, by gathering all the splitting type at a fixed v ∈ M f , we have
By computation we see that this is equivalent to the Serre's formula for i = 2 and 3.
Density theorems
In this section we give proofs of Theorem 1.1 (2) and Theorem 1.3 (2). Throughout this section we fix L T . Recall that we define Dirichlet series
(s) as the sum of the Dirichlet series over a ∈ Cl(k). We write
Until the proof of Lemma 6.5 we prove the following.
Proposition 6.1. For any ε > 0,
To prove the proposition we first give an estimate of the function m<X a m . We put
Proof. In [W85] Wright proved that the global zeta function Z(Φ, s, ω) can be continued holomorphically to the whole complex plane except for possible simple poles at s = 0, 1/6, 5/6, 1 and satisfies the functional equation
whereΦ is a suitable Fourier transform of Φ. Let ω ∈ Cl(k) * be the trivial character and Φ ∈ S(V (A)) as in Assumption 4.3. Then by Proposition 4.
SinceΦ is also a G( O)-invariant function, we have a similar decomposition for Z(Φ, s, ω −1 ). These combined with archimedean local theory show that ϑ L T (s) is holomorphic except for s = 1, 5/6 and satisfies a functional equation of the form
where Λ is a finite index set and for each λ ∈ Λ, p λ (x, y) is a polynomial in x, y of degree less than 4n and ξ λ (s) is a Dirichlet series with absolute convergence domain Re(s) > 1. By Theorem 5.5 the residues of ϑ L T (s) at s = 1 and 5/6 are A L T + C L T and B L T , respectively. Hence the proposition follows from the modified Landau theorem [SS74, Theorem 3] .
This lemma reduces the proof of Proposition 6.1 to an estimate of m<X a rd m . To give an estimate of this function we introduce another prehomogeneous vector space. Let B = B 2 ⊂ G and W the subspace of V having a linear factor v;
Then W is an invariant subspace of B and (B, W ) is also a prehomogeneous vector space. As in [T06] , we use the functional equation of the zeta function for this space to study m<X a rd m . (This idea is due to Shintani [S75] .) For a, c ∈ Cl(k), we put
We write η L T (s) = m≥1 b m /m s . Note that for y ∈ W a,c , P (y) ∈ a −2 and hence N (a) 2 |P (y)| ∞ is an integer. Then we have the following.
Proof. We give an integral expression of η L T (s). For Ψ ∈ S(W (A)) and s ∈ C, define
Let Φ ∈ S(V (A)) be as in Assumption 4.3. We regard Φ ∈ S(W (A)) via the pullback of the inclusion W (A) → V (A). Then since
by the similar unfolding method as in Proposition 4.6 we have
We recall from [T06] some results on zeta functions for (B, W ). The residue of Y (Φ, s) at s = 1 is exactly the same as that of
is entire after multiplied by (s − 1/2) 3 (s − 1), and it satisfies a functional equation of the form
where Λ is a finite index set and for each λ ∈ Λ, q λ (x, y) is a polynomial in x, y of degree less than 8n and θ λ (s) is a Dirichlet series with absolute convergence domain Re(s) > 1. Hence by the same argument as in [T06, Proposition 7 .18] we have the lemma.
We introduce the following notation.
Definition 6.4. Let k(s) = m≥1 k m /m s and l(s) = m≥1 l m /m s be Dirichlet series having absolute convergence domains. We say k(s) is bounded by l(s) if |k m | ≤ l m for all m ≥ 1, and write k(s) l(s) in this situation.
Using Lemma 6.3 we have the following estimate, which proves Proposition 6.1. Notice that for a positive sequence {a m } and a positive constant ρ, the series m≥1 a m /m s converges for Re(s) > ρ if and only if m<X a n = O(X ρ+ǫ ) for any ǫ > 0.
Lemma 6.5. For any ε > 0,
k ) and put V We now give a proof of Theorem 1.1 (2).
Theorem 6.6. Let h L T (X) be as in Section 1. For any ε > 0,
Proof. We conclude this paper with a proof of Theorem 1.3 (2), which is much simpler than that of Theorem 6.6. Theorem 6.7. Assume L T is chosen so that at least one of L v is a field. Then ϑ ird L T (a, s) is holomorphic in the whole complex plane except for s = 1 and 5/6. Also for any ε > 0,
Proof. The essential fact that we can prove this formula is that under the condition on where Λ ′ is a finite index set and for each λ ′ ∈ Λ ′ , p λ ′ (x, y) is a polynomial in x, y of degree less than 4n and ξ λ ′ (s) is a Dirichlet series with absolute convergence domain Re(s) > 1. Hence the theorem follows from the modified Landau theorem [SS74, Theorem 3] , the residue formulae of ϑ L T (a, s) in Theorem 1.3 (1) and the same treatment for orders of cyclic Galois extensions as in the proof of Theorem 6.6.
