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Re´sume´ − L’internet des objets a pour vocation de connecter des milliards de terminaux entre eux. Ces derniers doivent eˆtre bon
marche´, e´conomes en e´nergie, et capables de communiquer meˆme a` tre`s longue porte´e. Alors que les technologies actuelles de com-
munications machine-to-machine ont tendance a` utiliser les techniques de re´pe´tition ou d’e´talement afin de re´pondre aux contraintes
notamment en termes de sensibilite´, ce travail propose une utilisation plus sophistique´e de la re´pe´tition dans une technique de´nomme´e
Turbo-FSK. Cette dernie`re implique l’utilisation d’une modulation orthogonale de fre´quence (Frequency-Shift-Keying (FSK)) et d’un
turbo de´codage spe´cifique aux formes d’onde FSK au niveau du re´cepteur. On montre alors qu’une communication robuste est possible
meˆme avec un e´metteur tre`s simple, la complexite´ e´tant de´porte´e au niveau du re´cepteur. Les re´sultats de simulations sont compare´s
a` des techniques de re´fe´rences, dont celles utilisant la re´pe´tition, de´montrant qu’un gain significatif est obtenu meˆme avec des petites
tailles de paquets.
Abstract − The Internet of Things aims to connect several billions of devices. Terminals are expected to be low cost, low power, and
to be able to achieve successful communication at long range. While current Machine-to-Machine technologies tend to use spreading
factors to meet the requirements, we propose a more sophisticated use of redundancy in a scheme called Turbo-FSK. This scheme
involves Frequency-Shift-Keying (FSK) modulation at the transmission, and a turbo-decoding dedicated to the FSK waveforms at the
receiver. Highly robust communication is achieved with a mere transmitter, as complexity is deported on the receiver side. Results
are compared to common modulations using spreading factors, showing a significant gain in performance is achieved even with small
packet sizes.
Introduction
Les communications dites Machine-to-Machine (M2M) se de´veloppent de fac¸on exponentielle, et on attend plusieurs milliards
d’objets connecte´s a` l’Internet des Objets (IdO) dans les anne´es a` venir [1]. Dans ce contexte, la mise en place de re´seaux longue porte´e
basse consommation est une solution envisage´e afin de respecter les contraintes au niveau du terminal : faible consommation, faible
couˆt au niveau de l’infrastructure, de´penses d’investissement de capital (CAPEX) limite´es. Le choix de la couche physique est alors
critique et cette dernie`re doit eˆtre se´lectionne´e de telle sorte que la communication soit robuste et fonctionnelle, meˆme a` de tre`s faibles
niveaux de sensibilite´s. Par ailleurs, les cellules contiendront un tre`s grand nombre de nœuds e´mettant chacun de fac¸on sporadique ; on
s’attend donc a` un faible de´bit par terminal. C’est le sce´nario de´ja` envisage´ par les premie`res solutions industrielles pour l’IdO [2, 3].
Les modulations orthogonales d’ordre M sont un choix naturel pour les communications bas de´bit et contraintes en e´nergie. Efficace
e´nerge´tiquement, elles atteignent la limite the´orique de la capacite´, e´nonce´e par Claude Shannon, pour une taille d’alphabet infini [4],
et donc des dure´es de forme d’onde infinies. Ceci n’e´tant pas re´alisable, une alternative pour ame´liorer l’efficacite´ e´nerge´tique de la
transmission est le codage canal, et particulie`rement l’application du principe turbo [5]. L’ide´e d’utiliser des codes orthogonaux dans
un sche´ma de concate´nation paralle`le avec turbo de´codage a e´te´ propose´e en 2001 dans [6], en utilisant la famille de codes binaires
de Hadamard. Le sche´ma pre´sente´ montre d’excellentes performances pour de grandes tailles de bloc et d’alphabet. Par ailleurs, la
modulation de fre´quence (Frequency-Shift-Keying, FSK) est un choix inte´ressant, pour notre contexte, de modulation orthogonale du
fait de son enveloppe constante, de la simplicite´ du modulateur et de sa robustesse aux canaux multi-trajets se´lectifs en fre´quence. Le
sche´ma propose´ par [6] a d’ailleurs e´te´ adapte´ aux formes d’onde FSK [7], la Turbo-FSK, de´montrant la possibilite´ d’un tel syste`me
et son inte´reˆt. Cependant, l’analyse dans [7] manque de comparaisons re´alistes au vu des applications vise´es, et seul quelques cas
d’utilisation sont pre´sente´s.
Dans ce travail, nous proposons d’approfondir le travail de [7], en effectuant d’abord une analyse the´orique plus pousse´e (a` base
des technique d’analyses des syste`mes ite´ratifs) de la technique propose´e dans [7], tout en l’e´tendant a` la notion de modulation Turbo-
Orthogonale. L’ide´e est d’utiliser l’outil d’analyse EXIT Chart (EXtrinsic Information Transfer Chart en anglais), permettant d’observer
les e´changes d’information a` l’inte´rieur du de´codeur, et de l’adapter a` la modulation e´tudie´e. L’optimisation des parame`tres du code
devient alors possible, et la solution optimise´e sera alors ensuite confronte´e aux techniques et standard actuellement en concurrence.
A` notre connaissance, ni l’analyse EXIT du sche´ma propose´ dans [7], ni la comparaison avec l’e´tat de l’art des modulations utilise´es
pour l’IdO n’ont e´te´ re´alise´es. Dans cette e´tude, on insistera sur les motivations justifiant l’utilisant d’un sche´ma tel que [7]. Apre`s une
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FIGURE 1 – L’efficacite´ spectrale en fonction de Eb/N0, pour diffe´rentes modulations et un TEB de 10−5.
pre´sentation du sche´ma, on effectuera l’analyse the´orique et l’optimisation des parame`tres, tout en conside´rant la ne´cessite´ de travailler
avec des petites tailles de bloc. La comparaison du sche´ma avec l’e´tat de l’art sera ensuite re´alise´e.
1 Motivations
Une technique largement utilise´e afin d’ame´liorer la sensibilite´ d’un syste`me est la re´pe´tition par un facteur λ , appele´ facteur
d’e´talement. A` la re´ception, en pre´sence d’un Bruit Blanc Additif Gaussien (BBAG), le Rapport Signal a` Bruit (RSB) en utilisant le
facteur d’e´talement est augmente´ de 10log10(λ ) dB. Cependant, le de´bit de la transmission est lui aussi re´duit d’un facteur λ . On peut
remarquer que l’influence du facteur d’e´talement est diffe´rente si l’on s’inte´resse, pour une fiabilite´ de transmission donne´e, au rapport
de l’e´nergie d’un bit “utile” sur la densite´ spectrale de puissance du bruit, note´ Eb/N0, avec
Eb
N0
=
RSB
η
. (1)
La Figure 1 repre´sente l’efficacite´ spectrale normalise´e (note´e η , en bits/s/Hz) en fonction de l’efficacite´ e´nerge´tique par bit normalise´e
Eb/N0. Sont place´es dans ce plan les performances de deux types de modulation : les modulations orthogonales d’ordre M, et la
modulation de phase a` deux e´tats (BPSK) a` laquelle on applique un facteur d’e´talement λ . On y repre´sente e´galement la limite de
Shannon [8], de´finie par
η ≤ log2 (1+RSB) ⇔
Eb
N0
≥ 2
η −1
η
. (2)
Cette limite correspond a` une efficacite´ e´nerge´tique maximale. On constate bien sur la Figure 1 que le facteur d’e´talement ne permet pas
de se rapprocher de la limite, mais seulement de diminuer l’efficacite´ spectrale (et donc la sensibilite´). En revanche, augmenter la taille
M de l’alphabet d’une modulation orthogonale permet de se rapprocher de cette limite, et de l’atteindre pour une taille d’alphabet infinie
[4]. L’ide´e propose´e dans [7] est de combiner une modulation orthogonale avec le principe turbo, afin de se rapprocher au maximum de
la limite de Shannon tout en ayant une taille d’alphabet raisonnable.
2 Mode`le du syste`me propose´
On propose dans cette section de de´crire les structures de l’e´metteur et du re´cepteur de la technique, ainsi que les e´tapes de calcul
re´alise´es lors du de´codage souple.
2.1 L’e´metteur
Le sche´ma de l’e´metteur Turbo-Orthogonal est pre´sente´ Figure 2. Il est constitue´ de K branches, qui vont chacune encoder une
version entrelace´e des bits d’information. On de´finit la taille du bloc de bits d’information N fourni a` chaque branche comme un
multiple de l’entier r, tel que N = P× r. L’encodeur convolutif orthogonal est repre´sente´ Figure 3. A` partir d’un ensemble de r bits,
l’encodeur effectue la somme binaire (i.e la parite´), puis accumule cette valeur dans une me´moire. On utilise ensuite les r bits ainsi
que la parite´ accumule´e pour choisir quel mot de code orthogonal transmettre. La taille de l’alphabet orthogonal A de´pend de l’entier
r choisi : pour pouvoir associer chacune des possibilite´s de mot binaire, l’alphabet doit contenir 2r+1 mots de code. Chaque branche
encode alors P mots de code. L’accumulation de la parite´ agit comme un moyen de partager de l’information entre deux mots de code
conse´cutifs, et induit la pre´sence d’un treillis (celui de l’accumulateur). Afin de fermer ce treillis, il est ne´cessaire d’e´mettre un symbole
supple´mentaire. Le rendement total peut alors s’exprimer
η =
P× r
K(P+1)2r+1
. (3)
Une e´tape de conversion paralle`le/se´rie est ensuite effectue´e afin de transmettre les mots de code orthogonaux sur le canal.
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2.2 Canal
Le mode`le de canal envisage´ est le canal BBAG, dont la sortie est de´finie par
y= x+n (4)
ou` n est un bruit blanc gaussien complexe centre´ de variance σ2.
2.3 Le re´cepteur
La structure du re´cepteur est donne´e Figure 4. Une conversion Se´rie/Paralle`le est d’abord re´alise´e sur les mots de code orthogonaux
qui ont transite´ par le canal. On obtient K vecteurs y(k), k ∈ [0, ...,K−1], chacun compose´s de P+1 mots de code (y(k) = [y0,y1, ...,yP]).
Le bloc “Projection Alphabet” consiste ensuite a` re´aliser le produit de y(k) avec la matrice transpose´ Hermitienne A, i.e la projection
du mot de code sur l’alphabet. On obtient la matrice Y (k) de taille (P+1)×2r+1, qui sera utilise´e comme observation du canal par les
de´codeurs. Le principe turbo consiste a` e´changer de fac¸on ite´rative l’information entre les de´codeurs. Apre`s le de´sentrelacement qui
convient, un de´codeur utilisera donc l’observation du canal qui lui est associe´e ainsi que l’information extrinse`que des autres de´codeurs
(l’information a priori) afin de re´aliser une estimation des bits d’information. L’information propage´e est la matrice L des rapports de
vraisemblance logarithmiques (RVL), de taille P× r et de´finie par
L=
{
L(bp,n) = log
p(bp,n = 1)
p(bp,n = 0)
}
p∈[0,...,P−1]
n∈[0,...,r−1]
, (5)
ou` p(bp,n = 1) (resp. p(bp,n = 0)) est la probabilite´ que le bit bp,n soit e´gal a` 1 (resp. 0). L est initialise´e a` 0 et ne contient pas
d’information sur la terminaison du treillis. Le signe de L(bp,n) est directement relie´ a` l’information binaire, et le module correspond a`
sa vraisemblance. A` la fin de chaque ite´ration, L contient toute l’information de tous les de´codeurs et une de´cision peut alors eˆtre prise.
2.4 De´codage souple
Afin de re´aliser une estimation des bits d’information, chaque de´codeur calcule les Probabilite´s A Posteriori (PAP) des bits, en
utilisant l’observation du canal et l’information a priori provenant des autres de´codeurs. On conside`re le p-ie`me mot de code yp du
k-ie`me e´tage. Le mot d’information de´code´ est note´ d = {dn}n∈[0,...r−1]. ci est un mot de code de l’alphabet A et bi = {bin}n∈[0,...r−1]
est le mot d’information associe´. Afin de ge´ne´raliser le calcul, on conside`re que l’alphabet orthogonal est compose´ de M = 2r+1 mots
de code a` valeurs complexes.
La PAP d’un mot de code est la probabilite´ d’avoir ce mot de code connaissant l’observation, avec
p(ci|yp) = p(y
p|ci) p(ci)
p(yp)
(6)
d’apre`s la formule de Bayes. p(ci) est la probabilite´ d’avoir le mot de code ci, ou que le mot d’information de´code´ d soit bi. En
conside´rant que yp et ci sont des vecteurs de taille M compose´s de valeurs complexes, on a alors
p(ci|yp) = 1
p(yp)
M−1
∏
m=0
p(ypm|cim)
r−1
∏
n=0
p(dn = bin). (7)
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Dans le cas du canal BBAG complexe, on a
p(ypm|cim) =
1
2piσ2
exp
{
− 1
2σ2
‖ypm− cim‖2
}
, (8)
le premier produit de (7) devient donc
M−1
∏
m=0
p(ypm|cim) = Bexp
{
1
σ2
M−1
∑
m=0
Re
(
ypm.cim
)}
, (9)
ou` cim est le complexe conjugue´ de c
i
m, Re la partie re´elle et B une constante.
En utilisant la de´finition des RVL de (5) et p(dn = 1) = 1− p(dn = 0), on a
p(dn = bin) =Cexp
{
L(dn)(1−2bin)/2
}
(10)
avec C une constante. Au final, en utilisant (9) et (10), (7) devient
p(ci|yp) = Dexp
{
1
σ2
M−1
∑
m=0
Re
(
ypm.cim
)
+
r−1
∑
n=0
1−2bin
2
L(dn)
}
, (11)
ou` D est une constante. Cette expression fait apparaıˆtre le re´sultat de la projection du mot de code rec¸u yp sur l’alphabet (la partie
observation du canal, qui n’est calcule´e qu’une seule fois) et une combinaison particulie`re des RVL des bits d’information (la partie
a priori, mise a` jour a` chaque ite´ration). Ainsi, en fournissant le re´sultat de la projection des mots de code sur l’alphabet ainsi que la
matrice L, les PAP de tous les mots de code ci de l’alphabet peuvent eˆtre calcule´es avec (11).
Comme mentionne´ pre´ce´demment, l’utilisation du code convolutif au niveau de l’e´metteur implique un partage d’information entre
deux mots de code conse´cutifs et induit la construction d’un treillis. Ceci permet l’utilisation de l’algorithme Bahl, Cocke, Jelinek, et
Raviv (BCJR) [9], tel que propose´ dans [6], afin de mettre a` jour les probabilite´s avec la connaissance des probabilite´s des autres mots
de code. On de´note ci, i ∈ [0, . . .M−1] les mots de code de l’alphabet. On peut alors construire le treillis pour le cas particulier r = 2,
qui est repre´sente´ sur la Figure 5. On constate que chaque transition est repre´sente´e par M/4 mots de code (donc 2 dans le cas r = 2).
Chaque branche est e´galement orthogonale aux autres branches, ce qui est une des caracte´ristiques fondamentales de cette technique.
L’algorithme BCJR sert alors a` recalculer les probabilite´s en prenant en compte la connaissance que l’on a du treillis. On note les
probabilite´s mises a` jour P(ci|yp).
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FIGURE 5 – Treillis pour le cas r = 2.
Les RVL des bits d’information peuvent alors eˆtre calcule´s graˆce a`
L(dn|yp) = log
2r+1
∑
i, bin=1
P(ci|yp)− log
2r+1
∑
i, bin=0
P(ci|yp), (12)
ou` les indices des sommes indiquent que l’on doit sommer les probabilite´s des mots de code d’indice i correspondants a` un mot
d’information pour lequel le bit bin vaut 1 (somme de gauche) ou 0 (somme de droite). Ce de´codage souple s’ave`re eˆtre e´quivalent au
Maximum A Posteriori (MAP).
3 Analyse the´orique des performances et confrontations aux simulation
La technique propose´e dans la partie pre´ce´dente dispose de deux parame`tres K et r qui vont influencer sur ses performances. On
cherche alors a` effectuer une analyse the´orique afin de de´terminer le jeu de parame`tres maximisant l’efficacite´ e´nerge´tique. Un outil
d’analyse efficace pour les processus ite´ratifs est le suivi de l’e´change d’information extrinse`que entre les de´codeurs, e´galement appele´
EXtrinsic Information Transfer (EXIT) chart en anglais. Cet outil a e´te´ introduit par ten Brink [10], dans le cas particulier des codes
convolutifs concate´ne´s en paralle`le (PCCC en anglais, ou aussi Turbo Code).
3.1 Calcul de la courbe EXIT
Chaque de´codeur est de´crit par une courbe EXIT qui lui est caracte´ristique. L’ide´e est de mesurer l’information extrinse`que de
sortie du de´codeur lorsqu’on lui fournit une certaine information a priori, qui est simule´e par un mode`le.
3.1.1 Information mutuelle
La me´trique utilise´e est l’Information Mutuelle (IM). L’IM entre deux sources X etY peut eˆtre de´finie par la divergence de Kullbach-
Leiber [11]
I(X ,Y ) =
∫
x
∫
y
fX ,Y (x,y) log
fX ,Y (x,y)
fX (x) fY (y)
dxdy, (13)
avec f la fonction de densite´ des distributions. On conside`re la source X comme e´tant les bits d’information, prenant donc comme
valeurs +1 et −1 (avec le mapping 0→ 1, 1→−1). L’IM peut alors s’exprimer
I(X ,Y ) =
1
2 ∑x=±1
∫
y
fY |X (y | X = x) log
2 fY |X (y | X = x)
f (y|x=+1)+ f (y|x=−1)dy. (14)
3.1.2 Mode`le a priori
Le mode`le d’information a priori choisi est un mode`le gaussienN (µA,σA) tel que sugge´re´ dans [10]. Bien qu’e´tant une hypothe`se
tre`s simplificatrice, une observation de l’allure des RVL e´change´s observe´s dans le cas Turbo-Orthogonal permet de la valider. On
s’affranchit du parame`tre µA en supposant la consistance des RVL a priori. On a alors µA = σ2A/2, et les RVL a priori s’expriment
donc
LA = µA · x+nA (15)
ou` x est l’information (x=±1) et nA un bruit blanc gaussien centre´ d’e´cart type σA. On peut alors simplifier (14) en prenant pour Y les
RVL a priori et de´finir la fonction J telle que [10]
IA = J(σA) = 1−
+∞∫
−∞
1√
2piσA
exp
− 12σ2A
(
z− σ
2
A
2
x
)2 log(1+ e−z)dz (16)
3.1.3 L’information extrinse`que dans le cas Turbo-Orthogonal
D’une fac¸on ge´ne´rale, l’information contenue dans les RVL de sortie d’un de´codeur ite´ratif se compose de trois e´le´ments : l’infor-
mation a priori LA, provenant des autres de´codeurs, l’information provenant du canal Lch, et l’information extrinse`que ge´ne´re´e par le
de´codeur LE . Le RVL L s’exprime alors
L= LA+Lch +LE (17)
On peut donc extraire LE en soustrayant simplement les autres termes au RVL mesure´ L. Dans le cas du Turbo Code classique, les mots
de code rec¸us contiennent une partie syste´matique (directement les bits transmis), et une partie parite´ (les bits de redondance ajoute´s
par l’encodage). On peut alors directement retrouver le RVL provenant du canal en ne gardant que la partie syste´matique des mots de
code provenant du canal. Dans le cas Turbo-Orthogonal, ceci n’est pas toujours possible. Si on prend un alphabet orthogonal compose´
de mots de Hadamard, on se retrouve dans le cas pre´ce´dent, car le code de Hadamard est syste´matique. En revanche, si on utilise un
alphabet FSK, compose´ d’e´le´ments de la matrice de Fourier discre`te, les mots de code ne sont plus syste´matiques. Il n’est alors plus
possible d’extraire l’information provenant du canal pour les bits d’information seuls. Tout de´codage souple de l’alphabet (sans faire
comple`tement le de´codage turbo) entraıˆne l’ajout d’une information extrinse`que due a` l’orthogonalite´ du code. Il est alors ne´cessaire
de prendre en compte cette information re´siduelle provenant du canal.
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3.1.4 Sche´ma bloc
Sur la Figure 6, on repre´sente le sche´ma bloc permettant de mesurer l’EXIT chart. En vert sont repre´sente´es les probabilite´s de
mots de code de l’alphabet. La multiplication re´alise´e est celle de (7) entre le terme de gauche (provenant du canal) et le terme de droite
(provenant des autres de´codeurs). En rouge, on repre´sente les RVL. On constate que comme pre´cise´ pre´ce´demment, on ne peut que
soustraire l’information a priori, n’ayant pas acce`s directement a` l’information des bits d’informations provenant du canal. Le bloc de
calcul de l’IM extrinse`que re´alise la somme d’inte´grales de (14). L’IM a priori est mesure´e avec la fonction J de (16). Pour une valeur
spe´cifique de σch, on fait varier σA afin d’obtenir toutes les valeurs d’IM a priori entre 0 et 1. On mesure pour chacun de ces valeurs
l’IM extrinse`que de sortie, et si le processus converge vers le point (1,1), il n’y a pas d’erreurs. Il est ne´cessaire d’utiliser des tre`s
grandes tailles de bloc de bits d’information, afin d’avoir une bonne statistique pour les mesures de fonction de densite´ de probabilite´s.
Il est a` noter e´galement que le calcul de la courbe EXIT ne prend pas en compte la fonction d’entrelacement.
3.1.5 Cas multi-dimensionnel
Dans le cas ou` le re´cepteur est compose´ de deux de´codeurs, on peut alors repre´senter dans un plan en deux dimensions les EXIT
chart des deux de´codeurs et suivre l’e´change d’information qui se produit lors des ite´rations. En revanche, si le nombre de de´codeurs
est supe´rieur a` deux, comme dans le cas du syste`me e´tudie´ ici (K de´codeurs identiques), un travail de ge´ne´ralisation doit eˆtre re´alise´.
L’e´change d’information s’observe alors dans un espace a` K−1 dimensions [12]. Cependant, si tous les de´codeurs sont identiques, la
convergence vers le point (1, . . . ,1) peut s’estimer en calculant une “ligne de surface”. Pour cette mesure, l’IM a priori s’exprime alors
[12]
IA = J
(√
K−1 ·σA
)
. (18)
Ceci traduit le fait que chaque de´codeur rec¸oit l’information des K−1 autres de´codeurs. Le calcul de l’IM extrinse`que reste inchange´.
3.1.6 L’EXIT chart
On re´alise une mesure d’EXIT pour un cas particulier du sche´ma Turbo-Orthogonal, celui r = 6, K = 4 et ou` un alphabet FSK de
taille M = 2r+1 = 128 est utilise´. On utilise le processus de´crit sur la Figure 6, pour finalement obtenir les courbes EXIT pre´sente´es sur
la Figure 7. Le nombre de bits d’information par bloc a e´te´ fixe´ a` N = 100000. L’EXIT chart a e´te´ mesure´ pour trois valeurs de Eb/N0.
On a e´galement repre´sente´ la ligne me´diane allant de (0,0) a` (1,1). On constate que l’intersection entre cette ligne me´diane et la courbe
noire (Eb/N0 = −1.6dB) apparait pour IA ' 0.1. On peut alors conclure qu’a` ce niveau de Eb/N0, le syste`me ne pourra atteindre le
point (1,1), et que donc peu importe le nombre d’ite´rations, un certain nombre d’erreurs persisteront. En revanche, pour des valeurs
de Eb/N0 de 0 et 1dB, il n’y a pas intersection avec la ligne me´diane, et donc le point (1,1) peut eˆtre atteint apre`s un certain nombre
d’ite´rations.
Une recherche exhaustive nous permet de de´terminer la plus petite valeur de Eb/N0 pour laquelle la courbe EXIT est “ouverte”,
c’est-a`-dire qu’il n’y a plus intersection avec la ligne me´diane. On appellera dans la suite cette valeur le “point d’ouverture” de la courbe
EXIT. Pour le cas choisi pre´ce´demment, on trouve que le point d’ouverture est situe´ a` Eb/N0 =−1.12dB, et la courbe EXIT pour cette
valeur est repre´sente´e sur la Figure 8 (a). On constate bien qu’il n’y a pas intersection avec la ligne me´diane. Le syste`me permettrait
donc de corriger toutes les erreurs induites par le canal. Pour ve´rifier cela, on re´alise un calcul de Taux d’Erreur Binaire (TEB) pour le
meˆme cas r = 6, K = 4, ou` une tre`s grande taille de bloc est utilise´e (N = 100000). Pour le de´codeur, on utilise la re`gle du MAP sans
aucune approximation, et on re´alise 100 ite´rations de de´codage. On obtient alors la Figure 8 (b). On constate que le TEB commence
a` diminuer de fac¸on significative apre`s Eb/N0 = −1.12dB, pour atteindre une valeur de 10−5 a` Eb/N0 = −1.03dB. La courbe EXIT
permet donc bien de pre´dire le point a` partir duquel le TEB va chuter (le “waterfall” en anglais).
3.2 Optimisation des parame`tres
Puisque la courbe EXIT permet de pre´dire de fac¸on relativement pre´cise le moment ou` va se de´clencher le waterfall, on peut re´aliser
une recherche exhaustive du point d’ouverture pour chacun des deux parame`tres r et K. On obtient alors les valeurs pre´sente´es dans
le Tableau 1. On a note´ avec “∗” le point d’ouverture minimum, et ce pour chaque valeur de r. On constate qu’il n’y a pas de logique
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r
3 4 5 6 7 8 9 10
3 0.33 −0.17 −0.59 −0.94 −1.23∗ −1.30∗ −1.19∗ −1.07∗
4 0.02 −0.46 −0.84 −1.12∗ −1.20 −1.04 −0.83 −0.59
5 −0.06∗ −0.51∗ −0.86∗ −1.09 −1.03 −0.77 −0.47 −0.18
6 −0.06∗ −0.51∗ −0.84 −1.02 −0.84 −0.52 −0.14 0.19
TABLE 1 – Valeurs de Eb/N0 de point d’ouverture de la courbe EXIT, pour tous les jeux de parame`tres. Les courbes EXIT sont mesure´es
pour une taille de bloc N = 100000.
pre´cise sur la valeur K a` choisir pour obtenir une faible valeur de Eb/N0 pour le point d’ouverture, d’ou` la ne´cessite´ notamment de
re´aliser cette recherche de manie`re exhaustive. Le point d’ouverture le plus bas est pour le cas r = 8, K = 3, qui se trouve alors a`
seulement 0.3dB de la limite de Shannon (environ e´gale a`−1.59dB pour les faibles efficacite´s spectrales). Dans le contexte des re´seaux
longue porte´e basse consommation, le besoin est plutoˆt oriente´ vers l’utilisation de petites tailles de paquet (de l’ordre d’une centaine
d’octets). L’analyse EXIT est inte´ressante pour de´terminer le point de waterfall, mais elle implique cependant l’utilisation de taille de
bloc tre`s importante. Re´duire la taille va donc modifier la position du waterfall, et il est alors inte´ressant de voir dans quelle mesure cela
modifier l’optimisation des parame`tres.
On effectue alors des simulations de TEB pour chacun des couples (r,K), en fixant la taille de bloc a` la valeur N = 1000. Le
de´codeur re´alise 10 ite´rations, et on note la valeur de Eb/N0 pour laquelle le TEB vaut 10−4. On obtient les valeurs du Tableau 2.
On note ici encore les valeurs de Eb/N0 les plus basses par “∗”, et ce pour chaque valeur de r. On constate que les positions de ces
minimums sont en accord avec celles de´termine´es par l’analyse EXIT. L’e´cart en Eb/N0 avec les points d’ouverture de´pend cependant
des valeurs de parame`tres, variant entre +0.80 et +1.25dB.
L’efficacite´ spectrale du syste`me e´tant fonction de r et de K, chaque jeu de parame`tre posse`de son efficacite´ spectrale propre,
HHHHHK
r
3 4 5 6 7 8 9 10
3 1.40 0.89 0.48 0.14 −0.13 −0.22∗ −0.24∗ 0.00∗
4 0.95 0.49 0.13 −0.10∗ −0.17∗ 0.02 0.35 0.52
5 0.84 0.40 0.08∗ −0.04 0.08 0.35 0.78 1.07
6 0.74∗ 0.37∗ 0.13 0.04 0.35 0.73 1.10 1.46
TABLE 2 – Valeurs de Eb/N0 a` partir desquelles le TEB est infe´rieur a` 10−4, pour tous les jeux de parame`tres. Le TEB est mesure´ pour
une taille de bloc N = 1000. L’algorithme du MAP est utilise´, 10 ite´rations sont re´alise´es.
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FIGURE 8 – (a) L’EXIT chart du cas r= 6, K = 4 au point d’ouverture Eb/N0 =−1.12dB. (b) Performances en TEB pour le meˆme cas
et pour une taille de bloc N = 100000. L’algorithme MAP est utilise´, 100 ite´rations sont re´alise´es.
calcule´e avec l’e´quation (3). On peut alors repre´senter, pour chaque cas, l’efficacite´ spectrale en fonction du Eb/N0 soit d’ouverture
de l’EXIT, soit de TEB=10−4 (avec N = 1000). On obtient la Figure 9. Chaque r est distingue´ par une couleur, et les quatre valeurs
possibles pour K sont repre´sente´es. Puisque augmenter K re´duit l’efficacite´ spectrale, le point posse´dant la plus haute efficacite´ spectrale
correspond au point K = 3, le deuxie`me a` K = 4 et ainsi de suite. On constate ici encore qu’augmenter la valeur de K n’est pas toujours
synonyme d’une ame´lioration de performances, notamment pour les fortes valeurs de r. On constate e´galement qu’un fort gain est
envisageable compare´ aux modulations orthogonales non code´es, et ce meˆme avec une petite taille de bloc.
4 Comparaison des solutions
Afin de mieux situer le syste`me Turbo-Orthogonal dans le contexte des techniques de communication M2M, on propose de confron-
ter ses performances a` trois autres techniques : le standard IEEE 802.15.4k [13], la technique de´finie dans le brevet [14], qui semble
eˆtre la base de la technique LoRa [3], et enfin une autre technique qui consisterait a` utiliser une modulation orthogonale, avec un Turbo
Code (TC) comme codage canal.
4.1 Les solutions envisage´es
On propose ici une courte description des solutions envisage´es. Pour chacune des techniques, le parame`tre λ va eˆtre re´gle´ pour
atteindre une efficacite´ spectrale donne´e, afin de re´aliser une comparaison e´quitable entre toutes les techniques.
4.1.1 Le standard 802.15.4k
Ce standard est de´die´ aux re´seaux basse consommation pour le suivi des infrastructures [13]. La couche physique la plus robuste
de´finie par le standard (et choisie pour notre comparaison) consiste en une modulation BPSK diffe´rentielle (DBPSK), avec une Code
Convolutif (CC). Le standard permet e´galement l’utilisation d’un facteur d’e´talement λ allant de 16 a` 32768. L’efficacite´ spectrale
normalise´e en bande du standard est de´finie par
η1 =
1
2λ
. (19)
4.1.2 La technique de type LoRa
La modulation LoRa est destine´e aux re´seaux longue porte´e basse consommation et a` l’IdO [3]. Cette technique consiste en la
concate´nation d’un alphabet orthogonal avec un code bloc de Hamming. L’alphabet orthogonal choisi est de taille λ , ou` log2 λ est
compris entre 7 et 12. Le code correcteur ge´ne`re des bits de redondance pour chaque bloc de 4 bits d’informations. Le nombre de bits
de redondance p peut eˆtre choisi entre 0 (pas de codage) et 4, offrant ainsi un certain nombre de rendement de code possible, qu’on
de´note R= 4/(4+ p). L’efficacite´ spectrale normalise´e en bande de la technique est de´finie par
η2 =
log2(λ )
λR
. (20)
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FIGURE 9 – Pre´sentation des points de d’ouverture de l’EXIT dans le plan η vs Eb/N0.
4.1.3 Modulation orthogonale et Turbo Code
Bien que non sugge´re´ dans la litte´rature, il est possible d’envisager comme couche physique une modulation orthogonale, bas
de´bit et robuste, avec un codage canal de type Turbo Code. L’e´metteur resterait ainsi relativement peu complexe. On utilise le TC de
rendement 1/3 spe´cifie´ par la norme 3G [15, 16], et une modulation orthogonale de type FSK ou` l’alphabet est de taille M. On suppose
e´galement la pre´sence d’un facteur d’e´talement λ . L’efficacite´ spectrale normalise´e en bande est alors de´finie par
η3 =
log2(M)
3λM
. (21)
4.1.4 La Turbo-FSK
On choisit, pour le Turbo-Orthogonal, un alphabet orthogonal de type FSK [7]. Afin d’harmoniser les notations, on note par λ
ce qui e´tait pre´ce´demment le parame`tre K. La taille de l’alphabet utilise´ vaut M = 2r+1. L’efficacite´ spectrale normalise´ en bande est
maintenant de´finie par
η4 =
P(log2(M)−1)
λ (P+1)M
. (22)
ou` P est tel que de´fini dans (3).
4.2 Comparaison des performances
Pour comparer les performances, on se´lectionne un cas particulier du Turbo-Orthogonal, le cas r = 6, K = 4. Ce cas pre´sente en
effet de bonnes performances avec une taille d’alphabet relativement faible. Avec les parame`tres de´finis pour la Turbo-FSK paragraphe
4.1.4, ce cas correspond a` une taille d’alphabet de 128 et a` λ = 4. On prend une taille de bloc N = 1000. L’e´quation (22) nous donne
un rendement e´gal a` η4 = 1.17 · 10−2. On peut alors, pour chaque technique, jouer sur le parame`tre λ afin d’approcher a` chaque fois
la meˆme efficacite´ spectrale. Ceci donne les parame`tres indique´s Tableau 3. Afin de re´aliser les simulations, on suppose un mode`le de
canal a` bruit blanc additif gaussien, avec re´ception cohe´rente. La taille des paquets transmis est fixe´e a` N = 1000 (parfois arrondi pour
eˆtre un multiple du nombre de bits par symbole), taille approprie´e dans le contexte des re´seaux longue porte´e basse consommation. Au
de´codage, on utilise un de´codage souple pour le CC et le code de Hamming, et pour les processus turbo, la re`gle du MAP est choisie et
10 ite´rations sont re´alise´es. Un entrelacement ale´atoire est re´alise´, sauf pour le cas du TC 3G ou` on utilise l’entrelaceur spe´cifie´ par la
norme.
On re´alise pour les parame`tres donne´s Tableau 3 une mesure de TEB. Le re´sultat est reporte´ sur la Figure 10. On a repre´sente´ le
TEB en fonction du RSB, ou` la conversion depuis le Eb/N0 est faite graˆce a` l’e´quation (1). On repre´sente e´galement le Taux d’Erreur
Paquet (TEP) en fonction du RSB sur la Figure 11 (un paquet est de´clare´ errone´ si il existe au moins une erreur). Ces deux figures
permettent de constater le re´el inte´reˆt a` utiliser un de´codage turbo a` la re´ception. En effet, a` un TEB de 10−5, la 128-FSK avec le TC
de la 3G offre un gain d’environ 3dB par rapport a` la modulation de type LoRa. La Turbo FSK avec les parame`tres se´lectionne´s permet
elle un gain de 1.7dB par rapport a` la FSK avec un TC, et donc de 4.7dB par rapport a` la modulation de type LoRa.
Les niveaux de RSB observe´s sont directement relie´s au niveau de sensibilite´ de telle ou telle technique. Les quatre modulations
permettent donc bien d’atteindre des sensibilite´s tre`s faibles, tout en ayant une faible efficacite´ spectrale. Les gains peuvent eux s’in-
terpre´ter e´galement comme les gains en sensibilite´. Ainsi, utiliser la Turbo-FSK plutoˆt que le standard 802.15.4k avec la meˆme bande
permettra un fonctionnement avec une sensibilite´ re´duite de 5.8dB pour un meˆme TEP de 10−3. Ou, pour les meˆmes performances
de sensibilite´ et de TEP, la puissance du signal e´mis peut eˆtre divise´e par 3.8, ou encore la distance entre l’e´metteur et le re´cepteur
augmente´ d’un facteur 1.9 (en conside´rant une perte en espace libre).
Technique 802.15.4k Technique LoRa FSK+TC Turbo-FSK
Modulation DBPSK 512-Orthog 128-FSK 128-FSK
Encodage CC [171 133] Hamming TC [13 15] Turbo-FSK
De´bit binaire 1/2 4/6 1/3 -
λ 43 9 2 4
η (·10−2) 1.163 1.172 0.907 1.170
TABLE 3 – Parame`tres de chacune des modulations se´lectionne´es pour la comparaison. La taille de bloc est fixe´e a` N = 1000.
−21 −20 −19 −18 −17 −16 −15 −14 −1310
−7
10−6
10−5
10−4
10−3
10−2
10−1
100
RSB (dB)
T
E
B
802.15.4k
Technique LoRa
128-FSK + TC
Turbo-FSK (6, 4)
FIGURE 10 – TEB des couches physiques compare´es. Les parame`tres utilise´s sont ceux du Tableau 3.
5 Conclusions
La technique Turbo-Orthogonale se pre´sente comme un candidat se´rieux pour la couche physique des re´seaux longue porte´e et
basse consommation. Apre`s la description de la technique et de la me´thode d’optimisation des parame`tres, base´e sur l’analyse EXIT,
force est de constater que d’importants gains en sensibilite´s peuvent eˆtre envisage´s en utilisant cette couche physique par rapport aux
techniques actuellement utilise´es. De meˆme, les multiples points de fonctionnement propose´s permettent un certain nombre de degre´s
de liberte´ pour atteindre des contraintes en efficacite´ spectrale ou en efficacite´ e´nerge´tique. La structure meˆme de l’encodeur est tre`s
simple, impliquant une faible consommation au niveau de l’e´metteur, un des crite`res fondamentaux pour la conception de la liaison
montante pour le type de re´seau cible´. Le gain en performance se fait bien entendu au de´triment d’une complexite´ augmente´e, mais
cette dernie`re est reporte´e sur la station de base, pour laquelle on suppose une ressource illimite´e. Un des points cle´s restant a` e´tudier est
l’e´tude de la synchronisation et de la de´tection du paquet, qui peuvent en effet s’ave´rer complexe pour les niveaux de RSB envisage´s.
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