Abstract-This paper studies the estimation of Dirichlet process mixtures over discrete incomplete rankings. The generative model for each mixture component is the generalized Mallows (GM) model, an exponential family model for permutations which extends seamlessly to top-t rankings. While the GM is remarkably tractable in comparison with other permutation models, its conjugate prior is not. Our main contribution is to derive the theory and algorithms for sampling from the desired posterior distributions under this DPM. We introduce a family of partially collapsed Gibbs samplers, containing as one extreme point an exact algorithm based on slicesampling, and at the other a fast approximate sampler with superior mixing that is still very accurate in all but the lowest ranks. We empirically demonstrate the effectiveness of the approximation in reducing mixing time, the benefits of the Dirichlet process approach over alternative clustering techniques, and the applicability of the approach to exploring large real-world ranking datasets.
D
IRICHLET process mixtures (DPM) are among the most successful ways of modeling multimodal distributions in a non-parametric Bayesian framework. They provide an elegant tradeoff between parameter sharing and variability, are versatile with respect to the domain and shape of the distributions they represent, and enjoy all the advantages of being a fully generative model. But the feature that makes DPM so useful, the fact that it represents a full non-parametric posterior, also poses its greatest challenge, in that the posterior is not computable in closed form. Hence, inference in a DPM must be done either by Monte Carlo sampling, or approximately by variational methods [1] , [2] , [3] . This paper introduces the DPM for a family of distributions over rankings, the generalized Mallows model (GM). The GM itself has gained popularity in recent years, partly because of a growing interest in ranked data, and partly for its elegant computational properties [4] , [5] . However, as an exponential family model, the GM is unimodal, limiting its range of applications. By embedding it in a hierarchical representation such as the DPM, we can enjoy the benefits of a multimodal model for the analysis of ranked data.
While this task is conceptually straightforward, we will demonstrate that model inference is a substantially challenging problem. In particular, applying a Monte Carlo scheme requires sampling from the marginal and conditional distributions over the space of GM model parameters, which includes the discrete space of all n! permutations on n items and the space ½0; 1Þ t of all concentration parameters.
Moreover, the discrete parameter and the concentration parameters are dependent in the posterior, adding significant complexity to any operation with this posterior. This paper leverages the algebraic and combinatorial properties of the GM model in order to derive the mathematical results that, when translated into algorithms, allow for efficient sampling and marginalization of variables in the posterior. With these results and a toolbox of algorithmic components, Bayesian inference for ranking data is made tractable for problems of realistic size.
We start with background on the GM model as a distribution over permutations and top-t rankings in Section 2, followed by a brief introduction to modeling with DPM in Section 3. The next two sections deal with the technical challenges of sampling from the desired posteriors in a DPM of GM models; in Section 4 we first introduce an exact sampler with poor sample efficiency. We refine this approach in Section 5 by introducing a tractable approximation to the GM model, letting us build a much more efficient collapsed sampler. Section 6 uses elements of both previous methods, showing that one can trade off approximation against execution time, to obtain a family of algorithms that interpolate between these two extremes. Section 7 experimentally compares the DPM of GM model with other non-parametric models over top-t rankings, and Section 8 uses our model to analyze a real data set. Section 9 contains all the proofs, and Section 10 concludes the paper with a discussion. Additional experimental results are contained in the supplement, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/ TPAMI.2016.2515599.
THE GENERALIZED MALLOWS MODEL
This section provides background on the generalized Mallows model, following the work of Fligner and Verducci [6] , which should be consulted for more details. Let p denote a permutation over the set f1; 2; 3; . . . ng, where pðlÞ is the rank of item l in p, p À1 ðjÞ is the item at rank j, and i 0 p i 
If permutation p is regarded as a one-to-one function on f1; 2; 3; . . . ng, then p À1 is the inverse function. For two permutations, p and s, the function composition pðsð:ÞÞ is denoted as ps; for example, taking s ¼ ½ 3 4 2 1 we obtain ps ¼ ½ 2 3 4 1 . We will be often using the composition s À1 p; the reader can verify that this composition is equivalent with applying p to f1; 2; 3; . . . ng, followed by relabeling the items f1; 2; 3; . . . ng according to s. For example, if p ¼ ½ 3 1 2 4 and s ¼ ½ 4 1 3 2 , then s À1 ¼ ½ 2 4 3 1 , s À1 p ¼ ½ 1 4 2 3 ; the list of items represented by p is ð2; 3; 1; 4Þ, 1 and if we relabel these according to s, i.e., 1 ! 4; 2 ! 1; . . . we obtain the list of items ð1; 3; 4; 2Þ which corresponds to s À1 p.
Codes of a Permutation
One can uniquely determine any p by the n À 1 integers v 1 ðpÞ; v 2 ðpÞ; . . . ; v nÀ1 ðpÞ defined by
In other words, v j is the number of elements in fj þ 1; . . . ; ng that are ranked before j by p, or the number of inversions with respect to item j. It follows that v j takes values in f0; . . . ; n À jg. While the values pðlÞ are dependent, the values v j may be chosen independently in specifying a p. These v j are called the code of p. For example, the code of
The code can be defined in relation to any reference permutation s by v j ðp j sÞ ¼ def v j ðs À1 pÞ. In words, v j ðp j sÞ is the number of inversions with respect to the jth item in s. 
For any p and s, a reciprocal form of the code can be defined by exchanging the places of s and p:
In words, s j is equal to one less than the rank of p À1 ðjÞ in s n p À1 ð1 : j À 1Þ, or, equivalently, s j is the number of inversions with respect to the jth rank of s. Using as examples the same p and s as above, we get that s j ðsjpÞ are s 1 ¼ 0; s 2 ¼ 1; s 3 ¼ 1 and s j ðpjsÞ are s 1 ¼ 0; s 2 ¼ 2; s 3 ¼ 0, verifying the reciprocity property.
The GM for Complete Permutations
Based on the codes, Fligner and Verducci [6] introduced the following family of exponential family models called the generalized Mallows models: 
The GM distribution is parametrized by the central permutations and the concentration parameter u u ¼ ðu 1 . . . u nÀ1 Þ, u 1:nÀ1 ! 0; cðu uÞ is a normalization constant that does not depend on s. It is easy to see that this model factors into a product of independent univariate exponential family models, one for each s j , and that:
For u u ¼ 0, GM s 0;s is the uniform distribution. For u u > 0, the GM distribution has a unique mode at s 1:nÀ1 ¼ 0, i.e., at p ¼ s. Thus the GM is centered around s with exponential decay controlled by u u.
One can replace s j ðp j sÞ with v j ðp j sÞ in (4), thus obtaining a GM v with similar form to GM s . These two models are equivalent only when all u j are equal.
The GM for Top-t Rankings
We call p a top-t ranking when one only observes its first t ranks ðp À1 ð1Þ; . . . ; p À1 ðtÞÞ rather than the entire permutation. For instance, if t ¼ 2 and p 0 ¼ ½ 3 1 2 4 , the top-2 ranking obtained from p 0 is p ¼ ð2; 3Þ, which is the first two ranks of the list ð2; 3; 1; 4Þ. In a top-t ranking, the codes s 1:t are fixed while the remaining s tþ1:nÀ1 are undetermined and can take any value in their respective range. It is easy to see that for the GM s model the marginals with respect to s 1 ; . . . ; s t for some t < n represent the probability of a topt ranking ðp À1 ð1Þ; . . . p À1 ðtÞÞ [6] . Later, Meil a and Bao [7] showed that the GM s model for top-t rankings has sufficient statistics. Neither is true of the v j codes and of GM v over topt rankings.
To illustrate these facts, let us consider the central permutation s ¼ ½ 1 2 3 4 and the top-2 ranking p ¼ ð 4; 1 Þ. Here, p is the prefix of some unknown permutationp. What are the s codes ofp? We can see immediately that s 1 ðpjsÞ ¼ s 1 ðpjsÞ ¼ 3, because the first element of p is 4. Similarly, because the second element of p is 1, we know that s 2 ðpjsÞ ¼ s 2 ðpjsÞ ¼ 0; s 1 ðpjsÞ and s 2 ðpjsÞ completely define p. The next code value s 3 ðpjsÞ is completely undetermined, and can take any value in its range (i.e., s 3 ¼ 0 or 1).
The situation for the v code is different. One can determine that v 1 ðpjsÞ ¼ 1 since item 1 is after 4 in p. But regarding v 2 ðpjsÞ one can only say that it is at least 1, since item 2 is not observed, but we know it must come after item 4, which is observed. Further, we also know v 4 ðpjsÞ ¼ 0 since 4 is observed. Thus, when only the top t ranks of a permutation are observed, some v j values are known, while for the others we have partial information of the type v j ! k. Which v j values are completely determined and which are not depends on p and s.
In the rest of this paper, we will focus on the GM s model and we will consider data that consists of both full rankings and top-t rankings of varying lengths (a full ranking is simply a top-t ranking with t ¼ n À 1).
With a slight extension of the previous notation, we will denote all the observed rankings by p, whether they are full rankings or top-t ones.
Sufficient Statistics and Conjugate Prior
We start by introducing notation that lets us describe the sufficient statistics of the GM s model in compact form. For a given permutation p we define matrix R j ðpÞ as:
Note that R j ðpÞ has exactly t À j non-zero elements, all in row p À1 ðjÞ. We extend the definition of R j to a dataset p 1:N of varying lengths t 1:N as:
In words, each R j corresponds to a rank j, and element R j;ii 0 counts how many times i was present at rank j, minus how many of those times i 0 preceeded i; R j;ii ¼ 0 for all i; j. If the data consists of top-t rankings of different lengths, R j ðp 1:N Þ will depend only on those rankings of length at least j, and R j ðp 1:N Þ ¼ 0 for j > maxðt 1:N Þ. For datasets of varying lengths, we will refer to maxðt 1:N Þ as simply t.
Proposition 1 (see [7] ). For any top-t ranking p and complete ranking s, s j ðp j sÞ ¼ L s ðR j ðpÞÞ, where L s ðAÞ denotes the sum of the elements in the lower triangle of matrix A, after its rows and columns are permuted by s.
Matrices R 1:t ðp 1:N Þ are the sufficient statistics of GM s for both the central permutation s and the parameters u u [7] . The existence of finite sufficient statistics implies that GM s u u;s will have a conjugate prior, whose parameters are an equivalent sample size n > 0 and a set of equivalent sufficient statistics denoted R 0 1:t . This prior is defined as [7] :
In many contexts, one desires to express ignorance with respect to the central permutation s while expressing knowledge about the parameters u u. This is done by setting R 0 j;ii 0 ¼ r j nðnÀ1Þ=2 . In this case, the prior has the form:
with r ¼ ½r 1 r 2 . . . r t ; r j > 0 being a vector of positive parameters. This prior was used previously [8] as a conjugate prior on u u alone, with a fixed s. Both forms of the prior are defined up to a normalization constant. In general, there is no closed-form expression for this constant [7] . In summary, the GM is an exponential family model with simple sufficient statistics. Because the central permutation is an explicit parameter, this model is more interpretable and more tractable than other (exponential family) models over permutations. However, as with any simple model, it is but a building block for generative models that can accurately describe a data source. One such more complex model is the Dirichlet process mixture model, which we briefly review below.
DIRICHLET PROCESS MIXTURE MODELS
A Dirichlet process mixture [9] is a generative process that produces distributions of parametric distributions.
Generating data p 1:N from a DPM of GM models involves these steps:
G $ DP À a; P 0 ðs; u u j n; rÞ Á ;
First, a discrete distribution G over GM distributions is sampled from the Dirichlet process prior. This prior takes as a parameter a distribution over s and u u, in our case the conjugate prior P 0 . Next, a specific GM distribution with parameters s i ; u u i is drawn from G. Data point p i is obtained by sampling a permutation p full i from this GM s u u i ;s i distribution, and truncating it to length t i , where t i is produced by an observed process independent of p full i . If we sample data sequentially from the model above, then the ðN þ 1Þth sample will be distributed according to
Hence, any finite sample will be a sample from a finite mixture of GM models, allowing the DPM to represent ranking data that are multimodal, with permutations clustered around several centers. In other words, each data point p i is associated with a cluster label c i 2 f1; . . . ; Cg, and each cluster c with a set of GM parameters s c and u u c . However, unlike in a finite mixture, the number of clusters in the DP mixture is itself a random variable, and is not fixed in advance. Rather, it will grow with the size of the data, in a way controlled by the concentration parameter a of the Dirichlet process. DPM models are ideal for scenarios where the number of mixture components is not well-defined in advance. They have found extensive practical applications in areas such as topic modeling [10] , natural language processing [11] , vision [12] , and computational biology [13] .
Bayesian inference in the DPM model is typically conducted via MCMC [14] or by variational approximation [15] . We focus on the former approach, where the goal is to produce samples drawn from the appropriate posterior probability P ð Á j a; n; r; p 1:N Þ. In particular, if we are interested in parameter inference, our objective is to produce samples from P ðc 1:N ; s 1:C ; u u 1:C j a; n; r; p 1:N Þ, where c i is the cluster assignment of data point p i , there are a total of C distinct clusters, C N, and each cluster c 2 f1; . . . ; Cg has GM parameters s c and u u c .
Previous work [14] has made it straightforward to write the expression of this posterior (see the following sections). The challenge that remains is to make sampling from it possible and practical. This is the main contribution of our paper. We develop the GM-specific theory and algorithms that allow one to run existing, generic Monte Carlo inference algorithms for the DPM model on top-t ranking data. The algorithms we obtain are efficient for nontrivial model sizes n and sample sizes N.
THE SLICE-GIBBS SAMPLER
We first present an exact but na€ ıve Gibbs sampler for estimating a DPM of GM models, following the approach of [14] . This sampler builds a Gibbs Markov chain over cluster assignments c 1:N whose stationary distribution is the desired model posterior. Taking advantage of exchangeability, one can sample each point's cluster assignment c i as if it were the last point to be generated, i.e., conditioned on the assignments of other data points. Assuming the parameters associated with the cluster are known, this yields the following standard resampling update for the cluster assignment of data point p i :
In the above, we have used the standard notations c Ài ¼ ðc 1 ; c 2 ; . . . c iÀ1 ; c iþ1 ; . . . ; c N Þ, N Ài;c ¼ N c À 1 if i in cluster c and N Ài;c ¼ N c otherwise. 2 In many applications of the DPM it is possible to integrate over cluster parameters and explicitly sample only cluster assignments (commonly known as a collapsed sampler). In the case of the GM, despite our use of a conjugate prior, the marginalization over s c and u u c is analytically intractable. Thus for this first sampler we resort to building a Markov chain over the state space ðc 1:N ; s 1:C ; u u 1:C Þ, where each variable is explicitly resampled conditioned on the other variables. The algorithm is presented in Fig. 3 ; it consists of three steps sampling c i j s 1:C ; u u 1:C (Step 1), sampling s c j p i2c ; u u c (Step 2a), sampling u u c j p i2c ; s c (Step 2b).
for which we need to devise appropriate sampling procedures.
Throughout this section and the next, we denote by t i the length of observation p i (recall that t i ¼ n À 1 is a complete permutation) and by t ¼ max i¼1:N t i the maximum length of the data. For simplicity, we denote the set of rankings in cluster c by p i2c .
Step 1. To sample c i j s 1:C ; u u 1:C as in (12) we need to calculate the probabilities on the right hand side. This is straightforward for N Ài;c > 0, using (2) .
For N Ài;c ¼ 0, we show that, for an uninformative prior defined by parameters n and r ¼ ðr 1 ; r 2 ; . . . r t Þ, the integral in equation (12) can be computed in closed form, and it does not depend on the parameters n; r. Proposition 2. The marginal probability of a single observation is
The formal proof of this result (as well as of all other Propositions) is given in Section 9. However, here we give an intuitive argument of why this is true. Since the prior is uninformative w.r.t. the location s, the central permutation s can be anywhere on the permutahedron. Due to the symmetry of the space of permutations, at any concentration r and prior strength n, a p drawn as implied by equation (12) will be distributed uniformly.
Step 2a. Next we need to sample s c j u u c ; p i2c . Denote by P ðs c j u u c ; n; r; p i2c Þ the respective conditional posterior distribution. Let R j ¼ R j ðp i2c Þ be the sufficient statistics of cluster c, and:
Intuitively, the posterior of s c will be higher when P j u c;j ðS j ðs c Þ þ nr j Þ is lower, i.e., when s c agrees better with p i2c . Algorithm SAMPLE-s-STAGEWISE ( Fig. 1 ) performs exact sampling from this posterior; a sample is obtained with order nðn À 1Þ=2 operations, corresponding to computing partial column sums in the sufficient statistics matrix
The correctness of the algorithm is stated in Proposition 3 below. Proposition 3. P ðs j u u; n; r; p 1:N Þ can be sampled exactly by Algorithm SAMPLE-s-STAGEWISE.
The proof hinges on the reciprocity of sðp j sÞ and vðs j pÞ. Hence, sampling s from the desired posterior is equivalent with sampling a p from a GM v with the same sufficient statistics. Note that this algorithm works for an informative prior as well as for the non-informative one.
Step 2b. Sampling u u c j s c ; n; r; p i2c is more challenging. The main obstacle to straightforward sampling is the unknown normalization factor of this distribution. We note, however, that the posterior of each u j;c ; j ¼ 1 : t is independent and unimodal. These facts suggest slice sampling [16] as a viable way of drawing values for u u c .
We briefly review this technique here; the full details can be found in work by Neal [16] . Starting from an estimate u j (for simplicity we omit the subscript c), an auxiliary variable u is drawn uniformly from the interval ½0;P ðu j Þ, whereP ðu j Þ is Fig. 1 . SAMPLE-s-STAGEWISE algorithm for exactly sampling s from the conjugate posterior given u u. Fig. 2 . SAMPLE-u-SLICE algorithm for slice sampling u u given s.
2. For simplicity, we use the somewhat abusive notation where c is a unique cluster identifier (by convention assumed to be in f1; . . . ; Cg) and c i is a mapping from point i to its cluster identifier.
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the unnormalized posterior density. A horizontal "slice" through the density at height u is determined by incrementally growing an interval ½a; b around u j untilP ðaÞ < u and P ðbÞ < u, i.e., stepping out from the portion of the density around u j that is greater than u. A new u j is then sampled by repeatedly drawing uniformly from ½a; b and rejecting values whereP ðu j Þ < u, using the rejected values to shrink the interval. Algorithm SAMPLE-u-SLICE Fig. 2 implements this procedure for our specific case of sampling from P ðu u c j s c ; n; r; p i2c Þ.
Putting everything together, we obtain a first Monte Carlo inference algorithm, SLICE-GIBBS, so named for its inclusion of a slice sampler, which is presented in Fig. 3 . It alternates between resampling cluster assignments c i of data points and cluster parameters s c and u u c . Because the cluster parameters themselves form a Gibbs chain, we take T Gibbs steps to promote mixing (technically, T Gibbs ¼ 1 is correct as well); furthermore, we take T Slices steps of the slice sampler for each u j due to its serial correlation. In our experiments we find that T Gibbs ¼ 10 and T Slices ¼ 3 are typically sufficient values.
The SLICE-GIBBS algorithm contains five nested iterations: the high level Gibbs sampler, an iteration over the clusters, the Gibbs sampler for sampling the parameters of each cluster, and inside it t calls to the the iterative slice sampler. While exact, this algorithm is expected to be computationally inefficient on problems with large t or C. Therefore, we now present an improved alternative in which several sampling steps and marginalizations will be done in closed form.
THE BETA-GIBBS SAMPLER
The main idea leading to a faster sampler is to marginalize out the cluster dispersion parameters u u c as much as possible. Unfortunately, some of the resulting marginals cannot be computed in closed form, and require numerical integration. Therefore, in this section we will also present a computationally efficient approximation that circumvents the numerical integration. This algorithm, called BETA-GIBBS, will be the algorithm we recommend in a wide variety of cases. For the remaining cases, in the next section we show how to bring together components of the SLICE-GIBBS and BETA-GIBBS algorithms in a way that allows the user to find the desired balance between computational efficiency and exact sampling.
TheBetã Beta and Beta Beta Functions
The first idea is to use the infinite GM model [7] , an extension of the GM where the number of items n is countably infinite, to approximate some of the sampling distributions. One of the convenient properties of the infinite GM is that as n ! 1 the normalization constant c nÀj approaches the value c 1 ðuÞ ¼ 1 1Àe u . This form of the normalization constant permits several computations in closed form.
Proposition 4 (see [7] ). If the number of items n is infinite and countable and u ¼ e Àu j , then:
In the above, (13) uses the Beta distribution, and (14) uses the Beta function; N j denotes the number of top-t rankings of length at least j, t is the largest rank for which N j > 0, and S j ðsÞ is again L s ðR j ðp 1:N ÞÞ.
For the finite n case, we define an analogue to the Beta function that arises in the marginalization of u ũ Betaða; b; nÞ
It is easy to see that as n ! 1,Betaða; b; nÞ ! Betaða; bÞ. Similarly, we define the probability density (abusively denoted by the same symbolBeta)
Betaðu; a; b; nÞ ¼
Betaða; b; nÞ ; u 2 ½0; 1
and note thatBetaðu; a; b; nÞ ! Betaðu; a; bÞ. With these notations, the Proposition below immediately follows from (3), (4), and (8).
P ðs j n; r;
It is known [8] that the integral (15) is an elliptic integral for all but special values of the parameters a; b. The core of our approximation is to replace the elliptic integralsBeta with the more efficiently computable Beta functions.
The Collapsed Approximate BETA-GIBBS Sampler
We exploit Proposition 5 in several ways. One, we marginalize out the u u c parameters in step 1, the sampling of cluster assignments. Two, we can now marginalize out the u u c parameters for all the singleton clusters. Three, for the non-singleton clusters, we do not marginalize out u u c but we can replace the slice sampler with sampling from aBeta distribution. These steps will be described below. In their exact form, they involve numerical computation of the integralsBeta. However, in each of them, one can replace the numerical integration denoted byBeta with the fast analytic formula represented by Beta at the cost of an approximation. This is what our next algorithm, BETA-GIBBS, will do. Proposition 6. Marginalizing over u u for a single p yields:
This formula allows one to eliminate the parameters u u c in step 1 of the Gibbs sampler, obtaining the probability of a cluster assignment as a function of the cluster centers only.
Let us now consider the case of a singleton cluster. First we obtain a helpful combinatorial result (proved in Section 9).
The importance of this result is that, in certain special cases, it gives a closed formula for the summation over all permutations s (finite or infinite n). In particular, it lets us marginalize out u u c completely in singleton clusters, in Step 2 of the MCMC algorithm. This is possible because in a singleton cluster p the S j "sufficient statistics" become just s j ðp j sÞ; thus they take values independently over their entire ranges. Additionally, the reciprocity between s and v can be exploited again, by noting that s j ðp j sÞ ¼ v j ðs j pÞ. Proposition 8. P ðs j n; r; pÞ (i.e., when N ¼ 1) can be sampled by Algorithm SAMPLE-s-N1 (Fig. 4) .
Note that the center s of the singleton cluster may differ from p in its first t ranks, and will be a full permutation, even when p is a top-t ranking.
With Propositions 6 and 8, together with the previously introduced Propositions 2 and 3, we can marginalize out the continuous u u c parameters in the outer loop Gibbs sampling. The u u c parameters are still needed to generate an inner loop Gibbs Markov chain in order to sample s c for non-singleton clusters. For this inner loop, we preset the number of iterations to T Gibbs ¼ 10 as with SLICE-GIBBS. This number is chosen to roughly simulate marginalization over u u c .
The resulting algorithm, called BETA-GIBBS because of the intense use of the Beta function, is given in Fig. 5 . In the form presented here, the algorithm approximatesBeta ða; b; nÞ with the easily computable Betaða; bÞ for sampling P ðc i j s c Þ when N Ài;c > 0 (step 1) and P ðu u c j s c Þ (step 2b). For sampling from P ðs c j pÞ when N c ¼ 1, the values of Betaðnr j þ k; n þ 2; n À jÞ for j ¼ 1 : t; k ¼ 0 : n À j can be precomputed and stored, so this step is performed exactly.
Implementation
All the algorithms described in this paper were implemented in Matlab/C and are available from https:// github.com/mmp2/dpmm-gmm. For all but the smallest numbers of items n, it is efficient to represent each ranking p i in the data as a set of sparse matrices R j ðpÞ. Then, incrementing/decrementing S j ðsÞ ¼ L s ðR j Þ as points are added/removed from a given cluster requires only OðntÞ operations.
Hence, for sampling the cluster assignments, we first need OðNntÞ operations to create the sufficient statistics of each non-singleton cluster; then, we need OðntCNÞ to sample assignments of all the N points.
For sampling of the parameters, the SAMPLEs-STAGEWISE sampler will take a number of operations proportional to the number of non-zero elements of R if the sparse representation is used. Denote the number of nonsingleton cluster by C 0 C. This sampling is done T Gibbs times for the C 0 non-singleton clusters, and once for the 
Although the algorithm BETA-GIBBS presented here samples from approximations to the true posterior, it can be transformed into an exact algorithm at the cost of numerically evaluating the integrals denoted byBeta.
A SPECTRUM OF ALGORITHMS BETWEEN SLICE-GIBBS AND BETA-GIBBS
In this section we will take a closer look at the two previous algorithms, evaluating their respective merits. In the light of these findings, we show how to combine the properties of both in ways that let the user find the desired balance between computational efficiency and approximation.
Analysis of the Approximation Error inBetã Beta
We start by assessing the quality of the Betaða; bÞ approximations compared to the true valuesBetaða; b; nÞ. The approximation will be more accurate for larger n, so we experiment with the values n ¼ 10; 20; 50 and prior sample size n ¼ 1. It is obvious from (15) that Beta is always underestimating Beta. The relative error is largest for the smallest b and the largest a. Since b ¼ n þ N c;j , the smallest b's correspond to the small clusters. The variable a is larger when the parameter prior is more diffuse (r j larger), when the consensus in the cluster is lower, and when n À j is smaller. Because for singleton clusters theBeta values can be precomputed, we only study here the case N c ! 2. Fig. 6 displays the relative error of the Beta underestimation. As expected, the error vanishes when n is large and when "the equivalent count" b is large while "the equivalent number of inversions" a is small. Thus, the approximation is very good for large and concentrated clusters, and it is an underestimation for small (N c ¼ 2; 3) dispersed clusters.
This analysis is borne out by experiments. In the Supplement, we show the error in the ratioB etaðsþa;bþ1;nÞ Betaða;b;nÞ representing the generic factor of the marginal P ðp j s c ; n; rÞ in Proposition 6 for b ¼ N c þ n þ 1 ! 4 which, assuming n ¼ 1, would correspond to non-singleton clusters.
Most importantly, the third variable ofBeta, n, gets the value n À j in (19) . Hence, the approximation becomes worse when t is large, e.g., for complete permutations. We will test this experimentally in Section 6.4.
Comparison of SLICE-GIBBS and BETA-GIBBS
Next, we study empirically the global effect of sampling from an approximate posterior in BETA-GIBBS, by comparing this algorithm with SLICE-GIBBS. The purpose of introducing the BETA-GIBBS sampler was to make the resampling of the parameters more efficient, and, more importantly, to reduce variance and accelerate convergence to the stationary distribution, which is a typical effect of marginalizing over certain parameters. We now verify how well we succeeded by running experiments on artificial data under varying conditions. For each experiment, we generated 500 points from 10 clusters for a total of N ¼ 5;000 samples. Each cluster is generated from a GM model with true s Ã and u u Ã chosen as follows. To ensure that the data set is not too "easy," each s Ã was drawn from the conjugate posterior of s, conditioned on 100 permutations drawn randomly from a GM model with u u ¼ 0:7. This is a prior that has a prominent mode while still allowing for variability near that mode. 3 To ascertain the performance of each algorithm, we measure the distance between the sampled and true clusterings at each iteration. We average over ten runs for each dataset, initializing randomly with 20 clusters. Parameters a, n, and r 1:t were all set to one. For SLICE-GIBBS, T Slices was set to 3, which is generally enough iterations for the small moves in the u u space necessary between Gibbs iterations.
We selected a non-trivial number of items n ¼ 20 with either full (t ¼ 19) or top-10 rankings. For larger n, the computational advantages of the BETA-GIBBS algorithm will only be more significant. In addition, with increasing n and decreasing t, the approximation ofBeta by Beta becomes more accurate. Hence, the test we perform here, with small n and relatively large t is not giving an unfair advantage to BETA-GIBBS. Moreover, for t ¼ 19, it allows us to test if the error of the Beta approximation influences the overall performance of the algorithm. Fig. 7 shows the Variation of Information (VI) distance 4 [17] [17] between the true clustering and the clustering sampled by the DPM algorithm at each iteration. This distance should be near 0 if an algorithm converges to the true model. We observed that in every case, BETA-GIBBS converges to the true clustering in fewer sampling steps than SLICE-GIBBS. Each iteration of SLICE-GIBBS is slower than BETA-GIBBS, due to the additional iterations of slice sampling. Interestingly, the comparison does not change when full permutations are observed (datasets 2 and 4), where the Beta approximation ofBeta is poorest.
Combining SLICE-GIBBS and BETA-GIBBS: The EXACT-BETA-GIBBS Sampler
One can summarize the previous analyses of SLICE-GIBBS and BETA-GIBBS as follows: the collapsing of u u c significantly improves the sample efficiency, and the approximation of Beta by Beta may be significant only for small n À j. It follows that we can obtain a quasi-exact and sample efficient algorithm by using exact instead of approximate sampling only in critical places. Specifically, let a
We replace equation (22) used in step 1 by:
In other words, for the top n À t 0 ranks, we use the fast Beta approximation, while for the bottom t 0 ranks we resort to the exact formula. The second approximation by Beta occurs in step 2b, where we sample u u c j s c . Here, we replace sampling from the Beta distribution by SAMPLE-u-SLICE for the bottom ranks t 0 < j t. The resulting algorithm is given explicitly in the supplement, available online. By varying the parameter t 0 , a user can balance speed (low t 0 , few ranks sampled exactly) with accuracy (high t 0 , many ranks sampled exactly). Exeperimentally, we found that a value t 0 ¼ 11 is sufficient to make EXACT-BETA-GIBBS indistinguishable from the exact sampler.
The recommendation emerging is that, for all interesting and large problems where n ) t, BETA-GIBBS is the algorithm of choice, being both efficient and practically exact. When t is near n À 1, then EXACT-BETA-GIBBS assures exact sampling with minimal overhead. The latter algorithm is strictly superior to SLICE-GIBBS in sample efficiency and comparable to it (as we verified experimentally) in running time per iteration, therefore we do not recommend SLICE-GIBBS for anything than classroom exercises.
The same set of methods can be used in different ways to control the degree of approximation and the running time that we are willing to accept. We give here a sampling of these possibilities, confident that the ingenious readers will find more.
One can replace the approximate sampling of s c in step 2a by Metropolis-Hastings (MH) sampling, with the Beta serving as the proposal distribution. The acceptance probability would be high, though finding its value requires computing Beta. Alternatively, one could replace step 2 (for non-singleton clusters) with a MH chain sampling s c ; u c jointly. The proposal would be the approximation of Proposition 4, and for the acceptance probability one would integrate the joint posterior numerically.
Another way to obtain faster convergence is to run the approximate BETA-GIBBS for burn-in, switching then to one of the exact sampling algorithms. 5 
Experimental Comparison of EXACT-BETA-GIBBS, BETA-GIBBS, and SLICE-GIBBS
We repeated the experiment of Section 6.2 on Dataset 2 and 4 containing full rankings. For EXACT-BETA-GIBBS we used n À t 0 ¼ 16, meaning that exact sampling was used for ranks 17 : 19. Fig. 8 compares the algorithms' outcomes. We see that EXACT-BETA-GIBBS converges to the true clustering at a similar rate to BETA-GIBBS and much faster than SLICE-GIBBS. For parameter estimation, EXACT-BETA-GIBBS eliminates the bias of BETA-GIBBS; in fact, the u posterior of EXACT-BETA-GIBBS is virtually identical to that of SLICE-GIBBS for the ranks where we use exact sampling, and close to the BETA-GIBBS estimate for the other ranks. As for running Table 1 time BETA-GIBBS is unsurprisingly about an order of magnitude faster than the other two, while EXACT-BETA-GIBBS is slightly slower than SLICE-GIBBS. It is worth mentioning that the implementation of the integral of (15) is non-trivial. The na€ ıve numerical integration (by Riemann sums) will result in overflows even for moderate size problems such as Dataset 2 and 4. Hence, for Fig. 8 . Performance of EXACT-BETA-GIBBS, BETA-GIBBS and SLICE-GIBBS on artificial datasets 2 and 4, averaged over 10 replicates. Left: VI distance to the true data labeling. Right: posterior mean u c;j versus rank j for the 10 clusters found, averaged over the last 150 sampling steps of one replicate. Fig. 7 . Performance of SLICE-GIBBS and BETA-GIBBS on four artificial datasets, averaged over 10 replicates. Each plot displays VI distance to the true data labeling.
5. Some of these extensions were suggested by an anonymous reviewer. , which is itself based on approximations around the mode (Laplace type approximation [18] ).
COMPARISON TO RELATED WORK

Related Models
Modeling of multimodal ranking data has been attempted in a variety of paradigms. For instance, in [19] an EM algorithm for estimating finite mixtures of GM models for topt rankings is described; mixture recovery algorithms for single parameter Mallows models are presented in [20] , [21] .
Of the non-parametric methods, the most flexible and theoretically principled is the Kernel Density Estimator (KDE) of [4] , in which the kernel is the GM model with u j ¼ u and whose data are partial rankings of a given type. One of the main algorithmic contributions of [4] is the tractable evaluation of the kernel, which includes summation over entire cosets of super-exponential cardinalities. An Exponential-Blurring Mean-Shift (EBMS) clustering algorithm which also uses the GM model with all equal u j 's as kernel was introduced by [7] . The algorithm has a heuristic method of estimating the kernel width u, and needs no stopping rule, so it requires no outside parameters.
Of the other existing models for permutations, the Plackett-Luce (PL) [22] model stands out for the natural way it handles top-t rankings. The PL model is parametrized by n positive weights w ¼ ðw 1 ; . . . w n Þ, one for each item, which represent the "desirability" of the respective item. The probability of item i to be chosen from a set I f1; . . . ; ng is proportional to w i ,
To obtain a full permutation p, one samples the first item p À1 ð1Þ from I ¼ f1; . . . ; ng according to (24) , then recursively the items p À1 ð2Þ; p À1 ð3Þ; . . . from the set of remaining items according to the same formula (24) . To obtain a topt ranking, the recursion simply stops after t stages. The PL model satisfies Luce's choice axiom [23] , which states that between any two items i; i 0 , the odds of chosing i over i 0 are independent of what other yet unranked items exist. 6 Indeed, from (24) , it follows easily that P ½i chosenj I; w= P½i 0 chosenj I; w ¼ w i =w i 0 for any i; i 0 and I fi; i 0 g. Mallows type models do not satisfy this conditional independence, but as shown in Section 2 they have marginal independence in the codes s 1:nÀ1 . Plackett-Luce and Benter models [24] (a generalization of the Plackett-Luce model) have been used for top-t ranked data representing votes in Irish elections [25] and preferences in degree programs [26] , respectively. More recently, there has been interest in the Bayesian estimation of PL models. An added difficulty for the PL model is the absence of a conjugate prior. In [27] , the intractable inference in the Plackett-Luce model is approximated efficiently by variational methods. More recently, [28] proposed a Gibbs sampling algorithm for PL models. They exploited the fact that conjugacy can be achieved by adding auxilliary variables, one for each parameter. They also showed how to extend the standard PL model to a model over an infinite set of items, via a generalized Gamma process. While a similar construction for the GM model was presented in [7] , over a countable space of items, in [28] it is shown that this simpler construction is not possible for the PL model. Finally, a DPM is constructed from infinite, dependent PL models, together with a Gibbs sampling algorithm. The construction is elegant and, just like the results here, can be extended to classes of random measures other than the DP mixture.
Experimental Comparisons
Of the above models, the most relevant comparisons are with the non-parametric models of [7] and [4] . The former is not a generative model, and has various parametric limitations: the kernel width u is represented by a single parameter, the output rankings are truncated at a user set standard length. The latter model is generative, and applies to a wider class of partial orders than top-t rankings. On the other hand, the model has only one parameter for kernel width, just like the EBMS, and this parameter must be user set. This is a limitation, since very often the higher ranks are more concentrated around the mean, while the lower ranks are less.
We conducted experimental comparisons of DPM, EBMS, and KDE on artificial data. The data were generated from a fixed mixture model with K mixture components (for K ¼ 3 and 30), all having the same single parameter u ¼ 1. We fit each of the three models to this data, then calculated the loglikelihood on an independent test set. For DPM and EBMS, we also calculated the accuracy of the obtained clustering, by the VI distance. The same criteria were evaluated for the true model that generated the data, to give an idea of the best achievable performance. For KDE the kernel width was set to the true u. We have thus compared the three models in the most favorable conditions for the competing alternatives. 7 The results are shown in Fig. 9 .
One sees that DPM, even though it has more parameters than necessary, performs clearly better than EBMS and KDE in terms of likelihood, being almost equal to the true model. The s's and u's estimated are also centered on the true values (not shown). The heuristic EBMS performs surprisingly well on the training data, occasionally beating DPM, but is a poor clusterer on the test data. The VI of the true model is about 0.5 bits on the test data, showing that this is a case of well-separated mixtures, but not a trivial one. 
6. This axiom is also called independence of irrelevant alternatives, and it was shown to be equivalent to the Plackett-Luce model.
7.
The chosen kernel width is not provably optimal for KDE, as the optimal kernel width varies with the sample size. However, we have tested the KDE model under a wide range of sample sizes, and it is very likely that u ¼ 1 is near optimal for at least one of these.
A second, similar, comparison was run on the Jester data set of [29] , where of the 100 available items (jokes) we restricted to the n ¼ 70 most frequently rated jokes, and to top t ¼ 5 rankings. The results are shown in Fig. 10 . For these data, once again, the DPM is at an advantage over KDE, even with several different kernel widths. DPM finds between 4 and 9 clusters in 10 trials, with u j in the range ð0:03; 0:06Þ for all j's and N's.
ANALYSIS OF COLLEGE COURSE RANKINGS
We also conducted an analysis of Irish third-level college applications, where prospective students rank up to ten preferred academic courses across a number of schools [25] . In combination with examination scores, this data is used by the Central Applications Office (http://www.cao.ie/) to determine placements into third-level degree programs.
The dataset consists of N ¼ 53; 757 students in the year 2000 selecting from n ¼ 533 courses and ranking up to t ¼ 10 of them. Based on the previous analysis of Gormley and Murphy [25] , we set a and n to 100 to induce a clustering with about 20-30 large clusters. We ran four samplers to 500 iterations each. A sample of the distribution over cluster sizes is provided in Fig. 11(middle) . For comparison, we also implemented and ran an EM algorithm that estimated a finite mixture model wtih K ¼ 20 components. The clusters obtained by the EM algorithm (not shown here) were far more dispersed, with u c;j % 0:05 and central permutations that had little interpretability.
The four runs yielded between 23 and 27 substantial clusters (those with more than 1 percent of data points), with similar centroids recurring in the highest frequency clusters across runs. In the sample of Fig. 11 , which was also used to produce the data in Table 2 , there are 33 significant clusters, of which 30 contain over 100 points. The smallest cluster that we deem significant contains 9 students, all interested only in the four Home Economics programs available. The largest cluster contains about 4,000 students. These clusters account for 99 percent of the data; the remaining approx 500 students are mostly in singleton and doubleton clusters. Table 2 displays the top-10 courses 8 from the centroids of the largest five clusters for one representative run. The results exhibit clear thematic consistency in the top ranked courses by vocation and/or location. This clustering agrees with Gormley and Murphy's observation of the "frequent distinction between sets of applicants who apply for degrees of a similar discipline but are deemed separate on the basis of whether or not the institutions to which they apply are in Dublin" [25] . Notably, their analysis also revealed distinct clusters of computer science preferences, one for Dublinbased schools and one with regional variation. We additionally find a clear separation between Dublin-based business programs and outside business programs, a phenomenon that was observed by [25] but not explicitly identified in their clustering.
Since Caron et al. [28] also analyzed these data via the DP mixture of Plackett-Luce models, it is even more interesting to examine how the two resulting DP mixtures compare. Without having access to the actual clusterings, we compare the number, sizes and descriptions of the clusters of [28] with the ones found by our algorithm. With respect to the types of clusters found, the agreement is very good. Both mixtures contain large clusters with preferences for Social Science, Science, Buisness (4-5 clusters) and Engineering (Dublin and outside Dublin), Construction, Medicine/ Health, as well as the Galway and Cork clusters; moreover, both recover smaller clusters like Arts/History, Teaching/ Arts, Arts/Theology. 9 However, the clustering we obtain is more refined: we also find clusters not identified by [28] , like a 200-member "Child care and social studies" cluster, a 120-member "UCD evening arts" cluster, a 39-member "Athlone IT" cluster, and the aforementioned nine-member "Home economics" cluster. These clusters are coherent both in terms of the top u c parameters, which are high, and in terms of the topics ranked highly by their members.
If we examine the posterior samples of u u, displayed in Fig. 11 , we see that the clusters are fairly concentrated, with Fig. 9 . Performance of DPM, EBMS, and KDE on a mixture of K Mallows models, with n ¼ 12; t ¼ 5 and training sample size N ¼ 100; . . . 10;000, averaged over 10 replicates. The test set size is 3,000. Top: test set loglikelihood; bottom: VI distance to true data labeling. EBMS was too slow for the larger N's. Fig. 10 . Test set log-likelihood of DPM and KDE on the Jester data, n ¼ 70; t ¼ 5 and training sample size N ¼ 100; 1;000; 3;000, averaged over 10 replicates. The test set size is 3,000.
8. The number 10 for the central permutations is chosen arbitrarily, and not related to the number of maximum choices. In theory, the central permutation for each cluster is a ranking over all n ¼ 533 items, and in practice the sampled rankings are much longer than 10.
9. For more details, the reader can consult [30] .
most of the u j values for higher ranks above 1. The influence of the prior n ¼ 100; r j ¼ 1 accounts partly for this effect in the smaller clusters. However, for the larger clusters (the first 18 clusters have N c > 1;000) the effect of the prior is weak, yet the u c;j parameters are still high. We can also interpret the posterior samples of u u to gain insight into data separation by rank, which is an advantage of using the GM model for modeling clusters over the Plackett-Luce model. 10 We computed an average of each u j , weighted by cluster size, across the four runs. We also performed this analysis for only large and only small clusters, thresholding at a cluster size of 5 percent of the data points (splitting the data points roughly equally into large and small). By this definition, there are 8 large clusters. Fig. 11 presents these averages. The clearly decreasing trend reinforces the intuition that top-ranked choices tend to be more coherent and distinctive than later entries in the top-10 ranking. Furthermore, we find that small clusters tend to be more concentrated at the top ranks than large clusters, but this reverses around the fourth rank. A qualitative examination of the data suggests that this may be because small clusters tend to correspond to more specialized interests with fewer relevant courses (e.g., the Home Economics cluster, or courses at one specific smaller school), and thus exhibit less variability in the top ranks but greater variability later on. In fact, the average ranking length for data points in small clusters is shorter than for large clusters: 6.15 compared to 6.63. Consequently, not all u c;j parameters and all ranks of s c may have sufficient support in the data. For the clusters that preserve their identities over multiple (independent) samples, one can use a Bayesian approach based on the posterior variance of the parameters. For the purpose of displaying the u u parameters, we used an ad-hoc frequentist approach based on testing the nested hypotheses H t 0 that u c;t 0 þ1:t ¼ 0, t 0 ¼ 2 : t. This was used to truncate the u u parameter vectors of the smaller clusters in Fig. 11 (top) . Note that if for a (smaller) cluster, all the cluster members have lengths t i < 10, then the cluster will have a u u parameter of dimension less than 10. This case is handled naturally by our Gibbs sampling procedure.
PROOFS
This section contains the proofs of the Propositions in Sections 4 and 5.
Proof of Proposition 2. The marginal of a single p of length t is
By Proposition 6, the integral is equal to
Note now that s j ðp j sÞ ¼ v j ðs j pÞ, where the last expression should be read as "the 0-based rank in s of item j of p" and is therefore well defined for j ¼ 1 : t. Any configuration of v j 's uniquely determines a subset of the positions in s, and the v j 's can take any value in their admissible range when s ranges over all infinite permutations. Thus, s j ðpjsÞ ranges from 0 to n À j, and consequently the summation over s commutes with the product over j. For every configuration of s 1:t , there will be ðn À tÞ! different permutations with that configuration. It follows that In this plot, we have set to 0 the u c;j parameters of the lower ranks if they were deemed not statistically signficant (i.e., not enough data to support). Middle: Cluster sizes for a representative sample of the college applications data. Bottom: Average of u j weighted by cluster size as a function of rank j for the college application data, replicated across four runs. The decreasing trend supports the intuition that top course preferences are better separated than less-desired choices.
10. As mentioned in Section 7, the ratios w i =w i 0 represent odds ratios, hence they indicate strength in pairwise comparisons; obtaining a measure of overall concentration, like for instance the expected distance to the modal s, as a function of the parameters w, must be done by Monte Carlo methods. Moreover, in a mixture of PL models, the w i parameters in each cluster are normalized with respect to the items that appear in that cluster (for instance, there may be no law courses in an IT cluster, or vice versa); hence, comparing w parameters across clusters cannot be done meaningfully. We use now a key observation of [5] , which is that for a distribution over permutations like the one above, the first rank of s is distributed proportionally to the column sums of R, the second rank given the first is distributed proportionally to the column sums of R after deleting row and column s À1 ð1Þ, etc. Hence, the ranks of s can be sampled sequentially by
. . . etaðs þ a; b; nÞ
A similar proof holds for n ! 1 and the Beta function. t u
Proof of Proposition 8. The crucial observation here is the same as in Proposition 2: since N ¼ 1, L s ðR j ðpÞÞ ¼ s j ðp j sÞ ¼ v j ðs j pÞ by (1) . As a consequence, the posterior of s is is a product of multinomials, one for each j ¼ 1 : t
We can approximateBetaða; b; nÞ by Betaða; bÞ or compute its values numerically. After v j is sampled, to construct s one places p À1 ðjÞ in the v th j available position in s. (See [31] for the detailed proof of this procedure.) The remaining n À t positions are filled uniformly at random from the items not in p.
t u
DISCUSSION
This work has made non-parametric Bayesian DPM inference for the GM model possible on ranked data domains, with top-t rankings of variable lengths. Our algorithms are efficient enough to run on data set sizes in the tens of thousands with hundreds of possible choices. We succeeded by a synthesis of combinatorial, statistical, and computational techniques. We exploited the rich combinatorial structure of the parameter space, in particular: the existence and reciprocity of codes; the existence of sufficient statistics; the decomposition by ranks of the sufficient statistics, which allows one to perform stagewise sampling; and finally the sparsity of the sufficient statistics, with its accompanying computational advantages. These properties together allow us to perform exact sampling, explicit marginalizations, and accurate normalizations.
While the faster BETA-GIBBS algorithm we presented in Fig. 5 is theoretically approximate, we have verified empirically the quality of that approximation and the advantages it yields to the convergence of the algorithm. 11 The advantages of BETA-GIBBS are crucial when n, the number of items ranked, and N, the sample size, are large. In these conditions, for smaller t the error in the approximation of the posteriors is negligible; this is fortunate, because in a vast number of real applications with large n (like in the college application data we have analyzed), t is much smaller than n.
On the other hand, the EXACT-BETA-GIBBS algorithm is available when t is close to n and the exact posterior is required.
EXACT-BETA-GIBBS and the other algorithms as presented here implement the Gibbs sampling inference procedure known as [14, Algorithm 2] for illustrative purposes, as this is a well known and by now standard procedure. However, the marginalization formulas and sampling algorithms we introduce can be used as low level components in a variety of other high level Bayesian inference algorithms. For Proportion of the data assigned to each cluster is shown next to the cluster number. We list course names and school locations, and summarize the theme of each cluster.
11. More experiments related to this can be found in the Supplement, available online.
instance, one can ensure faster mixing for the cluster assignments by the algorithm of [32] , or estimating a within the Monte Carlo by the method of [33] .
We now consider a few possible generalizations of this model. A most tempting one is the extension to infinite GM's, i.e., to domains where we observe top-t rankings over a countably infinite number of items (e.g., webpages). Note that in this case, for any finite sample of size N and for t bounded, one will observe only a finite number n of items. Hence the parameters s c ; u u c will be limited respectively to order n and dimension t. All results extend naturally to this setting (for more details, the reader should consult [7] ). Only one significant obstacle arises: the non-informative prior over s is improper. Consequently P ðp i j singletonÞ will vanish.
Using informative priors over s c is less interesting, unless one has a reason to use the same location prior for the central permutations of all clusters. The only difficulty in making algorithm BETA-GIBBS work for such a prior is the marginalization over s needed in P ðp i j singletonÞ. This can be done in closed form only in a limited number of special situations [7] ; otherwise, the summation over all s permutations must be approximated to perform this step. (This is a reasonable approach if the prior is sufficiently concentrated.)
A special case of more interest is the one of a single parameter Mallows model, where u c;1 ¼ u c;2 ¼ Á Á Á ¼ u c;t ¼ u c in every cluster. Both SLICE-GIBBS and BETA-GIBBS can be easily modified to handle this case. For instance, for steps 1 and 2a of the SLICE-GIBBS algorithm no modification is necessary. Essentially, all modifications have to do with adding up the sufficient statistics for the u c;j parameters into a single sufficient statistic for u c .
Marina Meil a received the MS degree in electrical engineering from the Polytechnic University of Bucharest in 1985 and the PhD degree in computer science and electrical engineering from the Massachusetts Institute of Technology in 1999. She is an associate professor of statistics at the University of Washington. She held appointments at the Bucharest Research Institute for Computer Technology, the Polytechnic University of Bucharest, and the Robotics Institute of Carnegie Mellon University. Her long term interest is in machine learning and reasoning in uncertainty. She has worked in domains like vision and robotics, but most of all on the theoretical and algorithmic aspects of clustering, classification, and statistical modeling of combinatorial and algebraic structures.
Harr Chen received the two BS degrees summa cum laude from the University of Washington and the PhD degree in 2011 from the Massachusetts Institute of Technology, where he was a graduate fellow of both the National Science Foundation and the United States Department of Defense. He is the chief market scientist at Vatic Labs, a technology-driven proprietary trading company. His current work is in researching and architecting statistically-driven trading strategies. His prior research focused on unsupervised Bayesian models for natural language processing.
" For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
