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We show that Majorana edge modes appear in a strongly correlated phase of semiconducting
nanowires with discrete rotational symmetry in the cross section. These modes exist in the ab-
sence of spin-orbit coupling, magnetic fields and superconductivity. They appear purely due to the
combination of the three-dimensional Coulomb interaction and orbital physics, which generates a
fermionic condensate exhibiting a topological ground state degeneracy in a sector of the spectrum
which is gapped to continuum modes. The gap can be comparable in magnitude to the topologi-
cal superconducting gap in other solid-state candidate systems for Majorana edge modes, and may
similarly be probed via tunnel spectroscopy.
The quantum engineering of Majorana modes is one of
the pinnacles of the study of topological phases of matter.
In condensed matter systems, these modes are fermionic
quasiparticles equal to their own charge conjugates, and
thus a counterpart of the Majorana fermions proposed
as elementary particles. Majorana modes were first pre-
dicted in two-dimensional p-wave superfluids [1] and su-
perconductors [2], but their peculiar non-local behaviour
was fully understood only after they were demonstrated
to exist as zero-energy modes in one-dimensional (1D)
topological superconductors [3]. Similarly to certain frac-
tional quantum Hall excitations [4, 5], Majorana modes
possess non-Abelian braiding statistics [6], which makes
them an extremely attractive potential platform for fault-
tolerant topological quantum computation [7].
Following suggestions that a p-wave superconducting
phase could be engineered in semiconductor nanowires
using a combination of proximitization to a conventional
s-wave superconductor [8, 9], the native spin-orbit inter-
action in the semiconductor and external magnetic fields,
several experiments have shown evidence for the forma-
tion of Majorana zero modes above a critical magnetic
field [10–17]. However, the realization and control of
topological superconducting states in such systems re-
mains challenging and it is desirable to envision addi-
tional routes for the creation of Majorana modes, aimed
at simplifying the experimental setups as much as possi-
ble.
In this paper we propose that semiconducting
nanowires can host Majorana zero modes in the absence
of spin-orbit interaction, magnetic fields, and even su-
perconductivity, thus eliminating some of the challenges
present in conventional approaches to their realization.
Our mechanism relies simply on the combination of the
orbital physics of the nanowire and the three-dimensional
Coulomb interaction. We show that in nanowires with
rotational symmetry, interactions involving finite angu-
lar momentum transfer between electrons (Fig. 1) cre-
ate a strongly correlated phase with gaps appearing in
the collective modes. In our system the electrons are
FIG. 1. A hexagonal wire, with electron orbital trajecto-
ries and spins (bold arrows) corresponding to positive and
negative helicities (χ). Inset: the angular momentum and
spin structure of the central interaction driving the topologi-
cal physics.
fractionalized and the elementary excitations each carry
only a part of the original electronic degrees of freedom.
A topogical phase emerges within the sector associated
with the product of the spin and orbital momentum, or
helicity χ = ls, establishing the presence of Majorana
edge modes. The situation in which we find the destruc-
tion of Luttinger liquid behaviour due to the formation of
gaps in some sectors of the excitation spectrum was first
demonstrated to exist by Luther and Emery in quan-
tum wires with attractive backscattering [18], and these
phases have also appeared in studies of coupled spinless
chains [19–24], ultracold atoms with artificial spin-orbit
coupling [25], and nanowires with commensurate Fermi
and spin-orbit momenta [26], while interacting topologi-
cal 1D models without violation of fermion number con-
servation have also been explored in coupled supercon-
ducting nanowires [27] and 1D superfluid chains [28].
Our system has phenomenologically similar charac-
teristics to p-wave superconductors, namely a gap to
fermionic quasiparticle excitations which are visible in
2tunneling transport and a ground state degeneracy due
to the edge modes. However, our system exhibits Z2
rather than continuous symmetry breaking and the topo-
logical sector consists of condensate of emergent frac-
tional fermions which are both spinless and neutral (as
opposed to conventional superconductivity), and time-
reversal symmetry is not lifted as is the case for p-wave
superconductors.
Model Hamiltonian. We model the interacting
nanowire by the three-dimensional Hamiltonian which in-
cludes the Coulomb interaction,
H =
∑
s
∫
ψ†s(r)
[
p2
2m∗
+ V (x, y)
]
ψs(r)d
3r
+
e2
2ǫr
∑
s,s′
∫
ψ†s′(r
′)ψ†s(r)ψs(r)ψs′(r
′)
|r − r′|
d3rd3r′ , (1)
where r = (x, y, z), r′ are coordinate vectors, p is the
momentum operator and V (x, y) is the transverse poten-
tial, which confines electrons in the cross-section. Assum-
ing an N -fold rotational symmetry of the potential, the
single electron states |n, l, k, s〉 possess a principal quan-
tum number n indexing radial excitations, conserved mo-
mentum k along the wire axis, spin s =↑, ↓ and angular
momentum l = 0, 1, . . .N − 1 associated with the phase
e2piil/N acquired under 2π/N rotation. For l 6= 0, there
is a double degeneracy between states with equal and
opposite values of l, which are related by time reversal.
Assuming that the radial excitations exist at much higher
energy than the angular excitations in the cross-section
of the wire, the lowest three 1D bands consist of states
with n = 0, l = 0,−1, 1.
The Coulomb interaction connects initial and final
two-electron states |i〉 = |k1, l1, s1〉 ⊗ |k2, l2, s2〉, |f〉 =
|k3, l3, s3〉 ⊗ |k4, l4, s4〉 and discrete rotational symmetry
implies l1 + l2 = l3 + l4 mod N . For a square wire, for
example, interactions with l1 = l2 = 1, l3 = l4 = −1 are
allowed and may significantly affect the physical charac-
teristics of the system. For N > 4, however, the interac-
tions are well-approximated by those in a cylindrical ge-
ometry. This is the case we consider, which includes some
of the most common experimental setups with N = 6.
We may assume further that surface effects confine the
wavefunction to the surface of the cylinder. The matrix
elements of the interaction term U (i.e. the second line
in Eq. (1)) assuming the Coulomb interaction is long
ranged are given by
〈f |U |i〉 =
2e2
ǫr
Il3−l1(qR)Kl3−l1(qR) , (2)
where Ij and Kj are the modified Bessel functions and
q = k3 − k1 is the exchanged momentum. For the case
of forward scattering (q = 0) with non-zero angular
momentum transfer (l3 6= l1), the interactions become
e2/(ǫr|l3 − l1|). For l3 = l1, the expression (2) diverges
logarithmically as q → 0. Assuming the existence of a
screening plane at distance L ≫ R, these interactions
are screened to the values (2e2/ǫr) ln(2L/R) which is
≈ 6.0e2/ǫr − 9.2e
2/ǫr for L/R = 10− 50.
Renormalization Group analysis. Concentrating on
scattering processes close to the Fermi level (i.e. at
momenta k ≈ ±kl equal to the Fermi momenta in the
l bands), we find a total of 12 independent couplings,
with six forward scattering interactions, which we de-
note by Γl1l2l3l4 with momentum transfer kl3 − kl1 , and
six backscattering interactions Γˆl1l2l3l4 with momentum
transfer kl1 + kl3 . In order to deal with the large number
of competing interactions, we have calculated the run-
ning of the couplings under the renormalization group
(RG), which reduces the number of interactions that be-
come relevant at energy scales much lower than the Fermi
energy.
The RG equations were obtained to second order in
the couplings (listed in the Supplemental Material) and
solved numerically. We find that below a critical density
ǫF < E
∗ where ǫF is the Fermi energy as measured from
the edge of the l = ±1 bands, the density of states in
the upper (l = ±1) bands is sufficiently larger than that
in the lower (l = 0) band that the interaction between
upper and lower bands become irrelevant. The value
of the critical density depends on weakly on the long-
range interactions Ul1l1l3l3(q = 0) = (2e
2/ǫr) ln(2L/R);
we have E∗ ≈ 0.45EL− 0.60EL for L/R = 10− 50 where
EL = 1/2m
∗R2 is the splitting between the upper and
lower l bands. In the following we will consider only den-
sities corresponding to ǫF < E
∗. In this case all interac-
tions involving the upper bands flow to strong coupling.
Bosonisation. Having observed from the RG solutions
that only interactions involving the upper bands flow to
strong coupling, we will hereafter focus on their descrip-
tion in terms of eight chiral modes labeled by l = ±1 and
s = ±1 with right or left chirality µ = ±1 correspond-
ing to the sign of the velocity. We introduce a bosonized
description [29] of the fermionic modes by expressing the
fermionic fields as
ψls,µ(x) =
∑
µk−kl<Λ/v1
eikxckls
=
√
Λ/v1 exp{
i
2
(ϕµρ (x) + sϕ
µ
σ(x) + lϕ
µ
l (x) + lsϕ
µ
χ(x))} ,
(3)
where v1 is the Fermi velocity in the l = ±1 bands and
Λ is the running energy scale. (For simplicity of pre-
sentation we omit the required Klein factors). The chi-
ral bosonic fields ∂xϕ
µ
i represent the chiral densities of
charge (i = ρ), orbital momentum (i = l), spin (i = σ),
and helicity (i = χ), with the latter being the difference
between densities of electrons with angular momentum
parallel to spin (ls = 1) and those with angular momen-
tum antiparallel to spin (ls = −1). We also introduce
the pairs of dual fields φi = ϕ
R
i − ϕ
L
i and θi = ϕ
R
i + ϕ
L
i
3satisfying [∂xθj(x
′), φi(x)] = 4πiδijδ(x − x
′) which de-
fine the low-energy fluctuations of densities and currents
respectively within each sector i = ρ, l, σ, χ of the exci-
tation spectrum. The Hamiltonian density of the system
is given by
H =
∑
i=ρ,l,σ,χ
vi
8πKi
(∂xφi)
2 +
Kivi
8π
(∂xθi)
2
+4
∑
i,j=l,σ,χ
Gij cosφi cosφj + 4
∑
i=l,σ
G˜i cos θχ cosφi .
(4)
Here we have introduced the Luttinger parameters Ki
and velocities vi for each sector. The explicit relation
between the running couplings Γl1,l2,l3,l4 , Γˆl1,l2,l3,l4 and
the parameters Ki, vi, Gij , G˜i of the sine-Gordon theory
is provided in the Supplemental Material.
Under the RG flow, Kρ is fixed, Kl,Kσ → 0 and
Kχ → ∞. This implies that the interaction terms in
Eq. (4) open a gap in the spin, orbital momentum and
helicity sectors, while the charge sector remains gapless.
This scenario is similar to the one studied in [25] in
the context of ultracold atoms with spin-orbit coupling.
Concerning the spin and orbital sectors, only the fields
φσ and φl are involved in the interaction terms. Hence
these fields fluctuate around one of their semiclassical
energy minima, giving rise to vacuum expectation values
〈cosφσ〉 ∼ 〈cosφl〉 ∼ ±1, since Gσl < 0 [30]. The helicity
sector presents instead both φχ and θχ interactions. Due
to the flow of the Luttinger parameter Kχ → ∞, the θχ
terms dominate, thus 〈cos θχ〉 ∼ ∓1 (since G˜σ, G˜l > 0
[30]) and hereafter we will neglect the φχ interactions for
the sake of simplicity.
In the strong-coupling limit of the theory, terms in-
volving products of cosines may be decomposed via
mean-field theory, cosφi cosφj → 〈cosφi〉 cosφj +
〈cosφj〉 cosφi, etc., which allows the Hamiltonian to be
separated into four sectors, H = Hρ+Hl+Hσ+Hχ. Hρ
describes a free bosonic theory, whileHl,Hσ,Hχ describe
gapped excitations the corresponding combinations of
the electronic densities.
In the gapped sectors, we observe the existence of
fermionic quasiparticle excitations after introduction of
operators which act as local raising and lowering oper-
ators ψi,µ ∼ e
iϕµ
i [31] where i = l, σ, χ. The Hamil-
tonian densities describing the new spinless fermionic
fields then consist of both quadratic and quartic terms,
with the latter representing self-interaction of the ψi,µ
fermions. Since the theory is gapped, self-interactions
may be treated in mean-field theory, which leads to the
effective quadratic Hamiltonian density
H =
− ivl
[
ψ†l,R∂xψl,R − ψ
†
l,L∂xψl,L
]
+∆l
[
ψ†l,Rψl,L + h.c.
]
−ivσ
[
ψ†σ,R∂xψσ,R − ψ
†
σ,L∂xψσ,L
]
+∆σ
[
ψ†σ,Rψσ,L + h.c.
]
−ivχ
[
ψ†χ,R∂xψχ,R − ψ
†
χ,L∂xψχ,L
]
+∆χ
[
ψ†χ,Rψ
†
χ,L + h.c.
]
.
(5)
The gaps ∆l,∆σ,∆χ must be determined from the self-
consistency equations involving the coefficients Gij , G˜i of
the couplings, which are listed in the Supplemental Ma-
terial. These are dependent on the running couplings,
however the gaps may be calculated using any set of
couplings along the RG trajectory: in the mean-field
equations, the running of the energy scale is compen-
sated by the logarithmic enhancement of the couplings,
and the system enters the strong-coupling regime when
Λ ≈ ∆l ≈ ∆σ ≈ ∆χ. We therefore find that the resulting
gaps are independent of the choice of Λ.
For the l and σ sectors, the refermionized Hamiltonians
contain excitonic pairing interactions ∝ ψ†i,Rψi,L + h.c.,
while in the χ-sector, the refermionized Hamiltonian con-
tains a superconducting pairing interaction∝ ψ†χ,Rψ
†
χ,L+
h.c. and is equivalent to the Kitaev model for 1D spinless
superconductors. The excitation spectra then become
gapped,
Ei = ±
√
v2i k
2 +∆2i . (6)
While we refer to the ψ†R,iψL,i and ψ
†
R,χψ
†
L,χ terms re-
spectively as excitonic and superconducting pairing in-
teractions because they have the form of the pairing in-
teractions occurring in the mean-field descriptions of ex-
citonic and p-wave superconductors, it is crucial to note
that the order parameters ∆i consist of real expectation
values 〈ψ†j,Rψj,L + h.c.〉 and 〈ψ
†
χ,Rψ
†
χ,L + h.c.〉, which
do not possess a complex phase and thus there is no
spontaneously broken U(1) symmetry, as required by the
Mermin-Wagner theorem.
The existence of the gaps in the σ, l, χ sectors thus al-
low for the description of the system in terms of nearly-
free fermionic quasiparticles, with corrections to the free
motion being suppressed by the gap. Unlike the origi-
nal electrons, which each carry charge, spin, angular mo-
mentum and helicity simultaneously, the true excitations
each carry only one of these quantum numbers. We find
that Luttinger liquid behaviour ordinarily expected for
interacting quantum wires survives only in the gapless
charge excitations. In the remaining sectors, operators
pairing oppositely moving quasiparticles develop expec-
tation values in the ground state and we may describe
the gapped sectors as condensed states of emergent,
fractional fermions. This feature defines the Luther-
Emery state [18], and we may also refer to the emergent
fermionic excitations as Luther-Emery fermions.
4In the helicity sector, the superconducting term ∝
ψ†χRψ
†
χL has a simple physical origin. The action of this
product of fermionic operators is to locally change the
helicity densities ∂xφχ without affecting the spin, charge
or orbital angular momentum. This originates from col-
lisions involving angular momentum transfer with struc-
ture ψ†−1↑ψ
†
1↓ψ1↑ψ−1↓, in which one pair of positive helic-
ity (l = s) electrons is converted into one pair of negative
helicity (l = −s) electrons (see Fig. 1). This interaction
connects quantum states in which the number of elec-
trons of a certain helicity is raised by two. It is also simple
to see why the superconducting term only occurs within
the helicity sector: two-electron collisions in which either
the total spin or the total angular momentum of the pair
are changed are forbidden by symmetry. However, it is
possible for either spin or angular momentum to be trans-
ferred between right and left moving electrons, and when
expressed in terms of quasiparticle operators, such inter-
actions take the form ψ†l,Rψl,L and ψ
†
σ,Rψσ,L. It should
also be noted that terms containing products ψ†χ,Rψχ,L
are also present in the exact Hamiltonian, which corre-
spond to the φχ interactions in Eq. (4), however they are
fully screened by the condensate, as is consistent with the
running ofKχ →∞ under RG. In the mean-field solution
of (5) we find ∆l = ∆σ = ∆χ = ∆.
Solution of the mean-field Hamiltonians for the Luther-
Emery fermions (5) in the presence of boundary con-
ditions corresponding to full reflection at the edges of
the system yields zero-energy modes γi,1 (γi,2) localized
at the left (right) of the system and decaying into the
bulk with characteristic length ξ = vi/∆. These edge
modes have also been demonstrated in previous studies
of Luther-Emery systems [32, 33]. In the helicity sec-
tor, the presence of the superconducting term implies
that these edge modes are self-conjugate, γχ,1 = γ
†
χ,1 and
γχ,2 = γ
†
χ,2 and therefore emergent Majorana fermions.
In total the system possesses a 32-fold ground state de-
generacy arising from the occupations of the four Dirac
edge modes in the l and σ sectors and the Majorana
fermionic parity iγχ,1γχ,2.
From Eq. (2), the bare values of the interactions
Ul1,l2,l3,l4(q) ∼ e
2/ǫr = g, and we may crudely estimate
the gap to be
∆ ∼ ǫF e
−
2πvF
αg = ǫF e
−
√
ǫF
Eg ,
Eg =
α2
4π2
m∗e4
2ǫ2r
∼ α2
m∗/me
4π2ǫ2r
· 13.6 eV (7)
where α is a numerical factor of the order of unity and
m∗ is the effective mass in the semiconductor. The gap
is enhanced in materials with larger effective mass. For
GaAs, m∗ = 0.067me, and the gap is of the order of ǫF
when ǫF ≈ Eg ≈ α
2 · 0.14meV. The calculated values of
the gap as a function of the ratio ǫF /EL (where EL =
1/2m∗R2) for different values of R are plotted in Fig.
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FIG. 2. Solid curves: the topological gap ∆ (meV) as a func-
tion of the wire radius R, for various values of the Fermi
energy ǫF measured from the bottom of the upper bands,
ǫF /EL = 0.1, 0.2, 0.3, 0.4. The material parameters for GaAs
are used, m∗ = 0.067me, ǫr = 12.9.
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FIG. 3. Color online. The LDOS A(x,ω) for varying values
(a) x/ξ = 10, (b) 1 and (c) 0.1. Parameters are taking for
a GaAs nanowire with R = 25 nm and ǫF = 0.3EL. Note
that the scales on the vertical axes increase by an order of
magnitude between each panel.
2. We find that the maximum value of the gap ∆ ∼
0.025 meV ≈ 0.3 K, so α ≈ 2.
The existence of subgap edge states in the σ, l and ξ
sectors in combination with a gapless total charge mode
has profound consequences on the tunneling transport
characteristics of the system. The local one-electron den-
sity of states A(x, ω) for the upper bands is a convolution
of two-point correlation functions involving the gapless ρ
field as well as the σ, l and χ fields, which possess both
5gaps to continuum excitations and subgap states local-
ized at the edges of the system. A(x, ω) is plotted in
Fig. 3 for several values of R and ǫF /EC and for vary-
ing distances x from an edge. The explicit expression for
A(x, ω) is provided in the Supplemental Material. We
observe an algebraic peak at zero frequency, A(x, ω ≈
0) = F (x)|ω|−γ with F (x) decaying in the bulk of the
system due to the localization of the zero-energy modes,
in addition to bands existing at energies |ω| > ∆, 2∆, 3∆.
The bands correspond to incoherent multi-particle con-
tinuum excitations of the Luther-Emery fermions. The
zero-frequency peak becomes narrower and eventually
disappears at distances larger than the decay length of
the edge modes, x ≫ ξ with ξ = vχ/∆ ≈ 0.9 µm for
the parameters corresponding to Fig. 3. In the bulk of
the system, the local density of states is vanishing for
frequencies below the gaps, |ω| < ∆. Thus for certain
distances along the wire, the tunneling density of states
bears a striking resemblance to the zero-bias peak in An-
dreev reflection which has been observed several times in
superconducting nanowires [10–17], even though in our
system superconductivity is absent. We also note that
structure of the tunneling density of states is dramati-
cally different to the one expected for a spinful Luttinger
liquid, which always exhibits a power-law decay at zero
frequency, A(x, ω) ∝ |ω|γ with γ > 0.
Summary. We have presented a study of an interact-
ing quantum wire with multiple degenerate orbitals oc-
cupied. The purely repulsive Coulomb interaction pro-
duces a strongly correlated phase which supports both
gaps to collective excitations and a high ground state de-
generacy arising from zero-energy edge modes. We find a
pair of Majorana fermions, as in 1D p-wave superconduc-
tors, despite the absence of superconductivity or indeed
continuous symmetry breaking of any kind. Using the
second-order renormalization group with multi-band in-
teraction constants obtained for a cylindrical nanowire,
we have calculated the gaps to continuum excitations as
well as the local density of states, which we find to exist
at experimentally accessible energy scales.
Having focused on the physical properties of the Ma-
jorana modes, we have not explored ways in which they
might be manipulated or how their non-Abelian nature
might be demonstrated, which is of interest to future
work. Since our system appears to be close to exper-
imental realization, it is also an interesting prospect to
investigate how alternative nanowire-based designs might
also exhibit Majorana physics as a result of the intrinsic
Coulomb interaction rather than relying on the spin-orbit
interaction, magnetic fields or superconductivity.
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Supplemental Material
2ND ORDER RG EQUATIONS
The vertices Γl1l2l3l4 , Γˆl1l2l3l4 are defined by matrix el-
ements between two-electron states,
〈f |U |i〉 =
{
Γl1l2l3l4 , k1, k3 > 0 , k2, k4 < 0 ,
Γˆl1l2l3l4 , k1, k4 > 0 , k2, k3 < 0
|i〉 = |k1, l1, s1〉 ⊗ |k2, l2, s2〉 ,
|f〉 = |k3, l3, s3〉 ⊗ |k4, l4, s4〉 , (1)
where U is the two-electron potential. In the following
it will become convenient to introduce notation distin-
guishing four kinds of interactions,
Ul1l2 = Γl1l2l1l2 , U˜l1l2 = Γˆl1l2l2l1 ,
V1 = Γ0,0,1,−1 , V˜1 = Γˆ0,0,1,−1 ,
V2 = Γ1,−1,−1,1 , V˜2 = Γˆ1,−1,1,−1 , (2)
so that Ul1l2 (U˜l1l2) correspond to forward (backward)
scattering interactions in which angular momentum is
conserved for both left and right movers, while Vl (V˜l)
correspond to forward (backward) scattering interactions
in which angular momentum ±l is transferred between
the left and right moving densities.
Denoting
λ0 =
1
2πv0
, λ1 =
1
2πv1
, λ01 =
1
π(v0 + v1)
(3)
with v0, v1 being the Fermi velocities corresponding to
the l = 0 and l = 1 bands respectively, the flow of the
couplings to second order are given by
dU11
dl
= λ1
[
V 22 − U˜211
]
,
dU1,−1
dl
= −λ1
[
V 22 + V˜
2
2 + U˜
2
1,−1
]
,
dV2
dl
= 2λ1
[
(U11 − U1,−1)− V˜2U˜1,−1
]
− λ0
[
V 21 + V˜
2
1
]
,
dU00
dl
= −λ0U˜200 − 2λ1
[
V 21 + V˜
2
1
]
,
dU01
dl
= λ01
[
V 21 − U˜201
]
,
dV1
dl
= −λ0
[
U00V1 + U˜00V˜1
]
− λ1
[
(U1,−1 + V2)V1 + (V˜2 + U˜1,−1)V˜1
]
+ 2λ01U01V1 ,
dU˜11
dl
= 2λ1
[
V˜2V2 − U˜211 − V˜ 22
]
,
dV˜2
dl
= 2λ1
[
(U11 − U1,−1)V˜2 + (U˜11 − U˜1,−1)V2 − 2U˜11V˜2
]
− 2λ0V1V˜1
dUˆ1,−1
dl
= −2λ1
[
V2V˜2 + U˜
2
1,−1
]
− 2λ0V1V˜1 ,
dU˜00
dl
= −2λ0U˜200 − 4λ1V1V˜1 ,
dU˜01
dl
= 2λ01
[
V1V˜1 − U˜201 − V˜ 21
]
,
dV˜1
dl
= −λ0
[
U00V˜1 + U˜00V1
]
− λ1
[
V1V˜2 + V1U˜1,−1 + V˜1U1,−1 + V˜1V2
]
+ 2λ01
[
V˜1U01 + U˜01V1 − 2U˜01Vˆ1
]
. (4)
The solution of the RG equations (4) with initial
couplings corresponding to a GaAs nanowire (m∗ =
0.067me, ǫr = 12.9) with R = 25 nm and ǫF = 0.3EL is
plotted in Fig. 1. The plots show that the six interactions
involving the l = ±1 bands U11, U1,−1, V2, U˜11, U˜1,−1, V˜2
flow to strong coupling while U00, U01 remain marginal.
The remaining interactions are irrelevant.
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FIG. 1. The second-order RG flow of the interactions (2),
with bare parameters corresponding to a GaAs nanowire with
R = 25 nm and ǫF = 0.3EL. Panels (a,b) show interactions
that only involve the l = ±1 bands, which flow to strong
coupling. Panels (a,c) show forward scattering interactions
while (b,d) show backscattering interactions. Note that the
scales on the axes in panels (a,b) and those in panels (c,d) are
different.
TECHNICAL DETAILS ON BOSONIZATION
AND REFERMIONIZATION
Following the notation of the previous section, the
Hamiltonian density of the l, σ, χ fields is
1
4π
∑
i=σ,l,χ
[
vi
2Ki
(∂xφi)
2 +
Kivi
2
(∂xθi)
2
]
+4
∑
i,j=σ,l,χ
Gij cosφi cosφj + 4
∑
i=σ,l
G˜i cosφi cos θχ (5)
where
vσ = v1 +
V
(0)
2
2π
, vl = v1 − V
(0)
2
2π
, vχ = v1 − V
(0)
2
2π
,
Ki =
√
v˜i − Ui/2π
v˜i + Ui/2π
,
Uσ = −U˜11 − U˜1,−1,
Ul = 2U11 − 2U1,−1 − U˜11 + U˜1,−1,
Uχ = −U˜11 + U˜1,−1,
Glσ = −V˜2 , Gσχ = −U˜11 , Glχ = V2 − V˜2,
G˜l = V2, G˜σ = −U˜1,−1 . (6)
with V
(0)
2 being the bare (unrenormalized) value of V2.
Following the main text, we perform a mean-field decom-
position of terms involving cosines:
cosφi cosφj → 〈cosφi〉 cosφj + 〈cosφj〉 cosφi
+(cosφi − 〈cosφi〉)(cosφj − 〈cosφj〉) , (7)
and
cos θχ cosφi → 〈cos θχ〉 cosφi + 〈cosφi〉 cos θχ
+(cos θχ − 〈cos θχ〉)(cosφi − 〈cosφi〉) . (8)
In the limit of strong coupling the final terms in Eqs.
(7,8), which describe fluctuations of the fields about their
averages, may be neglected. We then obtain separate
Hamiltonian densities H = Hσ +Hl +Hχ where
Hi = viKi
8π
(∂xθi)
2 +
vi
8πKi
(∂xφi)
2
+4
∑
j 6=i
Gij〈cosφj〉+ G˜i〈cos θχ〉
 cosφi (9)
for i = σ, l and
Hχ = vχKχ
8π
(∂xθχ)
2 +
vχ
8πKχ
(∂xφχ)
2
+4
∑
j
〈cosφj〉
[
Gχj cosφχ + G˜j cos θχ
]
. (10)
As in the main text, we express each bosonic theoryHi
via fermionic operators ψi,L, ψi,R. Noting that in terms
of the fermionic operators the vacuum averages become
〈cosφi〉 = 1
2
〈ψ†i,Rψi,L + h.c.〉, 〈cos θχ〉 =
1
2
〈ψ†i,Rψ†i,L + h.c.〉,
(11)
we obtain
Hi = −ivi
[
ψ†i,R∂xψi,R − ψ†i,L∂xϕi,L
]
+ Uiψ
†
i,Rψi,Rψ
†
i,Lψi,L
+
∑
j 6=i
Gij〈ψ†j,Rψj,L + h.c.〉+ G˜i〈ψ†χ,Rψ†χ,L + h.c.〉
×
(ψ†i,Rψi,L + h.c.) (12)
for i = σ, l and
Hχ =
−ivχ
[
ψ†χ,R∂xψχ,R − ψ†χ,L∂xϕχ,L
]
+ Uχψ
†
χ,Rψχ,Rψ
†
χ,Lψχ,L
+
∑
j
〈ψ†j,Rψj,L + h.c.〉
[
Gχjψ
†
χ,Rψχ,L + G˜jψ
†
χ,Rψ
†
χ,L + h.c.
]
.
(13)
The Hamiltonian densities contain quadratic terms ∝
ψ†i,Rψi,L + h.c. which describe pairing of particles and
holes, and Hχ contains a particle-particle pairing inter-
action ∝ ψ†χ,Rψ†χ,L + h.c.. In addition, quartic interac-
tions appear in all sectors which describe the fermionic
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FIG. 2. (Color online) The mean-field solution for the gaps
∆σ (blue, dashed), ∆l (green, dotted), ∆
S
χ (red, solid), and
∆Eχ (orange, dashed and dotted). Parameters correspond to
a GaAs nanowire with R = 25 nm and ǫF = 0.3El.
self-interactions. For the σ− and l− fields, these self-
interactions are repulsive, which corresponds to an at-
tractive interaction between particles and holes and thus
enhances the excitonic order parameter 〈ψ†i,Rψi,L〉. For
the χ field, the self-interaction is attractive, which en-
hances the superconducting order parameter 〈ψ†χ,Rψ†χ,L〉.
It is therefore appropriate at the mean-field level to re-
place
ψ†i,Rψi,Rψ
†
i,Lψi,L → −
[
〈ψ†i,Rψi,L〉ψ†i,Lψi,R + h.c.
]
(14)
for i = σ, l and
ψ†χ,Rψχ,Rψ
†
χ,Lψχ,L → 〈ψ†χ,Rψ†χ,L〉ψχ,Lψχ,R + h.c. .
(15)
Thus Hi take the form of Bogoliubov-de Gennes
Hamiltonians
Hi = −ivi
[
ψ†i,R∂xψi,R − ψ†i,L∂xϕi,L
]
+∆i(ψ
†
i,Rψi,L + h.c.)
(16)
for i = σ, l and
Hχ = −ivχ
[
ψ†χ,R∂xψχ,R − ψ†χ,L∂xϕχ,L
]
+∆Eχ (ψ
†
χ,Rψχ,L + h.c.) + ∆
S
χ(ψ
†
χ,Rψ
†
χ,L + h.c.) , (17)
where
∆i = −Ui〈ψ†i,Rψi,L〉+ 2
∑
j 6=i
Gij〈ψ†j,Rψj,L〉+ 2G˜i〈ψ†χ,Rψ†χ,L〉
(18)
for i = σ, l and
∆Eχ = 2
∑
j 6=χ
Gχj〈ψ†j,Rψj,L〉 ,
∆Sχ = Uχ〈ψ†χ,Rψ†χ,L〉+ 2
∑
j
G˜j〈ψ†j,Rψj,L〉 . (19)
Solving the quadratic Hamiltonians, we find that in the
limit ∆σ,∆l ≪ ǫF and either ∆Eχ ≪ ǫF or ∆Sχ ≪ ǫF
〈ψ†i,Rψi,L〉 = −
∆i
2πvi
ln
2Λ
|∆i| , i = σ, l
〈ψ†χ,Rψχ,L〉 = −
1
4πvχ
[
∆+ ln
2Λ
|∆+| −∆− ln
2Λ
|∆−|
]
,
〈ψ†χ,Rψ†χ,L〉 = −
1
4πvχ
[
∆+ ln
2Λ
|∆+| +∆− ln
2Λ
|∆−|
]
,
∆± = ∆
S
χ ±∆Eχ . (20)
Assuming ∆σ ∼ ∆l ∼ ∆± ∼ ∆ we may approximate
the logarithmic factors by ln(Λ/∆) and vl, vχ, vσ ≈ vF
(assuming V
(0)
2 ≪ 2πvF ), which yields the mean-field
equations 
∆σ
∆l
∆Sχ
∆Eχ
 =
− 1
2πvF
ln
2Λ
∆

−Uσ 2Gσl 2G˜σ 2Gσχ
2Gσl −Ul 2G˜l 2Glχ
2G˜σ 2G˜l Uχ 0
2Gσχ 2Glχ 0 0

︸ ︷︷ ︸
G

∆σ
∆l
∆Sχ
∆Eχ
 .
(21)
Denoting the largest negative eigenvalue of G by λ, the
gap is then given by
∆ = 2Λe
2pivF
λ = 2Λe−
2pivF
|λ| . (22)
Since the RG flows exhibit a divergence at a finite scale
l = l∗, the gap is also equal to
∆ = 2Λ0e
−l∗ ≈ 2ǫF e−l
∗
. (23)
The solution of the mean field equations (21) for a GaAs
nanowire with R = 25 nm and ǫF = 0.3El = 0.26 meV
is shown as a function of the running scale in Fig. 2.
Applying mean field theory with the bare interactions
(l = 0), we find that gaps exist in all sectors, with
|∆σ|, |∆l|, |∆Eχ | ≫ |∆Sχ| ≈ 0.25 meV. Under the RG flow,
we find that ∆Eχ → 0 and the remaining gaps converge
to a value ≈ 0.017 meV. This shows that second-order
RG is necessary to resolve the competition between the
excitonic and superconducting orders in the χ-sector.
4LOCAL DENSITY OF STATES
The local density of states (LDOS) may be expressed
in terms of the Matsubara Green’s function,
Al,s(x, ω) = − 1
π
ImGRls(x, ω) = −
1
π
ImGls(x,−iω + 0) ,
−Gls(x, ω) =
∫
〈T ψls(x, τ)ψ†ls(x, 0)〉eiωτdτ , (24)
where GRls is the retarded Green’s function, l = 0, 1,−1 is
angular momentum and s =↑, ↓ is spin. Since the l = 0
modes are gapless, they provide a power-law contribution
to the LDOS which is well known in Luttinger liquid
theory. The contribution from l = ±1 states is a product
of correlation functions in the ρ, l, σ, χ sectors
Gl=±1,s(x, τ) =
sgn(τ)gρ,R(x, τ)gσ,R(x, τ)gl,R(x, τ)gχ,R(x, τ) . (25)
Due to the edge modes appearing in the σ, l, χ sectors,
their respective correlations consist of a τ -independent
contribution arising from the zero-energy modes as well
as a τ -dependent factor due to the continuum states:
gρ,R(τ) = gρ,L(τ) =
1
|τ | γ4 = gρ(τ) ,
gi,R(τ) = gi,L(τ) = κi +
e−∆i|τ |
|τ | 14 = gi(τ) , i = σ, l, χ ,
(26)
with γ > 1 being an interaction-dependent exponent and
κi are of order unity at the edge, and decay exponentially
as x moves into the bulk of the system. Converting to
the frequency representation, GR(x, ω) = G(x,−iω + 0),
we obtain the following expression for the LDOS:
− 1
π
ImGR(ω) =
κlκσκχ
Γ(γ4 )Λ
γ
4
−2
|ω| γ4−1
+ κlκσκχ
∑
i
Θ(|ω| −∆i)
κiΓ(
γ+1
4 )Λ
γ−7
4
(|ω| −∆i)
γ−3
4
+ κlκσκχ
∑
i<j
Θ(|ω| −∆i −∆j)
κiκjΓ(
γ+2
4 )Λ
γ−6
4
(|ω| −∆i −∆j)
γ−2
4
+
Θ(|ω| −∆σ −∆l −∆χ)
Γ(γ+34 )Λ
γ−5
4
(|ω| −∆σ −∆l −∆χ)
γ−1
4 ,
(27)
where Λ = Λ0 ≈ ǫF is the high-energy cutoff. The
first term in the Green’s function ∝ |ω| γ4−1 is singular
for values of interactions satisfying 1 < γ < 4. The re-
maining terms have edges at energies ∆i, ∆i + ∆j and
∆σ +∆l +∆χ, corresponding to the gaps to various in-
coherent multi-Luther-Emery-fermion excitations.
The calculation of the exponent γ is significantly com-
plicated by the presence of interactions between the l = 0
and l = 1 states, which are marginal under the RG flow
but nevertheless must be included because the charge
sector is gapless. We slightly change our notation and
represent the field ϕRρ → ϕRρ+ to highlight that they only
include densities in the upper bands. The Hamiltonian
density in the charge sector is
H =
1
4π
[
(v0 +
U00
π
)(∂xϕ
R
ρ0)
2 + (v1 +
2U11 + 2U1,−1 + V2
2π
)(∂xϕ
R
ρ+)
2 +
2
√
2U01
π
∂xϕ
R
ρ0∂xϕ
R
ρ+ +R→ L
]
− 1
4π2
((2U00 − U˜00)∂xϕRρ0∂xϕLρ0 + (2U11 + 2U1,−1 − U˜11 − U˜1,−1)∂xϕRρ+∂xϕLρ+
+2
√
2U01
[
∂xϕ
R
ρ0∂xϕ
L
ρ+ + L↔ R
]
) , (28)
where the fields
ϕRρ+ =
ϕRl=1,↑ + ϕ
R
l=1,↓ + ϕ
R
l=−1,↑ + ϕ
R
l=−1,↓
2
,
ϕRρ0 =
ϕRl=0,↑ + ϕ
R
l=0,↓√
2
(29)
and ↑, ↓ are the spin indices. The interactions are given
by
Ul1l2 =
2e2
ǫr
ln
2L
R
= U0 , U˜ll =
2e2
ǫr
I0(2klR)K0(2klR) ,
U˜1,−1 =
2e2
ǫr
I2(2k1R)K2(2k1R) (30)
where R is the radius of the wire, kl are the Fermi mo-
menta in bands l = 0,±1 and L ≫ R is the distance to
the nearest screening plane.
The Hamiltonian density must be diagonalized via
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FIG. 3. Calculated values of the exponent γ appearing in Eq.
(26) as a function of the ratio L/R where L is the distance to
the screening plane and R is the radius of the wire.
canonical transformation, which gives
H =
∑
γ=1,2
vγ
4π
[
(∂xϕ˜
R
γ )
2 + (∂xϕ˜
L
γ )
2
]
(31)
where
∂xϕ˜
R
γ =
∑
α
Uαγ ∂xϕ
R
α − V αγ ∂xϕLα ,
∂xϕ˜
L
γ =
∑
α
−V αγ ∂XϕRα + Uαγ ∂xϕLα ,
α = (ρ0, ρ+) (32)
and the coefficients satisfy

2πv0 + 2U0 2
√
2U0 −2U0 + U˜00 −2
√
2U0
2
√
2U0 2πv1 + 4U0 + V2 −2
√
2U0 −4U0 + U˜11 + U˜1,−1
2U0 − U˜00 2
√
2U0 −2πv0 − 2U0 −2
√
2U0
2
√
2U0 4U0 − U˜11 − U˜1,−1 −2
√
2U0 −2πv1 − 4U0 − V2


Uρ
0
γ
Uρ
+
γ
Vγ,ρ0
V ρ
+
γ
 = 2πvγ

Uρ
0
γ
Uρ
+
γ
V ρ
0
γ
V ρ
+
γ
 (33)
with vγ > 0.
Since ϕ˜Rγ , ϕ˜
L
γ are free fields, their correlation functions
are given by
〈eiκ(ϕRγ (x,τ)−ϕ˜Rγ (x,0))〉 = 〈eiκ(ϕLγ (x,τ)−ϕ˜Lγ (x,0))〉 = 1|τ |κ2 .
(34)
The correlation function
〈e i2 (ϕRρ+ (x,τ)−ϕRρ+(x,0))〉 = 1|τ | γ4 (35)
may then be calculated straightforwardly by transforma-
tion from the ϕRρ+ , ϕ
R
ρ0 fields to the free bosonic fields.
γ is plotted as a function of L/R in Fig. 3. We obtain
γ ≈ 2− 3 in the range 10 < L/R < 100. From Eq. (27)
we therefore see that the LDOS exhibits a peak at zero
frequency.
DIAGRAMMATIC REPRESENTATION OF THE
RG EQUATIONS
The RG flow of the couplings to second order may
be represented by the Feynman diagrams shown in Figs.
4- 15. Each diagram shows a virtual scattering process
involving one intermediate two-particle state, which con-
sists of either two electrons propagating in opposite direc-
tions (which we refer to as the Cooper channels following
standard terminology), or an electron and hole propa-
gating in the same direction. Integration over the inter-
mediate states lead to a logarithmic divergence in the
scattering amplitudes in second order perturbation the-
ory, which in the perturbative RG treatment corresponds
to a contribution ∝ ln(Λ0/Λ) to the running couplings,
where Λ0 ≈ ǫF is the UV cutoff and Λ is the running
energy scale.
In many cases, pairs of diagrams exist which consist
only of forward-scattering vertices in which a Cooper
channel process may be related to a particle-hole channel
process by reversal of all the lines corresponding to either
left or right movers. This situation occurs, for example,
in the pair of diagrams shown in the first line of Fig. 4.
In such a case the pair of diagrams exactly compensate
each other. Similar pairs of canceling diagrams are not
shown for the other interactions.
6FIG. 4. Diagrams contributing to the flow of the forward-scattering interaction U11. The forward (backward) scattering
interactions contribute in the Cooper (electron-hole) channels. In the Cooper channel the total angular momentum is L = 2 in
the loop, while L = 0 in the particle-hole channel.
FIG. 5. Diagrams contributing to the flow of the forward-scattering interaction U1,−1. In the intermediate states L = 0.
7FIG. 6. Diagrams contributing to the flow of the forward-scattering interaction V2. The first two lines show contributions from
virtual forward-scattering, while the last line shows contributions from virtual backscattering. L = 0 in all intermediate states.
FIG. 7. Diagrams contributing to the flow of the interaction U00. In the intermediate states L = 0.
FIG. 8. Diagrams contributing to the flow of the interaction U01.
8FIG. 9. Diagrams contributing to the flow of the interaction V1. The upper two lines show the contributions from virtual
forward scattering, while the lowest line shows the contributions from virtual backscattering. In the Cooper channels, L = 0 in
the intermediate states, while L = 1 in the intermediate states for the electron-hole channels.
FIG. 10. Diagrams contributing to the flow of the backscattering interaction U˜11.In the Cooper channels, L = 2, while in the
electron-hole channels L = 0.
9FIG. 11. Diagrams contributing to the flow of the interaction V˜2. In all channels L = 0.
10
FIG. 12. Diagrams contributing to the flow of the interaction U˜1,−1. In the Cooper channels L = 0, but in the electron-hole
channels L = ±2.
FIG. 13. Diagrams contributing to the flow of the interaction U˜00. In the intermediate states L = 0.
11
FIG. 14. Diagrams contributing to the flow of the interaction U˜01. In the Cooper channel the intermediate states have L = 1,
while in the electron-hole channels L = −1.
12
FIG. 15. Diagrams contributing to the flow of the interaction V˜1. In the electron-electron channels L = 0 in the intermediate
states, while in the electron-hole channels L = −1.
