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Resumo
Este artigo apresenta um ambiente da recuperação de informação - SIRe - in-
teiramente adequado a um espaço multilingue e dinâmico da informação como a
Internet. A arquitectura proposta visa assegurar que o sistema pode ser ampliado,
para atingir um desempenho mais elevado e melhores resultados das pesquisas, ou
reduzido para permitir economizar no sentido de obter uma melhor relação glo-
bal para o custo/desempenho. Para atingir o almejado desempenho, como uma
alternativa de baixo custo às máquinas paralelas tradicionais, o sistema proposto
assenta em tecnologias de conveniência para a criação de uma arquitectura de
cluster baseada em estações de trabalho multi-processadores, ligadas por infra-
estruturas de rede de elevado desempenho.
1 Introdução
Hoje em dia, a publicação alargada de diversas fontes de informação através da
Internet e os avanços recentes na tecnologia de informação sublinham a impor-
tância das bibliotecas electrónicas e de muitos dos temas relacionados. Com o
crescimento da quantidade de informação electrónica, o problema de seleccionar
partes de informação relevantes das enormes bases de dados actualmente exis-
tentes está a tornar-se cada vez mais importante. A recuperação e a filtragem
de informação (IR para simplificar) são um domı́nio de aplicação que representa
uma classe, cada vez mais importante, de aplicações comerciais usadas para ex-
trair conhecimento e descobrir as categorias e tendências úteis dos tremendos
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volumes de dados de informação que estão a ser produzidos pela nossa sociedade
de informação.
No final dos anos noventa, a quantidade de informação presente na WWW
ultrapassou largamente todas as expectativas, mesmo as mais optimistas. Com a
entrada no novo milénio acentua-se a tendência para um crescimento exponen-
cial. Neste contexto, a pesquisa de informação tem vindo a ocupar um lugar de
destaque na rotina de clientes e utilizadores da WWW. Contudo, o aumento expo-
nencial, quer do número de servidores WWW, quer da quantidade de informação
disponibilizada em cada um deles, assim como a volatilidade da informação, tem
vindo a tornar quase obsoleto o motor de pesquisa tradicional, com uma visão
centralizada de recursos: apenas um pequeno número de motores de pesquisa tra-
dicionais continuam a sobreviver, sobretudo graças aos investimentos avultados
em equipamentos e tecnologias de suporte computacional e de comunicações.
Por essa razão, a investigação, desenvolvimento e investimento em motores
de pesquisa, bem como a concepção de novas arquitecturas computacionais, tem
vindo a aumentar consideravelmente nos últimos tempos, por forma a facilitar e
melhorar a pesquisa de informação existente, tanto em termos de eficácia como de
eficiência. O utilizador, exige, pelo menos, que o motor de pesquisa disponha de
uma quantidade grande e abrangente de informação para poder devolver respostas
de qualidade e, simultaneamente, manter actualizada aquela informação.
A resposta a estas exigências envolve a criação de um sistema que seja com-
putacionalmente poderoso e capaz em termos de armazenamento e actualização
de informação, utilizando recursos e equipamento de baixo custo.
Tipicamente, os sistemas de recuperação textuais da informação permitem
que os clientes se conectem a uma única base de dados local ou remota. Um
sistema IR distribuı́do deve poder fornecer a um grande número de clientes os
acessos simultâneos e eficientes dos múltiplos originais do texto espalhados em
locais remotos, especialmente quando cresce o número de clientes e aumenta
o número de colecções do texto disponı́veis. Para atingir a desejada eficiência
são necessárias: 1) arquitecturas de computação e bibliotecas de comunicação
adequadas, para extrair desempenho das tecnologias de base; 2) motores de busca
eficazes e eficientes e 3) interfaces simples para configurar e administrar o espaço
conhecido da pesquisa.
No que se segue apresentamos uma descrição do ambiente SIRe (Scalable
Information Retrieval environment) – um sistema paralelo e distribuı́do, assente
em tecnologias de computação baseadas em clusters. Na sua concepção está o
objectivo de estender o modelo tradicional de Recuperação de Informação, recor-
rendo à utilização de múltiplas entidades autónomas (SIR) e cooperantes entre
si, distribuı́das pelos nodos de um ambiente computacional escalável, baseado
numa arquitectura de cluster que tira partido das tecnologias computacionais e de
comunicação de conveniência actualmente existentes.
O modelo proposto tem, também, como objectivo, a definição de uma estru-
tura lógica de informação que suporte a especificação de aglomerados de conteú-
do e, dessa forma, garantir a escalabilidade da solução em termos informacionais
e de desempenho.
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2 Recuperação de Informação tradicional
A Figura 1 apresenta um esquema de Recuperação de Informação tradicional, do
qual se destacam dois componentes fundamentais: o robô (Crawler) e o motor de















Figura 1: Sistema de Recuperação de Informação tradicional
2.1 Caracterização de um Robô
O robô (Crawler) tem como objectivo descarregar as páginas WWW referencia-
das pelos apontadores de moradas de sı́tios, presentes em cada uma das páginas
previamente descarregadas. O algoritmo básico de funcionamento de um robô
pode ser descrito através do seguinte encadeamento de acções: 1) retirar um URL
de uma lista de moradas disponı́veis; 2) resolver o endereço IP do servidor da
página referenciada; 3) descarregar a página respectiva; 4) extrair as referências a
outras páginas existentes e para cada uma verificar se foi, anteriormente, visitada;
5) caso não tenha sido ainda visitada, é necessário adicionar a referência à lista
de URLs ainda a visitar.
Esta visão, simplificada, não deixa, no entanto, de transparecer um conjunto
de requisitos indispensáveis ao funcionamento de um Robô num ambiente tão
alargado como a WWW.
Eficiência. O algoritmo simplificado do Robô permite, desde logo, descobrir
que o acesso à Internet deve ser de banda larga, suficiente para garantir o menor
tempo possı́vel no acesso e extracção das páginas; o que vai implicar um desenho
para as estruturas de dados que armazenam os respectivos URLs suficientemente
eficiente, para suportar a descoberta, a verificação e o armazenamento dos novos
URLs em tempo mı́nimo.
Escalabilidade. O desenho do robô deve ser ajustado a quantidades mode-
radas de URLs, mas garantir, também, uma resposta eficiente para quantidades
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superiores; isto é, o robô deve poder escalar (ampliando e reduzindo) para res-
ponder eficientemente ao dinamismo das páginas da web.
Distribuição Estimar o número de páginas da web no espaço de informação
alvo, não é uma tarefa fácil. Se consideramos a existência de um total de 10
mil milhões (10.000.000.000) de páginas, a uma média de 8 KB por página, são
necessários 74,5 TB de espaço de armazenamento! Segundo um estudo publi-
cado em [9], os motores de pesquisa actuais, cobrem apenas cerca de 30% do
valor estimado total para a web; o Google [8] reclama cerca de 3 mil milhões de
páginas.
Aquele espaço pode ser reduzido se considerarmos, apenas, as palavras chave,
contidas em cada página, no entanto tal aproximação irá produzir uma sobrecarga
substancial nas estruturas de armazenamento e de controlo. De notar que não es-
tamos a entrar em consideração com outros tipos de médias, tais como: imagens,
animações flash ou código Java. Mesmo assumindo, apenas, metade daquele va-
lor, cerca de 37, 3 TB, seria necessária um sistema com uma capacidade de arma-
zenamento descomunal, ou então, utilizando sistemas de computação convencio-
nais, com 50 GB de capacidade de armazenamento em disco, seriam necessárias
cerca de 763 sistemas daquele tipo.
Dispersão Uma outra questão relevante é a descarga das páginas. Assumindo
uma ligação à internet de 5 Mbps seriam necessários quase 4 anos para visitar
continuamente os 10 mil milhões de páginas uma só vez. O grau de dinamismo
na WWW, implica a descarga de uma mesma página várias vezes durante um
determinado tempo de vida. Desta forma, para obter uma imagem instantânea da
WWW, 4 anos de visitas é um perı́odo de tempo manifestamente incompatı́vel
com a realidade.
No caso de usarmos 763 máquinas, cada uma com uma conexão a 5 Mbps,
uma visita completa aos 10 mil milhões de páginas poderia ser efectuada em
apenas dois dias.
Actualização. De considerável importância é, também, a actualização de pá-
ginas que foram já visitadas. O tempo estimado para a visita de todas páginas
pode ser tão longo que, durante esse perı́odo, se torna obrigatória a re-visita das
páginas já, antes, visitadas sob pena da informação presente se tornar obsoleta.
Deve, por isso, proceder-se a um escalonamento elaborado de descargas de URLs
novos e dos que foram já visitados, pelo menos uma vez.
Delicadeza. A polı́tica de delicadeza para com os servidores WWW, embora
não sendo um problema estritamente técnico, envolve questões de ética que de-
vem ser rigorosamente consideradas. Devem, também, ser respeitadas as “re-
comendações” presentes nos ficheiros “robots.txt” dos servidores e nas Meta-
etiquetas dos documentos a extrair. Do lado do robô deve, também, ter-se em
atenção a taxa de ocupação da ligação à Internet, da instituição hospedeira, po-
dendo haver necessidade de estabelecer limites máximos de ocupação da linha,
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ou/e horários de funcionamento do robô para aproveitar, momentos de menor
tráfego previsı́vel.
Persistência. Dado o volume dos dados a tratar e o tempo necessário para o
respectivo processamento, torna-se necessário um mecanismo de salvaguarda da
informação de modo a que, em caso de falha, seja possı́vel uma recuperação gra-
ciosa com o mı́nimo de envolvimento do sistema hospedeiro, evitando-se também
o acesso repetido aos servidores WWW para recuperar a informação perdida.
Flexibilidade. Um robô deve poder ser adaptado a vários tipos de aplicações,
tais como: recuperação de Informação, estatı́sticas e mirroring.
Extensibilidade. O desenho do robô deve ser extensı́vel de modo a permitir
acrescentar novos módulos e/ou configurações que acrescentem novas funciona-
lidades ou permitam novas especificações; como seria o caso de permitir tratar
novos tipos de documentos.
2.2 Motor de Recuperação de Informação
A função do componente motor de Recuperação de Informação (IRE) é devol-
ver ao cliente que faz uma interrogação um lote de localizações de documentos,
considerados relevantes, para aquela interrogação.
O IRE recolhe as páginas descarregadas pelo robô e procede à criação dos
ı́ndices necessários para responder eficientemente às interrogações a que for su-
jeito. A indexação consiste, basicamente, em analisar as páginas, para poder
conhecer a frequência das palavras chave que são armazenadas numa estrutura de
dados, designada ficheiro invertido [5].
Este ficheiro é indexado por palavras-chave, contendo cada entrada uma lista
dos identificadores das páginas onde a palavra-chave existe, juntamente com a
frequência da sua ocorrência na página. Para poder reduzir o número total de en-
tradas no ficheiro invertido são usadas diversas técnicas, tais como, os dicionários
negativos e a radicalização; desta forma obtêm-se reduções acumuladas até 70%
da quantidade inicial de palavras chave [7].
As interrogações são confrontadas com as representações das páginas, sendo
elaborada uma seriação por ordem de relevância, para posterior devolução.
3 Arquitectura SIRe
Quando aplicados à WWW os sistemas de Recuperação de Informação tradicio-
nais apresentam algumas limitações, por razões que se prendem com a dimensão
do espaço considerado. O IRE e o Robô são componentes de extrema exigência
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de recursos fı́sicos, para os quais existem soluções efectivas, baseadas em arqui-
tecturas centralizadas, que envolvem equipamento extremamente dispendioso.
A evolução dos sistemas de computação e das infra-estruturas de comunica-
ção para a ligação em rede e consequente vulgarização e massificação da sua
utilização tem vindo a propiciar a construção de clusters baseados em compo-
nentes de conveniência, com uma boa relação custo/desempenho. A interligação
entre nodos, suportada por tecnologias de alto débito, importadas dos antigos
super-computadores, permite ampliar as capacidades dos nodos, tanto em termos
computacionais como de armazenamento. Os clusters, tipicamente, partilham
com os demais sistemas da instituição hospedeira, uma única conexão para a In-
ternet exterior, o que limita, naturalmente, a sua capacidade de ligação à WEB.
Para atingir uma largura de banda aceitável para o acesso à WWW, é de todo
conveniente e necessário a dispersão no acesso à Internet. Tal objectivo é al-
cançável através do desenho de um sistema cooperante que permita orquestrar
a actividade de múltiplos clusters, individualizados, em que cada um dos quais
possui a sua própria ligação à Internet.
Seguindo aquela abordagem, o projecto SIRe, em termos de desenho, assenta
na definição de entidades individualizadas, autónomas e dispersas, que coope-
ram entre si no armazenamento, ou encaminhamento de dados de/e para outras
entidades idênticas, com base em decisões administrativas, ou regras de enca-
minhamento, dinamicamente configuráveis. Cada uma daquelas entidades, de-
signada por SIR, possui capacidades de cooperação múltipla nos domı́nios da
Extracção, da Indexação e do Armazenamento de URLs de páginas WWW, e da
resposta a interrogações a clientes sobre a informação textual existente no espaço
de informação delimitado. À escala da WWW, para não comprometer a escalabi-
lidade da solução com o aumento, previsı́vel, do número de entidades cooperan-
tes, o sistema global SIRe é organizado numa hierarquia de nı́veis que associam
as entidades individuais (SIR) em agrupamentos lógicos designados por SIRe.
3.1 Requisitos do SIRe
A arquitectura SIRe possui um certo número de propriedades necessárias para
dar resposta aos objectivos gerais de um sistema IR de grande escala.
Escalabilidade. Para responder às necessidades actuais de dimensão da
WWW e poder adaptar-se, facilmente, quer no que diz respeito à ampliação de
capacidade para dar resposta ao crescimento, previsı́vel em numero de páginas,
ou em espaço de utilização, quer na capacidade de redução de capacidade para
se ajustar a constrangimentos económicos ou diminuição do espaço de utilização
alvo.
Dinamismo. Em termos da capacidade de adaptação ao aumento ou redução
do número de entidades presentes, durante o tempo de funcionamento do sistema.
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Eficiência. Suporte a estruturas de dados robustas distribuı́das, para permitir a
manipulação de grandes volumes de informação, sem perda de eficiência quando
comparada com a manipulação de estruturas de dados centralizadas equivalentes.
Dispersão. A dispersão das entidades do sistema por zonas geográficas distin-
tas, quando alimentada por relações de cooperação apropriadas, pode contribuir
para reduzir, significativamente, os inconvenientes das limitações em termos da
largura de banda total, acumulada, disponı́vel para o acesso à Internet.
Estruturação. O desenho de um sistema que pretende lidar com enormes vo-
lumes de informação e para os quais se espera um elevado número de entida-
des participantes coloca, necessariamente, problemas de escalabilidade para os
quais se torna obrigatório , encontrar abordagens compatı́veis com aquelas di-
mensões. A estruturação é o conceito chave usado para lidar com as questões da
escalabilidade, que está presente tanto na definição da organização hierárquica,
multi-nı́vel, das entidades participantes como na definição de critérios de locali-
dade topológica das mesmas entidades e do estabelecimento de aglomerados de
informação realacionada, por critérios adaptativos e administrativos.
Cooperação. A cooperação é uma propriedade das entidades do sistema que
através da acção coordenada visam satisfazer os seguintes objectivos: 1) minimi-
zar os custos gerais de computação e de comunicação, envolvidos no processo de
recolha e tratamento da informação, e 2) aumentar a eficiência global do sistema.
Em particular, pretende-se através da selecção criteriosa das entidades, com base
na definição de regras administrativas e adaptativas, saber a cada momento quais
as entidades responsáveis pelo estabelecimento das ligações à Internet, de forma
a minimizar os custos de globais de comunicação e aumentar a largura de banda
do sistema.
Abrangência. Pretende-se que o sistema cubra a quantidade mais vasta possı́-
vel de páginas existentes na WWW, não pretendendo impor qualquer limitação
de espaço.
Actualização. Face ao dinamismo intrı́nseco da WWW, o sistema deve per-
mitir uma actualização bem escalonada, sem colocar em causa a descoberta de
novas páginas.
Relaxamento. A definição de uma arquitectura distribuı́da pode dar lugar a
tempos de resposta às interrogações superiores aos de um sistema centralizado.
Assim, cabe ao cliente a responsabilidade pela definição do grau de cobertura e
da qualidade das respostas esperadas, através da definição dos tempos máximos
de espera pela resposta às interrogações efectuadas.
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Baixo custo. O SIRe apresenta-se como uma alternativa às soluções centrali-
zadas de elevado custo, baseadas em tecnologias e equipamentos proprietários,
que tiram partido das tecnologias de conveniência para a construção de um clus-
ter, dando o suporte básico às entidades do sistema.
3.2 Entidades do sistema
O sistema SIRe é constituı́do por três tipos de entidades – a mais elementar (SIR)
e duas compostas (SIRe Local e SIRe Alargado) – que se organizam numa hierar-
quia de nı́veis que se constituem em topologias. A Figura 2 apresenta as entidades
do SIRe e a forma de as associar (entidades lógicas) e a organização fı́sica dos
nodos, assim como, os serviços necessários em cada um deles.





















Figura 2: Entidades do SIRe e Serviços
3.2.1 SIR
O SIR é a entidade básica do sistema que permite a extensão das capacidades
computacionais e de armazenamento de um única máquina através da realização
como um cluster. A utilização de tecnologias de comunicação de elevado desem-
penho, Gigabit e Myrinet em cada um dos nodos do cluster, garantem a eficiência
de um conjunto de serviços indispensáveis ao funcionamento do SIR, tais como:
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o acesso remoto a recursos (RoCL) [1] e o suporte a estruturas de dados dis-
tribuı́das (BiCHL) [13].
Do ponto de vista externo, o SIR é uma Single System Image (SSI), identi-
ficável por um único endereço IP. Esta unificação de um agregado de computado-
res através da referêcnia a um único identificador é possı́vel através da utilização
de mecanismos, tais como o Clone Cluster [15] ou o One-IP [6].
Quando um SIR pretende contactar um outro SIR, este é identificado pelo
endereço da sua SSI, que assegura a recepção por apenas um Nodo, escolhido de
forma determinista e sem intervenção do emissor.
Em termos lógicos um SIR é uma entidade configurável e autónoma. Assim,
um SIR dispõe de uma configuração que lhe permite decidir, em cada momento,
se um determinado pacote de informação deve ser manipulado localmente ou
reencaminhado para uma outra entidade na hierarquia de nı́veis do sistema.
3.2.2 SIRe Local
Um SIRe Local é definido pela associação de um ou mais SIRs pertencentes à
mesma rede institucional (LAN ou MAN), que partilham a mesma linha de acesso
externo à Internet. É evidente a falta de dispersão no acesso à Internet exterior
no seio desta entidade, uma vez que o acesso é partilhado pelos diferentes consti-
tuintes. No entanto, possibilita a uma instituição a criação de um aglomerado de
informação mais abrangente e estruturado, podendo o seu conteúdo ser definido
de acordo com as necessidades. O SIRe incorpora as definições resultantes da
fusão das regras administrativas definidas para cada um dos SIR constituintes. A
Figura 3 apresenta um exemplo da interligação necessária para um SIRe Local.
3.2.3 SIRe Alargado
O SIRe Alargado é constituı́do pela associação de um ou mais SIRes Locais ou
Alargados. O SIRe Alargado para além de permitir a criação de um nı́vel adicio-
nal de organização, vem facilitar a dispersão no acesso à Internet. Uma vez que
a barreira institucional é quebrada na associação de SIRes Locais, é necessária a
definição de polı́ticas de segurança rı́gidas na constituição de associações entre
os diferentes SIRes. A Figura 4 apresenta um exemplo da interligação necessária
para um SIRe Alargado.
3.3 Instanciação do Sistema
Essencial para o funcionamento integrado de todos os nodos na estrutura SIR é a
infra-estrtura de comunicação, de alto débito (SAN), se existente, ou LAN (Fas-
tEthernet), usada para suportar o serviço SIRd (ver figura 2). Ainda ao nı́vel da
comunicação intra-SIR, um outro serviço essencial é o oferecido pela biblioteca
BiCHL que suporte um sistema de páginas de hash distribuı́das ao nı́vel do SIR
para o acesso eficiente e o armazenamento integrado do enorme volume de dados
necessários para o funcionamento do SIR. A comunicação inter-SIR é efectuada










Figura 3: SIRe Local
4 Funcionamento do SIRe
O serviço SIRd. O SIRe corre em cada um dos SIR constituintes como um
serviço distribuı́do que recorre à identificação da respectiva SSI, para consolidar
uma visão unificada e uniforme do SIR (como se este fosse um sistema simples e
não um cluster).
O esquema funcional do serviço SIRd que corre em cada um dos nodos de um
SIR é apresentado na figura 5. Os componentes Robô e o motor de Recuperação
de Informação (IRE) são funcionalmente equivalentes aos usados pelos esquemas
de Recuperação de Informação tradicionais. O SIRe acrescenta àquele funcio-
namento a possibilidade da informação colectada pelo robô e das interrogações
dirigidas ao IRE serem filtradas por um módulo encaminhador responsável pela,
eventual, decisão de encaminhamento da mesma para um novo destino. Esse en-
caminhamento é representado na Figura pelas caixas entre os SIRd. A informação
encaminhada pode seguir para um de três destinos possı́veis: 1) o próprio SIR;
2) um SIR remoto, ou 3) um SIRe (Local ou Alargado), em que é contactado um
dos SIRs seleccionado de entre um dos constituintes desse mesmo SIRe.
Robô. No processo de descarga de uma página pelo robô, identificam-se três
estados para a informação recolhida: i) o conhecimento do URL, ii) o conhe-
cimento dos meta-dados da página e iii) o conhecimento do seu conteúdo. O
conhecimento dos dados de cada estado implica três acções, perfeitamente, se-













Figura 4: SIRe Alargado
gada, já previamente encaminhada; 2) a extracção dos meta-dados, o que implica
um acesso ao servidor da página; e 3) a extracção das palavras-chave, o que obriga
à descarga da página na sua totalidade. As duas últimas acções podem, eventu-
almente, ser executadas em simultâneo. Esta decomposição em fases de enca-
minhamento acrescenta um grau de flexibilidade na distribuição da informação,
pois conduz à distinção entre as entidades que executam operações tipicamente de
descarga e as entidades que executam operações tipicamente de armazenamento
de conteúdos, e entidades que, eventualmente, executam ambas as operações.
IRE. No que diz respeito ao motor IRE, quando uma interrogação chega a um
SIR, esta é difundida, pelo encaminhador de interrogações, para os SIRs remotos
com base em resumos de conteúdos disponı́veis no próprio encaminhador. Este é
um procedimento recursivo que evita a consulta repetida às mesmas entidades, ti-
rando partido da distribuição de carga na operação de interrogação pelas diversas
entidades intervenientes. A extensão da distribuição de uma interrogação (SIRs
remotos que são consultados) pode aumentar o grau de qualidade e a cobertura
das respostas, no entanto, um mecanismo de limitação temporal para a profundi-
dade da pesquisa, é usado para evitar tempos de espera pela resposta, demasiado
demorados.
As respostas são fundidas no fusor de resultados e devolvidas ao cliente ou
ao SIR que efectuou a interrogação, tomando, obviamente, em consideração a



















































































Figura 5: Esquema funcional do serviço SIRd
4.1 Construção da topologia
A criação de novas entidades é como um processo iterativo, de adição sucessiva
de entidades. A construção de uma topologia envolve a definição das estruturas
fı́sicas, ou seja, a definição e preparação dos nodos de um cluster e a instalação
dos serviços, anteriormente, apresentados.
Para a definição de um SIR atribui-se uma identificação e a especificação das
regras que indicam qual a informação a ser processada por aquele SIR.
A definição de SIRes implica: i) a atribuição de uma identificação à nova
entidade, ii) o envio do pedido de composição e iii) a recepção do pedido de
composição pela entidade hospedeira. Para efeitos de actualização da informação
topológica mantida pelas entidades no sistema, são usadas spanning trees para di-
fundir a nova definição. A sobrecarga de comunicações associadas à difusão pode
ser atenuada se for actualizada, apenas, a informação mantida pelos representan-
tes das entidades compostas.
Na Figura 6, consideremos a criação dos SIRs 13, 14 e 15 e a sua composição
no SIRe E, seguida da composição do SIRe E e F para a criação de um SIRe G.
Assim, são preparados 3 clusters, em que se instalam os serviços necessários e
atribuı́dos os identificadores e as regras de cada um. Seguidamente, por composi-
ção, é criado o SIRe E.





















Figura 6: Composição de SIRes
um SIR no SIRe F (por exemplo, o 4). O SIR 4 responde ao 13 com a sua visão
da topologia enviando, ao mesmo tempo, os pedidos de actualização da nova
entrada, aos representantes das entidades de que tem conhecimento. A topologia
resultante encontra-se representada na 7
A remoção de entidades de um SIRe segue a mesma filosofia de actualização.
Após a remoção, a capacidade do sistema no seu todo fica reduzida. No en-
tanto, não é prejudicada a sua consistência e funcionamento. A entidade retirada
mantém a sua autonomia podendo continuar a funcionar isoladamente e, eventu-
almente, vir de novo a associar-se ao anterior sistema ou a outro existente numa
outra configuração.
4.2 Tabelas de encaminhamento
A criação e manutenção da topologia de um SIRe, assim como, o encaminha-
mento de informação, requer a existência de uma tabela de encaminhamento por
SIR. Esta tabela armazenada numa estrutura de dados distribuı́da partilhada por
todos os nodos de cada SIR, compreende um identificador (ou endereço fı́sico) e
duas secções: a informação topológica e as regras de encaminhamento.
4.2.1 Informação topológica
O SIRe é uma estrutura hierárquica de componentes organizados com base em
associações de uma ou mais entidades. Dado o potencial número elevado de enti-
dades em jogo, para manter a escalabilidade do sistema, torna-se necessário que,
ao invés de cada entidade dispor de conhecimento total sobre todos os compo-
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nentes de um dada configuração, ou topologia, se encontrar algum mecanismo
que venha a permitir reduzir, substancialmente, os limites desse conhecimento.
Assim, cada SIR tem, apenas, conhecimento de todas as entidades ascendentes,
na hierarquia de nı́veis a que pertence, e de todos os descendentes directos dos
seus ascendentes. Para além disso, é ainda definido um identificador e os identi-





















Figura 7: Exemplo de um SIRe
A Figura 7 apresenta um exemplo de uma topologia do SIRe com 11 SIRs
(cı́rculos numerados). A, B, C, D e E são SIRes Locais e F e G SIRes Alarga-
dos. Em termos de informação topológica, o SIR 1 teria a seguinte informação
topológica organizada no formato especificado na Tabela 1.
ID: SIR 1
Ascendentes: SIRe A(SIR 1, SIR 2, SIR 3)
Raiz(SIRe A, SIRe C, SIRe G)
Representantes: SIRe A: SIR 1
SIRe C: SIR 7
SIRe G: SIR 4, SIR 10, SIR 13
Tabela 1: Informação Topológica
O campo de informação dos ascendentes de um SIR reflecte, não só, a enu-
meração das entidades visı́veis mas, também, o respectivo, encadeamento estru-
tural.
De um modo mais genérico, se considerássemos uma árvore hierárquica de l
nı́veis, em que cada nı́vel tem c filhos, em que os nodos intermédios são SIRes e
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os nodos folha são os SIRs, então, irı́amos ter cl SIRs. O que significa que, neste
caso, seria, apenas, necessário o conhecimento de l × (c− 1) + 1 entidades, para
poder conhecer toda a estrutura do SIRe, o que resulta numa ordem de comple-
xidade O(logc(cl). O acesso a um determinado SIR remoto pode implicar uma
série de saltos lógicos para atingir o seu destino, o que no pior dos casos cor-
responde a logc(c
l) saltos, ou seja, l, o que é perfeitamente compatı́vel com um
número de SIRs igual a cl, assegurando, desta forma, a escalabilidade do sistema.
Os SIRes enquanto entidades lógicas são, naturalmente, representados por
SIRs representantes, de entre os demais constituintes. Se o número de represen-
tantes de um SIRe for superior a 1, isso permite a distribuição e balanceamento
de carga de encaminhamento, de processamento e, também, alguma capacidade
de tolerância a faltas. A utilização de todos os SIRs do SIRe como representantes
poderia aumentar, significativamente, a quantidade de informação topológica que
cada SIR teria que manter. Assim, considera-se que o ideal é utilizar um número
de representantes de ordem logarı́tmica, obtido através da selecção dos SIRs. A
selecção pode fazer-se com base em medidas de qualidade de serviço que garan-
tam a escalabilidade e melhoria de desempenho no acesso às entidades remotas,
como é o caso do tempo de resposta das comunicações.
4.2.2 Regras de encaminhamento
As regras de encaminhamento são um dos mecanismo usados para dar resposta
às necessidades de estruturação do sistema e ao mesmo tempo criar condições
para a cooperação efectiva entre as entidades participantes. O comportamento de
cada SIR é expresso através de uma expressão lógica Rn, ou regra, baseada numa
linguagem simples de predicados que usa os operadores lógicos: + (∨), * (∧) e
! (¬). Os predicados definidos pelo sistema suportam as operações básicas de
manipulação de números, de datas, de cadeias de caracteres e de URLs.
Pelo seu lado, um SIRe compreende um conjunto de expressões, herdados
das entidades ao nı́vel inferior da hierarquia de cuja disjunção lógica resulta a
definição da sua própria regra de comportamento. Para cada entidade do sistema o
resultado da evolução da regra própria determina o respectivo comportamento. Se
tomarmos como exemplo um processo de descarga de URLS, no SIRe da Figura 7
se supusermos que cada SIR define a expressão Rn, terı́amos as seguintes regras




R7 ∨ R8 ∨ R9 SIRe C
R4 ∨ R5 ∨ R6 ∨ R10 ∨ R11∨
R12 ∨ R13 ∨ R14 ∨ R15 SIRe G
A tı́tulo de exemplo, o predicado domain(X, Y) verifica se Y é o domı́nio
do URL X; o predicado expires(X, Y) verifica se Y é a data de expiração
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de uma página com o URL X; e o predicado lt(X, Y) verifica se X é menor
do que Y. Com base nestes predicados, poder-se-ia definir a seguinte regra de
encaminhamento para um SIR: domain(URL, "pt") *
expires(URL, Y) * lt(Y, "26/05/2003 23:59"), com a seguinte
interpretação: aceitar os URLs do domı́nio pt, com data de expiração anterior a
"26/05/2003 23:59".
5 Resultados Experimentais
Embora seja possı́vel estimar o desempenho dos diversos algoritmos subjacentes
aos protocolos de cooperação entre as diversas entidades que integram um sistema
SIRe, parece-nos de todo o interesse a criação de um ambiente experimental com
o duplo objectivo de: i) validar e comprovar aquela expectativa com os resultados
experimentais e ii) servir de plataforma de teste para outras experiências menos
evidentes teoricamente.
As secções seguintes descrevem o leque de testes efectuados para o estudo
da criação de topologias, com particular ênfase na cooperação entre robôs. Nesta
fase da investigação os dados recolhidos só nos permitem comprovar as expecta-
tivas teóricas em relação à criação de topologias, sendo ainda insuficientes para
fundamentar as hipóteses relativas ao encaminhamento de URLs e outras funcio-
nalidades, as quais remetemos para trabalho futuro.
5.1 Ambiente de desenvolvimento
Para fazer face às dificuldades inerentes à criação de um ambiente que de alguma
forma reproduza o SIRe, face aos requisitos em termos da quantidade de recursos
fı́sicos necessários para a sua implementação, às caracterı́sticas das redes WAN
e à necessidade de envolvimento de um número elevado de ISPs, optamos por
utilizar um simulador de rede. A opção recaiu no ns, uma ferramenta [2, 3]
que permite simular diversos protocolos da pilha TCP/IP (e o seu suporte ao
HTTP) e a a comunicação entre os diversos nodos constituintes duma topologia
pré-definida.
Para a criação das topologias fı́sicas a escolha recaiu no programa inet 3.0 [16]
que permite a geração de redes aleatórias com caracterı́sticas semelhantes às da
Internet, ao nı́vel dos Sistemas Autónomos (AS), de Novembro de 1997 até Feve-
reiro de 2002 e anos posteriores. Embora existam outras ferramentas de geração
de topologias de larga escala, o inet 3.0 possui um número pequeno de parâmetros
de configuração, facilmente ajustável aos requisitos do ns. Os nı́veis elevados de
exigência das simulações do ns em termos de quantidade de memória e capaci-
dade de cálculo traduzem-se em longuı́ssimos tempos de simulação (que atingem
facilmente vários dias em máquinas contemporâneas de elevado desempenho)
que dificultam a obtenção de resultados. Por estas razões, as topologias estuda-
das tomaram como base 3037 nodos, o que corresponde ao número mı́nimo de
nodos imposto pela versão inet 3.0. De entre estes, 1348 são nodos terminais ,
sendo os restantes, nodos encaminhadores. Para o estudo de cooperação entre
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os diversos SIRs poderı́amos assumir que cada nodo terminal hospeda um SIR,
todavia, a redução dos tempos de simulação apesar de efectiva não foi, ainda, su-
ficiente. Por esta razão, alguns dos testes apresentados usam um número inferior
de SIRs, sendo a largura de banda atribuı́da para as ligações entre nodos de 1
Mb/s.
5.2 Testes da criação de topologias
Para uma determinada configuração de sistema, a criação de topologias lógicas
serve para estudar o custo das comunicações associadas à difusão da informação
pelos SIRs. No exemplo, os SIRes Locais são compostos a partir de SIRs co-
nectados a um mesmo encaminhador fı́sico, por forma a simular uma rede local.
Por sua vez, os SIRes Alargados são compostos a partir da associação, sucessiva
e por nı́veis, de SIRes Locais, de forma a construir uma hierarquia que no topo
possui apenas um SIRe Raiz.
Para propiciar um controlo mais rigoroso dos resultados obtidos da simulação,
optamos por atribuir a todas a entidades o mesmo grau, aqui entendido, como o
número de descendentes de uma determinada entidade, conscientes que tal con-
texto não reproduz o real.
Por forma a criar uma árvore n-ária mais equilibrada, uma vez que o número
de SIRs ligados a um determinado encaminhador depende da topologia fı́sica,
cada SIRe Local foi definido com um número máximo de descendentes, igual ao
grau das restantes entidades.
As entidades são adicionadas à topologia, uma a uma, por forma a contabilizar
o tempo despendido na propagação de alterações às demais entidades do sistema
- considerando que cada SIRe é representado por apenas um SIR e que todos os
SIRs são informados de todas as alterações à topologia.
Durante a composição de entidades, a propagação da informação de encami-
nhamento é realizada através de uma spanning tree. Em cada passagem de nı́vel
são enviadas b mensagens consecutivas, sendo h a altura da árvore (logb(n)), b o
grau das entidades e n o número total de SIRs.
As mensagens trocadas entre os SIRs contêm informação necessária para pro-
ceder à actualização da nova entidade, nas quais se incluem as regras de encami-
nhamento.
O aumento do número de SIRs e do grau de cada entidade, por razões rela-
cionadas com o número de mensagens enviadas consecutivamente, vai provocar
um aumento da profundidade da árvore h e consequente aumento do tamanho das
mensagens, o que, com o aumento de h, pode provocar um estrangulamento da
largura de banda da rede.
5.2.1 Variação do número de SIRs
Vejamos como varia, efectivamente, o tempo de composição variando o número
de SIRs. Utilizaremos um máximo de 1000 SIRs que serão compostos sucessiva-
mente com base num grau 2, razão pela qual, no gráfico apenas são apresentados
valores para composições de SIRs de potências de base 2. A Figura 8 apresenta
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o tempo de composição, simulado, associado à variação do número de SIRs, to-
mando como referência a respectiva curva de variação logarı́tmica estimada.
Figura 8: Composição até 1000 SIRs com grau 2
No gráfico, o tempo de composição simulado não obedece a uma proporção
logarı́tmica. A explicação para o desvio em relação à curva teórica pode encon-
trar-se na contenção na rede, resultante, quanto a nós, do aumento do tamanho
das regras de encaminhamento trocadas entre os SIRs, à medida que aumenta a
da profundidade da árvore topológica.
Na Figura 9 pode ver-se o resultado do estudo da variação do número de SIRs,
até 200 SIRs, para um tamanho de mensagens fixo (sem utilização de regras) e
variável (utilizando regras), que duplicam em cada nı́vel.
Figura 9: Composição até 200 SIRs com grau 2, com e sem regras de encaminhamento
Nas experiências realizadas, cada SIR foi definido com uma regra diferente,
não tendo sido possı́vel qualquer simplificação lógica, e por isso, o tamanho da
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regra de um SIRe Alargado é sempre a soma dos tamanhos dos SIRes que o
compõem.
5.2.2 Variação da largura de banda.
A efectivação do estrangulamento da largura de banda devido ao aumento do
tamanho das mensagens enviadas à medida que a altura da árvore aumenta, pode,
mais facilmente, ser observado, quando se varia a largura de banda da topologia
fı́sica, utilizando as mesmas condições em termos de número de SIRs e grau,
utilizando as regras de encaminhamento.
Na figura 10, apresenta-se a variação da largura de banda para 1 Mb/s, 2 Mb/s
e 4 Mb/s, tomando como referência a respectiva curva de variação logarı́tmica
estimada.
Figura 10: Composição até 1000 SIRs com grau 6 variando a largura de banda
O aumento da largura de banda, nitidamente, aproxima os tempos de com-
posição para os valores estimados. Como, efectivamente, numa situação real a
largura de banda é recurso escasso e limitado, salienta-se, mais uma vez, a neces-
sidade de optimização de mecanismo que reduzam o tamanho das mensagens.
5.2.3 Variação do número de descendentes (grau).
A variação do número de descendentes implica a variação de h, o que por sua
vez, tende a diminuir com o aumento do grau para um número de nodos fixo. Na
Figura 11 pode ver-se a variação do grau, para a composição de 200 e 1000 SIRs
com regras, e para a composição de 200 SIRs sem regras.
A análise das curvas para o tempo de composição confirma a existência de
uma variação proporcional a h, para as situações em que não exista contenção da
rede. Quando são utilizadas as regras, aquela proporcionalidade não se mantêm.
A descida inicial deve-se à diminuição da altura da árvore (h) que é mais acen-
tuada para valores baixos do grau (b). Perto, do grau 6, nas curvas em que fo-
ram utilizadas regras, verifica-se uma tendência para o crescimento do tempo de
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Figura 11: Composição de 200 e 1000 SIRs com variação do grau
composição. A explicação para este facto, pode ser encontrada na existência de
um número mais elevado de mensagens que são enviadas, consecutivamente na
propagação da informação, o que tem como efeito um aumento brusco do tráfego
na rede.
6 Trabalho Futuro
Os resultados experimentais apresentados neste artigo, ficaram aquém das nossas
pretensões para demonstrar a validade do sistema SIRe. De seguida apresenta-se
um conjunto de propostas que, contribuirão, certamente, para consolidação das
ideias até agora apresentadas e indiciar novos caminhos de investigação.
6.1 Criação de topologias
Nos testes efectuados para a criação de topologias, ficou clara a necessidade de
optimização do mecanismo de encaminhamento, devido aos tamanhos crescen-
tes de mensagens trocadas com o aumento do número de SIRs. Nesse sentido,
devem ser conduzidas experiências utilizando de técnicas de compactação que
possam reduzir substancialmente o tamanho das regras, uma vez que se tratam de
descrições textuais.
Para impedir que todos os SIRs de um mesmo SIRe Local sejam actualizados,
prevemos a definição de log2(x) SIRs activos, em que x é o número total de SIRs
desse SIRe. Um SIR activo possui toda a informação necessária para decidir o
encaminhamento. Por sua vez, um SIR passivo tem apenas conhecimento de um
SIR vizinho activo, que representa o SIR passivo. Desta forma esperamos poder
vir a obter tempos de composição inferiores, mantendo a ordem de complexidade
referida.
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6.2 Encaminhamento de URLs
O encaminhamento de URLs, no pior dos casos, é de complexidade O(logb(n)),
sendo b o grau das entidades e n o número total de SIRs, o que respresenta um
esforço computacional aceitável. Uma vez que a capacidade da rede WAN usada
para a comunicação entre SIRs, é limitada, é de toda a utilidade determinar até
que ponto aquela infraestrutura de comunicação poderá vir a suportar o encami-
nhamento simultâneo de um número elevado de URLs com origem em cada um
dos SIR.
Simulação da descarga de URLs pelos Robôs. Um outro cenário a pro-
por, contempla a simulação da descarga dos diversos robôs, a partir da definição
de uma taxa de descarga por unidade de tempo. Para o efeito, pretendemos usar
um leque variado e vasto de URLs armazenados em ficheiros e regras de encami-
nhamento, com base em informação retirada daqueles URLs, obtidos no âmbito
do projecto NetCensus [10].
Se tomarmos como base taxas de descarga efectiva em ambientes reais, como
por exemplo o Mercator [12] ou o Polybot [14], poderemos através do estudo do
aumento progressivo da taxa de descarga, analisar o comportamento do SIRe de
forma a podermos estimar a taxa de descarga máxima suportada que este poderá
vir a suportar.
Encaminhamento em lotes de URLs. Um outro aspecto, aparentemente,
promissor na redução do custo de comunicação é o que se configura com a
hipótese de encaminhamento de URLs em lotes. Através do estudo da variação
do tamanho do lote, esperamos poder vir a conhecer o grau de optimização que
esta técnica pode vir a oferecer.
Variação do número de representantes. A consideração da existência de
um único representante por SIRe pode traduzir-se num fraco balanceamento do
tráfego durante os saltos do encaminhamento, pois, desta forma, é sempre con-
tactado o mesmo SIR. No entanto, a selecção de representantes em redes lo-
cais diferentes pode reduzir o tráfego, permitindo uma distribuição da carga de
computação e de comunicação por diferentes nodos. A escolha dos representan-
tes pode ser feita de forma aleatória ou com base em critérios de proximidade,
avaliada por tempos de ida e volta (RTT). A utilização de métricas de qualidade
de serviço e o cálculo ou estimativa da proximidade entre as entidades é por, essa
razão, um assunto alvo de uma investigação cuidada e de propostas arrojadas.
6.3 Outros Testes e direcções
Nas secções anteriores foram apresentados os resultados das experiências de
construção de topologias e de encaminhamento de URLs em que apenas se consi-
derava a existência de regras administrativas para a partição do espaço de informação.
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Para além das regras administrativas, pretende-se fazer o estudo para os ser-
vidores que hospedam as páginas Web de aspectos tais como: 1 minimização
do tempo de descarga de conteúdos, 2 a forma de actualização dos conteúdos de
páginas descarregadas, 3 a diminuição da sobrecarga de servidores WWW e 4 a
optimização da distribuição da carga computacional dos robôs.
Nesse cenário pretende-se ainda investigar o efeito da aplicação de diferentes
polı́ticas de partição do espaço Web e das formas de cooperação entre os diferen-
tes robôs [4]. Numa outra direcção a ênfase vai para o estudo de algoritmos de
cooperação entre os diferentes motores de busca, para a troca de ı́ndices e para a
resolução de interrogações [11].
7 Conclusões
O projecto SIRe tem como origem a necessidade de responder de forma apro-
priada às cada vez maiores exigências que se colocam à pesquisa de informação
na era da Internet e da globalização. Dentro das suas caracterı́sticas e objecti-
vos sobressai a necessidade de dar uma resposta à crescente demanda, eficaz em
termos de qualidade dos resultados devolvidos e eficiente em termos da relação
custo/desempenho. A abordagem passa pela construção de um sistema escalável
paralelo e distribuı́do que recorre a componentes de conveniência interligados por
tecnologias de comunicação de alto débito que garantem a realização das infra-
estruturas que suportam as tecnologias de base e os paradigmas de computação e
comunicação mais apropriados. Um outro desı́gnio essencial é a escalabilidade,
entendida no sentido da adaptação ao crescimento ou à redução do volume de
dados a tratar, de acordo com a minimização da relação abrangência/custo.
A capacidade organizativa em aglomerados de conteúdo confere, a cada ins-
tituição, a possibilidade de decidir sobre a informação a manipular, de forma a
rentabilizar recursos de que dispõe (equipamento, acesso à WWW, etc.). Desta
forma, através da criação de polı́ticas e mecanismos de cooperação inter-ins-
titucional, para a partilha e replicação de conteúdos, assentes numa estrutura
hierárquica podem, vir a garantir-se a minimização dos custos de acesso à WWW,
tanto em termos económicos como em termos do tempo total despendido nas ta-
refas gerais de armazenamento e extracção de informação.
A utilização de estruturas de dados distribuı́das e serviços de suporte à mani-
pulação de recursos, assentes em tecnologias de cluster, são altamente valiosas,
pois permitem a sua unificação e abstracção e, desta forma, estendendo a capaci-
dade de cada nodo individualizado em termos computacionais/comunicacionais
e de armazenamento.
A dispersão geográfica dos SIR é, simultaneamente, vantajosa no aproveita-
mento do acesso disperso à WWW e na possibilidade de distribuição e balancea-
mento de carga computacional e de armazenamento, sem esquecer o aumento da
capacidade de tolerância a faltas.
Os predicados disponibilizados para a definição das regras de encaminha-
mento, embora limitados na sua diversificação, possuem uma cobertura e uma fle-
xibilidade que podemos considerar suficientes para o tipo de regras previsto. No
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entanto, foi possı́vel observar experimentalmente alguma degradação de desem-
penho na criação de topologias devido ao crescimento progressivo do número e
tamanho das mensagens trocadas no encaminhamento com o aumento do número
de SIRs.
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