Summary. The terrain classification is a very important subject to the all-terrain robotics community. The knowledge of the type of terrain allows a rover to deal with its environment more efficiently. The work presented in this paper shows that it is possible to differentiate terrains based on their aspects, using exteroceptive sensors, as well as based on their influence on the rover's behavior, using proprioceptive sensors. Using a boosting method (AdaBoost), these two sets of classifiers are trained and applied independently. The resulting dual algorithm identifies offline the nature of the terrain on which the vehicle is virtually driving and classifies it according to categories previously labeled, such as sand or grass. Due to the good results obtained for the classification based solely on each type of sensor, this paper concludes that the correlation between data from proprioceptive and exteroceptive sensors could be used for further applications. This paper is a summarized version of the one presented at the ISER conference.
Introduction and motivation
In recent years, the fields of terrain classification and terrain characterization have received more attention. In the literature, the two fields are clearly separated most of the time [1, 2] . The first one aims at associating terrain with well-defined categories [3, 4] whereas the terrain characterization tends to determine the driving performance corresponding to a terrain [5, 6, 7] .
The long term objective of our work is to implement an online terrain classification and prediction algorithm. This combine an exteroceptive sensor (LIDAR, Camera) and a proprioceptive sensor: (Inertial Measurement Unit a.k.a. IMU, odometry). The exteroceptive sensor observes the terrain ahead of the vehicle and extract some terrain characterization. Later on, when driving over the same terrain patch, the proprioceptive sensor records another terrain characterization, closely related to the driveability of this patch: for instance, roughness, slippage, softness... A predictive model can then be built, associating exteroceptive terrain observation and proprioceptive terrain characterization. This model is built online from real robot experience, and can be used for local path planning. This kind of approach is similar to the techniques at the core of the DARPA-funded LAGR project [8, 9] . This paper addresses an issue that is preliminary to our long term objective: the terrain classification based on either proprioceptive or exteroceptive sensors. Our approach uses techniques from the learning community, namely the AdaBoost algorithm [10, 11] . The specific objective in this paper is to show that it is not only possible to classify various kind of terrain using either sensor modality, but also that the classification results are consistent between the modalities. In future works, it will be possible to use the results of this paper as a justifications for the development of an experience-based terrain characterization and prediction framework.
Approach overview
Our approach is based on the following steps: First, the exteroceptive and proprioceptive data are acquired (section 3) and processed (section 4). The proprioceptive data, acquired by an IMU, results in a vibration-based terrain characterization similar to [3] , but with a single sensor measuring the rover structural vibrations. The exteroceptive data acquired by laser range sensors then leads to a classification based on 3D point clouds. This dataset differs greatly from the proprioceptive dataset, in particular because the data are acquired ahead of the vehicle position.
Then, on the basis of both datasets described above, the terrain classes are learned in a first phase, providing binary classifiers which are tested in a second phase. Note that the proprioceptive and exteroceptive data are used and trained independently. It results in two distinct sets of classifiers.
In order to train the classifier, AdaBoost (section 5) is provided with a given number of features that are applied to both data sources. The features are simple statistical values such as mean, standard deviation, skewness, kurtosis and so on... Each one of these provides a weak classifiers whose combination gives a strong classifier, or classifier. This classifier is binary as it classifies a terrain type against all the other and thus a set of binary classifiers is necessary to classify the samples.
Finally, the learned classifiers are tested on new samples, providing performance metrics (section 6) using the success rate and the false alarm rate.
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Experiments
The rover platform used to perform the experiments is called SmartTer (Fig. 1(a) ). It is a enhanced car based on a standard Smart aiming at fully autonomous navigation and mapping in an outdoor environment [12] .
Five different types of terrain categories were subject to tests, during which the vehicle was manually driven with a speed of approximately 10 km h (around 2.8 m s ). The terrain types were Asphalt, Gravel, Rocky, Grass and Sand. 
Data processing
In order to use the labeled data to learn and classify a given number of categories, several elements are required. First, the data that was continuously logged during the tests has to be divided into samples (or segments). The size of the samples, representing the amount of data it contains, must correspond to a given reference (e.g., in time or space). This makes the samples comparable with each other. The data of a SmartTer test have to be segmented in samples of a specific size that is defined by the distance corresponding to a wheel turn (d wt ).
Then, the data itself has to be processed in order to be representative of what one wants to classify (i.e. here, the terrain). The corresponding features (see section 5.2) are computed from the segments . These features are used either for the learning or for the classification phase.
Proprioceptive data source
The samples recorded in the segment defined by d wt , are constituted of the IMU data, being the accelerations along three axes, Euler angles, and so on... Among these IMU data, the following two are used as data sources for the classification algorithm:
Acceleration Data logged from the IMU along the x, y and z axes (respectively a x , a y and a z ).
Delta acceleration
This represents the history of the data along the three axes, where j is the x, y or z axis:
LIDAR data acquisition
Succinctly, the approach required to process the Sick data is similar to the processing of the IMU data, except that a 3D points cloud is built first. The data provided by the Sick correspond to distances d i measured in a plane and where d i ∀i ∈ [1 : N ] represent a scan (N = 180). As the configuration of the sicks on the SmartTer is known and calibrated, it is possible to compute the corresponding 3D point cloud in the rover coordinate system:
The position and orientation of the SmartTer is continuously estimated and therefore the corresponding points cloud in the global coordinate system is easily found:
The segmentation is then very similar to what is described in Sec. 4.1. Within the 3D point cloud, only the points within well defined areas are considered in order to be sure that only the terrain was measured and not disturbances such as bushes, pavement, obstacles, Dahu, and so on. For this reason, the areas of interest correspond to where the SmartTer was driven. One area corresponds to the trajectory of the wheels (green in Fig. 2 ) whereas the other corresponds to the space below the vehicle (red in Fig. 2) . From the points considered, only those part of a scan which has a minimum of L 3D points within the area will be kept while the others are discarded (in this case L = 3). 
LIDAR data processing
At first, the acquired 3D scene seems very precise but a closer look highlights several problems:
• Small errors in the position and orientation estimation of SmartTer end up with significant errors in 3D due to the distance at which the data are acquired.
• The resolution of the scans (distance between the 3D points) varies according to the car orientation or the terrain shape. Despite these imperfections, relevant information is still present in the data. δ j is the relative height of the 3D points within the same scan and is not subject to the problems mentioned above. A virtual line, defined as α · t j + β, is used to extract δ j . As shown in Fig. 3 , the 3D points are first projected on a vertical plane. Its orientation is defined by − → t minimizing the error with the position of the points :
where j ∈ [1 : M ] and M is the number of points in the processed part of the scan. The relative height is computed as the difference between the measured height and the point's projection onto the linear regression:
with
Exteroceptive data sources
In the end, the δ j correspond to an image of the terrain roughness perceived in the scan. This information characterizes the terrain without being affected by the side-effects of the scan acquisition. The features extracted from the LIDAR are the following:
, K being the number of points of all the scans taken into account. Delta roughness ∆δ j , with j ∈ [2 : M ], represents the change in δ k and is computed for each scan as follows:
Classification algorithm
Now that the data are sampled and formatted such that they can be used, one has to extract information from them and to convert them into a mean to classify the data. The one used in this paper is AdaBoost, which is briefly described below, followed by the description of the feature used. AdaBoost, a standard machine learning method is used in this paper. It is well known for several characteristics that are very interesting. First, the resulting trained classifiers and their corresponding classification are not subject to overfitting. Then, the selection of weak classifiers is very convenient as the best hypothesis are automatically proposed. Finally, once trained, the classifiers not only classify a sample, but they also provide a degree of confidence associated with the classification. Fig. 4 . Use of binary classifiers in a M categories classification, the last one being an unknown class.
AdaBoost
The AdaBoost algorithm [10] is a supervised learning algorithm that aims at learning to differentiate positive and negative examples of a class. This algorithm takes as input a training set of N examples (x i , y i ), ∀i ∈ [1; N ]. In this equation, x i is part of the example space and y i indicates whether the example is part of the learned class or not. AdaBoost constructs a strong classifier as a linear combination of weak classifiers h t (x):
where f j is a single-valued feature as in [11] , p j is -1 or +1, and θ j is a threshold. The final binary strong classifier for class K is defined as a combination of T hypotheses:
where α t is a coefficient that represent the efficiency of the corresponding weak classifier. With its five different terrains, the problem addressed here is obviously not binary. Fig. 4 illustrates the method used where the binary classifiers are cascaded to solve multiple class problems. More information can be found in the work of Mozos et al. [13] , [14].
Features
The features used in this work were the following standard estimators: Mean, Standard deviation, Skewness, Kurtosis and Coefficient of variation. Considering the proprioceptive classification, the combination of the five features with two types of data sources along the three axes, results in a total of thirty features. In the context of exteroceptive classification, the number of features reaches twenty-four. The combination of the five features with the two types of data sources on the two areas of interest results in a total of twenty features. Additionally, two more features are applied to the absolute value of ∆δ k : its maximal and minimal values. These features are made available to AdaBoost in the learning phase. 
Results
The terrain classification algorithm may be separated into two phases: the learning phase and the classification phase. During the learning phase, the strong classifiers were trained on the first forty samples, whereas the classification was applied to the next forty samples of each data set. AdaBoost is used to define the T best hypotheses that are combined to constitute each terrain classifier (in our case T = 100). For that purpose, every category (e.g., Gravel ) is learned in comparison to the others.
Once the five binary classifiers are learned, they are applied, as described in Fig. 4 , to each sample of the complete set of data. The set of data tested consists of forty fresh and new samples in each category. This is the classification phase. The performance of the classification algorithm is evaluated using two parameters: the success rate (SR) and the false alarm rate (F R). The success rate is the ratio between the number of elements of a given category successfully classified and the total number of elements of this category. The false alarm rate shows the proportion of wrong detections of a given class. It is the ratio between the number of elements wrongly classified as part of the class and the total number of elements that are not of this category. The Table 1 . Terrain classification -Proprioceptive data (IMU).
Terrain
Number of Classified Samples SR F R As Gv Ro Gr Sd - classification performance of the various terrains is listed in Tables 1 and 2 . The column without class name corresponds to samples that aren't recognized by any classifiers. One can notice that a dozen samples are unknown in both classification methods. The results of the proprioceptive based classification are fair. The SR of the Gravel classifier is decreased due to the false positive of the Asphalt classifier. The results of the exteroceptive based classification seem better and this is shown by the fact that the F R values are generally lower. This is rather surprising especially in differentiating classes such as Asphalt, Gravel, and Grass.
Conclusion
The results presented in Tables 1 and 2 are satisfying in that the majority of the samples were correctly classified (globally 85%), and in both cases, although a limited amount of data were available, the classifiers were well trained and became accurate. Even though both methods show similar performance, specific strengths and weaknesses can be noted. The proprioceptive approach is based on data logged from an IMU and one can assume that this makes it dependant on the SmartTer velocity. This method is computationally inexpensive as the data are almost used as they are logged without further processing.
In the case of the exteroceptive classification, the features are computed on the basis of data that are independent of the vehicle velocity. The nature of the data makes this method intrinsically suitable to predictions of the terrain type ahead of the rover.
Since both classifiers performed well, it can be assumed that the terrain related information acquired by exteroceptive sensors can be correlated with those of proprioceptive sensors. Therefore, a possible application is to use the proprioceptive approach to perform an online calibration of a newly added sick sensor. This could be done by running new tests, acquiring data that would be automatically labeled by the proprioceptive approach. The exteroceptive classifiers could then be learned once enough data are available.
Finally, another possible area for future research is to focus on the relation between the terrain perception and the rover performances, the later being related to the proprioceptive data. Ideally if this relation could be learned online, as in [15] , it would provide a rover with the interesting capability of learning from the new terrain it encounters.
