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a b s t r a c t
A Fibonacci coding method using Fibonacci polynomials is introduced. For integersm ≥ 2,
x ≥ 1 and n ≥ 1, an m × m matrix Q nm(x), the nth power of Qm(x), is considered as the
encodingmatrix, where Qm is anm×mmatrix whose elements are Fibonacci polynomials.
The decoding matrix Q−nm (x) is also introduced. A simple error-detecting criterion and
a simple error-correcting method for this class of codes are given. It is shown that the
probability of decoding error is almost zero for m large enough. Illustrative examples are
provided.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The Fibonacci sequence and the golden ratio have appeared in many fields of science including high energy physics,
cryptography and coding [1–9]. The Fibonacci sequence is defined by the recurrence relation fn = fn−1 + fn−2, n ≥ 3, with
initial values f1 = f2 = 1. This sequence has been extended in many ways. Two such extensions that will be used in this
paper are the p-Fibonacci sequences [10] and the Fibonacci polynomials [11]. The p-Fibonacci sequence, Fp(n) is defined by
the following recurrence relation.
Fp(n) = Fp(n− 1)+ Fp(n− p− 1), n > p+ 1, p ≥ 0,
Fp(1) = Fp(2) = Fp(3) = · · · = Fp(p+ 1) = 1.
Parts of the p-Fibonacci sequences for p = 1, 2, 3, 4 are listed in the table below.
p = 1 1, 1, 2, 3, 5, 8, 11, . . .
p = 2 1, 1, 1, 2, 3, 4, 6, 9, . . .
p = 3 1, 1, 1, 1, 2, 3, 4, 5, 7, . . .
p = 4 1, 1, 1, 1, 1, 2, 3, 4, 5, 6, 8, 11, 15, . . .
The p-Fibonacci sequences have been used to construct coding and decoding matrices [12–14]. The Qp matrix of order
p+ 1 is introduced in [12]. For 0 ≤ p ≤ 3, the matrix Qp is given below.
Q0 = (0), Q1 =

1 1
1 0

, Q2 =
1 1 0
0 0 1
1 0 0

, Q3 =
1 1 0 00 0 1 00 0 0 1
1 0 0 0
 .
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It is shown in [12] that for n ≥ 1 and p ≥ 0, the nth power of Qp, denoted Q np , is
Q np =

Fp(n+ 1) Fp(n) · · · Fp(n− p+ 2) Fp(n− p+ 1)
Fp(n− p+ 1) Fp(n− p) · · · Fp(n− 2p+ 2) Fp(n− 2p+ 1)
...
...
...
...
Fp(n− 1) Fp(n− 2) · · · Fp(n− p) Fp(n− p− 1)
Fp(n) Fp(n− 1) · · · Fp(n− p+ 1) Fp(n− p)

(p+1)×(p+1)
wherein Fp(n) is the nth p-Fibonacci number. Thesematrices have been used in [12] to give a coding and decoding technique
referred to as Fibonacci coding theory.
Another extension of the Fibonacci sequence is the Fibonacci polynomialwhich is defined by the recurrence relation
Fn(x) =
1, n = 1;
x, n = 2;
xFn−1(x)+ Fn−2(x), n ≥ 3.
(1)
A non-recursive expression for Fn(x), given below, is introduced in [11].
Fn+1(x) =
⌊ n2⌋−
i=0

n− i
i

xn−2i, n ≥ 0.
This expression will be used frequently throughout this paper. The first five Fibonacci polynomials are shown below.
Fn(x) =

1 n = 1;
x n = 2;
x2 + 1 n = 3;
x3 + 2x n = 4;
x4 + 3x2 + 1 n = 5.
There is no restriction on the Fibonacci polynomials for n ≤ 0. In this paper we set F0(x) = 0 and Fn(x) = 1 for n ≤ −1. An
important property of Fibonacci polynomials, proved in [11], is
σ := lim
n→∞
Fn+1(x)
Fn(x)
= x+
√
x2 + 4
2
.
It is worth noting that by substituting x = 1 in the Fibonacci polynomials and p = 1 in the p-Fibonacci sequence the classical
Fibonacci sequence is obtained. In the rest of the paper, for simplicity, we denote Fn(x) by Fn.
In this paper square matrices Q nm(x) consisting of Fibonacci-polynomial entries are introduced. It is shown that these
matrices are practical from the coding theory perspective. The approach presented is considered a Fibonacci-polynomial
based codingmethod. Obviously, this is an extension of the results in [12] based on theQ np matrices. By substituting a positive
integer for x, an infinite number of matrices of orderm ≥ 2 are obtained.
In Sections 2 and 3 the general properties of the Fibonacci-polynomial matrices and the inverse Fibonacci-polynomial
matrices, that is the encoding and decoding matrices, are given. In Section 4 the Fibonacci-polynomial based coding and
decodingmethod is given. An interesting relation among the elements of a code-message matrix is derived in Section 5. The
error-detection and error-correction methods are discussed in Section 6. The computational complexity of the decoding
process is addressed in Section 7. Some conclusions are given in Section 8.
2. Fibonacci-polynomial matrices of orderm
Consider the 2× 2 matrix defined below.
Q2(x) =

x 1
1 0

.
For any x, we have det(Q2(x)) = −1. Setting F0 = 0 and applying induction on n ≥ 1, it is easily verified that
Q n2 (x) =

Fn+1 Fn
Fn Fn−1

.
By using the determinant theorem, we see that det(Q n2 (x)) = (−1)n. The following defines the m × m matrix Qm(x). Thus
Qm(x) has a recursive expression.
Qm(x) :=

x 1 0 0 · · · 0
0 x 1 0 · · · 0
0 0 x 1 · · · 0
...
...
. . .
. . .
. . .
...
0 0 · · · 0 x 1
0 0 · · · 0 1 0

m×m
Q4(x) =
x 1 0 00 x 1 00 0 x 1
0 0 1 0
 .
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One can easily see that det(Qm(x)) = −xm−2. The nth, n ≥ 2, power of Qm(x) is given by the following theorem.
Theorem 1. For n ≥ 2 and m ≥ 2, we have
Q nm(x)
=

n
0

xn
n
1

xn−1 · · ·

n
m− 3

xn−m+3

n−m+2
2
−
i=0

n− i
i+m− 2

xn−m+2−2i

n−m+1
2
−
i=0

n− 1− i
i+m− 2

xn−m+1−2i
0
n
0

xn · · ·

n
m− 4

xn−m+4

n−m+3
2
−
i=0

n− i
i+m− 3

xn−m+3−2i

n−m+2
2
−
i=0

n− 1− i
i+m− 3

xn−m+2−2i
...
. . .
. . .
...
...
...
0 0 · · ·
n
0

xn

n+1
2
−
i=0

n− i
i+ 1

xn+1−2i
⌊ n2 ⌋−
i=0

n− 1− i
i+ 1

xn−2i
0 0 · · · 0
⌊ n2 ⌋−
i=0

n− i
i

xn−2i

n−1
2
−
i=0

n− 1− i
i

xn−1−2i
0 0 · · · 0

n−1
2
−
i=0

n− 1− i
i

xn−1−2i

n−2
2
−
i=0

n− 2− i
i

xn−2−2i

. (2)
Proof. For simplicity the theorem is proved for m = 4. The same argument applies to the case m ≠ 4. The proof is by
induction on n. The following equality shows that (2) holds for n = 1.
Q 14 (x) =


1
0

x

1
1
 −1
i=0

1− i
i+ 3

x−1−2i
−1
i=0
 −i
i+ 2

x−2−2i
0

1
0

x
0−
i=0

1− i
i+ 1

x2i
−1
i=0
 −i
i+ 1

x−1−2i
0 0 F2(x) F1(x)
0 0 F1(x) F0(x)

=
x 1 0 00 x 1 00 0 x 1
0 0 1 0
 .
Suppose the statement holds for n = k. Therefore, for n = k+ 1 we have
Q k+14 (x) =
x 1 0 00 x 1 00 0 x 1
0 0 1 0



k
0

xk

k
1

xk−1

k−2
2
−
i=0

k− i
i+ 2

xk−2−2i

k−3
2
−
i=0

k− 1− i
i+ 2

xk−3−2i
0

k
0

xk

k−1
2
−
i=0

k− i
i+ 1

xk−1−2i

k−2
2
−
i=0

k− 1− i
i+ 1

xk−2−2i
0 0 Fk+1 Fk
0 0 Fk Fk−1

=


k
0

xk+1

k
1

xk +

k
0

xk q1,3 q1,4
0

k
0

xk+1 x

k−1
2
−
i=0

k− i
i+ 1

xk−1−2i + Fn+1 x

k−2
2
−
i=0

k− 1− i
i+ 1

xk−2−2i + Fn
0 0 xFk+1 + Fk xFk + Fk−1
0 0 Fk+1 Fk

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where
q1,3 = x

k−2
2
−
i=0

k− i
i+ 2

xk−2−2i +

k−1
2
−
i=0

k− i
i+ 1

xk−1−2i,
q1,4 = x

k−3
2
−
i=0

k− 1− i
i+ 2

xk−3−2i +

k−2
2
−
i=0

k− 1− i
i+ 1

xk−2−2i.
Consider the first row of the last matrix. We need to show that the following four equations hold.

k
0

xk+1 =

k+ 1
0

xk+1 (a)
k
1

xk +

k
0

xk = kxn + xk = (k+ 1)xn =

k+ 1
1

xk (b)
x

k−2
2
−
i=0

k− i
i+ 2

xk−2−2i +

k−1
2
−
i=0

k− i
i+ 1

xk−1−2i =

k−1
2
−
i=0

k+ 1− i
i+ 2

xk−1−2i (c)
x

k−3
2
−
i=0

k− 1− i
i+ 2

xk−3−2i +

k−2
2
−
i=0

k− 1− i
i+ 1

xk−2−2i =

k−2
2
−
i=0

k− i
i+ 2

xk−2−2i (d).
The first two equations are easily verified. We prove the third equation; Eq. (d) is proved in a similar way. For Eq. (c) two
cases are considered.
Case 1. Suppose k is even, so that k = 2p. Therefore
k− 2
2

=

2p− 2
2

= p− 1,
k− 1
2

=

2p− 1
2

= p− 1.
(3)
By substituting these relations in the left-hand-side (LHS) of Eq. (c), we get
q1,3 = x
p−1
i=0

2p− i
i+ 2

x2p−2−2i +
p−1
i=0

2p− i
i+ 1

x2p−1−2i
=
p−1
i=0

2p− i
i+ 2

x2p−1−2i +
p−1
i=0

2p− i
i+ 1

x2p−1−2i
=
p−1
i=0

2p− i
i+ 2

+

2p− i
i+ 1

x2p−1−2i
=
p−1
i=0

2p+ 1− i
i+ 2

x2p−1−2i
=

k−1
2
−
i=0

k+ 1− i
i+ 2

xk−1−2i.
Case 2. Assuming that k = 2p+ 1, we have
k− 2
2

=

2p− 1
2

= p− 1,
k− 1
2

=

2p
2

= p.
(4)
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Substituting these in the LHS of Eq. (c) results in
q1,3 = x
p−1
i=0

2p+ 1− i
i+ 2

x2p−1−2i +
p−
i=0

2p+ 1− i
i+ 1

x2p−2i
=
p−1
i=0

2p+ 1− i
i+ 2

x2p−2i +
p−
i=0

2p+ 1− i
i+ 1

x2p−2i
=
p−1
i=0

2p+ 1− i
i+ 2

+

2p+ 1− i
i+ 1

x2p−2i + 1
=
p−1
i=0

2p+ 2− i
i+ 2

x2p−2i + 1
=
p−
i=0

2p+ 2− i
i+ 2

x2p−2i
=

k−1
2
−
i=0

k+ 1− i
i+ 2

xk−1−2i.
The proof is completed by applying a similar argument to the other rows of Q k+14 (x). 
Example 1. Form = 5 and n = 6 we have
Q 65 (x) =

x6 6x5 15x4 20x3 + 5x 10x2 + 1
0 x6 6x5 15x4 + 10x2 + 1 10x3 + 4x
0 0 x6 6x5 + 10x3+ 4x 5x4 + 6x2 + 1
0 0 0 x6 + 5x4 + 6x2 + 1 x5 + 4x3 + 3x
0 0 0 x5 + 4x3 + 3x x4 + 3x2 + 1
 .
In the rest of the paper, the matrix Q nm(x) will be referred to as a Fibonacci-polynomial matrix. It is obvious from the
determinant function that det

Q nm(x)
 = (−xm−2)n. The matrix Q nm(x) is to be used for the encoding operation as explained
in Section 4.
3. The inverse Fibonacci-polynomial matrices
As the Fibonacci-polynomial matrices Q nm(x) are to be used for the encoding operation, we also need matrices for the
decoding process. Intuitively, these matrices should be Q−nm (x), the inverse of the encoding matrices. We refer to these as
the inverse Fibonacci-polynomial matrices. Like the encoding matrices, the inverse Fibonacci-polynomial matrices have a
general expression.
It is shown in [11] that xn−1, n ≥ 1, can be expressed in a unique way as a linear combination of the first n Fibonacci
polynomials:
xn−1 =
⌊ n2⌋−
i=0
(−1)i
n
i

−

n
i− 1

Fn−2i.
Before introducing a general formula for Q−nm (x), an important feature of the Fibonacci polynomials is proved. This feature
will be used frequently in the rest of the paper.
Lemma 1. For n ≥ k and k ≥ 1 we have
Fn = 1xn−k
n−k
i=0
(−1)i

n− k
i

F2n−k−2i, (5)
where Fn is the nth Fibonacci polynomial.
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Proof. Let k be a fixed number. The proof is by induction on n ≥ k. One can easily verify that the equation holds for n = k.
Suppose it holds for k ≤ n ≤ l. We show that (5) holds for n = l+ 1.
Fn+1 = xFn + Fn−1
= 1
xn−k−1
n−k
i=0
(−1)i

n− k
i

F2n−k−2i + 1xn−k−1
n−k−1
i=0
(−1)i

n− k− 1
i

F2n−2−k−2i
= 1
xn−k−1

n−k
i=1
(−1)i

n− k
i

F2n−k−2i +
n−k−1
i=0
(−1)i

n− k− 1
i

F2n−2−k−2i + F2n−k

= 1
xn−k−1

n−k−1
i=0
(−1)i+1

n− k
i+ 1

F2n−2−k−2i +
n−2
i=0
(−1)i

n− k− 1
i

F2n−2−k−2i + F2n−k

= 1
xn−k−1

n−k−1
i=0
(−1)i

n− k− 1
i

+

n− k
i+ 1

F2n−2−k−2i + F2n−k

= 1
xn−k−1
n−k−2
i=0
(−1)i+1

n− k− 1
i+ 1

F2n−2−k−2i + 1xn−k−1 F2n−k
= 1
xn−k−1
n−k−1
i=1
(−1)i

n− k− 1
i

F2n−k−2i + 1xn−k−1 F2n−k
= 1
xn−k−1
n−k−1
i=0
(−1)i

n− k− 1
i

F2n−k−2i.
Expanding this relation using (1) and denoting γ := 1
xn−k−1
∑n−k−1
i=0 (−1)i

n−k−1
i

F2n−k−2i, we get
γ = x
k+1
xn
n−k−1
i=0
(−1)i

n− k− 1
i

F2n−k−2i
= x
k−1
xn
n−k−1
i=0
(−1)i

n− 2
i

(F2n+2−k−2i − 2F2n−k−2i + F2n−2−k−2i)
= x
k−1
xn
n−k−1
i=2
(−1)i

n− k− 1
i

+ 2

n− k− 1
i− 1

+

n− k− 1
i− 2

F2n+2−k−2i
+ F2n+2−k − (n− k− 1)F2n−k − 2F2n−k − 2(−1)n−k+1Fk+2
− (−1)n−k+1(n− k− 1)Fk+2 + (−1)n−k+1Fk,
= 1
xn+1−k
n+1−k−
i=0
(−1)i

n+ 1− k
i

F2n+2−k−2i.
This means that (5) holds for n = l+ 1. 
The next theorem gives the structure of the inverse Fibonacci-polynomial matrix Q−nm (x).
Theorem 2. For m ≥ 2, n ≥ 1 and x ≠ 0, the matrix Q−nm (x) is in the form
Q−nm (x) =

A B

m×m ,
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where
A =


n−1
0

xn
−
 n
1

xn+1
−

n+1
2

xn+2
· · ·

n+m−4
m−3

xn−m+3
0

n−1
0

xn
−
 n
1

xn+1
· · ·

n+m−5
m−4

xn+m−4
...
...
. . .
. . .
...
0 0 · · · · · ·

n−1
0

xn
0 0 · · · · · · 0
0 0 · · · · · · 0

m×m−2
,
B =

(−x)m−2x(m−3)(n−2)
(−xm−2)n
n−2
i=0
(−1)i

n+m− 4
i

F2n−3−2i
(xm−3)n−1
(−xm−2)n
n−1
i=0
(−1)i

n+m− 3
i

F2n−1−2i
(−x)m−3x(m−4)(n−2)
(−xm−2)n
n−2
i=0
(−1)i

n+m− 5
i

F2n−3−2i
(−xm−4)n−1
(−xm−2)n
n−1
i=0
(−1)i

n+m− 4
i

F2n−1−2i
...
...
−x
(−xm−2)n
n−2
i=0
(−1)i

n− 1
i

F2n−3−2i
1
(−xm−2)n
n−1
i=0
(−1)i
n
i

F2n−1−2i
(−1)nFn−1 (−1)n−1Fn
(−1)n−1Fn (−1)nFn+1

m×2
.
Proof. For simplicity we prove the statement form = 3. All the relations are easily extended to the general case. We show
that Q n3 (x)× Q−n3 (x) = I3×3 holds for any nwhere I3×3 is the identity matrix of order 3.
Q n3 (x)× Q−n3 (x) =

n
0

xn

n−1
2
−
i=0

n− i
i+ 1

xn−1−2i

n−2
2
−
i=0

n− 1− i
i+ 1

xn−2−2i
0 Fn+1 Fn
0 Fn Fn−1

×


n−1
0

xn
−x
(−x)n
n−2
i=0
(−1)i

n− 1
i

F2n−3−2i
1
(−x)n
n−1
i=0
(−1)i
n
i

F2n−1−2i
0 (−1)nFn−1 (−1)n−1Fn
0 (−1)n−1Fn (−1)nFn+1
 .
It has been shown in [11] that for any two integers n and r satisfying n ≥ r we have Fn−rFn+r − F 2n = (−1)n−r−1F 2r . Using
this relation with r = 1, it is easily verified that all the diagonal entries of this matrix are one. It is shown below that all
other entries of this matrix are zero. For instance, consider the element of the first row and second column. Using (3), for an
even integer n = 2l, and (5) we get
α := −x
2l−2−
i=0
(−1)i

2l− 1
i

F4l−3−2i + F2l−1
l−1
i=0

2l− i
i+ 1

x2l−1−2i − F2l
l−1
i=0

2l− 1− i
i+ 1

x2l−2−2i
= −x
2l−2−
i=0
(−1)i

2l− 1
i

F4l−3−2i + F2k−1
l−1
i=0

2l− i
i+ 1

x2l−1−2i
− F2k−1
l−1
i=0

2l− 1− i
i+ 1

x2l−1−2i − F2k−2
l−1
i=0

2l− 1
i+ 1

x2l−2−2i
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= −x
2l−2−
i=0
(−1)i

2l− 1
i

F4l−3−2i + F2k−1
l−1
i=0

2l− 1− i
i

x2l−1−2i − F2l−2
l−1
i=0

2l− 1− i
i+ 1

x2l−2−2i
= −x
2l−2−
i=0
(−1)i

2l− 1
i

F4l−3−2i + F2l−1F2l − F2l−2(F2l+1 − x2l)
= −x
2l−2−
i=0
(−1)i

2l− 1
i

F4l−3−2i + F2 + F2l−2x2l
= x

1−
2l−1−
i=0
(−1)i

2l− 1
i

F4l−3−2i

+ F2l−2x2l
= x(1− x2l−1F2l−2 − 1)+ F2l−2x2l
= 0.
Now using (4) for an odd number n = 2l+ 1 and relation (5) we get
β := x
2l−1−
i=0
(−1)i

2l
i

F4l−1−2i − F2l
l−
i=0

2l+ 1− i
i+ 1

x2l−2i + F2l+1
l−1
i=0

2l− i
i+ 1

x2l−1−2i
= x
2l−1−
i=0
(−1)i

2l
i

F4l−1−2i − F2l
l−
i=0

2l+ 1− i
i+ 1

x2l−2i + F2l
l−1
i=0

2l− i
i+ 1

x2l−2i + F2l−1
l−1
i=0

2l− i
i+ 1

x2l−1−2i
= x
2l−1−
i=0
(−1)i

2l
i

F4l−1−2i − F2l
l−
i=0

2l− i
i

x2l−2i + F2l−1
l−1
i=0

2l− i
i+ 1

x2l−1−2i
= x
2l−1−
i=0
(−1)i

2l
i

F4l−1−2i − F2lF2l+1 + F2l−1(F2l+2 − x2l+1)
= x
2l−1−
i=0
(−1)i

2l
i

F4l−1−2i − x+ x2l+1F2l−1
= x(1− x2lF2l−1 − 1)+ x2l+1F2l−1
= 0.
In a similar way it can be shown that any other non-diagonal entry of the matrix is also zero. Form ≠ 3 the proof is exactly
the same. 
4. The Fibonacci-polynomial based coding algorithm
In this section, we introduce a codingmethod called the Fibonacci-polynomial coding algorithm. To use this type of coding,
the initialmessage should be represented in the formof a squarematrixM of orderm referred to as themessage-matrix. There
is no restriction on this representation, and it is left to the user to determine the arrangement. For example, the message
134582983 can be represented by the following message-matrix of order 2:
M =

134 58
29 83

. (6)
After agreeing on an integer x ≠ 0 and an integer n between the sender and receiver, the encoding matrix Q nm(x) is obtained
from (2). The encodingmatrix is thenmultiplied from the right by themessage-matrixM , to obtain the code message-matrix
E. For instance, form = 3 and n = 2 we have
E = Q 23 (x)M3×3
=
x2 2x 10 x2 + 1 x
0 x 1
m1 m2 m3m4 m5 m6
m7 m8 m9

=
e1 e2 e3
e4 e5 e6
e7 e8 e9

.
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The elements of E are sent in the order e1, e2, . . . , e9 followed by the value det(M) through the channel separately. Assuming
that the transmitted sequence is received with no error, by multiplying E and Q−23 (x) the original message-matrix is
obtained:
M = Q−23 (x)E
=
 1x2 −1x 1− x
2
x2
0 1 −x
0 −x x2 + 1
e1 e2 e3e4 e5 e6
e7 e8 e9

=
m1 m2 m3
m4 m5 m6
m7 m8 m9

.
The main question is how to detect and correct errors that may occur due to channel noise on the elements of the code
message-matrix E. This will be discussed in Section 6.
5. A relation among the elements of a code message-matrix
In this section we derive an interesting relation among the elements of a code message-matrix E that has a crucial role
in the error-correction process; see relation (13). For simplicity, let m = 3. Assume that all the elements of M are positive
and x ≥ 1. Therefore,
M = Q−n3 (x)× E
=


n−1
0

xn
−x
(−x)n
n−2
i=0
(−1)i

n− 1
i

F2n−3−2i
1
(−x)n
n−1
i=0
(−1)i
n
i

F2n−1−2i
0 (−1)nFn−1 (−1)n−1Fn
0 (−1)n−1Fn (−1)nFn+1

e1 e2 e3
e4 e5 e6
e7 e8 e9

=
m1 m2 m3
m4 m5 m6
m7 m8 m9

.
For the elements of the first column ofM , we have
m1 = e1 + (−1)n−1xe4
n−2
i=0
(−1)i

n− 1
i

F2n−3−2i + (−1)ne7
n−1
i=0
(−1)i
n
i

F2n−1−2i ≥ 0;
m4 = (−1)ne4Fn−1 + (−1)n−1e7Fn ≥ 0;
m7 = (−1)n−1e4Fn + (−1)ne7Fn+1 ≥ 0.
Using (5) for an even integer n = 2k, we obtain the following equations.
e1 − xe4

x2k−1F2k−2 + 1
− e7 x2kF2k−1 − 1 ≥ 0 (a)
e4F2k−1 − e7F2k ≥ 0 (b)
−e4F2k + e7F2k+1 ≥ 0 (c)
(7)
From (7)(b) and (c), we get
F2k
F2k−1
≤ e4
e7
≤ F2k+1
F2k
. (8)
It follows from (7)(a) that
e1
e7
≥ xe4
e7

x2k−1F2k−2 + 1
− x2kF2k−1 − 1 .
This together with (8) gives
e1
e7
≥ x F2k
F2k−1

x2k−1F2k−2 + 1
− x2kF2k−1 − 1
≥ x
2k
F2k−1

F2kF2k−2 − F 22k−1
+ x F2k
F2k−1
+ 1
≥ x
2k
F2k−1
(−1)+ x F2k
F2k−1
+ 1
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≥ −x
2k
F2k−1
+ xF2k + F2k−1
F2k−1
≥ F2k+1 − x
2k
F2k−1
. (9)
Similarly, dividing (7)(a) by e1 results in
e7
e1
≥ xe4
e1
x2k−1F2k−2 + 1
x2kF2k−1 − 1 −
1
x2kF2k−1 − 1 .
It follows from this and (8) that
e7
e1
≥ F2k
F2k−1
e7
e1
x2kF2k−2 + x
x2kF2k−1 − 1 −
1
x2kF2k−1 − 1
and hence
e1
e7
≤ F2k+1 − x
2k
F2k−1
. (10)
Therefore, using (9) and (10), we get
e1
e7
= F2k+1 − x
2k
F2k−1
. (11)
As (8) and (11) show, for k large enough we have
e1
e7
≈ σ 2, e4
e7
≈ σ ,
where a ≈ bmeans that a− b is almost zero and
σ = x+
√
x2 + 4
2
. (12)
Therefore,
e1
e4
≈ σ .
Similarly, assuming that in (7) the integer n is n = 2k+ 1, we obtain
F2k+2
F2k+1
≤ e4
e7
≤ F2k+1
F2k
,
F2k+2 − x2k+1
F2k
≤ e1
e7
≤ F2k+2 − x
2k+1
F2k
.
Again, for k large enough, we will have
e1
e7
≈ σ 2, e4
e7
≈ σ ,
and hence
e1
e4
≈ σ .
The result is that for large values of n, the following equation holds.
e1
e4
≈ e4
e7
≈ σ .
This relation holds exactly for the elements of other columns of E, since in all the equations above only the subscript of e
differs.
Although this relation was obtained for a 3 × 3 code message-matrix, it can be extended to matrices of arbitrary order.
Therefore, for a code message-matrix E of orderm and 1 ≤ i ≤ m, we have
e1,i
e2,i
≈ e2,i
e3,i
≈ e3,i
e4,i
≈ · · · ≈ em−1,i
em,i
≈ σ (13)
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where ei,j is the element located at the ith row and jth column of the codemessage-matrix. This relation is used in the error-
correction algorithm. Since this relation was obtained for n large enough, a question is how large should n be to have this
relation? The example below gives an approximate answer to this question.
Example 2. Suppose x = 1. Thus, by (12), we have σ = 1+
√
1+4
2 = 1.618. Assume that the following message-matrix is to
be transmitted:420 457 877 729920 576 16 619536 972 226 834
237 775 432 838
 .
If n = 10 then
E =
159597 324104 108439 30268798424 207772 70350 19362560739 129133 43874 120316
37538 79810 27118 74362
 .
In this case, we have the following numbers rounded off to their first four digits:
159597
98424
= 1.62 324104
207772
= 1.56 108439
70350
= 1.54 302687
193625
= 1.56
98424
60739
= 1.62 207772
129133
= 1.608 70350
43874
= 1.603 193625
120316
= 1.61
60739
37538
= 1.618 129133
79810
= 1.63 43874
27118
= 1.617 120316
74362
= 1.617.
For n = 20 we have
E =
19559710 41554947 14114787 3871891912087445 25697071 8730716 239426697470361 15882387 5396276 14798034
4616937 9815855 3335082 9145688
 .
In this case
19559710
12087445
= 1.618 41554947
25697071
= 1.617 14114787
8730716
= 1.616 38718919
23942669
= 1.617
12087445
7470361
= 1.618 25697071
15882387
= 1.617 8730716
5396276
= 1.617 23942669
14798034
= 1.617
7470361
4616937
= 1.618 15882387
9815855
= 1.618 539627
3335082
= 1.618 14798034
9145688
= 1.618.
These show that for n = 20 the relation (13) holds very well.
The optimum values of parameter n. As Example 2 shows, with n sufficiently large enough we get a good approximation of σ .
In the following we give the least optimum values of n producing σ , rounded off to one-hundredth of a decimal, for some
values of the other related parameters. The given optimum values for n depend on the parameters x,m and the length of
the entries of message-matrixM .
Computer simulations have shown that to have the least value of n producing σ , rounded off to one-hundredth of a
decimal (for instance, σ = 1.62 for x = 1), the elements of the message-matrix M need to be of the same decimal length.
Let ℓ denote the common decimal digit-length of the entries of a message-matrix M and consider integers x = 1, 2, 4, 5,
3 ≤ m ≤ 7 and 1 ≤ ℓ ≤ 5. For each triple (ℓ,m, x), we constructed one-hundred m × m random message-matrices
having entries all of digit-length ℓ, and for each of these message-matrices we determined the least number n producing σ ,
rounded off to one-hundredth of a decimal. For at least ninety out of one-hundredmessage-matrices, the associated numbers
n obtained belong to a two-elements set. Table 1 gives these two-elements sets. For instance, for (ℓ,m, x) = (3, 6, 5) the
corresponding two-elements set is {324, 325}. According to Table 1, the two-elements set associatedwith (ℓ,m, x) is almost
independent of ℓ.
6. Error-detection and error-correction
The error-correction algorithm for Fibonacci coding has been explained in [15]. This method applies to the Fibonacci-
polynomial based coding method introduced in this paper. To make this paper self-contained, we explain this decoding
method here. An example illustrating the method is given at the end of this section. First we discuss error-detection.
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Table 1
The least optimum values of n for x = 1, 2, 4, 5 andm = 3, 4, 5, 6, 7.
ℓ \m, x 3, 1 4, 1 5, 1 6, 1 7, 1 3, 4 4, 4 5, 4 6, 4 7, 4
1 13, 14 18, 19 22, 23 26, 27 30, 31 143, 144 185, 186 221, 222 254, 255 284, 285
2 12, 13 18, 19 22, 23 26, 27 30, 31 143, 144 185, 186 221, 222 253, 254 284, 285
3 12, 13 17, 18 22, 23 26, 27 30, 31 143, 144 185, 186 221, 222 253, 254 284, 285
4 12, 13 18, 19 22, 23 26, 27 30, 31 143, 144 185, 186 221, 222 254, 255 284, 285
5 13, 14 18, 19 22, 23 26, 27 30, 31 143, 144 185, 186 221, 222 253, 254 284, 285
ℓ \m, x 3, 2 4, 2 5, 2 6, 2 7, 2 3, 5 4, 5 5, 5 6, 5 7, 5
1 29, 30 40, 41 49, 50 58, 59 67, 68 169, 170 229, 230 279, 280 325, 326 368, 369
2 29, 30 40, 41 49, 50 58, 59 67, 68 169, 170 229, 230 279, 280 324, 325 368, 369
3 29, 30 39, 40 49, 50 58, 59 67, 68 169, 170 229, 230 278, 279 324, 325 368, 369
4 29, 30 39, 40 49, 50 58, 59 67, 68 169, 170 229, 230 279, 280 324, 325 368, 369
5 29, 30 39, 40 49, 50 58, 59 67, 68 169, 170 229, 230 279, 280 324, 325 368, 369
It follows from E = Q nm(x)M that
det(E) = det(M)× (−(x)m−2)n. (14)
When an estimation matrix Eˆ is reconstructed using the received elements, relation (14) is controlled. We say no error has
occurred if the relation is satisfied (it is worth noting that when using a linear code with parity-check matrix H , a received
word x is considered as a codeword if and only if Hx = 0). Otherwise, there is error either in the elements of E or in det(M).
Transmitting the number det(M) several times, and using majority logic decoding on it, we may assume that this number
is received correctly. Therefore, relation (14) is considered as an error-detection criterion.
Suppose that the elements of E have errors. Of course, this matrix can contain one-fold, two-fold, . . . or m2-fold errors.
To explain how to correct these errors, we consider a 2× 2 received matrix. Three cases are considered.
Case 1. Suppose that one element has been received in error. Then, one of the following four situations are possible where
s, t, u and v are the elements in error.

s e2
e3 e4

(a),

e1 t
e3 e4

(b),
e1 e2
u e4

(c),

e1 e2
e3 v

(d).
It follows from (14) and det(Q n2 (x)) = (−1)n that
se4 − e2e3 = (−1)ndet(M),
e1e4 − te3 = (−1)ndet(M),
e1e4 − ue2 = (−1)ndet(M),
ve1 − e2e3 = (−1)ndet(M),
or equivalently
s = (−1)
ndet(M)+ e2e3
e4
(a),
t = −(−1)
ndet(M)+ e1e4
e3
(b),
u = −(−1)
ndet(M)+ e1e4
e2
(c),
v = (−1)
ndet(M)+ e2e3
e1
(d).
(15)
By solving the above equations, the element in error is obtained. Note that the only numbers that are integers and satisfy
(13) are the elements of E (see Example 3). If no such element is obtained from these equations, it can be concluded that a
single-fold error has not occurred and we have to consider multiple-fold error cases.
Case 2. Suppose that the received matrix has elements s and t in error as shown below:
s e2
t e4

.
Using (14) we get
se4 − te2 = (−1)ndet(M).
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Since s and t should satisfy (13), by substituting s = σ t in the above equation a solution for s and t is obtained. Again, only
integer solutions are acceptable. Note that if the two errors occur in the same row or in one of the two diagonals of the
matrix, they can be corrected easily by just applying (13). If no integer solution is obtained then two-fold errors have not
occurred.
Case 3. Suppose three errors, in the form given below, have occurred.
s t
u e4

.
From (13), t can be obtained. Now the remaining errors can be corrected via the Case 2 solution.
If none of the above cases give solutions that satisfy the required conditions, then all of the elements of E have been
received with error. In this situation the errors cannot be corrected.
Error-correction capability. Since only the m2-fold errors cannot be corrected, the error-correction capability of the method
is 2
m2−1
2m2
, where m is the order of the message-matrix. Therefore, for large values of m, the probability of decoding error is
almost zero.
Example 3. Consider the message-matrix M given by (6). Also suppose that the sender and receiver have set x = 1 and
n = 20. That is
Q 202 (1) =

10946 6765
6765 4181

.
By the algorithm introduced in Section 4
E = Q 202 (1)M =

10946 6765
6765 4181

134 58
29 83

=

1662949 1196363
1027759 739393

,
and det(M) = 9440. Suppose the received elements are 1662949, 1196564, 1027759, 739393 and 9440. Therefore
Eˆ =

1662949 1196564
1027759 739393

.
It follows from
det(Eˆ) = −206570119 ≠ (−1)20det(M) = 9440
that some of the received elements are in error. First, one-fold errors are considered. From (15), the following set of equations
hold: 
s = 9440+ 1229779420000
739393
= 1663228.391 (a),
t = −9440+ 1229572850000
1027759
= 1196363 (b),
u = −9440+ 1229572850000
1196564
= 1027586.356 (c),
v = 9440+ 1229779420000
1662949
= 739517.2248 (d).
Only (b) satisfies the required conditions. With the element obtained from (b), relation (13) also holds. Thus the code
message-matrix is
E =

1662949 1196363
1027759 739393

.
Code-rate. We define the code-rate r by
r :=
m∑
i=1
m∑
j=1
l(mij)
m∑
i=1
m∑
j=1
l(eij)
,
where l(mij) and l(eij) are the lengths of the elements of the ith row and jth column of M and E, respectively. Again,
simulations have shown that themaximum rate is achieved if the elements ofM have the same length. Under this condition
and denoting the length of the elements ofM by ℓ, the rate defined above reduces to
r ≈ m
2ℓ
m2l′
= ℓ
ℓ′
= ℓ
ℓ+ q
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Table 2
The values of q associated with the numbers n given in Table 1.
m \ x 1 2 4 5
3 3, 3 12, 12 91, 91 122, 123
4 5, 5 17, 17 118, 118 166, 166
5 6, 6 20, 21 141, 142 202, 203
6 7, 7 24, 25 162, 163 235, 236
7 8, 8 28, 28 182, 182 267, 268
where ℓ′ is the length of the elements of E = MQ nm(x), and q = maxi,j l(qij)wherein qij is the element of the ith row and jth
column of Q nm(x). Table 2 gives values of q for the integers x,m and n given in Table 1. For instance, the codes defined by the
triples (ℓ,m, x) = (7, 3, 1) and (ℓ,m, x) = (12, 3, 2) have rates r = 77+3 = 0.7 and r = 1212+12 = 0.5, respectively.
7. Computational complexity
In this section we investigate the computational complexity of the encoding and decoding algorithms, introduced in
Sections 4 and 6. The worst case decoding complexity is investigated and an example illustrating the potential of the given
coding method is provided.
As explained previously, the encoding (resp. decoding) is done by multiplying matrices Q nm and M (resp. Q
−n
m and E).
Assuming that the elements of M and Q nm are at most ℓ
′ := ⌈ℓ log2 10⌉ and q′ := ⌈q log2 10⌉ bits long, respectively,
encoding can be done in time O(ℓ′q′). Similarly, in the decoding process, the product operation Q−nm (x)E can be done in
time O(kq′) where k := ⌈(q + ℓ) log2 10⌉ is the maximum bit length of the elements of E. From Section 6, the other part
of the error correction process is calculating the determinant ofm×mmatrices for different error cases. Each determinant
can be computed in time O(km) with k = ⌈(q + ℓ) log2 10⌉. For 1-fold errors,

m2
1

determinants are computed, and
for two-fold errors we have to compute

m2
2

determinants. Hence in the worst case, with m2 − 1-fold errors, a total of∑m2−1
i=1

m2
i

= 2m2 − 2 determinants must be computed. Therefore, the worst case error-correction can be done in time
2m
2
O(km)which is O(2m
2
) if k ≈ 2am for some integer a. This is an exponential function ofm and a slight change inm, even
by one, results in a significant change in time consumption. However, in practice, based on the channel characteristics, we
need not consider all error patterns and it is enough to consider just a small portion of the error patterns (those most likely
to occur). Accordingly, in practice the worst case decoding complexity given above is not a serious problem. The following
example illustrates and supports the applicability of the proposed coding algorithm.
Example 4. Suppose a message of 80 decimal digits is to be sent in the form of a 4 × 4 matrix, that is the elements of the
message matrix have decimal length ℓ = 5. Also, suppose the channel is binary symmetric with crossover probability
p = 0.01. According to Table 2, to achieve a code-rate r = 0.5, we may consider x = 1 and q = 5. Hence k =
⌈10 log2 10⌉ = 34 and each code message-matrix has binary length 16 × 34 = 544. According to the weak law of large
numbers and the Asymptotic Equipartition Property [16], in transmitting a binary sequence of length 544, there is a high
probability of receiving the sequence with 4, 5 or 6 errors (one error for one-hundred transmissions). Thus if 4-fold, 5-fold
and 6-fold error patterns are considered it is very likely to correct all the errors. In this case the number of determinants
that have to be computed is

16
4

+

16
5

+

16
6

= 14 196 which is very small compared to 216 = 65 536. For crossover
probability p = 0.005, with the same argument, it is enough to consider just 1-fold, 2-fold, 3-fold and 4-fold error patterns
(the expected value is 0.005 × 544 = 2.72 errors in 544 transmissions). Hence the number of associated determinants is
16
1

+

16
2

+

16
3

+

16
4

= 2516.Wemay refer to this as amodified decoding algorithmwhich depends on the crossover
probability of the channel.
8. Conclusion
We proposed a Fibonacci-polynomial based coding method over the alphabet {0, 1, . . . , 9}. For integers m ≥ 2, x ≥ 1
and n ≥ 1, an m × m matrix Q nm(x), the nth power of Qm(x) with Fibonacci polynomial entries, is used as the encoder
matrix. Each source word is anm×mmatrixM encoded to a code message-matrix E = MQ nm(x). A simple error-correcting
algorithm was given for the proposed coding method. We showed that this method can correct up to 2
m2−1
2m2
errors, and
hence for large values ofm the probability of decoding error is almost zero.When all elements of themessagematrixM have
equal decimal digit length ℓ, the code-rate is approximately ℓ
ℓ+q where q is the maximum decimal length of the elements
of the encoder matrix Q nm(x). Hence by choosing a sufficiently large value for ℓ, compared to q, we obtain a high rate code.
It was shown that when applying this coding method on a binary symmetric channel with crossover probability p, based
on the asymptotic equipartition property, one may consider only a very limited group of error patterns in order to have
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low-complexity decoding. Compared to the classical well-known error-correcting codes such as BCH codes, the advantages
of the proposed coding technique are the use of only simple mathematical structures and concepts (matrix product and
determinant computation), flexibility in generating codes of different rates (low to high rates), very low error-decoding
probability and a modified low-complexity decoding process.
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