In a seminal paper published in 1980, P. C. Yang and S.-T. Yau proved an inequality bounding the first eigenvalue of the Laplacian on an orientable Riemannian surface in terms of its genus γ and the area. The equality in Yang-Yau's estimate is attained for γ = 0 by an old result of J. Hersch and it was recently shown by S. Nayatani and T. Shoda that it is also attained for γ = 2. In the present article we combine techniques from algebraic geometry and minimal surface theory to show that Yang-Yau's inequality is strict for all genera γ > 2. Previously this was only known for γ = 1. In the second part of the paper we apply Chern-Wolfson's notion of harmonic sequence to obtain an upper bound on the total branching order of harmonic maps from surfaces to spheres. Applications of these results to extremal metrics for eigenvalues are discussed.
Introduction
1.1. Yang-Yau inequality. Let (M, g) be a closed Riemannian surface. The associated Laplace-Beltrami operator ∆ g on the space of smooth functions is defined as ∆ g = δ • d, where d : C ∞ (M ) → Ω 1 (M ) is the differential and δ is its formal adjoint. As an unbounded operator on L 2 (M ), the operator ∆ g has discrete non-negative spectrum 0 = λ 0 (M, g) < λ 1 (M, g) λ 2 (M, g) λ 3 (M, g) . . . , where eigenvalues are written with multiplicities.
Let us consider the normalized eigenvalues λ k (M, g) = λ k (M, g) Area g (M ).
Then for any positive number t > 0 one hasλ k (M, tg) =λ k (M, g). Furthermore, one defines
where the supremum is taken over all possible Riemannian metrics on M . One of the fundamental problems in spectral geometry is to determine the value of Λ k (M ) and to find the metrics g for which this value is attained. Let us review the current progress on this problem. For a more detailed survey, see the introduction to the paper [22] .
In the paper [36] Yang and Yau proved that for any orientable surface M of genus γ one has Λ 1 (M ) 8π(γ + 1).
However, it was remarked in [14] that the same proof yields the following stronger inequality,
where [x] denotes the integer part of x. In the following we refer to (1.1) as Yang-Yau inequality. We note that an alternative proof of (1.1) using the concept of conformal volume was given by Li and Yau in [25] .
Prior to the paper [36] , it was known to Hersch [19] that the equality in inequality (1.1) is attained for γ = 0. Later, Nadirashvili proved in [28] that Λ 1 (T 2 ) = 8π 2 √ 3 . His proof implicitly relies on the fact that the inequality (1.1) is strict for γ = 1, see [9] . It was conjectured in [20] that the equality in (1.1) is attained for γ = 2. Very recently it was proved by Nayatani and Shoda in the paper [31] . In the first result of the present paper we prove that γ = 0 and γ = 2 are the only possible values of γ for which the equality in inequality (1.1) can be attained. The proof of Theorem 1.1 is inspired by an argument of Ros [35, Theorem 14] . His results imply Theorem 1.1 in case γ = 4. Our proof is an extension of his ideas and relies on a combination of algebraic techniques (geometry of special divisors) and minimal surface theory (index bounds for branched multivalued minimal immersions). Remark 1.2. In the paper [21] the author has shown an analog of inequality (1.1) for non-orientable surfaces. Namely, if M is a non-orientable surface of genus γ, then
The genus of a non-orientable surface is defined to be the genus of its orientable double cover. We remark that a slight modification of the argument in [21] yields the strict inequality
Indeed, the argument relies on the fact for any metric g on the disk D one hasλ N 1 (D, g) 8π, whereλ N 1 stands for the first normalized Neumann eigenvalue. However, using the characterization of the equality case given in [25, Theorem 1] , one sees that equality never happens, i.e.λ N 1 (D, g) < 8π.
Remark 1.3. In [24] (see also [18] ) a version of the Yang-Yau inequality is proved for higher eigenvalues. Namely, it is shown that there exists a universal constant C such that for all surfaces of genus γ one has Λ k (M, g) Ck(γ + 1).
1.2. Connection to harmonic maps. One of the motivations for studying the extremal properties of functionalsλ k (M, g) is the connection to harmonic and minimal maps which we briefly recall below. First, let us set
where [g] is a class of metrics conformal to g. For the purposes of our discussion it is convenient to allow g to have conical singularities at isolated points of M . Therefore, we set [g] = {g|g = f 2 g}, where f ranges over nonnegative smooth functions which are allowed to be equal to zero at isolated points. The functionalλ i (M, g) depends continuously on the metric g, but this functional is not differentiable. However, Berger proved in the paper [4] that for an analytic family of metrics g t there exist the left and the right derivatives with respect to t. This is a motivation for the following definition, see the papers [13, 28] . Definition 1.4. A Riemannian metric g on a closed surface M is called extremal for the functionalλ i if for any analytic deformation g t such that g 0 = g the following inequality holds,
Similarly, g is called conformally extremal if the same inequality holds for conformal deformations, i.e. for deformations satisfying [g t ] = [g] for all t.
Let Φ : (M, g) → S n be a harmonic map and let h = 1 2 |∇Φ| 2 g g be a metric in the conformal class of g, i.e. h ∈ [g]. Here and everywhere below, the sphere S n is considered to be the unit sphere in R n+1 endowed with the induced metric. The metric h has conical singularities at zeroes of dΦ, which are isolated by harmonicity of Φ. If Φ is conformal then h = Φ * g S n . Let us introduce the Weyl's counting function
Theorem 1.5 (Nadirashvili [28] , El Soufi and Ilias, [13] , see also [22] ). If g is conformally extremal for the functionalλ i (M, g) then there exists a harmonic map Ψ : (M, g) → S n whose components are λ i -eigenfunctions. If g is extremal, then Ψ can be chosen to be conformal.
Conversely, if Φ : (M, g) → S n is a harmonic map to the unit sphere, then the metric h = 1 2 |∇Φ| 2 g g is conformally extremal for the functional λ N (2) . Furthermore, if Φ is conformal, i.e. if Φ : (M, h) → S n is a branched minimal immersion, then h is extremal for the functionalλ N h (2) .
In particular, if there exists a metric realizing the quantities Λ k (M ) or Λ k (M, [g]), then this metric is extremal or conformally extremal respectively. Such metrics are called maximal forλ k or conformally maximal forλ k respectively. The existence of such metrics was studied in [28, 33, 34] . For the sake of brevity we only state the following result. Theorem 1.6 (Petrides [33] ). For any conformal class [g] on a surface M there exists a smooth metric h, possibly with isolated conical singularities, such thatλ 1 (M, h) = Λ 1 (M, [g]). As a result, there exists a harmonic map Φ : (M, g) → S n such that h = 1 2 |∇Φ| 2 g g. Remark 1.7. The existence result for higher eigenvalues requires an additional a priori condition that is not always satisfied, see [34] for details. For results concerning the values Λ k (M ) for k 2 we refer to [22, 30] .
1.3. Total branching order. As we see from Theorems 1.5 and 1.6, metrics with conical singularities appear naturally in the study of extremal values of the functionalsλ k (M, g). However, one would expect that solutions of extremal problems have nice smoothness properties, in particular, one expects that extremal metrics should have few singular points.
The second result of the present article is an upper bound on the number of conical singularities. The most general version of the bound can be found in Section 4.2. The following theorem is less general but is easier to state. Theorem 1.8. Let Φ : (M, g) → S n be a linearly full harmonic map, i.e. its image is not contained in the sphere of smaller dimension. Let b be a total number of branching points of Φ counted with multiplicity.
If Φ is not totally isotropic then
If Φ is totally isotropic then n = 2m and
For the definition of a totally isotropic map see Section 4.2. For now, we recall that totally isotropic maps are conformal, i.e. E g (Φ) = Area Φ * g S n (M ). Remark 1.9. We note that the inequality (1.3) becomes an equality if m = 1. In that case, (1.3) is a classical Riemann-Hurwitz formula for holomorphic maps Φ : M → S 2 .
Remark 1.10. We remark that the bounds similar to (1.2) were obtained in [15] for n = 4. The paper [15] also contains bounds on total branching order for other types of maps, including CMC-surfaces in space forms. Corollary 1.11. If M ∼ = T 2 or M ∼ = KL and Φ is not totally isotropic, then Φ does not have branch points.
We record several corollaries of the results in Section 4.2 which could be of interest for applications.
Proposition 1.13. Let g be a conformally extremal metric for the functional λ k (M, g). Then there exists a constant C = C(γ, k) depending on the genus γ and the index k such that b C(γ, k).
Remark 1.14. We note that C(γ, 1) can be explicitly computed from the proof. In general, C(γ, k) will depend on the constant C in Remark 1.3.
1.4. Discussion. It was noticed in [9, Theorem 1.4] that properties ofλ 1maximal metrics induced by branched minimal immersions to S 2 differ significantly from those induced from S n with n 3. At the same time, as we will see in Section 3, if the equality in Yang-Yau inequality is attained for a particular value of γ, thenλ 1 -maximal metrics on an orientable surface of genus γ are induced from the two-dimensional sphere. This is our primary motivation in studying the equality case of inequality (1.1). In particular, Theorem 1.1 implies the following proposition.
Proposition 1.15. Let Σ γ denote an orientable surface of genus γ > 2. Assume that
Then anyλ 1 -maximal metric on Σ γ is induced by a branched minimal immersion to S n with n > 2.
Proof. Assume the contrary, i.e. that (1.4) holds and there is aλ 1 -maximal metric on Σ γ which is induced by a branched minimal immersion to S 2 . The latter implies that Λ 1 (Σ γ ) is an integer multiple of 8π. At the same time, Theorem 1.1 and inequality (1.4) imply
i.e. Λ 1 (Σ γ ) is squeezed between two consequent multiples of 8π. We arrive at a contradiction.
Note that by the results of Petrides [33] ,λ 1 -maximal metrics smooth outside conical singularities exist provided Λ 1 (Σ γ ) > Λ 1 (Σ γ−1 ). If γ = 3, it was shown in [26] that Λ 1 (Σ 3 ) > Λ 1 (Σ 2 ) = 16π, which in this case guarantees both the existence of maximal metrics and condition (1.4). Therefore,λ 1 -maximal metrics on Σ 3 exist and are induced by a branched minimal immersion to S n with n > 2. At the same time, by [6] one has
, thus, condition (1.4) is satisfied for γ = 4 as well. As a result,λ 1 -maximal metrics on Σ 4 (if exist) are induced by a branched minimal immersion to S n with n > 2.
1.5.
Outline of the proof. The proof of Theorem 1.1 has a lot of moving pieces. For convenience of the reader, we outline them below.
Assume that for a metric g one has the equality in (1.1). The starting point of the proof is an observation that the complex structure associated to g admits a unique holomorphic map to S 2 of degree γ+3 2 , see Theorem 3.2. At the same time, Brill-Noether theory implies that for γ > 2 such complex structures are special in the moduli space of Riemann surfaces, see discussion after Theorem 3.3. Dealing with these special complex structures is the main difficulty of the proof. It relies on an interplay between Laplace eigenvalues and index bounds for minimal submanifolds of R 3 explained in Section 2. It turns out that the particular properties of the complex structure associated to g allows one to construct a branched multivalued minimal immersion to R 3 and, as a result, apply the index bound of Section 2.6 to conclude the proof.
Plan of the paper. The paper is organized in the following way. In Section 2 we recall the relevant background, including algebraic geometry notations, a Schrödinger operator associated to a meromorphic function and metrics with conical singularities. Section 2.5 is devoted to multivalued branched minimal immersions. Section 2.6 contains a new index bound for such immersions. In Section 3 we complete the proof of Theorem 1.1. Finally, Theorem 1.8 is proved in Section 4.
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Preliminaries
2.1. Algebraic geometry: background and notations. Let (M, g) be an oriented Riemannian surface of genus γ. Isothermal coordinates induce the complex structure on M compatible with the metric g. The surface M endowed with this complex structure becomes a Riemann surface or a smooth complex curve. In the following holomorphic objects on (M, g) are considered with respect to this particular complex structure. We remark that the complex structure only depends on the conformal class of the metric g. The unit 2-sphere S 2 ⊂ R 3 admits the unique conformal class and as a result the unique complex structure.
Since the conformal classes are closely related to complex structures, in the following we often make use of notations from the theory of Riemann surfaces, or equivalently, complex algebraic curves. One could consult [1, Chapter I] for a more detailed overview of the notions below. A divisor D on a Riemann surface M is a formal linear combination of points on M , D = p∈M n p p, where n p ∈ Z and n p = 0 only for a finite set of points. The number n p is called multiplicity mult p (D) of D at p. The degree is defined as deg(D) = n p . Divisor D is effective if mult p (D) 0 for all p ∈ M , we use notation D 0 for effective divisors. To any meromorphic function f on M one associates a divisor (f ) = ord p (f )p, where ord p (f ) = k iff in the local complex coordinate centered at p one has f = z k g(z), g(p) = 0. The divisor (f ) is represented as a difference of two effective divisors
and we identify D with a line bundle whose local sections over U ⊂ M are H 0 (U, D). This way, tensor product of bundles becomes a sum of divisors, dual to the line bundle D is a bundle corresponding to the divisor −D and deg(D) is the first Chern number of the bundle. We use K to denote the divisor of any meromorphic 1-form, recall that h 0 (K) = γ.
The complete linear series |D| is the set of effective divisors linearly equivalent to D, i.e. it is a projectivization of H 0 (M, D). A linear series V is a projectivization PV of a linear subspace V ⊂ H 0 (M, D). The base locus of V is the divisor
The classical (and essentially the only) examples of pencils come from holomorphic maps φ : M → S 2 = CP 1 and are given by
The divisor corresponding to p ∈ CP 1 is just the preimage φ −1 (p), where each point is taken with an apprpriate multiplicity. Note that V φ is basepoint free. Conversely, given a base-point free pencil
In general, if the base locus B = 0, then φ can be defined across B and V φ can be identified with a pencil
Degree of a linear series is a degree of any divisor in it. If one identifies the holomorphic map φ : M → CP 1 with a meromorphic function, then one
2.2.
Conformally covariant Shrödinger operator. Let φ : M → S 2 be a holomorphic map and let g be any smooth metric compatible with the complex structure. Montiel and Ros [27] defined the operator L φ,g :
i.e. L g,φ is conformally covariant. As a result, the number of negative eigenvalues and the number of zero eigenvalues of L φ,g do not depend on the choice of metric g. Indeed, the associated quadratic form
as a number of negative eigenvalues of the operator L φ,g for some (any) choice of the metric g compatible with the complex structure on M . Nullity nul(φ) of φ is defined as a number of zero eigenvalues of L φ,g for some (any) choice of g compatible with the complex structure.
Remark 2.2. Since any holomorphic map is harmonic, one has φ i ∈ ker(L φ,g ) for all g and i = 1, 2, 3. As a result, nul(φ) 3.
It is often useful to choose metrics with conical singularities. Let us describe those in more details.
2.3. Metrics with conical singularities. As we have mentioned in the introduction, we consider an extended conformal class of metrics, namely, metrics with conical singularities. For our purposes it is enough to consider metrics with conical angles which are multiples of 2π. These are very easy to describe. For a fixed metric g such metrics have the form h = f 2 g, where f 0 is a smooth function with isolated zeroes. The set of zeroes Z of f corresponds to singular points of h. The metric h induces a well-defined measure dv h = f 2 dv g on M . Moreover, by conformal invariance, the form
where the right hand side is treated as an improper integral. We consider the Friedrichs extension of the operator L φ,h on the space L 2 (dv h ) with domain C ∞ 0 (M \ Z). Since the capacity of a point is zero, the domain of this extension contains C ∞ (M ). Moreover, the eigenfunctions are smooth and the classical variational formula for eigenvalues holds.
Having discussed metrics with conical singularities, we consider two choices of metrics g that make L φ,g have a particularly nice form.
2.4. Induced metric. Set g = φ * g S 2 . Then g is a metric with conical singularities at branch points of φ and |∇φ| 2 g ≡ 2. We conclude that ind(φ) is the number of eigenvalues of ∆ g that are less than 2 and nul(φ) is multiplicity of the eigenvalue 2, i.e. using the Weyl's counting function notations from the introduction, one has ind(φ) = N g (2).
Branched multivalued minimal immersions into
Using parallel translations in R 3 the pullback of X * T R 3 can be identified with M × R 3 . The differential dX is a section of Hom(T M , M × R 3 ) with zeroes at branch points of X. The branching divisor B is defined so that for all points p ∈ M one has mult p B = ord p (dX). Points with mult p B = 0 are called branch points, otherwise they are called regular. The image of dX at a regular point of X is parallel to the tangent plane to the image of X. By [32] the tangent plane can be smoothly extended to branch points. As a result the closure of the image of dX is a 2-dimensional subbundle L ⊂ M × R 3 . The orientations on M and R 3 uniquely define the unit section N of the orthogonal complement to L. The induced metric g = X * g R 3 is a metric with conical singularities at branch points of X. At a regular point p of X one has |∇ φ| 2 g (p) = −2K(p), where K(p) is the Gauss curvature of X(M ) at the point X(p). The metric g defines an associated complex structure on M . With respect to this complex structure the Gauss map φ : M → S 2 given by p → N (p) is holomorphic, see e.g. [32] .
Moreover, since X(σ · p) is a parallel translation of X(p) by ρ(σ), one has that L(p) = L(σ · p) as subspaces of R 3 . As a result, one defines a 2-dimensional subbundle L ⊂ M × R 3 . Similarly, all the objects defined via dX descend to corresponding objects on M . This way we have a complex structure, a metric g with conical singularities compatible with that structure, a branch divisor B and the holomorphic Gauss map φ : M → S 2 , such that |∇φ| 2 g (p) = −2K(p). As a result, the operator L φ,g takes the form
which is the Jacobi (or index) operator. Negative eigenfunctions of this operator correspond to normal variations of X in the class of branched multivalued immersions that decrease the area Area g (M ). As a result ind(φ) coincides with the index of the minimal immersion X considered as a multivalued branched minimal immersion.
2.6. Index bound. The idea behind the proof of Theorem 1.1 is to use the interplay between the two previous interpretations of ind(φ). Namely, for a given φ we will construct a special X so that the application of the following proposition yields Theorem 1.1. Let ·, · be the metric on 1-forms induced by X. We claim that for any two elements ω 1 , ω 2 ∈ dim H(B) the inner product ω 1 , ω 2 is a smooth function on M . We only need to check this statement locally in the neighbourhood of branched points. Let U be a neighbourhood of a branch point p such that mult p B = k. Then in local complex coordinates centered at p one has ω i = Re(z k ξ i (z)dz), i = 1, 2, where ξ i (z) is holomorphic, and g = |z| 2k f 2 (z)|dz| 2 , where f (z) = 0 in U . Then the direct computation yields ω 1 , ω 2 = f −2 (z)Re(ξ 1ξ2 ), which is smooth in U .
It is well-known that components of the minimal immersion into R 3 are harmonic functions. Since the differential commutes with the Laplacian, the components of the differential dX are harmonic 1-forms on M . Moreover, they have zeroes of order mult p B at p, therefore they lie in H(B). For each element ω ∈ H(B) consider the vector field
where dX i , i = 1, . . . , 3 are components of dX. Outside branch points, V ω is a section of L. Thus, by our previous discussion V ω is a smooth vector The idea now is to use the components of V ω , ω ∈ H(B) as test functions for the quadratic form Q φ . Assume the contrary to the statement of Propo-
Let ψ ε be a logarithmic cut-off function which is equal to 1 outside an εsmall neighbourhood of branch points and |∇ψ ε | 2 g 0 dv g 0 → 0 as ε → 0.
Passing to the limit ε → 0 we conclude that V i ω ∈ ker L g,φ which is a contradiction, since ω ∈ L.
Proof of Theorem 1.1
In this section we make use of Proposition 2.3 in order to prove the following proposition. . If γ > 2 then ind(φ) > 1.
3.1. Laplace eigenvalues. In this section we take the viewpoint of Section 2.4 and identify ind(φ) with the number N φ * g S 2 (2). This way, Theorem 1.1 is an easy consequence of Proposition 3.1.
Proof of Theorem 1.1. For any Riemann surface M there exists a holomorphic map φ : M → S 2 of degree at most d γ , see [16] . By [9, Proposition 3.3] (see also [12, 25] ) for any metric g compatible with the complex structure one hasλ 1 (M, g) 8π deg(φ) 8πd γ and the equality holds iff deg(φ) = d γ , there exists a conformal automorphism σ of S 2 such that g is homothetic to (σ • φ) * g S 2 and the components of σ • φ are the first eigenfunctions of g. The latter implies that ind(σ • φ) = 1, which in the case γ > 2 contradicts Proposition 3.1 since
The rest of this section is devoted to the proof of Proposition 3.1. We start with the following theorem. It was proved by Montiel and Ros in [27] . A more direct proof appears in [9, Proposition 3.4] . Using the language of algebraic geometry introduced in Section 2.1, the previous theorem takes the following form. Brill-Noether theory [16] is concerned with questions related to existence of linear series on a Riemann surface M . Let us recall the statements of this theory related to pencils and discuss their consequences. We refer to [23] for a particular case of pencils. Note that a similar discussion appears in [35, Section 2.2].
1) Any Riemann surface M of genus γ admits a pencil of degree at most d γ . Therefore, any φ with deg(φ) > d γ is of index at least 2. 2) If genus γ is odd then there is at least one-dimensional family of pencils of degree d γ . Therefore, Proposition 3.1 holds for odd genera. 3) If genus γ is even, then a generic Riemann surface of genus γ has exactly N γ pencils of degree d γ . Moreover, one has N 2 = 1 and N γ > 1 for γ > 2. Therefore, Proposition 3.1 holds for the generic complex structure on M . Generic here means non-empty Zariski open subset of moduli space of Riemann surfaces of genus γ, or, equivalently, the complement to an analytic set of codimension at least 1. In the remainder of this section we deal with non-generic complex structures. In order to do that we will take the viewpoint of Section 2.5 and apply Proposition 2.3 to a particular choice of X. To construct X we need some information on complex geometry of non-generic conformal classes.
3.2.
Non-generic Riemann surfaces. The following proposition was proved in [11] . A sketch of the argument appears in the appendix to [10] . Proposition 3.5. Let |D| be a pencil. Then h 0 (2D) > 3 iff |D| is a limit of two different pencils on the moduli space of curves.
Remark 3.6. For the sake of clarity of exposition, Proposition 3.5 is stated rather informally. The rigorous form of this statement can be found in [11, p. 65] .
Remark 3.7. Below, we only make use of "if"-part of Proposition 3.5. As it is remarked in [10, 11] , the "if"-part easily follows from the semi-continuity theorem [17] .
As a corollary we obtain the following statement. 
} be the space of pencils on U and let π : G 1 dγ (U ) → U be the natural projection. Furthermore, by [23] 
is an open subset of U , and by [2, Chapter XXI, Proposition 6.8] one has that G 1 dγ (U ) is smooth. Therefore, π is a branched covering with N γ > 1 leaves and ramification locus U \ V . Since M ∈ U \ V , one has that there exists a deformation M t of M and two pencils V t 2 , then ind(φ) > 1. Therefore, one can assume that 2 deg φ γ + 2. As a result, one obtains
Let ω be a non-constant element in H 0 (K − 2P φ ) viewed as a holomorphic form with zeroes at poles of φ such ord p (ω) 2mult p P φ .
At this point we use Weierstrass representation of minimal surfaces in R 3 , see e. g. [32] . Namely, we set
to be the multivalued branched minimal immersion of M with Gauss map φ. The branch points of X correspond to points where all three components of the integrand are zero, i.e. to points p, where ord p (ω) > −2ord p (φ). Therefore, the branching divisor B of X satisfies B = K − 2P φ . Finally, by Proposition 2.3 one has
by the assumption that h 0 (2P φ ) > 3. This completes the proof of Proposition 3.1.
Upper bounds on total branching order
In this section we investigate the total branching order of harmonic maps to the sphere. In particular, we prove Theorem 1.8.
Harmonic sequence.
In the present section we discuss the concept of a harmonic sequence introduced by Chern and Wolfson in [7, 8] . We follow the exposition in [5] .
Let L ⊂ CP n ×C n+1 be a tautological bundle over CP n , i.e L = {(l, v) |v ∈ l}. Let M be a Riemann surface. There is a correspondence between smooth maps ψ : M → CP n and line subbundles of a trivial bundle M × C n+1 → M given by ψ ↔ ψ * L. We endow M × C n+1 with the usual Hermitian inner product ·, · and the induced Hermitian connection. Then by Koszul-Malgrange theorem all line subbundles of M × C n+1 are automatically holomorphic. Moreover, one has the bundle isomorphism T CP n ∼ = Hom(L, L ⊥ ). We endow all these bundles with Hermitian connections induced from the Hermitian connection on the trivial C-bundle. Then differential dψ satisfies dψ ∈ Hom(T M ⊗ ψ * L, ψ * L ⊥ ) and the (1, 0)-part of the complexified differential map defines Let g be any metric compatible with the complex structure on M . Assume that ψ : (M, g) → CP n is a linearly full (i.e. its image is not contained in the projective subspace) harmonic map, where CP n is endowed with the Fubini-Study metric. In local complex coordinates the harmonicity can be expressed as (∇dψ)(∂z, ∂ z ) = (∇dψ)(∂ z , ∂z) = 0, which is equivalent to the fact that ∂ (∂) defined in (4.1) (in (4.2)) is a(n) (anti-)holomorphic morphism of bundles. Thus their images can be defined across zeroes of dψ and give rise to line subbundles L 1 (L −1 ). Denoting ψ * L by L 0 we have a holomorphic map
and an antiholomorphic map
Bundles L 1 and L −1 correspond to maps ψ 1 , ψ −1 : M → CP n . It is proved in [7] that if ψ 0 = ψ is harmonic then so are ψ 1 and ψ −1 . Repeating the process one constructs a sequence of bundles {L p }, holomorphic maps
and antiholimorphic maps
This collection of data is referred to as a harmonic sequence associated to ψ = ψ 0 .
If ∂ p ≡ 0 (∂ p ≡ 0) but ∂ p−1 ≡ 0 (∂ p−1 ≡ 0), then we say that the harmonic sequence terminates with L p at the right (left). In this case the map ψ p is antiholomorphic (holomorphic) and the harmonic sequence coincides with its Frenet frame.
For each bundle L p one can define a smooth bilinear form H p on L p by restricting C-bilinear dot product from C n+1 to L p . We will use the notation u · v for this product. One can look at H p as a generalization of the famous Hopf differential.
Proposition 4.1. If L p−1 ⊥L p , then H p is holomorphic section of (L * p ) 2 . Proof. One needs to check that ∇ ∂z H p = 0, where ∇ is the induced connection on (L * p ) 2 . Let ξ and ζ be local sections of L p . For a subbundle V ⊂ M × C n+1 let P V denote the orthogonal projection onto V . Then one has
Since the image of∂ p is L p−1 , the condition L p−1 ⊥L p guarantees that the right hand side vanishes.
The following are two properties of ∂ p that will be of use in the next section.
1) The singular points of ∂ p are precisely branching points of ψ p .
2) The map ∂ p is a holomorphic section of K ⊗ L * p ⊗ L p+1 and therefore one has
, where r(∂ p ) 0 is the degree of the zero divisor of ∂ p and is referred to as ramification index. It coincides with the total branching order of ψ p .
4.2.
Harmonic sequences for maps to a sphere. In this section we specify the previous discussion to a particular case of a linearly full harmonic map Φ : M → S n . Let π be a projection π : S n → RP n and i be an embedding i : RP n → CP n . Since i is totally geodesic, the composition ψ = i • π • Φ is harmonic. Moreover, Φ is linearly full iff ψ is linearly full. Let {L i } be the harmonic sequence associated to ψ. We remark the following properties. 1) One has Φ, Φ = 1. Therefore, ∂ z Φ, Φ = ∂zΦ, Φ = 0, i.e. Φ is parallel. 2) Φ : M → S n ⊂ R n+1 ⊂ C n+1 is a global nowhere zero section of L 0 .
Since Φ is parallel, L 0 is trivial and c 1 (L 0 ) = 0.
3)L p = L −p . By definition, L 0 ⊥ L −1 , hence, by item 3) one has L 0L1 . Therefore, by Proposition 4.1, the form H 1 is a holomorphic bilinear form on L 1 , i.e. an element of H 0 (M, (L * 1 ) 2 ). Consider two cases. Case 1. H 1 ≡ 0. Then h 0 ((L * 1 ) 2 ) > 0 and as a result c 1 (L 1 ) 0. Case 2. H 1 ≡ 0. We claim that in this case L 1 ⊥L 2 , i.e. H 2 is an element of H 0 (M, (L * 2 ) 2 ). Indeed, let ξ be a local section of L 1 . Then, since H 1 ≡ 0, one has ξ · ξ = 0. Application of ∂ z to both sides of the equality yields
where in the last equality we once again used that H 1 ≡ 0. Since ∂ 1 ξ is a local section of L 2 , this concludes the proof of the claim. Now we repeat the process for H 2 : either it is a non-zero element of H 0 (M, (L * 2 ) 2 ) or H 2 ≡ 0. The following proposition makes this inductive process rigorous. Proof. We prove it by induction on p. The case p = 0 follows from the definition. Assume that the statement is true for p − 1, let us prove it for p.
By the induction step one has that L −p+1 , . . . , L p−1 , L p are mutually orthogonal. By taking conjugates, one concludes L −p , L −p+1 , . . . , L p−1 are mutually orthogonal. Furthermore, L p ⊥L p = L −p is equivalent to H p = 0, therefore L −p , L −p+1 , . . . , L p−1 , L p are mutually orthogonal. It remains to prove that L p+1 ⊥ L i for |i| p. We do that in two steps. First, since H p = 0, repeating the argument of equality (4.4) for x ∈ L p , one obtains L −p−1 =L p+1 ⊥ L p . At the same time, by definition L −p−1 ⊥ L −p . Taking conjugates yields L p+1 ⊥ L −p and L p+1 ⊥ L p . Second, let us show L p+1 ⊥ L i for |i| (p − 1). Let ξ and ζ be local sections of L p and L i respectively, where |i| p − 1. By induction step, one has ξ · ζ = 0. Similarly to (4.4), application of ∂ z yields
where we used that ∂ z ζ is local section of L i ⊕ L i+1 ⊥ L p by the induction step. Since ∂ p (∂z ⊗ ξ) is section of L p+1 , this completes the proof.
Thus, the following process is well-defined. Look for the largest q such that H i = 0 for i q − 1 and H q ≡ 0. By Proposition 4.2 either such q exists and satisfies 2q n + 1 or H i ≡ 0 for all i. As a result, we have one of the following cases.
(A) There exists q > 0 such that H i = 0 for i q − 1 and H q ≡ 0. Then, by Proposition 4.2 one hasL q ⊥ L q−1 and Proposition 4.1 implies that H q ∈ H 0 (M, (L * q ) 2 ) is a non-zero section. Therefore, c 1 (L q ) 0 and 2q n + 1.
(B) For all p > 0, one has H p ≡ 0. Then by Proposition 4.2 one has that the harmonic sequence {L i } terminates at the right and at the left, i.e. it coincides with a Frenet frame of a holomorphic curve. In this case Φ and ψ are both referred to as totally isotropic. We treat these cases separately. 
Case (B).
In this case the harmonic sequence coincides with the Frenet frame of the holomorphic curve ψ −m which is referred to as directrix of Φ. One concludes that n = 2m and the harmonic sequence terminates with L m at the right and with L −m at the left. The harmonic map Φ in this case is called totally isotropic. They were first studied in detail in [3] . In contrast to case (A) there is no upper bound for deg(B) in purely topological terms. Indeed, all harmonic maps with domain M ∼ = S 2 are totally isotropic. Let π k : S 2 → S 2 be a branched cover given by z → z k . Then the maps Φ k = π k • Φ are harmonic and have arbitrary large total branching order.
However, in this example the energy E g (Φ k ) given by
grows with k. In fact, one has the following proposition. Proof. We note that totally isotropic harmonic maps are automatically conformal, i.e. Φ : (M, Φ * g S 2m ) → S 2m is a branched minimal immersion. Indeed, conformality is equivalent to H 1 ≡ 0. This proposition easily follows from the known results on totally isotropic minimal immersions. Unfortunately, we were not able to find the exact reference, so we sketch a proof here. We follow the paper [5] and remark that all computations in that paper are valid for any totally isotropic immersion, not necessarily for the ones with domain diffeomorphic to S 2 . The only correction one should make is that instead of c 1 (T (1,0) M ) = −2 one has c 1 (T (1,0) M ) = 2γ − 2. Similarly, one could follow [3, Section 6] .
Recall that ψ −m is a holomorphic map ψ −m : M → CP 2m . Let δ k be the degree of its k-th osculating curve σ k : M → CP ( 2m+1 k+1 )−1 . Note that This completes the proof of Theorem 1.8 for orientable surfaces M . Assume M is non-orientable and Φ : (M, g) → S n is a harmonic map with total branching |B|. Let π : M → M be an orientable double cover, Φ = Φ•π be a harmonic map ( M , π * g) → S n with total branching order deg( B). Applying previous arguments to Φ, noting that deg( B) = 2 deg(B), χ( M ) = 2χ(M ) and E π * g ( Φ) = 2E g (Φ) completes the proof in the non-orientable case. Proof. By Theorem 1.6 there exists a harmonic map Ψ : (M, g) → S n whose components are k-th eigenfunctions. By the results of [29] the multiplicity of k-th eigenvalue is bounded by a linear function of γ and k, therefore n C (γ, k). This completes the proof if Ψ is not totally isotropic.
If Ψ is totally isotropic, then after rescaling of the metric g one can assume that λ k (M, g) = 2. For such metric g one has E g (Ψ) = Area g (M ). Therefore, by Remark 1.3 Λ k (M, g) = 2E g (Ψ) Ck(γ + 1).
Combining this inequality with Theorem 1.8 completes the proof.
