Abstract--In image retrieval, relevance feedback uses information, obtained interactively from the user, to understand the user's perceptions of a query image and to improve retrieval accuracy. We propose simultaneous relevant feature selection and classification using the samples provided by the user to improve retrieval accuracy. The classifier is defined by a separating hyperplane, while the sparse weight vector characterizing the hyperplane defines a small set of relemnt features. This set ofrelevant features is used for classification and can be used for analysis at a later stage. Mutually exclusive sets of images are shown to the user at each iteration to obtain maximum information from the user. Experimental results show that our algorithm performs better than feature weighting. feature selection and classification schemes.
INTRODUCTION
With the advent of the Internet, there is widespread access to virtually unlimited information and a very large part of it is images. Compression algorithms, high capacity storage d+ vices, improved processor speeds, and high speed networks have all contributed to the creation of many large collections of images. An image retrieval system provides the user with a way to access, browse and retrieve efficiently, in real time from these databases.
In a content-based image retrieval system, automatically extracted features are used to represent the image content. Lowlevel image features such as color, texture and shape are used to represent images. But similarity measures based on these features do not necessarily match perceptual semantics. In addition, each of the visual image features represents only one of the many aspects of image similarity. If multiple features are to he used, the question arises as to how to combine all the different features. Finally, different users' perceptions of the same image can vary widely and the same user's perception of a single image may also vary with time. In order to overcome these problems, relevance feedback techniques were introduced [ 11, [2] . Relevance feedbackis an interactive process where the user is asked to evaluate the retrievalresults and based on the user's evaluation, the retrieval mechanism is adapted in order to improve subsequent retrieval efficiency.
We propose a new relevance feedback scheme that performs simultaneous feature selection and classification using a sparse classifier [3]. The sparse classifier is the hyperplane separating the relevant images from the non-relevant images such that the weight vector characterizing the hyperplane has very few non-zero elements and hence is sparse. The non-zero elements of the weight vector correspond to a set of relevant features. Thus, relevant feature identification and classification &e performed simultaneously. Choosing a set of relevant features eliminates the effect of any extraneous features during the classification process and decreases the time taken for classification of the images. Section 2 presents an overview of selected relevance feedback techtuques, Section 3 presents the construction ofa sparse classifier and Section 4 explains our algorithm for relevance feedback. Section 5 reports the experimental results Section 6 presents the conclusions.
RELEVANCE FEEDBACK
In a typical relevance feedback scenario, tine retrieval system ~ 1~
shows the user a set of retrieval results and the user provides some form ofjudgment on the retrieved images. The system then learns from the feedback, updates its parameters and derives a new set of retrieved images and the process continues iteratively.
Most of the early techniques for relevance feedback were based on two principles: (i) query point movement which moves the query point in the feature space such that more relevant images are included in the neighborhood of the query (ii) feature relevance weighting which stretches the feature space along those directions in which relevant images Fe well separated from non-relevant images. The MARS system [I] uses feature relevance weighting where the weight for each component is the inverse of the standard deviation of this component across the relevant examples. n e new query is updated as the linear combination of the previous query, the average of the relevant examples and the average of the non-relevant examples. The feature selection scheme proposed in [SI selects those features that maximize a feature relevance measure (the ratio lmage and Video Refrieva//577 of inter-class scatter to intra-class scatter). A certain numher of features is selected and the rest are discarded. The method we propose improves on [ 5 ] since the numher of features to be selected is not a constant. It varies From iteration to iteration and from query to query depending on the query itself and the relevance feedback provided by the user. The use of a sparse classifier differs from the use of SVMs in that every feature contributes to the construction of the discriminating surface when using SVMs, whereas, only a subset of the features contributes to the structure of the sparse classifier. Both feature selection and classification are simultaneously performed in OUT algorithm.
SIMULTANEOUS RELEVANT FEATURE SELECTION AND CLASSIFICATION FOR RELEVANCE FEEDBACK

Simultaneous Feature Selection and ClassiJication
A sparse classifier is used for simultaneous relevant feature identification and classification. The algorithm makes use of the property that minimization of the 1 norm of a vector results in a sparse vector [6] . In t h s case, the vector corresponds to the weight vector of the hyperplane and hence minimizing its 11 norm yields a hyperplane characterised by a sparse weight vector.
Consider the set D = ((xj,yi), i = 1,2,. . . , n}, where then this component of the weight vector does not contribute to the calculation of z and it can he ignored. Such components are then defined to he non-relevant whereas the components that actually do contribute to the calculation of z are defined to be relevant. Only the relevant components of w are then used during classification of all the images in the database. To find a sparse classifier, we try to maximize the numher of zero elements in w. Let the 10 norm of w, denoted as liwll0.
bedehedas//w/lo=numberof(j l w j # O}i.e. thenumber of non-zero elements of w. 
C is an adjustable parameter that weighs the contribution of misclassified samples.
ALGORITHM FOR RELEVANCE FEEDBACK
The simultaneous relevant feature identification and classification are applied to the relevance feedback scenario as follows: The user provides a query image to the content-based retrieval system. The system retums to the user, a set of p images classified as relevant (p is the number of images displayed to the user). The images marked relevant oinonrelevant by the user are used to train a sparse classifier which is used to classify the images in the database. The images classified as, relevant by the sparse classifier are sorted in descending order oftheir distance to the separating hyperplane. The images farthest From the hyperplane are the most relevant. The top p images in this sorted list that have not heen seen by the user in previous iterations are then displayed to the user for feedback. The feedback obtained is combined with the feedback from previous iterations to build a new sparse classifier. In this way, the process of building a classifier, classifying images in the database, showing the relevant images to the user and obtaining feedback is repeatedly performed. In the fmal iteration, the user is shown thep relevant images farthest from the hyperplane over all the previous iterations.
Analysis ofRelevant Features Selected -
The identification of the relevant features is performed during the formation of the sparse classifier. Consider a set of images belonging to the same semantic category. Each of these images is used as a query image and a few iterations of relevance feedback are performed for each query. The set of selected feature components is stored for each query image. A histogram of the selected feature components for all the images in the set is then constructed and it is used to analyze which feature components and which features were selected the most number of times. Feature selection thus enables the association of a set of components ofvisual features with a semantic category. This association may aid future experiments to find and verify the features most pertinent to an image depending on its semantic content.
. EXPERIMENTAL RESULTS
The datasets used contain natural images obtained fiom the . We compare with these schemes since each of them performs only one of the two tasks that our method performs simultaneously i.e. feature selection and classification. These schemes and our algorithm are denoted .by MARS, FS, SVMAL and SFSC resp. in the graphs shown. 
Results
From Fig. I(a) , we can see that for dataset 1 (500 images), with 50 images shown to the user, the retrieval accuracy increases from 0.66 after 1 iteration, to 1 .0 after 5 iterations of relevance feedback As the number of images in the dataset increases, the retrieval accuracy decreases. This is expected since in a larger dataset, there are more images that are similar hut non-relevant to the query image. Even for the largest dataset (6000 images), the retrieval accuracy improves fiom 0.33 afler 1 iteration, to 0.85 after 9 iterations of relevance feedback. For an average size dataset of 2000 images (dataset 3), when showing the user 50 images, the retrieval accuracy increases from 0.5, after 1 iteration, to 1 .O afler 8 iterations of relevance feedback. For the same dataset, when showing the user 75 images in the final iteration (Fig. l(b) ), the retrieval accuracy improves from 0.4, after I iteration, to 0.98 after 9 iterations ofrelevance feedback. Thus, even when a large number of images are shown to the user, upto 98% percent retrieval accuracy is achieved. '   Fig. 2 compares the performances of the four algorithms for an average size dataset (dataset 3, 2000 images). The retrieval accuracy of both the algorithms that build classifiers (SVMAL and SFSC) is seen.to be initially worse than the other two algorithms. But after the initial improvement, the retrieval accuracy stays almost constant for MARS and FS. By contrast, SVMAL and SFSC improve retrieval accuracy with each iteration. forms slightly worse thaithe SVMAL when the number of images shown to the user is 50. But as we increase this number to 75, our algorithm outperforms SVMAL for the first 5 to 6 iterations and after that, its performance is comparable. Fig. 4 shows similar results for a query image of an eagle. It can also be seen that the sets of images at each iteration are mutually exclusive, and all the relevant images are consolidated in the final results.
. CONCLUSIONS
We have proposed a scheme for simultaneous feature selection and classification for relevance feedback using a sparse classifier. The weight vector characterizing the sparse hyperplane has non-zero elements that correspond to the relevant features. Experiments have shown that retrieval accuracy improves at every iteration. A comparative evaluation of our relevance feedback algorithm and three other existing algorithms shows that our algorithm performs better than the feature relevance weighting and feature selection schemes and comparably with the classification scheme using SVMs in terms of retrieval accuracy, and it has the advantage of being faster than the classification scheme using SVMs.
Our algorithm scores over SVMAL in the retrieval time.
The sparse classifier is constructed by solving a linear programming optimization problem whereas SVMAL solves a quadratic uroerammine ootimization uroblem. thus makine Mian, "Simultaneous relevant feature identification and classification in high-dimensional spaces," in Workshop on Alzorithms in Bio-informatics, Sept 2002. is split into train& time t,, and Classification timet,,. ti, is the time taken to construct the classifier using the set of training samples. t,, is the time taken to classify all the images in the database using the classifier. From Table 1 , it can be seen that the training time for our algorithm for dataset 1 is 3 to 6 times smaller than that for SVMAL and our algorithm takes half the time taken by SVMAL for classification. 
