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Abstract—Balancing an ever growing strategic game of high
complexity, such as Hearthstone is a complex task. The target of
making strategies diverse and customizable results in a delicate
intricate system. Tuning over 2000 cards to generate the desired
outcome without disrupting the existing environment becomes a
laborious challenge. In this paper, we discuss the impacts that
changes to existing cards can have on strategy in Hearthstone.
By analyzing the win rate on match-ups across different decks,
being played by different strategies, we propose to compare their
performance before and after changes are made to improve or
worsen different cards. Then, using an evolutionary algorithm,
we search for a combination of changes to the card attributes
that cause the decks to approach equal, 50% win rates. We then
expand our evolutionary algorithm to a multi-objective solution
to search for this result, while making the minimum amount of
changes, and as a consequence disruption, to the existing cards.
Lastly, we propose and evaluate metrics to serve as heuristics with
which to decide which cards to target with balance changes.
Index Terms—Evolutionary Algorithm, Multi-Objective Opti-
mization, Hearthstone, Game Balancing
I. INTRODUCTION
Games are often complex systems with a myriad of moving
parts. In such games, designers provide a large selection of
game objects, such as cards, skills or equipment, allowing
players to play the game in many different ways with varying
combinations of these game objects. However in competitive
games where players are motivated to win, players often focus
on gathering particular combinations of objects that maximize
their perceived chances of winning. Balancing these game
objects is one of the most important tasks for game designers.
In an unbalanced game, there may be a single degenerate
strategy that is unbeatable or it may be impossible to play
a particular character class well. Such a game is essentially
broken and experienced players tend to quickly lose interest.
Published by Blizzard, Hearthstone is a popular collectible
card game released in 2014 that contains over 2000 collectible
cards. During a game, two players take turns trying to reduce
the health of the opposing hero to zero. For any given game,
a player chooses 30 cards to build a deck, and only these
cards are accessible during gameplay. Cards from the deck
are randomly drawn at each turn. Naturally, players try to
pick combinations of cards that they think have the best
chance of beating an opponent. While Blizzard sometimes
edits existing cards (i.e. through nerfs and buffs), the longevity
and popularity of the game indicates that the company is
invested in keeping it well-tuned.
In part because there are millions of subscribed players for
Hearthstone, when new cards are released or existing cards
edited, these parts of the strategy space are quickly explored
by the players. Even a single misbalanced card could result in
large disruptions to the metagame (i.e. popular decks and their
win rates against each other). A balanced metagame promotes
a variety of competitive decks. While Blizzard balances the
game through a combination of deep domain knowledge,
in-house playtesting, and by examining the metagame as it
develops through data visualization, in a game with over 2000
cards, there is still a need for computational tools to help. The
question this paper addresses is how AI methods can facilitate
game balancing in a game as complex as Hearthstone.
This paper explores several methods for computationally
balancing a collectible card game. While the focus here is on
Hearthstone, the idea is that it is an exemplar for collectible
card games. Methods in this paper could potentially apply to
other games where players must choose from a wide collection
of game objects to customize their characters.
The approach to game balancing in this paper is three-
pronged. The first approach is based on the simplified assump-
tion that decks should perform approximately equally against
each other. For this first experiment, we encode a set of card
changes as an individual in an evolutionary algorithm, where
good changes are those that equalize win rates between decks.
This is a single objective optimization problem, where the
fitness of individuals depends on how close the win rates for
each deck matchup deviate from 50%.
While after launch, some changes to a complex game are
necessary to achieve balance, even small changes to cards can
have a big effect on the metagame. Furthermore, such changes
often require players to rethink their previous strategies, and
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in the case of Hearthstone they may need access to cards that
they have yet to collect. Experiment 2 is a multi-objective
optimization problem based on the same idea of balance as
the first (i.e. decks achieve balance when they reach a 50%
win rate). However, one additional objective is to minimize
changes.
While Experiment 1 and Experiment 2 holistically evolve
changes for the entire set of cards, Experiment 3 explores the
impact of targeting specific cards to balance. Focusing on a
single deck, we first rank cards by how often the deck won
if the player drew or played that card. Then we examine the
impact of nerfing each card individually on the deck’s win
rates. We observe that nerfing cards that originally had a higher
win rate when drawn (and to a lesser extent, win rate when
played) tends to impact the deck’s win rate more, suggesting
that this could be a reasonable metric to guide the search for
effective balance changes in future experiments.
II. RELATED WORK
Relevant background is described in this section includ-
ing the game Hearthstone, previous approaches using AI in
Hearthstone, and previous approaches of AI-techniques to
balance games.
A. Hearthstone
Hearthstone is a Collectible Card Game (CCG) by Blizzard
where players play as a hero from one of nine classes battling
against each other to reduce their opponent’s health points
(HP) from a starting HP of 30 to 0. Before joining a match,
players select a class and build a deck of exactly 30 cards
from a pool of class-specific cards plus a pool of neutral
cards, which are available to any class. Most cards cost a
certain amount of mana, the game’s main resource, to play.
The amount of mana available on a player’s turn starts at 1,
and automatically increases by 1 per turn, to a maximum of
10.
Each card can be of one of four types. Minion cards are
player-controlled characters that can attack other minions or
the enemy hero, dealing damage equal to their attack attribute.
They are destroyed when dealt damage equal to or greater
than their health attribute. Spell cards are single-use effects
applied when played, such as drawing cards, increasing health,
summoning minions, dealing damage. Weapons are a card type
that a hero can equip to attack other minions or the opposing
hero directly with, rather than through minion or spells. The
last card type is a Hero card, introduced in the sixth expansion.
The hero cards replace a player’s hero, sometimes changing
the hero’s properties.
Additionally, choosing a class grants the player the ability
to use that Hero’s power, which is a small effect (such as
dealing 2 damage to the enemy hero or losing 2 life in order
to draw a card) that can be used once per turn by paying 2
mana, but without requiring a card in hand.
Decks can be loosely characterized by their favored strategy.
The first common strategy this paper is concerned with is
“Aggro”, which attempts to win the game quickly, typically
with a combination of cheap Minions and direct damage
Spells, without trying to kill many opposing Minions. “Con-
trol” attempts to win the game later, after controlling the
board by using removal Spells and defensive Minions. Other
strategies exist, such as “Combo”, which attempt to assemble a
combination of highly synergistic cards which provide a large
advantage or even win the game when played together. This
paper focuses on the Aggro and Control strategies.
B. AI and Hearthstone
Being a popular and complex game, Hearthstone has been
the subject of study by multiple researchers. While many
efforts are focused on building gameplaying AIs [1]–[7], this
subject is tangential to our work. To play the game, we use
a breadth-first search together with a gamestate evaluating
heuristic to approximate common player strategies such as
Aggro or Control playstyles. This agent is part of the Sab-
berStone 1 engine we use to emulate the game. While sub
optimal, the agent performance is sufficient in terms of quality
and time for our experiments.
Evolutionary algorithms have been employed in Hearthstone
primarily to search the deck space [8]–[11]. The problem of
creating a deck is parallel to that of playing the game. Finding
a high performance card set is a non-trivial task that is beyond
the scope of this work. Rather, we utilize the decks found by
the quality diversity algorithm Map-Elites [12] when searching
the space of cards from the Basic and Classic sets of Hearth-
stone [9]. Furthermore, deck building in Hearthstone has been
investigated outside the scope of evolutionary algorithms [13],
[14], and evolutionary algorithms have been used to create
decks for other games, such as Magic: The Gathering [15].
Win rate prediction for Hearthstone decks has been ex-
plored [16], specially with the introduction of the AAAI Data
Mining Competition [17]. Most approaches are not applicable
to the problem we are introducing, considering they rely on
being trained in games played with the unchanged card stats.
Other works have targeted understanding the intricacies of
the design by learning from replays [18] or at evaluating card
uniqueness [19]. An utility measurement to analyze card and
deck usefulness in an effort to create a balance model has been
proposed [20]. While this work treats cards individually, we
are interested in the impact that changing the cards can have
on prebuilt decks with preset strategies.
Cards have been procedurally generated for Magic the
Gathering from partial information [21]. There is relation
between card generation and card tuning and balancing, but
our approach is not aimed at generating new content, but rather
evaluating and changing the pre-existing cards.
C. AI for Game Balancing
Game balancing is a difficult task. As such, techniques using
AI to facilitate or to try to automate the process have been
introduced. Most work uses agents to collect data in order to
evaluate the design and balance [22], [23].
1SabberStone - https://github.com/HearthSim/SabberStone
Card games have been the focus of some of the most
relevant work. Mahlmann et al. used an evolutionary algorithm
to search a cardset in Dominion that would provide balanced
gameplay [24]. Jaffe et al. developed a tool that calculates bal-
ance metrics of the gameplay between restricted and standard
agents, and applied such to an educational card game [25].
Volz et al. used a multi-objective algorithm to create Top
Trump decks, with win rate as one of the dimensions [26].
While these approaches are similar to the work we present,
they are applied to games with lower complexity.
Other works have targeted understanding balance in a scope
closer to ours. Krucher tried to automatically balance cards
that were initially randomly generated [27]. Our approach is
not to make individual cards balanced, but investigate if we
can make changes to the card attributes in order to balance
win rate between different decks. Zook et al. investigated
the impacts that changing a single card has on the design
of Cardonomicon, a simplified version of Hearthstone [28].
While their objective is to analyze how these changes reflect
on player behavior, our work is targeted at understanding the
level of impact changing cards can have on deck performance.
III. METHODOLOGY AND DEFINITIONS
A. Metagame and Match-ups
A Metagame can be broadly defined as the set of factors
outside the rules that affects the game experience. This can
include the set of game objects (such as cards) that are
collected by players, or less tangible factors such as heuristics
on how to play a certain game situation (e.g. whether to
prioritize killing Minions or dealing damage to the opposing
Hero versus a specific deck) and even historical information
about a certain player (e.g., upon facing the same player twice
in a row in online match-making, there is a high likelihood
they are playing the same deck as before).
This paper refers to a more narrow definition of metagame,
focusing on the set of decks that players can build, their
popularity, and expected win rate when each deck is paired
against another. The metagame evolves over time as people
discover new decks, and at any given time is simply called the
meta by the community. Sometimes decks that only differ by
a few cards are referred to as a single deck or deck archetype.
We avoid the distinction of decks and archetypes by assuming
each deck is represented by a unique deck list.
A pair of decks and the expected win rate against each other
is called a match-up, and the match-up between decks A and B
is said to be favorable for deck A if deck A’s win rate is above
50%. Note that draws are possible, but rare in Hearthstone, so
games that end in draws are ignored in our work. The match-
up between two equal, or very similar decks is sometimes
called the mirror. We can also talk about a deck’s win rate
against the meta, which is the average win rate of all that
deck’s match-ups, weighted by the prevalence of the opposing
deck in the metagame:
Wi =
N∑
j=1
WijP (j)
where Wi represents deck i’s win rate versus the metagame, N
is the total number of different decks, Wij is deck i’s win rate
versus deck j and P (j) the probability of being paired with
deck j in a match, also sometimes called deck j’s prevalence or
j’s share of the metagame. Note that it includes mirror matches.
In this paper, we consider P (j) = 1N for all decks, meaning
Wi is simply the average win rate across all match-ups.
B. Balance
While determining whether or to what degree a game is
balanced is a subject of debate by the community, one possible
measure is that the metagame is more balanced as the win rates
of all its match-ups approach 50%. An alternative measure is
that every deck’s win rate versus the meta should be as close
as possible to 50% or that all decks take a similar share of
the metagame. This definition allows us to formulate balance
metrics based on the deck’s pairwise match-ups, the deck’s
win rate against the meta, or a deck’s prevalence. Because
in most of our experiments we are dealing with metagames
consisting of three distinct decks, we decided, for simplicity,
to use pairwise match-up win rates as our metric. This will be
defined in section IV-A.
While our experiments use this metric, this should not be
taken as endorsement of this metric in the general case. A
more nuanced view is that it is not the designer’s job to
perfectly balance all game objects, even if it were possible.
Gutshera [29] argues, in the context of balancing content for
games such as Magic: The Gathering, that it can be desirable
to have some game elements that are not viable (where viable
means “not strictly dominated”), because figuring out which
objects are valuable can be an appealing aspect of gameplay.
However, the viable objects are still expected to be balanced,
while accepting that some game objects will be non-viable.
While in our experiments there are a fixed set of decks
represented by a single deck list of thirty cards, the view above
is especially relevant in more complex scenarios where this
assumption doesn’t hold. In this case, it might be important to
consider not just how close each deck gets to perfect balance
according to the chosen metric, but also how many reasonably
balanced decks there are out of all possible decks, and how
diverse these balanced decks are to each other.
We have so far assumed implicitly that the objects be-
ing balanced are decks and that we want decks to perform
similarly to each other under the chosen metric. However, it
is possible to balance around other objects. One could, for
example, desire that a large number of different cards are
playable and viable. One could also talk about the balance
of strategies or heuristics, searching for metagames where a
large number of strategies or heuristics are viable.
C. Card Changes to Promote Game Balance
While significant resources are expended during design
to ensure balance, sometimes content creators misjudge the
power level of a card when releasing a new set. Sometimes
players find a hidden interaction between cards that leads
to undesirable game states. Sometimes a metagame simply
stagnates, with players converging on a consensus of what is
the best deck, which halts innovation and leads to repetition.
Regardless of the reason, sometimes action by the game’s
designers is necessary to restore balance, which is usually
referred to as a balance change [30].
In electronic games, a balance change typically consists of
changing the attribute of one or more game objects to change
their power level or to stop specific undesirable interactions
between game objects. A change in card properties that makes
a card more valuable is called a buff, while one that decreases
its value is called a nerf.
In physically distributed card games (such as Magic: The
Gathering), changing a card’s attribute is less practical, as it
would lead to players owning an outdated copy of a card,
which they might not even be aware has been changed. In such
games, balance changes typically take the form of banning
(prohibiting the use in sanctioned tournaments) or restricting
(decreasing the number of copies that can be in a deck) cards.
In this paper, we consider balance changes defined by the
increase or decrease in one or more of the following attributes
of one or more cards:
• Cost is the amount of mana required to play each card.
• Attack is a property of minion and weapon cards and
indicates how much damage each deals.
• Health is a property of minion cards and indicates
how much damage the minion can sustain before it is
destroyed.
• Durability is a property of weapon cards that indicates
the number of times a weapon can be played.
An increase in mana cost or a decrease in attack or health
is a nerf while a decrease in mana cost or an increase in attack
or health is a buff.
Note that cards are fully defined by more than these prop-
erties and other properties of a card can be subject to balance
changes. As an example, the neutral card, Patches the Pirate,
was nerfed by losing the keyword Charge, which allowed it
to attack on the same turn it was summoned. Nevertheless, we
choose to focus on mana cost, attack, health, and durability
as they are shared by all cards of the appropriate type, have
a simple representation and allow us to express the majority
of balance changes to cards in Hearthstone. Reference [31]
lists all of the patches and updates of Hearthstone since those
implemented in the alpha phase of development. Each patch
catalogues all changes to cards, including changes that were
motivated by balance.
D. Magnitude of Balance Changes
We define the absolute magnitude of a balance change as
the sum of the absolute value of each change in attribute,
weighted by that attribute’s weight:
M =
∑
abs(Ci) ∗ wi
Where Ci is the change in an attribute and wi equals 2 if
the attribute is mana cost and 1 otherwise. We use the weight
W because, in practice, changing a Minion’s attack or health
by 1 tends to have a smaller impact than changing its mana
cost by 1. In fact, it is common that, for Minions that perform
similar functions but differ by 1 mana, the more expensive
minion will have +1/+1 in attack/health. For this reason, we
consider a change in mana cost to have double the magnitude
as a change in attack or health/Durability.
IV. EXPERIMENTAL SETUP
While several previous approaches explore the space of
possible decks and creating competitive decks [8]–[11], [13],
this paper investigates the impact of small changes to card
properties on the deck’s meta performance, where meta per-
formance is measured as the average win rate against the other
evolved decks.
Experiment 1 aims to maximize balance in the metagame
through evolutionary search, where chromosomes are changes
in properties of a card represented as integer vectors. Because
it is important for players that their cards maintain some
consistency, Experiment 2 searches for the minimal changes to
balance the metagame. Experiment 2 replicates Experiment 1
with an added criteria of minimizing the magnitude of changes
to the properties of the cards. Experiment 3 further isolates the
deck space to target cards that need nerfs or buffs to minimize
changes while simultaneously balancing the meta-game. The
approach in this paper is to start from a set of competitive
decks proposed by Fontaine et al. [9] and through evolution
alter the properties of the cards to achieve balance in deck
performance.
In Fontaine et al. [9], twelve decks were evolved for
the hunter, paladin, and warlock classes playing an aggro
and control strategy with two different opponent decks in
evolution. These decks were evolved through a variant of the
Multi-dimensional Archive of Phenotypic Elites (MAP-Elites)
algorithm [32] called Map-Elites with Sliding Boundaries, and
were first played against a pool of starter decks composed of
basic cards, and then played against those evolved to beat
these starter decks. The evolved decks had access to cards in
the basic and classic sets.
We then decided to evaluate all these decks against each
other. Performance is measured by pairwise match-ups, each
played 10, 000 times as shown in table I. Interestingly, game-
play heuristics have a significant impact on deck performance:
all decks perform better when evolved with the Control heuris-
tic. This is especially visible when comparing the performance
of Hunter decks evolved with the Aggro and Control heuristic
For this paper, to reduce the space of decks, we selected one
deck and heuristic combination for each hero is from these
twelve competitive decks. These will be our focus on for the
remainder of the paper:Exp1: Hunter (Aggro), Exp2: Paladin
(Control), and Exp2: Warlock (Control).
Table II shows each of these three deck’s performance
when considering only the match-ups against each other. From
this point on, we will call the “Small Meta” the meta-game
consisting of these three decks or the decks evolved from
them in the subsequent experiments. We will denote “Original
Meta” the meta-game defined by the original twelve decks.
Exp1
Hunter
Exp1
Hunter
Exp1
Paladin
Exp1
Paladin
Exp1
Warlock
Exp1
Warlock
Exp2
Hunter
Exp2
Hunter
Exp2
Paladin
Exp2
Paladin
Exp2
Warlock
Exp2
Warlock
Win
rate
vs.
(Aggro) (Control) (Aggro) (Control) (Aggro) (Control) (Aggro) (Control) (Aggro) (Control) (Aggro) (Control) Meta
Exp1:Hntr.(A) 0.50 0.06 0.11 0.03 0.08 0.05 0.49 0.06 0.10 0.07 0.08 0.04 0.14
Exp1:Hntr.(C) 0.94 0.50 0.39 0.28 0.57 0.37 0.93 0.35 0.46 0.25 0.53 0.40 0.50
Exp1:Pldn.(A) 0.89 0.60 0.49 0.41 0.59 0.57 0.88 0.66 0.44 0.48 0.53 0.52 0.59
Exp1:Pldn.(C) 0.96 0.71 0.59 0.50 0.72 0.58 0.95 0.59 0.61 0.43 0.72 0.67 0.67
Exp1:Wrlk.(A) 0.91 0.42 0.42 0.28 0.50 0.36 0.88 0.36 0.37 0.29 0.38 0.38 0.46
Exp1:Wrlk.(C) 0.95 0.63 0.42 0.42 0.63 0.50 0.91 0.41 0.43 0.35 0.60 0.55 0.57
Exp2:Hntr.(A) 0.51 0.07 0.13 0.05 0.11 0.09 0.50 0.07 0.10 0.09 0.10 0.05 0.16
Exp2:Hntr.(C) 0.94 0.64 0.33 0.35 0.64 0.50 0.9 0.50 0.46 0.33 0.57 0.52 0.56
Exp2:Pldn.(A) 0.90 0.54 0.55 0.39 0.62 0.56 0.89 0.53 0.49 0.45 0.57 0.47 0.58
Exp2:Pldn.(C) 0.93 0.75 0.51 0.57 0.70 0.65 0.92 0.58 0.55 0.50 0.69 0.74 0.67
Exp2:Wrlk(A) 0.91 0.47 0.46 0.27 0.61 0.40 0.89 0.43 0.42 0.31 0.51 0.45 0.51
Exp2:Wrlk(C) 0.96 0.60 0.47 0.33 0.60 0.45 0.95 0.45 0.52 0.26 0.55 0.51 0.56
TABLE I
RESULTS FROM PAIRWISE PLAY OF TWELVE COMPETITIVE DECKS 10,000 GAMES
Deck Name Exp1: Hunter (Aggro) Exp2: Paladin (Control) Exp2: Warlock (Control) Individual vs. Meta
Exp1: Hunter (Aggro) 0.5 0.0666 0.0384 0.2018666667
Exp2: Paladin (Control) 0.9311 0.5 0.7381 0.7227333333
Exp2: Warlock (Control) 0.9622 0.2648 0.5 0.578
TABLE II
THE PERFORMANCE OF EACH DECK IN THE SMALL META
A. Experiment 1: Meta Evolution
The first experiment searches to maximize game balance by
evolving properties of cards in the decks chosen to represent a
low, high and medium level of competitiveness: Exp1: Hunter
(Aggro), Exp2: Paladin (Control), Exp2: Warlock (Control).
While there are 30 cards in each deck, there are 64 unique
cards. Six are spells, 56 are minions, and two are weapons.
Spell cards are adjusted through their mana cost properties,
while minions and weapons are adjusted through their mana
cost, attack, and health properties. While spell cards can
potentially be altered through the magnitude of their effects,
many effects are unique (e.g. Tirion Fordring’s equip a 5/3
weapon, Archmage Antonidas’s whenever you cast a spell, add
a ’Fireball’ spell to your hand). Future work aims to categorize
the effects of these spells to evolve more comprehensive
changes.
In these experiments, the population is composed of chro-
mosomes that represent the changes to all card properties in the
small meta. Here chromosomes are integer vectors of length
180 as there are three decks with sixty four unique cards.
Six cards are spells with only one variable property, and 58
are weapon or minion cards with three variable properties.
Therefore the length of a chromosome is calculated as 180 =
58 × 3 + 6 × 1. Each gene is an integer representation of
changes to either mana cost, attack, or health properties in the
range of [−3, 3]. When Blizzard changes these card properties
they often change in the range of [−2, 2], but in rare situations
properties are changed by three. For these experiments, despite
what a chromosome may indicate, card properties are bounded
between [0, 10] .
The evolutionary parameters for the experiment are a pop-
ulation of size 100, crossover rate of 35%, and mutation
of 20%. Crossover is two-point, and mutation changes each
number with probability of 5%. Parents are selected through
tournament selection of size 3. Individuals are evaluated by
first making changes to the cards in the decks and then playing
300 games in total, with 100 match-ups between Exp1: Hunter
(Aggro) and Exp2: Paladin (Control), Exp2: Paladin (Control)
and Exp2: Warlock (Control), and Exp1: Hunter (Aggro) and
Exp2: Warlock (Control). Fitness is calculated as follows:
F =
√
4
3
∑
i<j
(wij − 0.5)2
where wij is the win rate of deck i vs. deck j, and 43 is a
constant for normalization so that F ∈ [0, 1]. That is, fitness
is calculated as the (normalized) Euclidean distance between
the vector of candidate match-up win rates and an ideal vector
where all entries equal 0.50. Using this definition, our original
small meta set has a fitness of 0.78. While ultimately a good
and playable meta decks would have some intransitivity [8]
(that is, deck A might beat deck B, which beats C, which in
turn beats A), the goal for candidates is to achieve complete
balance with a fitness of 0.00 meaning that no changes are
necessary to achieve a win rate of 0.50.
The results of experiment 1 are shown in figure 1. The
best individual across all generations had a fitness of 0.0062,
showing that the algorithm can find card change combinations
leading to an almost perfectly balanced metagame.
However upon examining this individual, the sum or mag-
nitude of all changes to the 180 properties is 403, where the
average individual in that generation had a magnitude of 402
(out of a maximum of 540). While these changes steer the meta
to balance, the number of these changes would overwhelm a
human designer and frustrate the game’s players.
Fig. 1. Average, Min and Max fitness over 12 generations. Baseline is the
fitness of the original Small Meta, 0.78
Fig. 2. A scatter of points representing the individuals achieved through multi-
objective optimization, with the Pareto Front (non-dominated individuals)
highlighted in red. The seeded individuals (representing a metagame with
no changes and the best metagame from Experiment 1) are highlighted in
yellow.
B. Experiment 2: Multi-Objective Evolution
While experiment 1 found individuals that could steer
the meta decks to a 50% win rate, the distribution of the
changes would be potentially cause large disruptions in current
gameplay. Experiment 2 therefore aims to minimize changes
while still achieving balance. Changes are measured by the
sum of the values in the vector of an individual called its
absolute magnitude.
To minimize the magnitude of changes, a multi-objective al-
gorithm called NSGA2 [33] is run. An individual is dominated
when there exists another that is strictly better (i.e. smaller
values for changing card properties) across all card properties
of the cards. NSGA2 identifies the set of non-dominated
individuals when considering both the meta balance metric
(defined by the distance of the pairwise win rates to 0.50)
and the magnitude of changes metric. Selection is performed
by the NSGA2 algorithm, and crossover and mutation follow
the same rates and procedures of experiment 1 (i.e. two point
crossover rate of 35% and a mutation rate of 20%. Each run
was initialized with 98 randomly generated chromosomes, plus
the best individual from experiment 1 (which had a balance
metric of 0.0062 and a magnitude of changes of 402) and
an individual representing the unchanging meta (which has
a balance metric of 0.43 and, trivially, zero magnitude of
changes).
An individual’s multi-objective fitness (MOF) is defined as
MOFi = (Fi,Mi)
where F is the previously defined meta balance metric and Mi
the magnitude of changes metric. Note that both F and M are
metrics we are attempting to minimize. An individual i is non-
dominated if, for every other individual j in the population,
one of the conditions below hold:
• Fi < Fj or Mi < Mj or (Fi = Fj and Mi =Mj)
We executed two independent runs of this experiment, for 32
and 47 generations respectively. Figure 2 shows the scatterplot
of all individuals of both runs, with the set of individuals
that were not dominated by any individual in each experiment
(also called the Pareto Front) highlighted in red. Our individual
with the lowest value for the meta balance dimension F had
a multi-objective fitness of (0.008, 154), and the individual
with lowest value for the magnitude of changes dimension
M was the starting individual with no changes, who had a
multi-objective fitness of (0.43, 0).
Note that our best individuals in Experiment 1 and Experi-
ment 2 had about an equal balance score (0.006 in Experiment
1 and 0.008 in Experiment 2). Interestingly, this is not the
same individual as the best individual from Experiment 1,
which achieved a still low meta balance of 0.063 on this
run. This is probably due to noise in the evaluation, which
consist of playing 300 games per match-ups and comparing
the win rates with the ideal 50%. Nevertheless, we managed to
achieve similar meta balance with less than half the magnitude
of changes when compared to experiment 1 (154 versus 402).
C. Experiment 3: Heuristics for selecting cards to balance
After showing in experiment 2 that a balanced metagame
can be found with a smaller magnitude of changes than that
in experiment 1, experiment 3 aims to predict which cards to
target with a nerf or buff to achieve the best possible balance
with the least possible changes.
For this experiment we define two auxiliary metrics that
apply to cards in a deck, both listed by sites that aggregate
Hearthstone replays (e.g. http://HSReplay.net). Win Rate when
Played (WRP) considers only games where at least one copy
of the card is played. It is defined as the number of games
won when at least one copy of the card is played divided by
the total number of games where at least one copy of the card
is played. It is a way to measure the positive “impact” of a
card once it is played.
Win Rate when Drawn (WRD) considers only games where
at least one copy of the card is drawn (not necessarily played).
It is defined as the number of games won where at least one
copy of a card was drawn divided by the total number of
games where at least one copy of that card was drawn. It is a
way to measure the positive “impact” of seeing a card in your
hand, regardless of whether or not it was ever played over the
course of the game. When compared to WRP, WRD tends to
favor cheaper or more versatile cards, because cards that are
expensive or situational tend to have a disproportionate impact
in the game when successfully played, to compensate for the
times where it cannot be played.
We define a card’s Win Rate after Nerf (WRN) as the deck’s
win rate when forced to play with a nerfed version of the card
which costs one additional mana. This is meant to serve as a
measure of a nerf’s impact: the lower the WRN after nerfing
a card, the more our targeted nerf was successful in balancing
a dominating deck.
To compute WRN, we took every card in the Exp2 Paladin
(Control) deck and, for each card ran a set of 10000 matches
between Exp2 Paladin (Control) and the other 11 decks of the
Original Meta, while increasing the nerfed card’s mana cost by
1. Our hypothesis was that nerfing cards with higher WRP or
WRD would have a bigger negative impact in the win rate of
the deck. We also expected the impact to be greater for WRD,
as WRD paints a more realistic picture of a card’s power by
taking into account situations where a card was drawn but
could not be played.
For space considerations, we are unable to show the full
relation of WRD, WRP and WRN for all the cards in the
deck list. The card with highest WRD is Consecration, a four
mana card that deals two damage to all enemy minions and
the enemy hero, which serves as a check against an opponent
who gets ahead on the board. The card wish highest WRP is
Tirion Fordring, an expensive eight mana minion with high
6/6 stats, Taunt, Divine Shield (which prevents the first source
of damage) and the ability to summon a powerful weapon
when it dies. Interestingly, Consecration ranks third by WRP
and Tirion Fordring ranks third by WRD. While they are
both powerful cards, we suspect Consecration has WRD >
WRP because it is typically best played from an unfavorable
position, when the opponent is ahead on board. Meanwhile,
Tirion Fordring likely has WRP > WRD due to it being high
cost, making drawing it in the early turns a liability.
Figure 3 shows the relationship, across all cards, of both
WRD and WRP with the deck’s win rate after the corre-
sponding nerfs (WRN). Figure 3(a) shows a small negative
correlation between WRP and WRN Figure 3(b) shows a
slightly bigger negative correlation between WRD and WRN.
A negative correlation means the deck’s win rate tends to fall
more sharply when a card with high WRP or WRD is nerfed,
which indicates that nerfs to those cards are more effective
at balancing a deck that is too dominant. While we make no
claims of statistical significance of these findings, the data
seems to support our initial assumptions.
V. CONCLUSION AND FUTURE WORK
This paper proposes a method for representing balance
changes in a card game such as Hearthstone and seeks to
minimize the number of changes through evolutionary search
while maximizing metagame balance (section IV-A). While
this approach successfully tuned cards to create a balanced
metagame, the tuning process in experiment 1 suggested a
disruptive magnitude of changes. To compensate, in exper-
iment 2 card changes are evolved through multi-objective
evolution with the NSGA2 algorithm to find balance changes
(a) WRP versus WRN
(b) WRD versus WRN
Fig. 3. A scatterplot of WRP (a) and WRD (b) versus WRN
that simultaneously optimize for balanced metagames and
minimized magnitudes of these changes.
The experiments in section IV-C gives us some indication
that win rate when played (WRP) and especially win rate when
drawn (WRD) are metrics that can help choose which cards
to nerf, which in the future we expect to use as a heuristic to
guide the search for a set of maximally-balancing, minimally-
disruptive balance changes.
However all experiments assume that a player’s deck re-
mains the same after balance changes are implemented. How-
ever, players often respond to balance changes by altering their
decks. Future work will explore deck composition in response
to a balance changes by evolving decklists after applying the
balance changes compared to the original metagame.
Finally, this paper defines a balanced metagame as one
where all decks have close to 50% win rate against all
other decks. However, future work will explore options like
optimizing a deck’s average win rate against all decks, but
permit deck intransitivity [34], [35] by allowing differences
in a deck’s efficacy against particular other decks. We could
also incorporate some metric of deck diversity (such as the
number of shared cards) and require the metagame to have a
large number of decks that are not only balanced with regard
to their win rate, but also highly diverse. One final approach
would be to formulate the problem of choosing a deck from
the metagame as a two-player game in extensive form, and
compute the Mixed Nash Equilibrium [36] for this game,
requiring that, in the equilibrium, a large number of decks are
non-dominated and have a reasonable chance of being picked.
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