Abstract. Recent US systems allow the real-time acquisition of volume data, either by freehand 3D techniques or novel transducer hardware. However, the acquisition of large volumes is limited by the field of view of the US transducer and anatomical scanning windows into the patient. Mosaicing of several 3D US scans has been proposed to generate large US volumes. Still, US imaging specific characteristics and artifacts make it challenging to create high quality mosaics. For many clinical cases, especially interventions, additional high quality CT data is available. In this paper we present a novel multi-variate, multi-modal 3D US registration and mosaicing approach, which reduces the effects of ultrasound imaging artifacts on mosaic quality, by incorporating information from co-registered CT.
Introduction
3D US imaging is becoming more and more frequently used in today's clinical workflows. Recent US systems allow direct real-time acquisition of 3D volume data. Either freehand 3D US, where a position and orientation (pose) sensor is attached to a conventional 2D US probe, or direct 3D acquisition capable US transducers are used. However the acquisition of large volume data is today still limited by the US transducer field of view and restricted scanning windows into the patient. Analog to 2D US image mosaicing, US volume mosaicing has been proposed to generate large US volumes from several acquired 3D US datasets.
Such 3D mosaic volumes of entire organs help to improve diagnostic confidence, e.g. by reducing scanning orientation induced artifacts, and transcend the role of ultrasound in radiology by providing self-contained 3D data for the reading room. For guidance of minimally-invasive interventions, such mosaics provide global anatomical reference, and allow for automatic mono-and multimodal fusion with pre-operative data. US imaging specific artifacts, e.g. noise, occlusions, speckle, make it challenging to design robust similarity measures. By using the enriched spatial and artifacts reduced information of US mosaics the registration problem is becoming less ill-posed. Besides, comparison of 3D US at different stages before, during and after the procedure, allow to better assess treatment outcome. Additionally, 3D US mosaics could also be used as databases for generating simulated US images for training and education of physicians [1] . 
Problem Statement
defined by the sum of the pair-wise cost functions Γ for all pairs (I k , I l ) over all elements v in the overlap domain Ω, where T −1 (p i ) maps an element in overlap coordinates into the i-th volume. ω (k,l) is a weighting factor for the contribution of the costs for pair (I k , I l ) to the global costs. If one chooses ω (k,l) = 1 for all pairs the total cost is equal to the average of the individual costs. Another option is to choose ω (k,l) equal to the pair-wise volume overlap, as proposed by Wachinger et al [2] to introduce a weighting favoring larger overlaps over smaller ones.
For solving the registration problem several approaches exist. They can be classified by the use of either direct or indirect cost functions, and pair-wise and simultaneous optimization approaches. Indirect approaches first pre-process the 3D US data to extract features for registration, in contrast direct approaches directly use the complete image intensity information. Pair-wise approaches decompose the global registration problem into several sequentially executed pair-wise registration problems, which are then used to compute the global registration by propagation of transformations. Simultaneous approaches directly minimize the cost function by simultaneously solving for all parameters and are more stable towards pair-wise local minima. However, they also greatly increase the computational effort per cost function evaluation. For symmetric cost functions, Eq.1 can be simplified to
which reduces the evaluation costs significantly. Once the registration problem is solved, the actual per pixel mosaic values have to be computed from the individual US intensities of different volumes. Both, the registration and mosaic steps are challenging to solve for US data due to the characteristics of US imaging itself. The intensity of the same anatomical region varies in different US scans for multiple reasons. Variations in direction of the US sound waves, give rise to occlusion and shadowing artifacts. Hypoechogenic regions can cause negative shadows in scan direction. Motion, either induced by pressure of the transducer onto the patient, internal organ motion, and of course breathing motion cause geometric variations in the images. Furthermore, US system internal signal processing, noise, speckle and operator dependent imaging control settings cause variations between different scans.
Several recent works have dealt with the problem of 3D US mosaicing. Gee et al [3] used a direct pair-wise registration approach. They reduce the complexity of the 3D/3D registration problem to a 2D/2D registration at volume intersection planes. Poon et al [4] proposed two block-based methods for improving the local alignment in the overlap volumes to compensate for the errors introduced by position trackers. Wachinger et al. [2] investigated registration strategies, pair-wise vs. simultaneous, for US mosaicing on a single phantom dataset. Simultaneous approaches proved to be superior to pair-wise ones, however resulting in high computational costs. Ni et al [5] chose an indirect pair-wise registration approach, using SIFT feature extraction. They evaluated their approach on an abdominal phantom and 3D US scans of human liver.
In this work we introduce a new simultaneous, direct, and multi-modal 3D US mosaicing approach. We chose not to use an indirect approach as reliable extraction of features from US data is inherently ill-posed in general for scans with varying field of view, scan direction, and unknown volume overlap. For many clinical scenarios a high quality CT scan of the patient is available. Our method uses the additional information from CT to improve the US/US registration by simultaneous registration of US to US and US to CT data. US/US registration problems caused by small overlap, lack of registration relevant features in the overlap volume, can be compensated by the additional information from CT. We use a variation of the method for CT/US fusion introduced by Wein et al [6] to estimate the registration parameters by simultaneously computing the registration of all US volumes to each other and to the CT scan. A simultaneous optimization was chosen instead of a pair-wise one to avoid accumulation of errors and improve overall stability of the registration. To reduce the computational costs we implemented the complete registration algorithm on GPU stream processors, greatly accelerating the multi-variate cost function evaluation compared to a CPU-based implementation.
Methods
Registration Framework. We use a GPU accelerated registration framework, supporting pair-wise, and simultaneous intensity based registration. Several, mono and multi-modal similarity measures (c.f. Table 1 ) have been implemented using OpenGL/GLSL 1 . We use global affine transformations, as rigid transformations are not sufficient to cover scale variations and shearing due to motion, scan conversion, compounding, shape of US field of view in the individual scans. A Downhill Simplex optimizer was chosen to optimize the similarity measure and determine the registration parameters. We added a transformation penalty term to the similarity measure to penalize physical impossible or unlikely transformations for US scans with a known pose guess from tracking. For US data with unknown pose, either a rough manual pre-positioning and relaxed penalty condition is used, or no transformation restriction at all. Table 1 . Used similarity measures. Left colum, pair-wise, right column simultaneous version. (Row 1) n = 1 SAD -Sum of absolute differences, n = 2, SSD -Sum of squared differences (Row 2) NCC -Normalized Cross Correlation, (Row 3) LNCC -Local NCC in a k 3 neighbourhod.
Multi-modal Mosaicing
The above described registration framework directly allows for mono-modal mosaicing of 3D US data. We incorporate the CT information into the registration algorithm by a variation of the method of Wein et al [6] . In every iteration the major US reflections are simulated from CT [7] and reconstructed into a cartesian volume [8] on the GPU. As similarity measure ϕ we chose the weighted sum of the multi-variate normalized cross correlation of all 3D US data, and real 3D US and simulated reflections (cf. Eq. 3).
where θ(CT , US k ) is the US simulation operator, simulating the k-th US volume from CT. For final refinements after registration we exchange the global NCC in ϕ with a Local NCC. Local NCC is not selected right from the start as NCC is stable enough for aligning the major features in US/US and CT/US data from the initial pose. We chose this measure as the LC2 measure proposed by Wein et al [6] for CT/US fusion proved numerically instable on recent GPUs using GLSL due to lack of double precission floating point support. However, the simulated major reflections provide sufficient information for stable CT/US registration for US scans with large tissue interfaces.
Experiments and Results
We evaluated our 3D US mosaicing framework for phantom and real clinical 3D freehand US datasets of human liver from multiple patients. Both mono-and multi-modal mosaicing were tested. The stability of the simultaneous US/US registration was evaluated on four 3D US scans of a baby phantom. The US probe was moved in cranio-caudal direction over the phantom, without a major view direction change. Therefore the intensity variation in the scans is mostly due to noise. An optimization of translation and rotation parameters was performed 100 times with random offsets of +/-10mm and +/-5 degrees from a defined ground truth pose. SSD was used as similarity measure. Table 2a depicts the standard deviations of the translation and rotational parameters for the phantom and patient dataset. The same stability study was performed for multiple real clinical datasets. Fig. 1 shows an example of an US mosaic created from four 3D freehand US scans of the liver region. For the clinical data NCC was selected as similarity measure. Table 3a depicts the results of the stability study. The results show that direct simultaneous registration performs as well on phantom as on real patient data. Tables 2b and 2b depict the performance of the framework for both mono and multi-modal registration. Table 2b shows an impressive speedup of more than 400 times of the GPU version versus a single-threaded CPU version for the same data and initial registration parameter settings. The used computer was equipped with an Intel Core Duo processor (2.6Ghz), 4Gbyte RAM and a NVIDIA Geforce GTX 280 with 1GByte of VRAM. The multi-modal mosaicing was evaluated qualitatively by visual inspection of alignment of major anatomical regions, e.g. organs interfaces, vasculature inside the liver. The improvement of alignment before and after registration is clearly visible (see Fig. 3 ), but has to be evaluated detailed and qualitatively in further studies. We validated the improved registration for problematic configurations by a testcase with two US volumes with very small overlap and one CT scan (see Fig. 2 ). Using only US intensity information the registration fails and breaks the link of the US volumes. Using our proposed mosaicing method, the US volumes are registered to each other and to the CT data (see Fig. 3 ).
Discussion
In this work we have presented a novel, multi-modal and multi-variate, approach to 3D US mosaicing. The additional information about the patient anatomy from CT allows mosaicing of US scan configurations with very small pair-wise volume overlap and reduces problems caused by US intensity variations. We demonstrated that direct, simultaneous mono and multi-modal 3DUS mosaicing works on clinical data.In future work we will conduct an extensive evaluation of the proposed method on phantom and real clinical datasets. Physician defined landmarks in CT and US data will be used to assess the quality and correctness of the method. Our work also addressed the current major limitation of direct, simultaneous, multi-variate image registration by implementing the most expensive computations on stream processors of computer graphics hardware. Our vision is to extend it to a general multi-modality, multi-variate image registration framework. The objective is to perform multi-modal registration not only for data from a pair of modalities but to incorporate all information into the registration framework.
