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Abstract 
House price index (HPI) based on real transaction prices is commonly estimated by the repeat sales model which utilizes 
sales pairs traded over twice during the period of interest. Since the conventional repeat sales model is based on the 
ordinary multiple linear regression, it is affected considerably by outliers. In addition, it produces quite unstable HPI in case 
of insufficient sales pairs. To tackle these problems, a quantile regression based repeat sales model with an appropriate 
penalty function is suggested. The induced HPI from the proposed model shows much stability compared to the 
conventional methods. Moreover, the HPIs derived from the penalized quantile regressions for various quantile parameters 
provide us with valuable information which cannot be obtained from the existing repeat sales models based on ordinary 
multiple linear regression. As a result, the proposed method for constructing HPIs can be considered as an alternative to the 
conventional repeat sales price indices in that it provides very stable and informative HPIs. 
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1. Introduction  
House price index (HPI) represents the level of the house price at a certain time period compared to the base 
line time point. One of the worldwide trends for constructing HPI is to use real transaction sales prices rather 
than the surveyed prices of the houses which are preselected as a sample. The HPI based on arms-length prices 
is commonly constructed by hedonic price model or repeat sales model. The latter, which was proposed by [1], 
has been used in many countries since it is very simple and requires only transaction prices and the traded time 
points while the former needs various house characteristics that are difficult to obtain and a suitable hedonic 
function structure that is hard to set completely. Nonetheless, repeat sales model has some drawbacks such as 
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sample selection bias, index revision, instability of the index in case of insufficient sales pairs, vulnerability to 
outliers, etc. Sample selection bias is actually inherent to almost all HPI construction methods based on real 
transaction prices because the traded houses, which are used in HPI construction, are not representatives of all 
existing houses. The problem of index revision means that the indices are revised continually as the new sales 
pairs are added to the data set with which the repeat sales model is materialized at every time period. The fact 
that the indices determined once can be changed next time might lead the users to a confusion when they are 
making a decision based on the HPIs. Empirically, the index revision shows some inertia to mostly move 
downward and the reason is not understood fully although it is claimed by [2] that the cause of index revision is 
the ’flat’ that is frequently traded house. The next problem of the repeat sales model is the HPI instability when 
applied to the case of insufficient sales pairs. This problem has been dealt by several researchers, [3-6], to name 
a few. When the sales pairs are not sufficient the repeat sales indices are estimated as very rough and zigzag, 
hence it is not applicable to small area where sales pairs are not secured sufficiently. Lastly, since the repeat 
sales index is induced from the ordinary linear regression it is often affected considerably from outliers. The 
described problems of the repeat sales model motivated to apply the quantile regression which is quite robust 
and think of a suitable penalty function in order to make the indices smooth as enough as to be used when the 
sales pairs are not sufficient. In addition, the quantile regression based HPI estimation provides us with a 
valuable information regarding house price trend by estimating the HPIs corresponding to several quantile 
parameters since quantile regression can describe more complete pictures of the conditional distribution of the 
response than the ordinary multiple linear regression which is concentrated on a central tendency. The structure 
of the article is as follows. Section 2 describes the basics of the repeat sales regression model for constructing 
house price indices and suggests a case analysis which shows an instability of the repeat sales index when it is 
deduced from the thin file area where the sales pairs are not sufficient. In Section 3, a brief explanation about 
quantile regression model is given and a smoothed quantile regression based HPI estimation method is 
suggested with some simulation results using a realϋworld data set. Then, a conclusion is made in Section 4. 
 
2. A Basic of Repeat Sales Model for HPI  
Suppose that a house  was sold at time  with the price . Let  be characteristics of a house 
such as area, number of bedrooms, etc. A hedonic model for a house price can be cast as follows. 
 
where  is the value of the characteristic  and  denote a macro environment reflecting the general level 
of price at time . We assume that  and  are independent random errors with  
for all . When the house  was sold twice, namely at time  and , the log of price ratio is given by 
 (1) 
Given that each attribute  and its value  of the house  do not change over time, equation 
(1) is simplified to the following repeat sales model. 
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 (2) 
where  is a dummy variable representing the traded time periods such that , and 0 
otherwise. Note that the number of observation  indicates the sales pairs rather than the all houses traded 
during the whole periods. If a house was sold more than twice, for example at time , then 3 sales pairs 
are composed by  and treated as independent observations in (2). From (2), the house price 
index at time  is given by  which indicates the house price level at time  compared to the base 
period . We can obtain the estimates for  simply solving the following multiple linear regression. 
  
with the response vector  and the design matrix  where all the elements 
of  row of  are 0 except for  and . The ordinary least squares method produces 
 and the repeat sales house price index at time  is given by  with its 
coefficient of variation  which is a confidence measure of the produced indices 
([7]). 
In the next section we will briefly review on quantile regression which is more robust than the ordinary least 
square regression and then suggest a new method for estimating repeat sales indexes using a smoothed quantile 
regression model, which is designed for the case of insufficient sales pairs.  
3. Penalized Quantile Regression Based Repeat Sales HPI  
3.1. A brief review on quantile regression 
A quantile regression aims to estimate the  conditional quantile of the response which is defined by 
 
where  is the conditional distribution of  given . Suppose that the regression quantile function is 
given as a linear function  . Then given a set of independent input-output  pairs , the linear 
quantile regression model is formulated by 
 
where is the  quantile of  is zero. The regression quantile function for any given  is estimated by 
solving the following problem. 
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where  is the check function. Note that  corresponds to the median regression 
which minimizes the sum of absolute residuals. Several algorithms for computing the regression quantile  
have been proposed such as simplex method ([8-9]), interior point method ([10]) and smoothing method ([11]). 
Chen and Wei ([11]) compared the algorithms in the perspective of some practical computational issues.  
3.2. A smoothed quantile regression based HPI estimation 
Quantile regression was used to estimate house price index by several researchers such as [13-15], to name a 
few. The quantile regression based repeat sales model is recommended due to its robustness to outliers caused 
by sample selection bias. However it does not produce stable indices in case of insufficient sales pairs likewise 
meanϋbased procedure. Therefore we suggest a penalized quantile regression based HPI estimation method 
which can produce a stable HPI even in a thin file area. As in [7], the smoothness of the resulting indices would 
be acquired by applying an appropriate penalty function which is designed to penalize the difference of 
consecutive regression coefficients. Besides, the quantile regression based HPI estimation can also provide 
valuable information by estimating various HPIÿs corresponding to several quantile parameters which cannot 
be the case in meanϋbased model. The objective function of the proposed method is as follows. 
 (3) 
where the penalty function  gives a smoothing effect of the regression coefficients by 
penalizing the high quantity of the difference of two adjacent coefficients. This property solves in part the 
problem of high volatility of the estimated HPI under the limitation of insufficient amount of transaction pairs 
([7]). To minimize the objective function , we can use a nondifferentiable convex optimization method 
such as bundle method which is incorporated in R-package, bmrm ([16]). For a detail of the bundle method, 
refer to [17]. Instead, we describe how to use the r function in bmrm which is implemented for the ridge 
penalty instead of the squared difference penalty in (3). Let  and 
 with . Then, the objective function  is represented by 
 
Therefore, after obtaining the  by the bundle method in bmrm they can be transformed to 
 through . 
3.3. Data analysis 
Now we provide a simple case study of applying the conventional repeat sales model to HPI construction 
with the insufficient sales pairs. Fig 1, adopted from [7], depicts an example of the repeat sales monthly 
indexes for ‘Apartments’ (circle) and ‘Row houses’ (square) in Gwangju city in Korea from January 2006 to 
July 2013. The index for ‘Apartment’ is stable and represents the price trend well, but the one for ‘Row houses’ 
is quite volatile and zigzag so that it cannot be used as a proper house price index. This shows the problem of 
repeat sales indexes in a thin file area since the amount of sales price pairs for ‘Row houses’ in the city is too 
insufficient to obtain reasonable repeat sales indexes. 
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We applied the proposed penalized quantile regression method to estimate a HPI for ‘Row houses’ with the 
quantile parameter. The estimates for the regression coefficients and their standard errors are given in Table 1, 
where the standard errors are obtained by the bootstrap methods with 200 replications. The repeat sales indexes 
induced from the penalized quantile regression coefficients are displayed as a line with circles in Fig 2. We can 
observe that the estimated indexes are very stable compared to the one (a line with squares) obtained from the 
original repeat sales model. The indexes from the proposed method show stability as good as that of 
Apartments in Fig 1. As in [7], we can quantify the confidence of the HPI with CV of the indexes and the 
stability with the mean and standard deviation of the absolute differences between the adjacent indices values. 
Table 2 shows the confidence and stability of the indexes induced from the conventional repeat sales model and 
the proposed model. From the table we can verify that the proposed method enhanced the confidence and the 
stability of the indexes. 
As aforementioned, quantile regression based HPI can provide additional information on the house price 
trends by estimating several HPIs corresponding to various quantile parameters. Fig 3 represents the repeat 
sales house price indices induced from the proposed method with three quantile parameters, i.e., 
 for the row houses in Gwangju from January 2006 to July 2013. We can see that house 
price trends are quite different depending on the quantile parameters. House price index means a general level 
of the representative house at a particular time compared to the base period when the house price level assumes 
100. In this sense, the solid line ( ) represents the central tendency of the price level while the dashed 
line ( ) denotes the trend of the upper 25% prices. Similarly, the dotted line ( ) shows the price 
level of the lower 25% house prices. From Fig 3, we see that the upper 25% prices increase more rapidly than 
the central tendency while the lower 25% prices show almost unchanged at July 2013 compared to the base 
period January 2006. It is notable that the median price level increases by 47% but the upper 25% house prices 
increase more than twice from the base period to July 2013. This means that expensive houses have been the 
driving force behind the increase of the central house price index. Moreover, we can observe that the difference 
of the price levels between the upper and the lower priced houses is more and more enlarging over time.  
 
 
 
Fig. 1. Monthly repeat sales indexes for Gwangju city in Korea 
 (square: Row houses, circle: Apartments)  
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Fig. 2. Monthly repeat sales indexes for row houses in Gwangju city 
(square: conventional method, circle: proposed method ( )) 
 
 
 
 
 
Fig. 3. Penalized quantile regression based repeat sales indexes for row houses in Gwangju city 
(dashed: , solid: , dotted:  ) 
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Table 1 : Estimated regression coefficients and standard errors 
Month Estimates Standard error Month Estimates Standard error Month Estimates Standard error 
’06.2 0.1550 0.0061 ’08.8 1.1381 0.0270 ’11.2 1.3882 0.0275 
3 0.3262 0.0130 9 1.1687 0.0262 3 1.3439 0.0280 
4 0.4174 0.0173 10 1.1774 0.0250 4 1.3496 0.0274 
5 0.4439 0.0195 11 1.1411 0.0249 5 1.3496 0.0272 
6 0.5553 0.0215 12 1.1648 0.0251 6 1.4543 0.0277 
7 0.5116 0.0215 ’09.1 1.1035 0.0248 7 1.529 0.0279 
8 0.4491 0.0209 2 1.0734 0.0249 8 1.6286 0.0285 
9 0.5116 0.0187 3 1.1233 0.0246 9 1.7633 0.0305 
10 0.6631 0.0208 4 1.1233 0.0249 10 1.6373 0.0318 
11 0.7358 0.0228 5 1.1762 0.0259 11 1.7142 0.0304 
12 0.8085 0.0245 6 1.1141 0.0267 12 1.647 0.0301 
’07.1 0.9012 0.0248 7 1.0776 0.0274 ’12.1 1.5973 0.0300 
2 0.8589 0.0239 8 1.1141 0.0278 2 1.6727 0.0293 
3 0.8589 0.0247 9 1.1435 0.0268 3 1.6565 0.0291 
4 0.9113 0.0254 10 1.2288 0.0264 4 1.701 0.0302 
5 0.9317 0.0260 11 1.1991 0.0269 5 1.7353 0.0312 
6 0.9509 0.0276 12 1.2211 0.0278 6 1.8086 0.0321 
7 0.9622 0.0274 ’10.1 1.2482 0.0263 7 1.8019 0.0331 
8 0.9837 0.0266 2 1.2705 0.0267 8 1.8452 0.0335 
9 0.9803 0.0262 3 1.2461 0.0264 9 1.8227 0.0318 
10 0.9688 0.0250 4 1.2400 0.0265 10 1.9359 0.0321 
11 0.9798 0.0251 5 1.2675 0.0283 11 1.9351 0.0302 
12 0.9907 0.0257 6 1.2994 0.0295 12 1.9996 0.0301 
’08.1 0.9954 0.0264 7 1.2403 0.0307 ’13.1 2.0196 0.0307 
2 1.0528 0.0261 8 1.2912 0.0310 2 1.9827 0.0310 
3 1.0852 0.0254 9 1.2695 0.0298 3 1.9607 0.0317 
4 1.0223 0.0269 10 1.2728 0.0289 4 2.0096 0.0313 
5 1.0595 0.0279 11 1.2911 0.0281 5 2.0884 0.0339 
6 1.119 0.0284 12 1.3144 0.0281 6 2.0600 0.0370 
7 1.0636 0.0282 ’11.1 1.3527 0.0283 7 2.0600 0.0379 
Note: All estimates are significant under the level of  
 
Table 2: Comparison of the confidence and stability of HPIs for Gwangju city 
 Confidence Stability 
HPI (average CV, %) (absolute difference of the adjacent indexes) 
  mean std. deviation max 
Conventional repeat sales indexes 11.32 10.82 8.53 39.06 
Proposed repeat sales indexes ( ) 3.59 1.22 0.90 4.32 
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4. Conclusion  
A smoothed quantile regression based HPI estimation method was proposed to produce stable house price 
indices even in case of insufficient sales pairs. In addition, several HPIs are estimated from the model for 
different quantile parameters, which provide valuable information on the house price trends. The proposed 
penalized quantile regression can be optimized easily using the R package ‘bmrm’ with a slight modification of 
design matrix. It is considered as an interesting research topic to investigate which quantile is the most 
informative for interpreting the house price trends. Also, regional difference in HPIs for several quantile 
parameters should be studied to understand deeply how the house price trends are different depending on the 
regions. In light of such study, the proposed methods can be a useful tool to materialize. 
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