We present the image processing upgrades implemented on a Graphics Processing Unit (GPU) in the Control, Acquisition, Processing, and Image Display System (CAPIDS) for the custom Micro-Angiographic Fluoroscope (MAF) detector. Most of the image processing currently implemented in the CAPIDS system is pixel independent; that is, the operation on each pixel is the same and the operation on one does not depend upon the result from the operation on the other, allowing the entire image to be processed in parallel. GPU hardware was developed for this kind of massive parallel processing implementation. Thus for an algorithm which has a high amount of parallelism, a GPU implementation is much faster than a CPU implementation. The image processing algorithm upgrades implemented on the CAPIDS system include flat field correction, temporal filtering, image subtraction, roadmap mask generation and display window and leveling. A comparison between the previous and the upgraded version of CAPIDS has been presented, to demonstrate how the improvement is achieved. By performing the image processing on a GPU, significant improvements (with respect to timing or frame rate) have been achieved, including stable operation of the system at 30 fps during a fluoroscopy run, a DSA run, a roadmap procedure and automatic image windowing and leveling during each frame.
INTRODUCTION
The CAPIDS system [1] [2] was developed for the custom built MAF detector [3] [4] . The system has three basic functionalities. First is image acquisition control. The images captured from the MAF camera are acquired by a frame grabber board (National Instruments -PCIe -1430) via a Camera Link communication channel. The second functionality is image processing. The acquired images are post-processed on an 8-core CPU. The image processing involves flat field correction, temporal filtering, image subtraction (as part of digital subtraction angiography (DSA)), and roadmap mask generation (as a part of the road map procedure). The memory management, thread management, CPU core allocation for parallelization of the processes is handled by LabVIEW. The final functionality is the data storage. All the images acquired are stored for further viewing and analysis.
With the current generation multicore-CPU operating at faster speeds, it is possible to process 1Mega pixel images at high frame rates. However, with the introduction of CUDA (Compute Unified Device Architecture) computing by NVIDIA Corp. (Santa Clara, CA) [5] , it has become possible to implement complex image processing algorithms on a GPU which has a hardware platform for massive parallel computing, thus achieving a reduction in processing time. In the new version of CAPIDS introduced here, all the image processing techniques are implemented on a dedicated GPU present on the video card NVIDIA Model GTX 285.
METHODS
Image processing for which the operation on one pixel is the same and independent of the operation on other pixels and for which the operation does not depend on the result of the operation of another pixel can be performed on the entire image (1M pixels) in parallel. For an 8 core CPU the maximum number of operations that can happen in parallel is 8. However GPU hardware is developed for this kind of massive parallel implementation. For Example, the NVIDIA GTX 285 GPU currently used in this work has 30 multiprocessors each of which support 1024 concurrent execution threads. Combined, these multiprocessors allow the GPU to manage over 30,000 concurrent individual instruction executions. Thus for an algorithm which has a high amount of parallelism, a GPU implementation is much faster than a CPU implementation.
The following image processing functions can be performed on each pixel independently and thus were implemented on the GPU:
where , denotes the pixel in location (x,y).
2) Temporal Recursive Filtering
where K is the weight of the filter which can be changed by the user. A switch is also provided to turn the filter on and off.
3) Image Subtraction: The image is formed by detection of x-rays that have been attenuated exponentially in the body. Hence a logarithmic subtraction is used.
Image comparison for roadmap mask generation: In this processes before injecting contrast into the vessel an average of 3 images is taken as the initial reference. Once contrast is injected into the vessel, the incoming images are compared with the previous image. If the current pixel intensity value is less than the previous pixel intensity, the current pixel intensity is retained otherwise the previous pixel intensity is retained. This is because the contrast absorbs more x-rays leading to a dark image in the blood vessel region. After acquiring about 10-15 frames the final processed image is taken as the map for the roadmap procedure.
5) Automatic window and leveling for each frame: The histogram of the processed image is read using a virtual instrument (VI) in LabVIEW. The mean and standard deviation of an area in an image are used to calculate the window and level. This is sent to a CUDA dll (Dynamic-link library) which maps the image to 0 to 255 and then displays it to the end user.
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IMPLEMENTATION
An algorithm can be divided into two components: a sequential part and a parallel part. The scalar part can be implemented on the CPU, whereas the vector part can be implemented on the GPU thus decreasing the processing time and increasing the system performance. Fig. 1 gives the basic data flow involved in GPU programming [6] . The data to be processed is copied from the CPU accessible memory (RAM) to a GPU accessible memory (present on the graphics board). Then the data is processed on the GPU. The processed data is then copied back to CPU accessible memory from the GPU.
A GPU-CUDA kernel can be treated as a function which is executed in parallel on a GPU. The thread organization for CUDA is shown in Fig 2 [7] . A thread can be seen as an execution unit, and each thread executes the same kernel, thus achieving parallelism. For the CAPIDS upgrade, operation on a pixel is treated as a kernel. Each kernel (pixel) is assigned a thread, and the threads (pixels) are executed in parallel.
The image processing algorithms were written in CUDA C language and complied into a dll file (Dynamic-link library) using the Visual Studio 2008 compiler (Microsoft Corporation, Redmond, Washington). This dll file was then integrated into the CAPIDS program. Every time an image is acquired, it is passed to the CUDA dll which copies the image from the CPU memory to the GPU memory, processes the image and then copies the image back to the CPU memory. Since this process happens in a loop, all the required memories are allocated outside the loop. This also helps in decreasing the processing time since memory allocation in CUDA takes about one to a few hundred milliseconds depending upon the size of the memory [7] . Once the loop is ended all the initialized memories are freed. Instead of passing an image as a whole, the pointer pointing to the first pixel of the image is passed to the dll. When the run is started all the memories used by both the GPU and CPU are initialized. Then the system enters the acquisition loop. In the loop the system first listens for a trigger signal for a period of time. If there is a trigger signal within that period of time, then it indicates that there is a valid image at the input and the frame grabber acquires this image. If there is no trigger signal, then an acquisition time out has occurred and the last processed image is displayed. After the image is acquired the image is sent to the GPU for processing. While the image is getting processed on the GPU, the previously processed image is being saved on the hard drive. Once the image is processed on the GPU it is then transferred to the CPU to be displayed on the monitor. 
Comparison with the previous version of CAPIDS:
Among the 3 functionalities of CAPIDs, data storage is the slowest, as the data is stored on a hard drive. In order to achieve fast frame rates, in the previous version, the CAPIDS system is implemented as a pipelined architecture.
In the previous version of CAPIDS the image processing was done on an 8-core CPU. For a 1024 x 1024 image with 16 bit pixel, the average time taken by one image processing subroutine was measured to be around 4-5 ms. So in order to achieve fast frame rates such as 30 fps along with image storage, all the subroutines were implemented in a pipelined architecture. Fig. 4 gives a basic flow of the pipeline during a normal fluoroscopy run. From the figure it can be seen that when the 3rd frame (I 3 ) is acquired (during loop iteration time t 3 ), flat field correction is performed on frame 2 (obtained during t 2 ) , temporal filtering is performed on frame 1 (obtained during t 1 ) and frame 0 (obtained during t 0 ) is saved. Thus there is a lag of 3 frames from the time the image is acquired till the time it is stored, however the display is real time to the interventionalist.
With the image processing subroutines implemented on GPU, the overall image processing time including flat field correction, temporal filtering and image subtraction was measured to be around 4-5ms. However since timing improvements have not been made in the data storage part, the system is still implemented as a pipelined architecture, but with all the image processing subroutines combined into one block of the pipeline (Fig .5) .
RESULTS
With the upgrades implemented in the CAPIDS systems, having all the image processing steps active, we have been able to achieve a stable operation at 30 fps during a fluoroscopy run, DSA run, and roadmap procedure. Although in the previous version, a 30 fps fluoroscopy run was achievable, the system was not stable, resulting in the skipping of some frames. In the previous version of CAPIDs, automatic window and leveling was active for every 3rd frame, but in this version it is done in every frame. Also in the previous version of CAPIDS, the fastest frame rate for a roadmap mask generation was 15 fps, but in the current version it can go up to 20 fps; however, the fluoroscopy mode during the roadmap procedure can go up to 30 fps. Fig. 6 represents a screen shot of the front panel of the updated CAPIDS program. The front panel shows the acquired and processed image. The image shows a neurostent (Wingspan from Boston Scientific, Natick, MA) placed underneath the aneurysm region (the ROI indicated in green is an arbitrary shape selected by the user at the time of study). The temporal filter can be turned on and off with a switch, and also the weight can be changed interactively. The window and level for the display can be set to automatic or manual without any interruption to the run in progress.
CONCLUSIONS
In this paper we have presented the image processing upgrades implemented in the CAPIDS system. By performing the image processing on a GPU, significant improvements (with respect to timing or frame rate) have been achieved. Furthermore this also provides a platform to implement complex processing algorithms in the future, such as image sharpening and spatially different real-time temporal filtering which involves the use of different temporal filter weights in different regions of the image to achieve a compromise between noise reduction and temporal resolution [8] . Table   SIO :CM v®
