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Resumen: La utilizacio´n de medidas de confianza en sistemas de comprensio´n
de habla nos permite tener informacio´n sobre la calidad del resultado de nuestro
sistema. Utilizando filtros basados en las medidas de confianza del reconocedor, se
consiguen mejorar las tasas de Concept Accuracy.
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Abstract: The use of confidence measures at speech understanding systems allows
us to have information on the quality of our system. Using filters based on the
confidence measures of the speech recognizer, we can improve the rates of Concept
Accuracy.
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1. Introduccio´n
En este art´ıculo presentamos una estrate-
gia para la utilizacio´n de las medidas de
confianza que nos proporciona un reconoce-
dor de habla en un sistema de comprensio´n
para extraccio´n de informacio´n de las con-
versaciones de los controladores ae´reos.
El uso de medidas de confianza en el
mo´dulo de comprensio´n nos permite discri-
minar que´ resultados pueden ser erro´neos y
cuales son correctos.
Los resultados que aqu´ı presentamos
proceden del proyecto INVOCA (Sama Rojo
et al., 2003; Ferna´ndez Mart´ınez et al.,
2003), que ten´ıa como objetivo desarrollar
un sistema de extraccio´n y comprensio´n
de informacio´n de las conversaciones de los
controladores ae´reos en la torre de control.
El sistema esta´ basado en reglas depen-
dientes de contexto con las que se extrae la
informacio´n relevante de las intervenciones
de los controladores.
La informacio´n extra´ıda de cada una
de las frases se presenta en pares con-
cepto=valor, por ejemplo un indicati-
vo de un avio´n aparecer´ıa en la forma
indicativo=[iberia3456]; a cada uno de
estos pares lo llamaremos Slot de informa-
cio´n o simplemente Slot.
En la torre de control del Aeropuerto de
Barajas hay cinco posiciones de control sobre
las que se desarrollo´ este proyecto:
Arribadas, autoriza el aterrizaje y pro-
porciona instrucciones para esta manio-
bra
Autorizaciones, autorizacio´n de los
planes de vuelo
Despegues, autoriza el despegue y pro-
porciona instrucciones para esta manio-
bra
Norte, control del tra´fico rodado en la
zona norte del aeropuerto
Sur, control del tra´fico rodado en la zona
sur del aeropuerto
Las intervenciones de los controladores
pueden ser en espan˜ol o en ingle´s, por lo
que el sistema cuenta con un mo´dulo de
identificacio´n de idioma que permite dife-
renciar entre ambos idiomas para utilizar los
modelos acu´sticos correspondientes al idioma
identificado y posteriormente aplicar a la
frase reconocida el mo´dulo de comprensio´n
del idioma reconocido (Ferna´ndez et al.,
2004).
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Hay que resaltar que las expresiones uti-
lizadas por los controladores ae´reos esta´n su-
jetas a una fraseolog´ıa que indica co´mo debe
ser cada frase, el orden de los elementos e
incluso la pronunciacio´n correcta de determi-
nadas palabras, y a su vez en cada frecuen-
cia nos encontramos con normas diferentes, lo
que implica que cada frecuencia deb´ıa tener
un sistema de comprensio´n diferente.
Otro aspecto importante es que esta
fraseolog´ıa no suele ser respetada por los
usuarios, por lo que no era suficiente con
cen˜irse a la documentacio´n oficial, y fue
necesario realizar un estudio detallado de
cada frecuencia, realiza´ndose grabaciones
y una base de datos compuesta por las
intervenciones del controlador en audio y su
transcripcio´n en formato SAM.
Para evaluar el mo´dulo de comprensio´n
del sistema se construyo´ manualmente una
referencia para gran parte de los ficheros
de nuestra base de datos partiendo de la
salida del mo´dulo de comprensio´n, en estas
referencias estaba el resultado correcto para
cada una de las frases, de modo que luego
se podr´ıa calcular el Concept Accuracy para
cada una de las frecuencias. Posteriormente
en el apartado 5 se tratara´ en ma´s profundi-
dad este tema.
En el sistema que se desarrollo´ para el
proyecto INVOCA no se utilizaban medidas
de confianza, y estamos experimentando
su utilizacio´n en diferentes niveles. Una de
las posibilidades que ya se ha utilizado en
otros sistemas con cierto e´xito es el uso
de medidas de confianza en el mo´dulo de
comprensio´n (Garc´ıa et al., 2003; Hazen,
Seneff, y Polifroni, 2002; Pao, Schmid, y
Glass, 1998; San-Segundo et al., 2004) y
veremos que en el sistema INVOCA su
utilizacio´n ha aportado mejoras en Concept
Accuracy.
Como mejora del sistema original se han
introducido una serie de filtros de forma-
to que comprueban que determinados slots
tienen el formato correcto que le correspon-
der´ıa a dicho slot ; y otra de las mejoras son
los filtros de confianza que eliminan aquel-
los resultados que presenten un nivel de con-
fianza por debajo de un determinado um-
bral, a continuacio´n presentaremos todas es-
tas mejoras y las compararemos con el sis-
tema original.
2. Descripcio´n del sistema
2.1. Front-End
El sistema consta de un primer mo´dulo
o front-end que convierte la sen˜al acu´stica
en un conjunto de vectores. Este front-end
esta´ compuesto a su vez por un detector, cuyo
cometido es la deteccio´n de voz / no voz a la
entrada del sistema, y el parametrizador, que
lleva a cabo la parametrizacio´n de la informa-
cio´n acu´stica segmentada.
2.2. Mo´dulo de reconocimiento
La salida del front-end pasa al mo´dulo de
reconocimiento compuesto por dos recono-
cedores, uno para ingle´s y otro para caste-
llano. Se obtienen las frases reconocidas en
el idioma correspondiente en ambos recono-
cedores y se pasan como entradas al mo´dulo
de deteccio´n de idioma.
2.3. Mo´dulo de deteccio´n de
idioma
Este mo´dulo decide el idioma al que co-
rresponde la frase que esta´ siendo procesada.
La decisio´n puede tomarse aplicando modelos
de lenguaje en base a medidas de perplejidad
sobre los resultados de ambos reconocedores.
En nuestro caso, debido al gran peso dado
al modelado de lenguaje durante el proceso
de reconocimiento, la decisio´n puede tomarse
directamente en base a la diferencia de scores
entre ambos reconocedores.
2.4. Mo´dulo de comprensio´n
Para este mo´dulo se disen˜aron una serie
de primitivas que nos permiten escribir reglas
dependientes de contexto para extraer la
informacio´n relevante de las intervenciones
de los locutores. Se utilizan diccionarios
etiquetados sema´nticamente en funcio´n de
la informacio´n que se desea extraer y a las
palabras que no aportan informacio´n a la
tarea, se les asigna la categor´ıa “basura”, al
igual que a las palabras fuera de vocabulario
que pudiesen aparecer, aunque esto pueda
suponer una posible perdida de informacio´n.
A su vez una palabra puede tener varias
categor´ıas incluyendo entre ellas la categor´ıa
“basura”.
Un grupo de reglas se ejecutara´n antes de
eliminar las basuras, de modo que puede re-
sultar relativamente sencillo separar muchos
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conceptos presentes en la frase. Y posterior-
mente se ejecutara´ otro grupo de reglas, tras
eliminar las palabras categorizadas como
“basura”, con el fin de resolver aquellos
conceptos que no hayan sido resueltos en
la fase anterior, o para la utilizacio´n de
elementos construidos o extra´ıdos durante la
fase en la que las basuras estaban presentes.
Consideramos importante la utilizacio´n de
los elementos categorizados como “basura”
dentro de nuestras reglas, ya que a pesar de
que no contienen informacio´n sema´ntica de
intere´s para la aplicacio´n, pueden ser u´tiles
en determinadas situaciones para aislar o
extraer la informacio´n que realmente nos
interesa. Estos elementos “basura” pueden
estar separando diferentes conceptos, dife-
rentes nu´meros, etc; por lo que podremos
utilizarlos a modo de separador entre los
diferentes conceptos que pueda haber en una
intervencio´n del locutor.
2.4.1. Proceso de ejecucio´n de las
reglas
El sistema de comprensio´n recibe una
frase y se siguen una serie de pasos para
procesarla, se podr´ıan resumir en los si-
guientes pasos:
1. preprocesado de la secuencia de pa-
labras procedente del reconocedor (in-
cluye asignacio´n de categor´ıas, procesa-
do de d´ıgitos, eliminacio´n de posibles in-
terjecciones, etc.), este paso es comu´n
para todas las reglas
2. reglas antes de eliminar las palabras que
tienen la categor´ıa “basura”
3. eliminacio´n de las palabras con categor´ıa
“basura”
4. reglas situadas tras la eliminacio´n de ba-
suras
5. escritura de los conceptos resultantes del
proceso de comprensio´n
Las filtros de formato y los filtros de confi-
anza que introducimos como mejora se situ´an
antes del paso 5 de modo que ya han ter-
minado todas las reglas de comprensio´n y se
dispone del resultado completo.
3. Utilizacio´n de medidas de
confianza
Como comenta´bamos, estamos trabajan-
do en la integracio´n y utilizacio´n de medidas
de confianza a nivel de la comprensio´n,
siendo posible determinar la confianza de
los elementos utilizados en las reglas de
comprensio´n, as´ı como la confianza del resul-
tado de cada regla. Posteriormente en base
a estos valores se pueden detectar posibles
errores y el gestor de dia´logo podr´ıa realizar
diferentes acciones como volver a preguntar
un elemento en el que no se conf´ıa, alterar el
curso del dia´logo, etc.
En INVOCA, al tratarse de un sistema
de extraccio´n de informacio´n, hemos optado
por la utilizacio´n de dos tipos de filtros, uno
eli-mina el slot menos fiable si hay dos slots
referidos al mismo concepto, y el otro elimi-
na los slots que tengan un valor de confianza
menor que un determinado umbral, estos fil-
tros los trataremos ma´s en profundidad en el
apartado 4.2.
3.1. Medidas de confianza
utilizadas
Nuestro reconocedor nos proporciona
diferentes medidas de confianza, hemos
utilizado la pureza de palabra, que es la
fraccio´n de hipo´tesis que contienen la pa-
labra en la misma posicio´n, frente al nu´mero
total de hipo´tesis, es decir el nu´mero de
veces que una misma palabra aparece en la
misma posicio´n dentro de todas las hipo´tesis
obtenidas en la fase de reconocimiento.
Posteriormente la pureza de palabra pasa
a una red neuronal que integra otras medidas
de confianza y como salida tendremos el
valor de confianza que utilizaremos.
Las medidas que se integran en la red neu-
ronal son:
pureza de palabra
score de palabra, es la puntuacio´n
acu´stica que presenta la palabra. Dicho
score surge de la aplicacio´n del modelo
acu´stico, sobre el segmento de datos de
voz que se corresponde a la palabra.
score medio de palabra, es la puntuacio´n
acu´stica dividida entre el nu´mero de tra-
mas que componen la palabra.
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varianza del score, es la varianza de las
puntuaciones de trama, dentro de la pa-
labra.
score de la peor trama, es la puntuacio´n
ma´s alta entre las tramas pertenecientes
a la palabra.
score de la mejor trama, es la puntuacio´n
ma´s baja entre las tramas pertenecientes
a la palabra.
diferencia media del mejor score de tra-
ma, es la media de la diferencia entre la
puntuacio´n de cada trama, y el menor
score de trama.
pureza de N-best, es el porcentaje de
hipo´tesis en la lista N-best, que tienen
esa palabra en la misma posicio´n.
score de N-best, es similar a la pureza,
pero empleando los scores de las
hipo´tesis en la lista N-best.
pureza de grafo, la pureza obtenida a
partir del grafo.
Tambie´n se utilizara´ la confianza a nivel
de frase para ponderar las confianzas de pa-
labra, estos ca´lculos se realizan dentro de las
primitivas del mo´dulo de comprensio´n.
3.2. Integracio´n de las medidas en
las primitivas
De cada primitiva que se utilizara´ para
escribir las reglas del mo´dulo de compren-
sio´n se obtiene la confianza del elemento
resultante de la regla, calculando la media
tomando el valor de cada elemento del
contexto presente en la regla.
Posteriormente este valor puede ser
utilizado para realizar otro ca´lculo si dicho
elemento es utilizado en otra regla.
Al ejecutarse las reglas del mo´dulo de
comprensio´n obtendremos un marco sema´nti-
co con una serie de slots de informacio´n y
cada uno de estos slots tendra´ un valor de
confianza situado entre 0 y 1.
De este modo todo resultado del proceso
de comprensio´n tiene un valor de confianza
que lo caracteriza como ma´s o menos fiable.
Es importante remarcar que no es
necesario volver a escribir las reglas o mo-
dificarlas, ya que los cambios realizados so´lo
afectan a la primitiva de cada tipo de regla.
4. Mejoras introducidas en el
sistema
4.1. Filtros de formato
Estos filtros limitan la aparicio´n de
resultados de comprensio´n que tengan una
forma que no se corresponda con la que
deber´ıa tener determinado concepto.
En INVOCA ten´ıamos que trabajar con
frecuencias de radio y en la mayor´ıa de las
ocasiones los locutores usan abreviaturas
para ahorrar tiempo, de modo que los
conceptos referentes a las frecuencias de
radio deb´ıan ser convertidos a los formatos
completos de dichas frecuencias, por ejemplo:
El locutor pod´ıa decir veintiuno ochenta y
cinco para referirse a ciento veintiuno punto
ochenta y cinco, de modo que las reglas
de comprensio´n transforman los nu´meros
que se refieren a una frecuencia de radio
formatea´ndolo de modo que aparezca con la
forma 121.85.
Posteriormente, justo despue´s de que se
han ejecutado todas las reglas de compren-
sio´n, un filtro comprueba que estos elementos
tienen el formato adecuado y que se encuen-
tran dentro del rango de frecuencias de radio
del aeropuerto.
4.2. Filtros basados en la confianza
Hemos podido comprobar que al aplicar
filtros basados en los valores de confianza
resultantes de las reglas de comprensio´n se
consigue una mejora en cuanto a la calidad
del resultado ya que se eliminan conceptos
erro´neos que esta´n penalizando la evaluacio´n
del sistema.
Principalmente hemos trabajado con dos
tipos de filtros que pasamos a tratar con algo
ma´s de detalle.
4.2.1. Eliminacio´n del menos fiable
Este filtro elimina el slot con un valor de
confianza ma´s bajo, es decir el menos fiable,
en el caso de que aparezcan como resultado
de la comprensio´n dos slots referentes al
mismo concepto.
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En este sistema no existe la posibilidad de
que determinados elementos aparezcan ma´s
de una vez a la hora de obtener el resultado
final de la comprensio´n, por ejemplo no suele
ser normal que aparezcan dos indicativos de
diferentes aeronaves en la misma frase, de
modo que al aplicar estos filtros eliminamos
el resultado menos fiable.
4.2.2. Eliminacio´n segu´n umbral
El otro tipo de filtros que hemos utilizado
elimina aquellos elementos cuyo valor de con-
fianza sea menor que un determinado umbral.
En nuestro caso hemos establecido man-
ualmente el umbral en 0.1 de modo que esta-
mos seguros que so´lo eliminaremos aquellos
slots en los que no es conveniente fiarse dada
su baja confianza.
5. Me´todo de Evaluacio´n
Para evaluar el sistema de comprensio´n
utilizaremos el Concept Accuracy (Boros et
al., 1996), es similar al Word Accuracy nor-
malmente utilizado para evaluar sistemas de
reconocimiento de habla, donde se compara
el resultado del sistema con una referencia
con el resultado correcto.
En algunos casos nos encontramos con el
problema de que ten´ıamos frases de las que
no se pod´ıa generar una referencia, por ejem-
plo por falta de contexto no se pod´ıa asegurar
que ese resultado era el correcto, obviamente
dicha frase sin referencia no se puede evaluar.
Nuestros sistemas de comprensio´n devuel-
ven como resultado pares concepto=valor,
y cada uno de estos pares es un slot de
informacio´n. Para calcular el Concept Accu-
racy utilizaremos las inserciones, borrados
y sustituciones de slots pero dentro de cada
slot tendremos que tener en cuenta si el
concepto es correcto y si el valor es correcto.
El nu´mero total de sustituciones sera´ la suma
de las sustituciones de concepto (cuando
el valor es correcto pero el concepto no lo
es) y las sustituciones de valor (cuando el
concepto es acertado pero el valor es erro´neo)
que se produzcan en los slots resultantes del
proceso de comprensio´n.
Para calcular el Concept Accuracy uti-
lizamos:
CA = 100(1− SUS + SUI + SUD
SU
)% (1)
Donde SUS son el nu´mero de sustitu-
ciones en los conceptos, SUI son el nu´mero
de inserciones, SUD es el nu´mero de bo-
rrados y finalmente SU el nu´meros total de
conceptos en nuestra referencia.
6. Resultados
En estos experimentos hemos implemen-
tado tres sistemas diferentes:
El sistema base. Lo denominaremos A
Al sistema base se le han an˜adido filtros
de formato. Lo denominaremos B
Se le an˜aden filtros basados en las me-
didas de confianza al sistema B . Lo de-
nominaremos C
En los resultados medios presentados en
la tabla 1 se puede observar que el uso de
ambos tipos de filtro supone una mejora









Cuadro 1: Resultados Concept Accuracy
Medio
Para entender o explicar dichos cambios
es necesario tener en cuenta los datos de
borrados, inserciones y sustituciones totales
de slots que presentamos en la tabla 2.
Si se observa la tabla 2 podemos compro-
bar como el nu´mero de inserciones y sustitu-
ciones disminuye al introducir filtros de for-
mato, y al an˜adir filtros de confianza se pro-
duce otra reduccio´n, al mismo tiempo aumen-
ta el nu´mero de borrados. A pesar de estos
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Castellano Ins Borr Sust
A 335 373 606
B 255 413 567
C 180 428 563
Ingle´s Ins Borr Sust
A 279 201 423
B 215 232 392
C 151 242 387
Cuadro 2: Insersiones, Borrados y Sustitu-
ciones de slots totales
borrados la tasa de Concept Accuracy au-
menta, probablemente se debe a que se eli-
minan slots que eran correctos pero que por
la razo´n que sea tienen una confianza baja,
y por el otro lado, se dejan de producir una
cantidad considerable de inserciones o susti-
tuciones erro´neas que se produc´ıan con el sis-
tema A, ya que no ten´ıa restriccio´n alguna.
7. Conclusiones
La utilizacio´n de medidas de confianza en
sistemas de comprensio´n es un buen me´todo
para detectar posibles errores que debera´n
ser tratados por el gestor de dia´logo o por
otro mo´dulo. La eliminacio´n de los slots con
bajo nivel de confianza nos ha reportado
mejoras en el comportamiento del sistema,
concretamente en la tasa de Concept Ac-
curacy aumentando el nu´mero de borrados
pero disminuyendo el nu´mero de inserciones
y sustituciones sin que esto suponga un em-
peoramiento del comportamiento del sistema.
Utilizar estas medidas de confianza pro-
porciona mucha informacio´n para poder
tomar decisiones que afectara´n al proceso del
dia´logo con el usuario, de modo que creemos
que es una buena v´ıa para mejorar los sis-
temas de comprensio´n de habla.
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