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Abstract 
Radial basis functions are excellent interpolators for scattered data in nd. Previously 
the use of RBFs had been restricted to small or medium sized data sets due to the 
,high computational cost of solving the interpolation equations when using global 
basic functions. The construction of fast multipole methods, which reduce the cost 
of finding a matrix-vector product to O(Nlog N) or O(N) operations, has created 
the opportunity to dramatically reduce the cost of solving RBF equations. This 
thesis presents preconditioners which in conjunction with matrix iterative methods 
reduce the cost of solving these systems from O(N3) operations to O(Nlog N) 
operations. 
The usual formulation of the radial basis function interpolation equations are gener-
ally badly conditioned for large N. Thus the accuracy of the solution is less certain. 
However, it is not the problem that is badly conditioned but instead the basis built 
from the <I? functions. Preconditioners in this thesis improve the conditioning of the 
system by converting to a better basis. 
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Chapter 1 
·Introd uction 
This dissertation considers radial basis function (RBF) interpolation and other re-
lated problems. Solving these problems by traditional techniques involves the solu-
tion of a full matrix system which is prohibitive when the number of interpolation 
nodes is large. The fast algorithms and preconditioning techniques presented here 
greatly increase the size of problem that can be tackled with RBF techniques. 
This introduction presents selected pieces of the known theory related to the work 
in the later chapters. Section 1.1 discusses two common interpolation methods and 
the advantages and disadvantages of both, Section 1.2 gives existence and uniqueness 
conditions for radial basis function interpolants, and Section 1.3 considers bounds 
. on the condition numbers of the interpolation matrix. Some examples of how to 
choose a basic function are given in Section 1.4 and examples of two preconditioning 
techniques are given in Section 1.5. Finally, Section 1.6, presents a brief overview 
of fast matrix-vector algorithms which are essential in any fast technique for fitting 
radial basis functions. Throughout this thesis all matrix and vector norms are l2 
norms unless specified otherwise. We also employ the notation <I>(x) for </J(llxlJ). 
1 
2 INTRODUCTION 
1.1 Interpolation methods 
Consider interpolation by a function, s : n d --'-7 n, to data values {fi}, given at 
points X = {Xl, ... , X N} end. The interpolation conditions are 
(1.1) 
where fi is a known value corresponding to spatial location Xi. The elements of X 
will be referred to interchangeably as centres of the RBF or nodes of interpolation. 
This interpolation problem can be solved using one of a number of methods with 
varying degrees of success [39]. Often an interpolation method will be limited in its 
application if the centres, X, have to be distributed according to specific require-
ments. For example, interpolation by tensor products requires the centres to be on a 
'grid. This section briefly reviews two interpolation techniques that require at worst 
minor restrictions on the geometry of X. The first, finite elements, is classed as a 
local method because the value of the interpolant at X, s(x), usually only depends 
on the data at points near x. The second, radial basis functions, can be global or 
local depending on the support of the basic function. 
1.1.1 Finite elements 
Finite element methods involve triangulating the convex hull of the interpolation 
nodes. Let T be such a set of triangles. An interpolant is fomid on each triangle, so 
that s is a piecewise function. The template for interpolation on a triangle is referred 
to as a macro element. Although obtaining a suitable triangulation is important the 
discussion here is restricted to macroelements. 
If X c n2 then write 1ijk E T for the triangle with vertices at Xi, Xj, Xk. Then 
for X E Tijk the interpolant takes the form 
where Pijk is a (piecewise) polynomial. Akima [1] gives a macro element where Pijk is 
a quintic polynomial on each triangle and is determined by partial derivatives at the 
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vertices and normal derivatives on the edges. Such a construction renders a piecewise 
surface that is C1 . However, Franke [39] noted that this method sometimes performs 
poorly when the derivatives are not estimated accurately and that to find accurate 
derivative estimates results in a "considerable time penalty in the preprocessing 
phase" . 
A more common approach is to refine the triangulation by dividing each triangle 
into subtriangles. This section considers macroelements given by Powell and Sabin 
[70]. Each triangle is divided into either six or twelve subtriangles in the manner of 
Figure 1.1(a) and 1.1(b) respectively. Define £ijk as the edges of the subtriangles 
in Tijk that are not part of an edge of Tijk . Theorem 1.1.1 below is needed before 
we discuss how to determine Pijk. For a more general form of Theorem 1.1.1 see 
[24,85]. 
Xi Xi 
.,.L----~-------~Xj ~----~~--------------~~ 
(a) Division into 6 triangles (b) Division into 12 triangles 
Figure 1.1: Refinement of triangles in the Powell-Sabin finite element. 
Theorem 1.1.1. Let W(x, y) be a piecewise function 
{
ql(X'Y)l lx+my+n2:0, 
w(x,y) = . 
Q2(X,y), lx+my+n < o. 
(1.2) 
where Ql and Q2 are quadratics and let L1 = {(x, y): lx + my + n = O}. Then 
W (x, y) is C1 across L1 if and only if 
(1.3) 
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holds for some value A. 
Proof. Let fi2 = q2 - q1' Factor fi2 into the form 
fi2(X, y) = A(lx + my + n)2 + (3(lx + my + n) + r(x, y), (1.4) 
where r(x, y) cannot be factored by lx + my + n. If W is continuous on L1 then 
fi21Ll = O. This implies, for all (x,.y) ELI, 
A(lx + my + n)2 + (3(lx + my + n) + r(x, y) = 0, (1.5) 
and therefore r(x, y) = 0, (x, y) ELI' So either r is identically zero or (lx+my+n) 
is a factor of r. The latter contradicts our assumptions so it must be that r = O. 
Furthermore the first derivatives of W will be continuous only if \7 fi21Ll = O. This 
leads to (3 = 0 in equation (1.4). D 
Consider a triangle Tijk E T refined as in Figure 1.1(a). Let s = {1, 2, 3, 4, 5, 6, 1}, 
and the subtriangles of Tijk be t1, ... , t6 such that there is an edge in Cijk between 
tSi and tSi+P i = 1, ... ,6. Let qi be the quadratic on ti . From Theorem 1.1.1, qSi+l 
will then be of the form, 
where Ai is unknown and liX + miY + ni is the line which contains the edge between 
tSi and t si+1 • The unknown coefficients of q1 plus AI, ... , A6 determine Pijk. 
Interpolating to the function values and first order partial derivatives at Xi, Xj 
and Xk takes away nine of these degrees offreedom. Let the vertex 0 in Figure 1.1(a) 
have coordinates (xo, Yo) then ni = -(liXO + miYO)' Noticing that the quadratic q1 
is determined twice gives 
6 2 
q1 = q1 + 2: Ai (li(X - xo) + mi(y - YO)) , 
i==l 
and thus the final three conditions 
6 6 
2: Ail; = 0, 2: Aim; = 0, 
i==l i==l 
6 
2: Ailimi = O. 
i==l 
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If 0 is the circumcentre of the triangle in Figure 1.1 (a) and R, P, Q are midpoints 
of their respective edges, then, the normal derivative along an edge of Tijk is linear 
and determined by the data at the endpoints. For example, the normal derivative 
along XjXk would be determined by the data at Xj and Xk. Thus if the entire 
triangulation was refined as in Figure 1.1 ( a) the surface would be C1 across all 
triangles. It should be noted though that the circumcentre will be outside of the 
triangle if there is an interior angle > 90°. Powell and Sabin then propose, for 
such triangles, to refine them as in Figure 1.1(b). Again quadratics are found on 
each subtriangle. Using these two types of macroelements appropriately on the 
triangulation renders a surface that is C1. 
A disadvantage of finite element methods is that the interpolant depends on the 
triangulation. Often triangles will be long and thin near the edge of the convex hull 
and as Franke noted this can result in surfaces that look discontinuous. Evaluating 
at a point not in X also involves location of the appropriate triangle. For points in 
general position this requires more than 0(1) operations. One interesting method 
of locating the relevant triangle is the walking triangle algorithm of Lawson [54, 
page 171]. An advantage of many finite element methods is that if an additional 
interpolation point is added then it is easy to update the surface with little additional 
cost. Often an interpolant is found using a global method like radial basis functions 
which is then evaluated on a suitably fine grid so that a triangulation of this fine 
grid will give regular triangles. 
1.1.2 Radial basis functions 
In view of the Mairhuber counter-example a fixed set of functions cannot be used 
for global interpolation at N centres if d ~ 2. Instead functions of the form 
N 
s(·) = L Ai<I?(· - Xi), (1.6) 
i=l 
are used. The Mairhuber counter-example does not apply to such interpolants as 
the interpolation space, span{ <I?(. - Xi) : 1 :::; i :::; N}, varies with the nodes of 
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interpolation. In (1.6), <P : nd -+ n will be called the basic function and A 
[AI, ... ,AN]T is the vector of coefficients to be determined. If <P is a radial function, 
i.e. <p(x) = <p(y) for all x, y such that Ilxll = Ilyll, then (1.6) is called a radial 
basis function. These functions are often supplemented by a low degree polynomial, 
q E 7r~_1l where 7r~_1 is the space of (m - l)th degree polynomials in d variables, 
to obtain 
N 
sO = q(.) + I: Ai~(- - Xi). (1. 7) 
i=l 
The problem of finding an interpolant of the form (1.6) has a unique solution if ~, 
X and A satisfy certain conditions, see Section 1.2. The system, 
(1.8) 
is solved for [AT aT]T to ensure s satisfies the interpolation conditions (1.1). In (1.8), 
(A<r»ij = ~(Xi - Xj), and Pij = Pj(Xi), j = 1, ... , dim(7r~_l)' where {Pj} is a basis 
for 7r~_1' The vector a is a vector of coefficients with respect to this basis. The 
equations 
N I: AiPj(Xi) = 0, j = 1, ... , dim(7r!_l), (1.9) 
i=l 
ensure that the growth of s is controlled at infinity. For example, if ~(.) = vi . 12 + c2 , 
m = 1 and s(x) is of the form (1.7), then s(x) is 0(1) as Ixl-t 00. These "side con-
ditions" (1.9) also ensure the system is invertible by taking away the extra degrees 
of freedom that were added by appending a polynomial. 
One advantage of RBFs is that they result in smooth interpolants which are 
excellent approximations [38, 39] to the unknown surface. Unfortunately for glob-
ally supported basic functions traditional techniques require 0(N3 ) operations and 
O(N2) storage to solve the system (1.8). Evaluation at a single extra point is 
also costly requiring O(N) operations. Coupled with the poor conditioning of the 
interpolation matrix this can result in the system being unsolvable for large N. 
This thesis studies techniques for solving (1.8) which reduce both the floating point 
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operations and storage requirements by orders of magnitude. Furthermore, precon-
ditioning strategies will be discussed which greatly improve the conditioning of the 
interpolation equations. 
1.2 Conditionally positive definite functions 
The system of interpolation equations (1.8) has a unique solution provided the in-
terpolation matrix 
[ A<I> P 1 'pT 0 (1.10) 
is nonsingular. As we show in this section this will occur whenever cp is strictly 
positive definite or strictly conditionally positive definite of order m and X satisfies 
certain weak conditions on its geometry. 
Definition 1.2.1. A function cp : n -+ n which is continuous on [0,00) is strictly 
conditionally positive definite of order m (SCPDm) on nd if for every set of distinct 
points {Xl,"" XN} c nd 
N N L L aiajcp(llxi - xjll) > 0, (1.11) 
i=l j=l 
for all non-zero a satisfying) 
N L aiq(xi) = 0, (1.12) 
i=l 
for all polynomials q in 7r!_1' 
Note that a strictly positive definite function is SCPDO, and if a function is 
SCPDm, then it is also SCPDn for all n > m. Examples include the thin-plate spline 
and the negative of the multiquadric which are SCPD2 and SCPDl respectively. 
In fact all covariograms used in ordinary Kriging are SCPD1. The table below 
lists the order of strict conditional positive definiteness of various basic functions. 
Throughout the table the constant c is positive and the strict conditional positive 
definiteness is on nd for every positive integer d. 
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linear· ¢(r) = -r SCPD1 
power ¢(r) = -rf3 , f3 E (0,2) SCPD1 
thin-plate spline ¢(r) = r 2 logr SCPD2 
negative multiquadric ¢(r) = -vr2 + c2 SCPD1 
inverse multiquadric ¢(r) = 1/vr2 + c2 SCPDO 
Matern ¢ (r) = rV K v (r ) , v>O SCPDO 
exponential ¢(r) = exp( -cr) SCPDO 
Gaussian ¢(r) = exp( -cr2) SCPDO 
In later chapters we consider fast methods for fitting RBF interpolants built 
upon most of these basic functions. 
Theorem 1.2.2. If X = {Xl, ... ,XN} c nd is unisolvent for 7r~_1 and ¢ is SCPDm 
then there exists a unique REF interpolant of the form (1.7). 
Proof. It suffices to show that the system (1.8) has a unique solution. If X is 
unisolvent for 7r~_1 then P has rank Pdim := dim(7r~_I)' Because A is in the space 
pl. write A = Qp" where Q is an N x (N - Pdim) matrix with columns that span 
pl.. Then the first part of (1.8) can be written as ApQp, + Pa = f. Premultiplying 
by QT gives 
(1.13) 
The matrix QT A<;I>Q is positive definite as for any non-zero vector y E nN-Pdim, 
y = Qy is non-zero and in pl. and 
since ¢ is SCPDm. Consequently p, and thus A = Q p, are uniquely determined. 
Equation (1.13) rearranges to QT(j - A<;I>A) = 0 which shows f - A<;I>A is in the 
column space of P. Therefore the coefficients a are uniquely determined by the 
equations Pa = f - A<;I>A. o 
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The rest of this section is devoted to giving conditions for a basic function to be 
SCPDm. Much of the treatment follows Chapters 14 and 15 of Cheney and Light 
[22]. 
Definition 1.2.3. A function f is said to be completely monotone on [0,(0) if 
• f E C[O, (0) 
• f E COO(O, (0) 
• (_l)k f(k)(t) 2: ° for t > ° and k = 0,1, ... 
One example of a completely monotone function is fe) . (1+.)-1/2. It is easy to 
verify that this function satisfies the criteria in Definition 1.2.3. We will see in the 
Schoenberg and Michelli interpolation theorems below that completely monotone 
functions are important in characterizing classes of functions that are SCPDO and 
SCPD1 respectively. A characterization of a completely monotone function is given 
by the Bernstein-vVidder Theorem [90]. 
Lemma 1.2.4 (Bernstein-Widder). A function f : [0,(0) ~ [0,(0) is completely 
monotone if and only if there is a nondecreasing bounded function p, such that 
f(t) = 100 exp( -st)dp,(s). 
The following result is well known and can be proved via Bochner's Theorem 
(see for example [78, 22]) or see Powell [67, Corollary 3.2]. 
Lemma 1.2.5. The Gaussian {f}(.) = exp(-cll·112), c> ° is strictly positive definite 
on nd for every positive integer d. 
Theorem 1.2.6 (Schoenberg [76]). If f is completely monotone but not constant 
on [0, (0), then the function ¢(.) = f(·2) is a strictly positive definite function. 
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Proof. Let a ERN, a =F 0 and Xl, ... ,XN be distinct points in Rd. If 1 is completely 
monotone, then from Lemma 1.2.4, we obtain 
(1.14) 
where bringing the summation inside the integral is valid because the integral is 
finite. Because 1 is not constant, dp,( s) is not concentrated at zero, and thus p, is 
not concentrated at zero. From Lemma 1.2.5 the integrand is positive, for s > O. 
From Lemma 1.2.4, dp, is positive and thus the integral is positive. o 
The Schoenberg interpolation theorem can be applied to show that the inverse 
multiquadric and the Matern class of functions are positive definite. For the inverse 
multiquadric we have 1 (-) = (c2 + .) -1/2. 1 is completely monotone and thus from 
Theorem 1.2.6 the inverse multiquadric is strictly positive definite. 
The Michelli interpolation theorem requires the following representation of a 
SCPDl function. This can be found in [22]. 
Lemma 1.2.7. Let 1 : [0,00) -+ [0,00) be such that 1 E 0[0,00) and 1 E 0 00 (0,00) 
and I' is completely monotone but not constant on (0,00). Then 1 has the repre-
sentation 
l(t) = 1(0) + (00 1 - exp( -st) dp,(s) , io s 
where p, is a nondecreasing measure. 
Theorem 1.2.8 (Michelli [60]). Let 1 : [0,00) -+ [0,00). Assume 1 is continuous 
on [0, 00) and that I' is completely monotone but not constant on (0, 00 ) . Then 
cfy(.) = -1(·2) is SCPD1. 
Proof. Applying Lemma 1.2.7 to 1 gives the representation, 
l(t) = 1(0) + (00 1 - exp( -st) dp,(s). io s 
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Let a E n N , a =1= ° with L: ai = ° and Xl, ... ,XN be distinct points in nd. Now the 
quadratic form becomes 
(1.15). 
which is positive because the integrand is positive from again using Lemma 1.2.5. 0 
Theorems 1.2.6 and 1.2.8 along with Theorem 1.2.2 show the existence and 
uniqueness of RBF interpolants for a large class of important basic functions. These 
include the inverse multiquadric, the multiquadric, and the linear basic functions. 
The following theorem from Michelli [60] generalizes the previous result to give suf-
ficient conditions for 1; to be SCPDm. 
Theorem 1.2.9 (Michelli [60]). Let f : [0,00) -t [0,00). Assume f is continuous 
on [0,00)) and that the derivative f(j)(t) exists for all positive integers j and for 
aUt E (0,00). If (-l)mf(m) is completely monotone on (0,00) then 1;(.) = fe) is 
SCPDm. 
For example, consider the thin-plate spline 1;(1') = 1'2 log l' and the corresponding 
function fer) = (1/2)rlogr. The second derivative of f is J" = (21')-1 which is 
completely monotone on (0,00). Thus the thin-plate spline is SCPD2. 
1.3 Condition numbers 
The matrix of the usual formulation (1.10) of a radial basis function problem is 
generally badly conditioned for large values of N. Solving a linear system with a 
large condition number can result in a less accurate solution if a small perturbation 
enters the system. Such a perturbation can occur, for example, by roundoff error 
due to finite precision arithmetic. The well known relationship between relative 
12 INTRODUCTION 
error and relative residual for the system Ax = b is 
1 IISbl1 IISxl1 IISbl1 
cond(A) lfbif ~ W ~ cond(A)lIbTI' 
Thus if the condition number of A is large, the relative residual IISbll/Hbl1 gives 
little information about the relative error IISxll/llxll. That is a small residual may 
correspond to a large error or vice versa. On the other hand, if the condition 
number is small then the relative residual and relative error will be of a similar 
order of magnitude. All condition numbers and norms in this section are for l2 
unless otherwise specified. 
This section reviews some of the bounds on condition numbers given by various 
authors [2, 63, 64, 73] for the matrix A<J? in (1.8). These results generally show that 
upper bounds on the condition number depend on the minimum separation distance 
between two centres in X and get larger as this separation distance decreases. So 
as N increases and X is within a fixed domain the interpolation matrix is likely to 
become more ill-conditioned and the accuracy of the solution is less certain. Define 
the function B¢(h) as an upper bound of the form 
where the bound holds for any set of distinct nodes, X End, with 
h := min .. llxi - xjll· 
(Xi,Xj)EX,#J 
(1.16) 
In [3] it was shown that for a uniform grid of centres, with separation distance h, 
that a lower bound to IIA;lll could also be obtained. For the linear basic function 
the lower bound only differed from the upper bound obtained in [2] by a multi-
plicative constant, showing that this upper bound is optimal up to a constant. The 
same technique was also applied to the multiquadric and inverse multiquadric basic 
functions and established that the upper bounds were close to optimal for these 
functions. 
The following list gives upper bounds on IIA;lll for some common radial func-
tions. In the list h is the separation distance, d the dimension, and c a ¢-specific 
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parameter. Note also that the values in the table are the dominant power of h as 
h -+ 0 and that constants have been omitted. 
Basic function ¢ Upper bound on IIA;lll 
linear ¢(r) = -r h-l 
power ¢(r) = -riJ} (3 E (0,2) h-iJ 
multiquadric ¢(r) = Jr2 + c2 h- l exp(12.76cd/h) 
inverse multiquadric ¢(r) = 1/Jr2 + c2 h exp(12.76cd/h) 
Matern ¢(r) = rVKv(r), v>o h-2v 
exponential ¢(r) = exp( -cr) h-l 
Gaussian ¢(r) = exp( -cr2) hd exp(40.71d2 /(Ch2)) 
Some of the first research on condition numbers for RBF systems was by Ball [2]. 
He established an upper bound on the norm of A;l when ¢ is the linear basic func-
tion. Narcowich and Ward [63, 64] with a more general technique give upper bounds 
on the norm of A;l for various SCPD1 basic functions including the multiquadric. 
The approach reviewed here for finding upper bounds on IIA;lll is from Schaback 
[73]. Although many results given by Schaback were already known the approach 
is simpler and more general then the method of Narcowich and Ward. Firstly, two 
well known theorems which are important for studies on condition numbers. 
Theorem 1.3.1. Let X = {Xl,"" XN} be distinct points in nd. If <I> is a strictly 
positive definite function and 
N L aiaj<I>(xi - Xj) 2: BiJ?llaI1 2 , 
i,j==l 
The proof comes directly from the Rayleigh-Ritz theorem which can be found 
in, for example, [48, Theorem 4.2.2]. 
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Theorem 1.3.2 (Ball [2]). Let X = {Xl, ... , XN} be distinct points in nd. If W is 
a strictly conditionally positive definite function of order 1 with w(O) ::; 0 and 
N L aiajW(xi - Xj) ~ eq;llaI1 2 , 
i,j=l 
for all a E n N satisfying Li ai = 0, then, 
The proof requires the use of the Courant-Fischer theorem below which can be 
found in, for example, [48, Theorem 4.2.11] . 
Lemma 1.3.3 (Courant-Fischer). Let A be an N x N symmetric matrix with 
eigenvalues Al ::; A2 ::; ... ::; AN, and let k be a given integer with 1 ::; k ::; N. Then 
max 
Wl'''',Wk-l EnN 
mm 
a: J.. wI,'" ,wk-l 
aTAa 
-T-=Ak' 
a a 
Proof of Theorem 1.3.2. Define 'D = {a E nN\{O} : L ai = O}. Then applying 
Lemma 1.3.3 with k = 2 gives 
The sum of the eigenvalues equals the trace of Aq; which implies 
N 
Al = trace(Aq;) - L Ai ::; NW(O) - (N -1)eq;. 
i=2 
It follows that 
o 
Given a SCPDm function W with Fourier transform ¢, and a E nN such that 
I:i aiq(xi) = 0, for all q E 7r!_1l then Madych and Nelson [57] show, 
N N 2 i~' C>i C>j<P ( Xi - Xj) = (271") -d in, 1>( w) tt C>i exp( ix; w) dJ». (1.17) 
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Now, let ~ be the Fourier transform of a radial function W such that 
(1.18) 
Then by substituting ~ into (1.17) and using (1.18) we obtain 
2 
2: (27r)-d r ~(w) I::>:¥iexp(ixfw) dw, Jnd i 
N 
= L aiajw(xi - Xj). (1.19) 
i,j=l 
Define B as the matrix Bij = W(Xi - Xj)' By choosing W so that B is diagonally 
dominant a bound of the form 
can be obtained. For SCPDO or SCPDl basic functions this will imply \\A;l\\ ::; e;l 
by Theorems 1.3.1 and 1.3.2. 
To construct a eif! Narcowich and Ward [64] first find a function w(s) so that 
N 
Qs:= L aiajexp(-s\Xi - Xj\2) 2: w(s)\a\2, 
i,j=l 
where S > 0 and a E nN is such that 'Ei aiq(xi) = 0, for all q E 7r~-1' They then 
use the representation 
which comes from Michelli [60] and the constraints on a. Now eif! is defined as 
(1.20) 
Evaluating the integral (1.20) for a given <I> leads to the upper bound on \\A;l\\. 
The following result, from Schaback [73, Theorem 3.1], gives another estimate of eif!' 
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Theorem 1.3.4. If ¢ is the Fourier transform of cP then define, 
A bound on B¢> is 
for any M > 0 satisfying 
¢o(r):= inf ¢(w). 
IIwl19r 
B 1 ¢o (M) (M) d 
¢> > 2 r(d/2 + 1) 4J1f ' 
1 
12 (7fr2(d/2 + 1)) d+l M>-
- h 9 ' 
or alternatively, lYI 2: 6.~8d. 
Schaback goes on to show the bound for the multiquadric. We proceed to apply 
Schaback's machinery to the Matern class (see e.g. (1.26)) which have Fourier 
transforms given by 
where c is a positive constant. ¢ is decreasing so, 
and therefore, 
B > ~ (c2 + 4M2)-v-d/2 ( M ) d 
¢> - 2 r(d/2 + 1) 4J1f 
Let C1 = (2(4J1f)dr(d/2 + 1))-1 then substituting in the bound on NI and simpli-
fying gives 
B > C1lYld 
¢> - (c + 4M2)v+d/2 ' 
C2h2v (1.21) 
where C2 = C1 (6.38d)d. So for the Matern class of basic functions, as the smoothness 
of the basic function increases then so does the upper bound B¢>. 
Upper bounds on IIA¢>II are found by Narcowich and Ward [63] and Ball [2]. 
Noticing that the maximum absolute row sum is bounded by N max I <l) (Xi - Xj) I 
leads to the inequality, 
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Now each centre is surrounded by a ball of volume Cd(2h)d which contains no other 
centre. The sum of these volumes will be less than the total volume Cd(D + 2h)d 
where D is the diameter of a region of nd containing X. Therefore, NCd(2h)d ::; 
Cd(D + 2h)d and 
N < (D+2h)d 
~ 2h 
The bound on IIArpl1 becomes 
( D + 2h)d IIArpl1 ::; max 1<P(Xi - xj)1 2h 
Combining the upper bounds on IIArpl1 and IIA;lll gives a bound on the condition 
number. 
1.4 Choosing a basic function 
The equations for finding the coefficients of an RBF or of a Kriging function in its 
"dual" form are identical once the basic function, <P, is known. The heuristic behind 
finding this basic function is where the two methods differ. In RBF interpolation 
the basic function is specified by minimizing a chosen seminorm over a subspace of 
functions. A well known example from Duchon [29] is the thin-plate spline in n2 
which minimizes 
1 [ fJ2S~X)]2 + 2 [fJ2s(X)] 2 + [fJ2S~)]2 dx, (1.22) X=(g,17)ER.2 fJ~ fJ~fJ'Tl fJ'Tl 
over all interpolants s : n 2 --+ n that have bounded first derivatives and square 
integrable second derivatives. This can be thought of as minimizing the bending 
energy or curvature of the interpolant. Clearly if you wanted an interpolant that 
was as smooth as possible in the sense of (1.22) then you would fit an RBF with 
a thin-plate spline basic function. If, however, the aim was to fit a smooth surface 
that does not necessarily interpolate the data then a different criteria could be used. 
For example, minimizing 
(1.23) 
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where y is a vector with Yi = S(Xi) and p sets the level of compromise between fidelity 
to the initial data f and smoothness. Large values of p correspond to a smooth 
surface with little resemblance to the original data at the centres. As p -1- 0 the 
surface becomes closer to the interpolating surface. RBFs that minimize (1.23) are 
called smoothing splines and finding the parameter p is often achieved by generalized 
cross validation (GCV) (see for example [83]). This leads to a system 
to solve for A and a where f3 is proportional to p. The smoothing spline does not 
interpolate the data but often reflects the actual underlying surface if the data is 
noisy. Thin-plate spline basic functions have been shown to be very accurate in 
medical imaging [21], surface reconstruction [20], as well as other applications. The 
inverse multiquadric and multiquadric have been used with success in geophysics 
and for solving elliptic PDEs. 
In the Kriging context the basic function is chosen to minimize 
(1.24) 
at a point x fj. X. In (1.24), z(x) is the actual surface value, s(x) is the Kriged 
approximation, and E(·) is the expected value. Minimizing (1.24) ensures that the 
surface is as accurate as possible at the point x. Often this can lead to the surface 
not being as aesthetically pleasing as a surface produced using an RBF interpolant 
or smoothing spline. 
Some classes of basic functions used in Kriging contain a smoothness parameter 
which sets the smoothness of the fitted surface. One such class of functions is the 
Matern class [42, 58, 71]. These basic functions are given by 
(1.25) 
where Kv is a modified Bessel function of order v > 0, and C¥1,C¥2 > 0 are constants 
to be determined. If n is a positive integer then using equation 12 on page 80 of [86] 
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gives 
,/., ( ) _ exp( -a2r)al(a2r)n ~ (n + k)! 
<pn+l/2 r - (2n _ I)!! ~ k!(n - k)!(2a2r)k' 
k=O 
Listed below are examples of Matern basic functions for specific values of lJ and 
lJ = 1/2, ¢(r) = exp(-r), 
lJ = 3/2, ¢(r) = (1 + r) exp( -r), 
lJ = 5/2, ¢(r) = (1 + r + r2/3) exp( -r), 
(1.26) 
lJ = 7/2, ¢(r) = (1 + r + 2r2/5 + r3/15) exp( -r). 
An advantage of the Matern class of functions is that it allows the "degree of smooth-
ness to be estimated from the data rather than restricted a priori" [78]. If the data 
is determined to be smooth a higher value of lJ would be appropriate. Likewise if the 
data is noisy a lower value of lJ. As is stated in Remark 1.4.1 below higher values 
of lJ correspond to smoother basic functions and therefore smoother interpolants. 
Remark 1.4.1. If <T?v is a member of the Matern family given in (1.25) then <T?v is 
2m-times differentiable everywhere in Rd for all m < lJ. 
For example, consider the Matern function with lJ .3/2 on R. This is clearly 
infinitely differentiable for x =1= o. For x = 0, we use a Taylor expansion of exp( -x) 
and obtain 
and 
¢3/2(lxl) = (1 + x)(l - x + x2 /2 - x3 /6 + O(x4)),· X -+ 0+, 
= 1 - x2 /2 + x 3/3 + O(X4), x -+ 0+, 
¢3/2(l x l) = (1- x)(l + x + x 2 /2 + x 3 /6 + O(x4)), x -+ 0-, 
=1-x2/2-x3/3+0(x4), x-+O-. 
Clearly ¢3/2 (I . I) is only twice differentiable at zero. To lift this result into d dimen-
sions firstly consider the 2m times differentiable function 
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Then for x in nd 
<1>(x) = ¢(llxlJ) = ao + a211xl12 + ... + a2mllxl12m + O(x2m+l), X -1- 0, 
= P2m(X) + O(X2m+l) , 
which implies <1> is 2m times differentiable at zero and P2m is the Maclaurin polyno-
mial. From this it is clear that <1>3/2 E C2(nd). 
For X C 0 end, Schaback and others [92, 73, 74] show, for any f in the "native 
space" of <1>, error bounds of the form 
Is(x) - f(x)1 :::; Ch'Yllfll<I?, x E 0, 
where C is a <1> specific constant and 
h := sup min Ilx - xiii. 
xEn l<:5:i<:5:N 
(1.27) 
The highest value of I for which such a bound holds is called the approximation 
order. The native space, F<I?, consists of all functions f : nd -1- n with Fourier 
transform J that satisfies 
Ilfll<I?:= r 1~(w)12 dw < 00. 
Jnd <1>(w) (1.28) 
In [92] it was shown that the multiquadric and Gaussian basic function have un-
bounded local approximation orders. For Matern functions the approximation order 
is 1/ [73]. In can be shown (see for example [88]) that the native space of a Matern 
basic function is the Sobolev space HV+d/2(nd). Thus if f is not sufficiently smooth 
then the approximation order 1/ is not applicable. 
The following examples illustrate that the parameter 1/ needs to be carefully 
chosen to obtain the most accurate RBF interpolants. Figure 1.2 below shows 
RBF interpolation surfaces and error surfaces where the basic function is cI>v, 1/ = 
1/2,3/2,5/2. The centres are two hundred random points in [0, IF (see Figure 
1.2(b)), and the right hand side is of the form fi = FO(Xi). Fo(x), x = (~, 7]), is the 
CO function with essentially bounded first partials, 
Fo(x) = (~+7]-1)~. 
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The relative 2-norm errors between the fitted surface and Fo evaluated over 1600 
points were 0.546, 0.134, 0.189, and 0.213 for 1/ = 1/2,3/2,5/2 and the thin-plate 
spline respectively. In this example the best RBF interpolant from the Matern class 
was with 1/ = 3/2 which corresponds to a C2 basic function. 
The same experiment except with the function 
Fl(X) = ~exp (_(9~-2)2+(9rt-2)2) +~exp (_(9~+1)2 _ 917 +1) 
4 4 4 49 10 
1 ((9~-7)2+(917-3)2) 1 2 2 
+ 2 exp - .4 - "5 exp ( - (9~ - 4) - (917 - 7) ) , 
(1.29) 
of [31] lead to the errors 0.0195, 0.0067, 0.0037 and 0.0133, for 1/ = 1/2,3/2,5/2 and 
the thin-plate spline respectively. This time the C4 basic function was more accurate. 
This is not unexpected because the C4 basic function has a higher approximation 
order for the smoother function Fl . The observation that larger values of 1/ are 
more appropriate for smoother data is the heuristic behind using the Matern class 
for finding numerical solutions to PDEs in Chapter 6. 
In the Kriging setting it is possible to use maximum likelihood techniques, as 
given by [82], as a way of estimating 1/ so that (1.24) is minimized. 
1.5 Preconditioning techniques 
Section 1.3 indicates that the usual system (1.10) of interpolation equations is often 
badly conditioned when the number of data points is large. Also solving the inter-
polation system without any customized method will require O(N3 ) operations. If 
a matrix iterative method, such as GMRES or CG, is used then the major work of a 
single iteration is a matrix vector product "requiring" O(N2) operations. However, 
convergence of these methods depends on the relative clustering of the eigenvalue 
spectrum of the matrix (see Chapter 2). As we'll see in later chapters the eigenvalue 
spectrum for the usual interpolation matrix can be spread through many orders of 
magnitude and any iterative method will require a large number of iterations to 
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(a) Interpolation with v = 1/2. (b) Error with 1/ = 1/2. 
o 0 0 0 
(c) Interpolation with 1/ = 3/2. (d) Error with 1/ = 3/2. 
o 0 0 0 
(e) Interpolation with 1/ = 5/2. (f) Error with 1/ = 5/2. 
Figure 1.2: Interpolation to function Fo using various <1?v functions from the Matern 
family. See the text for more information. 
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converge. Fast matrix-vector product algorithms can reduce the computation to 
O(N log N) per iteration but for large N this is still prohibitive. Loss of accuracy 
will also occur through bad conditioning. 
The main emphasis of this thesis is to study preconditioning techniques which 
allow for fast fitting of RBFs and Kriging surfaces when N is large. This section 
gives an overview of two preconditioning techniques which have been used. The first 
is designed to form a well conditioned system and the second designed to form a 
positive definite system to which conjugate gradients can be applied. 
1.5.1 Preconditioning by forming decaying functions 
In [30, 31] the authors consider forming new basis functions so that the precondi-
tioned matrix is well conditioned with clustered eigenvalues. Consider a function 
'I/J = ~ k ¢;, k ~ 1 that has the properties 
'I/J(r) -+ 0 as r -+ 00, (1.30) 
and 
'I/J(r) ::?> 1 as r -+ O. (1.31) 
The matrix given by Aj = 'I/J(!!Xi - Xj!!) will be approximately diagonally dominant 
and is likely to be well conditioned (of course this obviously depends on how fast 
the function goes to zero as r grows). 
The preconditioning strategy is to form new basis elements by using discretised 
approximations to ~k¢;. When the centres are on a regular grid, and k = 1, a 
suitable discretised Laplacian is the 5-point star. Then for an interior centre Xi the 
'I/J element is, 
'l/Ji(') = ¢;(Xi,j+l _.) + ¢;(Xi,j-l _.) + ¢;(Xi+l,j _.) + ¢(Xi-l,j -.) - 4¢;(Xi,j - .), (1.32) 
where Xij = Xoo +i(h, 0) + j (0, h), h being the separation distance of the regular grid. 
For the multiquadric and linear basic functions these 'I/J elements are bell shaped, 
see Figure 1.3, and have the properties (1.30) and (1.31). 
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Figure 1.3: A bell shaped new basis function of the form (1.32), with Xi = (0,0) 
and h = 0.5, and ¢ is the multiquadric. 
Unfortunately the authors only trialed small data sets and regular data arrange-
ments experimentally. U sing the multiquadric basic function and centres on an 
11 x 11 grid the condition number of the interpolation matrix decreased from 7274 
to 126 for the regular system and the preconditioned system respectively. Similarly 
for the thin-plate spline the condition numbers were 6764 and 5.1 respectively. Al-
though these problems are small the preconditioning strategy has a marked effect on 
the conditioning of the interpolation matrix. We can see that even on these small 
regular data sets it is not the problem of RBF interpolation that is badly condi-
tioned, it is only its formulation in terms of the "basis" of ¢ functions. Choosing a 
"better" basis can dramatically improve conditioning. This idea is discussed more 
in chapters to follow. 
1.5.2 Powell's QR method 
Since fast matrix-vector product algorithms have been known there has been much 
interest in using matrix iterative methods for solving preconditioned RBF systems. 
Using a fast multiply even a method requiring N iterations will solve interpolation 
problems in O(N2 ) or O(N2log N) operations rather than O(N3 ). One iterative 
method is conjugate gradients (CG) which requires the preconditioned matrix to be 
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symmetric positive definite. An early application of such methods to RBF inter-
polation was given by Powell [69]. Powell converts the usual interpolation system 
(1.8) into a symmetric positive definite system by finding an N x (N - Pdim) matrix 
Q which spans pl.. as in Theorem 1.2.2. Q is formed by constructing Householder 
matrices, H j , j = 1, ... ,Pdim, so that 
Pj = HJ .. . Hip, j = 1, ... ,Pdim, 
is zero below the diagonal in the first j columns. Each Householder matrix is of the 
form 
where Uj is found so that Hj zeros Pj - 1 below the diagonal in the jth column and 
doesn't disturb the zeros below the diagonal in the first j - 1 columns. Clearly the 
matrix given by n = HIH2 ... HPdim will have the last N - Pdim columns orthogonal 
to P. Let Q be the matrix given by these columns. Applying CG with the positive 
definite matrix QT A¢Q will require an O(NlogN) matrix-vector product per iter-
ation and Q multiplied by a vector. Calculating the inner product u; y before the 
outer product UjU; ensures 
u':fy 
H·y = y - 2_J -u' 
J U;Uj J' 
is found in O(N) operations. The product Qy can then be calculated in O(N) 
operations. 
Powell gives numerical results for the thin-plate spline in n2 that indicate that 
this iterative technique will require a large iteration count when N is moderate 
or large. However this technique is still of interest for small problems since the 
symmetric positive definite system can be solved via the Cholesky factorisation in 
approximately half the operations required to solve a similarly sized problem with 
a variant of Gauss elimination that does not exploit symmetry. 
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1.6 Fast matrix-vector product algorithms 
An essential ingredient in any fast technique for fitting a RBF is a fast matrix-
vector product algorithm. In fact, without such an algorithm, any iterative method 
for fitting would still be cumbersome for large N. These fast algorithms allow 
the computation of a matrix-vector product in O(N log N) or O(N) operations 
after O(N log N) setup. The first fast algorithm of this type was presented by 
Greengard and Rokhlin [43] for use in potential theory with the basic function 
¢(.) = log(·). Since then fast algorithms have been developed by Beatson and 
others for the multiquadric basic function [15, 7] and the thin-plate spline basic 
Junction [11, 8]. Beatson and Greengard in a review paper [10] give the following 
key features for a fast hierachical or multipole method. 
• A user specified accuracy level E. 
• A hierachical subdivision of space into panels. 
• Far field expansions (or approximations) to the basic function <J? to within a 
given accuracy. 
• (Optional) Conversion of far field series into near-field series. 
This section reviews the key features of a hierachical method and the moment 
method. Following [10] we develop a hierachical scheme in one dimension so that 
the key ideas can be understood. Moving to higher dimensions is then conceptually 
easy. Consider the multiquadric in one dimension. The far field expansion is 
1 1 ¢(lx-tJ) = vlx - tl 2 + c2 = x-t+-2C2X-l+-tc2X-2+ ... +Qp(c, t)x-P+1+0(lxl-P), 2 . 
(1.33) 
which is valid provided Ixl > Vt2 + c2. Note that in the series (1.33) the general 
term is a product 
(1.34) 
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where Qj(c, t) is given in [15]. In this product the influence of the source, t, and the 
evaluation point, x, is separated. Let 
ST(X) = L di¢(lx - til), 
i:tiET 
be the influence of the centres ti E T (where T is a panel centred at zero). Then if 
Ixl > Jt; + c2 , for all ti E T and the series in (1.33) is truncated to p terms, 
p 
'" '" -+1 ST(X) ~ 6 di 6 x J Qj(c, ti), 
i:tiET j=l 
p 
= L x- j+1Qj(c,T) =: TT(X}. 
j=l 
Once the coefficients Qj are formed evaluating TT takes O(p) operations. Clearly 
as the number of centres in T increases then evaluating TT becomes comparatively 
more efficient compared to evaluating ST directly. It is this idea that leads to the fast 
algorithms. Note that the length of the series, p, depends on the required accuracy, 
E. For more details see [10]. 
Now, consider if all the centres, ti, are contained in a panel T with centre t and 
radius h. Then the approximation TT converges rapidly to ST whenever Ix - tl :::: 3h. 
These points, x, are referred to as being well-separated from T. The approximation 
TT is valid whenever x is well-separated from T. 
The final component required is a subdivision of the space containing the centres. 
Starting with a parent panel containing all the centres and then recursively dividing 
each parent panel in half to form two child panels gives a tree structure as in Figure 
1.4. 
To evaluate s(x), for x in some panel [3/4,7/8) say, use a combination of ap-
proximations, TT(X), and exact evaluations, ST(X). The "source" panels to use 
approximations from are those on the interaction list of the target panel. 
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Level 0 [0,1] 
~~ 
Levell [0,112) [112,1] 
~~ ~~ 
Level 2 ~lM) D~ln) [1/2,3/4) [3/4,1] 
/~ /~ /~ /~ 
Level 3 [0,1/8) [1/8,1/4) [1/4,3/8) [3/8,1/2) [1/2,5/8) [5/8,3/4) [3/4,7/8) [7/8,1] 
Figure 1.4: A three level subdivision of the unit interval. 
Definition 1.6.1. A panel, T, is in the interaction list of a panel U if 
• T is well-separated from the ancestor of U that is at the same level as T. 
• The parents of T are not in the interaction list. 
For x E [3/4,7/8) the following approximation for s(x) is obtained. 
s(x) ~ S[3/4,7/8) (x) + S[7/8,1] (x) + S[5/8,3/4) (x) + r[1/2,5/8) (x) 
+ r[1/4,1/2) (x) + rtO,1/4) (x). 
The centres in panels [3/4,7/8), [5/8,3/4) and [7/8,1] are cleady not well-separated 
from [3/4,7/8) at any level so the influence of these centres is calculated directly. 
The panels [1/4,1/2) and [0,1/4) are well-separated from the panel containing x at 
level 2. Thus the influence of these centres is approximated at a higher level. 
Now consider if x is in the panel [1/4,3/8), then we have the approximation, 
s(x) ~ S[1/4,3/8) (x) + S[3/8,1/2) (x) + S[1/8,1/4) (x) 
+ r[O,1/8) (x) + r[1/2,5/8) (x) + r[5/8,3/4) (x) + r[3/4,1] (x). 
As before the influence of panels that are not well-separated from the target panel 
are calculated directly and the far field series are used for panels on the interaction 
list. 
If the centres are uniformly distributed then the number of levels is usually 
m ~ log2 N. Then there are 0(1) centres in each level m panel. Because there is 
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at most three panels at each level on the interaction list of a given target panel and 
each series is length p, then the work for evaluating s (x) at a single point x will be 
O(pm) = 0(plog2 N). The setup cost can be shown to be O(NlogN) and the total 
cost for an approximate matrix vector product is O(pNlog N) operations. 
1.6.1 Moment method 
The moment method [15, 5] is a method which allows the evaluation of an RBF s 
in 0(1) operations after O(N log N) setup. The advantage of the moment method 
is that it can be applied to a wide range of functions by only changing a few lines of 
code. In particular there is no need for far field series for each new basic function. 
The moment method algorithm forms an approximation to ¢ by interpolating 
to ¢ at the zeros of the shifted Chebychev polynomials. As the approximations are 
only needed for panels on the interaction list at each level these approximations are 
formed so that they are sufficiently accurate in these panels. Hence, new polynomial 
approximations are required at each level. The following lemma shows that once 
such approximations are found we can find a good approximation to s. 
Lemma 1.6.2 (Beatson and Newsam [15]). Let b, c and E > O. Let It I > b + c 
and ¢ be a function in Crt - (b + c), t + (b + c)]. Define Vj(x) = x j jj! and let 
k 
q(x) = L aj Vj(x - t), 
j=O 
be a polynomial of degree k such that II¢U - qllL''''[t-(b+c),t+(b+c)] :::; E. Given centres 
Xl, ... ,XM with Ixml :::; b for 1 :::; m :::; M and weights dl , ... ,dMI let the correspond-
ing REF 
M 
s(x) = L dm¢(lx - xml) 
m=l 
be approximated by 
M 
Sl(X) = L dmq(x - xm). 
m=l 
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k 
Sl(X) = :LblVl(X - t), 
1=0 
where b1 = 2:~=1 aj 2:~=1 dm \!j-l( -xm). 
By summarising the influence of all the panels on the interaction list into a 
local polynomial approximately evaluating s reduces to evaluating the influence of 
nearby centres directly together with evaluation of a polynomial. In Table 1.6.1 we 
give various timing results for a matrix-vector product using the moment method 
and direct computation. It can clearly be seen that the moment method provides 
huge computational savings when N is large and is even competitive for small values 
of N. The moment method timings include the time for setup which is a substantial 
Basic Number of Direct Moment Ratio 
function centres, N calculation method 
2500 0.92 0.38 2.42 
5000 3.68 0.83 4.43 
linear 10000 14.74 1.77 8.33 
20000 59.16 4.58 12.92 
40000 239.52 11.02 21.74 
2500 2.05 0.60 3.42 
5000 8.14 1.32 6.17 
exponential 10000 32.93 2.79 11.80 
20000 131.43 6.71 19.59 
40000 530.19 15.41 34.41 
Table 1.1: Timings of matrix-vector products by direct multiplication and by the 
moment method for centres in n 2 . 
portion of the algorithm. Subsequent matrix-vectors would not include this setup 
and consequently timings would be somewhat reduced. 
Chapter 2 
Preconditioned G MRES iteration 
2.1 Introduction 
Radial basis functions (REFs) are a recent tool for interpolating data. Applications 
of RBFs include bathymetry (ocean depth measurement), topography (altitude mea-
surements), hydrology (rainfall interpolation), surveying, mapping, geophysics and 
geology (see the survey of applications [44]). More recent applications include image 
warping [4, 38] and medical imaging [21]. Experience in a variety of applications has 
shown RBFs to be particularly well suited to scattered data interpolation problems. 
An RBF, s, is a function of the form 
N 
sO = Pm-lO + L Ai¢(I· -xii)· (2.1) 
i=l 
Here, Pm-Ie) is a member of 1r~_1l the space of (m - l)th degree polynomials in 
d variables, A = [AI, ... , ANF E nN are coefficients and {Xl,"" XN} = X are the 
distinct centres of the REF. The function ¢ is SCPDm, and 1·1 denotes the 2-norm. 
Popular choices of basic function include the multiquadric ¢( r) = vr2 + c2, C > 0 
and the thin-plate spline ¢( r) = r2 log( r). Radial basis functions are often fitted by 
interpolation at the centres Xi. Interpolation with a function of form (2.1) leads to 
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the system of interpolation equations 
(2.2) 
Here (A¢)ij = ¢(IXi-Xjl), f is the vector of values to be interpolated, a is the vector 
of coefficients of Pm-l with respect to some basis {ql, ... ,qdim(7l"~_l)} for 1f~_1' and 
Pij = qj(Xi). 
We shall be interested in the conditioning and spectrum of the matrix 
A- , - - [A¢ P 1 
p T 0 
(2.3) 
on the left of the usual interpolation system (2.2). The second row of the partitioned 
system (2.2) is a set of side conditions that can be rewritten as 
N L Ajq(Xj) = 0, for all q E 1f!-1 . (2.4) 
j=l 
Loosely speaking these moment conditions correspond to A being orthogonal to the 
space 1fm -l(X). 
As we saw in Chapter 1 the RBF interpolation matrix will be invertible under 
very weak conditions on the geometry of the centres. For example in n2 the system 
corresponding to the thin-plate spline interpolation will be invertible whenever the 
centres are not collinear. This guarantee of invertibility is a considerable advantage 
over many other interpolation methods. Indeed, according to the counter-example 
of Mairhuber, any method for which the space of interpolants does not change with 
the centres of interpolation is doomed to fail for at least one choice of N 2:: 2 centres 
in nd , d 2:: 2. In RBF interpolation the space from which the interpolant is chosen 
changes with the centres of interpolation. Thus the Mairhuber counter example does 
not apply. Unfortunately the matrix (2.3) is not usually sparse and when the number 
of interpolation points, N, is large then the system is usually ill-conditioned. Solv-
ing this system by non-customised methods exploiting symmetry requires O(N3/6) 
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fiops* and O(N2) storage. These computational costs are unacceptable for large N. 
Experience with RBF interpolants on small problems has been almost universally 
positive. However, applications to large problems with 10,000 or more centres have 
been limited due to the perceived prohibitive computational costs. The literature 
contains many comments on the desirable properties of RBF interpolants and the 
expense of fitting and evaluating them. For example: 
"The global interpolation methods with Duchon's "thin plate splines" 
and Hardy's multiquadrics are considered to be of high quality; however, 
their application is limited, due to computational difficulties, to rv 150 
data points." Dyn, Levin and Rippa [31,' 1986]-talking about the state 
of the art prior to their paper. 
"Practical problems often arise with many more than 10,000 data sites; 
for example, in aeromagnetic survey work it is common to have 50,000 to 
100,000 observations in a single data set. We believe that such problems 
will indefinitely remain beyond the scope of thin-plate splines." Sibson 
and Stone [77, 1991]. 
"The most accurate results of registration of images with local distortions 
were obtained by using the surface spline mapping functions. As shown 
below, their direct use has extreme computing complexity and is not 
suitable for practical applications." Flusser [38, 1992]. 
The purpose of this chapter is to present one method which overcomes the com-
putational complexity and conditioning difficulties presented by large RBF interpo-
lation problems. One feature of the method is that the problem is preconditioned by 
changing the basis in which the RBFs are represented. Several choices of approxi-
mate cardinal function preconditioner have been tried, all with at least some degree 
*We define a flop as one addition or subtraction, plus one multiplication or division, and some 
indexing. Some authors would count such a combination of operations as two flops. 
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of success. Extensive numerical experiments have been conducted with thin-plate 
spline and multiquadric RBFs. These show that the combination of a suitable ap-
proximate cardinal function preconditioner, a fast multiply, and GMRES iteration, 
can make the solution of large RBF interpolation problems orders of magnitude 
less expensive in storage and operations. Typically, the preconditioning results in 
dramatic clustering of eigenvalues and improves the condition numbers of the inter-
polation problem by several orders of magnitude. Known convergence estimates for 
the GMRES iterative method show that eigenvalue clustering should speed conver-
gence. Such behaviour is very much in evidence in our computations; the number 
of GMRES iterations required to solve the preconditioned problem being typically 
of the order of 10 to 20 and growing slowly with N. 
In summary the combination of a suitable approximate cardinal function precon-
ditioner, the GMRES iterative method, and existing fast matrix-vector algorithms 
for RBFs [11, 14] lowers the computational cost of solving an RBF interpolation 
problem to O(N) storage and O(N log N) operations. This makes computations 
with 10,000 or more centres an easy task, even with very modest hardware. 
2.2 The GMRES iterative method 
The GMRES iterative method for non-symmetric systems, Ax = b, was presented 
by Saad and Schultz [72] in 1986. The algorithm is a Krylov subspace method and 
its convergence properties parallel those of the conjugate gradient (CG) method 
for symmetric positive definite systems. Unlike CG iteration, GMRES iteration 
requires storage of all the previous search directions, or equivalently storage of an 
orthonormal basis for K,k, where 
K,k = span {ro, Aro, ... ,Ak-1ro} , 
and rk = b - AXk is the residual at the kth step of GMRES. 
In the kth iteration of GMRES Xk is taken as the unique solution of the least 
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squares problem 
min lib - AXl12 . 
x E xO+l'i:k 
(2.5) 
It is well known, see for example [53, pp.33-34], that if A is invertible 
Furthermore, if A is diagonalisable with A = V DV-1 and Pk E 7r~ is any polynomial 
with Pk(O) = 1 then 
where O"(A) is the spectrum of A. If the eigenvalues of A fall into a single cluster 
about c with relative radius p < 1 then choosing 
(c - z)k 
Pk(Z) = k ' 
C 
(2.6) 
in the above yields the estimate 
for the error after k iterations. 
Campbell et al. [18], with a more sophisticated analysis, show the bound 
(2.7) 
when A, not necessarily diagonalisable, has a single cluster of eigenvalues together 
with some outliers. In equation (2.7), u is the number of outlying eigenvalues, and 
C reflects the relative distance of outliers from cluster and the non-normality of A. 
p is the relative radius of the clustered eigenvalues. 
The kth iteration of the GMRES algorithm on an N x N system requires one 
matrix-vector product and O(kN) additional floating point operations [53, 72, 84]. 
The method also requires the storage of an orthonormal basis for the Krylov subspace 
so that conjugate vectors can be formed at each iteration. Hence, if the total number 
of iterations is K, total storage requirements, excluding any storage needed for the 
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matrix A or computing its action, is O(KN). The corresponding flop count is K 
matrix-vector products and O(K2 N) other floating point operations. 
In our application the preconditioner will, by design, cluster most of the eigen-
values near one. Thus the total number, K, of iterations will be small, usually less 
than 20, and the computational costs of approximate solution via GMRES, exclud-
ing those related to computing matrix-vector products, will be very moderate. The 
cost of each matrix-vector product will be reduced to O(N) storage and O(N log N) 
flops using a fast algorithm. 
2.3 Preconditioning: Good basis versus bad basis 
Radial basis function interpolation problems have acquired a reputation for being 
badly conditioned. In our view this reputation is somewhat undeserved. In this 
section we give an empirical justification of our viewpoint. The numerical results of 
Section 5 provide quantitative support for it. 
Our empirical argument is based on several other examples in numerical analy-
sis. First, consider the problem of fitting a polynomial by least squares to uniformly 
spaced data on [0, 1]. If the power basis is used then the problem is horribly condi-
tioned, the matrix involved being close to the Hilbert matrix.· If however an appro-
priate basis of orthogonal polynomials is used the problem is beautifully conditioned, 
the matrix involved being close to the identity matrix. Second, consider the problem 
of fitting a univariate polynomial spline of degree k on mesh, t : to < tl < ... < tN, 
to data. For the purpose of finding the dimension of the spline space, considered as 
a subspace of C[to, tN], the expression 
N-l 
s(·) = p(.) + L Ai (. - t i )! ' 
i=l 
is extremely good. However, for the purpose of fitting a spline to numerical data 
it is awful, the matrix involved typically being badly conditioned. The remedy is 
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again to change the basis, the basis of normalised B-splines being one much better 
choice. 
We have seen above that the conditioning of data fitting problems is heavily 
dependent on the choice of basis. If a bad basis is used then such problems are 
often badly conditioned. However,. if a good basis is used the problems are well 
conditioned. The properties of a single basis are not the properties of the spacel In 
our opinion the reputation of RBF interpolation problems for ill-conditioning is due 
to most computations being done with respect to the natural basis, which happens to 
be bad for numerical fitting of interpolants. After all if one used the basis of cardinal 
RBFst, the matrix of the interpolation problem would be the identity, which has 
perfectly clustered eigenvalues and is perfectly conditioned. Unfortunately, finding 
all the cardinal functions is not a practical solution, being more expensive than 
interpolation to one right hand side. Therefore our aim in the next section is to 
investigate practical strategies for finding good bases for RBF interpolation problems. 
2.4 Preconditioning: Approximate cardinal func-
tions 
In this section we shall introduce preconditioning strategies based on a change 
of basis to a basis of approximate cardinal functions. We have seen in Section 2.2, 
concerning the GMRES algorithm, that a preconditioner that clusters eigenvalues 
should result in fast convergence. We have also seen in Section 2.3, on good bases 
versus bad bases, that using the basis of cardinal functions would result in the 
interpolation matrix being the identity matrix, with all eigenvalues equal to 1. For 
this matrix GMRES would converge in one iterationl However, converting to the 
basis of cardinal functions is totally impractical, so we choose instead to follow [9, 16] 
and convert to a basis of approximate cardinal functions. 
tEach basis element is one at one node and zero at the others. 
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All the approximate cardinal functions which occur below fall into the general 
pattern discussed in this paragraph. Given centres Xo, Xl, ... ,XN one associates with 
Xj an approximate cardinal function 
N 
'ljJj(') = Pj(') + L vjiip(1 . -Xi!), (2.8) 
i=l 
where 'ljJj is an element of our spline space. Thus Pj is an element of 7r~_1 and the 
coefficients {Vji}{;:,l are orthogonal to polynomials in the sense of equation (2.4). 
Various choices of the manner in which 'ljJ/s approximate the corresponding cardinal 
function will be discussed later. Suppose there is a relatively small number, (3 « N, 
such that for each j the number of possibly non-zero coefficients Vji is less than 
or equal to (3. Thus to find 'ljJj we solve a system of size approximately (3 x (3. 
Then the setup cost, typically O(N (33/6) flops, of solving N small systems to find 
the coefficients of all the elements 'ljJj will also be small compared with the cost 
of solving the original large unpreconditioned system, which is typically 0(N3 /6) 
flops. See Table 1 below for more precise estimates in the case of the thin-plate spline 
in 'R}. In this case we estimate the cost of forming a single 'ljJj as approximately 
((3 - 3)3/6 + (32 + 6(32 + 5(32 + 0((3) flops. Here the 5(32 is an estimate of the cost 
of forming the lower triangle of the matrix (cP(IXi - xkl)) for i, k in the subset of 
at most (3 indices Sj (see below); the 6(32 is the cost of obtaining from that matrix 
Powell's ((3 - 3) x ((3 - 3) Householder preconditioned matrix [69] (performing the 
transformation exploiting symmetry) ; the ((3 - 3)3/6 is the cost in flops of Cholesky 
decomposition of the Householder preconditioned matrix; and the (32 the cost of 
solution by forward and back substitution. 
In terms of the 'ljJ functions the interpolation problem is 
A'ljJf..t=j, (2.9) 
where A'ljJ has (i,j) entry 'ljJj(Xi)' If our choice of the functions 'ljJj is successful 
then A'ljJ will have clustered eigenvalues and (2.9) will be solvable in relatively few 
GMRES iterations. These iterations themselves are not too expensive. The main 
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Number Number of Ratio of flop counts. 
of ¢'s in Solution of single large unpreconditioned system 
centres, N. each 'l/J, 13· versus forming the N 'l/J functions. 
1000 30 13 
4225 50 64 
10000 50 355 
20000 50 1414 
Table 2.1: Ratio of the flop count for solving the single large unpreconditioned 
system by Cholesky compared to the flop count for forming the 'l/J functions. 
cost of an iteration is to compute the action of A'l/J on a vector. This can be done 
by converting a spline from representation with respect to the good, or 'l/J, basis 
into terms of the bad, or ¢, basis in O(j3N) flops and multiplying by the matrix of 
the interpolation problem with respect to the bad basis. The latter multiplication 
taking O(N2) flops if performed directly, or O(N log N) flops if a fast algorithm is 
used. Indeed iterative methods for solving the interpolation equations were part of 
the motivation for the development of fast algorithms in [11, 14]. 
2.4.1 Approximate cardinal functions based on purely local 
centres 
As mentioned earlier we want to restrict the number of nonzero coefficients, Vji, to 
be small, for each j. Therefore, for any j, we select a group of 13 points with possibly 
non-zero Vji's and force the remaining N - 13 coefficients Vji to be zero. In the pure 
local method we take this set of 13 points to be a set of 13 closest points to Xj' For 
some data sets and some x/s this set may not be unique. The corresponding set of 
indices will be denoted hereafter by Sj. Finding all the subsets Sj can be performed 
efficiently in 0 (N log N) time with a balanced range tree. The pure local strategy 
approximates the true cardinal function well for nodes near Xj' However, as we will 
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see later, the approximation can be poor at points far away from x j. The pure local 
approximate cardinal function 'ljJj will have the form 
'ljJjO = PjO + L Vji¢(1 . -xii), (2.10) 
iESj 
and satisfy the interpolation conditions 
(2.11) 
The coefficients of'ljJj can be found by solving an appropriate (,8 + f) x (,8 + e) system 
similar to (2.2), where e = dim(1T;;_l)' 
This subproblem can be solved by Gaussian elimination in 0(,83/3) flops after 
0(,82) setup. Bad conditioning in the subproblem may occur due to the conditioning 
of the interpolation matrix being scale dependent. For the thin-plate spline the 
subproblem can be solved in a scale independent manner by a transformation to a 
symmetric positive definite system. See Powell [69] for a full description of one such 
transformation. Somewhat surprisingly for the data sets we've considered using the 
scale independent approach made no significant difference to the convergence of our 
GMRES iterations. However moving to a symmetric positive definite system makes 
it easy to find 'ljJj in 0(,83/6) flops. This approximate halving of setup costs is 
very worthwhile. Figure 2.1 below shows pure local approximate cardinal functions 
based on using 50 centres from the uniform grid {O, 1/16, ... , 1} x {O, 1/16, ... , 1} 
of 289 centres. Note that in the typical case of closest points all around the pure 
local approximate cardinal function works very well being close to zero or displaying 
small linear growth far away from x j. When the closest point set is unbalanced then 
the approximate cardinal function shows strong linear growth as Ix - Xj I gets large. 
In the figures a dark asterix on the top of the 3D box indicates a centre used in the 
element. A light dot indicates an unused centre. 
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o 0 
( a) Closest points all around x j . (b) Closest point set unbalanced. 
Figure 2.1: Pure local thin-plate spline approximate cardinal functions based on 50 
local centres from a 17 x 17 grid. 
2.4.2 Approximate cardinal functions based on local centres 
and special points 
To counter the growth of the pure local 'l/Jj'S described above we add in special points 
to the local node sets specified by Sj. Our heuristic is to clamp 'l/Jj to be zero at these 
widely scattered special points, and expect 'l/Jj's smoothness to constrain it to be 
small near these points. In the thin-plate spline case the variational characterisation 
argues against any large deviation of 'l/Jj(x) from zero in regions containing only 
special points. These special points will be scattered widely within the domain. For 
example ifthe centres of interpolation are distributed within the square [0,1] x [0,1] 
and we wanted 4 special points, then these could be chosen as the centres closest to 
(0,0), (0, 1), (1,0) and (1,1) respectively. Interpolating as before to Oij data gives an 
approximate cardinal function which is a good approximation near Xj, and small far 
away from Xj' Figure 2.2 shows that this typically leads to a good approximation 
in between these regions as well. 
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In this chapter we consider the 4 special points just mentioned and also 9 special 
points which are found by forming a 3 x 3 grid over the data rectangle, and then 
finding the centres closest to the 9 vertices. 
o 0 o 0 
(a) Closest points all around Xj. (b) Closest point set unbalanced. 
Figure 2.2: Local centres and special points thin-plate spline approximate cardinal 
functions based on 41 local centres and 9 special points from a 17 x 17 grid. 
2.4.3 Decay element approximate cardinal functions with 
r-3 growth at infinity 
The decay element approximate cardinal functions, 'lj;j, are constructed to enforce 
decay as x moves away from Xj. The idea is that then the entries in the matrix A'if1 
corresponding to IXi -xjllarge, will be very small. Hence, corresponding columns of 
A'if1 will probably be column diagonally dominant, with 1 as the diagonal element. If 
this held for every j then A'if1 would have eigenvalues clustered about 1 by Gershgorin. 
We find 'lj;j by solving the constrained least squares problem 
(2.12) 
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subject to 
(2.13) 
The growth condition (2.13) is equivalent to a homogeneous system of linear con-
straints on the coefficients {Vji : i. E Sj} and as we shall see below requires the 
polynomial Pj in (2.10) to be zero. Thus the system to find the coefficients of a 
single decay element approximate cardinal function takes the form 
min IIGv - elb, 
v 
subject to 
Hv=O, 
where G is the f3 by f3 matrix corresponding to interpolation by a "pure" sum 
of shifts of </>(1 . I), H is the matrix of conditions given in equation (2.16) for the 
multiquadric and (2.18) for the thin-plate spline, and e is the vector with 1 in the 
row corresponding to j and zeros elsewhere. 
In what follows we will adopt the notation x = (e, 'T}) and Xi = (ei, 'T}i). The 
truncated far field expansion of a single multiquadric basic function centred at (s, t) 
(see [7]) is 
(2.14) 
Substituting the far field expansion from equation (2.14) into the expression for 
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'ljJj(X) we find 
Hence, when c is constant, 'ljJj(x) will be O(lxl-3) as Ixi -+ 00 if and only if PJ' = 0 
and 
L l/jiXf = 0 for all 0: = (aI, a2) E N~ such that (al + a2) ~ 3, (2.16) 
iESj 
where N'5 is the space of ordered pairs of nonnegative integers. 
The truncated far field expansion of a single thin-plate spline basic function 
centred at (8, t) (see [11, Theorem 1], [14, Lemma 2]) is 
[(~ - 8)2 + (TJ - t?J log ([(~ - 8)2 + (TJ - t)2J ~) 
1 
= 2(e + TJ2) log (e + TJ2) - (8~ + tTJ) log (e + TJ2) - 8~ - tTJ, 
1 (2 2) 1 (t2 2) 1 (382 + t2)~2 + (82 + 3t2)TJ2 + 48t~TJ 
+ 2 8 + t og ':, + TJ + 2 e + TJ2 
_ ~ (8~ + tTJ) ((82 + 3t2)~2 + (382 + t2)TJ2 - 48t~TJ) (2.17) 
3 (e + TJ2)2 
_ ~ 6(84 + t4 - 682t 2)eTJ2 + (682t 2 + 84 - 3t4)~4 + (6t2s2 - 3s4 + t 4)TJ4 
12 (e + TJ2)3 
1 8(3st3 - 83t)eTJ + 8(383t - t38)~TJ3 -3 
- 12 (~2 + rp)3 + O(lxl ). 
By an argument analogous to that leading from (2.14) to (2.16) we find from (2.17) 
that a 'ljJj based on thin plate splines is O(lxl-3) as Ixl -+ 00 if and only if certain 
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moment conditions hold. These are Pj = 0 and 
L VjiXf = 0 for all a E N~ such that (CYI + CY2) ~ 3, 
iESj 
L Vji(~; + 7]; - 6~17];) = 0, 
iESj 
L Vji(~; - 7];) = 0, 
iESj 
L VJ'i7]i~: = 0, 
iESj 
L Vji7]:~i = O. 
iESj 
45 
(2.18) 
Figure 2.3 shows the resulting thin-plate spline decay element approximate cardinal 
functions for two different configurations of centres. 
o 0 
(a) Closest points all around Xj' (b) Closest point set unbalanced. 
Figure 2.3: Decay element thin-plate spline approximate cardinal functions based 
on 50 local centres from a 17 x 17 grid. 
We cannot expect to be able to use decay elements exclusively as a basis. In 
view of the decay condition they do not span the whole space! Thus we need to use 
some non-decay elements as well. As a criteria we choose to use decay element, 'l/Jj, 
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if and only if 
I: lV;j(Xi) - Ojil < /1, (2.19) 
iESj 
for some suitable tolerance /1 (typically 0.5). Otherwise we use an approximate 
cardinal function based on local centres and special points. We call centres for which 
the decay element satisfies condition (2.19) good points and centres for which the 
decay element fails condition (2.19) bad points. Figure 2.4 shows the good and bad 
points for a random set of 4225 centres from [0, IF. In the figure dots mark centres 
for which the corresponding decay element satisfied condition (2.19). An asterix 
marks a centre whose corresponding decay element failed the condition (2.19). In 
this example the tolerance was taken to be 0.5 and the size of Sj is 50. Note that 
most points are good points, and bad points are generally on the periphery of the 
region or points with an unbalanced node set . 
... : • " ... :/. "*,).t-.• ~ • •• ':* ~ *'" ,,_ • ., t 
0.9 
0.7 
.; •• ~:. ':~. ; .. ~~.: .; ..... ::~. : Ii • ...... 
o ~ ~ ~ M M M ~ M M 1 
Figure 2.4: Good (.) versus bad centres (*) for the thin-plate spline decay element 
approximate cardinal functions. 
2.5 Numerical Results 
In this section we present numerical results using the approximate cardinal functions 
described in Section 2.4. Results are presented in the form of eigenvalue plots, to 
C. T. MOUAT 47 
show how well the eigenvalues have been clustered by the preconditioner; condition 
numbers, to show that the conditioning of the A'ljI matrL"'C is superior to that of the 
A matrix; and iteration counts, to show the speed of convergence using GMRES. 
All experiments are for problems in 2D with the size of Sj as 50 and function values 
from the Franke function F(l) 
F(l)(t )_3 ((9~-2)2+(97]-2)2) 3 -( (9~+1)2 97]+1) 
<", rJ - =1 exp 4 + =1 exp - 49 - 10 
1 ((9~ - 7)2 + (97] - 3)2) 1 2 2 
+ 2 exp - 4 _. - 5" exp (-(9~ - 4) - (97] - 7) ) , 
(2.20) 
of [32]. All sets of interpolation centres are fixed, initially uniformly at random 
points from [O,lF. As well as the experiments with up to 10,000 nodes detailed 
below we have used the strategies of this chapter to solve larger geophysical data 
fitting problems in 2D, and larger image processing data fitting problems in 3D. In 
3D with r/J(7') = 7' we found it useful to take the size of Sj somewhat larger, say 100. 
10' 
10' . . ..... 
10° 
..<~ 10-' 
10-' 
10· 
10-8 
10° 10' 10' 
Figure 2.5: Eigenvalues of the thin-plate spline interpolation matrix of equa-
tion (2.3). Sorted absolute eigenvalues are plotted in order of decreasing magnitude. 
Figure 2.5 is a plot of eigenvalues from the A interpolation matrix (2.3) for thin-
plate spline interpolation with 4225 nodes. It is apparent that the eigenvalues are 
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spread over a range of magnitudes with no clustering. Applying G MRES to the 
unpreconditioned interpolation problem (2.2) would therefore not be expected to 
be very successful. The iteration counts in Table 2.2 following the eigenvalue plots 
confirm that this is the case. 
In Figures 2.6, 2.7 and 2.8 eigenvalues of the A'ljI interpolation matrix for the 
various approximate cardinal functions are presented. The plots on the left show all 
the eigenvalues whereas those on the right show only the 100 eigenvalues furthest 
from 1. The eigenvalue plots for the decay element approximate cardinal function 
in Figure 2.6 show that there are only 2 eigenvalues at a distance greater than 0.5 
from 1. Consequently, after the first few iterations we would expect GMRES to 
start converging rapidly, since the bound (2.7) at least halves for all iterations after 
the second. 
The local centres and special points approximate cardinal function and the local 
centres approximate cardinal functions are not as effective at clustering the eigen-
values with 10 and 25 eigenvalues at a distance greater than 0.5 from 1 respectively. 
As expected the iteration counts are larger for these 2 preconditioners. 
Condition numbers of the A'ljI interpolation matrix and GMRES iteration counts 
for the thin-plate spline are given in Table 2.2. In this table an entry of the form 
do.d1d2d3 (e) with do, d1 , d2 , d3 decimal digits represents the number do.d1d2d3 X 10e . 
Condition numbers for 10,000 nodes of interpolation are not given due to storage 
limitations. The first thing of note in the table is the high number of iteration counts 
to get to a mean square residual (MSR) of 10-12 for the unpreconditioned system. 
The cause of this, as mentioned earlier, is the poor clustering of the eigenvalues 
of the A matrix. This matrix is also badly conditioned with condition numbers 
of magnitude 1010 for 4225 points. The most exciting result from the table is the 
performance of the decay element approximate cardinal function. Only 14 iterations 
were needed to reduce the MSR to 10-12 with 10,000 centres. The iteration ,count 
was even less for the random data than it was for a 100 x 100 uniform grid of 
centres! The table also shows that the condition numbers of the linear systems 
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Figure 2.6: Eigenvalues of the preconditioned interpolation matrix for the decay 
element approximate cardinal function. The ¢ function used is the thin-plate spline 
and the nodes of interpolation are 4225 random points in [0,1]2. 
corresponding to the decay element strategy are orders of magnitude better than 
those of the unpreconditioned systems. 
For the multiquadric the results, although still good, are somewhat surprisingly 
not as impressive as those for the thin-plate spline. The decay element approximate 
cardinal function took 55 iterations at 10,000 centres to reduce the MSR to less than 
10-12 . In this example only 5,335 out of 10,000 centres satisfied condition (2.19) 
whereas the corresponding example with the thin-plate spline resulted in 9,113 cen-
tres qualifying. This finding was unexpected as the number of conditions for the 
multiquadric is less than for the thin-plate spline and therefore the dimension of 
the set of coefficients that satisfies condition (2.18) is larger for each subproblem. 
The smoothness property of the thin-plate spline could well explain why the decay 
element technique was so successful for it. 
In Section 2.4 we showed how small the setup cost would be for the pure local 
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Figure 2.7: Eigenvalues of the preconditioned interpolation matrix for the local 
centres and special points approximate cardinal function. The ¢ function used is the 
thin-plate spline and the nodes of interpolation are 4225 random points in [0, 1 j2 . 
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Figure 2.8: Eigenvalues of the preconditioned interpolation matrix for the pure local 
approximate cardinal function. The ¢ function used is the thin-plate spline and the 
nodes of interpolation are 4225 random points in [0,1]2 
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approximate cardinal functions. Unfortunately, forming the decay element approxi-
mate cardinal functions requires solving constrained least squares problems, and is 
more expensive. However the cost is not prohibitive for N greater than about 1500 
when compared to the 0(N3 ) cost of direct solution. A somewhat cheaper way of 
finding a (different) decay element is to solve the interpolation subproblem and then 
force the solution to be orthogonal. to the subspace spanned by the conditions in 
(2.16) and (2.18). This method requires only 16 iterations for convergence to 10-12 
MSR at 10,000 centres and has a setup cost per element of 133/6 + 0(132 + p2f3) 
where p is the number of decay ·conditions. In situations where the setup cost is 
high relative to the cost of solving the system by direct methods this decay element 
may be more effective. 
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Number Approximate Iteration count to Condition number 
of cardinal function specified MSR error in specified norm 
centres strategy 
< 10-6 < 10-12 II· 111 II . 112 11·11= 
U npreconditioned 24 103 2.756(7) 4.005(6) 2.756(7) 
50 pure local 5 8 4.690(4) 1.464(3) 1.256(3) 
289 41 local + 9 special 2 5 1.164(2) 5.721(0) 1.563(1) 
50 local + 9 special 2 5 4.595(1) 3.651(0) 1.075(1) 
50 decay, fL = 0.5 2 5 4.555(1) 3.330(0) 8.111(0) 
Unpreconditioned 23 145 2.059(9) 2,753(8) 2.059(9) 
50 pure local 14 18 9.551(7) 6.359(5) 2.242(5) 
1089 41 local + 9 special 6 11 2.297(4) 1.818(2) 3.311(2) 
50 local + 9 special 3 7 2.303(4) 1.523(2) 1.522(2) 
50 decay, fL = 0.5 3 6 2.422(4) 1.411(2) 6.904(1) 
Unpreconditioned 23 >150 2.082(10) 2.605(9) 2.082(10) 
50 pure local 32 41 1.103(9) 2.381(6) 1.369(6) 
4225 41 local + 9 special 46 55 1.629(8) 1.040(6) 2.209(6) 
50 local + 9 special 9 16 4.228(5) 1.640(3) 2.496(3) 
50 decay, fL = 0.5 5 9 8.148(5) 2.025(3) 6.494(2) 
50 pure local 61 73 - - -
10000 41 local + 9 special 107 122 - - -
50 local + 9 special 33 45 - - -
50 decay, fL = 0.5 7 14 - - -
Table 2.2: Results of numerical experiments using the approximate cardinal func-
tions discussed in this chapter for the thin-plate spline in 2 dimensions. Four different 
random sets in [0,1]2 are used as centres of interpolation. 
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Number Approximate Iteration count to Condition number 
of cardinal function specified MSR error in specified norm 
centres strategy 
< 10'-6 < 10-12 II . 111 II . 112 II ·1100 
U npreconditioned 22 145 3.160(8) 1.506(8) 3.160(8) 
50 pure local 7 11 2.261(5) 3.185(3) 4.134(3) 
289 41 local + 9 special 4 8 1.434(4) 2.639(2) 2.021(2) 
50 local + 9 special 3 6 3.773(3) 5.537(1) 6.480(1) 
50 decay, J-L = 0.5 4 8 4.105(3) 5.742(1) 6.108(1) 
Unpreconditioned 20 >150 4.284(9) 2.154(9) 4.284(9) 
50 pure local 10 17 1.856(8) 8.125(5) 2.328(5) 
1089 41 local + 9 special 13 20 8.914(6) 5.234(4) 5.243(4) 
50 local + 9 special 6 11 2.604(5) 1.826(3) 1.335(3) 
50 decay, J-L = 0.5 9 15 4.099(5) 2.995(3) 1.886(3) 
U npreconditioned 21 >150 8.544(10) 3.734(10) 8.544(10) 
50 pure local 18 29 6.827(9) 1.390(7) 5.542(6) 
4225 41 local + 9 special 26 39 1.556(7) 4.071(4) 5.460( 4) 
50 local + 9 special 16 24 1.784(7) 6.781(4) 8.054(4) 
50 decay, J-L = 0.5 19 28 1.436(7) 4.369(4) 3.630(4) 
50 pure local 22 42 - - -
10000 41 local + 9 special 56 78 - - -
50 local + 9 special 32 43 - - -
50 decay, J-L = 0.5 43 55 - - -
Table 2.3: Results of numerical experiments using the approximate cardinal func-
tions discussed in this chapter for the multiquadric in 2 dimensions. Four different 
random sets in [0,1]2 are used as centres of interpolation. The parameter c was 
chosen as l/VN where N is the number of centres. 
Chapter 3 
Fast Kriging 
3.1 Introduction 
Kriging is a surface fitting method which models spatial processes, Z(x), in d dimen-
sions. Areas where it has been applied include geophysics, hydrology, meteorology, 
mining engineering and bathymetry, see for example Cressie [25]. Kriging approxi-
mates the spatial process, Z(x), under the assumption 
Z(x) = p,(x) + K;(X). 
Here p, (x), the large scale variation, or the trend, of the process is an unknown 
element of some linear space P of functions. For the purposes of the discussion in 
this chapter K;(X) is a zero mean intrinsically stationary random process of order 
zero. However, the Kriging setting is well known to extend to random processes of 
order k in which case one uses a generalised covariance. These assumptions on the 
variability of Z(x) are described in detail in Cressie [26, §2.2.1 and §3.4]. The Kriging 
approximation is the linear unbiased estimator which minimizes the mean-squared 
prediction error 
E((Z(x) - S(X))2), 
54 
(3.1) 
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for each x ED end, where Z(x) is the actual value of the surface and s(x) is the 
Kriged value obtained using the linear estimator 
N 
s(x) = L AiZi' (3.2) 
i=l 
Here, {Zl,"" ZN} are the observed values at the corresponding spatial locations 
{Xl, ... ,XN} and A = A(X) = {Al' " . ,AN} E RN is the vector of coefficients to be 
determined. To ensure the estimator is unbiased these coefficients are subject to the 
constraints 
N L Ajq(Xj) = q(x), for all q E P. (3.3) 
j=l 
Let m = dim(P) and {ql,"" qm} be some basis for P then the constraints (3.3) 
can be written 
N L Ajqi(Xj) = qi(X), for all i = 1, ... , m. (3.4) 
j=l 
Often P will be 1r~, the space of polynomials of degree k in d variables. Then the 
constraints are the same as those found in the usual formulation of the radial basis 
function (REF) interpolation equations. In the REF setting they are interpreted as 
conditions which take away the extra degrees of freedom added by introducing the 
polynomial part. In the Kriging context they are conditions that make the Kriging 
estimator unbiased. When appropriate conditions (see equation (3.5)) on Z(x) are 
met, the Kriging estimator is as accurate as possible at the point x. The estimator 
in this case is called a best linear unbiased estimator. It results in an estimator (3.2) 
that can be written in the REF-like form 
m 
s(.) = L C¥j <I? (. - Xj) + L "(j%(-). 
j j=l 
Furthermore, the system (3.14) and (3.16) that would be solved to find the coef-
ficients in the above "dual" formulation of the Kriging surface, are identical with 
those of the usual formulation of the REF interpolation problem. 
As can be seen above, and is well known, Kriging and REF fitting are highly re-
lated. Indeed for fixed <I? and polynomial degree the fits produced by both methods 
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are identical. However, the motivations of the two methods, and the assumptions 
underlying them, are different. In RBF fitting, the choice of a quadratic smooth-
ness penalty, also called an energy seminorm, will determine <I? and thus the RBF 
interpolant to be fitted. In the Kriging model, assumptions are made about the 
spatial correlation of the random process, and then <I? is determined experimentally 
from the data. Which method is more appropriate is application dependent. See 
[27, 28, 49, 50, 87] for discussions and numerical results comparing Kriging and 
splines. 
Our discussion here applies to a type of Kriging known as universal Kriging 
with polynomial trend. This type of Kriging can be split into three parts: finding 
the semi-variogram (or basis function); fitting the Kriged surface; and forming the 
prediction error surface. In this chapter we concentrate on the second part, fitting 
the Kriged surface. Here fitting the Kriged surface means calculating its coefficients 
in RBF form. 
The purpose of this chapter is to present a fast method for fitting the Kriged 
surface when the number of data points, N, is large, say greater than 4000, and 
assuming the semi-variogram is already known. Experiments indicate that this 
method requires 0 (N log N) operations and 0 (N) storage, whereas direct fitting 
requires 0(N3) operations and 0(N2 ) storage. The method used is a development 
of a method which has been successful in the RBF context in the special cases of 
thin-plate spline and multiquadric <I?'s. Here it is used instead with several semi-
variograms commonly used in Kriging, and in combination with a moment-based 
fast multiplication technique. Furthermore, the moment method, used as a fast 
evaluator, allows evaluation of the fitted surface at an incremental cost of 0(1) 
operations per extra point. 
The layout of the chapter is as follows. Section 2 outlines the universal Krig-
ing procedure. Section 3 describes a fast method based on preconditioned G MRES 
iteration, and moment method multiplication, for forming the Kriged surface. Sec-
tion 4 presents numerical results using random data. Section 5 discusses forming 
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the prediction error surface and Section 6 gives numerical results for a geophysical 
data set. 
We alert the reader that there are other iterative methods for fast solution of 
RBF interpolation systems that may also be useful in the Kriging context. We 
mention in particular an improved version of the method described in [12], which is 
currently under development. 
3.2 Surface fitting by universal Kriging 
In this section we outline some of the theory of Kriging, and the "dual" form of the 
Kriging equations. 
Universal Kriging with polynomial trend is a form of Kriging that is appropriate 
if the trend in the data can be approximated by an unknown polynomial of degree 
k, see Cressie [26, §3.4]. This type of Kriging can be used when Z(x) satisfies, 
E(Z(x)) = M(x), for all xED, 
var(Z(x + h) - Z(x)) = 2<I>(h) for all x, x + hE D. 
(3.5) 
The function <I>(h) is referred to as the semi-variogram and 2<I>(h) as the var-
iogram. If the semi-variogram is radial, i.e. <I> (h) = ¢(Ihl), then Z(x) is called 
isotropic, otherwise it is anisotropic. Often a simple linear transformation of the 
spatial locations can give a system which is isotropic in the new data. 
The numerical results in this chapter are only for the isotropic case although the 
method can easily be applied in the anisotropic setting. Due to microscale variation 
and measurement error <I>(h) is often discontinuous at the origin. If this is the case 
we can write 
{ 
0 
<I>(h) = ' 
Co + f(h), 
Ilhll = 0, 
Ilhll =1= 0, 
(3.6) 
where f(h) is not necessarily radial but is continuous at 0 with f(O) = O. The 
equations specifying an universal Kriging surface are solvable whenever the semi-
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variogram, W, is strictly conditionally negative definite of order k+ 1 (SCND-(k+ 1)). 
See for example [12] for the definition of SCND-(k + 1) and a proof of solvability. 
In this chapter we consider semi-variograms in n2 of type (3.6). 
In the remainder of this section we develop the well known equations for finding 
the coefficients, A = A (x), of the Kriged surface. A good source for these and other 
Kriging equations is [26]. Expanding the square term in equation (3.1), using the 
estimator (3.2), and using the constraint from (3.4) that 2:;:1 Aj = 1, we obtain 
(Z(x) - s(x))' = (Z(X) - 2,= AiZi) 2, 
= 2;: AiZ (X)2 - 22;: AiZiZ(X) + (2;: AiZi) 2 , 
z z z 
= 2;: Ai(Zi - Z(X))2 - 2;: AiZ; + (2;: AiZi) 2, 
z z z 
= L Ai(Zi - Z(x)? - L L AjAiZ; + L L AjAiZjZi' 
i j i j i 
= L Ai(Zi - Z(X))2 - ~ L L AjAi(Zi - Zj)2. (3.7) 
i j i 
Now using equations (3.3), (3.5) and (3.7) in (3.1) the following expression can 
be obtained for the prediction error 
E( (Z(x) - S(X))2) = E (LAi(Zi - Z(X))2 - ~ 2;:L AjAi(Zi - Zj)2) , 
Z J Z 
= 2 L Ai <I> (Xi - x) - L L AiAj<I> (Xi - Xj) 
i j i 
+ L Ai (f-L(Xi) - f-L(X)) 2 - ~ L L AiAj (f-L(Xi) - f-L(Xj)) 2, 
i i j 
= 2 L Ai <I> (Xi - x) - L L AiAj<I> (Xi - Xj). 
j 
(3.8) 
The coefficients A = A (x) E n N are found by solving a constrained minimization 
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problem of the form 
min E((Z(x) - S(X))2), 
subject to L: Aiqj(Xi) = qj(x), j = 1, ... , m. (3.9) 
If we write Cj(A) = ~i Aiqj(Xi) - qj(x) then the Lagrangian of this equality con-
strained problem can be written 
m 
l(A,V) = E( (Z(x) - S(X))2) - 2L:VjCj(A), (3.10) 
j=1 
where v = (VI, ... ,vmf are Lagrange multipliers. The first order necessary condi-
tions for a solution of (3.9) are then 
\7 A l(A, v) = 0, and \7 vl(A, v) = 0. (3.11) 
Substituting (3.8) into the expression (3.10) we find that at a minimum 
m L: Aj<l?(Xj - Xi) - <l?(Xi - x) + L: Vkqk(Xi) = 0, i = 1 ... iV, 
j k=1 
L: Ajqi(Xj) = qi(X), i = 1, ... , m, (3.12) 
j 
which can be written in matrix form as 
(3.13) 
where 
(3.14) 
Qij = qj(Xi), i = 1, ... , iV, j = 1, ... , m, 
and 
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Now, 9 is a function of the evaluation point x, so finding the surface will involve 
solving (3.13) for each evaluation point. This requires 0(N2 ) operations assuming 
N is small enough that we can form and store some suitable factorization of Bip, 
for example a pT LU or a QR factorization. Of course it will often be the case 
that N is too large for factorization of Bip to be practical. It is common practice 
[49, 50, 80] to find s(x) using a subset consisting of the closest 13 points to xt. 
This approximate method involves something between 0(132 ) and 0(133) operations 
per point. Unfortunately, using this approach, minor discontinuities can occur at 
evaluation points where the subsets of local indices change. Also, prediction errors 
and confidence intervals are larger. The following "dual" Kriging equations [80, 26, 
61, 62] suggest an alternative method to form the prediction surface. From (3.2) 
and (3.13) we obtain 
s(xl = V 0] [~ ] = V 0] B.' [ : ] (3.15) 
Now B;l is symmetric so we can solve 
(3.16) 
for [o? ,T( to get RBF-like coefficients that do not depend on x. Equation (3.15) 
then becomes 
(3.17) 
Note that (3.17) and (3.16) are the usual expressions for an RBF, and the usual 
system used to determine the coefficients of an interpolatory RBF, respectively. 
The possibility of using fast evaluation techniques similar to those developed 
for radial basis functions [11, 14] to reduce the operation count for finding the 
tFor some data sets and some evaluation points the set of (3 points may not be unique. If this 
is the case then the set should be found in a consistent manner. 
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"dual" Kriging coefficients has been previously mentioned in passing by some authors 
including [49, 50, 17]. 
3.3 A fast fitting method for large N 
In this section we present a method· for forming the Kriged surface using the RBF-
like coefficients in (3.17). The method involves a combination of a pre conditioner , 
a fast matrix-vector multiplication code appropriate for the function <1?, and the 
GMRES iterative algorithm for solving linear systems. The numerical experiments 
of later sections will show that for several typical semi-variograms this method can 
determine the RBF -like coefficients of the Kriged surface in O(N log N) operations. 
A similar approach has been successfully applied to solving RBF interpolation 
problems in the special cases of thin-plate spline and multiquadric basic functions in 
[6]. In the current chapter we use instead several semi-variograms <1? common in the 
Kriging context. Another difference here is that the matrix-vector products arising 
in the GMRES iteration are performed with a fast moment method [15, 5]. This is 
a method which computes the action of the matrix Ail? = (<1?(Xi - Xj)) on a vector 
of coefficients in approximately O(N) operations and using only O(N) storage. 
Direct calculation of the same matrix-vector product requires 0(N2) operations 
and also 0(N2 ) storage, making large problems intractable. In contrast to the more 
established fast multipole like methods, the fast moment method is highly adaptive 
to changes of basic function <1? Changing to a different <1? requires only the coding 
of a one or two line function for the slow evaluation of <1? This adaptivity makes the 
fast moment method well suited for the Kriging application where many different 
<1?'s occur. The fast moment method can also be used to reduce the incremental 
cost of evaluation of the fitted surface, s, at a single additional point, x, to 0(1) 
operations instead of O(N) operations. 
The heuristic underlying the approximate Lagrange function preconditioning 
used is to change from the basis of functions, <1?j = <1?(. - Xj), to a basis of functions 
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'ljJj, where 'ljJj(Xi) ~ 6ij. We write the new basis element, 'ljJj, in the form 
m N 
'ljJj(') = L Cjkqk(') + L eji~(' - Xi). (3.18) 
k=l i=l 
Each 'ljJj is constructed so that {eji}~l is orthogonal to polynomials in the sense of 
equation (3.4). 
This change of basis leads to the new system of fitting equations 
A1j;Y=z, (3.19) 
where (A1j;)ij = 'ljJj(Xi) and yare coefficients of the fitted function in terms of this 
.. new basis. This is the linear system to which GMRES is applied. In practice A1j; is 
never formed, as it is too expensive to store and use. Rather its action on a vector 
is calculated using the fast moment method in O(N) operations. To ensure fast 
convergence of the GMRES iteration we aim to choose the 'ljJj elements so that A1j; 
has eigenvalues that are clustered within a small relative radius. Such clustering 
is well known [53, 72, 18] to guarantee fast convergence of the GMRES iteration. 
Our 'IjJ elements are constructed so that the 'IjJ interpolation matrix has ones on the 
main diagonal and is close to zero everywhere else. Figure (3.1) shows the resulting 
clustered eigenvalues of A1j; and the non-clustered eigenvalues of A¢ for the basis 
function ¢(h) = h. 
Different strategies for finding the ej/s can greatly affect the performance of A1j; 
in GMRES. If the eji's were chosen so that 'ljJj(Xj) = 1 and 'ljJj(Xi) = 0, i =f;' then 
A7f; = I and GMRES would converge in one iteration. However, forming the 'ljJj 
elements in this way would require the solution of N full size linear systems. Clearly 
this is not practical. To reduce the computation we restrict the number of non-zero 
{eji}~l to f3 « N for each;'. We define the set Sj to be the set of f3 indices i such 
that eji is possibly non-zero. Thus the new basis element is a sum over the indices 
in Sj, or specifically 
m 
'ljJj(') = L Cjkqk(') + L eji~(' - Xi)' (3.20) 
k=l 
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Figure 3.1: Eigenvalue plots for the basis function ¢(h) = h. The spatial data is 
one thousand random points within the domain [0, IF. 
Various strategies for finding the Bji's are given in [6]. Some of these strategies 
are <I> specific and are unsuitable for this chapter. The strategy we use for most of 
this chapter is to pick the index set Sj as a set of indices of f3 closest points to Xj, 
together with the indices of a small number, T, of special points. Then we form 'ljJj 
by requiring that 'ljJj(Xj) = 1 and 'ljJj(Xi) = 0, i E Sj, i i- j. This strategy yields an 
approximate cardinal function, called a local centres and special points approximate 
cardinal function in [6]. The idea of including special points in Sj is to force 'ljJj to 
zero at various points widely scattered throughout the domain. It is then expected 
that 'ljJj will be close to zero near these points. If we were fitting within the square 
[0, IF then a suitable choice of four special points would be the centres closest to 
(0,0), (0,1), (1,0), and (1,1) respectively. Figure (3.2) shows a single new basis 
element formed with this strategy for the semi-variogram ¢(h) = 1 - exp( -h) . It 
is clear from the graph that in this case the strategy has been extremely successful 
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and the corresponding column of the matrix A1jJ will be very close to the jth column 
of the identity. 
Forming 'ljJj involves solving a ([3 + T + m) x ([3 + T + m) system of interpolation 
equations. These systems can be converted to be symmetric positive definite using 
the method of [12]. Solving via Cholesky then takes 0((,8 +T+m)3 /6) operations 4: 
To reduce the operation counts in this setup we often use the same Cholesky 
decomposition for more than one 'IjJ element. In the examples given in table 3.1 
about O.IN Cholesky decompositions were formed and in table 3.2 about O.3N 
Cholesky decompositions were formed. The preconditioning is slightly less effective 
using this technique due to the unbalanced nature of the subsets. In our experience 
the increase in GMRES iterations is only small and so forming 'IjJ elements in this 
way is worthwhile. 
1.2 
0.8 
0.6 
0.4 
0.2 
o 
-0.2 
1 
0.2 
o 0 
Figure 3.2: A new basis element based on fifty local points and nine special points 
out of a data set of one thousand points. The dots above the graph indicate the 
spatial data points and the asterix's indicate the location of points in Sj. 
Now to find the RBF-like coefficients [o? IT] we simply convert from the good 
+We count operations in old flops, each old flop being one multiplication or division, together 
with one addition or subtraction, plus a little indexing. 
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'ljJ basis to the bad <P basis. Letting T be an N x N matrix with Tij = Bji and C an 
m x N matrix with Cij = Cji then equation (3.19) can be written 
IA. QI [ ~ ] y = z (3.21) 
The coefficients [a? f'T] can easily be found from 
Exploiting the sparsity of T allows the above conversion from coefficients with re-
spect to the good basis, to coefficients with respect to the bad basis, to be performed 
in (13 + T + m)N operations. 
3.4 Numerical Results 
This section presents numerical results generated with an initial implementation 
of the method of this chapter. The method was applied to a selection of random 
data sets with various typical variograms valid in n2 and the computation times 
recorded. All the numerical examples are for the important special case of ordinary 
Kriging when the degree of the polynomial trend, k, is O. The experiments were 
conducted on a Sun Ultrasparc machine. Section 3.6 below describes an application 
of the method to a non simulated data set, an electromagnetic survey. Note that if 
r is the residual vector then the mean square residual (MSR) is rTr/N. 
All the semi-variograms considered are isotropic and of the form (3.6). The 
number of iterations for convergence of GMRES varies greatly depending on the 
preconditioning strategy used and also on the initial basis function. (3.22)-(3.25) 
specify ¢(h) for h > 0, and we assume throughout that ¢(O) = O. 
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exponential 
linear 
power 
rational quadratic 
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¢(h) = Co + cl(l - exp( -C2h)) 
¢(h) = Co + clh 
¢(h) = Co + clhc2 , C2 E [0,2) 
h2 
¢(h) =CO+Cl 1 + h2 /C2 
(3.22) 
(3.23) 
(3.24) 
(3.25) 
All these functions are valid semi-variograms (SCND1 functions) provided Co, Cl , C2 ;::: 
o and also C2 < 2 in the case of (3.24) [26]. 
The results in tables 3.1 and 3.2 show that our approach can be successfully 
used for moderate and large problems. Many of the numerical experiments in these 
tables would not be solvable using standard direct methods. vVe have demonstrated 
that for twenty thousand centres the RBF-like coefficients can be found in less than 
two minutes in most cases. In the case of a linear variogram with each Sj consisting 
of one hundred closest points and nine special points the solution is found in 100.4 
seconds. The choice of the size of Sj is a tradeoff between minimizing the setup time 
and minimizing the time for convergence in GMRES. Increasing (3 would decrease 
the time for GMRES to converge but increase the setup time. For smaller values of 
N, say between one thousand and ten thousand, then having (3 = 100 rather than 
(3 = 50 has no clear advantage with respect to computation time. Once N is about 
twenty thousand a clear advantage can be seen in having larger subsets. However, 
larger subsets means an increase in storage requirements. The current computation 
times will be improved with algorithmic changes within both the moment method 
and the setup codes. 
3.5 Prediction errors 
One advantage of Kriging over RBF fitting is that Kriging is designed to minimize 
the prediction error at a point. To find the prediction error at a point x we solve the 
linear system in equation (3.13) for each evaluation point and then evaluate using 
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equation (3.8). Clearly this is undesirable when the number of data points is large. 
In the RBF literature functions of the form of the right hand side of (3.8) are referred 
to as power functions. The fundamental properties of the power functions are now 
well known (see e.g. Wu and Schaback [92], Light and Wayne [55] and Powell [68]). 
The following result may be proved by an argument analogous to that of Light and 
Wayne [55, Lemma 2.7]. 
Theorem: Let X N = {Xl,"" XN} and X B = {Xl,"" XB} be finite subsets of nd 
with X B C X N . For a given x_ End, let SN(X) and SB(X) be the Kriged values 
formed using observations at the points of X N and X B respectively. Then 
(3.26) 
This result may be summarized as saying that using additional data points will not 
increase, and indeed is likely to decrease, the prediction error. Thus giving further 
motivation for fitting surfaces using all N points. If we fit using all N points and 
then form prediction errors based on local subsets of data we will obtain estimated 
prediction errors that are slightly greater than the actual prediction errors. 
Figure 3.3 gives an example of prediction errors for a data set of 300 points 
uniformly distributed in [0,1 F. This example shows the prediction error surface 
corresponding to using all points is only slightly below the prediction error surface 
corresponding to using local subsets of 30 points. 
3.6 Geophysical application 
This section describes the application of the method of this chapter to a geophysical 
data set. The data considered is an electromagnetic survey consisting of measure-
ments of radiation due to decay of uranium at 18824 spatial locations. The fitted 
surfaces are given in Figure 3.5. We are grateful to the Australian Geological Survey 
Organisation for the use of this data. We have scaled the data so it is contained in 
the region [0,0.5] x [0,1]. The measurements of uranium radioactivity were taken 
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o 0 
(a) Relative difference between the 
standard errors based on the whole 
data set and standard errors based on 
subsets of thirty points. 
(b) Standard error surface where each 
point is found using the entire data set. 
Figure 3.3: Standard error surfaces for the basis function ¢(h) = 1 - exp( -h). The 
spatial data is three hundred random points within the domain [0, IF. 
by an aeroplane flying in transects across the domain. Assuming stationarity for 
this example we fitted a variogram by standard parametric techniques (see [93, 59] 
for more detail on fitting variograms). The experimental semi-variogram and fitted 
semi-variogram can be seen in Figure 3.4. 
The fitted equation is 
¢(h) = 0.014 + 0.025(1 - exp( -19h)), Ilhll > 0, (3.27) 
which is a valid semi-variogram, that is an SCNDI function, in n2. 
OUf preconditioning approach here was to use only nearby centres and no special 
points in forming the 'ljJ functions. 'ljJ elements formed in this way are called pure 
local approximate cardinal functions in [6]. Using this preconditioner we were able to 
make our subset size 30 for each new basis element. This decreased our setup time 
considerably. Convergence to MSR 10-6 and MSR 10-12 took 11 and 18 iterations 
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Figure 3.4: Experimental (*) and fitted (-) semi-variograms for the geophysical data 
set. The fitted semi-variogram is given by equation (3.27). 
respectively. This compares favourably with the 17 and 23 iterations seen for the 
random data set of twenty thousand points in table 3.1. The total set up time was 
11.8 seconds and GMRES iteration required a further 84.5 seconds for convergence 
of the 2-norm residual to 10-6 . Solving for the RBF coefficients by standard methods 
would take hours of computer time. 
3.7 Discussion 
We have presented a fast method for forming the fitted Kriging surface using RBF-
like coefficients. In numerical experiments with the method fitting takes O(N log N) 
operations and O(N) storage. Previously finding these coefficients would have re-
quired O(N3) operations and O(N2) storage, therefore making the use of "global" 
Kriging surfaces impossible for large data sets. The numerical experiments presented 
show the effectiveness of this new method for a number of isotropic variogram func-
tions using simulated data, and also for a geophysical data set. It is now possible to 
find these fitting coefficients for a data set containing 20,000 points in less than 2 
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(a) Kriged surface of radiation due to 
decay of uranium over the scaled area. 
(b) Standard error surface where each 
point is found using subsets of size 40 
Figure 3.5: The Kriged surface and the prediction error surface for the geophysical 
uranium data. The semi-variogram is given by equation (3.27). 
minutes. Planned improvements in several aspects of the numerical code should ex-
tend the size of data set that can be handled to hundreds of thousands, or millions, 
of points in the near future. 
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Number Basic Iteration count to Time in seconds for 
of function, specified MSR error specified task 
centres ¢ 
< 10-6 < 10-12 Setup GMRES 
exponential 8 11 6.0 7.0 
linear 8 11 4.9 6.5 
4000 power, c2=1/2 9 11 5.8 6.9 
power, c2=3/2 9 12 7.8 8.2 
rational quadratic 41 51 5.2 27.0 
exponential 13 17 17.2 26.0 
linear 13 16 14.0 24.4 
10000 power, c2=1/2 10 14 16.9 23.5 
power, c2=3/2 10 15 22.5 26.1 
rational quadratic 56 67 14.6 93.1 
exponential 17 23 33.2 77.8 
linear 17 23 26.4 74.0 
20000 power, c2=1/2 16 21 32.1 71.7 
power, c2=3/2 19 23 43.1 82.5 
rational quadratic 42 61 27.4 203.5 
Table 3.1: Results of numerical experiments for <[> functions given by equations 
(3.22)-(3.25). The preconditioning elements consist of one hundred closest points 
and nine special points. GMRES timings are for 2-norm convergence to residual 
< 10-6 . 
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Number Basic Iteration count to Time in seconds for 
of function, specified MSR error specified task 
centres ¢ 
< 10-6 < 10-12 Setup Gj\lIRES 
exponential 13 17 3.6 9.3 
linear 13 17 2.7 9.4 
4000 power, c2=1/2 9 13 3.5 7.4 
power, c2=3/2 10 15 5.2 9.5 
rational quadratic 31 46 2.8 24.3 
exponential 23 28 9.1 38.3 
linear 23 28 6.8 36.7 
10000 power, c2=1/2 15 22 8.7 31.3 
power, c2=3/2 18 25 12.7 37.6 
rational quadratic 46 64 7.2 85.5 
exponential 29 35 18.2 107.2 
linear 29 34 13.5 101.3 
20000 power, c2=1/2 25 32 17.6 99.3 
power, c2=3/2 29 35 25.5 112.6 
rational quadratic 34 62 14.3 203.1 
Table 3.2: Results of numerical experiments for <1> functions given by equations 
(3.22)-(3.25). The preconditioning elements consist of fifty closest points and nine 
special points. GMRES timings are for 2-norm convergence to residual < 10-6 . 
Chapter 4 
On the boundary over distance 
preconditioner 
4.1 Introduction 
Let <P: n d --+ n, X = {Xl, .. ' ,XN} be a set of N distinct points in n d and f be a 
real valued function which we can evaluate at least at the xi's. Define 
for all q E 7ft }. ( 4.1) 
vVe consider the problem of finding an element s of S<I!,X + 7rf satisfying the inter-
polation conditions 
(4.2) 
Assume <P is strictly conditionally positive definite of order 2 and X is unisolvent 
for 7rf. Then there is a unique element of S<I!,X + 7rf satisfying the interpolation 
conditions (4.2). This setting includes popular choices of the basic function such as 
the thin-plate spline, <PC) = 1·1 2 log 1·1, and the negative of the ordinary multiquadric, 
<PC) = --)1· 12 + c2 . In this chapter we consider various ways of formulating the 
interpolation problem, showing in particular that a certain inexpensive change of 
basis can dramatically improve its conditioning. 
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The usual way to formulate this problem is in terms of the functions {<1>(- - Xi)} 
and some basis {Po, PI,··· ,Pd} for 7rf. Then the interpolation conditions together 
with the side conditions taking away the extra degrees of freedom introduced by the 
polynomial part can be written as 
A)'+Pc= f and (4.3) 
where 
and f = [J(XI), ... , f(XN )]T. It is well known [31, 64, 77] that the matrix 
A<I> = [A p], 
p T 0 
(4.4) 
of this usual formulation is frequently badly conditioned, even when the number of 
nodes is small. Indeed many authors have commented on the numerical difficulties 
that solving this system presents [77, 38, 31, 64]. However, frequently in numerical 
analysis a change of basis, or other reformulation, can make a highly intractable 
problem tractable. Indeed, in the case of the RBF interpolation equations changing 
to the basis of cardinal functions would result in the interpolation matrix becoming 
the identity and the system being perfectly conditioned and trivial to solve. Unfor-
tunately, finding the cardinal RBFs would be more computationally expensive than 
solving the system itself. Hence, our goal is to find less expensive but still highly 
effective preconditioners for the interpolation system. 
In this chapter we establish properties of a preconditioning method for the RBF 
interpolation equations which was first presented in Sibson and Stone [77]. In the 
following section we give a detailed account of the preconditioning method. In Sec-
tion 4.3 we prove that the construction produces an N x (N - 3) matrix Q whose 
columns are orthogonal to P, and which is of full rank whenever the nodes X are 
unisolvent for 7rf. In Section 4.4 we show that for certain functions <I? , B is a homo-
geneous function of scale. Hence, its condition number, and the relative clustering 
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of its eigenvalues, are independent of scale. Section 4.5 contains a proof that the 
elements Bij decay like IXi - Xjl-I\; when IXi - Xjl is large. For the multi quadric 
K, is three and for the thin-plate spline K, is two. Sections 4.6 and 4.7 contain nu-
merical results for different SCPD2 basic functions over a range of data sets and 
scales. These numerical results show that using this inexpensive O(N log N) flop 
pre conditioner and variants of it, dramatically improves the conditioning of RBF 
interpolation problems. See Figure 4.1 below. Finally, Section 4.8 discusses the 
effects of roundoff error when using a fast technique to compute the product of the 
preconditioned matrix and a vector. 
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(b) Thin-plate spline basic function. 
Figure 4.1: Sorted 2-norm condition numbers ofthe unpreconditioned matrices, Aq" 
(top) and of the preconditioned matrices, S, (bottom) for fifty thousand random 
data sets of size one hundred. 
4.2 A preconditioning method 
A general approach to preconditioning interpolation problems with SCPD2 basic 
functions in n2 [12, 77] is to choose Q as any N x (N - 3) matrix whose columns 
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are orthogonal to P and has rank N - 3. Letting A = Q/J and premultiplying (4.3) 
by QT gives the new system to be solved for /J, or equivalently A, 
where (4.5) 
The three polynomial coefficients can then be found by a small subsidiary calcula-
tion. 
In this section we present the boundary over distance method of Sibson and 
Stone [77] for constructing the matrix Q. We will prove in the subsequent section 
that Q has full rank and its columns are orthogonal to P for any set of distinct 
nodes X = {Xl, ... , X N} c n2 , which are unisolvent for 1l'r. These properties of Q 
are well known (see e.g. [12, 77]) to imply that the matrix of the preconditioned 
system B = QT AQ is positive definite. The construction is appealing in that for 
"interior" points Xj of X it is local. That is, for such points the entries in the j-th 
column of Q depend only on the geometry of the nodes near Xj and not on any 
properties of nodes far away. 
Choose VV as a closed bounded convex polygonal region of n 2 such that X c W. 
Suppose without loss of generality that {XN-2, XN-l, XN} is unisolvent for 1l'r. We 
"\yill refer to these points as special points. They are generally chosen so that they 
are well spread throughout VV. 
The region vV is first divided into panels by intersecting a Voronoi diagram of 
the points of X with the region VV. We denote this panelling of VV by 
N 
Vvv(X) = UVi 
i=l 
where Vi is the Voronoi panel about the ith centre and is denned by 
Vi = {x E vV: Ix - xii < Ix - xjl, for all 1 ::; j::; N with j =1= i}. 
Recall that the locus of points equidistant from two fixed points is the perpendicular 
bisector of the segment connecting the points. It follows that each Voronoi region 
is polygonal. Associated with a panel Vi are its edges. These are a finite number of 
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distinct closed line segments of non-zero length. They are the boundaries between 
different Voronoi panels, or between a Voronoi panel and liVe. The collection of all 
edges of all the Voronoi panels will be denoted by E. 
Definition 4.2.1. Two polygonal regions ofR2 will be said to be strongly contiguous 
if they have a common boundary of non-zero length. 
Definition 4.2.2. Two Voronoi regions Vi and Vj will be said to be C-related if 
there is a sequence 
in which all adjacent pairs are strongly contiguous. 
Loosely speaking Vi and Vj are C-related if they are connected by a chain of 
strongly contiguous pairs. C-related is an equivalence relation on the set {Vi}{;:1 3 
of Voronoi regions of non-special points. Therefore it breaks this set into a finite 
number of nonempty equivalence classes {Yl : 1 :::; l :::; k}. Figure 4.2 illustrates 
the different equivalence classes of strongly contiguous sets of Voronoi panels arising 
from different choices of the three special points. 
Lemma 4.2.3. Let Ye be any of the equivalence classes above. Then there is at least 
one Voronoi region Vi in Ye which is strongly contiguous to either We or one of 
{V:V-2, VN- 1 , VN}' 
Proof. Consider 
T= U Vi 
i:\I,;EQe 
This union is a closed bounded connected polygonal set whose boundary can be 
'ivritten as the union of some of the line segments from E. Recall in particular that 
all these line segments have non-zero length. Pick one line segment < a, b > from 
the boundary of T. Since it forms part of the boundary of T on one side of it lies 
a Voronoi region Vi from Ye. On the other side lies either liVe or another Voronoi 
region Vj. In the first case the Lemma is proven. Consider the second case. If 
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(a) A configuration of special points (*) 
leading to two strongly contiguous sets 
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(b) A configuration of special points 
( *) leading to three strongly contigu-
ous sets of Voronoi panels. 
Figure 4.2: Configurations of points where E (see equation (4.10)) is reducible. In 
each figure centres in the same strongly contiguous regions share the same symbol, 
and *'s denote special points. 
1 :::; j :::; N - 3 then 11; is strongly contiguous to Vj. Consequently, Vj EYe. This 
contradicts < a, b > being on the boundary of T. Hence, N - 2 :::; j :::; N and the 
Lemma follows. o 
We now detail the construction of the N x (N - 3) matrix Q using boundary over 
distance weights. Note that because most elements of Q are zero sparse storage of 
Q requires only O(N) memory. A non-special point from S = {Xi: 1 :::; i :::; N - 3} 
which is strongly contiguous to We will be called a Voronoi external point. Define 
VE(X) as the set of indices of all Voronoi external points. All other points are 
referred to as Voronoi internal points. The corresponding indices are Vj-(X) = 
{I, ... , N -3}-VE(X), See Figure 4.3 for examples ofVoronoi internal and external 
points. 
We first consider forming a column of Q for an index, j, such that j E VJ(X). In 
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(a) Internal centres (0) and external 
centres (*) of X. 
(b) The neighbours (0) of an internal 
centre (0) and neighbours (+) of an ex-
ternal centre (*). Artificial points cor-
responding to the external centre * are 
denoted by 6.. 
Figure 4.3: Voronoi panelling of a set of twenty data points in the region W 
this case the panel Vj shares non-trivial edges only with other Voronoi panels and 
not with vVc . The column is formed using boundary over distance weights, found 
from the Voronoi diagram. For j E V1(X) the boundary over distance weight rij is 
b(Xi,Xj) 
rij = I' for all Vi strongly contiguous to Vj, 
IXi - Xj 
( 4.6) 
where b(Xi' Xj) is the length of the boundary between Vi and Vj. For other values of 
i i= j, rij is set to zero. In order that column j of Q is orthogonal to constants the 
diagonal element rjj is specified as 
(4.7) 
Finally, the jth column of R is scaled by dividing by the area of Vj to obtain the 
jth column of Q. Note that the column is by construction diagonally dominant, but 
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not strictly so. 
lf j E VE(X) then 0 is strongly contiguous to the complement of VV, We. The 
boundary segment corresponds to a Voronoi edge between Xj and an artificial point, 
the reflection of Xj in the boundary (see Figure 4.3(b)). The reflected point, Xj, can 
be written as a linear combination of the special points, i.e., 
(4.8) 
where An + An-l + An-2 = 1. lf 0 has k edges with vVe then k reflected points 
{x}, ... ,xJ} are required. Associated with each reflected point, xj, are the coeffi-
cients {A~, A~_l' A~_2}' The boundary over distance weights for xj are partitioned 
amongst the special points to obtain for all j E VE(X) and i =I- j 
Vi strongly contiguous to 0, 
i E {n,n-l,n-2}. 
(4.9) 
Of course, 0 could be strongly contiguous with a Voronoi panel associated with 
. I . t If thO . th - b(Xi,Xj) ""k 'lb(x~,xj) A . f h 
a speCIa pom. IS IS e case rij - IXi-Xjl + L..-l=l Ai IX;-Xjl . gam, or ot er 
values of i =I- j, rij is set to zero. Finally rjj is specified as in (4.7) and column j of 
Q is defined as column j of R scaled by dividing by the area of 0. 
Partition Q as 
( 4.10) 
where E is (N - 3) x (N - 3). Thus E results from interactions between non-special 
points, and F those between special and non-special points. Note in the construction 
above that for 1 ::; i, j ::; N - 3, eij is non-zero if and only if Vi is strongly contiguous 
to 0. Furthermore, note that E is necessarily column diagonally dominant, with 
strict dominance in column j whenever 0 is strongly contiguous to the Voronoi 
region of a special point, or to vVe . 
Relabelling if necessary we can assume the indices of the Voronoi regions in each 
of the equivalence classes Qi form a contiguous subset of {I, ... , N - 3}. Similarly, 
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we can also assume that the indices corresponding to any Qi precede those corre-
sponding to QiH' Furthermore, by construction if i =I j none of the regions in Qi is 
strongly contiguous with a region in Qj. Thus, corresponding entries in the matrix 
E constructed using boundary over distance weights and artificial points are zero. 
That is, E is block diagonal with the square matrix Eii on the main diagonal corre-
sponding to the equivalence class of Voronoi regions Qi' More precisely, if k is the 
number of equivalence classes then Q will have the form 
En 0 0 
0 E22 0 
Q= (4.11) 
0 0 Ekk 
FI F2 Fk 
4.3 Properties of the matrix Q 
In this section we establish the fundamental properties of the matrix Q of (4.11). 
Namely that it is of full rank and that its columns are orthogonal to those of P. 
Definition 4.3.1. For m ::::: 2, an m x m matrix K is irreducible if there does not 
exist an m x m permutation matrix P such that 
P K pT = [Mn M12] , 
o M22 
where Mn is r x r, M22 is (m - r) x (m - r), and 1 :::; r < m. 
The following result is well known, see for example Varga [81]. 
Theorem 4.3.2. Suppose the square matrix K is irreducible and row (column) 
diagonally dominant with strict row (column) diagonal dominance in at least one 
row (column). Then K is invertible. 
The proof of the following result relies on the concept of directed graphs from 
graph theory. The directed graph, G(K), of a matrix K, is a graph such that there 
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is a directed arc between vertices Yi and Yj of the graph if and only if the entry kij 
of the matrix is non-zero. 
Definition 4.3.3. A directed graph is strongly connected if for any pair of points 
Yi and Yj there exists a directed path YiYI~' YhYI;,' .. 'Ylk-lY~! connecting Yi to Yj· 
Lemma 4.3.4. {Theorem 1.6 of Varga [Bi}} A square complex matrix K is irre-
ducible if and only if its directed graph G (K) is strongly connected. 
Lemma 4.3.5. Let X be a finite set of distinct points unisolvent for 'if? Let Eii be 
one of the square blocks from the diagonal of Q constructed in the previous section. 
,Then Eii is invertible. 
Proof. From the construction Eii is column diagonally dominant. Furthermore, 
by Lemma 4.2.3 the diagonal dominance is strict for at least one column of Eii . 
From the definition of the equivalence relation C-related there is a chain of strongly 
contiguous pairs of Voronoi regions, connecting any two Voronoi regions in t;k This 
implies the corresponding entries in Eii are non-zero and hence from Lemma 4.3.4 
Eii is irreducible. It follows from Theorem 4.3.2 that Eii is invertible. D 
Theorem 4.3.6. The columns of the matrix Q described in Section 4.2 are orthog-
onal to P. 
Proof. It suffices to show that the matrix R (which is Q before column scaling) is 
orthogonal to P. The proof of this theorem for interior nodes is taken from Christ 
et.al. [23, Theorem 1]. Let j E VJ(X). If we let v be a constant vector then from 
the divergence theorem 
o = i. \7 . v dt = J v . n dS, 
J 
where n is a normal vector and S is the boundary of Vj. 
Each boundary segment of Vj is associated with a contiguous Voronoi panel. Let 
Sj be the set of indices of such contiguous panels. For i E Sj the length of the 
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boundary between Vj and Vi is given by b(xj, Xi). From the properties of a Voronoi 
diagram an outward normal to this boundary is I::=:~I' Integrating over each of 
these boundaries separately gives 
(4.12) 
Because v is any constant vector we obtain 
(4.13) 
and the result follows from rjj = - 2:iESj rij. Note the interesting alternative inter-
pr,etation of (4.13) as an expression for Xj as a convex combination of its neighbours. 
For j E VE(X) we have at least one boundary segment of Vj which corresponds 
to a boundary between Vj and We. In the case of only one boundary segment 
between Vj and We we introduce the corresponding artificial point Xj = AnXn + 
An-lXn-l + An-2Xn-2' Then 
v . L rij(Xj - Xi) 
ilj 
= V· (?= rij(Xj - Xi) + rnAXj - Xn) + rn-l,j(Xj - Xn-l) + rn-2,j(Xj - xn-2)) , 
tESj 
(~ ( ) b(Xj, Xj) ( A )) = V· ~ rij Xj - Xi + Ix' _ x.1 Xj - Xj , tESj J J 
= J v . n dS = 0, (4.14) 
where the last line follows from (4.12) and because I~~=;;I is a normal vector to the 
boundary between Vj and We. The result again follows from rjj = - 2:i=1=i rij. If 
Vj has more then one boundary with We then the proof can be easily extended by 
using more artificial points in (4.14). D 
Theorem 4.3.7. Let X be a set of distinct points unisolvent for 1ri. Let Q be 
formed by the construction in Section 4.2 and Aij = <I>(Xi - Xj) where <I> is strictly 
conditionally positive definite of order 2. Then B = QT AQ is positive definite. 
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Proof. From Lemma 4.3.5 each of the matrices Eii occurring in the block partitioning 
of Q given in Equation (4.11) is invertible. Hence Q has full rank. Also from 
Theorem 4.3.6 the columns of Q are orthogonal to the columns of P. Let j.t be any 
non-zero vector in n N - 3 , and define A = Qj.t. Then A =1= 0, pTA = PTQj.t = 0, 
and j.tTBj.t = j.tTQT AQj.t = AT AA. Hence, by the definition of strictly conditionally 
positive definite, j.tT B j.t > ° whenever j.t =1= ° and B is symmetric positive definite. 0 
4.4 Scaleability 
In, this section we show that for certain functions <I> the new interpolation matrix 
13 = QT AQ is a homogeneous function of scale. Thus its condition number, and 
the relative spread of its eigenvalues, are scale independent. If the interpolation 
matrix is not a homogeneous function of scale then the condition number can change 
dramatically over different scales. This is important for fitting methods such as those 
described in [6] and [12], where solutions to systems on many different scales are 
required. 
Lemma 4.4.1. Given X = {Xl,.'" XN} unisolvent with respect to 7fLl' Let 
{rl, ... ,rN} and {Sl' ... ,SN} satisfy 2:.f=1 rjq(xj) = 0, and 2:.f=l Sjq(Xj) = 0, for 
all q E 7fLl' Define T : C(nd x n d) -+ n by 
N 
Tg = L riSjg(xi, Xj), (4.15) 
i,j=l 
forg E C(ndxnd). ThenT annihilates allfunctionsg oftheformg(x,y) =p(x-y) 
with p E 7fgk- l . 
Proof. Following [12, Lemma 2.1] we let p(x) = Pa(x) = xa, where X E nd and 
a E Z! with lal < 2k. From the binomial theorem we have 
Now, from (4.15) 
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TPa = L af3Tgaf3 . 
O~f3~a 
N 
Tgaf3 = L riSjgaf3(Xi, Xj), 
i,j=l 
i,j 
85 
(4.16) 
From the hypothesis, and because either 1,81 ::; k - 1 or let - ,81 ::; k - 1, one of the 
bracketed expressions is zero. Hence Tg is zero. D 
Theorem 4.4.2. Let the symmetric function <I> E C(ndxnd) be such that <I> (hx, hy) = 
hI <I> (x , y) + Ph (X - y) for all h > 0 and x, y End, where ry E n and Ph E 1Tgk - l . 
Let X = {Xl, ... , XN} be a unisolvent set of points with respect to 1TLI and let 
{rl,'" ,rN} and {Sl,"" SN} be as in Lemma 4.4.1. Define the functional Th<I> by 
N 
Th<I> = L ri Sj <I> (hXi' hXj), 
i,j=l 
and write T for TI . Then for h > 0, Th<I> = h'T<I>. 
Proof. From the definition we have 
Th<I> = L riSj<I> (hXi' hXj), 
i,j 
= L riSj {h l <I>(Xi, Xj) + Ph(Xi - Xj)}, 
i,j 
= h'T<I> + Tv, 
(4.17) 
where v(x, y) = Ph(X - y) for some Ph E 1Tgk - 1 and T is as in Lemma 4.4.1. From 
that lemma Tv = 0 and the Theorem follows. D 
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In the following Theorem matrices with a subscript h are defined in the same 
way as the matrix without the subscript except with the point set hX instead of X. 
Theorem 4.4.3. Let X = {Xl, .. " XN }be unisolvent with respect to 7rf-l' and 
P be defined by Pij = Pj (Xi), where Pi, ... ,Pl is a basis for 7rtl' Let Qh be any 
N x (N - dim(7rtl)) matrix which depends homogeneously on the scale parameter 
h such that Qh = hVQ, and pTQ = O. 
Then if if> (hx, hy) = h'Yif>(x, y) + Ph(X - y), h > 0 for some Ph E 7rgk-l' Bh is a 
homogeneous function of h. Specifically 
,Proof. Let rj be the jth column of Q. Then from Theorem 4.4.2 and the condition 
on if> we have, 
and so 
From the conditions on Q and (4.18) 
Bh = QIAhQh, 
= h2vQT AhQ, 
(4.18) 
o 
Remark 4.4.4. If if> is the basic function if>(.) = (-l)kl . 12(k-l) log I . I then from 
the proof of Corollary 2.3 in [12} we have, 
if> (hx, hy) = h2(k-l) if> (x, y) + Ph(X - y), (4.19) 
where Ph E 7rg(k-l)' So the thin-plate spline basic function satisfies the condition on 
if> in Theorem 4.4.3. 
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Corollary 4.4.5. Let <I? be strictly conditionally positive definite of order 2 and such 
that <I? (hx, hy) = h'Y<I?(x, y) + Ph (X - y), h > 0 with Ph E 7r~. Then the interpolation 
matrix, Bh, produced by the algorithm in Section 4.2 is a homogeneous function of 
scale. 
Proof. From Theorem 4.4.3 it is sufficient to show that Qh = hVQ, for some v. The 
Voronoi diagram scales homogeneously hence b(hxi' hXj) = hb(Xi' Xj). Also, the area 
of the panel associated with hXi is h2 times that of the panel associated with Xi. 
Therefore, we have for Qij =I 0, j E VI(X), i =I j, 
o 
Theorem 4.4.6. Let <I? be strictly conditionally positive definite of order 2 and such 
that <I? (hx, hy) = h'Y<I?(x, y) + Ph(X - y), h > 0 with Ph E 7r~. Then the interpolation 
matrix, S, produced by scaling the matrix B so that S = DBD, where D is diagonal 
and Dii = 1/ v'IJii, is constant over all scales. 
P f F C 11 4 4 5 B hOB.C' () S dh - (bh)_l h-f!..d d roo. rom oro ary . ., h = , lor some . 0 ii - ii 2 = 2 ii an 
o 
4.5 Decay 
The dramatic improvement in conditioning between the unpreconditioned matrix 
and the preconditioned matrix is due to the localisation of the preconditioner. 
Specifically, in this section we show that these local pre conditioners have the prop-
erty that IBijl ~ Iixi-xjli-X; as Iixi-xjll grows, where Ids three for the multiquadric 
and two for the thin-plate spline. This decay means the interpolation matrix is "al-
most" diagonally dominant and thus better conditioned. In this section I . I applied 
to a multiindex means its I-norm. 
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Definition 4.5.1. Let X = {XI,'" ,XN+1} c n2. The set Ux c nN+1 consists of 
all (J E nN+1 \ {O} that satisfy 
N+l L (Jiq(Xi) = 0, for all q E ?ri· (4.20) 
i=l 
In this section we denote the set Sj to be all the'indices i such that Vi is strongly 
contiguous with Vj. Note that j ¢: Sj. 
Lemma 4.5.2. Let Xj be an internal node of a Voronoi diagram. The area of a 
Voronoi polygon, Vj, about Xj, is given by 
where b(xj, Xi) is the length of the Voronoi boundary orthogonal to Xj - Xi. 
Proof. A Voronoi polygon of Xj can be divided into triangles by line segments be-
tween Xj and the vertices of the polygon. The area of each of these triangles can 
easily be shown to be Ilxj -xillb(xj,xi)/4. Summing these areas gives the result. D 
Lemma 4.5.3. Let Xj be an internal node and Vj the corresponding Voronoi panel. 
fTlh j R - b(Xj,Xi) . S 
.1.. en't fJi - Ilxj-xill' 't E j, 
L (Ji(Xj - xit ::; 4Area(Vj), for lad = 2. (4.21) 
iESj 
iESj 
= 4Area(Vj), 
by Lemma 4.5.2. D 
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Lemma 4.5.4. Let fO := I . I-k, k > a so that f R2\{a} --+ n. Then if 
lY:', a E N2) is the differential operator 
where x = (~, 'fJ) we have 
1)af() PaO-
. = 1·1k+2Ial' 
where Pa is a homogeneous polynomial of degree lal. 
Proof. Let lal = 1, then 
1)a f(x) = 1)a(lxl-k), 
-kxa 
Ixlk+2' 
as required. Now assume that (4.22) holds for lal = n. If 1,1 = 1 we obtain 
1)a+,y f(x) = 'D'Y ( Pa(x) ) 
Ixlk+2n ' 
'D'Y(Pa(x))l x lk+2n - 'D'Y(lxlk+2n)Pa (x) 
IxI 2(k+2n) 
Pa_1(x)lxI2 - (k + 2n)Pa(x)x'Y 
Ixlk+2(n+1) 
(4.22) 
( 4.23) 
In (4.23) Pa- 1 = 'D'Y(Pa(x)) is a homogeneous polynomial of degree n - 1. The 
result follows from setting Pa+'Y(X) = Pa _ 1(x)lxI 2 - (k + 2n)Pa(x)x'Y. D 
Lemma 4.5.5. Let X = {Xl, ... , XN+1}) Xi = (~i' 'fJi) E R2\ {a}) be N + 1 distinct 
points contained in the circle I . -xl S; H) with H < Ixl and where x = XN+1' If 
13 E Ux ) and n, a> a then) 
~f3 xi < H2DE + O(lxl-(n-lal+3)) 
L.t i-I ·In - Ixln-lal+2 ' i=l x t 
h E ,\,N 113 I d D d d d L1 rth 'f 13 - b(XilX) '-were = L....i=l i an epen s on a an n. rU ermore) 't i - Ilxi-xll' '/, -
1,.,. ,N then 
E = 4Area(V) 
H2 ' 
where V is the Voronoi region about the point x. 
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Proof. Let hi = (~~i' ~rJi) = X - Xi. Now we obtain via the binomial expansion 
(x - hi)a = ff (~l) (a.2)~krJj(_~~i)al-k(_~rJi)a2-j, 
k=O j=o J 
lal min{l,al} ) ( 
= L L ( ~l l ~ k) (-1) lal-l ~krJl-k ~~fl-k ~rJ~2+k-l, 
1=0 k=max{0,I-a2} 
lal 
= L P1(X, hi, a), (4.24) 
1=0 
where Pz(x, hi, a) is a polynomial of degree l in x and lal -l in hi' 
By a Taylor's expansion in h about x and using Lemma 4.5.4, or alternatively 
?-sing that (1 - 2xy + y2)-n is the generating function for a family of Gegenbauer 
polynomials [79, 4.7.23], we have 
I ·I-n = I _ h·l-n = I I-n ~ Qm(x, hi, n) x 2 x 2 X L....J Ixl2m ' 
m=O 
( 4.25) 
where in (4.25) Qm(x, h, n) is a polynomial of degree m in x and h. 
Now by using I:!il f3i = 0 from (4.20) and combining (4.24) and (4.25) 
In the series on the left all terms that arise are of order -n + lal - ry in x, ry 2: O. 
Those of order -n+ lal-ry correspond to values of land m such that m-l = ry-Ial. 
The restrictions on m and l are as in (4.26). The lemma will be proved by showing 
that the terms corresponding to ry = 0,1 vanish. 
Firstly consider ry .......: 0; then m = 0 and l = lal and the corresponding terms in 
(4.26) of order -n + lal are 
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because Fjal(x, h, a) = xa and Qo(x, h, n) = 1. For ry = 1; (l, m) = (lal,l) and 
(Ial - 1,0). Expanding the functions P and Q for these values of (l, m) gives the 
terms 
from (4.20). This leaves us with the most positive power of Ixl being -(n -Ial + 2) 
as required. These terms correspond to values of (l, m) = (Ial - 2,0); (Ial - 1,1); 
and (Ial, 2). The terms in (4.26) of exact order Ixl-(n-1al+2) are 
where 
1:14 (lxI4QoFjal-2 + IxI2QIFjal_l + Q2Fjal) 
= 1:~4 (e(~~lcl + ~rllc4) + 'TJ2(~~lcs + ~'TJlc2) 
+ ~'TJ~~i~'TJiC3 + ~-1'TJ3 ~~i~'TJiC6 + e'TJ-1 ~~i~'TJiC7 
+ ~-2'TJ4~~lCs + ~4'TJ-2~'TJ;Cg), 
1 
Cl = -nal + '2a1(a1 - 1), 
1 
C2 = -na2 + '2a2(a2 - 1), 
C3 = n(l - lal) + 2ala2, 
1 
C4 = -n('2 + a2) + a2(a2 - 1), 
1 Cs = -n('2 + al) + al(al -1), 
C6 = al(a2 - n), 
C7 = a2(al - n), 
1 Cs = '2a1(a1 - 1), 
1 
Cg = '2a2(a2 - 1). 
(4.28) 
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By taking absolute values and noticing that Ixal :::; Ixl 1al we obtain from (4.28) 
1:14 (lxI4Qol1al-2 + Ixl2Qll1al-1 + Q211al-2) 
Ix1 1al+2 2 2 
:::; Ixl4 (~~i dl + 1~~i~7]ild2 + ~7]i d3), 
= Ixl-~al+2 (~~tdl + 1~~i~7]ild2 + ~7]td3)' (4.29) 
where dl = ICII + IC51 + Icsl, d2 = IC31 + IC61 + ic71, and d3 = 1c21 + IC41 + ICgl. Now 
substituting (4.29) into equation (4.26) we obtain 
N 
< Ixln~lal+2 ~ IfJil (~~tdl + 1~~i~7]ild2 + ~7]td3) + O(lxl-(n-1aIH)), N+I a ~ x· ~fJi-1 ~In
'i=l x~ 
< H2 DE + O(lxl-(n-1al+3)) (4.30) 
- Ixln-lal+2 ' 
where E = 2:~llfJil and D = dl + d2 + d3. If we take fJi to be boundary over 
distance weights then using Lemma 4.5.3 gives the bound 
~ xi < 4Area(V)D + O(lxl-(n-1al+3)). ~ fJi IX'ln - Ixln-lal+2 i=l ~ 
o 
The following two theorems show that for local pre conditioners the entries of the 
preconditioned matrix, (Bhl = 2:G=1 rjkri/if?(Xi - Xj) will decay as IXk - xzI gets 
large. 
Theorem 4.5.6. Let if? be the multiquadric and let X = {Xl, ... , XN+!} , Xi = 
(~i' 7]i) E n2, be N + 1 distinct points contained in the circle I . -xl :::; HI < Ixi 
where X = XN+!. Also let Y = {YI,"" YN+I}, Yi = (Si' ti) E n2, be N + 1 distinct 
points contained in the circle 1·1 < H2 with YN+! = O. Then if fJ E Ux , "Y E Uy and 
Ixi > HI + JH'i + c2, 
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where EI = I:~I l,8i I and E2 = I:~I IIi I· Furthermore, if ,8 and 'Yare boundary 
over distance weights 
where Vi is the Voronoi region around XN+l and V2 is the Voronoi region around 
YN+I' 
Proof. If Ixi is big enough we can approximate 1> by a far field expansion. For 
the multiquadric this was given in [7]. The far field expansion about zero for the 
multiquadrics 1>(. - Yi) are valid for I· I > ylHi + c2 , Since by hypothesis Ixl > 
HI + ylHi + c2 then minxEx,YEY Ix - yl > ylHi + c2 , Now due to the sets X and Y 
* 
* x * 
* H, 
* 
- ---- * /" g ~ * 
/ '\ Ixl P, 
* * * \ 
0 
* 
* * 
/ 
\ * / 
~ 
.--/ 
----
Figure 4.4: Two clusters of points (*) where the far field expansion is valid for any 
source point in PI and evaluation point in P2 , 
being far enough apart, and because 'Y and ,8 annihilate linears we obtain far field 
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Taking absolute values and using Lemma 4.5.5 gives 
20HrHiEI E2 1'1")(1 1-4) 
:::; IxI3 + v X . (4.32) 
If (3 and "I are boundary over distance coefficients then 
4 Area(VI)Area(V2) 1'/'\(1 1-4) :::; 6 0 IxI3 + v X . (4.33) 
o 
Theorem 4.5.7. Let <P be the thin-plate spline and let X = {Xl, ... ,XN+1}) Xi = 
(~i' 'r)i) E n2) be N + 1 distinct points contained in the circle I . -xl:::; HI < Ixi 
where X = XN+1' Also let Y = {YI,"" YN+1}) Yi = (Si' t i ) E n2) be N + 1 distinct 
points contained in the circle 1·1 < H2 with YN+1 = O. Then if (3 E Ux ) "I E Uy and 
Ixi > HI +H2) 
N+1N+1 2 2 ~ ~ 'Yi/3jif>(Xj - Yi) ~ 44H11~;E1E2 + O(lxl-3), 
where El = L:J:l I (3i I and E2 = L:J:I I "Ii I· Furthermore) if (3 and "I are boundary 
over distance weights 
N+IN+I ( )A ( ) 
'" '" ( ) 464Area VI rea 112 1'/'\(1 1-3 ) {;;t f;;.t "Ii(3j<P Xj - Yi :::; IxI2 + v X , 
C. T. MOUAT 95 
where Vi is the Voronoi region around XN+l and V2 is the Voronoi region around 
Proof. With a similar approach to the proof of Theorem 4.5.6 we use the far field 
expansion of the thin-plate spline which is given in [11]. For x = (~, 'T}) > HI +H2 all 
the far field approximations will be valid. A single expansion of a thin-plate spline 
basic function centred at (s, t) is . 
[ (~ - s) 2 + ('T} - t) 2J log ( [ (~ - s) 2 + ('T} - t) 2J ~ ) 
1 
= 2"(e + 'T}2) log (e + 'T}2) - (s~ + t'T}) log (e + 'T}2) - s~ - t'T} 
1 (2 2) 1 (C2 2) 1 (3s2 + t2)e + (s2 + 3t2)'T}2 + 4st~'T} 0(1 1-1) 
+ 2" s + t og '" + 'T} + 2" ~2 + 'T}2 + X . 
(4.34) 
Using this expansion and summing over the centres X and Y as in (4.31), the linear 
terms are annihilated giving 
N+l 1 N+l ( ;L id3/I!(xj - Yi) = 2" ;L ii(3j (s; + tn log(~; + 'T}J) 
2,)=1 2,)=1 
(3sT + tT)~] + (sT + 3tT)'T}] + 4siti~j'T}j (I '1-1)) 
+ IXjl2 + 0 x) . 
(4.35) 
A Taylor expansion of log(~] + 'T}]) about x = (~, 'T}) is 
log(~; + 'T};) = log(e + 'T}2) - 2~6.~jl~2'T}6.'T}j 
+ ~2(6.'T}] - 6.~]) + 'T}2(~;r4 - 6.'T}]) - 4~'T}6.~j6.'T}j + 0(lxl-3). 
( 4.36) 
Substituting this Taylor expansion into (4.35) and noticing that the first two terms 
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in the Taylor expansion will be annihilated leads to the final summation 
N+l L l'i/3/f>(Xj - Vi) 
i,j=l 
Taking absolute values and using Lemma 4.5.5 gives the result. o 
The plots in Figure 4.5 show the distance Ilxi - Xj II vs IBij I for a column j of 
B. The plotted values are only for indices i such that Xi is an internal centre. The 
total size of the data set is 400 centres of which 350 are internal. The decay rates 
obtained in this section are consistent with the plots. The dashed line in the log 
versus log plot 4.5(a) having slope -3, and that in plot 4.5(b) having slope -2. 
10' 
10' 
10' • * 10' 
10' 
10' 10' 
10' 
(a) Multiquadric basis function. (b) Thin-plate spline basis function. 
Figure 4.5: Plots illustrating the results given in Theorems 4.5.6 and 4.5.7. The 
x-axis is Ilxi - xjll and the y-axis is IBijl. 
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4.6 Numerical results 
In this section we present numerical results for the following basic functions. 
thin-plate spline ¢(r) = r2log(r), (4.37) 
linear ¢(r) = -r, (4.38) 
multiquadric ¢(r) = -vr2 + c2, ( 4.39) 
inverse multiquadric 1 ¢(r) = vr2 + c2 ( 4.40) 
Of these functions the thin-plate spline and linear functions satisfy the condition on 
<I> in Theorem 4.4.2 and will result in scale independent preconditioned matrices. 
In the following tables the matrix Aq; is defined in (4.4), B in (4.5), S in Theorem 
4.4.6 and the homogeneous matrix, C, is presented in [12]. In Table 4.1 we show 
condition numbers of matrices for the various preconditioning techniques over seven 
different scales. It is clear that the algorithm in Section 4.2 gives a matrix which 
dramatically improves the conditioning of the interpolation problem. In one case by 
a factor of 1014 ! Tables 4.2-4.5 contain condition numbers of the matrices resulting 
from applying the preconditioning techniques of this chapter for the basic functions 
(4.37)-(4.40). For N < 3200, the entries in the tables are the maximum over one 
hundred random point sets of size N. For N = 3200, the tables contain the maximum 
over twenty random point sets of size 3200. In all cases the preconditioning results 
in a smaller condition number. However the most impressive results are for the 
thin-plate spline, the linear, and the multiquadric basic functions. For these basic 
functions the maximum observed condition number of the scaled preconditioner, S, 
grows very slowly with N. Certainly there is no numerical evidence of power growth 
with N. 
In an attempt to rule out the possibility that our numerical results were flukes 
due to the small number of 100 experiments we also conducted 50,000 trials with 
random data sets of size 100. The results of these trials are shown in Figure 4.1. 
The maximum condition number, over all trials with the thin-plate spline, for the 
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Scale parameter Conventional Homogeneous Preconditioned Scaled 
a matrix Ap matrix C matrix B matrix S 
0.001 1.531(11) 1.534(5) 4.905(1) 2.405(1) 
0.01 1.544(9) 1.534(5) 4.905(1) 2.405(1 ) 
0.1 1.597(7) 1.534(5) 4.905(1) 2.405(1) 
1 3.107(5) 1.534(5) 4.905(1) 2.405(1 ) 
10 1.915(6) 1.534(5) 4.905(1) 2.405(1) 
100 1.271(11) 1.534(5) 4.905(1) 2.405(1) 
1000 4.006(15) 1.534(5) 4.905(1) 2.405(1) 
Table 4.1: Condition numbers for one hundred points in [0, a]2 and the thin-plate 
spline. The point set for scale a is , XCi = aXl . 
Number of Conventional Homogeneous Preconditioned Scaled 
data points matrix A¢ matrix C matrix B matrix S 
100 1.852(7) 1.285(7) 3.865(2) 4.877(1) 
200 6.555(7) 3.068(7) 1.617(3) 6.028(1) 
400 5.675(8) 3.397(8) 1.945(3) 8.946(1) 
800 1.960(10) 1.348(10) 2.034(3) 9.775(1) 
1600 1.092(10) 8.413(9) 8.099(3) 1.258(2) 
3200 4.997(10) 3.783(10) 1.261(4) 1.569(2) 
Table 4.2: Maximum condition numbers encountered over a sample of 100 random 
point sets of size N in [0, IF with the thin-plate spline. 
matrix A¢ was 1.2465(9), for matrix C, 1.5750(9) and for matrix S, 1.8066(2). These 
maximum condition numbers and the results displayed in Figure 4.1 show that in our 
experiments the matrix S is always well conditioned. This held even for geometries 
of centres for which the matrix A¢ is very badly conditioned. These experiments 
lead one to suspect that the condition number of the matrix S may well be bounded 
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Number of Conventional Preconditioned Scaled 
data points matrix A,p matrix B matrix S 
100 2.139(8) 1.129(2) 4.017(1) 
200 2.014(8) 1.532(2) 4.224(1) 
400 2.045(10) 5.932(2) 7.669(1) 
800 6.641(10) 4.559(2) 5.826(1) 
1600 1.554(10) 7.025(2) 5.601(1) 
3200 2.477(11) 9.362(2) 6.280(1) 
Table 4.3: Maximum condition numbers encountered over a sample of 100 random 
point sets of size N in [0, 1]2 with the the multiquadric function with c = 1//N. 
Number of Conventional Preconditioned Scaled 
data points matrix A,p matrix B matrix S 
100 9.732(4) 1.916(4) 6.468(1) 
200 3.131(5) 6.099( 4) 1.101(2) 
400 1.178(6) 2.326(5) 2.364(2) 
800 1.254(7) 2.826(5) 7.493(2) 
1600 1.280(7) 4.227(5) 5.171(2) 
3200 3.886(7) 2.815(6) 4.972(2) 
Table 4.4: Maximum condition numbers encountered over a sample of 100 random 
point sets of size N in [0, IF with the linear function. 
independently of the geometry of the mesh. That is it may be bounded by a slowly 
growing function of N. To test further the behaviour of S for "bad" configurations 
of points a similar experiment was run with one thousand trials of one hundred 
points almost on a circle (for an example see Figure 4.6). The maximum condition 
numbers of the A matrix, C matrix and S matrix were 1.2885(9), 7.2692(8) and 
6.6005(2) respectively over 1000 trials. Even though the Voronoi regions are long 
THE LIBRARY 
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Number of Conventional Preconditioned Scaled 
data points matrix Acp matrix B matrix S 
100 1.166(6) 1.180(3) 7.671(1) 
200 9.370(5) 4.225(3) 1.725(2) 
400 2.510(7) 9.017(3) 5.159(2) 
800 5.853(7) 2.295( 4) 1.338(3) 
1600 8.174(6) 7.071( 4) 3.633(3) 
3200 5.311(7) 1.559(5) 9.997(3) 
Table 4.5: Maximum condition numbers encountered over a sample of 100 random 
point sets of size N in [0, 1 J2 with the inverse multiquadric. 
and thin the matrix is still well conditioned! 
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• • 
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., 
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'*". 
• 
<10 • 
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(a) One hundred centres almost on a (b) One hundred random data points 
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Figure 4.6: Examples of two configurations of points in the domain [0 1 J2. 
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4.7 Preconditioning in R3 
Common basic functions for RBF interpolation in 'R} include the triharmonic <I{) = 
1'1 3 , the biharmonic <I>(-) = 1·1 and the multiquadric. The results of Narcowich and 
vVard show that for large data sets in R} we would expect badly conditioned RBF 
interpolation matrices. Consequently there is a requirement for a pre conditioner in 
three dimensions which reduces the condition number of the interpolation system. 
In this section we modify the algorithm of Section 4.2 in order to make it apply for 
this higher dimensional setting. It is not difficult to show that the theory in two 
dimensions can easily be transferred into three or more dimensions. For example 
in three dimensions, the coefficient matrix R, in Section 4.2 can be shown to be of 
rank N - 4 and the invertibility of the preconditioned matrix follows. 
One common form of surface fitting in n3 is the reconstruction of a closed surface, 
for example, a scanned object [20]. This can involve finding a zero surface and 
the centres are usually not uniformly distributed. More traditional interpolation 
is also required in three dimensions, for example, in meteorology or mining. The 
preconditioner of Section 4.2 can be modified and applied to both these cases. In the 
surface reconstruction case the Voronoi regions are often long and thin which may 
make it difficult for numerical techniques to accurately find the Voronoi vertices. 
This may lead to the columns of R not being completely orthogonal to the matrix 
Q. 
One difference in three dimensions is that the boundary between two Voronoi 
regions is a face instead of a line. The corresponding boundary over distance weight 
is then given by the area of this face over the distance between the two centres. To 
write the virtual points uniquely as a homogeneous linear combination of special 
points we use four centres spread throughout the domain. The virtual points are 
then of the form 
with AN-3+AN-2+AN-l +AN = 1. Implementing this algorithm in three dimensions 
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is more complicated as centres with Voronoi regions adjacent to edges or corners can 
have up to three faces on the boundary (if the domain W is a cube) and therefore 
three virtual points. As before coefficients from each virtual point are added to-
gether. The complexity for finding the Voronoi regions in 'R} is O(N4/3) operations 
so is slightly more expensive then the O(N log N) operations in n2. Voronoi regions 
also have more neighbours in three dimensions and so slightly more work and storage 
is required to find the entries of R. 
For uniformly distributed data in two dimensions the number of boundary points 
is O(NI/2) whereas in three dimensions this increases to O(N2/ 3 ). Consequently, 
more entries of B are sums of local centres and special points. The decay rates given 
in Theorems 4.5.6 and 4.5.7 for the two dimensional case are therefore valid for fewer 
entries in B. More simply put the pre conditioner becomes less local which leads to 
the preconditioned matrix becoming less diagonally dominant and the eigenvalues 
less clustered. This is reflected in the condition numbers which are slightly higher 
than for the two dimensional case. However, as can be seen in Tables 4.6 - 4.8, they 
are still a great improvement over the usual formulation, Ail>. For the multiquadric 
we see an improvement of almost six orders of magnitude between the condition 
number of Ail> and the condition number of S for 3200 centres. When the triharmonic 
basic function or the biharmonic basic function are used the improvement is still 
significant. 
4.8 Roundoff error and fast computation of the 
action of the preconditioned matrix 
In previous sections it has been shown that the preconditioned system B is much 
better conditioned than A. However, when N is large we cannot store B and there-
fore the matrix-vector products that occur during an iterative fit are computed with 
a fast method and not by multiplying by B. In this section we address the question 
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Number of Conventional Preconditioned Scaled 
data points matrix A¢ matrix B matrix S 
100 9.9305(5) 9.8098(3) 1.6065(2) 
200 9.1370(5) 1.3060( 4) 2.5132(2) 
400 1.1619(7) 3.5857(4) 4.0519(2) 
800 4.3729(7) 5.3033(4) 7.4332(2) 
1600 8.8497(7) 3.1376(5) 4.8450(2) 
3200 5.5625(8) 1.6367(5) 8.7156(2) 
Table 4.6: Condition numbers for various sized point sets in [0, 1]3 for the multi-
quadric function with c = 1/ N 1/ 3 . 
Number of Conventional Preconditioned Scaled 
data points matrix A¢ matrix B matrix S 
100 6.5877(5) 1.4062(4) 7.0990(2) 
200 1.1382(6) 3.6882( 4) 2.1499(3) 
400 1.3393(7) 1.0986(5) 6.9424(3) 
800 6.5861(7) 2.2407(5) 1.3153(4) 
1600 2.4541(8) 1.3645(6) 3.0752( 4) 
3200 1.4898(9) 1.8674(6) 1.3097(5) 
Table 4.7: Condition numbers for various sized point sets in [0, 1]3 for the trihar-
monic function, <.PC) = I . 13. 
of whether this indirect approach somehow negates all the advantages of the pre-
conditioning. The answer is that it need not, especially if one builds a fast evaluator 
for the preconditioned function {w j }. 
Since each 'ljJ function is based on ¢'s corresponding to a local cluster of centres 
together with ¢'s associated with special points it is possible to develop hierarchical 
and fast multipole methods for fast approximate evaluation of (AR)y rather than 
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Number of Conventional Preconditioned Scaled 
data points matrix Ap matrix B matrix S 
100 2.9886(3) 1.4888(2) 1.4788(1) 
200 6.4223(3) 1.7203(2) 2.7998(1) 
400 2.0965(4) 2.0112(2) 3.4539(1) 
800 4.9875( 4) 3.1780(2) 4.2342(1) 
1600 1.6073(5) 4.9316(2) 6.1167(1) 
3200 4.4444(5) 8.4780(2) 5.8858(1) 
Table 4.8: Condition numbers for various sized point sets in [0, 1j3 for the bihar-
monic function, 1>(.) = I . I. 
Ay. That is it is possible to construct fast evaluators which work with the 'ljJ's 
rather than the ¢'s. The approximate computation of By during an iterative fit 
would then be performed as a two stage process, t ~ (AR)y and x = RT t. The 
question which naturally arises is will computing x = By in this two stage manner 
give reliable estimates of x. A partial answer is given by the error analysis and tables 
below. These show that computing By in this two stage manner can be expected 
to be much less susceptible to roundoff than computing via the three stage process 
corresponding to a fast evaluator for ¢, v = Ry, W ~ Av and x = RTw. 
Let B := RT AR and x the exact product x = By. The finite precision counter-
part is x := Jl(By) which from Higham [45, p76] has error 
( 4.41) 
where aN is 
with E being the unit roundoff ( ;::::;; 1 X 10-16 for an IEEE double) and II· II is either 
the 1, ex) or Frobenius norm. 
Each column of R has a relatively small number, f3 say, of non-zero entries so 
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the product G = AR can be found accurately. From Higham [45, p76], this matrix-
matrix product will have error 
IIG - 611:::; aj3IIAIIIIRII, 
where 6 = Jl(AR) is the finite precision product of AR. For large N, aN » aj3 so 
for now we ignore the small error in finding G. 
To find the product By by a two stage process without storing B requires the 
matrix-vector products, 
or in finite precision form, 
x = Jl(RT Jl(Gy)). 
vVe are interested in the error of computing x. Let 
Then x is 
i Jl( Gy), 
(G + LiG)y, ILiGI:::; aNIGI, 
t + LiGy. 
X Jl(RT£) , 
(R + LiR)Ti, ILiRI:::; aj3IRI, 
x + LiRTt + RT LiGy + O(c2 ). 
Paige [66] gives the relationship 
where 'YR = 1 if II . II is one of the 1, 00 or Frobenius norms and 'YR :::; Vn for the 
2-norm. A similar relationship exists between LiG and G and between .6.A and A. 
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In the following discussion 11·11 is either the 2-norm or the Frobenius norm. The 
error in finding x is, 
Ilx - xii < II~RTtll + IIRT ~Cyll + O(E2), 
~ II~RTCyll + IIRT ~CYII, 
< II~RTIIIICllllyll + IIRTIIII~Cllllyll, 
< a{3/RIIRIIIICllllyll + aN/clIRIIIICllllyll, 
(a{3/R + aN/c) IIRIIIICllllyll· 
Now y = B-1x implies Ilyll :S IIB-11111xll which leads to the relative error 
Ilx - xii -1 Ilxll ~ aN/cIIB IIIIRIIIIARII = aNb2(X, <1», ( 4.42) 
where b2(X, <1» := /cIIB-1111IRIIIIARII. For the three stage process of finding x a 
similar analysis gives the bound 
( 4.43) 
with b3 (X, <1» := /AIIB-1111IRI121IAII. Note that the bounds given in this section 
are from a basic analysis and as such can be improved upon. However, they are 
acceptable here as they show that the two stage process, x = RT (Cy), will be 
sufficiently accurate for most purposes. Using the notation above, equation (4.41) 
for the 2-norm is 
Ilx - xii -1 Ilxll :S aN/BIIB 11211BI12 = aNb1(X, <1», ( 4.44) 
where b1(X, <1» := /BIIB-11121IBI12' 
Tables 4.9-4.11 calculate the bounds (4.42) - (4.44) for various basic functions 
and centres, X, in [0, 1]2. Numbers in the tables are with respect to the 2-norm. 
These results show that the bound on the two stage process is a lot smaller than 
the bound on the three stage process. As expected though direct multiplication 
with a stored B gives the smallest bound. Of course such direct multiplication is 
impractical for large N. 
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Grid 
size, b3 (X, <I» b2 (X, <I» b1 (X, <I» 
N 
10 x 10 5.928( 4) 4.465'(2) 3.285(1) 
20 x 20 3.813(5) 8.258(2) 2.361(1) 
30 x 30 1.663(6) 1.644(3) 2.401(1) 
40 x 40 5.258(6) 2.919(3) 2.674(1) 
Table 4.9: Bounds given in this section for the multiquadric basic function with 
c = liN. 
Grid 
size, b3 (X, <I» b2 (X, <I» b1 (X, <I» 
N 
10 x 10 1.088(6) 6.685(3) 2.404(2) 
20 x 20 7.140(6) 1.341(4) 2.248(2) 
30 x 30 2.769(7) 2.464( 4) 2.327(2) 
40 x 40 7.068(7) 3.608(4) 2.130(2) 
Table 4.10: Bounds given in this section for the multiquadric basic function with 
c = 2/N. 
Grid 
size, b3 (X, <I» b2 (X, <I» b1 (X, <I» 
N 
10 x 10 2.053( 4) 6.183(2) 3.328(1) 
20 x 20 4.105(5) 2.946(3) 4.298(1) 
30 x 30 2.260(6) 6.933(3) 4.308(1) 
40 x 40 7.564(6) 1.263( 4) 4.159(1) 
Table 4.11: Bounds given in this section for the thin-plate spline basic function. 
Chapter 5 
An algebraic multigrid algorithm 
This chapter considers an algebraic multigrid method to solve systems like 
(5.1) 
which arise from RBF interpolation problems. We saw in Section 4.2 that the 
coefficients A can be found by solving 
where Q is an N x (N - l) matrix whose columns span the orthogonal complement 
of P, and B is the symmetric positive definite (N -l) x (N -l) matrix B = QT AQ. 
Once fJ is known A = QfJ and a is obtained by interpolation to the residual at the 
special points. 
In [12J a domain decomposition algorithm was presented for solving the system 
(5.1) with respect to the C[> basis. Their results showed that the coefficients can be 
found in a small number of iterations. This chapter uses the Voronoi pre conditioner 
of Chapter 4 to construct an algebraic multi grid algorithm which is competitive with 
the domain decomposition method of [12J. Sections 5.1 and 5.2 consider forming 
fine and coarse level approximations to A respectively. Then Section 5.3 presents 
numerical results which show that this multigrid method converges rapidly to A. 
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5.1 Fine level approximation 
Given B-1 the true solution for jJ, is jJ, = B-1QT f. Analogously, if NI is an approx-
imate inverse of B then our initial (fine level) approximate solution for jJ, is jj = 
lvIQT j and our initial (fine level) approximate solution for A is .\ = Qjj = QMQT f. 
Hence, since A is a premultiplier that evaluates, at the centres, an RBF with coef-
ficient values A and without polynomial part, the residual vector arising from this 
fine level approximation NI to B-1 , is Rp j where 
(5.2) 
We now detail a construction of an approximate inverse on the fine grid nodes. 
Let m be the number of domains and define the inner indices sets I j C {1, ... ,N -l}, 
j = 1, ... ,m such that, the union of these m sets exhausts {1, ... ,N - l}, and Ii 
and I j are disjoint for i =f- j. Corresponding to each set of inner indices is a set 
of outer indices, OJ, such that I j n OJ = 0. Define j = QT j then the coefficients 
jJ,k, k E I j are approximated from the data {jl : l E 7j} where 7j := I j U OJ. 
Extract the columns and rows of B corresponding to the indices 7j and call this 
Bj . Call the corresponding vector derived from j, jU). Now let the matrix NIj be 
the rows of B j 1 corresponding to the inner indices, I j . Then the approximation to 
jJ, on the jth sub domain is 
(5.3) 
Applying this procedure to each of the sub domains gives the approximation to jJ,. 
The matrix NI is formed from the blocks NIj so that jj = NI1. In practice M is 
not stored directly but instead the matrices NIj are, so that (5.3) is calculated for 
j = 1, ... , m at each iteration. The following well known lemma proves convergence 
of a simple iterative method if NI is a sufficiently good approximate inverse of A. 
Lemma 5.1.1. Let NI be an approximate inverse to C E nNXN and write R = 
I - CNI where p(R) < 1. Then solving the equations 
CA= j, 
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with the iteration 
where AO = M f will converge to A for all f. After k + 1 iterations the approximation 
will satisfy 
IIA - Ak+lll < cond(C)IIRk+1 11 IIAII - , 
where 11·11 applied to vectors is any norm, and applied to matrices is the corresponding 
operator norm. 
Proof. For any f, rl = f - C Al = (I - C Ivl) f = Rf. Now assume the residual after 
k iterations is rk = Rk f then 
= (1 - CIvl)rk = Rk+l f. (5.4) 
Also, 
Rk+1 f = f - CAk+l, 
= CA - CAk+1 = C(A - Ak+1), (5.5) 
which implies 
(5.6) 
As k -----+ 00, IIRk+lll -----+ 0 since p(R) < 1 ( see for example Theorem 5.6.12 of Horn 
and Johnson [48] ). The bound comes from equation (5.6) and Ilfll ~ IICIIIIAII. D 
5.2 Coar~e grid approximation 
In this section we add a coarse grid correction to the fine grid approximation given 
in the previous section. The coarse grid correction is designed to correct any smooth 
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signal in the error. Since the previously described one level method generates an 
approximation without polynomial part the approximations have no hope of solving 
the system (5.1) in general. The coarse grid correction may be as simple as gener-
ating a purely polynomial update by interpolation at the special points. However, 
experience shows that in general it is better to have a denser coarse grid, and a 
correction consisting of an REF generated by interpolation at more than l points. 
Let RF be the matrix updating the residuals given in (5.2). Choose from the 
N points t ~ l points unisolvent for 7fLl' These t points include the points 
{XN-I+1, ... ,XN}. Taking the corresponding t rows of RF and supplementing with 
l rows of zeros we obtain the matrix RF which as a premultiplier takes input vector 
f and returns residuals at the t special points. Form the interpolation matrix (as 
in (5.1)) with respect to the usual basis for the coarse grid centres and label it's 
inverse as T. Then the coefficients of a coarse grid interpolant to f, or rather those 
entries in f corresponding to coarse level centres, are given by T RF f. 
Define a matrix A by selecting from A the columns corresponding to the coarse 
grid points. Then as a multiplier the matrix 
maps the coefficients of a coarse grid REF into its values on the fine grid. 
Thus the final approximation to the input values at all the centres is 
initial fine grid approximation + coarse grid approximation 
= AQlVIQT f + (A p) TRFf. 
The matrix 
(5.7) 
then maps a right hand side vector to a residual vector. 
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5.3 Numerical results 
This section gives numerical results for the algebraic multigrid method ofthis chapter 
and compares them with the domain decomposition method given in [12]. The 
numerical results are for centres in [0, 1]2 and the algorithms are implemented with 
a 2 x 2 grid of domains. 
Tables 5.1 and 5.2 show the spectral radius of the residual matrix R using the 
algebraic multigrid and the domain decomposition methods respectively and for 
the thin-plate spline basic function. Note that the fine grid is all the nodes and the 
correction grid is the coarse grid nodes. The algebraic multigrid method outperforms 
the domain decomposition method when the overlap is small. This is expected as 
each function Wi coming from the Voronoi preconditioner is a combination of a 
cluster of ¢'s corresponding to at least local centres meaning overlap is implicitly 
built into the method. The performance of the two methods is closer for larger 
overlap. Tables 5.3 and 5.4 give similar results with the multiquadric basic function. 
Correction Fine Number of overlap rows/columns 
grid grid 
2 3 4 
10 x 10 7.30(-2) 5.01(-2) 3.41(-2) 
3 x 3 20 x 20 2.05(-1) 1.05(-1) 7.65(-2) 
40 x 40 2.66(-1) 1.42( -1) 1.35(-1) 
10 x 10 4.82(-2) 3.19(-2) 1.28(-2) 
4x4 20 x 20 1.06(-1) 6.43(-2) 4.92(-2) 
40 x 40 2.34(-1) 1.68(-1) 1.09(-1) 
Table 5.1: Spectral radius of the residual matrix for the algebraic multigrid method 
and the thin-plate spline basic function 
Residuals, Ilf - AAk112, at each iteration are also compared in Tables 5.5 and 5.6 
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Correction Fine Number of overlap rows/columns 
grid grid 
2 3 4 
10 x 10 1.39(-1) 9.15(-2) 5.29(-2) 
3 x 3 20 x 20 1.77( -1) 1.46(-1) 1.35(-1) 
40 x 40 3.33(-1) 1.82(-1) 1.76(-1) 
10 x 10 1.14(-1) 5.12(-2) 3.68(-2) 
4x4 20 x 20 2.87(-1) 5.08(-2) 4.75(-2) 
40 x 40 7.14(-1) 1.61(-1) 6.22(-2) 
Table 5.2: Spectral radius of the residual matrix for the method of [12] and the 
thin-plate spline basic function. 
Correction Fine Number of overlap rows/columns 
grid grid 
2 3 4 
10 x 10 7.14(-2) 3.89( -2) 2.01(-2) 
3 x 3 20 x 20 1.46( -1) 9.09(-2) 8.28(-2) 
40 x 40 3.17(-1) 2.74(-1) 2.28(-1) 
10 x 10 4.24(-2) 3.03(-2) 2.05(-2) 
4x4 20 x 20 5.64(-2) 5.06(-2) 3.81(-2) 
40 x 40 1.48( -1) 1.08(-1) 5.61(-2) 
Table 5.3: Spectral radius of the residual matrix for the algebraic multigrid method 
and the multiquadric basic function 
for centres in a 40 x 40 grid. The interpolated data comes from the Franke function 
specified in equation (1.29) of the Introduction chapter. For these examples the 
residuals are similar between algorithms. 
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Correction Fine Number of overlap rows/columns 
grid grid 
2 3 4 
10 x 10 1.89(-1) 1.35(-1) 9.06(-2) 
3 x 3 20 x 20 2.13(-1) 1.33( -1) 1.86(-1) 
40 x 40 2.85(-1) 1.63(-1) 1.94( -1) 
10 x 10 1.47(-1) 7.71(-2) 6.39( -2) 
4x4 20 x 20 3.71(-1) 1.39(-1) 5.25(-2) 
40 x 40 5.55(-1) 3.03(-1) 7.97(-2) 
Table 5.4: Spectral radius of the residual matrix for the method of [12] and the 
multiquadric basic function. 
Iteration Algorithm Algebraic 
number of [12] multigrid 
1 4.488( -1) 3.658(-1) 
2 3.071(-2) 2.136(-2) 
3 1.295(-3) 1.678(-3) 
4 8.764(-5) 7.955(-5) 
5 5.977( -6) 6.000(-6) 
6 4.386(-7) 4.266(-7) 
7 2.691(-8) 2.939(-8) 
8 1.785(-9) 1.775(-9) 
Table 5.5: Two norm residuals at each iteration, for solving (5.1) by two different 
algorithms on a 40 x 40 grid. Multiquadric basic function with c = 1/40. 
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Iteration Algorithm Algebraic 
number of [12] multigrid 
1 2.420(-1) 6.563(-2) 
2 1.429( -2) 9.614(-3) 
3 7.632(-4) 5.454(-4) 
4 4.835(-5) 3.567(-5) 
5 2.457(-6) 1.914(-6) 
6 1.658( -7) 1.235(-7) 
7 8.505(-9) 6.667(~9) 
8 5.721 (-10) 4.282(-10) 
Table 5.6: Two norm residuals at each iteration, for solving (5.1) by two different 
algorithms on a 40 x 40 grid. Thin-plate spline basic function. 
Chapter 6 
RBF collocation 
6.1 Introduction 
In recent years radial basis function collocation has become a useful alternative to 
finite difference and finite element methods for solving elliptic partial differential 
equations. RBF collocation methods have been shown numerically (see for example 
[51]) and theoretically (see [41, 40]) to be very accurate even for a small number 
of collocation points. In application finite difference methods often have a low 
approximation order and consequently can require a large grid and considerable 
computation to obtain a sufficiently accurate solution. RBF collocation has been 
applied to linear elliptic PDEs in n2 and n3 [52], to time dependent problems 
[46, 47], and to non-linear problems [36]. 
In this chapter we present new numerical results for RBF collocation. These 
results show that collocation with a basic function from the Matern class can be more 
accurate than collocation with the multiquadric basic function. Also, we present and 
implement an algorithm which solves linear and non-linear collocation equations 
with the multiquadric when N is large and c < 2/JN. 
Section 6.2 briefly outlines RBF collocation and discusses difficulties with the 
method. These include poor conditioning and full matrices when using globally 
116 
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supported basic functions, and lower accuracy when using compactly supported 
basic functions. In Section 6.3 we give numerical results using a family of basic 
functions known as the Matern family. These numerical results show that this fam-
ily is an effective alternative to the multiquadric basic function in many situations. 
Finally, in the last sections, we present a method which can be used to solve large 
collocation problems with the multiquadric basic function and c < 2/v'fi. Numeri-
cal experiments on linear PDEs show convergence to the solution for small enough 
values of c. It is hoped that in the future the algorithm will be able to be applied 
to larger values of c. This new algorithm combines the use of approximate cardinal 
functions and domain decomposition to iteratively find the solution of the colloca-
tion problem. Using approximate cardinal functions as a change of basis has been 
shown to be effective in the interpolation setting [6]. Previously solving a collocation 
system required O(N3) operations (for globally supported <I» and was not possible 
for large N. The method presented here solves the collocation system in O( N log N) 
operations if c < 2/VN and the PDE is suitable. 
6.2 RBF collocation 
This chapter considers solving a suitable elliptic PDE of the form 
Lu (6.1) 
u g in on, 
by radial basis function collocation. In (6.1) j, g : nd -+ n are known and on is 
the boundary of the region n. L is a differential operator and may be linear or non-
linear. If L is non-linear a multilevel Newton iteration is required and a linearized 
system is solved at each level. 
The unknown solution, u, to the PDE is approximated by a radial basis function, 
ucp, of the form 
N 
ucp(') = p(.) + L /\<I>(. - Xj). (6.2) 
j=l 
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Here A = [AI, ... , AN? are coefficients to be found, P E 1f~, and <I> is a basic function, 
such as the multiquadric. If L is time dependent then we let A be a function of time 
and solve for A(t) at a finite number of discrete time steps. For more discussion on 
this case see [51]. For the moment assume L is time independent. Now for u¢ to 
satisfy the PDE (6.1) then 
f(x), xED, 
g(x), x E aD. (6.3) 
Clearly this cannot generally be achieved for every point in D. By choosing N 
distinct collocation points XI = {XI, ... ,XNJ c DandXB = {XNI+1,' ",XN} caD 
and ensuring (6.3) holds at these points we expect u¢ will be a good approximation 
to u. For the choice of u¢ in (6.2) the collocation equations are 
N 
Lp(Xi) + L AjL<I> (Xi - Xj) = h i = 1, ... , NI , 
j=l 
N 
P(Xi) + L A/I> (Xi - Xj) = gi, i = NI + 1, ... , N, 
j=l 
along with the side conditions 
N L Ajq(Xj) = 0, for all q E 1ft, 
j=l 
This leads to the equivalent matrix form 
[ : 1 
where 
(WL)ij = L<I>(Xi - Xj), 
(WB)i-NI,j - <I>(x· - X·) - ~ J, 
(PL)ij = LPj(Xi), 
(PB)i-NI,j = Pj(Xi), 
f 
g 
o 
Xi E XI, 
Xi E X B, 
Xi E XI, 
Xi E X B, 
Xj EX, 
Xj EX, 
(6.4) 
(6.5) 
C. T. MOUAT 119 
and {PI, ... 'Pdirn(7r~)} forms a basis for 7rf The vector a consists of coefficients with 
respect to this basis. Solving this collocation system for the coefficients [). T aT]T, 
when N is large, is the emphasis of later sections of this chapter. The strategy there 
is to precondition the collocation matrix 
(6.6) 
so that the preconditioned system is solved quickly using an iterative method. The 
collocation matrix, A, in (6.6) has not been proven to be non-singular but in [75] it 
was shown that finding a numerically singular matrix was very rare. The positioning 
of the centres has an effect on the accuracy of RBF collocation. However, to keep 
the discussion simpler, we only consider gridded centres. 
Equation (6.2) is the form of the RBF approximation that was initially presented 
by Kansa [51]. This form is often called unsymmetric collocation due to the matrix 
in (6.6) being unsymmetric. An alternative approach [34], referred to as symmetric 
collocation, takes the form 
NJ N 
urI>(') = p(.) + L A)~<J?(· - Xj) + L Aj<J?(· - Xj), (6.7) 
j=1 
where L is the operator L now applied to the second argument, Xj. Note that the 
absolute values of L<J?(y - x) and L<J?(y - x) are equal for any x and y. For the 
choice of uri> in (6.7) the collocation equations lead to the interpolation system 
vVLi: WL PL 
WI WE PE L 
PI pI 0 
f 
9 
o 
(6.8) 
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The matrices in (6.8) are, 
(WL1Jij = LLit!(Xi - Xj), Xi, Xj E XI, 
(WLkj-NI = Lit!(Xi - Xj), Xi E XI, Xj E X B, 
(Wr;kj-NI = Lit!(Xi - Xj), Xi E XI, Xj E X B, 
(6.9) 
(WB)i-NJ,j-NI - it!(X' - X·) 
- 2 J' Xi,Xj E X B, 
and PL and PB are the same as in (6.4). The main advantage of this formulation 
is that it is provably non-singular (see [34, 91]). However the RBF in (6.7) is not 
as widely used as Kansa's original due to an extra application of L requiring that 
it! be more differentiable. For nonlinear collocation using (6.7) also increases the 
complexity of the method. Some numerical results comparing the two approaches 
can be found in [34]. 
Both collocation systems are generally very badly conditioned which can restrict 
the use of RBF collocation to systems with only a few thousand centres. Theoretical 
results show that multiquadric interpolation becomes more accurate as the multi-
quadric parameter c increases [56]. A lot of numerical evidence agrees with this in 
the collocation setting. However, as c gets larger the graph of the basic function 
becomes flatter and this leads to bad conditioning. Thus as the accuracy of the 
approximation increases then often so does the ill-conditioning. Various techniques 
have been used with mixed success to combat this problem (see for example [52]). 
The problems associated with using globally supported basic functions have led 
to the use of compactly supported basic functions such as the Wendland functions 
[89]. If the support is small then matrix-vector multiplies can be calculated in O(N) 
operations. The problem with compactly supported basic functions is that good ap-
proximations to the solution are only obtained when the support is large. For accu-
rate results the sparcity of the matrix is lost. A multilevel approach with smoothing 
can improve the accuracy of the RBF approximation [33] but multiquadric basic 
functions are usually more accurate. 
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6.3 Collocation with Matern basic functions 
Traditionally multiquadric or compactly supported basic functions are the preferred 
choice for RBF collocation. Numerical evidence has shown good results with these 
choices of basic functions for various types of problems. Other alternatives that 
are common in the RBF interpolation setting can be restricted in their use for 
collocation. For example, the Laplacian of the thin-plate spline is 
6.~(x) = 4log(llxll) + 4, 
which has a discontinuity at zero. The Laplacian of the exponential basic function 
also has a discontinuity at zero. This makes the use of the thin-plate spline and 
exponential limited in RBF collocation. 
Due to the conditioning problems associated with the multiquadric we consider 
the use of alternative basic functions for RBF collocation. This section presents 
numerical results for some simple PDEs using the Matern family as basic functions. 
The Matern family is given by 
(6.10) 
where Kv is a modified Bessel function of order v > 0 (note that v is also a smooth-
ness parameter) and c > O. If n is a nonnegative integer then (6.10) simplifies 
to 
exp( -cr)(cr)n ~ (n + k)! 
¢n+1/2(r) = (2n - I)!! ~ k!(n - k)!(2cr)k' 
Some examples for various values of v are: 
v = 1/2, ¢(r) = exp( -cr), 
v = 1, ¢(r) = crK1(cr), 
v = 3/2, ¢(r) = (1 + cr) exp( -cr), 
v = 5/2, ¢(r) = (1 + cr + c2r2/3) exp( -cr). 
(6.11) 
Although we only consider unsymmetric collocation here the motivation behind 
the use of the Matern class comes from the results of Franke and Schaback [41, 40] 
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in the symmetric collocation setting. They show that for a PDE of order m the 
Loo approximation order for RBF collocation with a Matern basic function will be 
v - m. Note that this result is for solutions u in the "native space" of <I>. A complete 
review of the work of Franke and Schaback is beyond the scope of this thesis but 
the reader is referred to their papers [41, 40]. 
Tables 6.1 and 6.2 contain condition numbers ofthe collocation matrix (6.6) and 
relative error results for the PDE 
flu = 32coS(4x1+ 4x2), 
u = cos( 4X1 + 4X2), 
(Xl, X2) E D, 
(Xl, X2) E 8D, 
where [2 is the unit square. The relative error is lis - ulldllul12 where s is the values 
of the RBF and u the values of the true solution evaluated on a uniform grid of size 
(2VN -1) x (2VN -1). The basic functions we compare are the multiquadric and 
the Matern, v = 9/2, function. 
It is clear from the tables that as the basic function becomes flatter the condition 
number increases for a fixed set size. In the case of the multiquadric this corresponds 
to c increasing, whereas for the Matern function this corresponds to a decrease in c. 
Table 6.1 shows results for centres on a uniform grid in [0, 1]2. The smallest 
relative error for the Matern function is about 9 times smaller then the smallest 
relative error for the multiquadric. However, both these experiments have condition 
numbers greater than 1020 . If we look at experiments with condition numbers that 
are about 1016 or less then the difference between the basic functions is even more 
dramatic. The best results are then approximately 1.7 x 10-5 and 4 x 10-7 for the 
multiquadric and Matern functions respectively. The error for the Matern function 
is about 40 times smaller than the error for the multiquadric! 
The same experiments were repeated on a grid of shifted Chebychev nodes in 
[0, 1]2. The results are in Table 6.2. The errors for these trials were as low as 
1.13 x 10-8 for Matern collocation on 4225 centres. Overall, for this PDE, RBF 
collocation with the Matern basic function was more accurate than RBF collocation 
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with the multiquadric especially for large N. Also collocation on the Chebychev 
grid was more accurate than collocation on the uniform grid. 
Number Multiquadric Matern, v = 9/2 
of centres c relative condition c relative condition 
N error number error number 
15/9 7.552(-5) 6.555(17) 0.5 1.056( -3) 1.694(16) 
13/9 1.217( -4) 1.038(17) 1.0 1.079(-3) 3.069(13) 
9x9 11/9 2.582(-4) 2.037(15) 1.5 1.108(-3) 9.406(11) 
9/9 5.684(-4) 2.877(13) 2.0 1.163(-3) 9.117(10) 
7/9 1.250(-3) 2.447(11) 2.5 1.251(-3) 1.601(10) 
15/17 2.095( -6) 1.492(19) 0.5 6.860(-4) 6.704(18) 
13/17 5.656( -6) 3.610(19) 1.0 4.488(-5) 1.603(17) 
17 x 17 11/17 1.854(-5) 5.778(18) 1.5 4.703(-5) 3.023(15) 
9/17 6.131(-5) 2.378(16) 2.0 5.175(-5) 3.109(14) 
7/17 2.152(-4) 4.151(13) 2.5 5. 796( -5) 5.518(13) 
15/33 1.895(-6) 2.594(20) 2.0 1.628(-6) 1.338(19) 
13/33 9.995( -7) 4.394(20) 2.5 1.952(-6) 1.484(17) 
33 x 33 11/33 3.345(-6) 9.664(20) 3.0 2.266( -6) 3.162(16) 
9/33 1.397( -5) 2.063(18) 3.5 2.684(-6) 9.402(15) 
7/33 5.648(-5) 1.397(15) 4.0 3.232(-6) 3.188(15) 
15/65 1.536( -6) 1.862(21) 3.0 2.139(-7) 3.682(20) 
13/65 1.099( -6) 3.087(21) 4.0 1.112(-7) 1.472(20) 
65 x 65 11/65 1.423(-6) 8.629(20) 5.0 1.419( -7) 3.792(18) 
9/65 4.170(-6) 7.398(20) 6.0 2.290(-7) 8.410(17) 
7/65 1.697( -5) 2.086(16) 7.0 3.724(-7) 5.944(16) 
Table 6.1: Radial basis function collocation of the Poisson equation with solution 
cos( 4Xl + 4X2)' Uniform grid. 
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Number Multiquadric Matern, v = 9/2 
of centres c relative condition c relative condition 
N error number error number 
15/9 3.026(-5) 4.737(17) 0.5 3.966(-4) 1.775(16) 
13/9 4.962(-5) 2.614(16) 1.0 4.164(-4) 3.464(13) 
9x9 11/9 1.038(-4) 6.360(14) 1.5 4.342(-4) 1.085(12) 
9/9 2.307(-4) 1.102(13) 2.0 4.634(-4) 1.059(11) 
7/9 5.189(-4) 1.305(11) 2.5 5.066(-4) 1.864(10) 
15/17 4.469(-5) 1.454(19) 1.0 4.136(-6) 4.806(18) 
13/17 4.756(-7) 7.760(18) 2.0 2.498( -6) 4.190(15) 
17 x 17 11/17 7.822(-7) 5.132(18) 3.0 3.370(-6) 1.732(14) 
9/17 2.924(-6) 9.153(16) 4.0 4.865(-6) 1.725(13) 
7/17 1.344(-5) 5.349(14) 5.0 7.407(-6) 2.721(12) 
11/33 6.382(-6) 9.656(19) 4.0 1.222(-7) 1.957(20) 
9/33 2.256(-5) 6.774(19) 5.0 1.554( -8) 2.005(18) 
33 x 33 7/33 1.082(-6) 3.598(19) 6.0 2.389( -8) 1.843(17) 
5/33 4.329(-6) 6.523(17) 7.0 3.878(-8) 3.591(16) 
3/33 1.549(-5) 7.397(13) 8.0 6.210(-8) 1.226(16) 
5/65 9.659( -7) 1.204(22) 15 1.213(-8) 6.011(20) 
4/65 7.014(-7) 4.365(20) 20 1.127(-8) 3.828(18) 
65 x 65 3/65 2.533(-6) 1.893(20) 25 4.414(-8) 5.882(17) 
2/65 1.105(-4) 4.786(16) 30 2.111(-7) 1.131(17) 
1/65 4.847(-3) 3.162(12) 35 9.722(-7) 3.879(16) 
Table 6.2: Radial basis function collocation of the Poisson equation with solution 
COS(4Xl + 4X2). Chebychev grid. 
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6.4 Solving the collocation system for large N 
For globally supported basic functions directly solving the collocation system (6.4) 
requires O(N3) operations and O(N2) storage without using any customised method. 
This section presents a new algorithm for solving this system in O(N log N) opera-
tions and O(N) storage with the multiquadric basic function. The algorithm uses a 
change of basis pre conditioner in conjunction with domain decomposition and a fast 
matrix-vector multiply. The greatest computational cost at each iteration is at least 
one matrix-vector multiply. Fast matrix-vector product algorithms allow this to be 
achieved in O(Nlog N) operations using a suitable fast evaluation code. These fast 
evaluation codes exist for a variety of functions [5, 7, 14]. 
6.4.1 Domain decomposition 
This subsection considers a domain decomposition algorithm for centres separated 
into two domains. Without loss of generality refer to XI = {Xl, ... , XNJ as good 
points and X B = {XNI+1,"" XN} as bad points. Also assume that NI » IXBI =: 
N B . Then if an interpolant, s, is of the form 
N 
s(·) = L Aj'l!(- - Xj), 
j=l 
where the coefficients Aj are to be found then the interpolation matrix is Eij 
'l! (Xi - X j). This can be split into the form 
E = [EII EIB] 
EBJ EBB 
(6.12) 
In (6.12) Ejk' j, k E {J, E} has size N j x Nk and is the matrix from evaluating the 
'l!s centred at X k , at points in Xj' Now applying a simple domain decomposition 
algorithm to this system we can iteratively obtain a solution. This method is given 
by Algorithm 6.4.1. The notation fB, fI refers to the residuals restricted to centres 
X B and XI respectively. 
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Algorithm 6.4.1 domain - decomposition(X, j, NI ) 
SETUP 
1. Create a set, XI, of good points and a set, X B of bad points 
2. Form W elements for each point x in X 
3. r +- j and s+-o 
ITERATIVE SOLUTION 
1. while Ilrll > E 
2. Solve for the coefficients /-L of a bad point approximation via direct or 
approximate solutions of BBB/-L = rB 
4. Evaluate rI = rI - Sbad (XI) 
5. Solve for the coefficients /-L of a good point approximation via approx-
imate solution of Bn/-L = rI 
7. Update the RBF S = S + Sbad + Sgood 
8. Update the residual r = j - s(X) 
9. end while 
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At the beginning of each iteration coefficients t-t are found so that 
L t-t/Jlj(Xi) = ri, Xi E X B· 
j:XjEXB 
Because N B is small compared to NJ this is relatively efficient to solve. The residuals 
are then updated and a similar system on the good points is solved. Although N J 
is large we can solve the system on the good points efficiently by GMRES if the 
eigenvalues of ElI are sufficiently clustered. Each GMRES iteration will require 
the computational cost of a matrix-vector multiply. In our experience an exact 
solution at step 5 is not required. Instead reducing the residual by a few orders 
of magnitude will suffice. If ElI is an approximation to the identity then most 
off diagonal elements will be near zero. An approximation to ElI can easily be 
found by retaining only a small number, say (J, of the largest magnitude entries per 
column. A matrix-vector product will then only require O(rYly) operations instead 
of the O(N log N) required using a fast matrix-vector code. Numerical evidence 
shows that this approximation increases the number of outer iterations by less then 
four times but significantly decreases the total number of O(N log N) matrix-vector 
products (which is the main computational cost of the algorithm). 
The final step is to update the residual which can be achieved in O(N log N) 
operations. Note that all matrix-vector multiplies will be O(N log N) only if a 
suitable fast evaluation algorithm exists for the basic functions <I> and L<I>. For 
example, if L is the Laplacian and <I> the multiquadric then 
which is a combination of two members of the multiquadric family. Fast evaluators 
are available for functions of this type [7]. 
Algorithm 6.4.1 should be modified to include a coarse grid correction at each 
iteration. We usually take the number of points in the coarse grid to be about N B . 
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6.4.2 Approximate cardinal functions 
In the previous section it was assumed that the matrix Bn had clustered eigenval-
ues. In this section we achieve this by forming "W elements as approximate cardinal 
functions. We also explain why this approach doesn't work for large values of the 
multiquadric parameter c. Using approximate cardinal functions as a change of ba-
sis has been shown to be effective in the interpolation setting [6, 13]. The main 
difference in the collocation case is that there are different operators on the interior 
and on the boundary. If our aim was for B to be a good approximation to the 
identity, as in the interpolation case, then the "W /s would be of the form, 
"Wj(Xi) :;::j 0, Xi E X B , 
L"Wj(Xi) :;::j 0, Xi E XI, 
along with one of the constraints, 
L"Wj(Xj) = 1, if Xj E XI, 
"Wj(Xj) = 1, if Xj E X B . 
In our experience forming approximate cardinal functions to satisfy these conditions 
is difficult. Instead we form approximate cardinal functions which ensure Bn is a 
good approximation to the identity and use the domain decomposition approach 
given in Algorithm 6.4.1. The bad points are the boundary points and the good 
points are the interior points. For a uniform distribution of points in n2 the number 
of boundary points, N B , is proportional to N 1/ 2 so direct solution of a linear system 
on these points requires O(N3/ 2 ) operations. Calculating the LU factorisation to 
B BB as part of the setup means this cost is only incurred once. Subsequent use of 
this LU decomposition to solve a system requires O(N~) = O(N) operations. 
Each "W element is of the form 
"Wj(') = PjO + L Aji<J?(' - Xi), 
iESj 
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where the set Sj is often a set of indices of the nearest (3 points to Xj' For interior 
points we construct W elements so that 
1, LWj(Xj) 
LWj(x) O(IIX - Xj 11-3 ) as Ilx - Xj II -+ 00. 
Approximate cardinal functions of this type are referred to as decay element ap-
proximate cardinal functions and are found by a constrained least squares problem 
as mentioned in [6]. 
The set Xj is defined to be the centres in X such that Xi E Xj if and only if 
i E Sj. For boundary points use a pure local approach of the form 
Wj(Xj) 
Wj(Xi) 
LWj(Xi) 
1 
0, Xi E Xj n X B , 
0, Xi E Xj nXr. 
The pure local approximate cardinal functions are found by solving a collocation 
system on ISjl nodes for each j. 
In our experience we have noticed that creating approximate cardinal functions 
is only effective for c < 2/ VN (if the centres are a uniform grid in [0, 1]2). In Figure 
6.1 approximate cardinal functions formed using a decaying strategy for two different 
values of c are compared. Clearly the W element formed with the larger value of c is 
not a very good approximation to a cardinal function. The required rate of decay is 
not achieved until further away from the centre of the W element. An explanation 
for this is the regions of validity of the far field expansions. Consider finding a W 
centred at Xj and based on centres with maximum distance H from Xj' The W 
element will decay in the region of validity of the far field expansion of the cluster. 
This expansion is given in [7] and is valid outside the circle Ilx - Xj II = V H2 + c2 . If 
c is large then the radius of this circle increases and the region of validity is further 
from Xj (see Figure 6.2 ) and thus the decay of W occurs further away. 
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(a) A W function formed with c = 2/33. (b) A W function formed with c = 4/33. 
Figure 6.1: W elements based on fifty local centres for two different values of c. 
Notice that the W function decays quicker with the smaller value of c. 
" 
" 
/ 
\ 
} 
Figure 6.2: Far field expansion regions of validity for centres inside the circle !!.!! :::; H 
and multiquadric parameters Cl, C2 with C2 > Cl' The region of validity corresponding 
to C2 is outside the dotted circle and for Cl is outside the dashed circle. 
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6.5 Numerical results 
In this section we present numerical results for REF collocation of linear PDEs of 
the form (6.1). These results show good convergence of the algorithm when the 
multiquadric parameter c is suitably small and constant. All numerical experiments 
are in the domain [0, 1]2 with the collocation nodes forming an n X n grid. The 
iterations are stopped once the relative 2-norm residual is less than 10-8 . 
To initially try this method we consider solving Poissons equation in R} with 
the solutions 
fr(Xl, X2) = exp (2Xl + 2X2) , 
12(xl, X2) = exp (-1000((Xl - 1/2)6 + (X2 - 1/2)6)) . 
(6.13) 
(6.14) 
REF collocation solutions for these two PDEs can be found in Figure 6.3. The results 
(a) Exact solution is h. (b) Exact solution is h. 
Figure 6.3: REF collocation on a 33 x 33 grid of centres in [0, 1]2 with c = 2/33. 
from applying Algorithm 6.4.1 to fr and 12 are in Tables 6.3 and 6.4 respectively. 
The algorithm was applied using both exact matrix-vector products and approximate 
matrix-vector products at step 5. We will refer to these different implementations as 
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Algorithm 6.4.1(a) and Algorithm 6.4.1(b) respectively. For both implementations 
exact matrix-vector products are always used at step 7. The "matrix-vector" column 
in the tables give the total number of exact matrix-vectors calculated to find the 
solution. For Algorithm 6.4.1 (b) the total number of exact matrix-vector products is 
equal to the number of outer iterations. The "2-norm residual" column is the relative 
2-norm residual IIAA - 1112/111112 where 1 is the right hand side vector [iT gTJT in 
(6.4). The tables show that the algorithm converges for both small and large values 
of N. As expected, Algorithm 6.4.1(b) requires more outer iterations to converge 
but the total number of exact matrix-vector products is reduced. This is a sizeable 
computational saving for large N. 
Overall the number of outer iterations remained fairly stationary for Algorithm 
6.4.1(a). When approximate matrix-vectors were used the number of outer iterations 
increased slightly but not dramatically as N increased. Thus it would be feasible to 
solve even larger systems using this algorithm. 
From these experiments we can conclude that the algorithm will at least work 
on some simple PDEs when c is small. Usually c is required to be large for higher 
accuracy but in the case of 12 we noticed that c = 2/IN was nearly optimal for 
small data sets and using a Matlab \ operator to solve the systems. Carlson and 
Foley [19] suggest that a small shape parameter will be more accurate if the function 
values vary rapidly. The algorithm presented here may therefore be more applicable 
for solutions of this type. 
A suitably modified algorithm has shown promising results for the nonlinear 
PDE given in [37, 36]. 
C. T. MOUAT 133 
Exact matrix-vectors Approximate matrix-vectors 
N Ne Outer Matrix 2-norm Outer (J 2-norm 
iterations vectors residual iterations residual 
289 64 8 48 9.323(-9) 9 43.2 8.996(-9) 
1089 121 8 48 1.413(-9) 14 44.6 6.745(-9) 
4225 400 7 42 7.051(-9) 20 47.4 7.004(-9) 
16641 625 9 54 2.409(-9) 27 48.2 8.539(-9) 
Table 6.3: Results from Algorithm 6.4.1 on function h. Ne is the number of coarse 
grid points and (J is the average number of non-zero elements per column in the 
approximation to B. 
Exact matrix-vectors Approximate matrix-vectors 
N Ne Outer Matrix 2-norm Outer (J 2-norm 
iterations vectors residual iterations residual 
289 64 9 54 1.940(-9) 9 43.2 9.313(-9) 
1089 121 7 42 1.576(-9) 16 44.6 8.487(-9) 
4225 400 6 36 2.313(-9) 22 47.4 5.396(-9) 
16641 625 7 42 2.174(-9) 28 48.2 6.754(-9) 
Table 6.4: Results from Algorithm 6.4.1 on function h. Ne is the number of coarse 
grid points and (J is the average number of non-zero elements per column in the 
approximation to B. 
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