A note on the non-commutative Chern-Simons model on manifolds with
  boundary by Lugo, Adrián R.
ar
X
iv
:h
ep
-th
/0
11
10
64
v2
  2
6 
D
ec
 2
00
1
La Plata Th-01/07
October 2001
A note on the non-commutative Chern-Simons model
on manifolds with boundary 1
Adria´n R. Lugo 2
Departamento de F´ısica, Facultad de Ciencias Exactas
Universidad Nacional de La Plata
C.C. 67, (1900) La Plata, Argentina
Abstract
We study field theories defined in regions of the spatial non-commutative (NC)
plane with a boundary present delimiting them, concentrating in particular on the
U(1) NC Chern-Simons theory on the upper half plane. We find that classical
consistency and gauge invariance lead necessary to the introduction of K0-space
of square integrable functions null together with all their derivatives at the origin.
Furthermore the requirement of closure of K0 under the ∗-product leads to the
introduction of a novel notion of the ∗-product itself in regions where a boundary is
present, that in turn yields the complexification of the gauge group and to consider
chiral waves in one sense or other. The canonical quantization of the theory is
sketched identifying the physical states and the physical operators. These last ones
include ordinary NC Wilson lines starting and ending on the boundary that yield
correlation functions depending on points on the one-dimensional boundary. We
finally extend the definition of the ∗-product to a strip and comment on possible
relevance of these results to finite Quantum Hall systems.
1 Introduction
In the last years many efforts were put in the study of NC theories since the comparison
of NC geometry on the torus in compactifications of M-theory matrix models [1] and NC
gauge theories as effective actions for string theories with a constant B-field [2]. NC scalar
theories were considered in [3]; NC Wess-Zumino-Witten (WZW) models in [4].
A novel application to condensed matter systems was recently pursued with the intro-
duction of non-commutative versions of the Chern-Simons (CS) theory as suitable effective
1This work was partially supported by CONICET, Argentina
2 lugo@obelix.fisica.unlp.edu.ar
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theories of Fractional Quantum Hall (FQH) fluids. In reference [5] Susskind introduced
a matrix model version of NC CS theory describing infinite systems; later in [7] (see also
[10]) Polychronakos modified the Susskind action by adding a boson field that attaches
flux to the electrons and a harmonic oscillator potential to confine them in such a way
to make the theory compatible with the finiteness of the number of electrons. Although
in any case some properties of the FQH fluids are well reproduced (quantization of the
filling fraction, existence of Laughlin quasi-particles of fractional statistics, etc.) is still
necessary to check that these descriptions are the right ones (by computing for exam-
ple density-density correlations as correlations of operators to be identified). We believe
however that the natural way to study the long-range behaviour of a system with a finite
number of degrees of freedom confined in a finite region of the space is to consider a (field)
theory on that region. In this direction points out this note, addressing the non trivial
problem of defining NC field theories in spaces different from ℜd or compactifications
thereof, see also recent work in reference [8] (other topics related to NC CS theories in
infinite space are addressed in [9]).
We start remembering that the straight way to define a NC field theory is to introduce
the usual Groenewold associative ∗-product
f ∗ g (~x) ≡ exp
(
i
2
θµν
∂
∂yµ
∂
∂zν
)
f(~y) g(~z) |~y=~z=~x = g¯ ∗ f¯(~x) (1.1)
that yields the Moyal bracket and anti-bracket
[f, g]∗(~x) ≡ f ∗ g (~x)− g ∗ f (~x) = i θµν ∂µJν [f ; g]
Jµ[f ; g] =
∑
m≥0
(−)m 2−2m−1
(2m+ 1)!
θµ1ν1 . . . θµ2mν2m ∂µ1 . . . ∂µ2mf(~x) ∂µ ∂ν1 . . . ∂ν2mg(~x)
− (f ↔ g) (1.2)
{f, g}∗(~x) ≡ f ∗ g (~x) + g ∗ f (~x) = 2 f(~x) g(~x) + θµν θρσ ∂µ∂ρJνσ[f ; g]
Jµν [f ; g] =
∑
m≥0
(−)m+1 2−2m−2
(2m+ 2)!
θµ1ν1 . . . θµ2mν2m ∂µ1 . . . ∂µ2mf(~x) ∂µ ∂ν ∂ν1 . . . ∂ν2mg(~x)
+ (f ↔ g) (1.3)
These definitions, being local but non-covariant in general, have sense in coordinate sys-
tems pre-determined; working in infinite euclidean space there is no doubt about which
they are. Then to get the NC version of the action that defines the theory under consid-
eration we simply replace the usual field products by ∗-products. However if the manifold
is not ℜd or if it is a bounded region of it neither the definition of the ∗-product nor the
field theory itself are straightforward. Typical terms coming from adjoint actions
eX∗ ∗O ∗ e−X∗ = O + i θρσ ∂ρJσ[X ; AˆX(O)]
AˆX(O) ≡
∑
m≥0
1
(m+ 1)!
[X ; . . . [X︸ ︷︷ ︸
m
;O]∗ . . .]∗ (1.4)
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can not be loosely discarded and as a consequence the (classical) operator formulation
considered i.e. in [11],[7] has not an obvious extension either.
For definiteness we will take the space-time of the form Σ = D × ℜ with D ⊂ ℜ2
being the space bounded by S = ∂D and ℜ the time axis parameterized by x0 ≡ t. Fur-
thermore we will restrict the non-commutativity to the space coordinates, θ0i = 0; θij =
θ ǫij , i, j = 1, 2 , in some coordinates ~x = (x1, x2) in D to be specified.
2 The model
Let us start by introducing a NC U(1) gauge field A with field strength 3
F [A] ≡ dA+ i A ∧∗ A = 1
2
Fµν [A] dx
µ ∧ dxν
Fµν [A] = ∂µAν − ∂νAµ + i [Aµ;Aν ]∗
0 = ∂µFνρ + i [Aµ;Fνρ]∗ + c(µνρ) (2.1)
where the last line is the NC version of the Bianchi identity; extension of what follows to
U(N) is straightforward introducing Lie algebra generators and suitable traces. A gauge
transformation by the element g(x) = e
iφ(x)
∗ = 1 + i φ(x)− 12φ ∗ φ(x) + . . . , is given by
gA = g ∗ A ∗ g−1 + i R(g)
F [gA] = g ∗ F [A] ∗ g−1 (2.2)
On a field transforming in the adjoint representation gΦ = g ∗ Φ ∗ g−1 the covariant
derivative is defined by
DµΦ ≡ ∂µΦ + i [Aµ; Φ]∗
[Dµ;Dν ]Φ = i [Fµν ; Φ]∗ (2.3)
Now following the route traced in the introduction let us consider the NC U(1) CS
theory defined by the following action
S[A] = − k
4π
∫
Σ
L[A]
L[A] =
1
2
(
A
∧∗ F [A] + F [A] ∧∗ A
)
− i
3
A
∧∗ A ∧∗ A
=
1
4
d3x ǫµνρ {Aρ;Fµν − i
3
[Aµ;Aν ]∗}∗ (2.4)
We note that in the commutative case the first term of the lagrangean is simply A∧F [A];
in the NC case reality of the action for A real (which becomes manifest in the last line)
lead us to replace it by the symmetric parenthesis.
3 In what follows “c” and “p” stand for cyclic permutations and general permutations including sign
respectively while R(g) ≡ dg ∗ g−1 and L(g) ≡ g−1 ∗ dg will denote the right and left-invariant Maurer-
Cartan forms.
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Several things of the action (2.4) are worth to be analyzed. The first one concerns the
differential of the lagrangean density; a quick computation shows
dL[A] = F [A]
∧∗ F [A] + 1
4!
dxµ ∧ dxν ∧ dxρ ∧ dxσ A(4)µνρσ
A(4)µνρσ =
1
2
[Aµ;Aν ∗ Aρ ∗ Aσ − i 2
3
{Aν ; ∂ρAσ}∗]∗ + p(µνρσ) (2.5)
In the commutative limit the four form A(4) is identically null (in the non abelian case too,
due to a trace present) leading to the well known, gauge invariant and topological defining
expression for the CS density. This is not so in the NC case under consideration; however
this should not be seen as a great problem, after all the introduction of the ∗-product
breaks general covariance.
What it is certainly relevant for the consistency of the theory has to do with the
equations of motion of the theory. An arbitrary variation of S[A] under A → A + δA
yields
δS[A] = − k
4π
∫
Σ
d3~x ǫµνρ Fµν δAρ − k
4π
∫
∂Σ
δB (2.6)
where the two-form δB = 1
2
δBµν dx
µ ∧ dxν is given by
δBµν = δAµ Aν − 1
3
θρσ (Jσ[Aµ; {δAν;Aρ}∗] + c(µνρ))
+
1
2
θαβ θγδ ∂γ (Jβδ[Fµν ; δAα] + 2 Jβδ[Fαµ; δAν ] + ∂αJβδ[δAµ;Aν ])− (µ↔ ν)
(2.7)
The third fact concerns the crucial gauge invariance of the theory that we like to conserve;
we get for the variation of the action (2.4)
S[gA] = S[A] + 2 π k ν[g]− k
4π
∫
∂Σ
B
ν[g] =
1
24 π2
∫
Σ
R(g)
∧∗ R(g) ∧∗ R(g) (2.8)
where the two-form B = 1
2
Bµν dx
µ ∧ dxν is given by
Bµν = λµν − ǫµνρ θρσ Jσ[φ; Aˆiφ(L[A] + dλ)012]
λµν = Aµ i Lν − θ
ρσ
6
(Jσ[Aµ; {Aν; i Lρ}∗] + Jσ[i Lµ(g); {i Lν(g);Aρ}∗] + c(µνρ))
+
1
2
θαβ θγδ ∂α∂γJβδ[Aµ; iLν ]− (µ↔ ν) (2.9)
On the other hand ν[g] is the winding number labeling the homotopy class the map g
belongs to. Then invariance under large gauge transformations imposes the quantization
of k. In any case the variation of ν[g] under a continuous deformation g → g+ δg is given
by
δν[g] =
1
24π2
∫
∂Σ
H
4
H = δg ∗ g−1 ∗ dR(g) + dR(g) ∗ δg ∗ g−1 − R(g) ∧∗ δg ∗ g−1 ∗R(g)
+
1
2
dxµ ∧ dxν θρσ
(
Jσ[i δg g
−1;Rµ ∗Rν ∗Rρ] + Jσ[Rρ ∗ i δg g−1;Rµ ∗Rν ]
+ p(µνρ)) (2.10)
If Σ has no boundary the variation is automatically zero; this also holds if g obeys suitable
boundary conditions. In the commutative context the boundary term drops out by im-
posing Dirichlet boundary conditions on just one gauge field component on the boundary
(i.e Aσ); consistently the good gauge transformations are those that not depend on the
coordinate in that direction on the boundary ( Rσ|∂Σ = 0). In this case we get that ν[g]
is invariant under continuous deformations; in particular it must be zero for g connected
with the identity (small gauge transformations).
But in the NC case things changes dramatically; direct inspection to (2.6), (2.8) and
(2.10) reveals that it is absolutely needed to impose Dirichlet like boundary conditions on
two fields instead that one in such a way that boundary terms drop out in order to get a
(at least classically) consistent, gauge invariant theory. But while in the commutative case
standard Dirichlet conditions suffice in the NC case at hand it is not so. And the reason
relies in the ∗−product that involves spatial derivatives of all orders at the boundary; this
means that is not sufficient to impose that a field be zero at the boundary, but all their
derivatives too. Consistently the gauge transformations generated by g = ei φ∗ must go to
the identity identically on it in the sense that φ and all its derivatives must go to zero.
Thus we are enforced to take as boundary conditions the following ones
∂
p
1∂
q
2A1(~x, t)|S = ∂p1∂q2A2(~x, t)|S = 0 , p, q = 0, 1, 2, . . . (2.11)
Certainly these conditions indicates us that near the boundary the fields can not be
analytical. Fortunately spaces of functions of this kind are known in the mathematical
literature [15]. By the meantime we just accept we are working on this kind of spaces that
generically we will denote as C(D); we will work out some examples in Section 4 while in
Section 5 we will address the highly non trivial problem concerning its closure under the
∗-product.
3 Canonical quantization, physical states and opera-
tors
Once we have the setting outlined in the past section we can rewrite the action (2.4) as
S[A] =
k
4π
∫
dt
∫
D
d2~x ǫij (Ai ∂0Aj − A0 Fij) (3.1)
Now we can proceed to fix the gauge; as usual in CS context we will fix the temporal
gauge A0 = 0. Then the equation of motion for the spatial components of A are simply
∂0Ai(t, ~x) = 0 −→ Ai = Ai(~x) (3.2)
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Since now on we will think about A as a connection one-form on D obeying (2.11). On
the other hand the equation of motion for A0 gives the constraint
F12 = ∂1A2 − ∂2A1 + i[A1, A2]∗ = 0 (3.3)
classically solved by Ai(~x) = i ∂ig∗g−1(~x). Time-independent gauge transformations (with
the boundary conditions discussed) are left over as usual. However we would like to stress
a radical difference with the commutative case through a concrete example. By taking a
disk as space and having standard Dirichlet boundary conditions time independent gauge
transformations are to be interpreted as global symmetries, the loop group in this case,
and the states of the theory lie in representations of them instead of being invariant
under such transformations [12]. This fact becomes evident by integrating out the field
A0 (cf.(3.1)); we finish with a chiral WZW model in the group variable solution of the
constraint (3.3) that naturally realize such a symmetry, a chiral Kac-Moody algebra. In
the NC case formally we can make the same yielding a NC version of the chiral WZW
alluded to [13]. However the strong boundary conditions imposed make trivial this action
(the loop group has disappeared!) and we must conclude that quantum mechanically we
have to impose (3.3) as a constraint on the Hilbert space of the theory,
Qˆ(φ) |phys >= 0 (3.4)
In this sense the quantization resemble the boundary-less case [12].
Going to the quantization of the theory we follow [14] and read the quantum commu-
tators between field operators from the symplectic structure inherited from (3.1)
[Aˆi(~x), Aˆj(~y)] = i
2π
k
ǫij δ
2(~x− ~y) (3.5)
Thus the generator of infinitesimal residual gauge transformations with element g = ei φ∗
is given by
Qˆ(φ) =
k
2π
∫
D
d2~x φ(~x) Fˆ12 (3.6)
where the operator Fˆ12 is as in (3.3) with the replacement with the Aˆ-operator and a
suitable normal ordering. In fact it verifies the following algebra
[Qˆ(φ1), Qˆ(φ2)] = −Qˆ([φ1, φ2]∗) (3.7)
that show that the operator representing in Hilbert space the NC U(1) group is
Uˆ(g) ≡ exp(iQˆ(φ)) , Uˆ(g1) Uˆ(g2) ≡ Uˆ(g1 ∗ g2) (3.8)
Furthermore it generates the infinitesimal residual gauge transformations
[iQˆ(φ), Aˆi(~x)] = −
(
∂iφ+ i [Aˆi, φ]∗(~x)
)
[iQˆ(φ), Fˆ12(~x)] = [i φ, Fˆ12]∗(~x) (3.9)
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from where it follows
Uˆ(g) Aˆi(~x) Uˆ(g)
−1 = g ∗ Aˆi(~x) ∗ g−1 + i R(g)
Uˆ(g) Fˆ12(~x) Uˆ(g)
−1 = g ∗ Fˆ12(~x) ∗ g−1 (3.10)
Imposing gauge invariance means searching for states invariant under Uˆ(g); under small
gauge transformation this is no other condition that the Gauss law (3.3); large gauge
transformations instead corresponds to non trivial φ.
On the other hand physical operators must be the gauge invariant ones. In commuta-
tive gauge theories the natural local operators are those constructed from powers of the
field strength transforming in the adjoint representation; the non-local ones are the Wil-
son loops. In NC gauge theories things are more involved; local operators do not seem to
exist, the problem is addressed in references [6], [11]. Let us review what we need here to
guess the physical operators in our context. First let us introduce a charge-q open Wilson
line from the base point ~x, the reference point to compute the ∗-product, to ~x + ∆~x on
the path γ parameterized by ~x(s) = ~x+ ~ξ(s) , ~ξ(0) = ~0 , ~ξ(1) = ∆~x
Wˆq[γ] ≡ P∗ exp
(
i q
∫ 1
0
ds ξ˙i(s) Aˆi(~x+ ~ξ(s))
)
=
∞∑
n=0
(i q)n
∫ 1
0
ds1
∫ 1
s1
ds2 . . .
∫ 1
sn−1
dsn ξ˙
i1(s1) . . . ξ˙
in(sn)
× Aˆi1(~x+ ~ξ(s1)) ∗ . . . ∗ Aˆin(~x+ ~ξ(sn)) (3.11)
Under a gauge transformation the q = 1 operator goes to
Uˆ(g) Wˆ1[γ] Uˆ(g)
−1 = ei φ(~x)∗ ∗ Wˆ1[γ] ∗ e−i φ(~x+∆~x)∗ (3.12)
In commutative gauge theories we get gauge invariance just closing the line to make a
loop. But in NC gauge theories it is necessary to introduce a kind of Fourier transform;
specifically if Oˆ(~x) is any local operator transforming in the adjoint representation and
the path γ is specified by ξi(s) = −θ ǫij kj s then the set of operators
ˆ˜
O(~k; γ) =
∫
D
d2~x Oˆ(~x) ∗ Wˆ1[γ] ∗ ei~k·~x (3.13)
is gauge invariant [6], [11]. This property heavily relies on the capability of getting out
boundary terms (c.f. (1.4)) ; in infinite space this is natural from the usual boundary
conditions at infinity, here from the boundary conditions imposed on S = ∂D. But due
to the no existence in general of translation invariance and the non local character of the
∗-product we presume that not all of the operators defined in (3.13) will be well defined;
we will call them “bulk operators”. However we have at hand in our context another
interesting set of “boundary operators”; in fact if we take the endpoints of the path γ to
lie on the boundary, then automatically the Wilson lines (3.11) are gauge invariant. 4
4 We might think that arbitrary small loops starting and ending at the same point on the boundary
would have a local character; however this is not so because it is not possible to make them arbitrary
small since they become trivial due to the strong boundary conditions imposed on the fields.
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Resuming, we have found that the physical, gauge invariant, correlation functions of
the theory are given by VEV’s in the physical states (3.4) of strings of the boundary and
bulk operators previously defined.
4 Explicit construction of basis in C(D)
As seen in Section 2 we were led to introduce spaces of functions defined on a region of the
plane D which vanish, as well as their derivatives of all order, at the boundary ∂D = S.
We would like to work out in this section explicit examples of basis in such spaces.
Let us start considering the simplest one of such regions, the upper half-plane H =
{~x = (x, y) ∈ ℜ2 : y > 0}, with ∂H being the x-axis (y = 0). Later, through clever (or
naive, as you like) mappings, we will be able to define basis in other regions of potential
interest.
Usually, functions forming a basis on L2(H), the space of square integrable functions on
H , are obtained as solutions of the Laplace equation −∂i∂iΨ(~x) = λ2 Ψ(~x), in virtue of the
completeness of the laplacian operator when Dirichlet or Neumann boundary conditions
are considered. They are written in the form
Ψk,m(~x) =
ei k x√
2π
ψm(y) (4.1)
where k ∈ ℜ and m some other label. Their derivatives of order (p, q) in x and y
respectively are obviously given by
∂px∂
q
yΨk,m(~x) = (i k)
p e
i k x
√
2π
ψq)m(y) (4.2)
The functions ψm(y) will depend on the boundary conditions on the x-axis. If Dirichlet
conditions Ψm(x, y = 0) = 0 are imposed we can take ψm(y) ∼ sinmy, if Neumann
conditions Ψ1)m(x, y = 0) = 0 are instead considered then ψm(y) ∼ cosmy; in both cases
m is a continuous, non-negative number and λ2 = k2 +m2.
But what happen if we would like to impose that all the derivatives (4.2) be null at
the boundary? We must take ψm(y) such that
ψq)m(y)|y=0 = 0 , q = 0, 1, 2, . . . (4.3)
In other words, we are led to consider a subspace of L2(ℜ+) that includes only those
functions that are zero together with all their derivatives at the origin. We denote this
space as K0; orthonormal and discrete basis exist on it and furthermore it has the at
all obvious property of being dense in L2(ℜ+), that is, any function in L2(ℜ+) can be
approximated as well as we like by some sequence in K0 [15]. The question is, what are
the ψm
′s? Certainly they can not come as solutions of the flat Laplace equation; we do
not know either if there exists some metric on ℜ+ from which such a basis could be a
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complete set of the associated Laplace operator. However we will construct them in the
following way. First we introduce the harmonic oscillator wave-functions
φn(ξ) = (2
n n!
√
π)−
1
2 e−
ξ2
2 Hn(ξ) , n = 0, 1, 2, . . . (4.4)
As it is well-known they are basis in L2(ℜ) orthonormal wrt the standard scalar product
(φm, φn) ≡
∫
S
dξ φm(ξ) φn(ξ) = δm,n (4.5)
where S = ℜ. If we would like to restrict L2(ℜ) to L2(ℜ+) with Dirichlet (Neumann)
boundary condition φ(0) = 0 (φ′(0) = 0) it would suffice in view of the parity property of
the Hermite polynomials Hm(−ξ) = (−)mHm(ξ) to take m odd (even). Then it follows
that the set
{
√
2 φ2m+1 , m = 0, 1, . . .} ({
√
2 φ2m , m = 0, 1, . . .}) (4.6)
constitute basis in L2(ℜ+) orthonormal wrt the scalar product (4.5) with S = ℜ+.
Now we define the following functions on ℜ+
ψm(y) ≡
√
2
φ2m+1(
1
y
)
y
= 2−m ((2m+ 1)!
√
π)−
1
2 e
− 1
2y2
H2m+1(
1
y
)
y
, m = 0, 1, 2, . . .
(4.7)
These functions die as y−2 at infinity and as y−2m−2 e
− 1
2y2 near y = 0 obeying therefore
(4.3); so they belong to K0. And what is stronger, they define a mapping in L
2(ℜ+) from
the set (4.6) to (4.7) that conserve the scalar product
(ψm, ψn) =
∫
ℜ+
dy ψm(y) ψn(y) = δm,n = (
√
2φ2m+1,
√
2φ2n+1) (4.8)
From standard theorems we conclude that (4.7) is a discrete, orthonormal basis in K0, as
stated. Thus we have obtained a basis in C(H) in the form (4.1) obeying∫
H
dx dy Ψk,n(~x) Ψk′,n′(~x) = δ(k − k′) δn,n′ (4.9)
We can obtain basis in other interesting bounded regions by mappings of H to them.
A first example is a strip extended in the x-axis of width L in the y-axis. The mapping in
question is very popular for string and conformal field theorists; if z = z1+ i z2 , z2 > 0,
is the complex coordinate on the upper half-plane then it is given by
z = e
π
L
(x+i y) ←→
{
z1 = e
π
L
x cos π
L
y
z2 = e
π
L
x sin π
L
y
(4.10)
where the coordinates −∞ < x = L
π
ln |z| < ∞ , 0 < y = L
π
tan−1 z2
z1
< L , label the
strip SL. Then the functions on the strip defined by
Φk,n(~x) ≡ π
L
e
π
L
x Ψk,n(~z)|~z(~x)=(4.10) (4.11)
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are orthonormal in the sense of (4.9) (with H replaced with SL). And what is important
for us, it is straightforward to verify that on the boundary of SL, i.e. the lines y = 0 and
y = L, they verify that their derivatives in x, y of any order are null; we conclude that
(4.11) are basis in C(SL).
Lastly we consider a disk DR of radius R; we can obtain it from H in the following
way. First we compactify the x-coordinate on a circle of radius R getting a half-cylinder,
then we stretch the (positive) y-coordinate from the border to the center of the disk.
Specifically if we parameterize the disk by radial and angular coordinates (ρ, ϕ), then the
mapping is defined by
ϕ ≡ x
R
∼ ϕ+ 2π
ρ ≡ R f(y) , f(0) = 1 , f(∞) = 0 (4.12)
We take f ′(y) < 0 for any y > 0, and going to zero at infinite as a power lesser that 3
2
in order for to be regular at the origin. As before with the strip we can introduce the
functions and orthogonality relations
Θmn(ρ, ϕ) ≡ e
imϕ
√
2π
ψn(y)√
−ρ(y) ρ′(y)
|y(ρ)=(4.12)
δm,m′ δn,n′ =
∫ R
0
∫ 2π
0
dρ ρ dϕ Θmn(ρ, ϕ) Θm′n′(ρ, ϕ) (4.13)
where the momenta are now quantized k = m
R
, m ∈ Z. They verify that their derivatives
of any order on ∂DR ∼ S1 are null, then they expand C(DR).
5 About the closure of C(D) under the ∗-product
From the well-known smearing of localized functions under the ∗-product in ℜd which
makes manifest its non-local character (see for example [16]) a very important question
that rises in our framework is if the ∗-product of two functions in C(D) belongs to C(D). It
is clear that this property of closure is crucial for the consistency of the whole construction
carried out so far, so here we address this problem; for sake of definiteness we will consider
C(H) and the basis defined in (4.1), (4.7). 5
The ∗-product of two functions of the basis can be easily worked out with the result
Ψk,m ∗Ψk′,m′(~x) = e θ2 k′ ∂y Ψk,m(~x) e− θ2 k ∂y Ψk′,m′(~x) (5.1)
The question to be answered is then, what is the value of the rhs of (5.1) (and that of its
derivatives of any order), in particular at y = 0? The translation formula
ea ∂yf(y) = f(y + a) , a ∈ C (5.2)
5 Indeed all we need is a basis obeying (4.3), not necessarily that constructed in (4.7).
10
is naturally valid for any f analytical in y. But our functions (4.7) are not analytical in
y = 0 so another route must be followed to define the lhs of (5.2) and consequently the
∗-product.
In order to guess the right definition we observe two facts,
• We need to have defined ψm(y) only for y > 0;
• A translation passing through the essential singularity at y = 0 is not possible.
Accordingly, we first define an extension of the basis (4.7) to the whole line as follows
ψ˜m(y) ≡ lim
ǫ→0+
1
2πi
∮
Cǫ
dw
ψm(−iw)
w − iy =
{
ψm(y) , y > 0
0 , y < 0
(5.3)
where Cǫ is the contour that encloses the semi-annulus centered at the origin of minor
radius ǫ > 0 and major radius ∞ in the upper half-plane. Therefore in the whole plane
(but effectively no null in H) we will consider the set
Ψ˜km(~x) ≡ e
ikx
√
2π
ψ˜m(y) (5.4)
Equation (5.3) is just the continuous gluing at y = 0, together with the derivatives of
any order, of the function ψm for y > 0 with the function null for y < 0. In other words,
ψ˜m ∈ C∞(ℜ).
We are then led to introduce the following action of the translation operator
ea ∂y ψ˜m(y) =
{
ψm(y + a) , y > M(0,−a)
0 , y < M(0,−a) (5.5)
where we denote M(a, b, . . .) = maximum(a, b, . . .),m(a, b, . . .) = minimum(a, b, . . .).
The ∗-product implied by this definition is
Ψ˜k,m ∗ Ψ˜k′,m′(~x) =
{
Ψk,m(x, y +
θ
2
k′) Ψk′,m′(x, y − θ2 k) , y > θ2 M(0, k,−k′)
0 , y < θ
2
M(0, k,−k′) (5.6)
It can be checked by direct inspection that associativity holds for it. Moreover, straight-
forward analysis of the rhs of (5.6) yields the conclusion that it defines a C∞-function in
both variables except in the case k < 0, k′ > 0 where a discontinuity at y = 0 is present.
In all the other cases it can be succinctly written as
Ψ˜k,m ∗ Ψ˜k′,m′(~x) = Ψ˜k,m(x, y + θ
2
k′) Ψ˜k′,m′(x, y − θ
2
k) (5.7)
from where it is evident that if we take all the momenta to be non-negative or all to be
non-positive, then the rhs of (5.7) evaluated at y = 0 is zero; the same happens with the
y-derivatives of all orders. In other words, we arrived to the result that the ∗-product (5.7)
closes in C(H) if we restrict the space of functions to waves propagating in the x-direction
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to the right or to the left; we can not mix both of them consistently. 6 From sake of
completeness we quote another standard way of writing (5.7) through the distribution
K(~x1, ~x2; ~x); for k ≥ 0 we have
f ∗ g(~x) =
∫
H
d2~x1 d
2~x2 K(~x1, ~x2; ~x) f(~x1) g(~x2)
K(~x1, ~x2; ~x) =
1
(πθ)2
ei
2
θ
(~x−~x1)×(~x−~x2)
{
1 , 0 < y2 < y < y1
0 , otherwise
(5.8)
The property of closure is manifest from this definition; on the other hand associativity
is equivalent to the identity∫
H
d2~x4 K(~x1, ~x2; ~x4) K(~x4, ~x3; ~x) =
∫
H
d2~x4 K(~x2, ~x3; ~x4) K(~x1, ~x4; ~x) (5.9)
It can be easily verified that both sides give the expression
ei
2
θ
((x−x1)y1+(x1−x3)y2+(x3−x)y3)
i 2 π3 θ2∆x
δ(∆y) Θ(m(y1 − y2, y2 − y3))
(
ei
2
θ
∆xm(y1−y2,y2−y3) − 1
)
(5.10)
where ∆x ≡ x1 − x2 + x3 − x, ∆y ≡ y1 − y2 + y3 − y , and Θ(x) is the step function.
The rather surprising result (at least for the author) that we have found concerning the
chirality of the fields has a very important consequence in the case of the NC CS theory
studied in this paper. Because of the impossibility of expanding real fields in terms of
chiral waves, we are led to complexify the theory, i.e. to think about U(1)c rather than
U(1) as the gauge group and consequently all the components of the gauge fields (as well
as the field φ that define an element of the gauge group) as complex fields of definite
chirality in the sense introduced above.
6 Conclusions and Outlook
We have consider in this letter the problem of formulating NC CS field theories on finite
regions of space. We found in first instance that consistency and gauge invariance impose
very strict and unusual boundary conditions on the fields. 7 Furthermore the closure of
the ∗-product in the space of functions considered led to the needed of complexify the
gauge group and restrict the space of functions to waves of definite chirality. We show
that in the CS case it is possible to go ahead and quantize consistently the theory in a
canonical way. The boundary effects as well as the NC character of the theory are encoded
in the space of functions to be considered and in the observable “bulk” and “boundary”
operators defined in Section 3; the correlation functions of the last ones depending on
points on the one-dimensional boundary. We have not addressed here the problem of
6 Note that the momentum of the wave in the x-variable of the rhs of (5.6) is k + k′ that is positive
(negative) if both k, k′ are positive (negative).
7 It is worth to note to this respect that a free scalar field theory under these boundary conditions
trivializes in the sense that there do not exist classical solutions other than the null one.
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finding the physical states (presumably only one if D is topologically trivial); a second
step should be the computation of correlation functions.
A possible application it should be worth to investigate is in the context of the Frac-
tional Quantum Hall effect. In fact another hint in this direction (other than previous
work on the subject) relies in the following observation: it is not difficult to extend the
definition (5.8) to a strip defined by S = {(x, y) : x ∈ ℜ, a < y < b} in the following way
f ∗ g(~x) ≡ 1
(π θ)2
∫ b−y
0
dy1
∫ y−a
0
dy2 e
i 2
θ
x (y1+y2) f˜(
2 y2
θ
; y + y1) g˜(
2 y1
θ
; y − y2) (6.1)
where f˜(k; y) is the Fourier transform of f(~x) in the x-variable
f˜(k; y) ≡
∫
ℜ
dx e−i k x f(~x) (6.2)
The ∗-product (6.1) is associative and non-commutative; it can be equally defined by
a nucleus K(~x1, ~x2; ~x) like that in (5.8) with the restriction a < y2 < y < y1 < b.
Furthermore it is easily verified that it closes in the space of functions null together with
their derivatives of any order in y = a and y = b (the boundary of the strip). What
is more, it has the surprising property of closing not just on functions with positive
momenta like (5.8) made, but in the space of functions with momenta restricted to the
region 0 ≤ k ≤ 2(b−a)
θ
. This is exactly the region of allowed momenta inside each Landau
level in the treatment of the Quantum Hall effect on the strip [17] that leads to a superficial
density of states equal to 2
θ
(or equivalently, to the quantization of the area of the strip in
units of θ
2
); here it emerges in a natural way from the structure of the ∗-product (6.1). We
ask if, among other things, it would be possible to interpret in the Fractional Quantum
Hall context the bulk and boundary operators as related to bulk and chiral edges states,
and the correlation functions with Laughlin wave functions. All these issues are under
current investigation [18].
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