Abstract. We characterize sequences of numbers (a n ) such that n≥1 a n Φ n converges a.e. for any orthonormal system (Φ n ) in any L 2 -space. In our criterion, we use the set B = { m≥n |a m | 2 ; n ≥ 1} and its information function
1. Introduction. The aim of this paper is to give a complete characterization of sequences (a n ) for which (*) a n Φ n converges a.e. for any orthonormal sequence (Φ n ) (O.N. for short) in any L 2 space.
The celebrated Rademacher-Menshov theorem gives complete characterization of so called Weil coefficients r n , n ≥ 1, for which the convergence r n |a n | 2 < ∞, a n ∈ C implies (*). Namely increasing r n 's are Weil coefficients if the sequence r n / log 2 2 n is bounded and are not Weil coefficients if r n / log For technical reasons we use log 3 instead of (the more standard) log 2 . In the whole paper || || denotes L 2 -norm. Sometimes || || is used on L + 0 -spaces, the infinite value of || || is then possible.
In our investigation of information function the following notions are crucial:
1.1. Notation. In the space (0, 1] with Lebesgue measure λ, let F i be the σ-field generated by is equivalent to V h B = ∞.
The proof requires many steps (Sections 2, 3, 4 and 5). Applications of Theorem 1.2 are presented in Section 6. In particular, an a.s. continuity of processes with orthogonal increments in L 2 space of random variables is described there.
It is worth to compare our condition V h B < ∞ with some formulations of Tandori criterion of unconditional convergence of orthogonal series, and with Moric
Tandori criterium of convergence of orthogonal series a n Φ n with decreasing coefficients a n .
Namely, by the classical Tandori theorem, (**) a σ(n) Φ n converges a.e. for any permutation (a σ(n) ) of (a n ) and any O.N.-system (Φ n ) if only
Moreover, there exists an O.N.-system (Φ n ) such that for any sequence λ i ≥ 0, i≥1 λ i = ∞, there exist numbers (a n ) and permutation a σ(n) , n ≥ 1, satisfying (
and a σ(n) Φ n diverges a.e.
(see [2] , and [4] for simplified proof).
It is known that the following conditions, formulated by the use of distribution of magnitude of |a n | only, can be obtained from the Rademacher-Menshov and Tandori theorems in a rather simple way (see [3] ).
Theorem. For decreasing modules |a n |, condition (*) is equivalent to
(α) n≥1 |a n | 2 log 2 2 |a n | < ∞.
Theorem.
For any sequence (a n ), condition (**) is equivalent to Assuming, for simplicity, that a n ≥ 0 for n ≥ 1, we have another formutation of (β).
1.5. Proposition. For a n ≥ 0, condition (β) is equivalent to
n (− log 2 a n )
where we use the notation
for any positive number z.
Proof. Relations between formulas of type (β) and (γ) are well-known but we recall here an elementary proof.
Let u i = 1 {n;2 i ≤− log 2 a n <2 i+1 } ∈ L 2 (N, 2 N , µ), on measure space N = {1, 2, . . . } with µ = n a 2 n δ n . In this formula, δ n is a Dirac measure concentrated in n. Then u 1 , u 2 , . . . are orthogonal vectors in L 2 with ||u i || 2 < ∞, and
n (− log 2 a n ) Let us observe, that all conditions (α), (β), (γ) can be formulated using information function of a partition of some interval. Once more, assume for simplicity that |a n | 2 = 1 and denote B = { m≥n |a n | 2 ; n ≥ 1}. Let I B : (1, 1] → R + be given by I B (t) = − log 2 (β − α) for t ∈ (α, β]
Let us fix the following 1.6. Notation. We write
for any positive function f.
Gist of the matter given in Theorems 1.3, 1.4 is contained in 1.7. Theorem. A. For any decreasing sequence a n ց 0, a 2 n = 1, the condition (*) is equivalent to
B. For any a n > 0, a 2 n = 1, the conditions (**),
The equivalence of (β 1 ) and (γ 1 ) is given by 1.5.
For a not necessarily decreasing, sequence a n ≥ 0, condition (α 1 ) is too weak and (γ 1 ) is too strong to characterize the phenomenon (*). It turns out that V I B < ∞ is a proper, intermediate, condition. Obviously we use log 3 instead log 2
and h B instead I B for technical reasons only.
Fundamental lemma for construction of divergent orthogonal series.
In this section we point out that some orthogonal sequences φ n , 1 ≤ n ≤ N , in
for some constant k > 0. We should describe this phenomenon in a specific way suitable for further, rather complicated calculations. Special properties of the final sum φ 1 + · · · + φ N will also be needed. That is why we don't use the classical constructions based on properties of Hilbert matrices (cf. [2] ). Our Lemma 2.1. is obtained by the use of tertiary expansions of numbers and improves some results in [4] .
We fix some notation used throughout the section. For x ∈ [0, 1), we write
Each x k is identified with a function x k (x) = x k on [0, 1). We use the probabilistic notation where, for example, (x k = 1) = {x : x k (x) = 1}. For a fixed k and any
In the proof of our fundamental lemma we also use the special convention that
In other words
max
Moreover,
Proof. It is enough to take
To obtain (1) and to make the last formula more familiar, we start with some properties of functions 1 (
For symbol ' ' given by (0), we have
and analogously
Condition (1) is thus proved.
Conditions (2) and (3) are obvious, by the definition of φ n and because
for any fixed l, n 1 , . . . , n l−1 .
To obtain (4), it is enough to observe that (4) and (5) is more difficult. We give it with details. We list here the basic properties of the symbol ' '. We have, for λ ∈ [0, 1],
;
, 1);
For any m = 0, . . . ,
[n 1 ,...,n l−1 ,0,.
with equality for x ∈ (x l = 0), and similarly
with equality for x ∈ (x l = 1),
with equality for x ∈ (x l = 2).
[n 1 ,...,n l−1 ,0,...,0]≤m≤[n 1 ,...,n l−1 ,2,...,2]
Both conditions (4) and (5) are consequences of
We discuss three cases:
. Then we have zero summands in (12) and everything is obvious.
. Then the sum can be be written as
and it equals 0 by (10).
The required relations can be obtained from (7) if n l = 0, from (8) if n l = 1, and from (9) if n l = 2. The proof is finished.
For large l the function 1≤l≤k 1 (x l =1) approximates 1 3 k. By Bernstein inequality we have in particular
Proof. The left-hand side equals P (
for the Bernoulli random variable S k with probability of success p = . Thus classical inequality P (
2 /4 (see [1] ) can be used.
3. Consequences of the fundamental lemma for triadic sets. In the rest of the paper (excluding Section 6) B is always a set satisfying
3.1. Definition. We say that a set B satisfying (13) is triadic if
for any i ≥ 0, 0 ≤ n < 3 2 i . We also assume that {0, , 1} ⊂ B.
3.2. Definition. We say that X : B → L 2 (R) is an orthogonal process if X(0) = 0 and ||X(t) − X(s)|| 2 = t − s for any 0 ≤ s < t ≤ 1.
Sometimes we have
is identified with the space of functions vanishing on outside of [a, b).
3.3. Basic lemma for a finite triadic set. There exists a constant c > 0 such that, for any finite triadic set B and any y > 1, if V h B > cy then
for some orthogonal process X.
Thus in this section we discuss a fixed finite triadic set B. We need a number of auxiliary lemmas and notations connected with B.
Definition.
We say that D is simple, and we write D ∈ S B , if D is a finite union of closed intervals with end points in B.
3.5. Definition. Let D ∈ S B . We say that X is a simple process on D, and we
For any orthogonal process X on B and
3.6. Definition. For a given y > 0, 0 < ǫ < 1, we say that a simple set D is a set of (ǫ, y) -complexity for B, and we write D ∈ S B (ǫ, y), if for any interval
3.7. Example. By Lemmas 2.1, 2.2 we have
and then extendX to a simple process
For an arbitrary interval [a, b), it is enough to take φ n (
It is also obvious that
Moreover, let D = 0≤n<3 k δ n with δ n being closed intervals from S B (with end points in B), with mutually disjoint interiors and with λ(δ n ) = η. Then
3.9. Remark. The multiplier 4 in formulas (14), (15) and their just comming generalizations is suitable in further, more complicated considerations. This is the only reason of using the strangely looking constant 3 · 24 2 in Definition 3.5.
The goal of this section is to show that, for some C > 0
for any y ≥ 1. Then Lemma 3.3 is proved.
We need more delicate consequences of Lemmas 2.1 and 2.2. Let us observe that
for ǫ 1 ≥ ǫ, y 1 ≤ y, and
Proof. For any interval [a, b) and any function χ ∈ L 2 (Z), ||χ|| = 1, let us take a
with disjoint intervals satisfying
and a decomposition
It is enough to take
for t ∈ D ∩ B.
3.11. Lemma. Let D = 0≤n<3 k δ n , δ n being closed intervals from S B , with
Proof. One can assume, by a suitable change of notations, that δ n = [α n , β n ],
and also
For a given 0 ≤ n < 3 k , we use our assumption
and we obtain a simple process X n on δ n ∩ B, X n ∈ P
Obviously, it is enough to take X satisfying
Let us reformulate Lemmas 3.10, 3.11 in a more useful way 
Now we present some properties of information function h B defined in Section 1. Let us put
3.13. Definition. We say that a bounded Borel function h on (0, 1] is triadic if h ≥ 1 and
Thus obviously 3.14. Lemma. For any triadic set B, the information function h B is triadic.
Definition. A triadic function h is of type
In particular, for any function h ∈ T j and any δ
with a k ≥ 0 is possible, and δ
for any a ≥ 1, we have 
if, for some mutually disjoint classes of indices I s ⊂ {1, . . . , K}, ♯I s = 3
3.18 Definition. We say that a (nonlinear) operator U is of type j if U is defined on T j , and
and
Lemma. If we have
The notion of type j operators is useful, because it is natural to describe the complexity of [0, 1] for a triadic set B by a norm
It is done in the following two lemmas. The convention
for some h ∈ T j and some triadic set B. If we have
for 0 ≤ m < 3 2 j and for any operator U j of type j. Moreover, 
Then we use 3.12.A, with
The equality
and relations (20) are obvious.
3.21. Lemma. Let U j be an operator of type j for 8 ≤ j ≤ i, and let B be a triadic set with h B ≤ 2 i+1 . Then
Proof. The assumptions of the previous Lemma, for j = i, h = h B and ǫ i = 0, are obviously satisfied and
It is enough to observe that e
, and use once more 3.19.A with
Let us stress that Lemma 3.21 containes the main idea of the proof of implication (16) (and of Lemma 3.3). We only need the implication
Implication (21) is a consequence of auxliary Lemmas 3.24, 3.25, 3.26, 3.27.
Namyly, for same U j of type j, the operation V j U j is j-triadic in the following sense.
3.22. Definition. We say that W j :
for some positive functions p, q with
Thus in particular W j h ∧ 2 j = h ∧ 2 j and
We start with some elementary properties of relation ≺ i defined in 3.14. 
Proof. Changing notation, if necessary, one can assume that (
i−1 and
with t defined by tν ≤ L < (t + 1)ν. Then {I s ; s ∈ S} can be defined by taking the set of indices
Then inequalities
are valid for k ∈ I s , s ∈ S and (b k ) ≺ j (a k ) (cf. 3.17). Obviously,
Note that, by definition of L, t + 1 − ♯S ≤ 2 2i 2 i + 1 = 2 i + 1, and
Now we can pass the first and main step of the proof of implication (21).
3.24. Lemma. For any j ≥ 5, there exists an operator U of type j such that
.
Obviously,
||f j || j − ||g j || j and we can choose the required functions p ≤ ||f j || j , q j ≤ ||g j || j .
3.25. Lemma. For any j-triadic operations W j , 8 ≤ j ≤ i, and any h ∈ T i , we have
Proof. We have
and, by a backward induction on k,
Lemma. For any triadic function
Proof. For any interval δ i m = (m3
Assume that δ j m = (m3
, and
, and let I be the set of such indices n. Then
Finally, we have
which is more then we need.
Lemma. For any triadic function h we have
Proof. Obviously
3.28. Proof of Lemma 3.3. By Lemmas 3.24-3.27, for some U j of type j, j ≥ 8, the operations W j = V j U j are j-triadic and
Thus the implication (21) is valid with C = 644, and Lemma 3.21 can be used.
The construction of a discontinuous process for V h B = ∞. Up to now
we have constructed orthogonal processes on finite triadic sets only (Lemma 3.3).
Now we need just one additional geometrical construction (cf. Definition 4.1).
It showes in particular, that for any set B satisfying (13) there exists a triadic setB such that hB ≥ h B , and the existence of an orthogonal a.e. discontinuous process on B is equivalent to the existence of such a process onB.
Let us pass to the details. We start with the crucial 4.1. Definition. Let A ⊂ [0, 1] be a set satisfying
The setÃ generated by A is defined by the formulã
where I is a set of pairs (i, n), i ≥ 1, 0 ≤ n < 3 2 i for which there exist
The following three lemmas can be obtained by easy and completely elementary considerations. 
Let ρ(t, B) = inf s∈B |s−t|. The following geometrical observation is particularly fruitful.
Lemma. For any (finite or countable) set A ⊂ [0, 1] satisfying (22) and for
its generated setÃ we have Proof. For any function ∆ : B → L 2 (R) satisfying s∈B ||∆(s)|| 2 < 0, the a.e.
continuity of ∆ at 0 is obvious.
Let φ : B →B, ψ :B → B be any functions satisfying
|t − ψ(t)| = ρ(t, B) for t ∈B.
Then φ, ψ are non-decreasing and it is enough to look at ∆(s) = X(s) − X(φ(s)) on B and then ∆(t) = X(t) − X(ψ(t)) onB, cf. Lemma 4.5.
As a corollary of Lemma 4.5 we also have Proof. There exists an orthogonal process 
By Lemma 4.4, we have and, by assumptions on X(s), s ∈Ã,
From now on let B be a fixed set satisfying (13), withV h B = ∞. 
for some k ≥ 1, and by the Lebesgue monotone convergence theorem (used k + 1 times), we also have
for sufficiently small α > 0.
4.9. The construction of a discontinuous process. Let us recall that B is a fixed set satisfying (13) and V h B = ∞. By Lemmas 4.7, 4.8, there exist numbers
for some processes
, and denoting
it is enough put
for t ∈ (α s+1 , α s ]. By Borel-Cantelli Lemma, the Cauchy condition for X(t), 5. The proof of continuity of any process for V h B < ∞. Assume now that V h B < ∞ for some set B satisfying (13). We show that any orthogonal process X on B is a.e. continuous. By Lemmas 4.2, 4.6, it is enough to show that each such process onB is continuous a.e. for the triadic generated setB. Thus the proof of the continuity of an orthogonal process X on B splits into two main parts.
First we show that each such process is a.e. continuous if B is a triadic set with V h B < ∞ (cf. Lemma 5.7). The proof is pretty simple and based on classical ideas (due to Plancherel and Tandori).
More tedious estimates for information functions are needed in the second part, when we show that V h B < ∞ implies V hB < ∞ for any set B satisfying (13) and its generated setB (Lemmas 5.10, 5.12).
In the first part a crucial role is played by the classical Plancherel idea of diadic partitions of a given sequence of vectors. It gives (see [2] )
Lemma. For any othogonal vectors
In particular, if an orthogonal process X is defined on the whole set
Let us fix a finite triadic set B and an orthogonal process X on B. 
Notation. For any
j ≥ 1, 0 ≤ m < 3 2 j , denote M j m = max t∈δ j n ∩B |X(t) − X(n3 −2 j )| if (n3
Notation. For any triadic function h we put
which is obviously another triadic function.
The operationsV j are now useful because of the following crucial estimate.
Lemma. Assume that for some triadic function h and for j ≥ 0 we have
Proof. Let us fix δ 
|X(t) − X(m3
By the definition of conditional norm, the equality
In the oposite case there is nothing to prove.
By an obvious backward induction we have In fact we can use operations V j instead ofV j because of the following trick.
Corollary. If a finite triadic set
B satisfies h B ≤ 2 i+1 , i ≥ 0, then ||M j n || ≤ 3||(V j . . .V i h B − 2 j ) + 1 δ j n || for 0 ≤ j ≤ i, 0 ≤ n < 3
Lemma. For any triadic function
Proof. We leave to the reader the fairly straightforward backward induction show-
The continuity of orthogonal processes on any triadic set (the goal of the first part of this section) can be obtained now by a simple formal reasoning.
5.7. Lemma. For any triadic set B with V h B < ∞, any orthogonal process
Thus, for suitably chosen j(1) < j(2) < . . . , we have, in particular,
For suitably chosen i(s) > j(s), s ≥ 1, denoting B s = {n3
given in Definition 5.2 in which, instead of X, we take the process X |B∩B s restricted to a finite triadic set B ∩ B s . Obviously, h B∩B s ≤ 2 i(s)+1 and, using Lemma 5.6 and Corollary 5.5, we get
By (27), this finishes the proof.
LetB be a triadic set generated by the given set B satisfying (13). ThusB can be used in Lemma 5.7. By Lemma 4.6, continuity of orthogonal processes on B and onB are equivalent. Thus it is enough to show that the inequality V hB < ∞ is implied by V h B < ∞. It can be done in a number of elementary ways. Precise calculations are fairly tedious.
for some given elements g, g 1 ∈ L 2 . Then
and, obviously,
Proof.
On the other hand ||(g 1 − 4)
5.9. Notation. For any number a ≥ 1 we write
Proof. We show that ||(V j . . .
Let us fix j, 0 ≤ j < i and suppose that
, and that
(thus we assume (29), (30) with j + 1,
By the definition of a triadic function, for
we have
. Thus all assumptions of Lemma 5.8 are satisfied for
, with the normalized Lebesgue measure,
By backward induction the last inequality is valid for any 0 ≤ j ≤ i. Taking j = 0 we obtain more then needed. 1.4).
5.11. Notation. For any function f ≥ 1, we write
for any real function f.
Lemma. For any Borel functions 1 ≤ g ≤ h on (0, 1] and for
with j ≥ 1, we have
Proof. The required calculations are natural:
5.13. Lemma. For any set B satisfying (13) and for 0 ≤ j < i let us put
and let the set A be given by (31). Then
Proof. The inequality (32) is an immediate consequence of our Definition 4.1. Let us fix an interval (α, β] satisfying [α, β] ∩ B = {α, β}. Observe that, by 5.9,
, and, because of the structure of V j+1 , . . . , V i ,
On the other hand
as (h B ) j+1↓ ≤ g j+1↓ . Inequality (32) is given by a natural estimate
To prove (33) let us fix δ 
Then, by natural estimation of the number of "large" intervals (α, β] defined by
Hence (33). Together with 4.9, it completes the proof of 1.2.
Applications to the continuity of orthogonal processes
The definition of an orthogonal process X on B can be used for any set B,
, with some t n → t, t n ∈ B, for any t ∈B, one can extend X to an orthogonal process defined on the closureB of B.
It is natural to assume in what follows that the set of time moments B is closed
In such a general case it is natural to accept infinite values of information function of the 'partition' given by B. Thus, we define
Obviously, H B = h B a.e., if only B satisfies (13).
As usually,X is a version of the process X ifX(t) represents an element X(t) ∈ L 2 andX(t) is a function, for any t ∈ B. Allowing possibly uncountable sets B,
we use the following definition:
X : B → L 2 is a.e. continuous at t ∈ B if there exists a version of X a.e. continuous at t.
X : B → L 2 is a.e. discontinuous at a point t ∈ B if any version of X is a.e. discontinuous at t.
As a rather easy and formal corollary we obtain now the main result of this section. 
for t ∈ δ j+1 n with an integer k, depending on 0 ≤ n < 3
Moreover, we say that some j-type mapping S for the t-operation S given by Definition 6.2, and S t is continuous at t.
Proof. Define m j by the condition t ∈ δ j m j , j ≥ 0, and put
for n 1 , n 2 , n 3 defined by
. S −1 can be defined by a similar trick.
By Lemmas 6.3, 6.4, the investigation of continuity of an orthogonal process in any point t can be reduced to the case t = 0. Consequently, for any process X orthogonal on B there exists a process R :
Lemma. Let S t be defined as in 6.2 for some
is orthogonal on S t (B) and R is a.e. continuous at t.
Similarly, for any process Y orthogonal on S t (B) there exists a process P :
is orthogonal on B and P is a.e. continuous in 0.
The construction of the processes R and P gives both equivalences A and B. We add some remarks on orthogonal measures. Let (Ω, F , P ) be a probability space with Ω a (countable) union of atoms Ω = n≥1 Ω n . Then H(ω) = − log 3 P (Ω n ) for ω ∈ Ω n is, up to a constant factor, the classical information function on Ω. Assume for simplicity, that H ≥ 1. ii) m( n≥1 A n ) = n≥1 m(A n ) in L 2 -norm, for any mutually disjoint sets A 1 , A 2 , · · · ∈ F . 
As before H
Proof. Any sequence m(B n ), n ≥ 1, for B 1 ⊃ B 2 ⊃ . . . , n≥1 B n = ∅, can be identified with some tails p≥k(n) m(Ω σ(p) ), n ≥ 1, of some rearranged series n≥1 m(Ω σ(n) ).
Part A is thus a consequence of Theorem 1.7 B.
Part B is also easy to obtain, using 1.7 B.
6.11. Stationary processes. proves to be a sufficient condition, in some sense the weakest possible. More details will be given in a subsequent paper.
