It has lately been reported several successful applications where the ensemble Kalman filter has been used to estimate reservoir properties such as permeability and porosity. However, a thorough investigation of robustness and performance is still missing for this approach. In this paper we aim at filling this gap by studying the robustness of the methodology. One aspect which is investigated is how the filter depends on the initial ensemble. As the initial ensemble is created in a stochastic way, one can not be certain that the results obtained from one run represent the filter performance. Another aspect of interest is how prior information can be used to obtain best possible initial fields. The influence of geostatistical information on the estimated solutions is studied. In addition, the quality of the estimated fields is investigated by evaluating if the estimated static fields are reasonable when treated as the solution of the history matching problem.
Introduction
The ensemble Kalman filter 1 has recently gained popularity as a method for history matching of reservoir models 2, 3, 4, 5, 6, 7, 8 . These studies show that the ensemble Kalman filter is a promising alternative to other history matching methods for estimating permeability and porosity. One advantage of the ensemble Kalman filter compared to most of the traditional methods is that it generates a set of updated reservoir models representing the uncertainty in the model. The number of reservoir simulations required is equal to the number of models generated.
The ensemble Kalman filter is a Bayesian approach and is initialized by generating permeability and porosity fields using a priori geostatistical assumptions. The production data are incorporated sequentially in time, and the permeability and porosity fields are updated as new production data are introduced. In addition to the static fields (porosity and permeability), dynamic fields such as the reservoir pressure and saturations are updated too. In particular this means that the method is suitable for online updating of the model.
The estimated fields depend on the initial ensemble which is generated stochastically. In a previous study 7 it was shown that to get a reasonable estimate of the uncertainty of the model parameters a relatively large ensemble was required. In other studies between 40 and 100 ensemble members have been used 3, 4, 5 , and reasonable performance of forecasts has been obtained. However, it has not been investigated to which degree the results depended on the initial ensemble, as the results have been presented using a single ensemble. Here we will perform a more thorough study of this by comparing results obtained using 10 different initial ensembles of size 100 generated from the same distribution.
We will both evaluate the total cumulative oil production forecasted by the filter, and also evaluate if the estimated static fields are reasonable when treated as the solution of the history matching problem.
As the history matching problem is ill-posed one cannot expect to match the true fields, but one would expect that the estimated fields should be able to reconcile the observations that are used when running the filter. This has been tested for the mean of the ensemble as well as for a single ensemble member. We will consider how the results depend on the a priori geostatistical assumptions, as we have run the same example using two different a priori geostatistical assumptions.
The ensemble Kalman filter is appropriately designed to get production forecasts with uncertainty. A range of forecasts can be generated by running one forecast from each of the updated ensemble members. When the production data is assimilated using the ensemble Kalman filter both dynamic variables (pressure and saturations) and the porosity and permeability is updated. In the updating of the dynamic fields, nothing is imposed to enforce the updated variables to be consistent with reservoir equations, and it is therefore interesting to compare forecasts based on the last updated ensemble, with forecasts obtained by rerunning the complete simulation from time zero using the estimated permeability and porosity fields contained in the last ensemble. An alternative approach of the ensemble Kalman filter which aims at getting dynamic fields that are always consistent is suggested by Wen and Chen 7 .
The reservoir model we are using is the well known PUNQ-S3 case, a synthetic model that has been used in several studies to compare the performance of different history matching techniques 9, 10 . Recently, two studies using the ensemble Kalman filter 4,5 have been added. We have tested the effect of using two different a priori geostatistical assumptions as input to the ensemble Kalman filter to match the production data. We will study how the results vary due to the randomness that is included in using a stochastic approach by running 10 runs. These runs are identical except for the randomness introduced by using a stochastic approach.
Use of the ensemble Kalman filter for estimation of reservoir parameters
The ensemble Kalman filter was developed for estimation of dynamic state variables in large scale non-linear models. It was introduced as an alternative to the extended Kalman filter 11 . With the ensemble Kalman filter one does not have the same shortcomings as with the extended Kalman filter: severe computational burden for large scale models and significant linearization errors for strongly nonlinear models. The ensemble Kalman filter is a Monte Carlo approach where an ensemble of model states is used to approximate the necessary covariance matrices. This implies that no linearization of the model function is necessary. In addition, as the number of ensemble members (N ) increases, the error in the corresponding covariance matrix decreases as 1/ √ N . 1 The (ensemble) Kalman filter was originally developed to update only dynamical state variables. To include estimation of static parameters the state vector is extended 12 , and for the system it becomes
where V defines the dynamic state variables, P the model parameters and D represents measured production data. In this paper the state variables (V) consist of pressures, water and gas saturations, and solution gas/oil ratios for each grid block in the numerical solution scheme. The model parameters (P) are porosity and horizontal and vertical (logarithmic) permeability, also defined for each grid block. Measured production data (D) consist of bottom hole pressures, gas-oil ratios, and water cuts for each well in the reservoir. The initial ensemble U 0 is constructed as Gaussian Random Fields (GRFs), and depends upon geostatistical assumptions about the reservoir. A more detailed description of the procedure used can be found in the "Example" section herein. We note here that the permeability and porosity fields are generated stochastically based on the a priori geostatistical assumptions, whereas we ignore the uncertainty in the initial state of the dynamic variables. Initially, the dynamic state variables are defined by an equilibrium condition, which is equal to the equilibrium state of the "true" model.
One iteration of the ensemble Kalman filter consists of two steps, a forecast step (giving U f ) and an analysis step (giving U a ). The forecast step is calculated by using the model function (in our case the reservoir simulator) to propagate the state vectors (ensemble) from timestep n− 1 to timestep n U
where i runs from 1 to the number of ensemble members (N ).
In the analysis step, the forecast state vectors U n f are updated by taking into account the mismatch between measurements and the corresponding predictions from the ensemble members. The state vectors are related to the measured variables through the following equation
where H is a matrix that selects calculated measurements from the state vector. Note here that it is necessary to include the measured variables explicitly in the state vector, in order to get a linear relationship between U and D. Further we assume that the true observation vector at time n is given by D n o . It can be shown 13 that to get the correct error propagation during the analysis step, it is necessary to construct an ensemble of observation vectors according to D
o is drawn from a normal distribution with zero mean and covariance matrix R n . The analyzed states are now computed as
f ), where K n is called the Kalman gain matrix and is given by
The matrix P n f is an approximation to the model error covariance matrix, and can be written as
Here · represents ensemble mean. Assuming normal distributions, the mean of the analyzed ensemble
is the best estimate for the model state at timestep n.
Measures of filter performance
The filter performance is evaluated by using estimated parameter fields in history matching exercises. Estimated permeability and porosity from a given timestep are used as initial values for the simulator, together with dynamic variables in equilibrium state. Synthetic measurements are generated by running the simulator through the complete history matching period. The history match measure is given as
where M T is the number of assimilation steps, i.e. steps where the state vector is updated, M n is the number of measurements at step n, M is the total number of measurements, and σ n,j is the standard deviation of the measurement error. The vectors D n h,k are the calculated (history matched) measurements when fixed estimated static parameters estimated at timestep k are used. The subscript h is added to distinguish these values from the Kalman filter output.
Example: PUNQ-S3
The PUNQ-S3 is a small-size synthetic 3-D reservoir engineering model. The model is based on a real field that was managed by Elf Exploration Production. A full description can be found at the PUNQ-S3 website 14 and in Floris et. al. 9 Here we include a short description. The PUNQ-S3 model was given to several oil companies and universities who were asked to predict the total cumulative oil production based on noisy measurements, field operation history and geostatistical information for the true permeability and porosity fields. The participants were asked to give three estimates, P10, P50 and P90, representing the 10 %, 50 %, and 90 % quantiles of the simulated results.
Production and measurements The reservoir consists of 19 × 28 × 5 gridblocks, where 1761 are active. The gridblocks have equal 180 meter sides in x-and y-directions. The heights of the gridblocks are varying. Fig. 1 shows the top layer of the reservoir, including six production wells (black circles). The reservoir is bounded by a sealing fault in the east and south and is bounded by a strong aquifer in the west and north. This aquifer ensures high reservoir pressure and makes injection wells redundant. The red zone in the figure indicates a gas cap.
The production schedule is divided into two sections. The first section lasts 8 years and is considered as a history matching phase. This section consists of one year of extended well testing, a 3 year shut-in period and 4 years of production. During this period, the wells are operated on target oil rates. When running the ensemble Kalman filter we run the first 8 years in a history matching mode, which means that the wells are steered according to the observed values generated by running the simulator using the "true" permeability and porosity fields. The rates used are those specified in the description of the PUNQ-S3 example. 14 The second section consists of 8.5 years of production. A shut-in test is performed for two weeks each year for all wells (during this phase). The wells are controlled using a target oil rate of 150 scm/day. If the bottom hole pressure goes below 120 bar, this value is used as a target pressure. Further, if the gas/oil ratio is greater than 200 scm/scm, the oil rate in the wells is reduced by a factor of 0.75.
Measurements from all six wells were used during the assimilation period. This include bottom hole pressures, gas-oil ratios, and water cuts. The measurement uncertainties for these measurements are collected from the PUNQ-S3 website 14 . The shut-in pressure has a noise level of 1 bar whereas flowing pressure has a noise level of 3 bar. The gas-oil ratios have a measurement uncertainty of 10 % before gas breakthrough and 25 % after gas breakthrough. The water cut has 2 % uncertainty before water breakthrough and 5 % after. We have assumed that the measurements noise is uncorrelated, and we have used the same noise level generating the observations as when run-ning the filter.
Initial ensemble The initial ensemble is constructed based on prior geostatistical information. In order to investigate the importance of this information, we have constructed the initial ensembles for the investigations in this paper by two different procedures.
The first procedure is similar to the one described on the PUNQ-S3 website 14 . It can be summarized as follows: First the function sgsim from the GSLIB 15 software library is used to generate a normalized GRF for the porosity, conditioned on well data. Further, collocated co-simulation, sgcosim, is used to generate normalized GRFs for horizontal and vertical permeabilities conditioned on well data and correlated to the porosity with a correlation coefficient of 0.8. The procedure depends on geostatistical parameters describing principal directions, correlation lengths, and anisotropy ratios. For this first procedure we use values for these parameters taken from the description of the generation of the true case in 14 .
The second procedure for generation of initial ensembles is as described in the paper by Barker et. al. 10 Also in this procedure the porosity is generated as a GRF conditioned on well data, but with geostatistical parameters which differ considerably from the true case. Deterministic relationships are used to calculate horizontal and vertical permeability. The equations are log(k h ) = 9.02φ + 0.77,
where k h is the horizontal permeability, φ is the porosity and k v is the vertical permeability. The relationship between the porosity and the permeabilities given in (2) is only used when generating the initial ensemble, and will generally not be preserved in the ensemble Kalman filter run. The fields are in both cases transformed to meet given means and standard deviations and also to lie within given physical ranges.
The well data used for conditioning the porosity and permeability fields are constructed in the following manner: The normalized well data values found on the PUNQ-S3 website 14 are transformed to real values, for porosity and permeabilities, using the relevant geostatistical parameters for the two procedures described above, and used as "measured" values. The conditioning data for each ensemble member is obtained by adding Gaussian noise with a standard deviation of 15 % to the measured values. Each ensemble member is conditioned to a separate set of "noisy" well data in order to get variation in the ensemble also at the position of the wells.
We have chosen to use 100 ensemble members. An ensemble size of this order has been found to be sufficient for similar applications and other large scale models 16 .
In the following, Case A refers to the case where a procedure similar to the one found on the PUNQ-S3 website 14 is used to generate the initial porosity and permeability fields. In Case B, the procedure described by Barker et. al. 10 is used to generate the initial fields. In both Case A and Case B we have performed 10 runs with different initial ensembles.
Results In the following we present several production forecasts. Each forecast figure shows results when ten different initial ensembles are used. This is done in order to investigate the robustness, as the results for each different initial ensemble should be comparable. Further, for each run we show the 10 %, 50 %, and 90 % quantiles for the forecast uncertainty function (P10, P50, and P90). We also show the forecast resulting from using the mean of the ensemble (P m ), and the forecast resulting from using a single ensemble member (P f ). Note that the last two measures are cheaper to obtain in the sense that it is not necessary to calculate forecasts for all the ensemble members.
We have chosen to also run forecasts for a single ensemble member (arbitrarily chosen as the first member), since the mean of the ensemble could possibly contain features that are not present for individual ensemble members. We also show the true cumulative oil production as a reference. All forecasts are evaluated at 6025 days (16.5 years). Three different types of forecasts are shown. The first is the results when the initial ensemble is used to calculate the forecasts. In this case the forecast is run for 16.5 years. The results is presented in Figure 2 .
The second type of forecasts are generated by using the fields (static and dynamic) estimated by the Kalman filter at 2936 days (8 years) as the initial state. This is referred to as Kalman filter forecasts, and the results are shown in Figure 3 .
The third type of forecasts are generated by using the estimated static variables at 2936 days in simulations starting from time zero. That is, the initial equilibrium for the dynamic variables is used as starting point, but in this case the permeability and porosity fields are tuned to include the information provided by the production data. This is referred to as history match forecasts. The results are shown in Figure 4 .
The results presented in Figure 2 -4 can be compared to the results presented in other papers 5,9,10 studying this example, but note that there are some deviations in the way that the examples are run in the different studies.
In order to make a thorough investigation of the results, we have calculated statistics for the results shown on the figures. These are given in Table 1 . Here the first column shows the different cases, where "Ini." is the case where the initial ensemble is used to generate the forecasts, "KF" is the Kalman filter forecasts and "HM" is the history match forecasts. The other columns show mean values (µ) and standard deviations (σ) for the different forecasts measures.
From Figure 2 -4 and Table 1 some conclusions can be drawn. There is a significant improvement in the quality of the forecasts of cumulative oil production after assimilation of production data. In both cases P50, P m and P f are significantly improved, and the spread (measured as P90 − P10) is reduced. In neither case are there any significant differences between the Kalman filter and history match forecasts, except for P m where the Kalman filter forecasts are better than the history match forecasts. It has been shown earlier that the forecasts of total cumulative oil production improves when the ensemble Kalman filter is used to assimilate production data for the PUNQ-S3 model 4, 5 , but these papers did not consider the robustness of the approach as results were only shown for a single initial ensemble. Figure 2 shows that the initial fields with "correct" geostatistical information give better results. But the difference is not as striking after assimilation of production data ( Figure 3 ). It is not yet fully understood how important a role correct prior geostatistical information has in order to obtain the best possible forecasts.
We also notice that the spread in Case A is slightly less than in Case B before assimilation of production data, but after assimilation of production data the spread in Case A is greater than in Case B.
Ideally, the forecasted values should be from the same distribution independent of the initial ensemble. We have used the Kolmogorov-Smirnov test to compare the cumulative distribution function (cdf) of two samples and tested pairwise for different ensembles of forecasts using the MATLABç function kstest2 17 .
With a significance level of 0.01 we have found that we could not reject the hypothesis that the forecasted values have the same cdf when comparing pairwise all the initial forecasts (cf. Figure 2) , for both cases. It is rejected, however, that the forecasted total cumulative oil production from any run from Case A has the same cdf as those from Case B.
In Figure 5 we show the empirical cdfs for the Kalman filter forecasts (cf. Figure 3) . We can see that the forecasts obtained after assimilation of production data lead to significantly different empirical cdfs. We find that the cdfs can apparently be grouped, and this is confirmed by using the Kolmogorov-Smirnov test. In Case A there are five groups consisting of Run 2, 4, 6 and 8, Run 3, 9, and 10, and three groups consisting of a single run (1,5 and 7). In Case B the cdfs where divided in three groups. One group consists of Run 1, 4, 5, 6, 7, and 10, one of Run 3, 8 and 9, the last of Run 2.
As noted above the forecasts should come from the same underlying distribution, determined by the prior model and the production data. We have not investigated why this seems not to be the case, but it is tempting to suspect that it is related to the limited ensemble size. Nor have we investigated if there is any underlying reasons for the grouping or if it is coincidental. The cdfs produced by the history match forecasts are very close to those produced from the Kalman filter forecasts, which means that we can rely on using the Kalman filter forecasts that are obtained using less computation.
In addition to the forecasts we show two figures where the ensemble Kalman filter is used as a history match routine. The calculated measurements are collected and compared to the real measurements according to Eq. 1. This is repeated for each assimilation step, i.e. HM(k) is calculated for each available k. This results in a set of points which are plotted. Note that the history match output is dimensionless. If the mismatch between the observed and simulated values can be explained by measurement errors HM(k) should approach a value of one.
In Figure 6 we plot HM(k) for the mean of the ensemble for all the 20 runs. The curves are split across two subfigures for each case in order to distinguish them. Figure 7 shows the history match curves obtained using a member of the ensemble instead of the mean. We show the result for the first member of the ensemble, since the numbering within the ensemble is random.
In both Figure 6 and 7 we see that the general trend is that the history match is improved. As expected, the mean of the ensemble produces more stable results than using a single ensemble member. In all the cases HM(k) approaches one, which means that the estimated static fields reconcile the observation data. Many of the curves have similar features. They usually start with a large reduction just after the start of the production. Close to the shut-in period many are increasing and then having a large drop just after production is again started after this period of three years. It is not clear what drives this, but a large improvement in the estimates by using only the first production data has also been observed previously 3 .
Conclusions
We have demonstrated that the ensemble Kalman filter is an algorithm that is well suited for producing forecasts with uncertainty. It is observed that the forecasts are improved after assimilation of production data.
The Kalman filter forecasts and the history match forecasts give very similar results. The Kalman filter forecasts are cheaper to compute. This strengthen the support of using the ensemble Kalman filter approach for this problem, in particular as one objection that has been raised is the problem that the final estimated dynamic fields are not necessarily physically consistent. We have not evaluated if the dynamic and static fields are consistent, but they produce forecast that are very similar to those obtained using the estimated static fields and rerunning the simulator from time zero.
We have shown that the estimated static fields, in particular the mean of the ensemble, provides good solution of the history matching problem as the production data are reconciled using these fields. This holds for both Case A and Case B, showing that good solutions are obtained using different geostatistical assumptions. = total number of measurements φ = porosity P10 = 10 % quantile P50 = 50 % quantile P90 = 90 % quantile P m = forecast using mean ensemble P f = forecast using first ensemble Table 1 : Statistics for production forecasts. Case A is similar to the original PUNQ-S3 procedure for generating initial fields, and Case B is the procedure described by Barker et al. (a) Kalman filter forecast for Case A. 
