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Abstract
Let Γ be a countable group and X a Borel Γ-space with invariant Borel probability
measure µ. Let E = EΓ be the countable equivalence relation defined by
xEy ⇐⇒ ∃γ ∈ Γ(γ · x = y).
This thesis consists of two independent parts, Chapter 2 and Chapter 3:
In Chapter 2, we study the descriptive complexity of the full group [E]. The main
result of this chapter is
i) If E is not smooth, then [E] is Π03-complete;
ii) If E is smooth, then [E] is closed.
We also study the descriptive complexity of N [E], the normalizer of [E]. It turns
out that N [E] has the same complexity as [E], i.e., N [E] is Π03-complete iff E is not
smooth and is closed if E is smooth.
In Chapter 3, we study descriptive properties of piX , the Koopman unitary repre-
sentation associated with the action. Consider the induced Polish Γ action on L2(X),
i.e., γ · f = piX(γ)(f). Denote by EL2(X)Γ the induced countable Borel equivalence
relation on L2(X), i.e.,
fE
L2(X)
Γ g ⇐⇒ ∃γ ∈ Γ(g = γ · f).
vLet Γ act on the measure algebra of µ, MALGµ, by γ · A = γ(A) and on Aut(X,µ)
by γ · T = piX(γ)T . We have the induced countable equivalence relations EMALGµΓ
and E
Aut(X,µ)
Γ respectively. We relate the descriptive complexity of E
L2(X)
Γ to that
of EXΓ . We show that the smoothness of E
L2(X)
Γ is equivalent to the smoothness of
E
MALGµ
Γ and the compressibility of the nonconstant part of E
L2(X)
Γ is equivalent to the
compressibility of E
MALGµ\{X,∅}
Γ . We also connect the smoothness and compressibility
of E
L2(X)
Γ to mixing properties of the action of Γ on X. Finally, we will show that
the amenability of EXΓ implies a certain weak containment property of pi
X .
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1CHAPTER 1
Introduction
Let Γ be a countable group and X a standard Borel Γ-space with an invariant
(nonatomic) Borel probability measure µ. Γ induces an equivalence relation EXΓ onX,
which is defined by xEXΓ y ⇐⇒ ∃γ ∈ Γ(γ · x = y). By a theorem of Feldman-Moore
(see [KM], Theorem 1.3), every countable Borel equivalence relation on a standard
Borel space X is induced by some Borel action of some countable group Γ.
Denote by Aut(X,µ) the group of µ-measure preserving automorphisms of X
(modulo null sets). For each T ∈ Aut(X,µ), we can define a corresponding unitary
operator UT ∈ U(L2(X)), UT (f) = f ◦ T−1. And by identifying T and UT , we can
view Aut(X,µ) as a subgroup of U(L2(X)). The weak topology of Aut(X,µ) is the
subspace topology of the weak topology on U(L2(X)). Aut(X,µ) is a closed subspace
of U(L2(X) in the weak topology, hence Polish.
In Chapter 2, we will study the descriptive complexity of an important invariant
of E, namely the full group of E. The full group of E, denoted by [E], is defined by
[E] = {T ∈ Aut(X,µ) : xETx a.e.}.
The main result of this chapter is
i) If E is not smooth, then [E] is Π03-complete.
ii) If E is smooth, then [E] is closed.
And the same result holds for N [E]:
2i) If E is not smooth, then N [E] is Π03-complete.
ii) If E is smooth, then N [E] is closed.
Define
piX : Γ→ Aut(X,µ) ⊂ U(L2(X)),
γ 7→ T,
where T is the element in Aut(X,µ) such that T (x) = γ ·x for µ-almost every x ∈ X.
Or equivalently T (f) = UT (f) = f(γ
−1·) for every f ∈ L2(X). Clearly piX is a
homomorphism of Γ into U(L2(X)), i.e., piX is a unitary representation of Γ on the
Hilbert space L2(X).
The unitary representation piX induces a natural Polish Γ action on L2(X), i.e.,
γ · f = piX(γ)(f). Denote by EL2(X)Γ the induced countable Borel equivalence relation
on L2(X), i.e.,
fE
L2(X)
Γ g ⇐⇒ ∃γ ∈ Γ(g = γ · f).
In Chapter 3, we will study relations between EXΓ and E
L2(X)
Γ .
We will obtain characterizations of the smoothness and compressibility of EL
2(X)
and reducibility results. Denote by MALGµ the measure algebra of µ (see Section
3.1.2). Let Γ act on MALGµ by γ · A = γ(A). Similarly, we have the induced
equivalence relation E
MALGµ
Γ defined by
AE
MALGµ
Γ B ⇐⇒ ∃γ ∈ Γ(B = γ · A).
3We will show that E
L2(X)
Γ is smooth iff E
MALGµ
Γ is smooth and the nonconstant part of
E
L2(X)
Γ is compressible iff E
MALGµ\{X,∅}
Γ is compressible. These descriptive properties
of E
L2(X)
Γ also have connections with mixing properties of the Γ action:
i) If Γ action is mildly mixing, then E
L2(X)
Γ is smooth.
ii) The nonconstant part of E
L2(X)
Γ is compressible iff the Γ action is weakly mix-
ing.
Furthermore, we will show that smoothness is related to rigid factors and compress-
ibility is related to isometric factors.
At the end of this chapter, we will study some embedding properties, containment
properties, and their applications. Denote by λΓ the regular unitary representation
of Γ and by λΓ/Γx the quasi-regular unitary representation on λΓ/Γx . If the Γ action
is amenable, then piX ≺ λΓ (see [Kuhn]). We show that if EXΓ is amenable, then
piX ≺ ∫ ⊕
X
λΓ/Γxdµ(x).
4CHAPTER 2
Descriptive Complexity of Full Groups
2.1. Full groups and their normalizers
Let µ be a Borel probability measure defined on a standard Borel space X. Re-
call that Aut(X,µ) denotes the group of all measure preserving Borel isomorphisms
(modulo null sets) on X.
There are two frequently used topologies defined onAut(X,µ), namely the uniform
topology and the weak topology.
Let's use B(X) to denote the set of Borel subsets of X and A = {An} an algebra
generating B(X). The uniform topology has as basis the sets of the form
VT, = {S ∈ Aut(X,µ) : sup{µ(S(A)∆T (A)) : A ∈ B(X)} < }.
It has two compatible metrics:
d1(S, T ) = µ{x|S(x) 6= T (x)}
and
d2(S, T ) = sup{µ(S(A)∆T (A))|A ∈ B(X)} = sup
n∈N
{µ(S(An)∆T (An))}.
Aut(X,µ) is not separable in the uniform topology.
5The weak topology has as sub-basis the sets of the form
WT,An,ε = {S|µ(S(An)∆T (An)) < ε}
and a complete and compatible metric:
ρ(S, T ) =
∑
2−n(µ(S(An)∆T (An)) + µ(S−1(An)∆T−1(An))).
Aut(X,µ) is a Polish group in the weak topology.
Now consider a countable Borel equivalence relation E defined on a standard Borel
space X. By Theorem 1.3 in [KM], E is induced by Borel action of a countable group
G acting on X, i.e., E = EG, xEy ⇐⇒ ∃g ∈ G(g · x = y). We call a Borel measure
µ on X E-invariant if µ is G-invariant for every countable Borel group G such that
EG = E.
Define for µ that which is E−invariant
[E] = {T ∈ Aut(X,µ) : xETx a.e.}
and let N(E) ⊆ Aut(X,µ) be the normalizer of [E], i.e.,
N(E) = {T ∈ Aut(X,µ) : T−1[E]T = [E]}.
The goal of this chapter is to determine the descriptive complexity of the full
groups of countable Borel equivalence relations and their normalizers in the weak
topology.
62.2. Upper bound of the complexity of [E] and N(E)
Let {fn} ⊆ [E] be a Cauchy sequence in the uniform topology and assume ∀n∀m >
n d1(fn, fm) < 2
−n. For each n ∈ N , let
Yn = {x|∀m > n(fm(x) = fn(x))}.
We have µ(Yn) > 1− 2−n, and define f : X → X by f(x) = fn(x) if x ∈ Yn. Clearly
f is well-defined µ-almost everywhere and is in [E]. Since d1(f, fn) < 2
−n, we have
f = lim fn. Therefore [E] is complete in the uniform topology
In general, [E] is not closed in the weak topology. For example, consider the Vitali
equivalence relation E0 on (X,µ) = ([0, 1],m), xE0y iff 2
n(x−y) ∈ N for some n ∈ N.
Since E0 is ergodic, for all measurable subsets A,B ⊆ X, ∃T ∈ [E0] (T (A) = T (B)
iff µ(A) = µ(B). So clearly [E0] = Aut(X,µ) in the weak topology. But [E0] 6=
Aut(X,µ) (for example x 7→ x+pimod 1 is in Aut(X,µ)\[E0]), thus [E0] is not closed
in the weak topology.
More generally, let E be an ergodic countable Borel equivalence relation. Then
[E] = Aut(X,µ) by the same reason above. We may assume (X,µ) = ([0, 1],m) and
consider fr : x 7→ x + r mod 1. We have fr ∈ Aut(X,µ) and d1(fr1 , fr2) = 1 if
r1 6= r2, therefore Aut(X,µ) is not separable in the uniform topology. However, by
the following proposition, we can show that [E] is separable in the uniform topology,
hence [E] 6= Aut(X,µ) = [E] in the weak topology.
Proposition 2.2.1. If E is a countable Borel equivalence relation on a standard
Borel space X with invariant probability measure µ, then [E] is separable in the uni-
form topology.
7Proof. Let T, S : X → X be Borel maps. Consider the equivalence relation
T ∼ S ⇐⇒ ∀µx(T (x) = S(x)).
Denote by [T ] the equivalence class of T . When T is an automorphism, it is
customary to write T instead of [T ] if there is no danger of confusion. To avoid the
confusion with the [ ] notation of full groups, we will write the equivalence of T as T
instead [T ] for all Borel maps too. So when we write T is Borel (modulo null), we
mean the equivalence class of T .
Let
A = {T |T : X → X is Borel (modulo null).}.
We can view (Aut(X,µ), d1) as a metric subspace of (A, d1). We only need to show
that there exists a countable subset S ⊆ A, such that [E] ⊆ S .
Construct S by the following steps. First, let {Pm} be a sequence of finite Borel
partitions of X where Pm = {Amn }, such that for any finite Borel partition {Xn} and
ε > 0, there is a Pm = {Amn } with ∀n (µ(Amn ∆Xn) < ε).
Then since E is countable, we may assume X is a countable Borel G-space and
E = EG. Let {gi} be a finite subset of G and |{gi}| ≥ |Pm|, define S{gi},m by
S{gn},m|Amn = gn|Amn . Let
S = {S{gn},m}|{gn}|<∞,{gn}⊆G.
Then clearly S ⊆ A and is countable.
8We only need to show [E] ⊆ S, that is
∀ε > 0∀T ∈ [E]∃S ∈ S (d1(S, T ) < ε).
Since T ∈ [E], we can find a finite subset {gn}n≤N ⊆ G and a finite partition
{Xn}n≤N such that T |Xn = gn|Xn, if n < N , and µ(XN) < ε2 . Fix an m so that
µ(Amn ∆Xn) <
ε
2N
. Clearly
d1(T, S{gn},m) < µ(XN) +
∑
µ(Amn ∆Xn) < ε.
Therefore, [E] is separable in the uniform topology. 
The following proposition gives an upper bound on the Borel complexity of [E].
Proposition 2.2.2. If E is a countable Borel equivalence relation on a standard
Borel space X with invariant probability measure µ, then [E] is Π03 in the weak topol-
ogy.
Proof. Since [E] is separable in the uniform topology by the above proposition,
we can fix a countable dense subset {Tn}n∈N ⊆ [E] in the uniform topology. And
since [E] is closed in the uniform topology, we can write
[E] =
∞⋂
m=1
∞⋃
n=0
{S : d2(S, Tn) < 2−m}.
Note that {S : d2(S, Tn) < 2−m} is an open ball in the d2 metric. Let A = {An}
be an algebra generating B(X). We can write an open ball in the d2 metric as
9{S : d2(S, T ) < r} =
∞⋃
m=1
{S : sup
n
{µ(SAn∆TAn)} ≤ r − 2−m}
=
∞⋃
m=1
∞⋂
n=0
{S : µ(SAn∆TAn) ≤ r − 2−m},
which is clearly Σ02 in the weak topology. Hence [E] is Π
0
3. 
We can use this to show that N(E) is in Π03 in the weak topology.
Proposition 2.2.3. If E is a countable Borel equivalence relation on a standard
Borel space X with invariant probability measure µ, and if [E] ∈ Π03 in the weak
topology, then N(E) ∈ Π03 in the weak topology too. In particular, by Proposition
2.2.2, N(E) ∈ Π03 in the weak topology.
Proof. Let G be a countable group of Borel automorphisms generating E.
First note that if T ∈ Aut(X,µ) and ∀g ∈ G (TgT−1 ∈ [E]), then if xEy, y = g(x)
for some g ∈ G,
T (y) = T (g(x)) = TgT−1T (x).
Since TgT−1 ∈ [E], there is a conull subset Y ⊆ X, such that
∀x, y ∈ Y (xEy ⇒ T (y)ET (x)).
Similarly if ∀g ∈ G (T−1gT ∈ [E]) then there is a conull subset Y ⊆ X, ∀x, y ∈
Y (T (x)ET (y) ⇒ xEy).
So if ∀g ∈ G (TgT−1 ∈ [E]) and ∀g ∈ G (T−1gT ∈ [E]), then T ∈ N(E).
10
On the other hand, if T ∈ N [E], then
T−1[E]T = [E] = T [E]T−1,
so ∀g ∈ G ⊆ [E], TgT−1 ∈ [E], and T−1gT ∈ [E].
Therefore,
N(E) =
⋂
g∈G
{T |TgT−1 ∈ [E]} ∩ {T |T−1gT ∈ [E]}.
Clearly T 7→ TgT−1 and T 7→ T−1gT (for any g ∈ G) are continuous maps
from Aut(X,µ) to itself, and reduce {T |TgT−1 ∈ [E]} and {T |T−1gT ∈ [E]} to [E],
respectively. Therefore N(E) is Π03 . 
2.3. Smooth equivalence relations and the closure of [E]
To determine the exact complexity of [E], the simplest case is when E is µ-
smooth, i.e., E|Y = F |Y , where F is smooth and Y ⊆ X is µ-conull. We can
even slightly loosen our conditions. Consider a (not necessarily countable) Borel
equivalence relation F on X, andconsider µ a (not necessarily F -invariant) Borel
probability measure on X. We define
[F ] = {T ∈ Aut(X,µ)|∀∗µx (T (x)Fx)}
(which extends the concept of the full group to general Borel equivalence relations).
We have the following simple proposition:
11
Proposition 2.3.1. Let F be a Borel equivalence relation on a standard Borel
space X with a Borel probability measure µ. If F is smooth, then [F ] is closed in the
weak topology of Aut(X,µ).
Proof. F is smooth, hence F ≤B ∆([0, 1]). Let f : X → [0, 1] be a Borel function
such that xFy iff f(x) = f(y). Then the assignment T 7→ f ◦ T is a continuous map
from Aut(X,µ) to L2(X). Note that T ∈ [F ] iff fT = f (modulo null sets), hence
[F ] is closed. 
Notice that if two Borel equivalence relations F1 and F2 agree a.e. in the sense
that F1|Y = F2|Y for some co-null subset Y ⊆ X, then [F1] = [F2]. We have:
Corollary 2.3.2. Let F be a Borel equivalence relation on a standard Borel space
X with a Borel probability measure µ. If F is µ-smooth, then [F ] is closed in the weak
topology of Aut(X,µ).
It remains to find the complexity of E when it is not µ-smooth.
Lemma 2.3.3. If E is a countable Borel equivalence relation on a standard Borel
space X with invariant probability measure µ, then [E] is closed or Σ02-hard.
Proof. If [E] is not closed, then ∃T ∈ [E]\[E]. If [E] is Π02, then since [E] is
dense in [E], [E] is comeager in [E]. Hence the coset [E]T is also comeager in [E],
but [E]∩ ([E]T ) = ∅, a contradiction. Therefore [E] is not Π02, so it is Σ02 -hard (see
[Kechris 2], Theorem 22.10). 
It makes sense to see what [E] is. Recall the uniform ergodic decomposition
for invariant measures of E. Denote by P (X) the set of probability measures on
X, by IE ⊆ P (X) the set of E-invariant Borel probability measures on X and by
12
EIE ⊆ P (X) the set of E-invariant ergodic Borel probability measures on X. We
have (see [KM], Theorem 3.3)
Theorem 2.3.4. (Farrell, Varadarajan) Let E be a countable Borel equivalence
relation on a standard Borel space X. Assume IE 6= 0. Then there is a unique (up
to null sets) Borel surjection pi : X → EIE such that
(1) pi(x) = pi(y) if xEy;
(2) If Xe = {x : pi(x) = e}, for e ∈ EIE, then e(Xe) = 1;
(3) For any µ ∈ IE, µ =
∫
pi(x)dµ(x).
So we can write EIE = {ex}, where ex = pi(x).
From now on, we will use the above notations: pi,Xe to denote the unique ergodic
decomposition of (X,E) and F to denote the Borel equivalence relation on X, which
is defined by xFy iff pi(x) = pi(y). Since F is smooth, [F ] is closed by 2.3.2. and
clearly [E] ⊆ [F ]. Furthermore, we can show that [F ] is the closure of [E].
Theorem 2.3.5. Let E be a countable Borel equivalence relation on a standard
Borel space X with invariant probability measure µ. Given S ∈ [F ] and a Borel set
A, then there is a T ∈ [E] , such that T (A) = S(A).
Proof. Let Y be an F - invariant Borel set. Then
T (A ∩ Y ) = T (A) ∩ T (Y ) = T (A) ∩ Y,
hence µ(A ∩ Y ) = µ(T (A) ∩ Y ).
Consider the set Y = {x : ex(A) > ex(T (A))}. If µ(Y ) > 0, then µ(A ∩ Y ) >
µ(T (A)∩Y ). But Y is F -invariant, so this contradicts that µ(A∩Y ) = µ(T (A)∩Y ).
So µ(Y )=0. We may assume therefore that ∀x ∈ X, ex(A) = ex(T (A)) > 0.
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By a well-known lemma (see [Kechris 3], p.117, Lemma 4.50), there are disjoint
E-invariant sets P ,Q, and R, such that [A] ∪ [T (A)] = P ∪ Q ∪ R, and A ∩ P ≺
T (A) ∩ P , T (A) ∩ Q ≺ A ∩ Q, A ∩ R ≈ T (A) ∩ R. But P , Q are also F -invariant,
µ(A∩P ) = µ(T (A)∩P ), µ(A∩Q) = µ(T (A)∩Q), so µ(P ) = µ(Q) = 0, A ≈ T (A). 
Corollary 2.3.6. [F ] is the closure of [E].
Proof. We only need to show that [E] is dense in [F ].
Recall that weak topology of Aut(X,µ) has as basis the sets of the form
US,P,ε =
⋂
A∈P
{T : µ(T (A)∆S(A)) < ε},
where S ∈ Aut(X,µ), P is a finite Borel partition of X, and ε > 0 is a real.
Fix an arbitrary S ∈ [F ], a finite Borel partition P = {Ai} and an ε > 0. By
Theorem 2.3.5, there is a Ti ∈ [E] such that Ti(Ai) = S(Ai) for each Ai ∈ P . Let
T = ∪(Ti|Ai). Since S is an automorphism, {S(Ai)} is a Borel partition. Thus
T ∈ Aut(X,µ). Since T (x) = Ti(x)Ex for some i, T ∈ [E]. Finally,
µ(T (Ai)∆S(Ai)) = µ(Ti(Ai)∆S(Ai)) = 0 < ε.
Therefore, [E] = [F ]. 
For a countable Borel E, we can divide E into the periodic part and the aperiodic
part, E = Eaperiodic ∪ Eperiodic. The periodic part is smooth, E = F in this part.
So we only need to deal with the case that E is aperiodic. We have the following
isomorphism theorem for (X,F, µ):
14
Lemma 2.3.7. Let E be a countable Borel equivalence relation on a standard
Borel space X with a nonatomic invariant probability measure µ.
If E is aperiodic, then (X,µ, F ) ∼= (EIE × [0, 1], piµ×m,∆× I).
Proof. By the isomorphism theorem of standard Borel spaces with nonatomic
probability measures (see [Kechris 2], Theorem 17.41), we can assume (X,µ) =
([0, 1],m).
Define
f : X → EIE × [0, 1]
x 7→ (pi(x), pi(x)([0, x]))
and
g : EIE × [0, 1]→ X
(e, r) 7→ inf{y|e([0, y]) ≥ r}.
Clearly, f and g are Borel, and since
gf(x) = g(pi(x), pi(x)([0, x]))
= inf{y|pi(x)([0, y]) ≥ pi(x)([0, x])}
= inf{y|pi(x)([y, x]) = 0}.
15
Let A = {x|gf(x) 6= x}, we have
A = {x|∃y < xpi(x)([y, x]) = 0}
=
⋃
n∈N
{x|pi(x)([x− 2−n, x]) = 0}
Also let An = {x|pi(x)([x − 2−n, x]) = 0}. It is easy to see that e(An) = e(An ∩
Xe) = 0 for all e ∈ EI, therefore µ(An) = 0, hence µ(
⋃
An) = µ(A) = 0. That is
gf(x) = x almost everywhere.
It is easy to check that fµ = piµ ×m and note that f(Xe) = {e} × [0, 1], hence
(X,µ, F ) ∼= (EIE × [0, 1], piµ×m,∆× I). 
2.4. The Descriptive Complexity of [E] and N(E)
By 2.3.3 we know that [E] is either closed or Σ02-hard. In fact, we can show that
in the case that [E] is not closed, [E] is not only Σ02-hard but also Π
0
3-complete:
Proposition 2.4.1. If E is a countable Borel equivalence relation on a standard
Borel space X with invariant probability measure µ, then [E] is closed or Π03-complete.
Proof. Assume [E] is not closed. We claim that we can find a Borel partition
{Yi}i∈N of X, such that µ(Yi) > 0 and [E|Yi] are not closed (hence Σ02-hard by 2.3.3)
in Aut(Yi, µ|Yi).
Granting this, since [E|Yi] is Σ02-hard, we have Q2 ≤c [E|Yi] (where
Q2 = {x ∈ C : ∃m∀n > m (x(n) = 0)}
is a Σ02-complete set see [Kechris 2], p.179).
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Define
F :
∏
i∈N
Aut(Yi, (µ|Yi)/µ(Yi))→ Aut(X,µ),
(fi)i∈N 7→ f =
⋃
fi
, i.e, f |Yi = fi. It is easy to see that F is continuous and
(fi)i∈N ∈
∏
[E|Yi] ⇐⇒ ∀i(fi ∈ [E|Yi])
⇐⇒ ∀i(((∪fi)|Yi ∈ [E|Yi])
⇐⇒
⋃
f ∈ [E]
where fi ∈ Aut(Yi, (µ|Yi)/µ(Yi). Therefore
∏
i∈N[E|Yi] ≤c [E], hence
P3 = {x ∈ 2N×N : ∀m (xm ∈ Q2)} = QN2 ≤c
∏
i∈N
[E|Yi] ≤c [E].
Since P3 is Π
0
3-complete (see [Kechris 2], p.179), [E] is Π
0
3-complete.
It remains to show that the claim is true. Let X0 = X. We will define Xi and Yi =
Xi\Xi+1 inductively. Suppose we already have Xi such that µ(Xi) > 0 and [E|Xi] is
not closed (which is clearly true in the base case that i = 0). We can therefore fix a
T ∈ [E|Xi]\[E|Xi], and the non-null Borel subset A = Xi\{x ∈ Xi|T (x)Ex}. Then
we simply defineXi+1 and Yi+1 to be any Borel partition of Xi such that bothXi+1∩A
and Yi+1 ∩ A are not null. That is Xi+1 unionsq Yi+1 = Xi and 0 < µ(Xi+1 ∩ A) < µ(A),
0 < µ(Yi+1 ∩ A) < µ(A).
By Theorem 2.3.5, there is an S ∈ [E|Xi] such that S(Xi+1) = T (Xi+1). Since
S−1T (x)ET (x)6Ex
17
for almost every x ∈ A ∩Xi and S−1T ∈ [E|Xi], we have
S−1T |Xi+1 ∈ [E|Xi+1]\[E|Xi],
hence [E|Xi+1] is not closed. Similarly, [E|Yi+1] is not closed.
And since Xi = Xi+1 unionsq Yi+1and X = X0, {Yi} is a Borel partition of X.
This completes the proof. 
We are ready to prove our main theorem.
Theorem 2.4.2. Let E be a countable Borel equivalence relation on a standard
Borel space X with invariant probability measure µ.
If E is µ-smooth, then [E], N(E) are closed.
If E is not µ-smooth, then [E] and N(E) are Π03-complete .
Proof. If E is µ-smooth, the result follows from 2.3.2 and 2.2.3.
For non µ-smooth E, since the periodic part is smooth, we can assume E is
aperiodic and, furthermore, by 2.3.7, we can assume that
(X,µ, F ) = (EIE × [0, 1], piµ×m,∆× I).
Define hs : (e, r) 7→ (e, r + smod 1). We have hs ∈ [∆× I] = [F ] and d0(hs, ht) =
1− δs,t. So [F ] is not separable in the uniform topology, while [E] is, hence [E] 6= [F ],
[E] is not closed, and [E] is Π03-complete from 2.4.1.
To determine the complexity of N [E], by 2.3.7 and 2.3.5 we can find a Borel subset
Y ⊂ X, S ∈ [E], such that S2 = 1 and {Y, S(Y )} is a partition of X (modulo null
sets). For example, Y = g({(e, r)|r < 1
2
}), S = g ◦ (λ(e, r).(e, r + 1
2
mod 1)) ◦ f with
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notations as in Lemma 2.3.7. Define
h : Aut(Y, 2µ|Y )→ Aut(X,µ),
h(T )(x) =

T (x) if x ∈ Y
x if x ∈ S(Y )
.
It is easy to check that h is continuous. If T ∈ [E|Y ], then h(T ) ∈ [E] ⊆ N(E).
Conversely, if h(T ) ∈ [E], then there is a null subset N ⊆ X, such that
∀x, y ∈ X\N (xEy ⇐⇒ h(T )xEh(T )y).
We may also assume S(N) = N , otherwise, just replace N with N ∪ S(N). If
x ∈ Y \N , then Sx ∈ S(Y )\N ⊂ X\N . We have then T (x) = h(T )(x)Eh(T )S(x) =
S(x)E(x)) for all x ∈ Y , hence T ∈ [E|Y ]. Therefore T ∈ [E|Y ] iff h(T ) ∈ N([E]), so
[E|Y ] ≤c N [E]. Since E|Y is not smooth almost everywhere, [E|Y ] is Π03-complete.
Combining with 2.2.3, N(E) is also Π03-complete. 
2.5. N(E) as a Polishable group
Let E be a countable Borel equivalence relation onX and µ an E-invariant ergodic
Borel probability measure. Consider [E] as a standard Borel subgroup of Aut(X,µ)
in the weak topology. Since [E] is a Polish group in the uniform topology and the
identity map is a Borel isomorphism between the weak topology and the uniform
topology, [E] is Polishable. N(E) is also a subgroup of Aut(X,µ). But N(E) is in
general not separable, hence it is not Polish in the uniform topology. However, we
can define a new topology (see [HO], p.91) in the normalizer group N(E) by saying
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that Tn → T in N(E) iff Tn converge to T weakly and TnST−1n converges to TST−1
uniformly for all S ∈ [E]. It is easy to check that N(E) is a topological group with
this topology. In fact N(E) is a Polish group in this topology (see [HO], Lemma 53).
It is easy to check that the identity map is a Borel isomorphism between the weak
topology and this topology, so N(E) is also Polishable.
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CHAPTER 3
Descriptive Properties of Measure
Preserving Actions and the Associated
Unitary Representations
3.1. Introduction
3.1.1. Measure Preserving Actions and Unitary Representations. Let Γ
be a countable group and X a standard Borel Γ-space with an invariant (nonatomic)
Borel probability measure µ. Γ induces an equivalence relation EXΓ on X, which is
defined by xEXΓ y ⇐⇒ ∃γ ∈ Γ(γ · x = y). On the other hand, by a theorem of
Feldman-Moore (see [KM], Theorem 1.3), every countable Borel equivalence relation
on a standard Borel space X is induced by some Borel action of some countable group
Γ.
Denote by Aut(X,µ) the group of µ-measure preserving automorphisms of X. For
each T ∈ Aut(X,µ), we can define a corresponding unitary operator UT ∈ U(L2(X)),
UT (f) = f ◦T−1. And by identifying T and UT , we can view Aut(X,µ) as a subgroup
of U(L2(X)). The weak topology of Aut(X,µ) is the subspace topology of the weak
topology defined on U(L2(X)). Aut(X,µ) is a closed subspace of U(L2(X) in the
weak topology, hence it is Polish.
Define piX : Γ → Aut(X,µ) ⊂ U(L2(X)), γ 7→ T , where T is the element in
Aut(X,µ) such that T (x) = γ · x for µ-almost every x ∈ X. Or equivalently T (f) =
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UT (f) = f(γ
−1·) for every f ∈ L2(X). Clearly piX is a homomorphism of Γ into
U(L2(X)), i.e., piX is a unitary representation of Γ on the Hilbert space L2(X).
The unitary representation piX induces a natural Polish Γ action on L2(X), i.e.,
γ · f = piX(γ)(f). Denote by EL2(X)Γ the induced countable Borel equivalence relation
on L2(X), i.e., fE
L2(X)
Γ g ⇐⇒ ∃γ ∈ Γ(g = γ · f). If there is no danger of confusion,
we will set EL
2(X) = E
L2(X)
Γ .
In this chapter, we will study relations between EXΓ and E
L2(X)
Γ . We will obtain
some characterizations of the smoothness and compressibility of EL
2(X) and some
reducibility results.
3.1.2. The Γ action on MALGµ and Aut(X,µ). Let X be a standard Borel
space with Borel probability measure µ. Denote by MEASµ the σ-algebra of mea-
surable sets and for A,B ∈ MEASµ, let A =∗µ B ⇐⇒ µ(A∆B) = 0 and de-
note by [A] the equivalence class of A. Let MALGµ = {[A] : A ∈ MEASµ}. Let
[A]∆[B] = [A∆B] and δ([A], [B]) = µ(A∆B). Then (MALGµ,∆) is an abelian
Polish group with invariant metric δ. For every measure preserving automorphism
T ∈ Aut(X,µ), [A] 7→ [T (A)] is a measure algebra automorphism of MALGµ. Con-
versely, every measure algebra automorphism of MALGµ is of the form [A] 7→ [T (A)]
for some T ∈ Aut(X,µ). Therefore, we can canonically identify Aut(X,µ) and the
group of measure algebra preserving automorphisms of MALGµ (see [Kechris 2],
p.118). If µ is continuous, MALGµ is independent of µ and called the Lebesgue Mea-
sure Algebra.
Consider Γ a countable group and X a Borel Γ-space with invariant Borel prob-
ability measure µ. There is a Γ action on MALGµ defined by γ · [A] = [γ(A)]. This
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action is continuous. The map [A] 7→ χA is a continuous Γ-space embedding of
MALGµ into L
2(X,µ).
Assume now that Γ acts on Aut(X,µ) by left translation and Aut(X,µ) acts on
L2(X) by T · f = UT (f). Let f ∈ L2(X) and denote by Aut(X,µ)f the stabilizer of
f , i.e.,
Aut(X,µ)f = {T ∈ Aut(X,µ) : T · f = f}.
If Aut(X,µ)f = {1}, then T 7→ T · f is a continuous Γ-space embedding of Aut(X,µ)
into L2(X). Many such f exist, for example any f ∈ L2(X) that is an injection of X
into C has a trivial Aut(X,µ)-stabilizer.
3.1.3. Borel Reducibility. Suppose we have Borel equivalence relations E, F
on X, Y respectively. If there is a Borel map α : X → Y such that x1Ex2 ⇐⇒
α(x1)Fα(x2), for all x1, x2 ∈ X, we say E is Borel reducible to F . Put E ≤B F if
E is Borel reducible to F . When α is a reduction and also an injection, E is said to
be Borel embedded in F , in symbols E vB F . If, moreover, the image of α, α(X), is
F -invariant, E is said to be Borel invariantly embedded in F or E viB F .
B stands for Borel in the above symbols. We can replace Borel by another
class of maps, say in a class A, and generalize the concept and notations to A-
reducible, ≤A, etc. For example, for the class of continuous maps, we will denote
continuous reducible, embedded, invariantly embedded by ≤c, vc, vic, respectively,
where c stands for continuous.
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3.2. Smoothness of E
L2(X,µ)
Γ
Smooth equivalence relations are the simplest relations in the reduction hierarchy.
We first review some basic properties of smooth relations and show there are simple
characterizations of the smoothness of E
Aut(X,µ)
Γ and E
MALGµ
Γ . Then Theorem 3.2.5
shows that the smoothness of E
L2(X)
Γ is equivalent to the smoothness of E
MALGµ
Γ . It
turns out the smoothness of these equivalence relations has interesting connections
with the concept of rigid factors, which we will discuss in 3.2.3. In 3.2.4, we will
discuss some relations between mixing properties and smoothness. In the rest of this
section, we will develop some techniques to deal with smoothness in some special
kinds of Γ-spaces by using the Peter-Weyl theorem, which is sometimes easier than
using Theorem 3.2.5 directly.
3.2.1. General Facts on Smooth Relations. Recall that an equivalence rela-
tion E on X is (Borel) smooth if E ≤B ∆(Y ), where ∆(Y ) is the equivalence relation
defined on some Polish space Y by y1∆(Y )y2 ⇐⇒ y1 = y2.
A selector is a map s : X → X such that xEy ⇐⇒ s(x) = s(y). A transversal
for E is a set T ⊆ X that meets each E-class at exactly one point. Having a Borel
selector is equivalent to having a Borel transversal and implies smoothness. The
converse is not true in general. But in the case that the E is generated by a discrete
Borel group action, i.e., E = EΓ for some countable group Γ, the smoothness of E
implies the existence of Borel selectors for EΓ (see [KM], Proposition 6.4). Moreover,
we have:
Theorem 3.2.1. Let X be a Borel Γ-space, where Γ is a countable group. Then
the following are equivalent:
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i) EΓ is smooth;
ii) EΓ has a Borel selector;
iii) X/Γ = X/EΓ is standard Borel (in its quotient σ-algebra);
iv) There is a Polish topology T on X compatible with its Borel structure such
that EΓ is closed in the product topology (X, T )× (X, T );
v) There is a countable sequence (An) of Borel EΓ-invariant subsets of X separat-
ing E i.e. [∀n(x ∈ An ⇐⇒ y ∈ An)]⇒ [xEy];
vi) E0cannot be Borel embedded in E
X
Γ , where E0 is the equivalence relation on
the Cantor space C = 2N defined by sE0t ⇐⇒ ∀∞n ∈ N(s(n) = t(n)).
Proposition 3.2.2. Let E be a countable Borel equivalence relation on a uncount-
able Polish space X.
i) If every equivalence class of E is Gδ, then E is smooth.
ii) If E admits a nonatomic ergodic measure, then E is not smooth.
iii) If E is generically ergodic (i.e., every invariant Borel subset is either meager
or comeager and every class is meager), then E is not smooth.
Let X be a Polish metric space. In this case, we have a converse to Proposition
3.2.2 (i).
Proposition 3.2.3. Let X be a Polish metric space, Γ a countable group acting
on X by homeomorphisms. The following are equivalent:
i) EΓ is smooth;
ii) Every orbit is discrete;
iii) ∀x ∈ X, x is an isolated point in Γ · x;
iv) The closure of each orbit is not perfect.
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Proof. iii) ⇐⇒ ii): If γi·x→ γ ·x for some x ∈ X γi, γ ∈ Γ, then (γ−1γi)·x→ x.
So these two conditions are clearly equivalent.
ii) ⇒ i ): Proposition 3.2.2 (i).
i) ⇒ iv): Proof by contradiction. Suppose Γ · x is perfect for some x ∈ X. Note
that Γ · x is dense in Γ · x which is equivalent to the condition that EΓ|(Γ · x) is
generically ergodic. By Proposition 3.2.2 (iii), EΓ|(Γ · x) is not smooth. Therefore
EΓ is not smooth.
iv) ⇒ iii): If x is a limit point in Γ · x, then ∀γ ∈ Γ (γ · x is a limit point in Γ · x).
Therefore Γ · x is perfect. 
Assume now Γ acts on (X,µ) by measure preserving automorphisms. Recall that
MALGµ and Aut(X,µ) can be embedded into L
2(X) as Γ-spaces. We have
Corollary 3.2.4. E
MALGµ
Γ is smooth iff for every Borel subset A ⊆ X, there is
an r > 0 such that µ(γ(A)∆A) /∈ (0, r) for every γ ∈ Γ.
E
Aut(X,µ)
Γ is smooth iff pi
X(Γ)is discrete in the weak topology.
3.2.2. The Characterization of Smoothness of E
L2(X)
Γ . Clearly the smooth-
ness of E
L2(X)
Γ implies the smoothness of E
MALGµ
Γ . The converse is also true.
Theorem 3.2.5. E
MALGµ
Γ is smooth iff E
L2(X)
Γ is smooth.
Before we prove the theorem, it would be first convenient to prove the following
lemma:
Lemma 3.2.6. Let X be a standard Borel space with Borel probability measure µ
and
g, f0, f1, f2 · · · ∈ L2(X,µ).
If fiµ = fjµ for all i, j, then the following are equivalent:
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i) f−1i (A)→ g−1(A) for every analytic A ⊆ C;
ii) f−1i (A)→ g−1(A) for every Borel A ⊆ C;
iii) f−1i (A)→ g−1(A) for every basic open set A ⊆ C;
iv) fi → g.
Proof. Obviously, i) ⇒ ii) ⇒ iii). Put fω = g.
(ii)⇒i)) Assume ii) is true. We may assume fi is Borel for all i ≤ ω. Let
Bi ⊆ X\f−1i (A) be a Borel set such that Bi = X\f−1i (A) (modulo null). So fi(Bi) is
analytic and fi(Bi) ∩ A = ∅. Let B =
⋃
i≤ω fi(Bi). By the separation theorem (see
[Kechris 2] 28.B), there is a Borel set A′, such that A ⊆ A′ ⊆∼ B. We have
f−1i (A) ⊆ f−1i (A′) ⊆ f−1i (∼ B) ⊆ f−1i (∼ B) = X\Bi.
Since X\Bi = f−1(A) (modulo null), we have f−1i (A) = f−1i (A′) for all i ≤ ω.
Therefore f−1i (A) = f
−1
i (A
′)→ g−1(A′) = g−1(A).
(iii)⇒ii)) It is easy to check that the convergence property is preserved under
complement and finite union, that is
[f−1i (A)→ g−1(A)]⇒ [f−1i (∼ A)→ g−1(∼ A)]
and
[∀k<n(f−1i (Ak)→ g−1(Ak))]⇒ [f−1(
⋃
k<n
Ak)→ f−1(
⋃
k<n
Ak)].
So we only need to check that the convergence property is preserved under countable
union. Suppose now f−1i (Ak) → g−1(Ak) for all k ∈ N. We may assume (Ak) is
increasing and put A =
⋃
k∈NAk. For any ε > 0, we can find an n large enough so
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that
(f0µ)(A\An) + (gµ)(A\An) < ε.
Combine with the condition fiµ = fjµ for all i, j < ω, so we actually have (fiµ)(A\An) <
ε for all i ≤ ω. We can also find m large enough so that
µ(f−1i (An)∆g
−1(An)) < ε
for all i > m. Therefore, for every i > m
µ(f−1i (A)∆g
−1(A)) ≤ µ(f−1i (A)\f−1i (An)) + µ(f−1i (An)∆g−1(An))
+µ(g−1(A)\g−1(An))
≤ µ(f−1i (A\An)) + µ(f−1i (An)∆g−1(An))
+µ(g−1(A\An))
≤ 3ε.
So f−1i (A)→ g−1(A).
(ii)⇒ iv)) By simple function approximation, we can find Borel sets Ak ⊆ C so
that ∥∥∥f0 −∑ akχf−10 (Ak)∥∥∥ < ε
and ∥∥∥g −∑ akχf−10 (Ak)∥∥∥ < ε
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for some ak ∈ Ak. We can use finitely many Ak and assume them to be bounded.
Then, because of the condition fiµ = fjµ for all i, j < ω, we have
∫
f−1i (Ak)
|fi(x)− ak|2 dµ(x) =
∫
s∈Ak
|s− ak|2 d(fiµ)(s)
=
∫
s∈Ak
|s− ak|2 d(f0µ)(s)
=
∫
f−10 (Ak)
|f0(x)− ak|2 dµ(x).
So we actually have ∥∥∥fi −∑ akχf−1i (Ak)∥∥∥ < ε
for all i ≤ ω. Since f−1i (Ak)→ g−1(Ak), we can find m large enough so that
∑
|ak|2 · µ(f−1i (Ak)∆g−1(Ak)) < ε2
for all i > m. Therefore, for every i > m
‖fi − g‖ ≤
∥∥∥fi −∑ akχf−1i (Ak)∥∥∥+ ∥∥∥g −∑ akχg−1(Ak)∥∥∥
+
∥∥∥∑ akχg−1(Ak) −∑ akχf−1i (Ak)∥∥∥
< 2ε+
∥∥∥∑ akχg−1(Ak)\f−1i (ak)∥∥∥+ ∥∥∥∑ akχf−1i (Ak)\g−1(ak)∥∥∥
= 2ε+
√∑
|ak|2 · µ(f−1i (Ak)∆g−1(Ak))
< 3ε.
We have fi → g.
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((iv)⇒(iii)) Since fi → g, we have fiµ → gµ, hence fiµ = gµ for all i. Let
A = Ba,r = {s ∈ C : |s− a| < r} be an open ball with arbitrary radius r and
center a. If f−10 (A) is null, then g
−1(A) is null. So assume µ(f−10 (A)) > 0. Toward a
contradiction, assume f−1i (A) 6→ g−1(A). Pick t > 0 so that µ(f−1i (A)∆g−1(A)) > t
for all i. Since µ(f−1i (A)) = µ(g
−1(A)), we have
µ(f−1i (A)\g−1(A)) = µ(g−1(A)\f−1i (A)) >
t
2
.
Let As = Ba,r−s and fix an s such that µ(A\As) < t4 . Then we have
µ(f−1i (As)\g−1(A)) ≥ µ(f−1i (A)\g−1(A))− µ(A\As)
>
t
4
.
Finally we have
‖fi − gi‖2 ≥
∫
f−1i (Aε)\g−1(A)
|fi − g|2 dµ > s
2t
4
,
contradicting the assumption fi → g. 
Remark. So if fiµ = fjµ for all i, j, then (fi) converge iff f
−1
i (A) converge for
all basic open sets A, as the limit g in the above lemma can be easily constructed by
simple function approximation.
We are ready to prove the theorem:
Proof. We need to show that if E
L2(X)
Γ is not smooth, then E
MALGµ
Γ is not
smooth. Assume E
L2(X)
Γ is not smooth. By Proposition 3.2.3, there is an f ∈ L2(X)
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such that f is a limit point of (Γ · f)\{f}. We can find a countable sequence
{γi} ⊆ Γ\Γf such that γi · f → f .
By Lemma 3.2.6, we may assume f(X) ⊆ C ⊆ [0, 1]. Otherwise, replace f by α◦f
where α is a Borel isomorphism of C to the Cantor set C.
In order to prove this by contradiction, assume E
MALGµ
Γ is smooth. So for every
Borel subset A ⊆ X, there is an rA > 0 such that µ(γ(A)∆A) /∈ (0, rA) for every
γ ∈ Γ. And since µ(γi(f−1(B))∆B) → 0 for every Borel B ⊆ C, there is a number
mB ∈ N such that µ(γmB(f−1(B))∆B) ≥ rf−1(B) and µ(γi(f−1(B))∆B) = 0 for all
i > mB.
Let S = {s ∈ C : µ(f−1(s)) > 0}.
Suppose S = ∅. Let Pn = {Ss,n : s ∈ C}, where Ss,n = {t ∈ C : t|n = s|n}.
Fix an s ∈ C, ⋂n∈N f−1(Ss,n) = f−1(s), limn→∞ µ(f−1(Ss,n)) = 0.
Define si, ni inductively. To simplify the notations, let Ai = Ssi,ni , ri = rAi ,
mi = mSsi,ni .
Find s0, n0 such that 0 < µ(f
−1(Ss0,n0)) < 1. Let A0 = f
−1(Ss0,n0).
Suppose we have si, ni.
Find si+1, ni+1 > ni such that Ai+1 = f
−1(Ssi+1), 0 < µ(Ai+1) <
ri
6
and mi+1 >
mi.
We can always find such si+1, ni+1 because ∀∞n(#{S ∈ Pn : µ(f−1(S)) > r} = 0)
for every r > 0. And #{S ∈ Pn : µ(f−1(S)) 6= 0} > 0.
Let A′n = A0∆A1 . . .∆An−1, and [A] = limn→∞[A
′
n] in MALGµ.
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Clearly γmi · A → A. Let Tn = A\A′n. Since ri < 2(Ai), we have µ(Ai+1) < µ(Ai)3
and
µ(Ti) ≤
∞∑
j=i
µ(Aj) <
3
2
µ(Ai).
Therefore
µ((γmi · A)∆A) = µ((γmi(Ai))∆(γmi(Ti+1))∆Ai∆Ti+1)
≥ µ(γmi(Ai))∆Ai)− µ(γmi(Ti+1))− µ(Ti+1)
≥ ri − 2µ(Ti+1)
> ri − 3µ(Ai+1)
> 0,
contradicting the assumption that E
MEASµ
Γ is smooth.
Suppose S 6= ∅, then S is countable. Let f = f1 + f2, where f1(X) ⊆ S and
f2(X) ⊆ C\S. Note that γi · f1 → f1 and γi · f2 → f2 because S and C\S are Borel.
If ∃∞i(γi · f2 6= f2), then replacing f by f2, we are back to the case that S = ∅. So
we may assume f = f1.
If S is finite, let m = maxs∈S{m{s}}. Thus γi · f = f for all i > m, contradicting
the assumption γi · f 6= f for all i.
If S is countably infinite, define si ∈ S inductively. To simplify the notation, let
Ai = f
−1(si), ri = rAi , mi = m{si}.
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Pick s0 such that 0 < µ(A0) = µ(f
−1(s0)) < 1. Suppose we have si. Pick si+1
such that
0 < µ(Ai+1) <
ri
6
and mi+1 > mi.
Let A =
⋃∞
i=0Ai, Ti =
⋃∞
j=iAi. We have γmi · A → A, and since ri < 2(Ai), we
have µ(Ai+1) <
µ(Ai)
3
and µ(Ti) <
3
2
µ(Ai). Therefore,
µ((γmi · A)∆A) = µ((γmi(Ai))∆(γmi(Ti+1))∆Ai∆Ti+1)
≥ µ(γmi(Ai))∆Ai)− µ(γmi(Ti+1))− µ(Ti+1)
≥ ri − 2µ(Ti+1)
> ri − 3µ(Ai+1)
> 0,
contradicting the assumption that E
MEASµ
Γ is smooth.
So E
MEASµ
Γ is not smooth, when E
L2(X)
Γ is not smooth. 
3.2.3. Rigid factors and smoothness of E
L2(X)
Γ . The smoothness of E
Aut(X,µ)
Γ
does not imply the smoothness of E
L2(X,µ)
Γ . We will study some connections between
rigid factors, mixing properties, and the smoothness of E
L2(X,µ)
Γ .
Definition 3.2.7. A Γ action on (X,µ) is faithful iff piX : Γ → Aut(X,µ) is
injective.
The following notion of rigid factor is from [SW].
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Definition 3.2.8. Let X be a Γ-space with invariant probability measure µ. The
rigid factor is the set
R(Γ, X, µ) = {f ∈ L1(X,µ, S1) : lim inf
γ∈Γ
‖γ · f − f‖L1 = 0}.
The Γ action on X is said to be rigid iff the rigid factor is L1(X,µ, S1). The Γ action
on X is said to have no rigid factor if R(Γ, X, µ) contains only constant functions.
There are many equivalent definitions of mildly mixing. For an action of countable
group, no rigid factor is equivalent to mildly mixing.
Assume now Γ acts on (X,µ) faithfully and µ is a Γ-invariant Borel probability
measure. We have:
Proposition 3.2.9. E
Aut(X,µ)
Γ is smooth iff the Γ action on X is not rigid.
Proof. Let f be a Borel isomorphism of X to [0, 1]. Put
d(T, S) = ‖T · f − S · f‖
for all S, T ∈ Aut(X,µ) so that d is a (left Γ-invariant) metric of the weak topology.
Suppose E
Aut(X,µ)
Γ is not smooth, then lim infγ∈Γ d(γ, 1) = 0. Since L
2(X,µ) is a
Polish Aut(X,µ)-space, the map γ 7→ γ ·f is continuous for the weak topology restrict
on Γ for every f ∈ L2(X,µ). We have lim infγ∈Γ ‖γ · f − f‖ = 0 for all f ∈ L2(X,µ).
Assume now the Γ action on X is rigid. We have lim infγ∈Γ ‖γ · f − f‖ = 0. Since
the action is faithful, Γf is trivial and pi
X(Γ) is discrete. 
In fact, the smoothness of E
L2(X)
Γ is strictly between X having no rigid factors
and being nonrigid. Let
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(NM) ⇐⇒ the Γ action on X is mildly mixing.
(NRF) ⇐⇒ the Γ action on X has no rigid factors.
(LS) ⇐⇒ EL2(X,µ)Γ is smooth.
(MS) ⇐⇒ EMALGµΓ is smooth.
(AS) ⇐⇒ EAut(X,µ)Γ is smooth.
(NR) ⇐⇒ the Γ action on X is not rigid.
Then we have the following picture:
(MM) ⇐⇒ (NRF)
⇓ 6⇑ ⇓ 6⇑
(LS) ⇐⇒ (MS)
⇓ 6⇑ ⇓ 6⇑
(AS) ⇐⇒ (NR)
In 3.2.4, we will show (MM)⇒ (LS) (Proposition 3.2.10 (iii)) and give an example
to show (AS) 6⇒ (LS). Example 3.2.28 will show (LS) 6⇒ (NM).
3.2.4. Mixing Properties and Smoothness of E
L2(X)
Γ . Consider the count-
able Borel Γ-space X with invariant probability measure µ and recall the induced
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Γ-action on L2(X) by unitary operators. Denote by L20(X) the set
{f ∈ L2(X) : 〈f, 1〉 = 0}.
Then L20(X) is an invariant subspace of L
2(X). Therefore, we have a Γ action on
L20(X) and pi
X
0 := pi
X |L2(X), the subrepresentation of piXon L20(X).
The mixing properties, including (strong) mixing, mild mixing, weak mixing, er-
godicity can be read from the Γ action on L20(X). Let us review these properties from
the strongest one to the weakest one:
1) (Strongly) Mixing:
An action is strongly mixing if and only if for any Borel A,B ⊆ X,
lim
γ→∞
µ(γ · A ∩B) = µ(A)µ(B).
Considering the Γ action on L20(X), this is equivalent to
∀f, g ∈ L20(X)( lim
γ→∞
〈γ · f, g〉 = 0).
In the language of unitary representation theory, it is equivalent to saying that
piX0 is a c0-representation.
2) Mildly mixing:
The Γ action on X is mildly mixing iff
lim inf
γ→∞
µ((γ · A)∆A) > 0
for any Borel subset A ⊂ X that is neither null or conull.
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It is equivalent to that for all f ∈ L20(X)\{0},
lim sup
γ→∞
|〈γ · f, f〉| < ‖f‖2 .
3) Weakly mixing:
This is equivalent to saying that the Γ action on L20(X) has no finite dimensional
invariant subspace. Or in the language of unitary representation theory, piX0 has no
finite dimensional subrepresentation.
4) Ergodic:
The Γ action is ergodic iff every Γ-invariant Borel subset of X is either µ-null or
µ-conull.
This is equivalent to saying that ∀f ∈ L20(X)\{0}(Γf 6= Γ), where Γf = {γ ∈ Γ :
γ · f = f}, the stabilizer of f . Or in the language of unitary representations, piX0 does
not contain the trivial one-dimensional representation.
Proposition 3.2.10. i) EL
2(X) is smooth iff EL
2
0(X) is smooth.
ii) If EL
2(X) is smooth, then piX(Γ) ⊆ Aut(X,µ) is discrete in the weak topology.
iii) If EXH is ergodic for every infinite subgroup H ⊆ Γ, then the Γ action on X is
mildly mixing iff EL
2
0(X) is smooth.
In particular mildly mixing implies the smoothness of E
L20(X)
Γ .
iv) Assume EH is ergodic for every subgroup H ⊆ Γ such that [piX(Γ) : piX(H)] <
∞. If EL20(X)Γ is smooth, then the Γ action on X is weakly mixing.
Proof. i) It is easy to check that
EL
2(X) = EL
2
0(X) ×∆(C).
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Therefore EL
2(X) is smooth iff EL
2
0(X) is smooth.
ii) This follows directly from Corollary 3.2.4 and E
Aut(X,µ)
Γ vic EL
2(X,µ)
Γ .
iii) Suppose the Γ action on X is mildly mixing. Let A ∈ MALGµ If µ(A) = 0
or µ(A) = 1, ∀γ ∈ Γ[µ((γ · A)∆A) = 0]. Assume A is neither null or conull. Since
Γ is mildly mixing, R = lim infγ→∞ µ((γ · A)∆A) > 0. So there S = {γ : 0 <
µ((γ · A)∆A) < R} is a finite set. Let r = minγ∈S{µ((γ · A)∆A))}. We have
µ((γ · A)∆A) /∈ (0,min(r, R)) for all γ. Therefore, by Theorem 3.2.5 and Corollary
3.2.4, E
L2(X)
Γ is smooth.
On the other hand, assume E
L2(X)
Γ is smooth. Suppose Γ is not mildly mixing
on X. Then there is an A ∈ MALGµ such that lim infγ→∞ µ((γ · A)∆A) = 0 and
0 < µ(A) < 1. Therefore, Sr = {γ ∈ Γ : µ((γ ·A)∆A) < r} is infinite for every r > 0.
By Theorem 3.2.5 and Corollary 3.2.4, there is an R > 0 such that µ(γ(A)∆A) /∈
(0, R) for all γ ∈ Γ. So
SR = {γ ∈ Γ : µ((γ · A)∆A) < r} = {γ ∈ Γ : µ((γ · A)∆A) = 0}.
Let H be the subgroup of Γ generated by SR. E
X
H is not ergodic because A is
H-invariant. This contradicts the condition that EXH is ergodic, when H is infinite.
So the Γ action on X is mildly mixing.
iv) Proof by contradiction.
Suppose E
L2(X)
Γ is smooth and there is a finite dimensional Γ-invariant subspace
V ⊂ L20(X). Pick an arbitrary f ∈ V . Since EL
2(X)
Γ is smooth, Γ · f ⊆ V is discrete.
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Therefore Γ · f is finite. Thus
|piX(Γ)/piX(Γf )| <∞.
But Γf fixes f ∈ L20(X), contradicting the hypothesis that EΓf is ergodic. 
Example 3.2.11. Let X, Y be faithful Borel Γ-spaces with invariant probability
measures µ, ν respectively. Assume the Γ action on X is mildly mixing, and E
L2(Y,ν)
Γ is
not smooth. Consider Γ acting on X×Y by the diagonal action. piX×Y (Γ) is discrete
in Aut(X ×Y, µ× ν), hence EAut(X×Y,µ×ν)Γ is smooth. In fact, pick any A ⊆ X that is
neither null or conull. There exists an r > 0 such that (µ×ν)((γ·(A×Y )∆(A×Y )) < r
for almost every γ. But E
L2(X×Y )
Γ is clearly nonsmooth because we can find a B ⊆ Y
and a sequence of γi ∈ Γ so that γi · (X × B) → X × B and γi · (X × B) 6= X × B
for all i.
For example, let Γ = S<∞ and G = 2Γ × 2N. Consider the Γ action on G defined
by
γ · ((ag), (bi)) = ((aγ−1g), (bγ−1(i)).
Then the Γ action on 2Γ is mixing, so E
Aut(G,µ)
Γ is smooth. But E
L2(G)
Γ is not smooth
because E
L2(2N)
Γ is not smooth.
3.2.5. The Peter-Weyl Theorem. We are going to develop several other tech-
niques to determine the smoothness and nonsmoothness of E
L2(X)
Γ . In some situation,
it is easier to use them than directly check the conditions in Theorem 3.2.5. Most of
these techniques involve the Peter-Weyl theorem.
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Recall the Peter-Weyl theorem from unitary representation theory (see [Folland,
Kechris 1]).
Theorem 3.2.12. (Peter-Weyl) Let G be a compact Polish group. Then
(i) Every irreducible unitary representation of G is finite dimensional;
(ii) Gˆ is countable;
(iii) Every unitary representation of G is a direct sum of irreducible unitary rep-
resentations.
Consider a compact Polish group G with the (normalized) Haar measure µ. For
each irreducible unitary representation pi of G, denote by pˆi the isomorphism class of
pi and by Hpi the Hilbert space of it. Also denote by Gˆ the dual of G, which is the
countable set {pˆi : pi is an irreducible unitary representation of G}.
Denote by ρG : G→ U(L2(G)) the right regular representation of G, which is the
unitary representation defined by
(ρG(g))(f(h)) = f(hg)
for all g, h ∈ G and f ∈ L2(G) .
Fix a representative pi for each pˆi ∈ Gˆ and an orthonormal basis {epii }1≤i≤dpi , where
dpi = dim(Hpi). Let
piij(g) =
〈
pi(g)epij , e
pi
i
〉
be the matrix coefficients of pi in this basis. piij ∈ L2(G) and denote by Epi the linear
span of {piij}. Clearly this space is independent of the choice of pi, thus we can write
Epˆi = Epi.
Theorem 3.2.13. (Peter-Weyl) Let G be a compact Polish group. Then
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(i) L2(G) = ⊕pˆi∈GˆEpˆi.
(ii) {√dpipiij}1≤i,j≤dpi is an orthonormal basis for Epˆi, so dim(Epˆi) = d2pi.
(iii) For i = 1, . . . , dpi, the subspace Epˆi,i of Epˆi spanned by the ith row of the matrix
(
√
dpipiij) is invariant under the right regular representation, and the subrepresentation
of ρG determined by Epˆi,i is isomorphic to pi.
Define the character χpi by χpi(g) = trace(pi(g)). Trace is also independent of
the choice of the basis and the representative pi of each isomorphic class, so we put
χpˆi = χpi. {χpˆi : pˆi ∈ Gˆ} is an orthonormal set in L2(G) (see [Folland], 5.23).
Suppose Γ is a countable group acting by (topological group) automorphisms on
G. Clearly Γ preserves µ. There is a natural Γ action on Gˆ. For a γ ∈ Γ, define
(γ · pi)(g) = pi(γ−1 · g).
Since pi is irreducible, γ · pi is also irreducible. And again, γ̂ · pi is independent of the
choice of pi in each isomorphic class. So we can define γ · pˆi = γ̂ · pi. Also note that
(γ · χpˆi)(g) = χpˆi(γ−1 · g) = trace(pi(γ−1 · g)) = trace((γ · pi)(g)) = χγ·pi(g).
So γ · χpˆi = χγ·pˆi, finally γ · Epˆi = Eγ·pˆi.
3.2.6. Some Characterizations of Smoothness.
Corollary 3.2.14. 1) Assume X = G is a compact Polish group and Γ acts on
G by automorphisms. If E
L2(G)
Γ is smooth, then Γpˆi · pi is finite for every irreducible
unitary representation pi of X. Or equivalently, Γpˆi/Γpi is finite for every irreducible
unitary representation pi of X.
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2) Assume Γ acts on a compact Polish space X by isometries and X has a Borel
probability measure that is invariant under any isometry. Then E
L2(X)
Γ is smooth iff
EΓ is uniformly periodic µ-a.e., i.e.,
∃N <∞∀µx ∈ X(|[x]EΓ| < N).
3) Assume Γ acts on X by topological group automorphisms where X = G is a
connected semisimple Lie group with an invariant Borel probability measure µ. Then
E
L2(X)
Γ is smooth iff E
X
Γ is uniformly periodic µ-a.e.
Proof. 1) Recall that Γpˆi is the stabilizer of pˆi, i.e.,
Γpˆi = {γ ∈ Γ : γ̂ · pi = pˆi}.
Hence
Γpˆi · pi = {γ · pi|γ ∈ Γpˆi} = {γ · pi|γ̂ · pi = pˆi}.
By the Peter-Weyl Theorem, the subrepresentation of ρG determined by Epˆi,i is
isomorphic to pi. If Γpˆi · pi is infinite, then Γpˆi · piij is infinite for some j. But Epˆi,i
is finite dimensional, so Γpˆi · piij, which is contained in the unit sphere of Epˆi,i, is
compact. Therefore Γpˆi · piij has at least one limit point and therefore is not closed.
By Proposition 3.2.3 (iii), E
L2(G)
Γ is not smooth.
2) (⇐) Since γN ! · f = f , EL2(G)Γ is smooth.
(⇒) Since Iso(X) is compact, by the Peter-Weyl theorem, piX is the direct product
of irreducible finite dimensional unitary Γ−representations, say L2(X) =∏i∈N Vi, and
Vi are finite dimensional pi
X invariant subspaces.
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For every f ∈ L2(X), we can write f = ∑ fi where fi ∈ Vi. Suppose Γ · f is
infinite. If Γ ·fi is infinite for some i, then EL
2(X)
Γ is not smooth. Assume now Γ ·fi is
finite for every i. Since ∀i(Γ · fi) is finite and Γ · f is infinite,
⋂
i<M Γfi is infinite for
every M <∞. Therefore, we can find a sequence gM ∈
⋂
i<M Γfi · f\f , and gM → f ,
hence E
L2(X)
Γ is not smooth.
So if E
L2(X)
Γ is smooth, then every Γ orbit of f ∈ L2(X) is finite. Therefore, we
must have a finite upper bound of Γ-orbit on X µ-a.e.
3) Since Aut(G) is compact, this is from the proof of 2). 
3.2.7. Stabilizers. Consider the Γ action on L2(X). We can also describe the
stabilizer of f ∈ L2(X) in terms of the Γ action on X and its full group.
Definition 3.2.15. Let F be a (not necessarily countable) Borel equivalence
relation defined on X and µ a (not necessarily F -invariant) Borel probability measure
on X. Denote by [F ] = {T ∈ Aut(X,µ)|∀µx (T (x)Ex)} the full group of F .
This is a straightforward generalization of the usual concept of full group, which
is usually defined in the case that µ is E-invariant and in the context that E is
countable.
We have the following simple proposition:
Proposition 3.2.16. Let F be a Borel equivalence relation on a standard Borel
space X with a Borel probability measure µ. If F is smooth, then [F ] is closed in the
weak topology of Aut(X,µ).
Proof. F is smooth, hence F ≤B ∆([0, 1]). Let f : X → [0, 1] be a Borel function
such that xFy iff f(x) = f(y). Then the assignment T 7→ f ◦ T is a continuous map
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from Aut(X,µ) to L2(X). Note that T ∈ [F ] iff f ◦ T = f (modulo null sets), hence
[F ] is closed. 
Recall the uniform ergodic decomposition for invariant measures of E. Denote by
P (X) the set of probability measures on X, by IE ⊆ P (X) the set of E-invariant
Borel probability measures on X, and by EIE ⊆ P (X) the set of E-invariant ergodic
Borel probability measures on X. We have (see [KM], Theorem 3.3)
Theorem 3.2.17. (Farrell, Varadarajan) Let E be a countable Borel equivalence
relation on a standard Borel space X. Assume IE 6= 0. Then there is a unique (up
to null sets) Borel surjection pi : X → EIE such that
(1) pi(x) = pi(y) if xEy;
(2) If Xe = {x : pi(x) = e}, for e ∈ EIE, then e(Xe) = 1;
(3) For any µ ∈ IE, µ =
∫
pi(x)dµ(x).
So we can write EIE = {ex}, where ex = pi(x).
Until the end of this subsection, we will use the above notations: pi,Xe to denote
the unique ergodic decomposition of (X,E) and F (FXΓ if E = E
X
Γ ) to denote the
Borel equivalence relation on X, which is defined by xFy iff pi(x) = pi(y). Since F is
smooth, [F ] is closed by Proposition 3.2.16 and clearly [E] ⊆ [F ]. Furthermore, we
can show that [F ] is the closure of [E].
Theorem 3.2.18. Let E be a countable Borel equivalence relation on a standard
Borel space X with invariant probability measure µ. Given S ∈ [F ] and a Borel set
A, then there is a T ∈ [E], such that T (A) = S(A).
Proof. Let Y be an F -invariant Borel set. Then T (A ∩ Y ) = T (A) ∩ T (Y ) =
T (A) ∩ Y , hence µ(A ∩ Y ) = µ(T (A) ∩ Y ).
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Consider the set
Y = {x : ex(A) > ex(T (A))}.
If µ(Y ) > 0, then µ(A ∩ Y ) > µ(T (A) ∩ Y ). Since Y is F -invariant, this contradicts
that µ(A ∩ Y ) = µ(T (A) ∩ Y ). So µ(Y )=0. We may assume therefore that ∀x ∈
X, ex(A) = ex(T (A)) > 0.
By a well-known lemma, there are disjoint E-invariant sets P ,Q, and R, such that
[A]∪[T (A)] = P ∪Q∪R, and A∩P ≺ T (A)∩P , T (A)∩Q ≺ A∩Q, A∩R ≈ T (A)∩R.
But P , Q are also F -invariant, µ(A ∩ P ) = µ(T (A) ∩ P ), µ(A ∩ Q) = µ(T (A) ∩ Q),
so µ(P ) = µ(Q) = 0, A ≈ T (A). 
Corollary 3.2.19. [F ] is the closure of [E].
We have the following characterization of a subgroup H ≤ Γ being a stabilizer of
some f ∈ L2(X).
Proposition 3.2.20. Let Γ be a countable group and X be a standard Borel Γ-
space with invariant probability measure µ and H ⊆ Γ a subgroup. Then H = Γf
(stabilizer of f) for some f ∈ L2(X) iff H = [FXH ] ∩ Γ, where FXH is the equivalence
relation induced by the ergodic decomposition of EXH .
Proof. (⇒) Assume H = Γf for some f ∈ L(X,µ). Since H = Γf , S · f = f for
every S ∈ [EXH ]. By Corollary 3.2.19, T ·f = f for every T ∈ [EXH ] = [FXH ]. Therefore,
[FXH ]∩Γ ⊆ Γf = H. On the other hand, H = [EXH ]∩Γ ⊆ [FXH ]∩Γ. So H = [FXH ]∩Γ.
(⇐) Suppose H = Γ ∩ [FXH ]. Let f = β ◦ piH where piH is the unique ergodic
decomposition of EXH and β is any Borel embedding of EI(X,H) onto a subset of [0, 1].
If γ ∈ Γf , piH(x) = β−1 ◦ f(x) = β−1 ◦ (γ · f)(x) = β−1 ◦ f(γ−1 · x) = piH(γ−1 · x).
In other words, (γ · x)FXH x for every x ∈ X, γ ∈ Γf . Thus, Γf ⊆ Γ ∩ [FXH ] = H.
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On the other hand, ∀γ ∈ H, x ∈ X,
γ · f(x) = f(γ−1 · x) = β ◦ piH(γ−1 · x) = β ◦ piH(x) = f(x).
Therefore , H ⊆ Γf . We then have H = Γf . 
Corollary 3.2.21. Let Γ be a countable group and X be a standard Borel Γ-space
with invariant probability measure µ and H ⊆ Γ a subgroup. If EXΓ is ergodic and EXH
is not, then we can find some f ∈ L2(X), such that H ⊆ Γf ( Γ, and Γf is minimum
in the sense that H ⊆ Γg ⇒ Γf ⊆ Γg .
Proof. Let H ′ = Γ∩ [FXH ]. Since H ≤ H ′ ≤ [FXH ], we have [FXH ] ≤ [FXH′ ] ≤ [FXH ],
i.e., [FXH′ ] = [F
X
H ]. By the proposition, Γ
′ = Γf for some f . Suppose now H ≤ Γg.
Then we have [FXH ] ≤ [FXΓg ]. Therefore,
Γf = Γ ∩ [FXH ] ⊆ Γ ∩ [FXΓg ] = Γg.

3.2.8. Actions by Compact Group Automorphisms. Now assume thatX =
G is a compact Polish group and Γ acts on X by topological group automorphisms.
Recall from Corollary 3.2.14 that |Γpˆi/Γpi| < ∞ for all irreducible unitary repre-
sentations pi is the necessary condition for E
L2(G)
Γ being smooth. Call a Γ action on
Gˆ locally finite if it satisfies this condition. We have the following characterizations
of smoothness:
Theorem 3.2.22. Assume Γ acts on a compact Polish group G by automorphisms.
If E
L2(G)
Γ is smooth, then
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(i) There is no infinite sequence (fi) ⊂ L2(G) such that (Γfi) is a strict decreasing
sequence;
(ii) There is no infinite sequence pii of irreducible unitary representations of G
such that Γn =
⋂
i≤n Γpii is a strict decreasing sequence;
(iii) For any set A which contains non-isomorphic irreducible unitary representa-
tions of G, there is a finite subset S ⊂ A such that ΓS = ΓA. Here ΓA =
⋂
pi∈A Γpi.
Moreover, if we assume that the Γ action on Gˆ is locally finite, then (i) ⇐⇒ (ii)
⇐⇒ (iii) ⇐⇒ EL2(G)Γ is smooth .
Proof. (smooth⇒(i)) Let (fi)i∈N be a sequence in L2(G) such that Γfi is strictly
decreasing and we can assume fi are chosen from the unit sphere. Let Γn =
⋂
i≤n Γfi .
Choose γn ∈ Γn−1\Γn for each n and let dn =
∏n−1
i=1 2
−1||fi − γi · fi||. Define
f =
∑
n≥1
6−ndn · fn.
Note that (dn) is a positive decreasing sequence and clearly, ||f − γn · f || → 0.
Furthermore,
||f − γn · f || ≥ 6−ndn · ||fn − γn · fn|| − 2 ·
∑
i>n
6−idi · ||fi||
≥ 6−ndn+1 − 4 · 6−ndn+1
∑
i>n
6n−i
di
dn+1
≥ 6−ndn+1 − 6−ndn+1 · 4
5
> 0 .
Which means f is a nontrivial limit point of {γn · f}. EL
2(G)
Γ is not smooth.
((i)⇒(ii)) It is easy to see that Γpi = Γf for some f ∈ Epˆi. So (i) clearly implies
(ii).
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((ii)⇒(iii)) Assume (iii) is not true. Then there is an S that contains nonisomor-
phic irreducible unitary representations of G such that Γs 6= ΓA for every finite subset
of S ⊂ A. Let Si be an increasing sequence of subsets of A. ΓSi is a decreasing se-
quence of subgroups of Γ and
⋂
ΓSi = ΓA. Since ΓSn 6= ΓA, we can find some m > n
such that ΓSm ( ΓSn . So we can assume that ΓSn is strictly decreasing. Choose
pin ∈ Sn+1\Sn. Γn =
⋂
i≤n Γpii = ΓSn+1 is strictly decreasing.
(Assume locally finite, (iii)⇒Smooth)
Assume local finiteness of the Γ action of Gˆ and (iii).
Suppose EpiG(Γ) is not smooth.
Fix an arbitrary index on Gˆ, that is Gˆ = {pii} and pii 6= pij unless i = j. Also let
Ei = Epii .
There is an f ∈ L2(X) and a sequence {γn} ⊂ Γ such that γn ·f 6= g and γn ·f → g.
We can write
f =
∞∑
i=0
aifi
and
g =
∞∑
i=0
aigi
where fi ∈ Eki ,gi ∈ Eliand ki = kj ⇐⇒ i = j ⇐⇒ li = lj. Due to the local
finiteness, we can assume ∀i(ai > 0). Choose the corresponding {piki} to be our A
and, with some reordering, we may assume S = {piki}i<M as the witness of condition
(iii), i.e., ΓS = ΓA.
Now suppose n < M − 1 and ∀i < n(γi · fi = fi). An = {gi|ai = an} is finite.
γi · fn ∈ An almost everywhere. So there is a gj ∈ An such that ∃∞i(gj = γi · fn).
Furthermore, due to the local finiteness, we have ∃∞i(pi′ = γi · pikn) for some pi′ such
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that pi′ = pilj . Let {αi} be the subsequence of {γi} such that pi′ = αi · pikn . Define
βi = α
−1
0 αi.Clearly βi fixes fi for i ≤ n and β · f has a nontrivial limit point α−10 · g.
So, by replacing g with α−10 · g and {γi} with {βi} inductively if necessary, we can
assume that γn are chosen from ΓS = ΓA. But this means ΓA ·f = f , a contradiction.
This proves the smoothness. 
Corollary 3.2.23. Assume local finiteness. Then E
L2(G)
Γ is not smooth iff there
is a sequence of normal subgroups Ni ⊆ G such that ΓG/Ni is an infinite strictly
decreasing sequence of Γ, where
ΓG/N = {γ ∈ Γ : ∀g ∈ G(γ · g ∈ Ng)},
i.e., the subset of coset preserving automorphisms.
Proof. (⇒) Suppose EpiG(Γ) is not smooth. By the Theorem, we can find an infi-
nite sequence of irreducible pii such that Γi is strict decreasing. Let Ni =
⋂
i≤n ker(pii).
Ni is a normal subgroup. Since ΓG/Ni = Γi, we have our decreasing sequence ΓG/Ni .
(⇐) Suppose we can find such (Ni). Note Ni is the kernel of some unitary repre-
sentation pi. For example pi = λG/Ni ◦ PG/Ni , where PG/Ni : G→ G/Ni is the natural
projection. Since pi is the direct product of irreducible unitary representations, either
we can find finitely many irreducible pii,j such that ΓG/Ni =
⋂
j Γpii,j or we cannot.
The negative of condition (ii) holds in each case, hence E
L2(G)
Γ is not smooth. 
Corollary 3.2.24. E
L2(G)
Γ is smooth if and only if E
L2(G)
Γ′ is smooth for every
subgroup Γ′ ≤ Γ.
3.2.9. Examples.
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Example 3.2.25. (Locally finite and not smooth) Let G be a compact abelian
Polish group and Γ act on G by automorphisms. Let pi be an irreducible unitary
representation of G, and we may assume C is its underlying Hilbert space. If γ ·pˆi = pˆi,
then
(γ · pi)(g) = 〈(γ · pi)(g), 1〉
= 〈(γ · pi)(g), (γ · pi)(1G)〉
= 〈pi(g), pi(1G)〉
= 〈pi(g), 1〉 = pi(g).
Thus Γpi = Γpˆi and the Γ action on Gˆ is locally finite.
Let G = KN, where K is a compact Polish group and Γ = S<∞, the group of
finite permutations on N. Consider the Γ action on G by γ · (ki) = (kγ−1(i)). Let
pi be an irreducible unitary representation of K and define pin((ki)) = pi(kn). We
have γ · pii = piγ(i). Let Γn =
⋂
i≤n Γpii . (Γn) is strictly decreasing. Hence E
L2(G)
Γ is
non-smooth. If furthermore, K is abelian, then the Γ action on Gˆ is locally finite but
E
L2(G)
Γ is not smooth.
Example 3.2.26. (Simple compact groups) Consider a compact Polish group G
and let Γ act on G by automorphisms. It is easy to check that Γpi = {γ ∈ Γ :
γ · kerpi = kerpi}. If G is simple, then Γpi = {1} for all nontrivial irreducible unitary
representations pi. So local finiteness is equivalent to smoothness when G is simple.
Assume now G is the finite direct product of some simple groups, i.e., G = G1 ×
G2× · · · ×Gn, where every Gi is simple and compact. Similarly there are only finitly
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many possible Γpi. So in this case, we also have that local finiteness is equivalent to
smoothness.
Example 3.2.27. Let Γ ≤ G act on a compact Polish group G by conjugations.
Then Γpˆi = Γ for every pˆi ∈ Gˆ. It is easy to check that EL
2(G)
Γ is smooth iff Γ is finite
by either Theorem 3.2.5 or Theorem 3.2.22.
Example 3.2.28. (Weakly mixing, smooth, but not mildly mixing) Let Γ =
SLn(Z), G = Tn and the usual Γ action on G by matrix multiplication. The Γ action
on G is weakly mixing but not mildly mixing.
The dual Gˆ is Zn, where (k1, . . . , kn) ∈ Zn is identified with the character
λ(z1, . . . zn) =
n∏
i=1
zkii .
The Γ action on Gˆ is defined by
γ · (k1, . . . , kn) = (γ−1)t

k1
...
kn
 ,
where γ ∈ Γ = SLn(Z) is a matrix. Since G is abelian, Γpˆi = Γpi for every irreducible
unitary representation pi and in particular, the Γ action on Gˆ is locally finite. Let
{⋂i≤m Γpii} = {⋂i≤m Γpˆii} be a strictly decreasing sequence, where pˆii = (ki1, . . . kin) ∈
Gˆ = Zn. View pˆii = (ki1, . . . kin) as real vectors and let Rm = 〈pˆii〉i≤m be the linear
span of {pˆii}i≤m in Rn. If {Γpi} is an infinite sequence, then there is an m such that
Rm = Rm+1.
51
But
γ ∈
⋂
i≤m
Γpii ⇐⇒ ∀i ≤ m(γ · pˆii = pii)
⇐⇒ ∀v ∈ Rm((γ−1)tvt = vt)
⇐⇒ ∀v ∈ Rm+1((γ−1)tvt = vt)
⇐⇒ ∀i ≤ m+ 1(γ · pˆii = pii)
⇐⇒ γ ∈
⋂
i≤m+1
Γpii ,
contradicting that {⋂i≤m Γpˆii} is strictly decreasing. So every strictly decreasing
sequence {⋂i≤m Γpii} is finite, hence EL2(G)Γ is smooth.
Note that for an action by automorphisms on a compact group, mixing is equiv-
alent to mildly mixing and weakly mixing is equivalent to ergodic (see [Kechris 1]).
3.3. Compressibility
Compressibility is another important descriptive property of equivalence relations.
A countable Borel equivalence relation E is compressible if there is a Borel injection
φ : X → X such that xEφ(x) for every x ∈ X and X\φ(X) is a complete section.
In this paper, we only use this terminology as an alias of nonexistence of invariant
Borel probability measure. The equivalence of these two conditions is due to Nadkarni
(see [Nadkarni]). Like smoothness, compressibility is also a notion of noncomplexity.
While saying a Borel equivalence relation E is not smooth is the same as saying that
E0 vB E, for a nonsmooth E, being noncompressible is equivalent to E0 viB E. It
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turns out that once again the compressibility of E
L2(X)
Γ and E
MALGµ
Γ coincides and is
strictly stronger than the compressibility of E
Aut(X,µ)
Γ .
3.3.1. Compressibility of E
L2(X,µ)
Γ and E
MALGµ
Γ . Let X, Y be Borel Γ-spaces
and recall that the diagonal Γ action on X × Y is defined by γ · (x, y) = (γ · x, γ · y).
Also assume that µ, ν are Γ-invariant Borel probability measures on X, Y respectively.
The Borel probability measure µ×ν defined on X×Y is also Γ- invariant . Similarly,
let (Xi)i∈N be a sequence of Γ-spaces. The diagonal Γ action on
∏
i∈NXi is defined
by γ · (xi) = (γ · xi). Denote by E
Q
iXi
Γ the orbit equivalence relation of diagonal Γ
action on
∏
Xi.
Let X be a Borel Γ-space with invariant (nonatomic) Borel probability µ. Then
being mildly mixing is equivalent to saying that for any Borel Γ-space Y with ergodic
non-Γ-atomic invariant Borel measure ν, the diagonal Γ action on (X × Y, µ × ν) is
ergodic. And being weakly mixing is equivalent to saying that for any Borel Γ-space
Y with ergodic non-Γ-atomic invariant Borel probability measure ν, the diagonal Γ
action on (X × Y, µ× ν) is ergodic.(see [SW, Glasner])
In particular if the Γ action on X is mildly mixing, then no Borel Γ-space Y with
non-Γ-atomic invariant ergodic Borel measure can be embedded in L2(X), which
means EL
2(X) is smooth (see Proposition 3.2.10 (iii)).
Similarly, there is also a connection between the compressibility of E
L2(X)
Γ and
weakly mixing action on X. To be precise, notice first that E
L2(X)
Γ is never com-
pressible because every constant function in L2(X) is fixed by Γ. So it only make
sense to describe the compressibility of the nonconstant part of L2(X). Denote by
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L2nc(X) = L
2(X)\{C · 1} the Γ-invariant subspace of L2(X) of nonconstant elements.
We have:
Theorem 3.3.1. Let X be a Borel Γ-space with Γ-invariant Borel probability
measure µ. Then
(i) Γ action on X is weakly mixing if and only if E
L2nc(X)
Γ is compressible;
(ii) E
L2nc(X)
Γ is compressible if and only if E
MALGµ\{X,∅}
Γ is compressible;
(iii) E
Aut(X,µ)
Γ is compressible if and only if pi(Γ) is not compact.
Proof. (i) If E
L2nc(X)
Γ is not compressible, then it has a Γ-invariant ergodic Borel
probability measure ν. Let p : L2(X) → L20(X) be the projection. Since pν is a
Γ-invariant ergodic probability measure on L0(X), supp pν = p(supp ν) is a compact
Γ-invariant subset (see Proposition 3.3.2). So the Γ action on X is not weakly mixing.
Conversely, assume now Γ action on X in not weakly mixing. Then we can find
a Borel Γ-space Y with ergodic invariant Borel probability measure ν so that EX×YΓ
is not ergodic. Let F ∈ L2(X × Y, µ× ν) be a nonconstant Γ-invariant function. Let
fy(x) = F (x, y). Notice that fy is not a constant function for ν-a.e. y, otherwise by
the ergodicity of Γ action on Y , F is a constant function. So we have a ν-measurable
Γ-homomorphism from Y into L2nc(X) defined by y 7→ fy. Clearly, the image measure
f∗ν is a Γ invariant Borel probability measure of L2nc(X).
(ii) Since E
MALGµ\{X,∅}
Γ viB EL
2
nc(X)
Γ , the compressibility of E
L2nc(X)
Γ implies the
compressibility of E
MALGµ\{X,∅}
Γ . On the other hand, if E
L2nc(X)
Γ is not compressible,
then we can find an f ∈ L2nc(X) such that Γ · f is compact. Let A = f−1(B) for
some Borel set B ⊆ C such that 0 < µ(A) < 1. By Lemma 3.2.6, Γ · A is compact.
Since Iso(Γ · A) is compact, in particular amenable, there is a Iso(Γ · A) invariant
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Borel probability measure ν on Γ · A. Clearly ν is Γ-invariant. So EMALGµ\{X,∅}Γ is
not compressible.
(iii) The existence of Γ-invariant Borel probability measure is equivalent to the
existence of the Haar probability measure on pi(Γ), so this statement is obviously
true. 
3.3.2. Compressibility And Isometric Factors. Like the connection of rigid
factors to the smoothness of E
L2(X)
Γ and E
Aut(X,µ)
Γ , the notion of isometric factors has
connections to the compressibility of E
L2nc(X)
Γ and E
Aut(X,µ)
Γ .
Let us first study the spectral characterization of isometric Γ-spaces. A Borel
Γ-space X is said to be isometrizable if there is an Γ-invariant metric d on X that
induces a separable topology and the same Borel structure. If moreover there is an
Γ-invariant Borel probability measure µ, then we say (X,µ) is isometrizable if there
is a conull invariant subset of X that is isometrizable.
Assume now (X,µ) is isometrizable with witness metric d. Let X ′ = suppµ.
Clearly X ′ is invariant conull and ∀x ∈ X ′, r > 0, the open ball Bx,r is non-null. X ′
might not be complete (with respect to the metric d), but taking the completion X ′,
d can be (uniquely) continuously extended to d on X ′. We can also extend µ to µ on
X ′ by letting µ(A) = µ(A ∩X ′) for every Borel A ⊆ X ′, so that Γ acts on (X ′, d) by
isometries with invariant Borel probability measure µ. Clearly (X,µ) ∼= (X ′, µ), so
if the Γ-space X is isometrizable, we can assume Γ acts on a Polish space (X, d) by
isometries. We have the following easy connection between ergodicity and topological
properties.
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Proposition 3.3.2. Let Γ act on Polish space (X, d) by isometries with an in-
variant Borel probability measure µ.
i) If µ is ergodic, then X is compact;
ii) µ is ergodic iff there exists a dense orbit (iff every orbit is dense).
We can tell whether a Borel Γ space X with invariant probability measure is
isometrizable from its unitary representation on L2(X).
A Γ action on X is said to have discrete spectrum if piX is the direct sum of
finite dimensional irreducible unitary representations. Or in other words, L2(X) is
the direct sum of finite dimensional Γ-invariant subspaces.
Suppose now Γ acts by isometries on a compact Polish space X. Since Iso(X) is
compact, by the Peter-Weyl theorem, the Γ action on X has discrete spectrum. On
the other hand, assume µ is ergodic and X has discrete spectrum; Mackey has shown
that the Γ action on (X,µ) is isomorphic to the left translation of some homogeneous
space, in particular, isometrizable (see [Mackey, Furman, FK]).
In general, we have:
Theorem 3.3.3. Let Γ be a countable group and X a Borel Γ space with invariant
probability measure µ. Then Γ action on X has discrete spectrum if and only if (X,µ)
is isometrizable.
Proof. (⇐) We can assume Γ acts Polish space (X, d) by isometries and X =
suppµ. We can also assume the Γ action is faithful, otherwise we can replace Γ by
Γ/ kerpiX because their invariant subspaces are exactly the same. Notice that by
Proposition 3.3.2 and Theorem 3.2.17, for µ a.e. x ∈ X, Γ · x is compact. Since every
nonempty open ball is non-null, we can pick a countable dense subset {xi} ⊆ X such
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that Γ · xi is compact for every i. Let (γk) ⊆ Γ be an arbitrary sequence. We can
find a converging subsequence (γ′k) ⊆ (γk). Since x′i ∈ Γ · xi is compact for every xi,
we can pick γ′k and x
′
k inductively so that
∀i ≤ k(d(x′i, γ′k · xi) < 2−k).
Let T : X → X defined by T (x) = limn→∞ x′in , where (xin) is an arbitrary subse-
quence of (xi) that converge to x. It is straightforward to check that T is well defined,
µ, d are Γ-invariant, and γ′k → T point wisely and in the weak topology of Aut(X,µ).
Therefore Γ is a compact group and X is a Polish Γ space. The conclusion of X
having discrete spectrum follows from the Peter-Weyl theorem.
(⇒) Let L2(X) =∏Vn, where Vn are finite dimensional Γ-invariant subspaces.
Let f =
∑
fn , where fn ∈ Vn, f ∈ L2(X) and injective. Suppose γ′i · f → g
for some g ∈ L2(X). Since Γ · f is compact, there is a subsequence {γi} such that
γ−1i · f → g′ for some g′ ∈ L2(X). So γ−1i (A) → g−1(f(A)), γ−1i (A) → g′−1(f(A))
for every Borel subset A ⊆ X. Therefore γi → γ ∈ Γ ≤ Aut(X,µ) (in the weak
topology) and Γ · f = Γ · f . Since Aut(X,µ)f = {1}, we have Γ is compact (in the
weak topology). Let ν be the Haar measure on Γ. So we have a Γ acting on L2(Γ)
defined by (γ · φ)(h) = φ(γ−1h).
Consider F : Γ×X :→ C, which is defined by F (x, γ) = Fx(γ) = γ · f(x). By the
Fubini-Tonelli theorem, Fx ∈ L2(Γ) µ-a.e. Since
∀λ ∈ Γ∀γ ∈ Γ∀∗µx ∈ X(λ · f(γ · x) = (γ−1λ) · f(x)),
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we have
∀∗µx ∈ X∀γ ∈ Γ∀∗νλ ∈ Γ(Fγ·x(λ) = λ · f(γ · x) = (γ−1λ) · f(x) = γ · Fx(λ)),
i.e., ∀∗µx ∈ X∀γ ∈ Γ(Fγ·x = γ ·Fx). Since f is injective and every γ ∈ Γ ⊆ Aut(X,µ),
has a pointwise realization, we have
∀γ ∈ Γ∀x∀y((γ · f)(x) = (γ · f)(y)⇒ x = y).
So ∀x∀y(Fx = Fy ⇒ x = y). Therefore x 7→ Fx is a µ-a.e. µ-measurable Γ-space
embedding of X into L2(Γ). So there is a µ-conull Γ-invariant Borel set Y ⊆ X such
that EXΓ |Y viB EL
2(Γ)
Γ . d(x, y) = ‖Fx, Fy‖2 is a Γ-invariant metric defined on Y . 
Corollary 3.3.4. Let X be a Borel Γ-space with invariant Borel probability mea-
sure µ. Then X is isometrizable if and only if piX(Γ) is compact in the weak topology.
Proof. If X is isometrizable, then piX(Γ) is compact follows from the fist part of
the proof of Theorem 3.3.3.
Suppose piX(Γ) is compact. Since every Γ-invariant closed subspace of L2(X) is
also piX(Γ)-invariant, X has discrete spectrum by the Peter-Weyl theorem. 
Corollary 3.3.5. (Mackey) Let Γ be a countable group and X a faithful Borel
Γ space with invariant probability measure µ. If the Γ action on X has discrete
spectrum, then Γ can be embedded onto a dense subgroup of a compact group G such
that Γ-space (X,µ) is isomorphic to (G/K, pi(ν)), where K is a closed subgroup, ν is
the normalized Haar measure on G, and pi : G→ G/K is the natural projection.
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Proof. We can assume Γ acts faithfully on Polish space (X, d) by isometries and
X = suppµ.
Let G = Γ ≤ Aut(X,µ) with Haar measure ν. Fix an arbitrary x0 in X and let
K = Gx0 . Since G is compact and Γ is dense in G, G · x0 = Γ · x0 = X. It is easy to
check that the map α : gK 7→ g · x0 is a Γ-space isomorphism of G/K to X.
It remains to show that µ = (α ◦ pi)(ν), where pi : G → G/K is the natural
projection. Let ν0 be the normalized Haar measure on K. Consider A ⊆ gK, define
φ(A) = ν0(g
−1A). Since
ν0((gh)
−1A) = ν0(h−1(g−1A)) = ν0(g−1A),
the definition is independent of the choice of g and is welldefined. Define a finite
measure ν ′ on G by
v′ =
∫
x∈X
φydµ(x),
where φx(A) = φ(A ∩ α−1(x)) = ν0((h−1A) ∩ K) for some h ∈ α−1(x). We have
φx(gA) = ν0((h
−1gA) ∩K) = φ(A ∩ (g−1hK)) = φg−1·x(A) for some h ∈ α−1(x).
Note that µ is Γ-invariant, so it is Γ = G-invariant. Therefore for arbitrary g ∈ G,
v′(gA) =
∫
x∈X
φx(gA)dµ(x)
=
∫
x∈X
φg−1·x(A)dµ(x)
=
∫
x∈X
φx(A)dµ(gx)
= ν ′(A).
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By the uniqueness of the Haar measure, ν ′ = ν. Finally, for any Borel set X, we
have
(α ◦ pi)(ν)(A) = ν ′(pi−1(α−1(A)))
= ν ′(α−1(A)K)
=
∫
x∈X
φx(α
−1(A)K)dµ(x)
=
∫
x∈A
ν0(K)dµ(x)
= µ(A).

Example 3.3.6. No weak mixing action (with invariant Borel probability) is
isometrizable.
Let (X,µ), (Y, ν) be Γ-spaces. If there is a Γ-map α : X → Y , which is onto and
ν = fµ, we say that X is an (Γ-)extension of Y and Y is a (Γ-)factor of X. There
is a canonical embedding of L2(Y, ν) into L2(X,µ), namely f 7→ f ◦ α. So it is easy
to check that the Borel Γ-space (X,µ) has no rigid factors (in the sense of Definition
3.2.8) if and only if it has no nontrivial rigid Γ-factors. Call a factor (Y, ν) of (X,µ)
an isometric factor if it isometrizable. We have E
Aut(X,µ)
Γ is compressible iff (X,µ) is
not isometrizable by Theorem 3.3.1 (iii) and Corollary 3.3.4. We also have E
L2nc(X)
Γ is
compressible iff (X,µ) has no nontrivial isometric factors. Because if α is a surjective
Γ-map α : X → Y and d is a Γ-invariant metric on Y , then y 7→ d(y, α(·)) is an
Γ-space embedding of Y into L2(X). So L2(X) is not compressible. Conversely, if
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F ∈ L2(X × Y, µ × ν) is nonconstant Γ-invariant, X is embedded into a nontrivial
subset of L2(Y, ν) by the map x 7→ F (x, ·).
3.4. Some Embedding and Containment Results
3.4.1. Translation and Conjugation. Let X = G be a compact Polish group
with Haar measure µ and Γ ⊂ G a countable subgroup. There are two natural ways
for Γ to act on G: left translation
(γ, g) 7→ γg,
and conjugation
(γ, g) 7→ gγ = γgγ−1.
To distinguish these actions, let EGl , E
G
c be the induced equivalence relation by the
Γ left translation and conjugation, respectively and let γ · f(g) = f(γ−1g), fγ(g) =
f(gγ
−1
) = f(γ−1gγ) for f ∈ L2(G). And denote by EL2(G)l , EL
2(G)
c the induced
equivalence relation on L2(G) respectively.
Fix an f ∈ L2(G) that is injective everywhere, so that Aut(G, µ)f is trivial.
Define fg(h) = f(g
−1h). Since
γ · f(h) = fg(γ−1h) = f(g−1γ−1h) = fγg(h)
and Aut(G, µ)f is trivial, g 7→ fg is a continuous invariant embedding of EGl into
E
L2(G)
l . Hence E
G
l vic EL
2(G)
l .
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Define τg(h) = f(g
h−1) = f(h−1gh). We have
γ · τg(h) = τg(γ−1h) = f(h−1γgγ−1h) = f(h−1gγh) = τgγ (h)
and since f is injective everywhere, τg1 = τg2 ⇐⇒ g1 = g2. So g 7→ τg is a continuous
invariant embedding of EGc into E
L2(G)
l . Hence we have E
G
c vic EL
2(G)
l .
Define λg(h) = f(g
−1hg). We have
λγg(h) = λg(h
γ−1) = λg(γ
−1hγ) = f(g−1γ−1hγg) = λγg(x).
λg1 = λg2 ⇐⇒ ∀∗µh ∈ G(g−11 hg−11 = g−12 hg−12 ) ⇐⇒ g2g−11 ∈ Z(G), where Z(G) is
the center of G.
If Z(G) ⊆ Γ, then g 7→ λg is a continuous Borel reduction of EGl into EL
2(G)
c , so
EGl ≤B EL
2(G)
c . It is an embedding if Z(G) = {1}.
Suppose a Borel Γ space X with invariant Borel probability is properly isometriz-
able (see next section) with witness d. Define fx(y) = d(x, y). It is easy to check that
fx1 = fx2 ⇐⇒ x1 = x2 and γ · fx = fγ·x. Thus EXΓ vic EL
2(X)
Γ . Since conjugations
are isometries, EGc vic EL
2(G)
c for a compact Polish group G.
We can also show that E
L2(G)
c vic EL
2(G)
l . Let Φ : L
2(G) → L2(G) be the map
defined by
Φ(f)(g) =
∫
h∈G
f(ghg−1)dµ(h),
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where f is any element in L2(G) (we no longer need f to be a fixed injective function).
Since
Φ(fγ)(g) =
∫
h∈G
f(γ−1ghg−1γ)dµ(h) = Φ(f)(γ−1g) = γ · Φ(f)(g),
Φ is a Γ-map. And
Φ(f1) = Φ(f2) ⇐⇒ ∀∗µg(
∫
h∈G
f1(ghg
−1)dµ(h) =
∫
h∈G
f2(ghg
−1)dµ(h))
⇐⇒ ∀∗µg(
∫
h∈G
(f1 − f2)(ghg−1)dµ(h) = 0
⇐⇒ f1 = f2.
Combining the above results, we have
Proposition 3.4.1. Let G be a compact Polish group and Γ be a subgroup of G.
We have EGc vic EL
2(G)
c vic EL
2(G)
l and E
G
l vic EL
2(G)
l . If Z(G) ≤ Γ, EGl ≤c EL
2(G)
c
and if Z(G) = {1}, EGl vic EL
2(G)
c .
Example 3.4.2. Let X = G be a simply connected compact semisimple Lie
group with a trivial center, Γ ⊂ Aut(G) a countable subgroup acting on G by au-
tomorphisms. Identify G and Inn(G) ≤ Aut(G), which is a Γ invariant finite in-
dex normal subgroup. We have EGΓ vic EAut(G)c . Therefore EGΓ vic EL
2(Aut(G))
l and
EGΓ vic EL
2(Aut(G))
c .
3.4.2. Embeddings related to hyperfiniteness.
Proposition 3.4.3. Let X be a Borel Γ-space with invariant Borel probability
measure µ. Then E
L2(X)
Γ
∼=B E(MALGµ)
N
Γ
∼=B EL2(X)N.
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Proof.
MALGµ vB L2(X),
so
(MALGµ)
N vB L2B(X)N.
To see that
L2(X) vB (MALGµ)N,
let
α : L2(X)→ (MALGµ)N
be the map defined by
α(f) = (f−1(An))n∈N,
where {An}n∈N is an enumeration of basic open subsets of C. Clearly α is an injective
Borel Γ-map. Since
L2(X) vB (MALGµ)N,
we also have
L2(X)N vB (MALGµ)N×N.
Therefore, we have
E
L2(X)
Γ viB E(MALGµ)
N
Γ viB EL
2(X)N viB E(MALGµ)
N×N
Γ .
Notice that
E
(MALGµ)N
Γ
∼= E(MALGµ)N×NΓ .
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So
E
L2(X)
Γ
∼=B E(MALGµ)
N
Γ
∼=B EL2(X)N .

Let X be a Borel Γ-space with invariant Borel probability measure µ. Consider
the following property:
(*) For every sequence of Borel subsets (Ai), there is an N ∈ N such that⋂
i≤N ΓAi =
⋂
i∈N ΓAi .
Property (*) holds for mixing and mild mixing action. In fact, it is easy to check
that the smoothness ofE
L2(X)
Γ implies property (*). If Γ acts freely onMALGµ\{∅, X},
i.e. , γ is µ-ergodic for all γ ∈ Γ, then it satisfies (*). If there exists an r < 1 such
that
γ · A = A⇒ µ(A) > r
for every A ∈MALGµ and γ ∈ Γ\{1}, then (*) holds. More generally, if
sup
γ∈Γ\{1}
|{A ∈MALGµ : γ · A = A}| <∞,
then (*) holds.
Corollary 3.4.4. Let X be a Borel Γ-space with invariant Borel probability mea-
sure µ. If the above (*)-property holds, then E
L2(X)
Γ is hyperfinite ⇐⇒ EMALGµΓ is
hyperfinite.
Proof. Let
PN = {(An) ∈ (MALGµ)N :
⋂
i<N
ΓAi 6=
⋂
i≤N
ΓAi =
⋂
i∈N
ΓAi}
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so that each PN is Γ-invariant Borel and {PN} is a partition of (MALGµ)N. We only
need to show that EPNΓ = E
(MALGµ)N
Γ |PN is hyperfinite for each N . Fix an arbitrary
N . Notice that
E
(MALGµ)N
Γ ⊆ (EMALGµ)N
is hyperfinite. So
E
(MALGµ)N
Γ = E<T>
for some Borel automorphism T : (MALGµ)
N → (MALGµ)N . Define
S : (MALGµ)
N → (MALGµ)N
by
S((An)n∈N) = (γ · An)n∈N
for some γ ∈ Γ such that (γ · An)n≤N = T ((An)n≤N). Notice that if
(γ1 · An)n≤N = (γ2 · An)n≤N ,
then
γ1 ∈ γ2(
⋂
i≤N
ΓAi) = γ2(
⋂
i∈N
ΓAi).
So clearly S is well-defined. Since
E
(MALGµ)N
Γ = E<T>,
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for every γ1 ∈ Γ, we can find an n ∈ N so that
(γ1 · An)n≤N = T n((An)n≤N).
It it easy to check that
Sn((An)n∈N)|N = T n((An)n≤N),
so
Sn((An)n∈N) = (γ2 · An)n∈N
for some γ2 ∈ γ1(
⋂
i≤N ΓAi). Using the condition
(
⋂
i≤N
ΓAi) = (
⋂
i∈N
ΓAi)
again, we have
Sn((An)n∈N) = (γ1 · An)n∈N
and
E<S> = E
PN
Γ .
Therefore, EPNΓ is hyperfinite. 
Let X be a Γ-space and µ a quasi-invariant measure. EXΓ is amenable iff E
X
Γ
is hyperfinite on an invariant µ-conull subset (see [Zimmer] or [Kaimanovich]).
Recall that 1Γ ≺ λΓ iff Γ is amenable (see [BHV]). If an ergodic Γ-space (X,µ) is
amenable (see [Zimmer] for definition), then piX ≺ λΓ (see [Kuhn]). The converse
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is in general not true (see [AD]). Let
λX = λXΓ =
∫ ⊕
X
λΓ/Γxdµ(x).
We have in analogy to the amenability of EXΓ :
Theorem 3.4.5. Let X be a Borel Γ-space with quasi-invariant Borel probability
measure µ. If E = EXΓ is amenable, then pi
X ≺ λX .
Proof. We can find a sequence λn : E → R of non-negative Borel functions such
that
(i) λnx ∈ `1([x]E), where λnx(y) = λn(x, y), for xEy;
(ii) ‖λnx‖1 = 1; and
(iii) There is a µ-conull Borel E-invariant set A ⊆ X , such that ∥∥λnx − λny∥∥ → 0
for all x, y ∈ A (see [KM] or [Kaimanovich]).
Let φn =
√
λn. We have φnx ∈ `2([x]E), ‖φnx‖ = 1 and
∥∥φnx − φny∥∥2 ≤ ∥∥λnx − λny∥∥1 → 0.
Fix an arbitrary f ∈ L2(X,µ). Let fn : E → C , (x, y) 7→ φn(x, y)f(x) and
γ · (x, y) = (γ · x, y) for xEy. Note that f(x)φnx ∈ `2([x]E) for every x ∈ X. For any
γ ∈ Γ,
|〈γ · fn, fn〉 − 〈γ · f, f〉| =
∣∣∣∣∣
∫
(
〈
φnγ−1·x, φ
n
x
〉− 1)√d(γµ)
dµ
(x)f(γ−1 · x)f(x)dµ(x)
∣∣∣∣∣
≤
∣∣∣∣∣∣∣
∫ ∥∥∥φnγ−1·x − φnx∥∥∥2
2
√
d(γµ)
dµ
(x)f(γ−1 · x)f(x)dµ(x)
∣∣∣∣∣∣∣ .
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Since 4 ≥
∥∥∥φnγ−1·x − φnx∥∥∥2 → 0 a.e. and
(
d(γµ)
dµ
(x))
1
2f(γ−1 · x)f(x) ∈ L1(X,µ),
|〈γ · fn, fn〉 − 〈γ · f, f〉| → 0 for every γ ∈ Γ. So for any finite subset F ∈ Γ and
ε > 0, we can find an n such that
|〈γ · fn, fn〉 − 〈γ · f, f〉| < ε
for all γ ∈ F . Since [y]E ∼=B Γ/Γy, it is easy to check that
fn ∈
∫ ⊕
y∈X
`2([y]E)dµ(y) =
∫ ⊕
y∈X
`2(Γ/Γx)dµ(y)
and the Γ action on E is Borel isomorphic to the left translation of Γ on
∫ ⊕
y∈X
Γ/Γxdµ(y).
Therefore every positive definite function realized in piX is the pointwise limit of a
sequence of positive definite functions realized in λX . In particular, we have piX ≺
λX . 
Call a Γ-space X coamenable if Γx is amenable for every x ∈ X. A Γ-space X is
said to be coamenable µ-a.e. if an invariant µ-conull subset of X is coamenable.
Corollary 3.4.6. Let X be a Borel Γ-space with quasi-invariant Borel probability
measure µ. If X is coamenable µ-a.e. and EXΓ is amenable, then pi
X ≺ λΓ.
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Proof. Assume that EXΓ is amenable and X is coamenable µ-a.e. Since Γx is
amenable µ-a.e., we have λΓ/Γx ≺ λΓ µ-a.e. Notice that the condition pi1 ≺ pi2 for
unitary representations pi1, pi2 is equivalent to ‖pi1(a)‖ ≤ ‖pi2(a)‖ for all a ∈ `1(Γ),
where pi(a) =
∑
aγpi(γ) for every unitary representation pi (see Section F.4 of [BHV]).
So we have
∥∥λΓ/Γx(a)∥∥ ≤ ‖λΓ(a)‖ for every µ-a.e. x ∈ X and a ∈ `1(Γ). It is easy to
see that
〈
λX(a) · f, f〉 = ∑
γ∈Γ
aγ
∫
X
〈
λΓ/Γx · fx, fx
〉
dµ(x)
=
∫
X
∑
γ∈Γ
aγ
〈
λΓ/Γx · fx, fx
〉
dµ(x)
=
∫
X
〈
λX(a) · fx, fx
〉
dµ(x)
≤
∫
X
‖λΓ‖2 ‖fx‖2 dµ(x)
= ‖λΓ‖2 ‖f‖2
for every f ∈ ∫ ⊕
x∈X `
2(Γ/Γx)dµ(x) and a ∈ `1(Γ). So
∥∥λΓ/Γx(a)∥∥ ≤ ‖λΓ(a)‖ for every
a ∈ `1(Γ) and hence by Theorem 3.4.5,
piX ≺ λX ≺ λΓ.

Corollary 3.4.7. Let X be a Borel Γ-space with invariant Borel probability mea-
sure µ.
If ∃∗µx(Γx is amenable) and EΓX is amenable, then Γ is amenable.
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Proof. Since amenability is preserved under subsets, we may assume that EXΓ is
amenable and X is coamenable µ-a.e. (otherwise, replace X by an non-null invariant
Borel subset X ′ ⊆ X, which is coamenable µ|X ′-a.e.)
By Corollary 3.4.6,
1 ≤ piX ≺ λX ≺ λΓ.
So Γ is amenable. 
Corollary 3.4.8. Let X be a Borel Γ-space and Γ a free nonabelian group. If X
is coamenable, then E = EX
′
Γ is hyperfinite and compressible, where X
′ is the nonfree
part of X.
In particular, if Γ is a free nonabelian group and X is coamenable, then the Γ
action is free µ-a.e. for every Γ-invariant Borel probability measure µ on X.
Proof. By replacing X with X ′, we may assume Γx is amenable and nontrivial
for every x ∈ X. Thus by the Nielsen-Schreier theorem, Γx is cyclic for every x. Fix
a well-ordering on Γ. Let
ρ(γ) = min
α∈Γ
{αγα−1}
and put γ1 <ρ γ2 if
ρ(γ1) ≤ ρ(γ2) ∨ (ρ(γ1) = ρ(γ2)⇒ γ1 < γ2).
<ρ is also a well-ordering on Γ. Consider the assignment x 7→ ax ∈ Γ, where ax is the
smallest generator of Γx respect to <ρ, i.e.,
〈ax〉 = Γx ∧ ax ≤ρ a−1x .
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This assignment is clearly Borel and ax = ay if Γx = Γy. Furthermore, if y ∈ [x]E,
then ayE
Γ
c ax (recall that γ1E
Γ
c γ2 iff γ1 = γγ2γ
−1 for some γ ∈ Γ ). This is because
γaxγ
−1 is a generator of Γy, for some γ ∈ Γ such that γ · x = y. If γaxγ−1 6= ay, then
axE
Γ
c a
−1
y . Notice that ρ is a selector of E
Γ
c . We have
ρ(a−1y ) = ρ(ax) ≤ ρ(a−1x ) = ρ(ay) ≤ ρ(a−1y ).
and hence ayE
Γ
c ax.
Let
Y = {y ∈ X : ay = ρ(ay)}.
Since
ρ(ρ(ax)
−1) = ρ(a−1x ) ≤ ρ(ax)
and ρ(ax) is a generator of Γγ·x for some γ ∈ Γ, ρ(ax) = ay for some y ∈ [x]E. So Y
is a complete section.
Also if xEy, then xEΓc y. Therefore if x, y ∈ Y and xEy, then ay = ρ(ax) = ax. By
a basic fact from combinatorial group theory, two elements of a free group commute if
and only if they are powers of a common element, that is, γ1γ2 = γ2γ1 iff γ1, γ2 ∈ 〈γ〉
for some γ ∈ Γ. Fix an arbitrary x ∈ Y . It is easy to check that we can uniquely
write ax as ax = αβ
nα−1, where n ∈ N, α is reduced, β is cyclically reduced (i.e., ββ
is a reduced word) and β is not a nontrivial power of other elements, i.e.,
∀γ ∈ Γ∀m > 0(γm 6= β).
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Put bx = αβα
−1. We have
x(E|Y )y ⇐⇒ ∃n ∈ Z(x = bnx · y).
Let Yγ = {x ∈ Y : bx = γ}. We have E|Yγ = EYγ〈γ〉. So
E|Y = ⊕γ∈ΓE|Yγ
is hyperfinite. Since Y is a complete section of E, E is hyperfinite. By Corollary
3.4.7, there is no Γ-invariant Borel probability measure on X. 
The following is an analog to a property of amenable groups (Corollary G.3.8,
[BHV]) and amenable actions (Lemma 4.5.1, [AD]), which is related to Theorem
3.4.5.
Proposition 3.4.9. Let X be a Borel Γ-space with quasi-invariant Borel proba-
bility measure µ. Suppose H ≤ Γ and 1Γ ≺ λΓ/H . Then EXH is amenable iff EXΓ is
amenable.
Proof. EXH ⊆ EXΓ . So the amenability of EXΓ implies the amenability of EXH .
So assume EXH is amenable from now on. Let m be a Γ-invariant mean on λΓ/H
and {px} a set of H-invariant local means on EXH (see [Kaimanovich]) such that
x 7→ px(F ) is measurable for any F ∈ L∞(X,µ).
Define gf,x and qx by
gf,x(γiH) = pγ−1i ·x(f |[γ−1i ·x]EX
H
)
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and qx(f) = m(gf,x), where {γi} is a representative of Γ/H for all f ∈ `∞([x]EXΓ ). It
is straightforward to check that gf,x ∈ `∞(Γ/H), qx ∈ (`∞)∗[x]EXΓ and x 7→ qx(F ) is
measurable for any F ∈ L∞(X,µ). Check
gf,γ·x(γiH) = p(γ−1γi)−1·x(f |[(γ−1γi)−1·x]EX
H
)
= ph−1γ−1j ·x(f |[γ−1j ·x]EX
H
)
= pγ−1j ·x(f |[γ−1j ·x]EX
H
)
= gf,x(γjH)
= gf,x(γ
−1γiH)
= γ · gf,x(γiH),
where γ−1γi = γjh for some h ∈ H and
qγ·x(f) = m(gf,γ·x) = m(γ · gf,x) = m(gf,x) = qx(f).
So qx. is Γ-invariant. E
X
Γ is amenable. 
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