When we test theories, it is common to focus on what one might call predictiveness: how well do the theory's predictions match what we see in data? Evidence that a theory is predictive, however, provides li le guidance towards whether there may exist alternative theories that are more predictive, and how much more predictive they might be. ese questions point toward a second issue, distinct from predictiveness, which we call completeness: how close is the performance of a given theory to the best performance that is achievable in the domain?
When we test theories, it is common to focus on what one might call predictiveness: how well do the theory's predictions match what we see in data? Evidence that a theory is predictive, however, provides li le guidance towards whether there may exist alternative theories that are more predictive, and how much more predictive they might be. ese questions point toward a second issue, distinct from predictiveness, which we call completeness: how close is the performance of a given theory to the best performance that is achievable in the domain?
Completeness is an important construct because it lets us ask how much room there is for improving the predictive performance of existing theories in any given domain. We would expect the best possible prediction performance to di er considerably across domains-for example, an accuracy of 55% is a stunning success for predicting stock movements based on past returns, but extremely weak for predicting movements of a planet based on physical measurements. is contrast re ects that variation in stock movements conditioned on the features we know is large, while planetary motions are well predicted by known features. To understand how much we can improve on the predictive performance of existing theories, we need to separate prediction error due to intrinsic noise (emerging from limitations of the feature set) from prediction error that reveals opportunities for a be er model.
It is generally very di cult, however, to reason about the best predictive performance achievable in a domain. Here we identify a se ing that simultaneously (i) contains complex structure and a rich line of published theories but (ii) is also tractable enough for us to establish a benchmark of optimal predictive accuracy. We use this benchmark to evaluate known theories in the domain, illustrating that testing theory completeness can be feasible for problems of scienti c interest.
e domain we consider is human generation of random sequences, a problem with a long history in psychology and behavioral economics. Following a common approach [6] , we ask human subjects to generate strings of (pseudo-)random coin ips. We then introduce the following natural prediction tasks: (1) Continuation: can we predict the k th ip in a string generated by a human subject, based on the rst k − 1 ips? (2) Classi cation: given a set of n strings created by human participants, and n strings created by a Bernoulli process, can we identify which strings were human-generated?
A number of in uential behavioral theories provide methods for estimating the probabilities of strings generated by a human source, and hence lead to predictions for these problems [4, 5] . Strikingly, though, despite the richness of the underlying behavioral questions, the Continuation and Classi cation problems are tasks where the benchmark of optimal prediction can be feasibly computed. Optimal predictions for this problem can be made via table lookup: enumerate all 2 k strings s of 0's and 1's, and learn their empirical proportions. We use table lookup to construct a benchmark for the best a ainable level of prediction, and then compare its predictive accuracy with the accuracy achieved by principal behavioral models [4, 5] .
We nd that these behavioral models are predictive: they a ain a mean-squared error of 0.249, which improves (to a statistically signi cant extent) on the error of 0.250 that we would obtain by random guessing. ey are not, however, complete. Table lookup a ains an error of 0.243; relative to this benchmark, the existing models a ain 12% of the achievable gain over naive guessing.
Extending this basic result, we consider several further questions. First, do the limitations of existing theories relative to table lookup arise because (a) the existing theories miss crucial features of the problem, or because (b) they use the "right" features, but do not combine them e ectively? We de ne interpretable features based on existing theories, and apply standard algorithms to combine them for prediction. ese algorithms come close to the performance of table lookup, suggesting that the limitations of existing theories may be a consequence of (b) more than (a).
We also show that table lookup is robust to variations in the task: the table lookup predictor generalizes to "nearby" se ings such as strings of di erent lengths, and over di erent alphabets.
Finally, we ask whether our methodology can also be used to evaluate theory completeness in real-life se ings where human perception of randomness is believed to play a role. We focus on two such se ings: sequential decisions by baseball umpires calling balls and strikes [2] , where we ask how well an umpire's current call can be predicted from the past k − 1 calls; and sequential choices by players in a rock-paper-scissors tournament [1] , where we seek to predict a player's current choice from their past k − 1. In both domains, table lookup achieves signi cant gains over naive guessing in predicting an individual's next decision. Moreover, a striking contrast emerges when we evaluate theory completeness: We show how use of table lookup as a benchmark reveals that the predictive model based on Rabin and Vayanos [5] di ers signi cantly in its e ectiveness relative to the optimum across these di erent domains.
Taken together, our results suggest that (1) there is signi cant structure in the problem of predicting human generation of randomness that existing models have yet to capture, and (2) our approach via the optimal predictive benchmark allows for evaluation of the completeness of theories in the given domain. As recently suggested also by [3] , such an approach can be applied more generally in se ings where this benchmark can be feasibly determined or approximated.
