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Resumen.
En este trabajo se abordan los sistemas superintegrables tanto en meca´nica
cla´sica como cua´ntica. Primero, y con cierta generalidad, se estudia una formulacio´n
geome´trica de la meca´nica. Estudiamos esta formulacio´n moderna de la meca´nica
con teor´ıa de variedades y ca´lculo tensorial. Debido a la complejidad/abstraccio´n
matema´tica inicial, intentamos dar una visio´n heur´ıstica de los resultados ma´s ba´si-
cos o importantes. Despue´s, se realiza una introduccio´n teo´rica a la superintegrabi-
lidad, seguida por ejemplos importantes (Kepler y Coulomb en E3 y S2) estudiados
haciendo uso de sus propiedades como sistemas superintegrables.
En la segunda parte del trabajo, realizamos un estudio de una nueva familia
de hamiltonianos en S2. Desarrollamos tanto un ana´lisis del caso cla´sico como del
cua´ntico. Utilizamos el formalismo de factorizaciones, operadores escalera (ladder)
y desplazamiento (shift). Este estudio, consta de dos partes. Por un lado, pro-
ponemos una serie de resultados nuevos (con su correspondiente demostracio´n) lo
ma´s generales posibles para que sean aplicables a otros sistemas f´ısicos. Por otro
lado, aplicamos esos resultados a nuestro sistema particular (hamiltoniano U(3)
generalizado) siguiendo las ideas de lo sistemas TTW y mostramos sus propiedades
asociadas a la superintegrabilidad.
iii
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Introduccio´n.
“I would rather have questions that can’t be answered than answers
that can’t be questioned.”
– Richard Feynman
Los sistemas cla´sicos hamiltonianos superintegrables, i.e., aquellos que tienen
ma´s de n integrales de movimiento funcionalmente independientes, siendo n los
grados de libertad, son de gran intere´s en F´ısica. Paralelamente, la versio´n cua´ntica
de los sistemas hamiltonianos superintegrables exige la existencia de ma´s de n
operadores de simetr´ıa que conmuten con el hamiltoniano y que sean operadores
algebraicamente independientes.
As´ı, por ejemplo, el problema de Kepler, el oscilador armo´nico son (maximal-
mente) superintegrables, tienen 2n-1 integrales de movimiento (con el hamilto-
niano). Estos sistemas f´ısicos gozan de ciertas propiedades tales como que las tra-
yectorias cla´sicas finitas son cerradas (perio´dicas) y que para los correspondientes
sistemas cua´nticos sus niveles de energ´ıa son degenerados, teniendo dicha dege-
neracio´n una explicacio´n grupo-teo´rica: su origen es la existencia de una simetr´ıa
descrita por un grupo. En realidad, los sistemas superintegrables exhiben la ma´xima
simetr´ıa posible. El descubrimiento de la serie de Balmer del a´tomo de hidro´geno
mucho antes de la aparicio´n de la Meca´nica Cua´ntica fue debido a la superinte-
grabilidad del problema de Coulomb cua´ntico o a´tomo de hidro´geno. La superin-
tegrabilidad tiene intere´s ma´s alla´ del punto de vista teo´rico as´ı, por ejemplo, la
transferencia (de Hohmann) entre o´rbitas que permite la navegacio´n en el espacio
y el posicionamiento de naves y sate´lites en las o´rbitas adecuadas esta´ ligada a la
superintegrabilidad del sistema de Kepler.
Los sistemas superintegrables han sido desde hace muchos an˜os un tema re-
currente de investigacio´n en F´ısica Teo´rica. En estos u´ltimos an˜os ha habido un
renacer del estudio de estos sistemas superintegrables, en particular de sistemas
en espacios (de configuracio´n) de curvatura constante. As´ı, por ejemplo, se ha es-
tudiado familias de sistemas integrales en espacios de tipo SO(p,q) tanto desde
el punto de vista cla´sico como cua´ntico ([11],[12],[13],[14]). Entre los sistemas que
aparecen en esta familia encontramos versiones del potencial Moser y del Po¨schl-
Teller tan importantes en F´ısica. Para un revisio´n actualizada del tema consultar
[4]. Ma´s recientemente, en 2009, aparecio´ una nueva familia (dependiente de un
para´metro k) de sistemas integrables, el sistema de Tremblay-Turbiner-Winternitz
(TTW), que ha incrementado el intere´s por tal tipo de sistemas entre la comunidad
cient´ıfica. Entre los principales motivos de este renovado intere´s cabe destacar el
v
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escaso nu´mero de sistemas superintegrables conocidos, y el que esta nueva fami-
lia de TTW-Hamiltonianos contuviera como casos particulares otros sistemas bien
conocidos.
En este trabajo pretendemos revisar estos tipos de sistemas superintegrables y
posteriormente comprobar si existen generalizaciones de los sistemas superintegra-
bles de ese tipo. Este trabajo se divide en cinco cap´ıtulos. En el primer cap´ıtulo
presentamos una versio´n moderna de la meca´nica cla´sica, es una introduccio´n a
esta desde el formalismo de teor´ıa de variedades y ca´lculo tensorial. Ah´ı funda-
mentaremos las bases para el siguiente cap´ıtulo, donde haremos una introduccio´n
teo´rica a los sistemas superintegrables, adema´s de presentar ejemplos para exhibir
las propiedades especiales de este tipo de sistemas.
Despue´s de estos cap´ıtulos introductorios, pasaremos al estudio de una familia
de hamiltonianos, que contiene a un caso conocido, para determinar si tiene propie-
dades superintegrables. Por otro lado, tambie´n nos centramos en aspectos teo´ricos,
utilizaremos este sistema para mostrar y probar resultados que nos permitir´ıan el
estudio de otros sistemas o familias de hamiltonianos. En el cap´ıtulo 3 introduci-
mos la familia y sentamos la base teo´rica para el posterior estudio. En el cap´ıtulo 4
analizamos el caso cua´ntico, buscamos operadores escalera y de desplazamiento que
nos permitan encontrar las simetr´ıas que buscamos. Procedemos de varias maneras.
En el cap´ıtulo 5 hacemos el ana´lisis cla´sico del sistema: adaptamos los resultados
cua´nticos al caso cla´sico, haciendo las modificaciones oportunas, desarrollamos los
conceptos teo´ricos necesarios y finalmente hacemos representaciones gra´ficas de las
trayectorias en la esfera S2.
Cap´ıtulo 1
Formulacio´n geome´trica de la
meca´nica.
1.1. Introduccio´n.
Antes de comenzar con el estudio de los sistemas superintegrables, vamos a ha-
cer un pequen˜a incursio´n en el estudio de la meca´nica cla´sica. Esto nos sera´ u´til,
ya que parte del estudio que vamos a realizar va a ser sobre sistemas superinte-
grables cla´sicos. Este cap´ıtulo no es solo una base para el resto del trabajo, sino
que aqu´ı exploramos la meca´nica desde un enfoque geome´trico y con cierta genera-
lidad, vamos a presentar la meca´nica utilizando geometr´ıa diferencial. La utilidad
de esta formulacio´n es que es independiente de las coordenadas, el marco teo´rico
es mucho menos “r´ıgido” y el formalismo es el adecuado para deducir resultados
teo´ricos ma´s avanzados. La principal desventaja es que al inicio es ma´s abstracto y
las matema´ticas no son sencillas.
El trabajo esta´ pensado (obviamente, una lectura completa continua tambie´n es
posible) para realizarse en dos lecturas (las marcas rojas, ****, determinan cuando
empieza la segunda lectura y las verdes, ***, cuando reanudar la primera lectura).
Esta lectura evita estos conceptos matema´ticos y se centra en la parte heur´ıstica
e interpretacio´n de los resultados, y no tanto en la deduccio´n formal. Por motivos
de espacio, es imposible desarrollar aqu´ı teor´ıa de variedades y espacios de Banach,
que es lo que usaremos para la formulacio´n geome´trica de la meca´nica, por tan-
to, recomendamos al lector que no este´ familiarizado que consulte la bibliograf´ıa
para los resultados que desconozca cuando realice la segunda lectura, en concreto,
puede consultarse [1]. A pesar de esto, s´ı que definiremos o comentaremos ciertos
resultados que sean especialmente relevantes. Vamos a empezar por la parte ma´s
intuitiva, la formulacio´n lagrangiana.
1.2. Formulacio´n lagrangiana.
1.2.1. El espacio de configuracio´n, Q.
Una de las principales ventajas de la formulacio´n lagrangiana es su tratamiento
de las ligaduras dentro del modelo, a saber, las ligaduras se incluyen con el uso
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de coordenadas generalizadas y no se computan como fuerzas. Vamos a formalizar
un poco la idea de coordenadas generalizadas utilizando el concepto de variedades.
Dado que este concepto es esencial en esta formulacio´n vamos a presentarlo aqu´ı.
Primero vamos a dar una versio´n heur´ıstica de la definicio´n. El objetivo ba´sico es
generalizar el concepto de superficie a dimensiones mayores1 y no necesariamente
“sumergidas”2 en un espacio de dimensio´n mayor, aunque esto sea posible.
La idea es la siguiente3, supongamos que queremos tener una informacio´n deta-
llada de la superficie terrestre (nuestra variedad aqu´ı, que es una superficie). Ser´ıa
poco pra´ctico obtener la informacio´n directamente de la tierra (de la variedad).
Por ello, podr´ıamos obtener la informacio´n a trave´s de mapas (cartas) que nos
llevan una zona de la tierra (U) hasta un mapa (ϕ(U)). ¿Que´ utilidad nos pro-
porciona esto? Podemos hacer mediciones de distancias, a´ngulos4... y trabajar con
ellos de manera mucho ma´s co´moda (en los espacios de Banach tenemos distancias,
ca´lculo diferencial... desarrollado). Pero notemos que para cartografiar la superficie
terrestre necesitamos varios planos (por ejemplo, para S1 necesitamos al menos dos
cartas), pero estos planos deben ser en cierto modo compatibles. Si tenemos un
mapa de Espan˜a que muestra las islas Baleares y otro de Italia que tambie´n las
muestra, debe haber cierta coherencia en esa zona comu´n a ambos mapas (Ui∩Uj),
de modo que pueda pasar de un punto de las Baleares del mapa de Italia a al
mismo del mapa de Espan˜a de manera biun´ıvoca y “suave” (la aplicacio´n entre
espacios de Banach, ϕij , restringida a la interseccio´n debe ser un difeomorfismo,
no solo biyectiva, sino diferenciable hasta cierto orden k. Esto corresponder´ıa a la
“suavidad” de la aplicacio´n de paso). El conjunto de todos esos mapas con los que
describimos la superficie terrestre lo denominamos atlas (esto es lo que podemos
ver en la Figura 1.1). Despue´s lo que har´ıamos ser´ıa tomar un conjunto de mapas,
lo que ser´ıa el atlas, que al unirlo con otros mapas forman otro atlas mayor. La
variedad diferenciable ser´ıa el conjunto de la superficie ma´s ese conjunto de atlas
que nos informan de su estructura, que llamamos atlas maximal.
****
Definicio´n 1.1 (Cartas y atlas). Sea S un conjunto. Una carta es una biyeccio´n
ϕ desde U ⊂ S a un abierto de un espacio de Banach, lo denotamos por (U,ϕ). Un
Ck atlas en S es una familia de cartas A = {(Ui, ϕi), i ∈ I} tal que
1. S =
⋃
i∈I Ui
2. Todo par de cartas sean compatibles. Si tenemos (Ui, ϕi), (Uj , ϕj) con Ui ∩
Uj 6= ∅, entonces, ϕji := ϕj ◦ ϕ−1i |ϕi(Ui∩Uj) debe tener un dominio abierto y
ser un Ck difeomorfismo.
1Incluso infinitas, trabajamos con una definicio´n basada en espacios de Banach y no la ma´s res-
trictiva de conjuntos localmente homeomorfos a Rn con n ∈ N. Pero si se quiere, puede sustituirse
Banach por Rn ya que trabajaremos en dimensio´n finita.
2Lo que en ingle´s se llama embedding.
3Presentamos el concepto usando un s´ımil, en pare´ntesis sen˜alo los elementos ana´logos del s´ımil
correspondientes a la variedad diferenciable.
4Un espacio de Banach no necesariamente tiene definidos los conceptos de ortogonalidad, i.e.,
a´ngulos. Para ello necesitar´ıamos un producto interno, para poder definir cos θ. Esto s´ı es inherente
a un espacio de Hilbert.
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Utilizando esto podemos definir el concepto de variedades diferenciables como
sigue:
Definicio´n 1.2 (Relacio´n de equivalencia de atlas.). Dos Ck atlas, A1, A2 diremos
que son equivalentes, A1 ∼ A2, si A1 ∪ A2 es un Ck atlas. Es fa´cil ver que esto
define una relacio´n de equivalencia. Una estructura diferenciable D es una clase de
equivalencia de atlas de S. La unio´n de todos sus atlas, es un atlas, y lo llamamos
atlas maximal.
Definicio´n 1.3 (Variedad diferenciable). Llamaremos variedad diferenciable M a
todo par del tipo (S, D). Llamaremos carta admisible a toda carta que pertenezca
al atlas maximal. Con este concepto podemos definir la topolog´ıa de la variedad.
***
Figura 1.1: Cartas de una variedad.
Vayamos ahora al concepto de espacio de configuracio´n. Supongamos que tene-
mos un sistema cuyo movimiento esta´ restringido a una variedad, Q, esa variedad
sera´ nuestro espacio de configuracio´n. Por ejemplo, supongamos que tenemos una
part´ıcula movie´ndose en una circunferencia de radio unidad, entonces5, Q = S1. Las
coordenadas generalizadas ser´ıan las coordenadas asociadas a esas cartas incluidas
en el atlas de esa variedad diferenciable.
1.2.2. El fibrado tangente TQ.
Sabemos que los lagrangianos son funciones del tipo (ver Nota 1, ma´s adelante,
para la notacio´n que usamos),
L(q, q˙, t)
5Recordemos que S1 es la circunferencia unidad, i.e., S1 = {~x ∈ R2/||~x|| = 1}
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Es decir, depende de las “velocidades”. Pero, ¿do´nde esta´n estas velocidades? Si
pensamos en el caso de una part´ıcula movie´ndose en un espacio tridimensional (es
decir, Q = R3) la respuesta es sencilla: en el mismo espacio Q = R3. Es decir,
(q, q˙) ∈ Q × Q. Pero este no es el resultado general6. Pensemos en el ejemplo del
apartado anterior, una part´ıcula restringida a S1, en este caso, tenemos que las
velocidades no esta´n en Q = S1 (de hecho ahora S1 no es un subespacio vectorial,
p.e., el elemento neutro no esta´ contenido). Ahora las posibles velocidades en un
punto P de la circunferencia van a estar en la recta tangente a S1 que pasa por el
punto P (ya que el la part´ıcula debe mantenerse en la circunferencia). En general,
las posibles velocidades van a estar en el espacio tangente en ese punto. En el caso de
la circunferencia a ese espacio lo denotaremos por TPS
1 (el sub´ındice hace referencia
al punto de la variedad y T a que es el espacio tangente), ve´ase la Figura 1.2a, y de
manera general, TqQ sera´ el espacio tangente a ese punto q de la variedad y q˙ ∈ TqQ.
“Juntando” todos estos espacios tangentes, tendr´ıamos el fibrado7 vectorial TQ, al
que llamaremos fibrado tangente. En el caso comentado, este fibrado ser´ıa la unio´n
de la circunferencia con las rectas tangentes en cada punto.
****
(a) Espacio tangente en S1. (b) Fibrado tangente S1.
Figura 1.2: Fibrado vectorial de S1.
Hay distintas formas de introducir el fibrado tangente. Aqu´ı, por similitud con el
sistema f´ısico que pretendemos modelizar, seguiremos el concepto de curva y su
vector tangente.
Definicio´n 1.4 (Curvas tangentes.). Sea M una variedad. Una curva en m ∈ M
es una aplicacio´n C1,
c : I ⊂ R→M
6Se puede probar que el espacio tangente de un punto del espacio vectorial es isomorfo a ese
espacio vectorial.
7El nombre viene de que a cada punto le asociamos un espacio vectorial, que es una “fibra”.
Esto puede verse claro en S1. A cada punto le asociamos una recta (espacio vectorial de dimensio´n
1). Si “ponemos” esas fibras verticales, ve´ase la Figura 1.2b, tal que formen un cilindro, tendremos
una base, la circunferencia, y de cada punto de esta base salen unas “fibras”, las rectas asociadas
a TPS
1. Para una definicio´n y estudio de estos objetos puede verse [1], cap´ıtulo 3 y 4.
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con c(0) = m. Dos curvas, c1, c2 en m, sera´n tangentes ssi
8 en una carta admisible
(U ,ϕ), m ∈ U (ϕ ◦ c1)′(0) = (ϕ ◦ c2)′(0)
En el caso de que nuestra variedad sea un espacio de Banach (p.e., sea Rn)
se reduce al caso conocido, la carta es la identidad y forma un atlas. Necesita-
mos los atlas para pasar al representante local y, por tanto, tener el concepto de
diferenciabilidad bien definido.
Se puede probar que como las cartas son compatibles, la tangencia no depende
de la carta escogida (luego esta´ bien definido). Por otro lado, nos permite definir una
relacio´n de equivalencia (dos curvas son equivalente en un punto m de la variedad
ssi son tangentes en ese punto) y, por tanto, clases de equivalencia que denotaremos
por [c]m.
Definicio´n 1.5 (Fibrado tangente). Sea M una variedad y m ∈ M , el espacio
tangente es:
TmM := {[c]m|c(t) una curva en m}
Esto tiene estructura de espacio vectorial9. Llamaremos fibrado tangente, TM , a la
unio´n disjunta
TM :=
⋃
m∈M TmM
Se puede probar que este variedad en un fibrado vectorial, siendo la base la variedad
inicial, M , y las fibras los espacios tangentes.
Si tenemos un aplicacio´n f : M → N (siendo M,N dos variedades), que es C1,
definimos la tangente de f, Tf : TM → TN como:
Tf([c]m) := [f ◦ c]f(m)
Puede probarse que la aplicacio´n esta´ bien definida, i.e., que existe una u´nica imagen
por cada argumento.
***
Como ya comentamos, nuestro lagrangiano sera´ una funcio´n del tipo, L(q, q˙, t). En
vista a lo anterior, podemos entenderlo de mejor manera si lo expresamos como:
L : TQ× R→ R
La parte R del dominio hace referencia a la dependencia temporal del lagrangiano.
Por ejemplo, continuando con nuestro ejemplo de S1, nuestra coordenada generali-
zada ser´ıa10 θ (es decir, la que nos indica en que´ punto de la circunferencia estar´ıa
la part´ıcula) y nuestra velocidad θ˙ (que nos indicar´ıa con que´ velocidad se mover´ıa
la part´ıcula, i.e., cua´l es la velocidad dentro de la recta tangente a ese punto. Nos
8Utilizamos, “ssi” como abreviatura de “si y solo si”. En ingle´s es usual usar el “iff”.
9En el caso de ser M un espacio de Banach es evidente y lo relacionamos con la derivada (se
probar´ıa que existe una u´nica curva lineal y ese te´rmino lineal esta´ relacionado con la derivada.)
10Necesitar´ıamos al menos dos cartas para S1. No necesariamente tienen que ser proyecciones
estereogra´ficas o de coordenadas, podemos formar el atlas con dos cartas usando a´ngulos, aunque
tendr´ıamos que irnos a dominios del tipo (−, 2pi + )
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da la coordenada del vector velocidad y solo necesitamos una coordenada porque
sabemos que la velocidad va a estar en la fibra, que aqu´ı sera´ de dimensio´n uno, una
recta). En ese caso tendr´ıamos, L(θ, θ˙) (no hay dependencia expl´ıcita del tiempo).
Ahora nos enfrentaremos al problema de la dina´mica, esto es, debemos respon-
der a las preguntas, ¿cua´les son las trayectorias de las part´ıculas? Hay distintas
formas de resolver este problema. Las ecuaciones pueden deducirse a partir de las
ecuaciones de Newton11, pero aqu´ı utilizaremos un me´todo ma´s gene´rico12 que son
los principios variacionales. La idea es relativamente sencilla, si fijamos dos puntos
del espacio (q1, q2) y buscamos la curva real, i.e., la que f´ısicamente recorren las
part´ıculas, esta debe cumplir algunas condiciones para que la podamos obtener.
Postulamos que esta trayectoria cumple que es la de mı´nima accio´n13, i.e., si q(t)
es la curva, esta sera´ la que cumpla que minimice la accio´n S,
S [q] :=
∫ t2
t1
L(q(t), q˙(t), t)dt
con q(t1) = q1 y q(t2) = q2. Para resolver este problema de extremos, dado que tra-
bajamos con espacios de dimensio´n infinita (espacios de funciones) debemos usar
las herramientas del ca´lculo diferencial en espacios de Banach. No lo describiremos
en este cap´ıtulo, pero debido a su importancia dentro de la F´ısica (en cualquier
modelo de part´ıculas o campos que se formule en te´rminos lagrangianos), pueden
verse ciertos resultados en el Anexo A. Aqu´ı simplemente mostraremos ciertas pro-
posiciones y definiciones importantes para nuestro propo´sito.
****
Vamos a formalizar un poco esta idea siguiendo los desarrollos de los pa´rrafos an-
teriores. Empezaremos con el concepto de espacio de trayectorias o de caminos
(emplearemos aqu´ı c para referirnos a las distintas curvas).
Definicio´n 1.6 (Espacio de trayectorias). Sea Q una variedad y sea L : TQ → R
un lagrangiano regular. Dados dos puntos q1 y q2 y un intervalo de la recta real
[a, b] definimos el espacio de trayectorias de q1 a q2 como,
Ω(q1, q2, [a, b]) := {c : [a, b]→ Q/c es una curva: C2, c(a) = q1, c(b) = q2}
Tambie´n definimos la siguiente aplicacio´n (concretamente, es un funcional) que
llamaremos accio´n,
S [c] =
∫ b
a
L(c(t), c˙(t))dt
siendo c˙(t) el vector tangente asociado a una de las clases de la Definicio´n 1.5.
Veamos ahora un resultado interesante para lo que sigue sobre el espacio tan-
gente de Ω.
11Ve´ase el cap´ıtulo 2 de [2] y ver el cap´ıtulo 3 de la misma referencia para su ana´lisis.
12Es el modelo que se usa en otras partes de la f´ısica, como en teor´ıas de campos, en las que
no conocemos “las fuerzas”, pero s´ı tenemos ciertas ideas de simetr´ıas que presenta el sistema.
De ah´ı, construimos el lagrangiano y usando el principio variacional (o lo que es equivalente, las
ecuaciones de Euler-Lagrange) obtenemos las ecuaciones.
13En realidad solo impondremos que cumpla la condicio´n necesaria de extremo relativo.
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Proposicio´n 1.1. El espacio tangente a Ω(q1, q2, [a, b]) en una curva c de ese
espacio es,
TcΩ(q1, q2, [a, b]) = {v : [a, b]→ TQ/v es C2, τQ ◦ v = c y v(a) = 0, v(b) = 0}
siendo τQ la proyeccio´n del fibrado.
La idea ba´sica de por que´ esto es as´ı es la siguiente. Supongamos que tenemos
una familia de curvas del tipo cλ, i.e., cλ(t) siendo t es para´metro de evolucio´n de
la curva y λ el para´metro de la familia. Un vector tangente ser´ıa del tipo,
v =
dcλ
dλ
∣∣∣∣
λ=0
Pero si ahora evaluamos en un punto asociado al para´metro t tendr´ıamos y defi-
niendo una nueva familia de curvas cλ(t) =: ct(λ) ,
v(t) =
dct(λ)
dλ
∣∣∣∣
λ=0
Por tanto, estar´ıa en el espacio tangente de ct(λ = 0), a esa curva la llamaremos c.
En los extremos es cero, ya que al derivar sobre el extremo, como es fijo (constante),
sale nulo.
Veamos ahora el resultado importante, la deduccio´n de las ecuaciones de Euler-
Lagrange. La idea de la demostracio´n puede verse en el Anexo A.
Teorema 1.2 (Principio Variacional de Hamilton). Sea L : TQ → R un lagran-
giano regular. Una curva del espacio de trayectorias es un punto cr´ıtico de la accio´n
(i.e., cumple la condicio´n necesaria de extremo), si y solo s´ı, se satisfacen las ecua-
ciones de Euler-Lagrange, i.e.,
d
dt
(
∂L
∂q˙α
)
− ∂L
∂qα
= 0
siendo qi las coordenadas locales.
La condicio´n necesaria de extremo es equivalente a dS(c) = 0 siendo d la deri-
vada, ver el Anexo A. Esto es lo que usualmente se escribe como:
δ
∫ b
a
L(c(t), c˙(t))dt = 0
Para ligarlo con lo que se ve en el Anexo A, tengamos en cuenta que si ponemos
v =
dcλ
dλ
∣∣∣∣
λ=0
(trabajando en representantes locales14), entonces, usando la regla de
la cadena (en espacios de Banach),
dS(c) · v = dS(c) · dcλ
dλ
∣∣∣∣
λ=0
=
dS(cλ)
dλ
∣∣∣∣
λ=0
14Recordemos que en muchas ocasiones las definiciones necesitan cartas para poder llevarse a
cabo y, por tanto, necesitamos trabajar en representantes locales. Esto quiere decir que tenemos
que pasar de la variedad, a los espacios de Banach (donde la diferenciabilidad s´ı esta´ desarrollada)
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***
Hemos visto que las ecuaciones de Euler-Lagrange (EL) son,
d
dt
(
∂L
∂q˙α
)
− ∂L
∂qα
= 0
O lo que es lo mismo,
∂2L
∂q˙β∂q˙α
q¨β +
∂2L
∂qβ∂q˙α
q˙β +
∂2L
∂t∂q˙α
− ∂L
∂qα
= 0
ya que L = L(q, q˙, t).
Nota 1 (Convenio de sumacio´n). En lo que sigue, utilizaremos el convenio usual
de sumacio´n de Einstein en ı´ndices repetidos donde los extremos de sumacio´n se
deducira´n del contexto, en caso contrario, se indicara´. Emplearemos el convenio en
ı´ndices griegos, en ı´ndices latinos minu´scula la sumacio´n, de haberla, se sen˜alara´ de
manera expl´ıcita. Siguiendo este convenio,
n∑
β=1
∂2L
∂q˙β∂q˙α
q¨β → ∂
2L
∂q˙β∂q˙α
q¨β
Tambie´n usaremos la siguiente notacio´n,
L(q, q˙, t) := L(q1, ..., qn, q˙1, ..., q˙n, t) ♦
Esto es un conjunto de n ecuaciones diferenciales de segundo orden en q (siendo
n el nu´mero de grados de libertad). Es decir, si trabajamos en Q, pero podemos
transformarlas en un conjunto de ecuaciones diferenciales de primer orden si tra-
bajamos en TQ. En efecto, podemos reescribir las ecuaciones como sigue:
dqα
dt
= q˙α
dq˙α
dt
= fα(q, q˙, t) (1.2)
siendo
fα(q, q˙, t) = −
(
∂2L
∂qβ∂q˙α
q˙β +
∂2L
∂t∂q˙α
− ∂L
∂qα
)(
∂2L
∂q˙β∂q˙α
)−1
donde suponemos que el u´ltimo factor no es nulo. Es decir, al pasar del espacio
de configuracio´n, Q, al fibrado tangente, TQ, conseguimos reducir el orden de las
ecuaciones (aumentando el nu´mero de estas). Notemos que el primer conjunto de
ecuaciones de (1.2) en el espacio TQ deben interpretarse de la siguiente manera.
y luego volver a la variedad imagen. La idea la podemos ver en el siguiente diagrama conmutativo:
M
f−−−−−→ Nyϕ yϕ′
U ⊂ E floc−−−−−→ V ⊂ F
(1.1)
siendo E,F los espacios de Banach modelo y y ϕ,ϕ′ las cartas de las variedades M y N , respecti-
vamente. Tendr´ıamos que floc = ϕ
′ ◦ f ◦ ϕ−1
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Supongamos que tenemos una curva del espacio de trayectorias. Para tener la so-
lucio´n completa dentro de TQ necesitamos conocer tambie´n las coordenadas de
los vectores de la fibra, ya que TQ no era solo Q, sino que tambie´n an˜ad´ıamos el
espacio tangente en cada punto. Por tanto, la ecuacio´n nos dice que los vectores
en cada fibra deben ser iguales al vector tangente a la curva en ese punto. Por los
teoremas de existencia y unicidad de ecuaciones diferenciales lineales y dadas unas
condiciones iniciales de nuestras 2n variables, podr´ıamos obtener una solucio´n, al
menos, localmente.15
****
1.2.3. Ecuaciones EL desde la formulacio´n intr´ınseca.
Vamos ahora a dar un enfoque geome´trico a la formulacio´n de la meca´nica desde
el punto de vista lagrangiano. Aqu´ı nos centraremos simplemente en las ecuaciones
de Euler-Lagrange. Una vez hayamos introducido la formulacio´n de Hamilton, vere-
mos ma´s resultados y una reinterpretacio´n de estos, como, conservacio´n de energ´ıa,
el teorema de Noether... En el desarrollo utilizamos ana´lisis tensorial, luego se re-
comienda al lector que consulte la bibliograf´ıa si tiene alguna duda.16
Ecuaciones de Euler-Lagrange.
La idea es presentar las ecuaciones utilizando la uno-forma de Lagrange. Para
ello, vamos antes a definir el campo ∆.
Definicio´n 1.7 (Campo vectorial ∆). Sea TQ un fibrado tangente y sean qα, q˙α
las coordenadas (locales) de esta variedad. Entonces, definimos el campo vectorial
∆ como:
∆ := q˙α
∂
∂qα
+ q¨α
∂
∂q˙α
Donde utilizamos las derivadas como base de los campos vectoriales (y los repre-
sentaremos (si son C∞) por X(M) siendo M la base del fibrado) en la manera
usual.
La utilidad de este campo es la siguiente, supongamos que tenemos una funcio´n
del tipo F : TQ→ R (el conjunto de estas funciones las representaremos por F(M),
suponiendo que son suficientemente suaves). Supongamos ahora que calculamos la
derivada de Lie de esta funcio´n con el campo ∆,
L∆F = q˙
α ∂F
∂qα
+ q¨α
∂F
∂q˙α
=
dF
dt
i.e., la derivada temporal. Veamos ahora el concepto al que alud´ıamos al inicio de
este ep´ıgrafe.
15Para un desarrollo de teor´ıa de flujos y teoremas de existencia y unicidad de estos, dentro de
espacios de Banach, puede verse el cap´ıtulo 4 de [1].
16Pueden verse los cap´ıtulos 6 y 7 de [1]. Adema´s, si se tienen dudas de notacio´n (no aclaradas
en el texto), seguiremos la que ah´ı se presenta.
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Definicio´n 1.8 (Uno-forma de Lagrange). Sea L ∈ F(TQ). La uno-forma de
Lagrange en coordenadas locales y en dimensio´n finite se escribe como:
θL :=
∂L
∂q˙α
dqα
siendo d la derivada exterior aplicada a una funcio´n (cero-forma).
Sabiendo esto, ya podemos ver las ecuaciones de Euler-Lagrange independientes
de las coordenadas17. Empecemos calculando la derivada de Lie de la uno-forma en
coordenadas,
L∆θL =
(
L∆
∂L
∂q˙α
)
dqα +
∂L
∂q˙α
d (L∆qα)
donde hemos utilizado que L es una derivacio´n (por definicio´n) y que conmuta con
la derivada exterior. Aplicando el comentario que hicimos despue´s de la Definicio´n
1.7, tendremos:
L∆θL =
d
dt
(
∂L
∂q˙α
)
dqα +
∂L
∂q˙α
dq˙α
Ahora bien, utilizando las ecuaciones de EL (los dos pares de ecuaciones) y la
aplicacio´n de la derivada exterior a L ∈ F(TQ) tendremos la expresio´n buscada:
L∆θL = dL (1.3)
Esta formulacio´n nos ser´ıa u´til si quisie´ramos hacer ciertas demostraciones teo´ricas,
ya que no depende de la carta y trabajamos de manera ma´s abstracta, pero cuando
tengamos un sistema particular, sera´ ma´s pra´ctico usar las ecuaciones en coorde-
nadas. Esto nos sera´ u´til en el Teorema de Noether que veremos posteriormente.
***
1.3. Formulacio´n hamiltoniana.
Una de las ventajas de describir la meca´nica usando el fibrado tangente, TQ, y
no solo el espacio de configuracio´n, Q, es que tenemos ecuaciones de primer orden,
lo que implica que dado un punto de TQ existe (al menos localmente) una u´nica
solucio´n. Pero podemos usar otros fibrados para tener ecuaciones diferenciales de
primer orden. Buscamos unas ecuaciones del tipo de (1.2), i.e., que sean
dξI
dt
= f I(ξ) (1.4)
y eventualmente tambie´n podr´ıan depender del tiempo (f I(ξ, t)) donde I ∈ {1, ..., 2n}
y, adema´s, ξI = qI cuando I ∈ {1, ..., n}. Sabemos que otra forma de obtener
ecuaciones del tipo (1.4) es usar el formalismo hamiltoniano. En este marco, las
ecuaciones del movimiento son18
∂H
∂qj
= −p˙j , ∂H
∂pj
= q˙j , (1.5)
17Aunque la deduccio´n se haga localmente, los objetos a los que llegamos al final se definen con
independencia de las cartas.
18Para una deduccio´n de estas puede verse [2], cap´ıtulos 5 y 6.
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Tambie´n tenemos que
∂H
∂t
= −∂L
∂t
y los momentos son pα :=
∂L
∂q˙α
. Busquemos
ahora las f, ξ de la ecuacio´n (1.4). Es claro que nuestras variables sera´n19
ξI = qI I ∈ {1, ..., n} ξI = pI I ∈ {n+ 1, ..., 2n}
Veamos ahora como quedan las ecuaciones del movimiento (1.5). Por motivos de
simplicidad utilizaremos el grupo simple´tico real20. En estos te´rminos, usaremos la
matriz simple´tica que se define como:
J :=
(
0 In
−In 0
)
siendo n el nu´mero de coordenadas generalizadas. Es fa´cil comprobar que las ecua-
ciones en este caso quedar´ıan como:
dξI
dt
= JIJ
∂H
∂ξJ
O lo que es lo mismo21
ξ˙ = J · ∇H
****
Pasemos ahora a ver en que´ espacio estamos trabajando. Sabemos que de la Defi-
nicio´n 1.8, en coordenadas locales y dimensio´n finita,
θ = pαdq
α (1.6)
Pero esto corresponde a las coordenadas de una uno-forma de Q, lo que representa-
remos por Ω1(Q). Por la definicio´n de las n-formas, sabemos que Ω1(Q) = X∗(Q),
siendo esto u´ltimo los campos vectoriales de T ∗Q, el espacio cotangente, que es
el fibrado que se definir´ıa igual que en la Definicio´n 1.5 pero las fibras ser´ıan
T ∗qQ := (TqQ)∗, indicando el asterisco el espacio dual22. A este espacio lo lla-
maremos espacio de fases. Empecemos a trabajar en este espacio. Como siempre,
lo primero son ciertas definiciones:
1.3.1. Formas simple´ticas y cano´nicas.
Definicio´n 1.9 (Forma simple´tica). Una forma simple´tica de una variedad P ,
modelada en un espacio de Banach E, sera´ una dos-forma (i.e., ω ∈ Ω2(P )) que
es : i) cerrada, dω = 0, ii) para cada z ∈ P tenemos que ωz : TzP × TzP → R es
de´bilmente no degenerada23.
19Utilizaremos ı´ndices latinos en mayu´scula cuando los ı´ndices vayan de 1 a 2n (porque aqu´ı s´ı hay
sumacio´n).
20Las isometr´ıas de esta matriz (es decir, de la forma bilineal cuya matriz asociada en la base
es esa) definir´ıan el grupo simple´tico real, como veremos en adelante, tiene gran conexio´n con la
formulacio´n hamiltoniana de la meca´nica.
21Aqu´ı usar´ıamos la me´trica eucl´ıdea para construir el gradiente. No necesariamente tiene por
que´ ser as´ı.
22Recordemos que el espacio tangente tiene estructura de espacio vectorial, luego su dual
esta´ bien definido.
23En el Anexo A definimos este concepto.
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Utilizando el teorema de Darboux y ciertos resultados de A´lgebra Lineal, pode-
mos probar el siguiente resultado24
Proposicio´n 1.3. Sea P de dimensio´n finita y ω una forma simple´tica, entonces:
i) dim P=2n,
ii) localmente existen coordenadas x1, ..., xn, y1, ..., yn tal que ω = dxµ ∧ dyµ.
Siendo ∧ el producto exterior. A estas coordenadas las llamaremos coordenadas
cano´nicas.
Sigamos ahora con la idea que comentamos al inicio de la uno-forma de La-
grange (ver Definicio´n 1.8). Vamos a generalizarlo (puede ser un poco abstracta la
definicio´n, puede verse directamente la expresio´n en coordenadas si se quiere) y a
tratarlo dentro de T ∗Q.
Definicio´n 1.10 (Formas cano´nicas). Sea Q una variedad modelada en un espa-
cio de Banach E. Sea T ∗Q el fibrado cotangente y pi su proyector. La uno-forma
cano´nica de T ∗Q sera´:
θ(αq)wαq := αq · Tpi(wαq)
con αq ∈ T ∗qQ, ω ∈ Tαq(T ∗Q). La dos-forma cano´nica sera´ ω := −dθ.
Localmente, esto tendra´ la forma de:
θ(x, α) · (e, β) = α(e)
siendo ϕ(q) = x ∈ U ⊂ E, T ∗q ϕ(αq) = α ∈ E∗, TαqT ∗ϕ(wαq) = (e, β) ∈ E × E∗ las
coordenadas siendo(U,ϕ) la carta. En el caso de dimensio´n finita, se reduce a la
expresio´n (1.6) donde q ser´ıan las coordenadas de x y p ser´ıan las de α. En el caso
de ω tendremos que:
ω(x, α)((e1, β1), (e2, β2)) = β2(e1)− β1(e2)
Pero en el caso finito podemos ver que tendremos la t´ıpica estructura de forma
simple´tica. En efecto, usando que d es una antiderivacio´n y que pµ es una cero-
forma,
dθ = d(pµdq
µ) = dpµ ∧ dqµ + pµ ∧ ddqµ −→ ω = −dθ = dqµ ∧ dpµ
ya que d2 = 0 y el producto exterior es antisime´trico. Tambie´n por d2 = 0 vemos
que la dos-forma es cerrada.
Sabido esto, vayamos ahora al estudio de las ecuaciones de Hamilton en este for-
malismo.
24Las demostraciones de esta seccio´n pueden verse en [3], cap´ıtulo 3. No entraremos aqu´ı en ellas
por falta de espacio.
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1.3.2. Campos hamiltonianos.
Definicio´n 1.11 (Campos hamiltonianos). Sea (P, ω) una variedad simple´tica, i.e.,
una variedad con una forma simple´tica asociada. Un campo vectorial X : P → TP
se dira´ hamiltoniano si ∃ una funcio´n C1 que es H : P → R, que llamaremos
hamiltoniano, tal que:
iXω = dH
siendo i el producto interior.
Veamos ahora co´mo deducimos de aqu´ı las ecuaciones de Hamilton. Esto lo
hacemos en la siguiente proposicio´n. Denotaremos por XH a los campos asociados
a un determinado hamiltoniano, que es lo que solemos conocer. En nuestro caso
tendremos que P = TQ
Proposicio´n 1.4 (Ecuaciones de Hamilton). Sea ω en coordenadas cano´nicas, i.e.,
ω = dqµ ∧ dpµ. En estas coordenadas,
XH =
(
∂H
∂pj
,−∂H
∂qj
)
= JdH
La u´ltima igualdad se debe a la definicio´n de J. Es decir, que una curva integral de
este campo del tipo (qµ(t), pµ(t)) lo sera´, ssi, cumple las ecuaciones de (1.5).
Demostracio´n. En efecto, introduciendo ω en la fo´rmula y suponiendo que nuestro
campo, desconocido, es XH = A
µ∂/∂qµ +Bµ∂/∂pµ
iXHω = iXH (dq
µ ∧ dpµ) = (iXHdqµ)dpµ − (iXHdpµ)dqµ = Aµdpµ −Bµdqµ
Hemos usado, que i es una antiderivacio´n y en la u´ltima igualdad las propiedades
de la base de Ω1 = X∗. Como los dqµ, dpµ son base de las uno-formas Ω1(T ∗Q = P ),
los coeficientes en la Definicio´n 1.11 deben ser iguales. Sabiendo que,
dH =
∂H
∂qµ
dqµ +
∂H
∂pµ
dpµ
tenemos la primera parte de la Proposicio´n. Por otro lado, las curvas integrales, c,
del campo cumplen que:
dc(t)
dt
= XH(c(t))
y lleva´ndolo a nuestras coordenadas, se sigue el resultado. 
Vayamos ahora con un concepto importante, que nos sera´ de gran ayuda en
nuestro ana´lisis posterior, los corchetes de Poisson.
1.3.3. Corchetes de Poisson, definicio´n simple´tica.
Vamos a presentar los corchetes de Poisson con ayuda de la forma simple´tica.
14 CAPI´TULO 1. FORMULACIO´N GEOME´TRICA DE LA MECA´NICA.
Definicio´n 1.12 (Corchetes de Poisson). Sean f, g : U → R, U abierto en P , el
corchete de Poisson se define como,
{f, g} := ω(Xf , Xg)
Donde, recordemos, Xf es tal que iXfω = df . Sabiendo esto, y que el producto
interior cumple que LXg = iXdg es fa´cil ver que,
{f, g} = LXgf
Vamos a ver ahora una proposicio´n que nos sera´ u´til por dos motivos: para
calcular los corchetes de Poisson en coordenadas, para relacionar los corchetes con
derivadas temporales.
Proposicio´n 1.5 (Propiedades de los corchetes de Poisson). Sea XH un campo
vectorial hamiltoniano en la variedad simple´tica (P, ω). Entonces,
i) Si la curva c(t) es una curva integral del campo XH , se tiene que:
d
dt
f(c(t)) = {f, g}(c(t))
ii) En coordenadas cano´nicas, tenemos25
{f, g} = ∂f
∂zµ
Jµν
∂g
∂zν
= (∇f)T · J · ∇g
Demostracio´n. (i) Por la regla de la cadena, df(c(t))/dt = df(c(t))c′(t). Usando
ahora la definicio´n de derivada de Lie para funciones,
{f, g}(c(t)) = (LXHf)(c(t)) = df(c(t))XH(c(t))
Como c(t) es una curva integral de XH , se sigue el resultado.
(ii) Misma idea,
{f, g} = LXgf = df ·Xg
Ahora bien, esto en coordenadas sera´, ∂f/∂ξIXIg . Utilizando ahora que X
I
g =
JIJ∂g/∂ξJ (misma prueba que en Proposicio´n 1.4, solo cambia la funcio´n) ob-
tenemos el resultado. 
Podr´ıa probarse que el corchete de Poisson junto con el R-espacio vectorial F(P )
forman un a´lgebra de Lie., i.e., {·, ·} es R-bilineal, {f, f} = 0 y cumple la identidad
25Aqu´ı definimos el gradiente suponiendo una me´trica eucl´ıadea, i.e., la definicio´n usual. Ya lo
usamos anteriormente.
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de Jacobi26. Las variacio´n temporal de las funciones de la variedad se escribe ahora
como,
f˙ = {f,H}
Notemos por u´ltimo que si H : P → TP , es decir, no depende expl´ıcitamente del
tiempo, este se conserva (ya que {H,H} = 0). La conservacio´n de la energ´ıa puede
verse tambie´n como,
H ◦ Ft = H ∀t ∈ [a, b] ⊂ R
siendo Ft el flujo asociado al campo XH , que ah´ı viene a actuar como un operador
evolucio´n.
***
Es decir, para nuestros ca´lculos usaremos que nuestros corchetes de Poisson sera´n:
{f, g} = ∂f
∂zµ
Jµν
∂g
∂zν
Despue´s, para funciones que no dependen expl´ıcitamente del tiempo tendremos:
f˙ = {f,H}
****
1.4. Conexio´n entre ambas formulaciones. Teorema de
Noether.
Sabemos que la formulacio´n lagrangiana se formula en TQ y la formulacio´n
hamiltoniana lo hace en T ∗Q. Queremos pasar de la u´ltima a la primera. Para ello
vamos a definir una aplicacio´n de TQ→ T ∗Q, esta sera´ la derivada de fibras. Con
ella podremos pasar de una formulacio´n a otra.
1.4.1. Derivada de fibras y campos lagrangianos.
Definicio´n 1.13 (Derivada de fibras.). Sea Q una variedad y L ∈ F(TQ). La
derivada de fibras se define como:
FL : TQ −→ T ∗Q
(q, wq) 7−→ (q,DLq(q, wq))
siendo DLq la derivada con las coordenadas de la fibra fijas, restringidos a la fibra
de q ∈ Q. Notemos que DLq(q, wq) es una aplicacio´n lineal de TqQ a R, por tanto,
en el dual del dominio.
26Adema´s, los corchetes satisfacen las siguientes propiedades, para f, g, h ∈ F(T ∗Q) y a, b cons-
tantes.
{f, g} = −{g, f}
{f, gh} = {f, g}h+ g{f, h},
{F (f), g} = F ′(f){f, g}
Estas se asocian con antisimetr´ıa, regla de Leibniz o derivacio´n y “regla de la cadena”. Las coor-
denadas cano´nicas satisfacen,
{pj , pk} = {qj , qk} = 0, {pj , qk} = δjk
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Nota 2. Aplicado a un vector,
FL(v) · w = d
dt
Lq(v + tw)
∣∣∣∣
t=0
Y en coordenadas,
FL : TQ −→ T ∗Q
(q, q˙) 7−→ (q, ∂L
∂q˙
)
y es lo que llamamos transformada de Legendre. ♦
Nuestra idea ahora es pasar de la dos-forma simple´tica a una dos-forma que
nos de los campos lagrangianos, al igual que la dos-forma simple´tica nos daba los
campos hamiltonianos, ver Definicio´n 1.11. Vemos que FL va del fibrado tangente
al cotangente. Nosotros queremos una dos-forma que este´ en el fibrado tangente.
Necesitamos “traer” la dos-forma simple´tica, que estaba en el cotangente, de vuelta
al tangente. Sabemos que herramienta debemos usar, el pull-back.
Definicio´n 1.14 (Dos forma de Lagrange). Sea ω la forma simple´tica de T ∗Q y
sea L ∈ F(TQ). Se define,
ωL := (FL)∗ω
y ωL ∈ Ω2(TQ) sera´ la dos-forma de Lagrange.
Se puede probar, que en coordenadas locales, esta dos-forma tendra´ la siguiente
expresio´n:
ωL =
∂2L
∂q˙µ∂qν
dqµ ∧ dqν + ∂
2L
∂q˙µ∂q˙ν
dqµ ∧ dq˙ν
siendo (q, q˙) las coordenadas locales esta´ndar de TQ. Como comenta´bamos antes,
queremos formular las ecuaciones de Lagrange siguiendo el formalismo de las de
Hamilton. Entonces, necesitamos un ana´logo al hamiltoniano. Esta sera´ la energ´ıa.
Pasemos a la definicio´n.
Definicio´n 1.15 (Energ´ıa). Sea Q una variedad y L ∈ F(TQ). La energ´ıa la
definimos por
E(x, v) := FL(x, v) · v − L(x, v)
siendo x ∈ Q, v ∈ TxQ. En dimensio´n finita y coordenadas, tendra´ la forma27
E(q, q˙) =
∂L
∂q˙µ
q˙µ − L(q, q˙)
Ya estamos en disposicio´n de presentar los campos lagrangianos. Recordemos
que lo haremos de manera similar a como lo hicimos en Definicio´n 1.11, pero ahora
hacemos los siguientes cambios, ω → ωL y de H → E. Veamos.
27Si pusieramos las velocidades en funcio´n de las coordenadas y momentos, tendr´ıamos lo que
en la literatura tambie´n se conoce por transformada de Legendre, pero esto no es lo que nosotros
hemos llamado transformada de Legendre.
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Definicio´n 1.16 (Campos Lagrangianos). Sea L ∈ F(TQ) el lagrangiano. Diremos
que Z es un campo lagrangiano si se cumple la siguiente condicio´n:
iZωL = dE
Equivalentemente, ωL(q, v)(Z(v), w) = dE(q, v) · w con ∀q ∈ Q, v ∈ TqQ, w ∈
T(q,v)TQ.
Veamos ahora que lo que hemos definido encaja con la que ya obtuvimos en la
seccio´n 1.2.3. Ya que el lagrangiano no depende del tiempo, la energ´ıa deber´ıa ser
constante. Por otro lado, las curvas de este campo vectorial (i.e., aquellas que cum-
plan dc/dt(t) = Z(c(t))) deben ser las mismas que las que obten´ıamos del principio
de Hamilton, ver Teorema 1.2. Esto lo comprobamos en la siguiente proposicio´n.
Proposicio´n 1.6 (Resultados de campos lagrangianos). Sea Z un campo lagran-
giano para L ∈ F(TQ) y sea (u(t), v(t)) ∈ U × E una curva integral del sistema,
en cartas. Entonces,
i) E(u(t),v(t)) es constante en t.
ii) Si Z es una ecuacio´n de segundo orden (i.e., en cartas, Z(u,e)=(u,e,e,Z2(u, e))
para una aplicacio´n del tipo Z2 : U × E → E). Entonces, la curva integral
satisface las ecuaciones de Euler-Lagrange, i.e.,
du
dt
(t) = v(t)
d
dt
(D2L(u(t), v(t))) · w = D1L(u(t), v(t)) · w
para todo w ∈ E. Siendo D1,D2 las parciales usuales28
Demostracio´n. Vamos a probar simplemente la primera parte, la derivada temporal
es:
d
dt
E(u(t), v(t)) = dE(u(t), v(t)) · (u′(t), v′(t)) = dE(u(t), v(t)) · Z(u(t), v(t)) =
= ωL(u(t), v(t))(Z(u(t), v(t)), Z(u(t), v(t))) = 0
Donde hemos usado: regla de la cadena, que es curva integral del campo Z, condicio´n
de campo lagrangiano, ω es antisime´trica por definicio´n (es una dos-forma). 
Por u´ltimo notemos que en el caso finito, las ecuaciones se reducen a las ecua-
ciones de EL “usuales”, i.e., a:
d
dt
q(t) = q˙(t)
d
dt
(
∂L
∂q˙α
)
− ∂L
∂qα
= 0
que son las que ya vimos, ver Teorema 1.2 o las ecuaciones de (1.2).
28Derivada en el sentido que desarrollamos en el Anexo A.
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1.4.2. Teorema de Noether.
Por u´ltimo, vamos a presentar el teorema de Noether. Sabemos que el Teore-
ma de Noether viene a decirnos que si tenemos un lagrangiano que presenta una
simetr´ıa, entonces, existe una magnitud que se conserva en el movimiento. La pre-
gunta es, ¿que´ significa que el lagrangiano tenga una simetr´ıa? ¿Que´ cantidad se
conserva? Esto es lo que vamos a responder en el siguiente teorema.
Teorema 1.7 (Teorema de Noether). Sea Z un campo vectorial Lagrangiano del
lagrangiano L ∈ F(TQ) y Z es una ecuacio´n diferencial de segundo orden. Sea Φt
un grupo uniparame´trico de difeomorfismos en Q generados por el campo vectorial
Y : Q → TQ (recordemos que vienen a ser como operadores evolucio´n). Supon-
gamos que ∀t, L ◦ TΦt = L. Entonces, la funcio´n P (Y ) : TQ → R, definida por
P (Y )(v) = FL(v) · Y es constante a lo largo de las curvas integrales de Z.
***
1.5. Meca´nica en variedades de Riemann.
1.5.1. Hamiltoniano y lagrangiano en variedades.
Hasta ahora no nos hemos preocupado de que´ lagrangianos o hamiltonianos
debemos de tomar para modelar el comportamiento de las part´ıculas en la meca´nica
cla´sica. En este seccio´n vamos a responder a esas preguntas. Estamos acostumbrados
a trabajar en espacios eucl´ıdeos, aquellos en los cuales la me´trica es la usual, a saber,
gij = δij . En estos casos, el lagrangiano de una part´ıcula libre es:
L = L(q˙) =
1
2
mq˙2
y las coordenadas son qi = xi ya que estamos en un espacio vectorial, las cartas
son la identidad. ¿Cua´l es nuestro hamiltoniano? Ser´ıa la energ´ıa, pero dado que la
part´ıcula es libre, no hay potencial, coincide con la energ´ıa cine´tica, que aqu´ı es el
lagrangiano. En este caso, sabemos que los momentos son29 pi = mv
i. Por tanto, si
expresamos la energ´ıa en funcio´n de estos nos queda:
H = H(p) =
p2
2m
Podr´ıamos preguntarnos ahora, ¿que´ tiene que ver la me´trica? La respuesta puede
intuirse si reexpresamos L y H como sigue,
L =
1
2
mδijv
ivj H =
1
2m
δijpipj
y recordemos que gij = δij en nuestro caso. Adema´s, usamos los ı´ndices arriba para
representar la inversa. Ahora s´ı hay sumacio´n en ı´ndices latinos y estos van de 1 a 3.
29Parace que el criterio de ı´ndices no “encaja”, r.h.s con los ı´ndices arriba y l.h.s abajo. Sin
embargo, es porque la me´trica esta´ camuflada. En efecto, si lo expresamos como
pi = mδijv
j
tenemos coordenadas del mismo tipo a ambos lados. Luego se entendera´ mejor este paso.
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Intuyendo la relacio´n con la me´trica, supongamos que trabajamos en coordenadas
que no son las cartesinas, localmente dadas por qα = qα(x) y tambie´n invertibles y
suaves. En ese caso, veamos como se transforma el lagrangiano30,
L =
1
2
mδij x˙
ix˙j =
1
2
mδij
∂xi
∂qα
∂xj
∂qβ
q˙αq˙β =
1
2
mgαβ q˙
αq˙β
donde hemos utilizado las primeras ecuaciones de (1.2). Obtenemos que ahora el
lagrangiano depende de la me´trica. Veamos como quedan los momentos con este
lagrangiano.
pi =
∂L
∂vi
=
∂L
∂q˙α
∂q˙α
∂vi
= p′α
∂qα
∂xi
Por tanto,
H =
1
2m
gαβp′αp
′
β
Ejemplo 1. Supongamos que nuestra part´ıcula se mueve en la esfera de radio uni-
dad, S2. En ese caso la ligadura es r = 1, luego las coordenadas generalizadas sera´n
las cartas de la esfera, supongamos que dadas por θ, φ. En esfe´ricas, la velocidad
es:
v = r˙rˆ + r θ˙ θˆ + r ϕ˙ sin θϕˆ
Luego nuestro lagrangiano sera´,
L =
m
2
(r2θ˙2 + r2ϕ˙2 sin2 θ)
y sustituir´ıamos r = 1. Esto coincide con lo que comentamos arriba sabiendo que
la me´trica de la esfera es: ds2 = r2dθ2 + r2 sin2 θϕ2 (me´trica presentada como una
forma cuadra´tica). Recordemos que el espacio tangente era TpS
2 y este puede verse
en la Figura 1.3
Despue´s, an˜adir´ıamos un potencial que solo depende de las coordenadas (y
podr´ıa depender del tiempo) del tipo V (q). Este estar´ıa restando el L y sumando
el H de la manera usual.
****
Vamos a formalizar un poco lo que hemos comentado arriba. Primero, las defini-
ciones. Por simplicidad supondremos31 que m = 1.
Definicio´n 1.17. Sea Q una variedad pseudo-riemanniana32, siendo el campo ten-
sorial me´trico g = 〈·, ·〉 ∈ T 02 (Q). Definimos el lagrangiano, L ∈ F(TQ), sera´ L(v) :=
1
2 〈v, v〉 − V (piQv) con v ∈ TQ siendo piQ el proyector del fibrado. Por otro lado, el
hamiltoniano lo definimos como: H := E ◦ (FL)−1.
Por tanto, es fa´cil ver que, FL(v) · w = 〈v, w〉. Entonces, la energ´ıa sera´:
E(v) = 〈v, v〉 − 1
2
〈v, v〉+ V (piTQv) = 1
2
〈v, v〉+ V (piTQv)
30Tambie´n puede verse la me´trica como la inducida por el pull-back, la primera forma funda-
mental.
31O suponemos que el sistema de unidades es tal que la masa de nuestra part´ıcula es la unidad.
32Es decir, solo imponemos no degeneracio´n y no definida positiva.
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Figura 1.3: S2 y espacio tangente en un punto.
Por otro lado, podemos dar una expresio´n expl´ıcita del hamiltoniano haciendo uso
de los isomorfismos musicales, que nos permiten “subir y bajar” ı´ndices. En efecto,
dado que FL(v) = v[, tendremos que (FL)−1(α) = α] con α ∈ T ∗qQ. Como la
derivada entre fibras preserva la fibra tendremos,
H(α) =
1
2
〈α], α]〉+ V (pi∗Qα)
Para ver que recuperamos lo que comentamos al inicio, supongamos que trabajamos
localmente y en dimensio´n finita.
L(v) =
1
2
gijv
ivj − V (q) H(α) = 1
2
gijαiαj + V (q)
1.5.2. Ecuaciones del movimiento. Geode´sicas.
Ya hemos definido el lagrangiano y tenemos las funciones relevantes de las que
hablamos en las secciones anteriores a este tema. All´ı tambie´n comentamos co´mo
se reg´ıa la dina´mica del sistema, segu´ıa las ecuaciones de Euler-Lagrange, si traba-
jamos en el formalismo lagrangiano. En este punto, tenemos las dos piezas ba´sicas
de nuestro puzzle, el lagrangiano y sus ecuaciones del movimiento. Lo que vamos a
hacer ahora es resolver esas ecuaciones, en realidad, dar una ecuacio´n equivalente.
Teorema 1.8. Sea L de Definicio´n 1.17. Entonces, c(t) es una curva integral del
campo lagrangiano (ver Definicio´n 1.16), ssi, satisface las ecuaciones de Euler-
Lagrange (ver Proposicio´n 1.6) y esto se dara´, si y solo si,
∇c˙c˙ = −(gradV )(c(t))
siendo ∇ la derivada covariante (suponemos que la conexio´n es la que se deriva del
Teorema Fundamental de la Geometr´ıa Riemanniana, la conexio´n de Levi-Civita`)
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Demostracio´n. Vamos a ver la demostracio´n en coordenadas. Aplicando las ecua-
ciones de Euler-Lagrange, y la definicio´n de derivada covariante,
d
dt
(gij q˙
j) =
1
2
∂gjk
∂qi
q˙j q˙k − ∂V
∂qi
Operando obtenemos,
q¨i + Γijkq˙
iq˙j = −gij ∂V
∂qj
Los s´ımbolos de Christoffel son los usuales de la conexio´n de Levi-Civita`. Notemos
que el gradiente se define de acuerdo a la me´trica, como ya comentamos en la Nota
al pie 25. 
Corolario. 1.8.1. En el caso de una part´ıcula libre, la trayectoria de la part´ıcula
sera´ una geode´sica segu´n la me´trica de la variedad. Es decir, cumple que:
∇c˙c˙ = 0
Cuyas ecuaciones ser´ıan, en coordenadas,
q¨i + Γijkq˙
iq˙j = 0
Nota 3. Tenemos que en el caso de part´ıculas libres, se siguen las mismas ecua-
ciones que aquellas part´ıculas que minimizan la longitud de la curva33. Hay cierta
conexio´n34 con la Relatividad General, donde las trayectorias de las part´ıculas que
solo sufren interaccio´n gravitatoria minimizan el tiempo propio (son las geode´sicas
del espacio tiempo con la me´trica que impone las ecuaciones de campo de Einstein-
Hilbert.).
Para acabar, demos una definicio´n sobre el caso particular de sistemas con
potencial nulo. Es otra forma de ver las ecuaciones para este caso.
Definicio´n 1.18 (Spray geode´sico). Sea g el campo tensorial me´trico de Q y sea
el lagrangiano L(v) =
1
2
g(q)(vq, vq) siendo v = (q, vq) ∈ TqQ. El campo asociado
al lagrangiano, Z, segu´n la Definicio´n 1.16, se denomina spray geode´sico y su flujo
sera´ el flujo geode´sico.
Notemos que la forma de este spray Z : TQ→ T 2Q sera´, localmente,
Z(x, v) = (x, v, v, γ(x, v))
siendo γi(x, v) = −Γijkq˙iq˙j Por lo comentado arriba. Las geode´sicas sera´n, por tan-
to, las proyecciones, piQ, de las curvas integrales de Z.
***
33Ser´ıa en para´metro natural, i.e., la longitud de la curva. En otro para´metro las ecuaciones se
modifican, pero esto no influye en la longitud, es invariante bajo reparametrizaciones. Notemos
que nuestro lagrangiano, al ser la norma al cuadrado del vector tangente, no lo es.
34No total, en un caso es la longitud espacial en el otro caso el tiempo propio. Y la me´trica se
obtiene de formas distintas. Pero s´ı hay conexio´n en las ecuaciones del movimiento.
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Cap´ıtulo 2
Sistemas superintegrables.
2.1. Introduccio´n.
1***
El objetivo u´ltimo de la F´ısica es encontrar modelos que nos permitan explicar y
predecir2 la realidad. Estos modelos son usualmente matema´ticos, i.e., el modelo
se basa en un conjunto de relaciones matema´ticas entre las magnitudes de intere´s.
Esto podr´ıa verse como:
f i(m1, ...,mn) = 0 i ∈ {1, ..., N}
siendo f i las relaciones del modelo y m1, ...,mn las magnitudes f´ısicas relevantes.
La realidad f´ısica es modelada, usualmente, a trave´s de expresiones que son ecua-
ciones diferenciales (ED), tanto ordinarias como en derivadas parciales (es decir,
que en nuestra expresio´n de arriba tendr´ıamos te´rminos del tipo mj = ∂xµmi). El
problema es que estos sistemas de ecuaciones diferenciales pueden ser complejos, y
por tanto, no poder obtener soluciones anal´ıticas, lo cual nos lleva a usar me´todos
aproximados (nume´ricos, perturbativos...) para obtener soluciones (aproximadas).
Pocos sistemas pueden ser resueltos anal´ıticamente, los que s´ı admiten solucio´n
anal´ıtica se conocen como sistemas integrables. En estos sistemas podemos conocer
las magnitudes de intere´s, como trayectorias (cla´sico), espectros (cua´ntico), fun-
ciones de onda... en funcio´n de ciertos para´metros exo´genos al modelo, como la
carga, posicio´n inicial o masa de la part´ıcula. Pero dentro de este grupo de siste-
mas, existe un subconjunto de sistemas cuya resolucio´n puede hacerse tambie´n de
manera algebraica, no solo resolucio´n de ED, estos son los sistemas (maximalmen-
te) superintegrables. De manera laxa, un sistema superintegrable es aquel que tiene
ma´s constantes del movimiento que grados de libertad. Lo que distingue a estos
sistemas es que admiten el ma´ximo grado de simetr´ıas, y por tanto, esto “fuerza”
a que pueda resolverse tanto anal´ıticamente como algebraicamente (nos referimos
a las trayectorias y al espectro).
1En este cap´ıtulo, debido que es introductorio y las matema´ticas son de menor nivel que el
anterior, no hemos an˜adido las partes de primera lectura o de segunda. Si se quiere, pueden
dejarse las demostraciones, de las distintas proposiciones que veremos, para la segunda lectura.
2Es importante que el modelo pueda hacer predicciones que puedan ser falsadas, lo que nos
permite descartar o mantener provisionalmente esos modelos, siguiendo el criterio de falsacio´n de
Popper.
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Este cap´ıtulo es una introduccio´n3 al tema de superintegrabilidad. Primero,
estableceremos ciertas definiciones y resultados ba´sicos. Despue´s, trataremos dos
ejemplos muy conocidos: el problema de Kepler y el a´tomo de hidro´geno (cuyos
hamiltonianos son el ana´logo cla´sico/cua´ntico uno del otro). Utilizando lo que ve-
remos de superintegrabilidad, deduciremos sus trayectorias, espectro, las leyes de
Kepler... Por u´ltimo, y como puente al pro´ximo cap´ıtulo, en estos dos ejemplos
vamos a considerar su problema ana´logo en S2. Esto nos permitira´ tambie´n profun-
dizar en la resolucio´n usando propiedades inherentes a la superintegrabilidad del
sistema.
2.2. Integrabilidad.
Primero, como paso previo a la superintegrabilidad, vamos a introducir breve-
mente la integrabilidad. Esta seccio´n nos sirve, tambie´n, para introducir notacio´n
y ciertas nociones ba´sicas.
2.2.1. Integrabilidad en meca´nica cla´sica.
Recordemos del tema anterior, que nuestro hamiltoniano, localmente, tendra´ la
siguiente expresio´n en coordenadas (haciendo la suma expl´ıcita):
H =
1
2m
∑
j,k
gjk(q)pjpk + V (q) (2.1)
donde, recordemos, gjk es la me´trica de la variedad riemanniana, que sera´ nuestro
espacio de configuracio´n. Tambie´n, g−1 = det(gjk) 6= 0, gjk = gkj . Como ya comen-
tamos, la relacio´n entre el momento y las velocidades, sera´: pj = m
∑n
`=1 gj`q˙
`, tal
que , el te´rmino de energ´ıa cine´tica queda,
T =
1
2m
∑
j,k
gjk(q)pjpk =
m
2
n∑
`,h=1
g`h(q)q˙
`q˙h
Vayamos ahora con un concepto importante sobre la independencia de funciones.
La idea es generalizar el concepto de independencia lineal.
Definicio´n 2.1 (Funcionalmente independientes). Sea {f1(q, p), . . . , fN (q, p)} un
conjunto de N funciones definidas localmente y anal´ıticamente en una regio´n del
espacio de fases de dimensio´n 2n. Decimos que el conjunto es funcionalmente inde-
pendiente si la matriz N × 2n (
∂f`
∂qj
,
∂f`
∂pk
)
tiene rango N en la regio´n. El conjunto es funcionalmente dependiente si el rango
es estrictamente menor que N en la regio´n.
Otra forma de expresarlo es la siguiente. Si un conjunto de funciones son fun-
cionalmente dependientes, entonces, localmente existe una funcio´n F de las N fun-
ciones tal que:
3Otras introducciones pueden verse en [4], [5] (france´s, pero se entiende bien), [8].
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i) Para todo abierto del entorno existe4 un x dentro de ese abierto tal que:
F (x) 6= 0
ii) F (f1, . . . , fn) = 0 es ide´nticamente nula en el entorno.
Se puede probar que esta definicio´n es equivalente a la anterior. Por la definicio´n
de rango, un conjunto con N > 2n funciones, sera´ funcionalmente independiente
(el rango ma´ximo es 2n < N). Vayamos ahora a la definicio´n de sistema integrable.
Definicio´n 2.2 (Sistema integrable). Un sistema regido por H es integrable si ∃ n
funciones (∈ F(T ∗Q)) P1 = H,P2, . . . ,Pn que:
i) Son constantes del movimiento y esta´n en involucio´n, es decir,
{Pj ,Pk} = 0, 1 ≤ j, k ≤ n
ii) Son funcionalmente independientes.
La ventaja de los sistemas as´ı definidos es que podemos integrar las ecuaciones
de Hamilton y obtener anal´ıticamente las trayectorias. Por otro lado, el formalismo
hamiltoniano es el que vamos a usar en la siguiente seccio´n para introducir la
meca´nica cua´ntica.
2.2.2. Integrabilidad en meca´nica cua´ntica.
Vamos empezar aqu´ı la parte cua´ntica. Antes de nada, vamos a hacer un breve
introduccio´n para fijar ideas y la notacio´n. En meca´nica cua´ntica un estado f´ısico
se representa por un vector del espacio de Hilbert, que usualmente5 sera´n funciones
cuya imagen esta´ en los complejos. En realidad, se representa por un subespacio
(quitando al elemento neutro) de dimensio´n uno del Hilbert. Es decir, por conjuntos
del tipo [ψ] := {ϕ = aψ con a ∈ C−{0}}. Es fa´cil ver que ϕ = aψ con a ∈ C−{0}
define una relacio´n de equivalencia. Cualquier estado de esta clase de equivalen-
cia puede representar al estado f´ısico. Si consideramos funciones normalizadas, las
constantes solo podr´ıan ser fases, eiφ. Es fa´cil ver que esto de nuevo define una
relacio´n de equivalencia, aunque ahora no es un C subespacio.
En el espacio eucl´ıdeo de dimensio´n n, la funcio´n de estado sera´ φ(x, t) : Rn → C
y el producto interno esta´ dado por:
〈ψ, φ〉 =
∫
Rn
ψ(x, t)φ(x, t) dnx
Como siempre, podemos definir una norma a partir del producto interno y tra-
bajar con vectores normalizados, ||ψ||2 := 〈ψ,ψ〉 = 1. Un operador autoadjunto
cumple que A 〈ψ,Aφ〉 = 〈Aψ, φ〉 (tendra´ autovalores reales y sera´n candidatos a
observables). En este espacio, el principio de correspondencia es:
qj → Xj = xj pj → Pj = −i~∂xj
4Si esto no se diera, la existencia de la funcio´n ser´ıa trivial, F (x) := 0 para todos los puntos
del entorno. Pero esto no es lo que buscamos.
5Si hay esp´ın, ser´ıan espinores.
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Aplicando este principio al hamiltoniano en un espacio eucl´ıdeo6
H = − ~
2
2m
n∑
j=1
∂2
∂x2j
+ V (x). (2.3)
Recordemos que la probabilidad de medir el autovalor λ, en un espectro discreto,
se calcula como: ∑
i
| 〈ψiλ, ϕ〉 |2
siendo ϕ un estado arbitrario medido y ψiλ los posibles autovectores con autovalor
λ. El ana´logo a los corchetes de Poisson en meca´nica cua´ntica son los conmutadores
de operadores, que se definen de manera usual [A,B] := AB−BA. Esta aplicacio´n
entre operadores satisface las mismas relaciones que satisfac´ıan los corchetes de
Poisson, que vimos en la Nota al pie 26 del cap´ıtulo anterior. En particular,
[Xj , Xk] = [Pj , Pk] = 0, [Xj , Pk] = i~δjk, (2.4)
Las ecuaciones (2.4) definen un a´lgebra de Heisenberg7, hn, en un espacio de di-
mensio´n n.
Como es sabido, la evolucio´n del sistema (no relativista) se rige por ecuacio´n
de Schro¨dinger,
i~
d
dt
φ(t) = Hφ(t). (2.5)
Usando el operador evolucio´n, un estado en el tiempo t estara´ dado por φ(t) =
U(t)φ(0). Si ese estado inicial es autovector del hamiltoniano, i.e., HφE(0) =
EφE(0), la evolucio´n vendra´ dada por φE(t) = U(t)φE(0) = e
iEt/~φE(0). Llega-
mos por tanto a:
Hφ = Eφ (2.6)
6De manera ma´s general, podr´ıamos considerar sistemas cua´nticos en variedades riemannianas,
en analog´ıa con (2.1). En ese caso, nuestro hamiltoniano ser´ıa:
H = − ~
2
2m
√
g
n∑
j,k=1
∂
∂xj
(√
ggjk
∂
∂xk
)
+ V (x) = − ~
2
2m
∆n + V (2.2)
donde ∆n es el operador Laplace-Beltrami de la variedad. Este operador se define como∇n := div◦
grad donde el gradiente se construye como ya hemos comentado en variedades no necesariamente
eucl´ıdeas(grad f := (df)]), y la divergencia cumple:
LXµ = (divX)µ
siendo µ el elemento esta´ndar de volumen. En el caso especial de variedad con me´trica eucl´ıdea,
(2.2) se reduce (2.3). Para una prueba de (2.2), es decir, como una consecuencia de la definicio´n
en coordenadas, puede verse [1], tema 7-8.
7Este a´lgebra de Lie se define como sigue: es el a´lgebra de dimensio´n 2n + 1 cuyos elementos
de la base son:
B = {Xi, Pj , C} |B| = 2n+ 1
El corchete de Lie se define como:
[Xj , Xk] = [Xj , C] = [Pj , C] = [C,C] = [Pj , Pk] = 0, [Xj , Pk] = Cδjk
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que es la ecuacio´n de Schro¨dinger dependiente del tiempo. Notemos que la evo-
lucio´n de un estado expresado en una base de autovectores del hamiltoniano es
“simplemente” an˜adir los factores de fase.
El valor esperado de un observable A en un estado φ(t) obedece la siguiente
relacio´n,
d
dt
〈φ,Aφ〉 = i
~
〈φ, [H,A]φ〉+ 〈∂A
∂t
〉 (2.7)
Tenemos una relacio´n similar a la vista con los corchetes de Poisson (ver 1.5).
Sabiendo esto, extendamos ahora el concepto de constante del movimiento.
Definicio´n 2.3 (Constante del movimiento). Sea A un observable sin dependen-
cia del tiempo. Diremos que es una constante del movimiento si conmuta con el
hamiltoniano, i.e., [H,A] = 0.
Ya tenemos los conceptos ba´sicos para pasar al ana´logo cua´ntico de la integra-
bilidad. En efecto.
Definicio´n 2.4 (Integrabilidad cua´ntica). Un sistema meca´nico cua´ntico de di-
mensio´n n se dice integrable si ∃ n constantes del movimiento, Lj j = 1, . . . , n, tal
que satisfacen:
i) Son operadores hermı´ticos bien definidos en el a´lgebra envolvente8 del a´lgebra
de Heisenberg hn o series convergentes de Xj , Pj , j = 1, . . . , n.
ii) Algebraicamente independientes (ver explicacio´n ma´s abajo).
iii) Los Lj conmutan por pares.
Vamos a definir la independencia algebraica de los operadores S1, . . . , Sh. Di-
remos que lo son si no existe un polinomio de Jordan que se anula ide´nticamente,
i.e., no existen un polinomio P en h variables que no conmutan que se anule ide´nti-
camente P (S1, . . . , Sh) ≡ 0. Por simetrizado nos referimos a que si αSjSk aparece
en P se simetriza de la forma α(SjSk + SkSj)/2. De la misma forma con otros
monomios. Si aparece un monomio del tipo Si1 · · · Sim pasamos a:∑
P∈Sm
1
m!
Siσ(1) · · · Siσ(m)
siendo Pm el grupo de m-permutaciones.
2.3. Superintegrabilidad (polinomial).
En esta seccio´n vamos a centrarnos en sistemas cuyas constantes del movimiento
sean polinomios en los momentos, que son los ma´s usuales y los que usaremos noso-
tros en el resto de cap´ıtulos. Trabajaremos por tanto, con la definicio´n polinomial
de superintegrabilidad. En cua´ntica, estas constantes sera´n operadores diferenciales
de orden finito, luego tendremos superintegrabilidad de orden-finito. Empecemos
por el caso cla´sico.
8Ba´sicamente, el a´lgebra universal envolvente esta´ formado por todos los polinomios ordenados
generados a partir de la base del a´lgebra.
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2.3.1. Superintegrabilidad cla´sica.
Por lo comentado arriba, veamos la definicio´n de sistemas polinomialmente in-
tegrables. Por globalmente definido nos referimos a definidos salvo en singularidades
de la variedad.
Definicio´n 2.5 (Polinomialmente integrables). Un sistema hamiltoniano es (po-
linomialmente) integrable si es integrable y las constantes del movimiento son po-
linomios en los momentos globalmente definidos.
Ahora bien, si exigimos ma´s simetr´ıas, i.e., con ma´s constantes del movimiento,
tendremos los sistemas superintegrables. Cuando el sistema tenga las ma´ximas,
sera´ maximalmente superintegrable.
Definicio´n 2.6 (Superintegrable). Un sistema hamiltoniano cla´sico en n dimen-
siones es polinomialmente superintegrable si admite n + k con k = 1, . . . , n − 1
constantes del movimiento funcionalmente independientes que son polinomios en
los momentos. Sera´ polinomialmente superintegrable mı´nimo si k = 1 y polinomial-
mente superintegrable ma´ximo si k = n− 1.
Se puede probar que cualquier funcio´n del espacio de fases que es constante
del movimiento (i.e., satisface {S,H} = 0) se puede expresar como funcio´n de
2n− 1 constantes del movimiento funcionalmente independientes. Notemos que las
condiciones son algo especiales, ya que no nos vale con que esas funciones este´n
definidas localmente, deben estar definidas globalmente, y adema´s, estas funciones
deben ser polinomios en los momentos.
Como ya comentamos, la ventaja de estos sistemas (maximalmente superin-
tegrables) es que las trayectorias seguidas por el sistema pueden determinarse de
manera algebraica, veamos esto de manera intuitiva. A lo largo de una trayecto-
ria las funciones son constantes: Ls = cs, s = 1, . . . , 2n − 1. Cada ecuacio´n del
tipo Ls(q, p) = cs determina una hipersupercie del espacio de las fases, i.e., de di-
mensio´n 2n − 1. Por tanto, dado que son funcionalmente independientes y esta´n
globalmente definidas (como polinomios en los momentos) la trayectoria debe estar
en 2n− 1 hipersuperficies tal que su interseccio´n es de dimensio´n 1, i.e., la trayec-
toria del movimiento. Veamos ahora una propiedad importante de las constantes
del movimiento.
Proposicio´n 2.1 (A´lgebra de las constantes). Sea H el hamiltoniano y L,K cons-
tantes del movimiento. Entonces, αL + βK, LK y {L,K} son tambie´n constantes
del movimiento.
Demostracio´n. Es fa´cil de probar si tenemos en cuenta que sera´n constantes del
movimiento ssi {H,L′} = 0. Usando las propiedades de la Nota al pie de pa´gina 26
del cap´ıtulo anterior y que los corchetes definen un a´lgebra de Lie, tenemos que la
suma es cero por ser bilineal, el producto por la regla de Leibniz y el corchete por
la identidad de Jacobi. Por desarrollar una en detalle, veamos la u´ltima:
{H, {L,K}} = −{K, {H,L}} − {L, {K,H}} = 0 + 0
Por la identidad de Jacobi, y por ser constantes del movimiento. 
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Esto nos dice que podemos generar un a´lgebra de simetr´ıa dadas unas constantes
del movimiento a partir de las posibles combinaciones lineales de multiplicaciones
esclares, sumas, productos y corchetes de Poisson de los generadores. Notemos que
en sistemas superintegrables no todas las constantes estara´n en involucio´n.
Definicio´n 2.7 (Orden). Sea L una constante del movimiento que es polinomio
en los momentos. El orden de L que representaremos por O(L) es el grado del
polinomio en los momentos de L. De un conjunto de generadores Fk = {L1, . . . ,Lk},
O(Fk) se define como
O(Fk) := ma´x{O(L1), ..., O(Lk) conLi 6= H}
2.3.2. Extensio´n a sistemas cua´nticos.
Teniendo en cuenta el paso que hicimos de los sistemas cla´sicos a cua´nticos en
la seccio´n anterior, el paso de los conceptos previamente definidos es relativamente
directo.
Definicio´n 2.8 (Integrable de orden finito). Un sistema cua´ntico es integrable
de orden finito si es integrable y las integrales del movimiento Lk son operadores
diferenciales de orden finito.
Ahora los sistemas superintegrables (polinomiales).
Definicio´n 2.9 (Superintegrabiliad cua´ntica). Un sistema de dimensio´n n es su-
perintegrable de orden finito si admite n + k con k = 1, . . . , n − 1 operadores dife-
renciales de orden finito algebraicamente independientes L1 = H, . . . , Ln+k en las
variables x globalmente definidos tal que [H,Lj ]=0. Sera´ mı´nimamente superinte-
grable de orden finito si k = 1 y maximalmente superintegrable de orden finito si
k = n− 1.
Tenemos una proposicio´n ana´loga a la del sistema cla´sico.
Proposicio´n 2.2. Sea H el hamiltoniano con integrales del movimiento L,K, y
α, β escalares. Entonces, αL + βK, LK y [L,K] son tambie´n integrales del movi-
miento.
Demostracio´n. Ana´loga a la del caso cla´sico porque los conmutadores comparten
las propiedades que usamos all´ı de los corchetes de Poisson. 
Los conceptos de simetr´ıa y orden se extienden de manera ana´loga sustituyendo
grado por orden del operador.
2.4. Ejemplos importantes.
En meca´nica cla´sica nos interesan, entre otras cosas, las trayectorias seguidas
por el sistema. En meca´nica cua´ntica, nos interesan, entre otras cosas, los autova-
lores del hamiltoniano (el espectro de energ´ıas). En esta seccio´n vamos a tratar de
obtener estas dos cosas en dos sistemas f´ısicos paradigma´ticos: Kepler y el a´tomo de
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hidro´geno. Pero lo haremos, como es lo´gico, utilizando que son sistemas superinte-
grables. Tambie´n trataremos este problema en distintas situaciones. Trataremos los
problemas en tres dimensiones, 3D (espacio plano), y tambie´n en espacios de dos
dimensiones con curvatura constante positiva (S2), que sera´n similares al estudio
que realizaremos en el siguiente cap´ıtulo.
2.4.1. El problema de Keppler cla´sico.
Figura 2.1: Problema de Kepler como
aproximacio´n de las trayectorias planeta-
rias. Dibujo no a escala.
El problema de Kepler es un proble-
ma cla´sico de la meca´nica9, trata la in-
teraccio´n de dos cuerpos con una fuerza
inversamente proporcional al cuadrado
de la distancia. Del estudio de este pro-
blema, que se puede aplicar con cierto
grado de error10 al movimiento planeta-
rio, se deducen las famosas leyes de Kle-
per que veremos ma´s adelante. Debido
a la conservacio´n del momento angular,
podemos considerar el movimiento en
un plano. El hamiltoniano ser´ıa:
L1 := H = 1
2
(p21+p
2
2)−
α√
q21 + q
2
2
, α > 0.
(2.8)
Es decir, la energ´ıa asociada a la fuerza gravitatoria (que sera´ una constante del
movimiento por no depender expl´ıcitamente del tiempo) donde hemos supuesto,
como ya comentamos en otras ocasiones, que m = 1. Las ecuaciones de Hamilton,
con ese hamiltoniano ser´ıan, como ya conocemos:
q˙i = pi, p˙i =
αqi
(q21 + q
2
2)
3/2
Aqu´ı no las resolveremos, sino que usaremos lo que hemos comentado en secciones
anteriores de superintegrabilidad. Aqu´ı11 n = 3, por tanto, 2n−1 = 5. Necesitamos
5 constantes del movimiento independientes. Por el teorema de Noether, recordemos
que es una fuerza central, tenemos que el momento angular se conserva. Visto de
otro modo,
d~l
dt
=
d(~r × ~p)
dt
= ~v × ~p+ ~r × d~p
dt
9Para un estudio de este sistema sin superintegrabilidad puede verse [2], cap´ıtulo 2.
10De partida hay cierto error debido a la interaccio´n de otros cuerpos. Es razonable despreciar
este efecto por ser el Sol mucho ma´s masivo, pero estos cuerpos s´ı producira´n efectos que se pueden
calcular por me´todos perturbativos. Otro factor es que no estamos ante part´ıculas puntuales. Pero
hay correciones que van ma´s alla´ de la meca´nica, la precesio´n ano´mala del perihelio de Mercurio
se explica con Relatividad General y es un espaldarazo a esta teor´ıa del espacio tiempo.
11Algunos autores directamente tratan el problema de Kepler en el plano, aqu´ı justificamos
por que´ la superintegrabilidad en n = 3 y n = 2 en este caso es equivalente. Como veremos, el
movimiento necesariamente se da en un plano.
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Pero ambos sumandos son cero, por la definicio´n del momento angular en car-
tesianas y porque la fuerza tiene la direccio´n del vector posicio´n. Por otro lado,
~l(t) · ~r(t) = 0 y ~l(t) · ~˙r(t) = 0 ∀t, luego, como el vector es constante, fijamos el
momento angular orbital tal que este´ en la direccio´n perpendicular al plano que
forman la velocidad y el vector posicio´n (que supondremos que es el xy). Entonces,
~l = (0, 0, l) y el movimiento se dara´ en un plano. Es decir, ya hemos encontra-
do tres constantes del movimiento, y adema´s, dos de ellas son nulas. Es decir,
ε2ijqipj = ε2ijqipj = 0. La tercera componente sera´:
L2 := l3 =
∑
ij
ε3ijqipj = q1p2 − q2p1
se puede comprobar que {H,L2} = 0. Pero sabemos que en este problema existen
dos constantes ma´s del movimiento, esta es el vector de Laplace-Runge-Lenz que
se define como:
(L3,L4) := ~e ≡ ~p× ~L− α~r√
q21 + q
2
2
=
(
L2p2 − αq1√
q21 + q
2
2
,−L2p1 − αq2√
q21 + q
2
2
)
este vector es paralelo al vector que forma el origen con el punto de ma´ximo acer-
camiento (perihelio, que es invariante). Tenemos seis constantes del movimiento,
que son ma´s que las 2n− 1 que comentamos, luego algunas deben depender funcio-
nalmente de las otras. Lo podemos ver en que ~e · ~L = 0. Tambie´n puede probarse
que:
~e · ~e = L23 + L24 = 2L22H + α2. (2.9)
Podemos usar las constantes {L1, · · · ,L4} para generar el a´lgebra de simetr´ıa. Los
corchetes no nulos ser´ıan12
{L2,L3} = +L4, {L2,L4} = −L3, {L3,L4} = −2L2H. (2.10)
Notemos, como era de esperar, que todos los corchetes con L1 son nulos. Vamos
ahora a centrarnos en la bu´squeda de trayectorias. Hacemos los siguientes supuestos
o fijacio´n de valores:
L1 := E, la energ´ıa.
L2 := l, el momento angular.
Fijamos13 el sistema de referencia tal que el vector de Runge-Lenz sea del
tipo L4 = 0, L3 = e1 > 0
12No forma un a´lgebra de Lie debido al te´rmino cuadra´tico que aparece. Se puede probar que
en un algebra de Lie, si [, ] es el corchete de Lie y {L1, ..., Ln} es la base del a´lgebra, se tiene que:
[Li, Lj ] = c
k
ijLl
y las constantes ckij son las constantes de estructura del a´lgebra.
13Obviamente, esto no afecta a la fijacio´n original de los ejes tal que el momento angular fuera
paralelo al eje z. Todav´ıa nos queda libertad para rotar sobre ese eje los vectores de x− y.
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Partiendo de estas condiciones, veamos como quedan las trayectorias. Primero,
e21 = 2`
2E + α2 por la relacio´n de (2.9). Sustituyendo ahora el vector de Runge-
Lenz obtenemos los momentos lineales en funcio´n de las coordenadas,
p1 = − αq2
`
√
q21 + q
2
2
p2 =
e1
`
+
αq1
`
√
q21 + q
2
2
Sustituyendo ahora esto en la expresio´n del momento angular, obtenemos:
` =
q1e1
`
+
αq21
`
√
q21 + q
2
2
+
αq22
`
√
q21 + q
2
2
=
q1e1
`
+
α
√
q21 + q
2
2
`
,
Teniendo en cuenta que q1 = r cosφ llegamos a la siguiente ecuacio´n:
r(φ) =
l2
α(1 +  cosφ)
siendo  :=
√
1 +
2l2E
α2
(2.11)
donde hemos utilizado la relacio´n (2.9). Sabemos que esta ecuacio´n representa las
co´nicas en polares, siendo  la excentricidad de la co´nica. En la Figura 2.2 mos-
tramos las distintas co´nicas solucio´n al problema. Estamos ahora en posicio´n de
deducir la leyes de Kepler.
Proposicio´n 2.3 (Leyes de Kepler). Sea un sistema del tipo Kepler, i.e., el plan-
teado arriba. Entonces, se cumplen las siguientes leyes:
1a: Las trayectorias, de los posibles planetas modelados por ese sistema, son elip-
ses.
2a: La o´rbita del planeta barre a´reas iguales en tiempos iguales (ver definicio´n de
esto en la demostracio´n).
3a: Si T es el periodo y R es el semieje mayor de la elipse, entonces T 2/R3 es
constante.
Demostracio´n. La primera ley es sencilla, las u´nicas trayectorias cerradas son las
elipses. Para la segunda ley tengamos en cuenta que el a´rea sera´:
A(t) =
∫
S(t)
dS =
∫ φ(t)
φ(0)
∫ r(φ)
0
rdrdϕ =
1
2
∫ φ(t)
φ(0)
r2(φ)dφ
Usando el jacobiano en polares. Utilizando la regla de la cadena,
dA(φ(t))
dt
=
dA(φ)
dφ
dφ(t)
dt
=
l
2
donde en la segunda igualdad hay que tener en cuenta que el Teorema Fundamental
del Ca´lculo y (2.11), despue´s operar (usando la definicio´n de l y que aqu´ı ~v = ~p,
m = 1. No necesitamos conocer φ = φ(t)), y es constante por ser l una constan-
te del movimiento. Finalmente, para la tercera ley, suponiendo que es una elipse
(esta´ impl´ıcito en la ley) y usando ii),
A =
lT
2
→ pi2a2b2(a) = l2T 2/4→ T 2 = 4pi
2
α
R3
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(a)  = 0, circunferencia (caso parti-
cular de elipse). (b)  = 0.5, elipse.
(c)  = 1, para´bola. (d)  = 1.5, hipe´rbola.
Figura 2.2: Distintas co´nicas solucio´n a problema de Kepler. En todos los casos
l2/α = 1
Con R = a y b es el semieje menor y usamos propiedades de la elipse. Notamos,
por tanto, que la constante no depende ni del l, ni de E ni de otras constantes de
la part´ıcula. 
Nota 4 (Teorema de Bertrand). Aqu´ı es equivalente decir acotado a cerrado. Pero
esto no es general, solo en los potenciales centrales tridimensionales de Kepler-
Coulomb y oscilador iso´tropo tenemos que todas las o´rbitas acotadas esta´n cerradas.
Este es el Teorema de Bertrand. Ambos sistemas son superintegrables.
Nota 5 (Tercera ley aproximada). En realidad s´ı depender´ıa de la masa de la
part´ıcula. Aqu´ı hemos supuesto que el Sol esta´ fijo, pero en realidad tambie´n estar´ıa
moviendose. Si lo tuvie´ramos en cuenta, el problema relativo (lo separamos en el
problema del centro de masas (trivial) y problema del movimiento relativo relativo)
depender´ıa de la masa reducida (nosotros hemos supuesto que la masa es 1, pero
esto sera´ en distintos sistemas de unidades segu´n el planeta). En nuestro caso, el
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u´ltimo ca´lculo depender´ıa de (m + M). Obviamente, entre los distintos planetas
ese para´metro es similar, M  m para cualquier planeta. Es decir, es una ley
aproximada, aunque error muy pequen˜o.
2.4.2. Ana´logo de Kepler en la 2-esfera.
Vamos a considerar el ana´logo al problema de Kepler en un espacio de cur-
vatura constate y positiva, vamos a considerar S2. Este problema es interesante,
ya que en el siguiente cap´ıtulo tambie´n trabajaremos en la 2-esfera, aunque con
otro hamiltoniano y utilizando otros me´todos. De nuevo, veremos como usando la
superintegrabilidad podemos obtener las trayectorias y adema´s, veremos como en
cierto l´ımite recuperamos el problema de la seccio´n anterior. Como ciertas cosas son
iguales a las de la seccio´n anterior, no lo comentaremos con tanto detalle. Vamos a
considerar a la esfera encajada en el espacio euclideo de dimensio´n 3. Sean x1, x2, x3
las coordenadas cartesianas, entonces, la ecuacio´n de la esfera de radio unidad es:
x21 + x
2
2 + x
2
3 = 1. Pero notemos que tambie´n tenemos otra restriccio´n en nuestro
espacio de las fases, los momentos deben estar en el espacio tangente a esa esfera.
En nuestro caso, eso se traduce a:
∑3
i=1 pixi = 0. El hamiltoniano viene dado por:
H = J 21 + J 22 + J 23 +
αx3√
x21 + x
2
2
(2.12)
con14 α < 0 y Ji =
∑
j,k εijkxjpk, por ejemplo, J1 = x2p3−x3p2 y esto corresponde
al momento angular. Notemos que si utilizamos los corchetes de Poisson con las
coordenadas y momentos usuales, tenemos:
{H,
3∑
i=1
x2i } = 0 {H,
3∑
i=1
xipi} = 0
Por otro lado, se puede comprobar que existe la siguiente relacio´n entre ambos
hamiltonianos15,
H ′ = p21 + p
2
2 + p
2
3 +
αx3
(x21 + x
2
2 + x
2
3)
√
x21 + x
2
2
=
H + (x1p1 + x2p2 + x3p3)
2
x21 + x
2
2 + x
2
3
,
Imponiendo nuestras condiciones, ambos hamiltonianos coinciden. En analog´ıa con
lo visto en la seccio´n anterior, podemos comprobar que las siguientes funciones son
constantes del movimiento:
L1 = 2J1J3 − αx1√
x21 + x
2
2
, L2 = 2J2J3 − αx2√
x21 + x
2
2
, X = J3. (2.13)
Adema´s, las relaciones del a´lgebra de simetr´ıa son:
{X ,L1} = +L2, {X ,L2} = −L1, {L1,L2} = −4(H − 2X 2)X , (2.14)
14Antes α > 0
15Ahora suponemos que la masa es tal que m/2 = 1.
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Y su dependencia funcional viene dada por:
L21 + L22 + 4X 4 − 4HX 2 − α2 = 0. (2.15)
Si al mo´dulo del vector (L1,L2) lo llamamos κ, i.e., L21 + L22 =: κ2, tendremos
κ2 = α2 + 4HX 2 − 4X 4. Obviamente, κ ≥ 0. Como hicimos con el caso de Kepler,
escogemos un sistema de referencia x1, x2, x3 el vector ana´logo al de Runge-Lenz
apunte siempre (es constante) en la direccio´n del eje x1, es decir, (L1,L2) = (κ, 0).
Teniendo esto en cuenta y sustituyendo las constantes del movimiento en (2.12),
llegamos a16(
HX 2 − (α
2
4
+
κ2
4
)−X 4
)2
(x21 + x
2
2)− α2
(κx1
2
+ X 2x3
)2
= 0 (2.16)
Fijadas las constantes, (2.16) describir´ıa un cono. Pero recordemos que tambie´n
ten´ıamos la condicio´n de x21 + x
2
2 + x
2
3 = 1, luego la trayectoria sera´ la interseccio´n
de ambas superficies, como puede verse en la Figura 2.3a17. En el resto de ima´genes
de la Figura 2.3 lo que vemos es la solucio´n en los distintos casos asociados a las
distintas co´nicas. Esta asociacio´n la hacemos debido a lo que vamos a ver en la
siguiente subseccio´n.
2.4.3. Contraccio´n al espacio eucl´ıdeo E2
Como vemos en la expresio´n de nuestro hamiltoniano, ver (2.12), tiene un com-
portamiento atractivo (α < 0) cuando estamos en el polo norte (x1, x2 ≈ 0, x3 ≈ 1).
Vamos a suponer que tenemos un observador situado en el polo norte de nuestra
esfera y que tenemos la situacio´n descrita l´ıneas arriba, lo que puede verse como:
r2 := x21 + x
2
2  1 (2.17)
Aplicando estas condiciones, veamos como quedan nuestras coordenadas (impo-
niendo las restricciones que vimos en la seccio´n anterior del espacio de las fases).
Primero definimos las nuevas coordenadas de este observador:
x := x1, y := y2,
px := p1, py := p2
(2.18)
Por otro lado, veamos como quedar´ıa la coordenada x3,
x3 = +
(
1− r
2
1
)1/2
= 1 + o(r2) ≈ 1
Donde hemos desarrollado en orden cero. Tambie´n, dada la otra restriccio´n en los
momentos,
p3 = − 1
s3
(xpx + ypy) = −(1 + o′(r2))(xpx + ypy) ≈ −(xpx + ypy)
16Basta con sustituirlo, operar y separar la ra´ız y despue´s elevar al cuadrado
17Este ser´ıa el ana´logo a la primera ley de Kepler en S2. Para el resto de leyes, puede verse [4]
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(a) Interseccio´n del cono con la
esfera. Los para´metros son: α =
−8,X = 1.5, H = 1 (b) Caso asociado a la hipe´rbola.
(c) Caso asociado a la para´bola. (d) Caso asociado a la elipse.
Figura 2.3: Distintas soluciones al problema de Kepler en S2.
Si definimos las constantes (sera´n constantes porque son combinaciones lineales de
constantes, ver Proposicio´n 2.1) β, h por
α = β, H −X 2 = h
Ahora, sustituyendo en (2.12) y utilizando de nuevo la condicio´n (2.17) encontra-
mos:
p2x + p
2
y +
β√
x2 + y2
= h. (2.19)
Veamos ahora que encontramos los mismos18 resultados que vimos en la seccio´n del
problema de Keppler: X = xpy − ypx = l, y el vector de Runge-Lenz
L1 = e1 = −2Xpy − βx√
x2 + y2
L2 = e2 = 2Xpx − βy√
x2 + y2
18A la hora de comparar, tengamos en cuenta que ahora la masa es m = 2, antes m = 1 y que
β < 0, pero en el primer caso, α > 0.
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Los corchetes nos quedan:
{X ,L1} = +L2, {X ,L2} = −L1, {L1,L2} = −4hX , L21 + L22 − 4hX 2 − β2 = 0.
La ecuacio´n de las trayectorias ser´ıa,
[hX 2 − (β
2
4
+
k2
4
)]2(x2 + y2)− β2(kx
2
+ X 2)2 = 0. (2.20)
Las soluciones de (2.20) son las usuales, secciones co´nicas: interseccio´n de un plano
con un cono.
2.4.4. El problema cua´ntico de Coulomb-Kepler en E3.
Vayamos ahora a la parte cua´ntica. Vamos a tratar el problema de Coulomb-
Keppler cua´ntico, i.e., el a´tomo de hidro´geno con la ecuacio´n de Schro¨dinger. Pri-
mero, escribimos el hamiltoniano de la manera usual:
H =
1
2m
p2 − α
r
, r =
√
x21 + x
2
2 + x
2
3, α > 0, (2.21)
siendo pi los operadores del momento lineal. Veamos ahora las constantes del movi-
miento. Sabemos, dado que el potencial es central, que conmuta con los operadores
de momento angular,
~L = ~r × ~p (2.22)
adema´s, con el ana´logo cua´ntico de vector de Runge-Lenz19
~A =
1
2m
(~p× ~L− ~L× ~p)− α
r
~r. (2.23)
Las relaciones de conmutacio´n entre los operadores son (adema´s de [~L,H] = [ ~A,H] =
0):
[Lj , Lk] = iεjk`L` [Lj , Ak] = iεjk`A` [Aj , Ak] = − 2imεjk`L`H (2.24)
A partir de aqu´ı podemos obtener los autovalores de E de manera algebraica. Para
ello definimos los siguientes operadores,
~K := β ~A ~g :=
1
2
(~L+ ~K) ~q :=
1
2
(~L− ~K)
Con β :=
√−m
2E
. A partir de (2.24) podemos obtener las nuevas relaciones de
conmutacio´n, que son:
[gi, gj ] = εijkgk [qi, qj ] = εijkqk [gi, qj ] = 0
Es decir, tenemos las mismas relaciones de conmutacio´n que el momento angular20,
i.e., SO(3). Los casimires sera´n,
C− = 4q2 C+ = 4g2
19Para vectores de este tipo en este sistema y en otros, puede verse [7].
20Ve´ase, por ejemplo, [6].
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Operando,
C± = L2 + β2K2 ± 2β~L · ~A (2.25)
Es fa´cil ver que ~L · ~A = 0, ya que si tenemos sumandos del tipo εijkpjLkLi = 0,
tenemos una suma de una parte sime´trica (L repetido) y otra antisime´trica (los dos
ı´ndices asociados al pseudotensor de Levi-Civita`). De la definicio´n se puede probar
que,
R2 = α2 + (L2 + 1)
2H
m
Si ahora lo aplicamos a un estado con energ´ıa E a (2.25) usando la ecuacio´n anterior,
las partes del momento angular se cancelan 21 y obtenemos (usando los autovalores
del Casimir),
Cψ = (−1− α
2m
2E
) = 4q(q + 1)
Lo que finalmente obtenemos es:
E =
−mα2
2n2
siendo n = 2q+1 ∈ N. Recordemos que trabajamos con ~ = 1. Es decir, obtenemos
el espectro del a´tomo de hidro´geno.
2.4.5. El problema cua´ntico de Coulomb-Kepler en S2.
Vamos a estudiar el problema de Kepler en S2, el ana´logo cua´ntico al problema
de la seccio´n anterior. Este problema es interesante, ya que en el siguiente cap´ıtulo
tambie´n trabajaremos en la 2-esfera, aunque con otro hamiltoniano y an˜adiendo
nuevos me´todos. Empezamos por el hamiltoniano, que sera´:
H =
3∑
i=1
J2i +
αx3√
x21 + x
2
2
(2.26)
con Ji =
∑3
j,k=1 εijkxj∂k, p.e., J1 = x2∂3 − x3∂2. Nuestro objetivo es encontrar
los estados ligados de Hψ = Eψ para funciones ψ(x) de cuadrado integrables en
la esfera de radio unidad, x21 + x
2
2 + x
2
3 = 1. Como antes, trataremos el caso en
coordenadas eucl´ıdeas x1, x2, x3, y las funciones las restringiremos a la 2-esfera. Lo
primero que necesitamos es la base de simetr´ıas, que la conseguiremos aplicando el
simetrizador (como explicamos al inicio de este cap´ıtulo) a las simetr´ıas cla´sicas y
aplicando el principio de correspondencia:
L1 = J1J3 + J3J1 − αx1√
x21 + x
2
2
, L1 = J1J3 + J3J1 − αx1√
x21 + x
2
2
, X = J3,
tambie´n H. Las relaciones de estructura y el Casimir son:
[X,L1] = −L2, [X,L2] = L1, [L1, L2] = 4HX − 8X3 +X,
L21 + L
2
2 + 4X
4 − 4HX2 +H − 5X2 − α2 = 0. (2.27)
21Esto esta´ relacionado con la degeneracio´n accidental del a´tomo de hidro´geno.
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Para deducir el espectro es conveniente obtener unas nuevas simetr´ıas. Dado que
por la Proposicio´n 2.2, las combinaciones lineales tambie´n sera´n simetr´ıas definimos:
L0 = iX, L
+ = L1 − iL2, L− = L1 + iL2. Definidos as´ı, L± son uno el adjunto del
otro. Ma´s tarde veremos su significado. Primero, las nuevas relaciones y Casimir:
[L0, L
±] = ±L±, [L+, L−] = 8HL0 + 16L30 + 2L0, (2.28)
L+L− − (4HL0 + 8L30 + L0) = −4L40 − 4HL20 −H − 5L20 + α2. (2.29)
Notemos que (2.29) puede escribirse como (utilizando el conmutador de [L+, L−]):
L−L+ + (4HL0 + 8L30 + L0) = −4L40 − 4HL20 −H − 5L20 + α2 (2.30)
Veamos ahora que´ podemos deducir de las relaciones de simetr´ıa. Lo primero es
que todas las simetr´ıas son constantes del movimiento, i.e., conmutan con el ha-
miltoniano, por tanto, podemos encontrar una base comu´n de autovectores22. Esto
nos simplificara´ los ca´lculos bastante. Para ver la utilidad de los corchetes de L±
veamos la siguiente proposicio´n.
Proposicio´n 2.4 (Operadores L±). Sea ψ ∈ VE, siendo este u´ltimo un subespacio,
finito, de autovectores con energ´ıa E. Adema´s, ψ es autovector de L0 con autovalor
λ. Entonces, se cumplen las siguientes proposiciones:
i) Estos operadores dejan invariante VE, i.e., no modifican el autovalor de la
energ´ıa.
ii) O bien, L+ψ = ψ0 (elemento neutro) o L
+ψ es autovector de L0 con autovalor
λ+ 1.
iii) O bien, L−ψ = ψ0 o L−ψ es un autovector de L0 con autovalor λ− 1.
Demostracio´n. Usando Hψ = Eψ,
HL±ψ = L±Hψ = E(L±ψ)
y queda i) probado (esta parte es va´lida para cualquier operador que conmute con
el hamiltoniano). Vayamos con los otros. Utilizando las relaciones de estructura
veamos que´ pasa con los autovalores de L0. Si tenemos L0ψ = λψ y utilizando
(2.28) tenemos:
L0(L
±ψ) = (L±L0 ± L±)ψ = (λ± 1)(L±ψ)
Luego suben y bajan los autovalores de L0
23. Ahora bien, como estamos en un
subespacio finito, la degeneracio´n de este no puede ser infinita, luego deben existir
ψ tal que L±ψ = ψ0 y, por tanto, al seguir aplicando L± no obtengamos un conjunto
infinito de autovalores de L0 (ya que quedar´ıa (λ ± 1)ψ0 = ψ0, el autovalor es 0).
La idea de esta prueba puede verse en la Figura 2.4a. 
22Ve´ase [6], cap´ıtulo 2.
23En el siguiente cap´ıtulo desarrollaremos con ma´s detalle operadores de este tipo.
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(a) Esquema de la actuacio´n de los
operadores L± en el plano de λ −
E. Estos operadores no modifican la
energ´ıa.
(b) Esquema de los “movimientos” que hace-
mos con los operadores L± en el razonamien-
to. En azul, autovalores, en negro, autovecto-
res y en rojo operadores. Nos mantenemos en
el subespacio con la energ´ıa fijada.
Figura 2.4: Distintos esquemas para los operadores L±.
Veamos ahora como podemos obtener el espectro. Sea ψ ∈ VE con autovalor λ
de L0. Definimos
Lk0ψ := (
∏
i=1
L0)ψ
para k = 1, 2 . . .. Como VE tiene dimensio´n finita, ∃k tal que (L+)k+1ψ = ψ0. Sea
k0 el mı´nimo de estos y definimos φ0 := (L
+)k0ψ. Por lo visto en la Proposicio´n 2.4,
φ0 es autovector de L0, L0φ0 = µφ0 con µ = λ + k0. Aplicando L
− a φ0 podemos
ir generando los distintos autovectores, que denotamos por φj := (L
−)jφ0. Por
lo comentado en la demostracio´n anterior, ∃n tal que L−φn = ψ0. Entonces, los
autovectores sera´n:
L0φj = (µ− j)φj , j = 0, 1, . . . , n, L−φj = φj+1, j = 0, . . . , n− 1.
Una idea del razonamiento puede verse en la Figura 2.4b. Para obtener la energ´ıa
aplicamos las relaciones que nos faltan. Simplemente utilizaremos las relaciones
anteriores y que Hφj = Eφj Primero las aplicamos (2.29) a φj :
L+φj+1 =
(
(4E + 1)(µ− j) + 8(µ− j)3 − 4(µ− j)4 − (4E + 5)(µ− j)2 − E + α2)φj
Si aplicamos cuando j = n se obtiene
(4E + 1)(µ− n) + 8(µ− n)3 − 4(µ− n)4 − (4E + 5)(µ− n)2 −E + α2 = 0. (2.31)
Ahora aplicamos (2.30) a φ0 para obtener −(4E + 1)µ− 8µ3 − 4µ4 − (4E + 5)µ2 −
E + α2 = 0. Tenemos dos ecuaciones con dos inco´gnitas, si resolvemos para E
E = −1
4
(2µ+ 1)2 +
1
4
+
α2
(2µ+ 1)2
, (2.32)
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Ahora usamos la ecuacio´n anterior en (2.31) y obtenemos la ecuacio´n:
(n− 2µ)(n+
√
(n+ 1)2 + 2iα− 2µ)(n+
√
(n+ 1)2 − 2iα− 2µ) (2.33)
×(n−
√
(n+ 1)2 + 2iα− 2µ)(n−
√
(n+ 1)2 − 2iα− 2µ) = 0.
Esto es igual a cero, ssi, al menos uno de ellos es igual a cero. Como son autoad-
juntos, solo pueden ser aquellos reales, i.e., µ = n/2. Finalmente, la energ´ıa para
VE sera´:
En = −1
4
(n+ 1)2 +
1
4
+
α2
(n+ 1)2
. (2.34)
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Cap´ıtulo 3
Superintegrabilidad de
hamiltoniano tipo U(3)
generalizado.
3.1. Introduccio´n.
Una vez introducidos los sistemas superintegrables y los ejemplos importantes
en el cap´ıtulo anterior, nos proponemos en este cap´ıtulo un estudio de un sistema
particular con cierto detalle. El propo´sito de este cap´ıtulo es definir una familia de
hamiltonianos a partir de uno conocido, y estudiar si estos son superintegrables. El
me´todo que usaremos en este cap´ıtulo se basa en la factorizacio´n del hamiltoniano.
Despue´s, utilizando ciertos resultados teo´ricos (que aqu´ı proponemos y probamos)
comprobaremos que existen ciertos operadores que conmutan con el hamiltoniano.
Tambie´n analizaremos el ana´logo cla´sico de este hamiltoniano, obteniendo al final
del proceso, y hallaremos las trayectorias del sistema de manera algebraica.
Por otro lado, otro de los objetivos de este cap´ıtulo es deducir parte del marco
teo´rico necesario para trabajar con el me´todo de factorizacio´n, en particular, del
estudio de los operadores shift y ladder. Probamos ciertos resultados teo´ricos nue-
vos, con la mayor generalidad posible, que nos permitir´ıan estudiar otros sistemas.
Tambie´n presentamos detalladamente del proceso de obtencio´n de los operadores
shift, que es aplicable en otros casos.
3.2. Aplicacio´n del me´todo de separacio´n de variables.
Al igual que hicimos en el cap´ıtulo anterior, definidos en la esfera, pero esta
sumergida en un espacio de dimensio´n superior, E3 Nuestro hamiltoniano de partida
es:
Ha := −
2∑
i=0
J2i +
l2i − 1/4
s2i
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donde hemos tomado como coordenadas (s0, s1, s2) y definimos Ji := εijksj∂k. Si
trabajamos en coordenadas esfe´ricas con a´ngulos φ1, φ2 el problema de autovalores
Haφ = Eφ
se transforma en el siguiente,
Ha = −∂2φ + tanφ1∂φ1 +
l22 − 1/4
sin2 φ1
+
1
cos2 φ1
[
−∂2φ2 +
l20 − 1/4
cos2 φ2
+
l21 − 1/4
sin2 φ2
]
Nosotros no vamos a trabajar con ese hamiltoniano, sino que vamos a modificarlo
an˜adiendo un para´metro k, con el que podemos definir la familia uniparame´trica
de hamiltonianos como sigue:
Hk := −∂2φ + tanφ1∂φ1 +
l22 − 1/4
sin2 φ1
+
k2
cos2 φ1
[
−∂
2
φ2
k2
+
l20 − 1/4
cos2 kφ2
+
l21 − 1/4
sin2 kφ2
]
En primer lugar, vamos a buscar soluciones separables por los me´todos habituales.
Procedamos a hacer los siguientes cambios de variable:
· φ := φ1
· θ := kφ2
Entonces, nuestro hamiltoniano queda1;
H = −∂2φ + tanφ∂φ +
l22 − 1/4
sin2 φ
+
k2
cos2 φ
[
−∂2θ +
l20 − 1/4
cos2 θ
+
l21 − 1/4
sin2 θ
]
Procedamos ahora con la separacio´n de variables. Sea Ψ(θ, φ) = ψ(θ)ϕ(φ). Por
tanto,
Hψ(θ)ϕ(φ) = −ψ(θ)∂2φϕ(φ) + ψ(θ) tanφ∂φ + ψ(θ)
l22 − 1/4
sin2 φ
ϕ(φ)+
+ ϕ(φ)
k2
cos2 φ
[
−∂2θψ(θ) +
l20 − 1/4
cos2 θ
ψ(θ) +
l21 − 1/4
sin2 θ
ψ(θ)
]
Pero HΨ = EΨ,
− 1
ϕ(φ)
∂2φϕ(φ) +
1
ϕ(φ)
tanφ∂φ +
1
ϕ(φ)
l22 − 1/4
sin2 φ
ϕ(φ)+
+
1
ψ(θ)
k2
cos2 φ
[
−∂2θψ(θ) +
l20 − 1/4
cos2 θ
ψ(θ) +
l21 − 1/4
sin2 θ
ψ(θ)
]
= E
Si definimos;
Hφ := −∂2φ + tanφ∂φ +
l22 − 1/4
sin2 φ
1Omitiremos el sub´ındice k para no cargar la notacio´n, pero tengamos en mente que tenemos
una familia uniparame´trica de hamiltonianos.
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Hθ := −∂2θ +
l20 − 1/4
cos2 θ
+
l21 − 1/4
sin2 θ
se puede reescribir como sigue (no expresamos, ahora, la dependencia explicita de
cada funcio´n),
1
ϕ
Hφϕ+
k2
cos2 φ
1
ψ
Hθψ = E
Entonces,
1
ψ
Hθψ = (E − 1
ϕ
Hφϕ)
(
k2
cos2 φ
)−1
Pero lo que tenemos son dos funciones tal que,
f(θ) = g(ψ)→ df(θ)
dθ
=
dg(ψ)
dθ
= 0→ f(θ) = g(ψ) = E′
Por tanto,
1
ψ
Hθψ = E
′ ≡ cte→ Hθψ = E′ψ (3.1)
Entonces, (
Hφ +
k2E′
cos2 φ
)
ϕ = Eϕ (3.2)
Finalmente, si definimos (tambie´n, M := k
√
E′ ),
HMφ := −∂2φ + tanφ∂φ +
l22 − 1/4
sin2 φ
+
M2
cos2 φ
→ HMφ ϕ = Eϕ
podremos expresar el hamiltoniano total como:
H = HMφ +
k2(Hθ − E′)
cos2 φ
(3.3)
Lo que finalmente hemos conseguido es un sistema de dos ecuaciones de autovalores,
(3.2) y (3.1), una para cada variable con los (sub)hamiltonianos que previamente
hemos definido. Definiremos β tal que E′ = β2.
3.3. Operadores ladder, shift y factorizacio´n.
El objetivo es encontrar operadores ladder (es decir, operadores que nos co-
necten, de algu´n modo, los autoestados del hamiltoniano con distintos autovalores,
pero mantenie´ndolo dentro de la familia) y operadores shift (es decir, operadores
que nos conecten autoestados de distintos hamiltonianos de la familia, pero man-
teniendo el autovalor). Estos operadores los aplicamos a las distintas funciones que
componen la funcio´n total (la parte de φ y de θ) tal que para ciertos valores de k
la aplicacio´n de operadores escalera y desplazamiento a cualquier autovector haga
que la nueva funcio´n siga siendo autovector del hamiltoniano con la misma energ´ıa,
aunque “internamente” haya cambiado de autovalor del subhamiltoniano o el va-
lor del para´metro de la familia de hamiltonianos. Esto nos permite construir dos
simetr´ıas independientes, para probar que es superintegrable. Ve´ase la Figura 3.1
para una visualizacio´n gra´fica de lo que buscamos.
****
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3.3.1. Operadores escalera y desplazamiento.
Formalmente, vamos a dar una definicio´n precisa de que´ entendemos por estos
operadores.
Definicio´n 3.1 (Operador ladder o escalera). Sea H un operador. Sea ψλ′ ∈ Hλ′ ,
siendo el u´ltimo el subespacio de autovectores con autovalor λ = f(λ′) 2. Entonces,
si el operador L cumple que:
L± : Hλ′ −→ Hλ′±1
ψλ′ 7−→ ψλ′±1 = L±ψλ′
lo denominaremos como operador escalera o ladder. Generalizando,
L±n : Hλ′ −→ Hλ′±n
ψλ′ 7−→ ψλ′±n = L±nψλ′
Definicio´n 3.2 (Operador shift o desplazamiento). Sea {Hm}m∈I una familia de
operadores. Sea ψmλ ∈ Hmλ , siendo el u´ltimo el conjunto de autovectores de Hm con
autovalor λ. Entonces, si el operador S cumple que:
S± : Hmλ −→ Hm±1λ
ψmλ 7−→ ψm±1λ = S±ψmλ
lo denominaremos como operador desplazamiento o shift. Generalizando,
S±n : Hmλ −→ Hm±nλ
ψmλ 7−→ ψm±nλ = S±ψmλ
Esto encaja con la idea intuitiva que presentamos atra´s.
3.3.2. Condicio´n para las simetr´ıas.
Veamos ahora el teorema ba´sico de este cap´ıtulo y la posterior demostracio´n
que damos. Este resultado nos da la gu´ıa teo´rica para encontrar las simetr´ıas.
Teorema 3.1 (Condicio´n suficiente para ∃=2 simetr´ıas). Sea nuestro sistema (con
el hamiltoniano de (3.3)). Supongamos que existen operadores “ladder” y“shift”
como sigue3,
L±2n : Hθβ −→ Hθβ±2n
ψβ 7−→ ψβ±2n = L±2nψβ
2Por ejemplo, puede ser que λ = Cλ′ y el operador afecta a λ′. Este es el caso de los operadores
escalera en el momento angular y de los que vimos en el cap´ıtulo anterior con el estudio de Coulomb
en S2. En nuestro caso sera´ E = f(β) = β2
3Modificamos ligeramente la notacio´n que usamos en la Definicio´n 3.2 y omitimos el autovalor,
que sabemos que se mantiene invariante, y expresamos simplemente como sub´ındice el valor de M ,
que hace referencia al hamiltoniano de la familia. Reservamos ahora los super´ındices para hacer
referencia a los dos hamiltonianos que hemos definido para nuestro sistema.
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S±2m : HφM −→ HφM±2m
ϕM 7−→ ϕM±2m = S±2mϕM
Siendo ψβ ∈ Hβ cualquier un autovector de (3.1) con autovalor β2 y ϕM ∈ HM
un autovector del hamiltoniano de (3.2) cuyo valor de kβ = M . Entonces, si k =
m/n existen, dos simetr´ıas adicionales al hamiltoniano (por tanto, existen 2 · 2− 1
simetr´ıas).
Demostracio´n. Para probar que es superintegrable basta con probar que existen
dos operadores independientes {Xi}i=1,2 (trabajamos en dos dimensiones) tal que,
[H,Xi] = 0
Veamos que es fa´cil construirlos partiendo de los operadores ladder y shift. Defini-
mos,
X1 := X
+ ≡ L+2nS+2m
X2 := X
− ≡ L−2nS−2m
De forma compacta,
X± = L±2nS±2m
Veamos que estos operadores conmutan con el hamiltoniano, ∀M,β,E
[H,X±]ϕMψβ = (HL±2nS±2m − L±2nS±2mH)ϕMψβ = (H − E)X±ϕMψβ (3.4)
La u´ltima igualdad se debe a que ϕMψβ es un autovector con autovalor E (ve´ase
(3.3)) por ser un autovector del hamiltoniano total con autovalor E. VeamosX±ϕMψβ.
X±ϕMψβ = L±2nS±2mϕMψβ = L±2nψβS±2mϕM = ψβ±2nϕM±2m
Pero tengamos en cuenta que usando (3.3), podemos poner H como:
H = HMφ +
k2(Hθ − E′)
cos2 φ
= Hφ +
M2
cos2 φ
+
k2(Hθ − β2)
cos2 φ
Si expresamos HMφ en funcio´n de H
M±2m
φ
H = Hφ +
(M ± 2m)2
cos2 φ
− (2m)
2
cos2 φ
∓ 4Mm
cos2 φ
+
k2(Hθ − β2)
cos2 φ
=
= HM±2mφ −
(2m)2
cos2 φ
∓ 4Mm
cos2 φ
+
k2(Hθ − β2)
cos2 φ
Pero, entonces tendremos que HX±ϕMψβ que es igual a Hψβ±2nϕM±2m nos queda,
HM±2mφ ϕM±2mψβ±2n−
(
(2m)2
cos2 φ
∓ 4Mm
cos2 φ
)
ψβ±2nϕM±2m+ϕM±2m
k2(Hθ − β2)
cos2 φ
ψβ±2n
Luego,
HX±ϕMψβ =
(
E − (2m)
2
cos2 φ
∓ 4Mm
cos2 φ
+
k2(β2 ± 4nβ + 4n2 − β2)
cos2 φ
)
ψβ±2nϕM±2m
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Recordemos que M = kβ y si definimos k := m/n, por hipo´tesis del teorema,
tendremos que;
HX±ϕMψβ = EϕM±2mψβ±2n
Sin ma´s que sustituir en (3.4) tendremos que el conmutador es cero. 
Figura 3.1: Operadores escalera y desplazamiento en el plano β −M −E, siendo β
el valor asociado a los autovalores y M a la familia uniparame´trica. El plano M−E
esta´ relacionado con los autovalores y familia de la parte ϕ de la funcio´n total (el
autovalor E tambie´n es el de la funcio´n total).
Nota 6. Podemos razonar de manera inversa y encontrar que valores de k deben
cumplirse para que el conmutador sea cero. Adema´s, ser´ıa una manera de simplificar
los ca´lculos que hemos visto en la demostracio´n. Para que el conmutador sea cero,
como hemos visto arriba, debemos de tener que HX±Ψ = EX±Ψ, y como hemos
visto antes, eso implica que:
−(M +m)2 +M2 + k2((β + n)2 − β2)
cos2 φ
= 0
Recordando que M = kβ, tendremos,
(M +m)2 = k2(β + n)2 = (M + kn)2
Esto tendr´ıa dos soluciones,
(M +m) = (M + kn)
(M +m) = −(M + kn)
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El problema de la segunda ecuacio´n es que solo ser´ıa va´lida para unos determinados
ψβ, ϕM y deber´ıa serlo para todos, ver demostracio´n arriba. Por tanto, la solucio´n
sera´ la primera y equivale,
k =
m
n
Esta solucio´n puede verse como buscar operadores shift y ladder de tal manera que
M resulte invariante.
***
3.3.3. Introduccio´n teo´rica a la factorizacio´n.
Veamos ahora como construir operadores shift o desplazamiento. Para ello es
esencial factorizar el hamiltoniano, que es lo que vamos a probar en la siguiente
proposicio´n. La idea ba´sica es la siguiente: si factorizamos el hamiltoniano como
se ve en (3.5), tendremos que los operadores de la factorizacio´n son precisamente
los operadores desplazamiento, ya que la factorizacio´n tiene “entrelazados” ambos
operadores de tal manera que al aplicar esos operadores funciona como en la Defi-
nicio´n 3.2.
****
Proposicio´n 3.2. Sea {Hm}m∈Z una familia de hamiltonianos tal que ∀m ∈ Z se
tiene que:
Hm = A
+
mA
−
m + λm = A
−
m−1A
+
m−1 + λm−1 (3.5)
Entonces, A±m son operadores desplazamiento (ve´ase Definicio´n 3.2) cumpliendo,
A−m : Hm → Hm+1
A+m : Hm+1 → Hm
Demostracio´n. Sea ψm+1E ∈ Hm+1E . Veamos, primero, el caso de A+m. Usando la
propiedad de la proposicio´n,
HmA
+
mψ
m+1
E = A
+
mA
−
mA
+
mψ
m+1
E + λmA
+
mψ
m+1
E = A
+
m
(
A−mA
+
m + λm
)
ψm+1E
Pero si usamos la hipo´tesis de la proposicio´n (ve´ase (3.5)),
A+m (Hm+1)ψ
m+1
E = EA
+
mψ
m+1
E
Luego,
Hm(A
+
mψ
m+1
E ) = E(A
+
mψ
m+1
E )
Es decir, es autovector de Hm con autovalor E y, por tanto, cumple la Definicio´n
3.2. Procedemos del mismo modo con A−m,
Hm+1A
−
mψ
m
E = A
−
m(A
+
mA
−
m + λm)ψ
m
E = A
−
m(Hm)ψ
m
E
Finalmente,
Hm+1(A
−
mψ
m
E ) = E(A
−
mψ
m
E )
Tal como quer´ıamos probar. 
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Llamaremos a las relaciones del tipo (3.5), relaciones de entrelazado. Notemos
que aqu´ı hemos definido los operadores generalizados que definimos en las Defini-
ciones 3.2 y 3.1 a partir de los operadores L o S “simples”.
***
Pasemos ahora a una propiedad importante que tiene los hamiltonianos entrelaza-
dos.
Corolario. 3.2.1. Podemos obtener autovectores y autovalores del espectro dis-
creto de nuestro sistema utilizando los operadores de la proposicio´n anterior si
conocemos los estados fundamentales de los hamiltonianos de la familia.
En efecto, supongamos que ψ0m son los estados fundamentales de los hamiltonia-
nos de la familia. Estos los definiremos como aquellos que cumplen que A−mψ0m = 0,
por ende,
Hψ0m = (A
+
mA
−
m + λm)ψ
0
m = 0 + λmψ
0
m = λmψ
0
m
Es decir, los escalares que aparecen en la factorizacio´n son las energ´ıas de los estados
fundamentales. Entonces, si definimos,4
m∏
i=0
A+i := A
+
0 · · ·A+m m ∈ N ∪ 0
Por otra parte tengamos en cuenta que las relaciones (3.5) puede expresarse como
sigue,
A−mHm = Hm+1A
−
m A
+
mHm+1 = HmA
+
m (3.6)
Veamos, en primera instancia, que;
H0
m∏
i=0
A+i =
(
m∏
i=0
A+i
)
Hm+1 (3.7)
Usando un razonamiento por induccio´n;
i) Si m=0,
H0
0∏
i=0
A+i = H0A
+
0 = A
+
0 H1
ii) Si se cumple hasta m=n
H0
n+1∏
i=0
A+i =
(
H0
n∏
i=0
)
A+n+1
Usando ahora la hipo´tesis de induccio´n y las relaciones (3.6),
H0
n+1∏
i=0
A+i =
(
n∏
i=0
A+i
)
Hn+1A
+
n+1 =
(
n+1∏
i=0
A+i
)
H(n+1)+1
4Notemos que es necesario definirlo porque trabajamos en un espacio cuyos elementos son, en
general, no conmutativos ante la operacio´n de composicio´n de operadores, luego es necesario definir
el orden en el que se llevan a cabo las operaciones.
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Y queda probado (3.7). Con esto es directo obtener lo que hemos propuesto en el
corolario, i.e., veamos que
ψm0 =
m−1∏
i=0
A+i ψ
0
m
Es decir,
H0
m−1∏
i=0
A+i ψ
0
m =
(
m−1∏
i=0
A+i
)
Hmψ
0
m =
(
m−1∏
i=0
A+i
)
E0mψ
0
m = E
0
m
m−1∏
i=0
A+i ψ
0
m
Luego, tendr´ıamos los autovectores asociados al espectro discreto y los autovalores
ser´ıan los mismos que los del estado fundamental de los autovalores de los hamil-
tonianos la jeraqu´ıa. Es decir,
H0ψ
m
0 = E
0
mψ
m
0 → E0m = Em0 = λm
Por tanto, podemos obtener los autovalores de la energ´ıa de manera algebraica.
Podemos ver el proceso en la Figura 3.2.
Nota 7. Otra manera de probar esto, de una forma ma´s sencilla, ser´ıa utilizar las
relaciones de la tesis de la Proposicio´n 3.2 (y no las hipo´tesis, como hemos hecho
aqu´ı), es decir, utilizar directamente que los operadores A+m aplicados consecuti-
vamente van cambiando los autovectores a distintos hamiltonianos conservando el
autovalor. Lo hemos hecho de esta forma para presentar (y utilizar) las relacio-
nes (3.6), adema´s de la notacio´n del producto que hemos usado, que nos sera´n de
utilidad en lo que sigue.
Figura 3.2: Ilustracio´n del proceso de obtencio´n de los estados excitados del hamil-
toniano base de la familia a partir de los fundamentales de otros hamiltonianos de
la familia.
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Cap´ıtulo 4
Ana´lisis cua´ntico del
hamiltoniano U(3) generalizado.
Una vez introducido parte del marco teo´rico necesario, vamos a empezar a parti-
cularizar esos resultados en nuestro sistema y a buscar los operadores que necesita-
mos en nuestro caso. Empezaremos con los operadores ladder brevemente, despue´s
dedicaremos parte del cap´ıtulo a deducir resultados teo´ricos sobre los operadores
desplazamiento y aplicarlo a nuestro caso.
4.1. Operador escalera Ξ±
Como vimos en la seccio´n anterior, necesitamos operadores escalera para nues-
tro subhamiltoniano Hθ. Este hamiltoniano es un hamiltoniano tipo Po¨schl-Teller
trigonome´trico o tambie´n llamado, Scarf, es decir,
Hθ = −∂2θ +
l20 − 1/4
cos2 θ
+
l21 − 1/4
sin2 θ
sabemos que los operadores escalera son, [10]:
Ξ±β := ±(β ± 1) sin(2θ)∂θ + β(β ± 1) cos(2θ)− l20 + l21
La accio´n de estos operadores es;
Ξ+β : Hθβ −→ Hθβ+2
ψβ 7−→ ψβ+2 = Ξ+β ψβ
Ξ−β : Hθβ+2 −→ Hθβ
ψβ+2 7−→ ψβ = Ξ−β ψβ+2
Como comentamos, podemos construir operadores generalizados en el sentido que
se componen de varios operadores cuya variacio´n de autovalores es menor, as´ı de-
finimos1;
Ξ+β→β+2n :=
0∏
i=2(n−1)
Ξ+β+i = Ξ
+
β+2(n−1) · · · Ξ+β
Ξ−β→β−2n :=
2∏
i=2n
Ξ+β−i = Ξ
+
β−2n · · · Ξ+β−2
1Ver Corolario 3.2.1 para la definicio´n que damos a productorio en el sentido de composicio´n
de operadores que no necesariamente conmutan.
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Se sigue de manera directa de lo comentado sobre la accio´n de Ξ±β , la accio´n de
estos operadores:
Ξ+β→β+2n : Hθβ −→ Hθβ+2n
ψβ 7−→ ψβ+2n = Ξ+β→β+2nψβ
Ξ−β→β−2n : Hθβ −→ Hθβ−2n
ψβ 7−→ ψβ−2n = Ξ+β→β−2nψβ
Sabiendo esto, procedamos a la definicio´n y estudio del operador que utilizaremos
ma´s adelante. ****
Definicio´n 4.1 (Operadores free-index ). Sea el hamiltoniano Hθ = −∂2θ + l
2
0−1/4
cos2 θ
+
l21−1/4
sin2 θ
. Los operadores escalera free-index los definiremos,
∀β Ξ+ψβ := Ξ+β ψβ
∀β Ξ−ψβ := Ξ+β−2ψβ
Como ya comentamos en el ep´ıgrafe anterior, podemos definir operadores escalera
que suban varios autovalores. Estos los definimos como sigue,
∀β (Ξ+)nψβ := Ξ+β→β+2nψβ
∀β (Ξ−)nψβ := Ξ−β→β−2nψβ
Demostremos primero un lema que nos sera´ de utilidad a la hora de estudiar
conmutadores,
Lema 4.1. Sean A, B : H → H dos operadores tal que su conmutador es,
[A,B] = αB
Entonces,
[A,Bn] = nαBn
Demostracio´n. Razonamos por induccio´n,
i) Si n = 1, por hipo´tesis del lema se da.2
ii) Si se da hasta n− 1 ∈ N, con n > 1, entonces (utilizando las propiedades de
los conmutadores)
[A,Bn] = [A,BBn−1] = B[A,Bn−1] + [A,B]Bn−1
Utilizando ahora la hipo´tesis de induccio´n (primer sumando) y la hipo´tesis
del lema (segundo sumando).
B[A,Bn−1] + [A,B]Bn−1 = B(n− 1)αBn−1 + αBBn−1 = nαBn

2Tambie´n podr´ıamos empezar con n = 2 (el primer caso que nos interesar´ıa), ah´ı: [A,B2] =
[A,BB] = B[A,B] + [A,B]B = 2αB2
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Proposicio´n 4.2. El conmutador de los operadores previamente definidos con
√
Hθ
es: [√
Hθ,
(
Ξ±
)n]
= ±2n (Ξ±)n
Demostracio´n. Empecemos la prueba para n=1, usando la Definicio´n 4.1
∀β
[√
Hθ,Ξ
±
]
ψβ = ((β ± 2)Ξ± − (β)Ξ±)ψβ = ±2Ξ±ψβ
Ergo, [√
Hθ,Ξ
±
]
= ±2Ξ±
Por tanto, vemos que se cumple la hipo´tesis del Lema 4.1, luego podemos aplicarlo
(con α = ±2) y obtenemos:[√
Hθ,
(
Ξ±
)n]
= ±2n (Ξ±)n
***
4.2. Factorizacio´n de HMφ .
Lo que deseamos en esta seccio´n es encontrar una factorizacio´n de HMφ , i.e.,
encontrar M+,M−, µ tal que,
HMφ = M
+M− + µ = −∂2φ + tan(φ)∂φ + sec2(φ)(βk)2 +
(
(l2)
2 − 1/4) csc2(φ)
Para ello vamos a proponer de manera detallada un me´todo para encontrarlos, que
tambie´n servir´ıa para otros sistemas.
4.2.1. Un procedimiento sistema´tico para obtener factorizaciones.
Primero, busquemos operadores gene´ricos del tipo (los operadores de orden
finito que comentamos en el cap´ıtulo anterior),
M+ =
∑
j∈N
gj(φ)∂
j
φ +
∑
i
aifi(φ)
M− =
∑
j∈N
hj(φ)∂
j
φ +
∑
i
bifi(φ)
Si hicie´ramos la composicio´n de operadores de los sumatorios de derivadas parciales,
tendr´ıamos, ∑
j,j′
gj(φ)hj′(φ)∂
j+j′
φ
Pero nuestro hamiltoniano tiene orden ma´ximo en las derivadas segundas, por tanto,
j + j′ ≤ 2. Pero como j, j′ ∈ N tendremos tambie´n que, 2 ≤ j + j′. Por tanto3,
gj(φ) = hj(φ) = 0 ∀j > 1
3Podr´ıamos pensar que basta con que solo sean las funciones de un operador, por ejemplo,
gj(φ) = 0 con j > 1. Pero si existiera algu´n hj(φ) con j > 1 distinto de cero, tendr´ıamos que al
ser g1 no ide´nticamente nulo, ∂
k
φ con k > 2.
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Por otro lado, si hacemos ahora el producto de los te´rminos con derivadas parciales
queda:
g1(φ)h1(φ) = −1
Aqu´ı buscamos cierta “simetr´ıa” en los operadores para despue´s imponer que cum-
plan las relaciones de entrelazado. Entonces, parece razonable suponer que |g1| =
|h1|, luego, g1(φ) = 1 = −h1(φ). Por tanto, nuestro operadores tendra´n la forma
de,
M+ = ∂φ +
∑
i
aifi(φ)
M− = −∂φ +
∑
i
bifi(φ)
El problema ser´ıa ver que´ funciones fi(φ) son las adecuadas. Para ello tenemos que
observar que´ hamiltoniano queremos factorizar. En nuestro caso tenemos que debe
cumplirse que,
−∑k akfk(φ)∂φ +∑k′ bk′fk′(φ)∂φ = tan(φ)∂φ∑
k′,k bk′fk′(φ)akfk(φ) +
∑
k,k′ bk′∂φ(fk′(φ)) =
l22 − 1/4
sin2 φ
+
(kβ)2
cos2 φ
Por tanto, parece razonable utilizar fi = tan(φ), cot(φ), sec(φ), csc(φ). El te´rmino
de cot(φ) aparece porque cot(φ)′ = − csc(φ)2 y tambie´n, tan(φ)′ = sec(φ)2. Para no
perder generalidad, an˜adiremos tambie´n otras funciones trigonome´tricas “ba´sicas”
y te´rminos constantes. Utilizando la variable x por comodidad nos queda:
M+ = A∂x + (a cos(x) + b sin(x) + c sec(x) + d csc(x) + l cot(x) + y tan(x))
M− = B∂x + (e cos(x) + f sin(x) + g sec(x) + h csc(x) +m cot(x) + z tan(x))
Lo que tenemos que hacer ahora es calcular cuanto vale M+M− + µ, deducir las
ecuaciones a resolver (aparecen varias funciones del tipo fi en las ecuaciones, hay
que ver co´mo influyen en la determinacio´n de los coeficientes) e imponer que sea
igual aHMφ (puede que no haya solucio´n, en ese caso deber´ıamos an˜adir las funciones
del tipo fi a nuestros operadores de prueba).
****
Por lo comentado arriba, tendremos que el coeficiente de la derivada segunda es -1.
Veamos que´ ocurre con el de la derivada primera,
(e− a) cosx−A+ (f − b) sinx+B + (g − c) secx+
+(h− d) cscx+ (m− l) cotx+ tanx(z − y) = tanx
Para poder encontrar los coeficientes, tenemos que resolver esta ecuacio´n. Nos
sera´ u´til la siguiente proposicio´n.
Proposicio´n 4.3. Las funciones {sin(x), cos(x), tan(x), cot(x), csc(x), sec(x), 1} son
linealmente independientes, i.e., si:
∀x ∈ D α+ β cos(x) + γ cot(x) + δ csc(x) + µ tan(x) + ρ sin(x) +  sec(x) = 0
Entonces, α, β, γ, δ, µ, ρ,  son cero.
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Demostracio´n. Notemos que para x = 0, no esta´n definidas ciertas funciones (de
ah´ı que x ∈ D y no x ∈ R), pero veamos cuanto vale el l´ımite en x → 0. El l´ımite
total tiene que ser cero, pero notemos que hay dos funciones con l´ımites no finitos,
por tanto,
l´ım
x→0
(γ cot(x) + δ csc(x)) = 0
Operando,
= l´ım
x→0
(γ cot(x) + δ csc(x)) = l´ım
x→0
δ + γ cos(x)
sin(x)
La condicio´n necesaria para que ese l´ımite sea cero es que
l´ım
x→0
(δ + γ cos(x)) = 0→ δ = −γ
Pero tambie´n es condicio´n suficiente,
l´ım
x→0
δ
1− cos(x)
sin(x)
= l´ım
x→0
δ
x2
2 +O(x
2)
x+O′(x)
= l´ım
x→0
δ
x
2 +
O(x2)
x2
x
1 + O
′(x)
x
= 0
Donde hemos usado los polinomios y el teorema de Taylor. Ahora bien, este no
es el u´nico punto donde no esta´n definidos. Si x → pi tendremos como condicio´n
necesaria,
l´ım
x→pi (δ + γ cos(x)) = 0→ δ = γ
De lo que deducimos que necesariamente, δ = γ = 0. Si evaluamos el l.h.s., ahora
s´ı esta´ definido, en x = 0 tendremos,
α+ β +  = 0
Si evaluamos la derivada,
µ+ ρ = 0
Seguimos con el mismo proceso en otros puntos y poniendo las ecuaciones anteriores,
α+ β +  = 0; µ+ ρ = 0; − β = 0; 2µ− ρ = 0; β + 5 = 0
Por el teorema de Rouche-Frobenius es trivial ver que la u´nica solucio´n es que todos
los coeficientes sean cero. 
Utilizando la proposicio´n anterior, es claro que los coeficientes deben cumplir
que,
A = B; b = f ; c = g; d = h; a = e; y = z − 1; l = m;
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Esto simplifica notablemente la los operadores. Ahora tenemos que ajustar los
te´rminos que no tienen derivada parcial. Estos te´rminos son los siguientes:
B2 + cos(x)(2Be+ 2ef sin(x) + 2em cot(x) + 2fm+ f) + 2Bf sin(x)+
sec(x)(2Bg + 2gh csc(x) + 2gz tan(x) + 2hz − h) + 2Bh csc(x) + 2Bm cot(x)+
B(z − 1) tan(x) +Bz tan(x) + e2 cos2(x) + 2eg + 2eh cot(x) + e(z − 1) sin(x)+
ez sin(x)− e sin(x) + f2 sin2(x) + 2fg tan(x) + 2fh+ f(z − 1) sin(x) tan(x)+
fz sin(x) tan(x) +
(
g2 + z
)
sec2(x) + 2gm csc(x) + h2 csc2(x) + 2hm cot(x) csc(x)
− h cot(x) csc(x) + µ+m2 cot2(x)−m csc2(x) +m(z − 1) +mz + (z − 1)z tan2(x) =
sec2(φ)(βk + n)2 +
(
(l2 + n)
2 − 1/4) csc2(φ)
(4.1)
Ahora bien, que tengamos un sumatorio de funciones a un lado y al otro de la
igualdad no implica necesariamente que debamos igualar coeficientes. En este caso
no ocurrira´ como en el caso anterior que todas las funciones que aparec´ıan eran
linealmente independientes. Esto es trivial si consideramos el siguiente ejemplo:
Ejemplo 2. Probemos que {1, sin(x)2, cos(x)2} no son linealmente independientes,
i.e., son linealmente dependientes. Si tenemos,
α sin(x)2 + β cos(x)2 + γ = 0
Entonces,
α+ (β − α) cos(x)2 + γ = 0
Luego, si hacemos α = −γ, β = α tendremos que la expresio´n es ide´nticamente cero,
los coeficientes no necesariamente nulos. Luego no son linealmente independientes
y la clave esta´ en las identidades trigonome´tricas.
Por tanto, deberemos tener en cuenta todas las relaciones trigonome´tricas “re-
levantes” para ver cuales son las funciones linealmente independientes. Habiendo
hecho eso4, pasemos a expresar la proposicio´n que usaremos ma´s adelante.
Proposicio´n 4.4. El conjunto de funciones,
C = {1, cos, tan sec, cot csc, sec2, csc2, sin, tan, csc, cot, sec, sin cos, sin2}
es parte libre, i.e., las funciones son linealmente independientes.
Demostracio´n. Nos sera´ u´til, por el taman˜o de la expresio´n, definir la siguiente
funcio´n,
F (x) := α0 + α1 cosx+ α10 tanx secx+ α11 cotx cscx+ α12 sec
2 x+ α13 csc
2 x+
+ α2 sinx+ α3 tanx+ α4 cscx+ α5 cotx+ α6 secx+ α7 sinx cosx+ α8 sin
2 x
Tenemos que probar que si
F (x) = 0 ∀x ∈ D
4De hecho, si intenta´ramos probar que son linealmente independientes y no lo son, nos aparecer´ıa
una identidad trigonome´trica.
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Entonces, todos los coeficientes son nulos. Como es ∀x ∈ D, empecemos calculando
los l´ımites en 0, pi. Hay sumandos cuyo l´ımite no es necesariamente finito, estos son:
α4 cscx+α5 cotx+α11 cotx cscx+α13 csc
2 x =
α4 sinx+ α5 sinx cosx+ α11 cosx+ α13
sin2 x
La condicio´n necesaria para que ese l´ımite sea finito, es que el numerador tienda a
cero. Esto implica
x→ 0; α11 = −α13 x→ pi; α11 = α13
Por tanto, α11 = α13 = 0. Si ahora el denominador es sinx, tendr´ıamos como nueva
condicio´n necesaria,
x→ 0; α4 = −α5 x→ pi; α4 = α5
Por tanto, α4 = α5 = 0. Ahora tendremos que,
0 = l´ım
x→0
F (x) = α0 + α1 + α12 + α6
0 = l´ım
x→pi F (x) = α0 − α1 + α12 − α6
Por lo que deducimos que,
α0 = −α12; α1 = −α6
Otro punto problema´tico es ±pi/2. Procediendo de manera ana´loga es directo com-
probar que tendr´ıamos,
α10 = 0;α12 = 0;α6 = 0;α3 = 0;
Calculando los l´ımites,
0 = l´ım
x→pi
2
F (x) = α2 + α8 0 = l´ım
x→−pi
2
F (x) = α8 − α2
Por lo que deducimos que, α2 = α8 = 0. Finalmente tenemos,
F (x) = α7 sin(x) cos(x)
Pero de aqu´ı es evidente que al evaluar en un punto donde sin(x) cos(x) 6= 0, tendre-
mos que α7 = 0. Por tanto, todos los coeficientes son cero y queda demostrado. 
Utilizando ahora esta proposicio´n solo tendr´ıamos que expresar todas las fun-
ciones de (4.1) como una combinacio´n lineal de las funciones que aparecen en la
Proposicio´n 4.4. Esto es posible si tenemos en cuenta las siguientes identidades
trigonome´tricas.
sin(2x) = 2 sin(x) cos(x), sin(x) tan(x) = sec(x)− cos(x), cot2(x) = csc2(x)− 1
tan2(x) = sec2(x)−1, cos(x) cot(x) = csc(x)−sin(x), csc(x) sec(x) = tan(x)+cot(x)
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Aplicando ahora la Proposicio´n 4.4 obtenemos las siguientes ecuaciones.
(2ef) = 0(
f2 − e2) = 0
(2gz) = 0
(2hm− h) = 0
(2Be+ 2fm− 2fz + 2f) = 0
(2Bf − 2em+ 2ez − 2e) = 0
(2Bh+ 2em+ 2gm) = 0
(2Bm+ 2eh+ 2gh) = 0
(2Bz −B + 2fg + 2gh) = 0
(2Bg + 2fz − f + 2hz − h) = 0(
g2 + z2
)
= (βk)2(
h2 +m2 −m) = (l2)2 − 14
De las dos primeras ecuaciones obtenemos que e = f = 0. Lo cual simplifica nuestras
ecuaciones en gran medida:
(2gz) = 0
(2hm− h) = 0
(2Bm+ 2gh) = 0
(2Bz −B + 2gh) = 0
(2Bg + 2hz − h) = 0(
g2 + z2
)
= (βk)2(
h2 +m2 −m) = (l2)2 − 14
En la primera ecuacio´n aparece la condicio´n de g = 0 o z = 0 y ambos no pueden
ser cero, porque debe cumplirse la penu´ltima ecuacio´n. Algo similar pasa con la
segunda ecuacio´n, h = 0 o m = 1/2, pero debemos mantener uno sin fijar para
que se cumpla la u´ltima ecuacio´n. Esto nos da 22 combinaciones. Por otro lado, y
aunque no aparece en las ecuaciones de arriba, ajustamos el valor de µ para que
los te´rminos independientes sean nulos. Utilizando este resultado podemos probar
que las u´nicas soluciones posibles (dadas nuestras hipo´tesis) son:
g = 0
h = 0
B = 0(
z2
)
= (βk)2(
m2 −m) = (l2)2 − 14
Por tanto, tenemos 4 soluciones.
z = ±(βk) m = 1
2
(±2l2 + 1)
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Y las cuatro nos conducen al mismo resultado,
M+M− + µ = Hkβφ = −∂2φ + tanφ∂φ +
l22 − 1/4
sin2 φ
+
(kβ)2
cos2 φ
4.2.2. Relaciones de entrelazado.
Todas las soluciones nos dan la misma factorizacio´n del hamiltoniano. Pero no
obtenemos las mismas relaciones de entrelazado. Lo relevante ahora (ver Proposi-
cio´n 3.2) es analizar que ocurre con:
M−M+ + µ
Ahora cada solucio´n nos dara´ un resultado, por tanto, habra´ diferencias en los
operadores shift.
Solucio´n 1.
Si tomamos:
m =
1
2
(−2l2 + 1) z = βk;
Entonces,
M+F (x) = F ′(x) + F (x)(βk − 1) tan(x) + 1
2
(1− 2l2)F (x) cot(x)
M−F (x) = −F ′(x) + F (x) tan(x)(βk) + 1
2
F (x)(−2l2 + 1) cot(x)
µ =
1
4
(2βk + 2l2 − 3)(2βk + 2l2 − 1)
Finalmente, cuando hagamos la operacio´n (M−M+ + µ)F (x) tendremos que el
factor que multiplica a F (x) csc2(x), que denominamos C(l2), tiene que tener una
forma similar a la del hamiltoniano original. Para ello lo que hacemos es buscar un
p que resuelva5 la ecuacio´n
C(l2) = (l2 − p)2 − 1/4
Entonces, hecho esto, podremos encontrar el nuevo hamiltoniano e identificar que
ocurre con kβ y l2.
M−M+ + µ = −∂2x + tan(x)∂x + (βk − 1)2 sec2(x) +
1
4
(4((l2 − 1)2 − 1) csc2(x)
Es decir, que ser´ıa el mismo hamiltoniano, pero haciendo los cambios:
βk → βk − 1
l2 → l2 − 1
5Obviamente hay dos soluciones, una es p y la otra sera´ p′ = 2l2−p. Nos quedamos con aquella
que no depende de l2.
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Solucio´n 2.
Si tomamos:
m =
1
2
(+2l2 + 1) z = βk;
Entonces,
M+F (x) = F ′(x) + F (x)(βk − 1) tan(x) + 1
2
(2l2 + 1)F (x) cot(x)
M−F (x) = −F ′(x) + βkF (x) tan(x) + 1
2
(2l2 + 1)F (x) cot(x)
µ =
1
4
(−2βk + 2l2 + 1)(−2βk + 2l2 + 3)
Finalmente tendremos que,
M−M+ + µ = −∂2x + tan(x)∂x + (βk − 1)2 sec2(x) +
1
4
(4((l2 + 1)
2 − 1) csc2(x)
Es decir, el hamiltoniano tendr´ıa la misma forma, pero haciendo los cambios:
βk → βk − 1
l2 → l2 + 1
Solucio´n 3.
Si tomamos:
m =
1
2
(+2l2 + 1) z = −βk;
Entonces,
M+F (x) = F ′(x) + F (x)(β(−k)− 1) tan(x) + 1
2
(2l2 + 1)F (x) cot(x)
M−F (x) = −F ′(x)− βkF (x) tan(x) + 1
2
(2l2 + 1)F (x) cot(x)
µ =
1
4
(2βk + 2l2 + 1)(2βk + 2l2 + 3)
Finalmente tendremos que,
M−M+ + µ = −∂2x + tan(x)∂x + (βk + 1)2 sec2(x) +
1
4
(4((l2 + 1)
2 − 1) csc2(x)
De nuevo, obtenemos el mismo tipo de hamiltoniano, pero haciendo los cambios:
βk → βk + 1
l2 → l2 + 1
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Solucio´n 4.
Si tomamos:
m =
1
2
(−2l2 + 1) z = −βk;
Entonces,
M+F (x) = F ′(x) + F (x)(β(−k)− 1) tan(x) + 1
2
(1− 2l2)F (x) cot(x)
M−F (x) = −F ′(x)− βkF (x) tan(x) + 1
2
(1− 2l2)F (x) cot(x)
µ =
1
4
(−2βk + 2l2 − 3)(−2βk + 2l2 − 1)
Finalmente tendremos que,
M−M+ + µ = −∂2x + tan(x)∂x + (βk + 1)2 sec2(x) +
1
4
(4((l2 − 1)2 − 1) csc2(x)
Como en los casos anteriores, misma estructura en el hamiltoniano pero haciendo
los cambios,
βk → βk + 1
l2 → l2 − 1
En resumen,
Si m = 12(±2l2n+1), el coeficiente l2 del hamiltoniano cambia como l2 → l2±1
Si z = ±(βk), el coeficiente βk del hamiltoniano cambia como βk → βk ∓ 1
***
4.2.3. Proposicio´n generalizada.
En el desarrollo anterior hemos obtenido 4 posibles factorizaciones del hamilto-
niano, pero cada una de estas factorizaciones nos da distintas relaciones de entre-
lazado, luego nos dara´ distintos operadores escalera. Tenemos distintas relaciones
porque ahora se modifican dos ı´ndices, es decir, ya no es una familia uniparame´trica,
{HMφ }, de hamiltonianos, sino multiparame´trica, {HMφ,n,m}.
Definicio´n 4.2. La familia de hamiltonianos {HMφ,n,m} con n ∈ N viene dada por:
Hkβφ,n,m := −∂2φ + tan(φ)∂φ + sec2(φ)(βk + n)2 +
(
(l2 +m)
2 − 1/4) csc2(φ)
Puesto que ahora los hamiltonianos dependen de varios ı´ndices, vamos a de-
mostrar una generalizacio´n de la Proposicio´n 3.2, ya que esta no es aplicable a este
nuevo caso.
****
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Proposicio´n 4.5. Sea {Hmi}mi∈Z una familia de hamiltonianos6(que dependen
de varios ı´ndices con i ∈ I) tal que ∀ (mi)i ∈ Z|I|, siendo |I| el cardinal de I y
denotando en la u´ltima expresio´n el producto cartesiano |I| veces, se tiene que:
Hmi = A
+
miA
−
mi + λmi = A
−
fi(mi)
A+fi(mi) + λfi(mi) (4.2)
Siendo fi(mi) un conjunto de funciones del tipo fi : Z → Z que supondremos
que existe su funcio´n inversa en todo el dominio. Entonces, A±mi son operadores
desplazamiento (ve´ase Definicio´n 3.2) cumpliendo,
A−mi : Hmi → Hf−1i (mi)
A+mi : Hf−1i (mi) → Hmi
Notemos que mantienen el autovalor constante, ver la Definicio´n 3.2.
Demostracio´n. Utilizando una notacio´n similar a la que venimos utilizando, sea
ψEmi tal que,
Hmiψ
E
mi = Eψ
E
mi
Teniendo esto en cuenta, probemos la accio´n de A−m
Hf−1i (mi)
A−miψ
E
mi = A
−
mi(A
+
miA
−
mi + λmi)ψ
E
mi
Ya que fi(f
−1
i (mi)) = mi por definicio´n de funcio´n inversa. Finalmente,
Hf−1i (mi)
A−miψ
E
mi = E(A
−
miψ
E
mi)
En el otro caso,
HmiA
+
miψ
E
f−1i (mi)
= A+mi(A
−
miA
+
mi + λmi)ψ
E
f−1i (mi)
= A+mi(Hf−1i (mi)
)ψE
f−1i (mi)
= E(A+miψ
E
f−1i (mi)
)
Tal como quer´ıamos probar.

Hemos generalizado la Proposicio´n 3.2, veamos, como un ejemplo, que esta
u´ltima se deduce de la Proposicio´n 4.5, como un caso particular.
Ejemplo 3. Supongamos que nuestros hamiltonianos solo dependen de un ı´ndice,
m, y que f(m) = m− 1. Entonces, la funcio´n inversa sera´:
f−1(m− 1) = m
Si m = m′ + 1, tendremos (como era de esperar):
f−1(m′) = m′ + 1
Las relaciones de la proposicio´n quedan entonces,
A−m : Hm → Hm+1
A+m : Hm+1 → Hm
Tal como ya obtuvimos en la Proposicio´n 3.2.
6No tienen porque ser necesariamente hamiltonianos, pueden ser otros operadores que cumplan
las hipo´tesis descritas en la proposicio´n.
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***
4.2.4. Ana´lisis de las soluciones.
La proposicio´n del apartado anterior (que generaliza el resultado a familias de
hamiltonianos multi-´ındice y con distintas funciones para cada ı´ndice), nos permite
ver cual es la accio´n de los 4 operadores que encontramos anteriormente. Como es
obvio, podemos generalizar nuestros operadores M+,M− como sigue.
Definicio´n 4.3. Sean los operadores previamente definidos (las cuatro soluciones
posibles, ver apartado 4.2.2). Supongamos que tenemos la solucio´n i-e´sima, i ∈
{1, 2, 3, 4}, podemos generalizar los operadores como sigue,
M±,in,m := M
±,i(βk → βk + n, l2 → l2 +m)
Siendo M±,i los operadores previamente definidos correspondientes a la solucio´n
i-e´sima, donde lo que hacemos es sustituir los para´metros.
Proposicio´n 4.6. Sean los operadores definidos en la Definicio´n 4.3. Entonces,
∀i ∈ {1, 2, 3, 4} se cumple,
M+,in,mM
−,i
n,m + µ
i
n,m = H
M
φ,n,m
M−,in,mM
+,i
n,m + µ
i
n,m = H
M
φ,f−11i (n),f
−1
2i (m)
Por tanto,
M−,in,m : HMn,m → HMf−11i (n),f−12i (m)
M+,in,m : HMf−11i (n),f−12i (m) → H
M
n,m
Demostracio´n. Las dos primeras relaciones son inmediatas sin ma´s que hacer los
cambios
βk → βk + n l2 → l2 +m
en los ca´lculos de la Solucio´n i. La primera nos dice que son las posibles factoriza-
ciones y la segunda expresio´n nos da la relacio´n de entrelazado. Las funciones f−1
se definen teniendo en cuenta los cambios que se producen al hacer las relaciones
de entrelazado y que ya vimos. Por ejemplo, en la Solucio´n 4 estas funciones ser´ıan,
f−11,4 (n) = n+ 1 f
−1
2,4 (m) = m− 1
De hecho, todas las funciones sera´n del tipo f(n) = n± 1. Partiendo de la segunda
relacio´n, sin ma´s que aplicarla a f1i(n), f2i(m) tenemos,
M−,if1,i(n),f2,i(m)M
+,i
f1,i(n),f2,i(m)
+ µif1,i(n),f2,i(m) = H
M
φ,n,m
Aplicando ahora la Proposicio´n 4.5, son evidentes el segundo par de expresiones. En
la Figura 4.1 mostramos un esquema de los operadores que aqu´ı hemos construido.

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(a) Operadores de las Soluciones 1 y 2 (b) Operadores de las Soluciones 3 y 4
Figura 4.1: Esquema de los operadores encontrados.
Este u´ltimo resultado es muy importante, pues hemos encontrado 8 operadores7
que transforman los autovalores como sigue,
A : HEn,m → HEn+a,m+b
siendo a, b ∈ {−1,+1}. Deducimos un importante corolario de aqu´ı, pero antes,
unas definiciones. Queremos simplificar un poco la notacio´n. Por ejemplo, si escri-
bimos M1,−1 queremos referirnos a uno de los ocho operadores escalera (en realidad
hay dos que hacen lo mismo) tal que al aplicarlo sobre un autovector del hamilto-
niano Hn,m nos pase a uno del hamiltoniano Hn+1,m+1. Utilizando los resultados
anteriores, esto lo conseguimos como explicamos en la siguiente definicio´n.
Definicio´n 4.4. Definiremos los operadores desplazamiento free index de la manera
usual.
∀ (m,n) ∈ Z2 Ma,bψn,m := M−,in,mψn,m
De tal manera8 que f1,i(n) = n− a y f2,i(n) = n− b con a, b ∈ {−1,+1}. Notemos
que podr´ıamos dar una definicio´n similar usando M+.
Podemos ver la accio´n de los operadores que acabamos de definir en la Figura
4.2.
Corolario. 4.6.1 (∃ simetr´ıas). Como ya mostramos, ver Definicio´n 4.1, tenemos
el operador escalera para Hθ. Si obtenemos un operador desplazamiento para HφM ,
usando el Teorema 3.1, habremos probado que el sistema es superintegrable.
Estos operadores podemos encontrarlos usando lo demostrado anteriormente.
Si tenemos,
Ma,bMa,−bψn,m = Ma,bψn+a,m−b = ψn+2a,m
Por tanto, hemos encontrado los operadores shift,
S+ := M1,bM1,−b : Hn,m → Hn+2,m
S− := M−1,bM−1,−b : Hn,m → Hn−2,m
7En realidad son cuatro distintos, ya que ahora los M− en algunas factorizaciones pueden pasar
a un hamiltoniano “ma´s bajo” de la familia y viceversa con los M+. Esto lo vemos en la Figura
4.1
8Que existe el i queda garantizado por las cuatro soluciones que encontramos.
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Figura 4.2: Representacio´n gra´fica de los operadores encontrados, usando la nota-
cio´n simplificada, de Definicio´n 4.4. Notemos que podemos construir los operadores
shift buscados sumando dos de estos. Aqu´ı se representa S+, siguiendo el Corolario
4.6.1.
Lo que hemos hecho es encontrar un nuevo conjunto de operadores adicionales
a los que aparec´ıan en [13]. De hecho, utilizando nuestra notacio´n y generaliza´ndolo
a nuestro caso, lo all´ı encontrado podr´ıa expresarse en los siguientes resultados.
4.3. Resultados de referencia [13].
Si buscamos en la literatura operadores desplazamiento para este tipo de poten-
ciales, podemos encontrar un estudio detallado en [13]. Generalizando y modificando
los resultados all´ı obtenidos, podemos obtener que la factorizacio´n que buscamos
es;
M+n := ∂φ − tan(φ)(βk + n+ 1) +
(
l2 + n+
1
2
)
cot(φ)
M−n := −∂φ − tan(φ)(βk + n) +
(
l2 + n+
1
2
)
cot(φ)
µn :=
(
βk + l2 + 2n+
1
2
)(
βk + l2 + 2n+
3
2
)
Es decir, si tenemos n = 0, obtenemos:
M+0 M
−
0 + µ0 = H
kβ
φ = −∂2φ + tanφ∂φ +
l22 − 1/4
sin2 φ
+
(kβ)2
cos2 φ
i.e., obtenemos la factorizacio´n buscada de HMφ . Pero tambie´n obtenemos una fa-
milia de hamiltonianos que pasamos a definir.
Definicio´n 4.5. Sea la familia de hamiltonianos {HMφ,n} con n ∈ N determinada
por:
Hkβφ,n := M
+
nM
−
n + µn
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Que explicitamente se expresa por,
HMφ,n = −∂2φ + tan(φ)∂φ + sec2(φ)(βk + n)2 +
(
(l2 + n)
2 − 1/4) csc2(φ)
Es decir, la familia que aqu´ı se trata es unidimensional y ser´ıa un caso especial de
la nuestra (ver 4.2) con m = n.
Proposicio´n 4.7. Sea la familia de hamiltonianos definidos en 4.5. Entonces, se
cumple
Hkβφ,n = M
+
nM
−
n + µn = M
−
n−1M
+
n−1 + µn−1
Demostracio´n. Se deduce de manera directa sin ma´s que comprobar que para una
f(φ) arbitraria se tiene que,
(M+nM
−
n + µn − (M−n−1M+n−1 + µn−1))f(φ) = 0

Corolario. 4.7.1. De la proposicio´n anterior deducimos que nuestra familia cumple
la relacio´n (3.5) y por tanto, podemos aplicar la Proposicio´n 3.2 y obtener que
M± son operadores desplazamiento de nuestro sistema. Aplicando la proposicio´n
obtenemos,
M+ : Hφn+1 −→ Hφn M− : Hφn −→ Hφn+1
Tengamos en cuenta que con estos operadores no podr´ıamos probar que el sistema
es superintegrable, al no poder encontrar operadores puramente de desplazamiento.
De hecho, la solucio´n que aqu´ı se presenta es una de las cuatro soluciones que ya
obtuvimos en el apartado anterior (en particular, es la Solucio´n 1).
Figura 4.3: Operadores que obtendr´ıamos usando como base [13]. No podr´ıamos
encontrar los operadores buscados (al menos con este me´todo, ver siguiente seccio´n).
****
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4.4. Me´todo alternativo para encontrar los operadores.
Vamos a proponer ahora otro me´todo alternativo al presentado en el apartado
anterior para obtener los operadores desplazamiento. En el me´todo anterior, facto-
rizamos el hamiltoniano y despue´s analizamos lo que ocurr´ıa cuando permuta´bamos
el orden de los operadores de la factorizacio´n. Los resultados obtenidos nos fijaban
los operadores de desplazamiento y su actuacio´n.
Lo que vamos a hacer ahora es buscar factorizaciones del tal modo que los
operadores desplazamiento que obtengamos necesariamente nos dejen uno de los
para´metros del hamiltoniano fijo. La utilidad de e´ste me´todo esta´ en que en muchas
ocasiones para encontrar los operadores del Teorema 3.1, necesitamos que algunos
para´metros no se modifiquen.
4.4.1. Resultado teo´rico generalizado.
Para ver co´mo proceder, pasemos a establecer y demostrar la siguiente propo-
sicio´n, que no solo es aplicable a nuestro caso9.
Proposicio´n 4.8. Sea un operador H : H → H de la forma
Hαi(x) =
n∑
i=1
αi
fi(x)
+
m∑
j=1
gi(x) ∂
j
x
donde, como de manera usual, ∂ix := ∂
i/∂xi. Si λ es un autovalor de H(x), defina-
mos hβi,λ
hβi,λ := fkHαi − αk − fkλ
donde βi hace referencia al vector (βi)
n−1
i=1 = (αl)
n
l=1,l 6=k. Si existen los operadores,
M+βi,λ, M
−
βi,λ
y n funciones invertibles γi, tal que:
hβi,λ = M
+
βi,λ
M−βi,λ + µβi,λ = M
−
γi(βi),γn(λ)
M−γi(βi),γn(λ) + µγi(βi),γn(λ) (4.3)
entonces, se tiene que:
M−βi,λ : Hλβi,αk → H
γ−1n (λ)
γ−1i (βi),αk
(4.4)
M+βi,λ : H
γ−1n (λ)
γ−1i (βi),αk
→ Hλβi,αk (4.5)
donde seguimos la notacio´n usual empleada aqu´ı (en el super´ındice el autovalor y
en los sub´ındices los para´metros del hamiltoniano del cual es autovector).
Demostracio´n. Sea ψλαi ∈ Hλαi , entonces,
hβi,λψ
λ
αi = fkHαiψ
λ
αi − αkψλαi − fkλψλαi
Usando Hαiψ
λ
αi = λψ
λ
αi ,
hβi,λψ
λ
αi = −αkψλαi
9Esta proposicio´n es una formalizacio´n y generalizacio´n con demostracio´n de ciertas ideas que
se presentan en [15].
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Es decir, tenemos que tambie´n son autovectores de h, siendo precisamente el au-
tovalor el para´metro que queremos dejar constante. Podemos entonces aplicar la
Proposicio´n 4.5 teniendo en cuenta la expresio´n (4.3). Por tanto,
M−βi,λ : ψ
αk
βi,λ
→ ψαk
γ−1i (βi),γ
−1
n (λ)
M+βi,λ : ψ
αk
γ−1i (βi),γ
−1
n (λ)
→ ψαkβi,λ
Si tomamos la expresio´n de M−βi,λψ
αk
βi,λ
tendr´ıamos que,
hγ−1i (βi),γ
−1
n (λ)
M−βi,λψ
αk
βi,λ
= −αkM−βi,λψ
αk
βi,λ
Pero teniendo en cuenta la definicio´n de hβi,λ
hγ−1i (βi),γ
−1
n (λ)
= fkHγ−1i (βi),αk
− αk − fkγ−1n (λ)
Por tanto,
−αkM−βi,λψ
αk
βi,λ
= fkHγ−1i (βi),αk
M−βi,λψ
αk
βi,λ
− αkM−βi,λψ
αk
βi,λ
− fkγ−1n (λ)M−βi,λψ
αk
βi,λ
Es decir,
0 = fkHγ−1i (βi),αk
M−βi,λψ
αk
βi,λ
− fkγ−1n (λ)M−βi,λψ
αk
βi,λ
Finalmente,
Hγ−1i (βi),αk
M−βi,λψ
αk
βi,λ
= γ−1n (λ)M
−
βi,λ
ψαkβi,λ
Y esto cumple la tesis de nuestra proposicio´n (ver (4.4)). Para ver la actuacio´n
del operador M+βi,λ hay que operar de manera ana´loga, por lo que lo haremos de
manera ma´s concisa:
hβi,λM
+
βi,λ
ψαk
γ−1i (βi),γ
−1
n (λ)
= −αkM+βi,λψ
αk
γ−1i (βi),γ
−1
n (λ)
Teniendo en cuenta la definicio´n de hβi,λ
hβi,λ = fkHβi,αk − αk − fkλ
Por tanto,
0 = fkHβi,αkM
+
βi,λ
ψαk
γ−1i (βi),γ
−1
n (λ)
− fkλM+βi,λψ
αk
γ−1i (βi),γ
−1
n (λ)
Finalmente,
Hβi,αkM
+
βi,λ
ψαk
γ−1i (βi),γ
−1
n (λ)
= λM+βi,λψ
αk
γ−1i (βi),γ
−1
n (λ)
Y esto es justamente la otra parte de la tesis de la proposicio´n.

Como vemos tanto hβi,λ como H dependen de n ı´ndices, pero hemos intercam-
biado un ı´ndice relacionado con el operador desplazamiento (operadores asociados
a la familia de hamiltonianos), αk, con el autovalor, ı´ndice relacionado con los
operadores escalera. De hecho, los operadores que aqu´ı obtenemos son una mezcla
entre operadores de desplazamiento y operadores escalera, ya que nos relacionan
autovalores de distintos hamiltonianos, pero con distinto autovalor.
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4.4.2. Aplicacio´n a nuestro sistema.
Habiendo presentado y probado el resultado anterior, pasemos a operar de ma-
nera similar a como hicimos anteriormente (seremos, por tanto, ma´s escuetos en
la explicacio´n ahora). Nuestra idea es dejar fijo el para´metro βk del hamiltoniano
dado por la expresio´n (3.2). Para ello, por lo visto en la proposicio´n anterior, multi-
plicaremos por cos2(x) (adoptamos aqu´ı como variable x y no φ) Por tanto, nuestro
nuevo hamiltoniano a factorizar es:
hl2,E = − cos2(x)∂2x + cos(x) sin(x)∂x + (l22 −
1
4
) cot(x)2 − E cos2(x)
Si tenemos unos operadores del tipo:
M+z(x) = az(x) cos(x) + bz(x) sin(x) + cz(x) sec(x) + dz(x) csc(x)− cos(x)z′(x)
M−z(x) = ez(x) cos(x) + fz(x) sin(x) + gz(x) sec(x) + hz(x) csc(x) + cos(x)z′(x)
Si procedemos de manera similar a como hicimos en secciones anteriores, ob-
tendr´ıamos que:
a = e; d = h; c = g; b = f ; e = g = 0;
Y por otro lado,
f + f2 = E; h+ h2 = (l22 − 1/4); µ = −(f + h)2 (4.6)
Y tenemos dos soluciones de h y de f que lo cumplen. Por tanto, restringiendo-
nos a esas soluciones, es decir, tomando f(E) y h(l2) la factorizacio´n queda:
hl2,E = M
+
h,fM
−
h,f + µh,f
Si ahora calculamos M−h,fM
+
h,f + µh,f el resultado es:
− cos2(x)∂2x + cos(x) sin(x)∂x + (h+ h2 − 2h) cot(x)2 − (f + f2 − 2f) cos2(x)
Por tanto,
f + f2 − 2f = E′; h+ h2 − 2h = (l′22 − 1/4);
Si lo expresamos como en (4.6),
f ′ + f ′2 = E′; h′ + h′2 = (l′22 − 1/4);
Y de nuevo tenemos dos soluciones. En efecto,
f ′ =
{
−f
f − 1 h
′ =
{
−h
h− 1
Vamos a restringirnos a las soluciones f ′ = −f y h′ = h− 1, que sera´n las que nos
interesan a nosotros (si cogemos f ′ = −f , al aplicarlo dos veces no se modifica, y
eso es lo que buscamos (f esta´ relacionado con E). En cambio, s´ı que buscamos
que haya cambios en h, que esta´ relacionado con l2). En ese caso,
hl2,E = M
+
h,fM
−
h,f + µh,f = M
−
h+1,−fM
+
h+1,−f + µh+1,−f
Por tanto, las funciones γ de la Proposicio´n 4.8 son
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γ1(h) = h+ 1 −→ γ−11 (h) = h− 1
γ2(f) = −f −→ γ−12 (f) = −f
Aplicando entonces esa proposicio´n obtenemos,
M−h,f : Hfh,βk → H−fh−1,βk M+h,f : H−fh−1,βk → Hfh,βk
Donde los nuevos subespacios de autovectores esta´n indicados con h, f en vez de
l2, E como hicimos antes, es decir,
Hh,βkψ
f
h,kβ =
(
−∂2φ + tanφ ∂φ +
h(h+ 1)
sin2 φ
+
(kβ)2
cos2 φ
)
ψfh,kβ = (f + f
2)ψfh,kβ
Esto es simplemente por motivos notacio´n. De´monos cuenta que con la solucio´n
escogida, podemos construir operadores que solo modifiquen l2 como sigue:
M−h,fψ
f
h,βk = ψ
−f
h−1,βk M
−
h−1,−fψ
−f
h−1,βk = ψ
f
h−2,βk
Es decir,
M−h−1,−fM
−
h,f : Hfh,βk → Hfh−2,βk
Del mismo modo,
M+h+2,fM
+
h+1,−f : Hfh,βk → Hfh+2,βk
Si tomamos ahora una de las soluciones de h, por ejemplo10, h = l2−1/2 tendremos
operadores que var´ıan l2 en dos unidades. Por tanto, combinando estos operadores
con los que ten´ıamos de la seccio´n 4.3 podr´ıamos construir los operadores shift que
buscamos, y usar el Teorema 3.1 para probar que ∃=2, existen dos, simetr´ıas. ***
Figura 4.4: Me´todo alternativo para poder usar los operadores de la literatura.
Tenemos que construir los Malt, ver en el texto con la notacio´n precisa, para poder
usarlos.
10Si tomaramos la otra solucio´n simplemente los M+ parar´ıan a M− y viceversa.
Cap´ıtulo 5
Ana´lisis cla´sico del
hamiltoniano U(3) generalizado.
En este cap´ıtulo vamos a trabajar con el hamiltoniano cla´sico asociado al caso
cua´ntico estudiado en el cap´ıtulo previo. Debido a la correspondencia entre corche-
tes y conmutadores, podremos usar muchos resultados del cap´ıtulo anterior para
encontrar las constantes del movimiento. Esto nos simplificara´ en gran medida
los ca´lculos. Una vez hayamos encontrado las simetr´ıas, procederemos a obtener
algebraicamente las trayectorias (forma impl´ıcita) sin resolver las ecuaciones dife-
renciales. Recordemos que esta era una propiedad de los sistemas maximalmente
superintegrables. Como parte final, obtendremos representaciones de las trayecto-
rias.
5.1. Conceptos generales.
Dado que vamos a usarlo con frecuencia en este cap´ıtulo, vamos a recordar
que´ eran los corchetes de Poisson (lo vimos en el primer cap´ıtulo con detalle).
Definicio´n 5.1. Sean f, g dos funciones f, g : R2n+1 → R, definiremos los corchetes
de Poisson como:
{f, g} :=
2n∑
µ,ν=1
∂f
∂zµ
Jµν
∂g
∂zν
=
2n∑
µ,ν=1
Jµν
∂f
∂zµ
∂g
∂zν
= (∇f)T · J · ∇g
donde Jµν son las componentes de la matriz simple´tica que definimos en el cap´ıtulo
1 y z = (~q, ~p).
Demostremos a continuacio´n una proposicio´n que nos sera´ u´til en lo que sigue:
Lema 5.1. Sean f, g dos funciones f, g : R2n+1 → R. Entonces,
i) {f, gn} = n{f, g}gn−1
ii) Si tenemos, como caso particular que, f (´ıdem con g) solo dependen de unos
determinados qi, pi (que denotaremos por i ∈ I), es decir, f(q1, ..., qn, p1, ..., pn, t) =
f((qi, pi)i∈I , t). Entonces,
{f, g} = {f, g}I
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siendo
{f, g}I :=
∑
i,k∈I
∂f
∂zi
jik
∂g
∂zk
Demostracio´n.
i) Utilizando1 la Definicio´n 5.1,
{f, gn} = ∂µfJµν∂ν(gn) = ∂µfJµνn∂νggn−1 = (∂µfJµν∂νg)ngn−1
Y queda probado.
ii) Es trivial sin ma´s que tener en cuenta que,
∂f
∂zl
= δl,I
∂f
∂zl
definiendo δl,I como la extensio´n directa de la delta de Kronecker a ı´ndices
de conjuntos.2

El hamiltoniano asociado a nuestro sistema esta´ dado por:
H =
k2
cos2(φ)
(
α2
cos2(θ)
+
β2
sin2(θ)
+ p2θ
)
+
l22
sin2(φ)
+ p2φ (5.1)
Y definimos,
Hθ := p
2
θ +
α2
cos2(θ)
+
β2
sin2(θ)
HMφ = p
2
φ +
M2
cos2(φ)
+
l22
sin2(φ)
siendo M := k
√
Hθ. Sabiendo esto, analicemos las dos partes que tenemos.
5.2. Funciones escalera Ξ±
Sabemos3 que los “operadores escalera” (por analog´ıa al sistema cua´ntico, mis-
ma forma de los corchetes de Poisson aunque aqu´ı no hablamos de autovalores) del
sistema son:
Ξ+(θ, pθ) :=
(
β2 − α2) 1√
Hθ(θ, pθ)
+ cos(2θ)
√
Hθ(θ, pθ) + ipθ sin(2θ)
1Tambie´n podr´ıamos dar una demostracio´n similar a la del Lema 4.1, ya que las propiedades
que all´ı usamos los corchetes tambie´n las tienen.
2Explicitamente, la relacio´n con la delta de Kronecker usual ser´ıa:
δl,I =
∑
i∈I
δli
Su imagen es 0 o´ 1, ya que en el conjunto de ı´ndices no esta´n repetidos.
3Para una deduccio´n puede verse [17]. All´ı se analizan varios potenciales y se da un procedi-
miento general para la factorizacio´n.
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Ξ−(θ, pθ) :=
(
β2 − α2) 1√
Hθ(θ, pθ)
+ cos(2θ)
√
Hθ(θ, pθ)− ipθ sin(2θ)
Y estos cumplen que,
{Hθ,Ξ±} = ∓4i
√
HθΞ
± (5.2)
Ahora tenemos que incorporar esos resultados en nuestro sistema y de acuerdo
a nuestros objetivos de encontrar constantes del movimiento. En realidad, no nos
va a interesar ese corchete, sino otros relacionados con e´l. La siguiente proposicio´n
nos muestra el valor del corchete de las funciones Ξ elevadas a un nu´mero natural
arbitrario con el hamiltoniano total.
Proposicio´n 5.2. Sean las funciones definidas previamente. Entonces,
{H, (Ξ±)n} = ∓4in
√
Hθ
k2
cos2 θ
(Ξ±)n (5.3)
siendo H el hamiltoniano de (5.1).
Demostracio´n. Utilizando el Lema 5.1 ii),
{H, (Ξ±)n} = {H, (Ξ±)n}θ ∀n ∈ N
Por tanto, como tenemos
H(φ, ϕ, θ, pθ) = f(φ, pφ) +
k2
cos2(φ)
Hθ(θ, pθ)
nuestro corchete queda,
{H, (Ξ±)n}θ = k
2
cos2(φ)
{Hθ(θ, pθ), (Ξ±)n}θ
Utilizando ahora el Lema 5.1 i)
k2
cos2(φ)
{Hθ, (Ξ±)n}θ = n(Ξ±)n−1{Hθ, (Ξ±)}θ
Utilizando el resultado (5.2), quedar´ıa probado. 
Pasemos ahora a la parte correspondiente a funciones asociadas a los operadores
desplazamiento que definimos en la parte cua´ntica.
5.3. Funciones desplazamiento S±
Esta parte es algo ma´s compleja ya que tenemos dependencia de las variables
angulares θ, pθ (por medio de M = k
√
Hθ) y φ. Primero empezaremos estableciendo
las condiciones que deben cumplir esas funciones para que el sistema tenga las dos
constantes del movimiento, y despue´s explicaremos el me´todo usado para encontrar
las funciones con tales requisitos.
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5.3.1. Ana´lisis general de corchete de Poisson {H,S}
Nuestro hamiltoniano puede expresarse, de manera general, como
H = gφ + hφHθ (5.4)
siendo gφ = gφ(φ, pφ), ı´dem con hφ. Supongamos que tenemos una funcio´n Sφ =
Sφ(φ, pφ,M) y depende de M a trave´s de potencias sus potencias, es decir,
Sφ = Sφ(φ, pφ,M) = f0(φ, pφ) +
∑
i∈I
fi(φ, pφ)M
i
siendo I un subconjunto finito de N. En el convenio de sumacio´n,
Sφ = Sφ(φ, pφ,M) = f0(φ, pφ) + fµ(φ, pφ)M
µ
donde µ ∈ I, tal como en la expresio´n anterior. Entonces, analicemos el corchete
de Poisson con H del tipo (5.4),
{H,Sφ} = {H, f0}+ {H, fµMµ}
El segundo te´rmino puede escribirse como:
{H, fµMµ} = {H, fµ}Mµ + {H,Mµ}fµ
Veamos que los segundos sumandos son nulos. Utilizando el Lema 5.1 ii) y desarro-
llando4,
{H,Mµ} = hφ{Hθ, (k
√
Hθ)
µ}θ = hφ{Hθ, Hµ/2θ }θkµ = hφkµ∂αHθJαβ(µ/2)Hµ/2−1θ ∂βHθ
Pero tenemos una sumacio´n del tipo,
∂αHθJαβ∂βHθ
que es nula al ser J antisime´trico5 . Por tanto, finalmente:
{H,Sφ} = {H, f0}+ {H, fµ}Mµ
Utilizando, de nuevo, el Lema 5.1 ii), tendremos:
{H,Sφ} = {H, f0}φ + {H, fµ}φMµ = {H,Sφ}φ
En definitiva, hemos probado el siguiente resultado.
Proposicio´n 5.3. Sean una funcio´n del tipo Sφ = Sφ(φ, pφ,M = k
√
Hθ) =
f0(φ, pφ) + fµ(φ, pφ)M
µ y H = gφ + hφHθ). Entonces:
{H,Sφ} = {H, f0}φ + {H, fµ}φMµ = {H,Sφ}φ
4Obviamente no hay sumacio´n en los ı´ndices θ, ya que no son ı´ndices mudos, sino ı´ndices
relacionados con la notacio´n que usamos para denotar a los distintos subhamiltonianos.
5En efecto,
A = ∂αHθ∂βHθJαβ = ∂βHθ∂αHθ(−Jβα) = −A
ya que los ı´ndices son mudos, luego A = 0.
5.3. FUNCIONES DESPLAZAMIENTO S± 77
Corolario. 5.3.1. La proposicio´n anterior nos dice que podemos tratar, dadas las
sus hipo´tesis (que se dan en nuestro caso), el corchete del hamiltoniano ignorando
la dependecia de las coordenadas y momentos asociados a θ, que aparecen a trave´s
de M . Es decir, que se da la igualdad:
{H,Sφ} = {HMφ , Sφ}φ
es decir, tratando a M como a una constante, justo lo que hac´ıamos
5.3.2. Simetr´ıas cla´sicas.
Como ya comentamos, lo que buscamos es un teorema que nos de una condicio´n
suficiente para que existan las dos simetr´ıas, como en el caso cua´ntico. Esto es lo
que vamos a hacer ahora.
Teorema 5.4. (Simetr´ıas cla´sicas) Sea el hamiltoniano H dado por(5.1). Supon-
gamos que tenemos funciones, S±, L±, que cumplen los siguientes corchetes de
Poisson,
{H,S±} = ±αS± (5.5)
{H,L±} = ∓kαL± (5.6)
Entonces, las funciones (S±)m(L±)n son tal que,
{H, (S±)m(L±)n} = 0
si k = m/n.
Demostracio´n.
{H, (S±)m(L±)n} = {H, (S±)m}(L±)n + {H, (L±)n}(S±)m
Utilizando el Lema 5.1 i),
{H, (S±)m(L±)n} = m(S±)m−1{H,S±}(L±)n + n(L±)n−1{H,L±}(S±)m
Utilizando ahora las hipo´tesis del teorema, i.e., (5.5) y (5.6),
{H, (S±)m(L±)n} = m(S±)m(±α)(L±)n + n(L±)n(∓kα)(S±)m
Reorganizando,
{H, (S±)m(L±)n} = ±(m− kn)α(L±)n(S±)m
Y finalmente, si k = m/n, tendr´ıamos
(m− kn) = 0
Y el corchete se anula. 
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Con ayuda del Teorema 5.4 sabemos que condiciones tiene que cumplir la fun-
ciones S± buscadas, nos basta, por tanto, con encontrar funciones que cumplan
(5.5) siendo6
α =
4Mi
cos2 φ
(5.7)
Por la Proposicio´n 5.3, podremos buscar esta funcio´n tratando a M como una
constante, lo cual sera´ de gran ayuda. Lo que vamos a hacer es usar la correspon-
dencia entre corchetes y conmutadores como gu´ıa para encontrar las funciones. Si
por ejemplo usamos 7la Solucio´n 3 y 4 de la seccio´n anterior.
S1(φ) := −l22 cot2(φ)− (pφ + iM tan(φ))2
Y obtendr´ıamos8,
{HMφ , S1φ} = −4iM sec2(φ)S1(φ)
Tomando otras soluciones,
S2(φ) := −l22 cot2(φ)− (pφ − iM tan(φ))2
Y el corchete queda,
{HMφ , S1φ} = +4iM sec2(φ)S2(φ)
Recordemos que estos corchete son suponiendo que M es una constante, como
hemos comentado en los resultados anteriores. Es decir, usamos {·, ·}, en vez de
{·, ·}φ, aunque como suponemos M constante, es equivalente. Lo hacemos para no
cargar la notacio´n, pero debe tenerse en mente.
Las funciones S1, S2 cumplen con la condicio´n 5.7. Por tanto, definimos:
S+ := S2φ; S
− := S1φ
Utilizando ahora el Teorema 5.4, ya habr´ıamos encontrado las dos simetr´ıas. Estas
constantes del movimientos las usaremos ahora para calcular las trayectorias.
6Tengamos en cuenta que de aqu´ı en adelante la “i” que aparece es la unidad imaginaria, no
un ı´ndice.
7Recordemos que solo hab´ıa cuatro operadores M realmente distintos, ver Nota al pie 7
8Para calcular los corchetes hemos usado el programa de ca´lculo simbo´lico Mathematica, y
tambie´n para todos los ca´lculos. En este caso, y debido a que el resultado puede ser dif´ıcil de
reconocer si se calcula directamente
{HMφ , S1φ}
es ma´s pra´ctico hacer que el programa resuelva la ecuacio´n:
{HMφ , S1φ} − xS1φ = 0
siendo x la inco´gnita, que es lo que nos interesa en nuestro caso.
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5.4. Trayectorias cla´sicas.
En esta seccio´n vamos a obtener las trayectorias cla´sicas de nuestro hamilto-
niano. Como ya comentamos en cap´ıtulos anteriores, podemos obtenerlas de manera
algebraica. Primero vamos a ver su deduccio´n algebraica y despue´s veremos su re-
presentacio´n gra´fica en la esfera. Ahora, a diferencia de los casos conocidos (como
Kepler) que tratamos en el cap´ıtulo introductorio, las constantes son ma´s complica-
das, lo que impide la obtencio´n de una expresio´n anal´ıtica expl´ıcita. Lo que haremos
sera´ buscar las ecuaciones impl´ıcitas.
5.4.1. Ca´lculo algebraico.
Denotemos a los operadores encontrados por X± := (S±)m(L±)n. Entonces,
sustituyendo el valor de Hθ:
X+ =
(−l22 cot2(φ)− (pφ − iM tan(φ))2)m×
×
 β2 − α2√
α2 sec2(θ) + β2 csc2(θ) + p2θ
+ cos(2θ)
√
α2 sec2(θ) + β2 csc2(θ) + p2θ + ipθ sin(2θ)
n
(5.8)
X− =
(−l22 cot2(φ)− (pφ + iM tan(φ))2)m×
×
 β2 − α2√
α2 sec2(θ) + β2 csc2(θ) + p2θ
+ cos(2θ)
√
α2 sec2(θ) + β2 csc2(θ) + p2θ − ipθ sin(2θ)
n
(5.9)
Estas funciones sera´n la base para calcular las trayectorias, pero antes necesitamos
un par de breves resultados, que presentamos en la siguiente proposicio´n.
Proposicio´n 5.5. Sea H el hamiltoniano del sistema, H : R2n+1 → R. Entonces,
i) f : R2n+1 → R (que puede depender expl´ıcitamente del tiempo) es constante
del movimiento, si y solo si,
{f,H} = −∂f
∂t
ii) En nuestro sistema particular se tiene que H,Hθ, X
± son constantes del mo-
vimiento.
Demostracio´n.
i) Utilizando las ecuaciones de Hamilton (en forma simple´tica) y la regla de la
cadena
df
dt
=
∂f
∂zµ
z˙µ +
∂f
∂t
=
∂f
∂zµ
Jµν
∂H
∂zν
+
∂f
∂t
= {f,H}+ ∂f
∂t
Luego la derivada se anula, si y solo si, se da la expresio´n de la proposicio´n.
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ii) El primer caso es trivial y el tercero lo es por el Teorema 5.4. En el segundo
caso,
{Hθ, H} = {Hθ, fφ + k
2
cos2 φ
Hθ} = 0
Luego, usando la parte i) deducimos que son constantes del movimiento (no
dependen expl´ıcitamente del tiempo en nuestro sistema)

Este u´ltimo resultado nos va a permitir obtener las trayectorias de las part´ıcu-
las de manera algebraica, sin tener que integrar las ecuaciones del movimiento con
(5.1). Hemos visto que Hθ es constante del movimiento, luego tambie´n lo sera´ M .
Por otro lado, si fijamos el valor de H = h, entonces, M y h se mantendra´n cons-
tantes durante la trayectoria. Esto nos permite expresar los momentos conjugados
en funcio´n de las coordenadas generalizadas.
pθ = s
√
M2
k2
−
(
α2
cos2 θ
+
β2
sin2 θ
)
pφ = r
√
h−
(
l22
sin2(φ)
+
M2
cos2(φ)
)
donde r, s ∈ {−1, 1}. Finalmente, para que las representaciones sean reales, usare-
mos la parte real y la parte imaginaria de X±. En nuestro caso, tenemos que
(X+)∗ = X−
En efecto. Notemos que en el primer factor de las constantes tendr´ıamos una es-
tructura del tipo
f0 + (g1 + ig2)
2 = f0 + g
2
1 − g22 + 2g1g2i
y en el caso de X− tendr´ıamos lo mismo, salvo el te´rmino imaginario, i.e.,
f0 + (g1 − ig2)2 = f0 + g21 − g22 − 2g1g2i
despu´es f := f0 + g
2
1 − g22 y g := 2g1g2 Tambie´n,
X+ = (f + ig)m + (f ′ + ig′)n = (ρeiφ)m + (ρ′eiφ
′
)n = ρeimφ + ρ′einφ
′
donde las funciones f, g, f ′, g′ se definen siguiendo la estructura de las ecuaciones
(5.8) y (5.9). Usando esto, vemos que,
X− = (f − ig)m + (f ′ − ig′)n = (ρe−iφ)m + (ρ′e−iφ′)n = ρe−imφ + ρ′e−inφ′
Y se sigue el resultado. Por tanto, lo que utilizaremos sera´:
Re(X+) = Re(X−) =
X+ +X−
2
Im(X+) = −Im(X−) = X
+ −X−
2i
que sera´n constantes del movimiento. Por tanto, impl´ıcitamente podremos conocer
las trayectorias, es decir, estas sera´n:
TX0 = {~x ∈ R3/X(~x) = X0}
5.4. TRAYECTORIAS CLA´SICAS. 81
5.4.2. Representaciones gra´ficas en S2.
En esta seccio´n vamos a mostrar las distintas representaciones que obtenemos
de las trayectorias. En vez de representarlas en el plano, siendo los ejes φ, θ, vamos
a hacerlo sobre la esfera. Dado que es una representacio´n algo inusual, vamos a
explicar con algo de detalle co´mo hacerlas con Mathematica. Tengamos en cuenta
que las expresiones (5.8) y (5.9) son expresiones complicadas, luego el tiempo de
ca´lculo se vuelve relevante, y un procedimiento con ca´lculos redundantes o innecesa-
rios puede hacer que el tiempo de procesamiento sea demasiado largo. Recordemos
que vamos a hacer una representacio´n usando las ecuaciones impl´ıcitas, luego usare-
mos los comandos del tipo ContourP lot. Como queremos hacerlo en 3D podr´ıamos
intentarlo pasando de esfe´ricas a cartesianas (sustituyendo todas las funciones tri-
gonome´tricas a sus expresiones cartesianas). Las expresiones son intratables y el
tiempo de un plot muy grande y de baja calidad. La solucio´n que aqu´ı proponemos
es la siguiente.
1. Hacer la representacio´n impl´ıcita en φ, θ.
2. Extraer la tabla de los datos representados.
3. Transformar la tabla φ, θ en una del tipo x, y, z usando la transformacio´n en
esfe´ricas usual.
4. Representar9 la tabla en un diagrama 3D junto a una esfera de radio unidad.
La parte relevante del comando la podemos ver en la Figura 5.1. Ejemplos de las
trayectorias pueden verse en la Figura 5.2.
tc[θ_, ϕ_] := { Cos[ϕ] Sin[θ], Sin[ϕ] Sin[θ], Cos[θ]};
p[1] = ContourPlot[f[L2, M, ϕ, θ, 1, 1] ⩵ 1, {θ, 0, Pi}, {ϕ, 0, 2 Pi},
PlotPoints → 500, MaxRecursion → 2]
p[2] = ContourPlot[f[L2, M, ϕ, θ, 1, -1] ⩵ 1, {θ, 0, Pi}, {ϕ, 0, 2 Pi},
PlotPoints → 500, MaxRecursion → 2]
P[1] = ListPointPlot3D[tc @@@ p[1][[1, 1]], BoxRatios → {1, 1, 1}]
P[2] = ListPointPlot3D[tc @@@ p[2][[1, 1]], BoxRatios → {1, 1, 1}]
Show[esf, P[1], P[2]]
Figura 5.1: Parte del comando usado para la representacio´n de las trayectorias.
9Debido a las singularidades de la funcio´n, la representacio´n no es del todo correcta cuando hay
ceros en el denominador, por tanto aparecen l´ıneas espurias. La eliminacio´n de las l´ıneas depende,
en parte, del nu´mero de puntos que usemos, pero un nu´mero excesivo de puntos puede hacer que
las representaciones tarden d´ıas. Tengamos en cuenta esta aproximacio´n de las representaciones.
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(a) n = 1, m = 1. (b) n = 1, m = 2.
(c) n = 3, m = 1. (d) n = 3, m = 3.
Figura 5.2: Distintas trayectorias dados los para´metros, representamos los valores
de n,m en cada caso.
Ape´ndice A
Breve introduccio´n al ca´lculo de
variaciones.
“Never in my life have I tormented myself anything like this... I have
become imbued with a great respect for mathematics, the more subtle parts
of which I have previously regarded as sheer luxury. ”
– Albert Einstein
“Oh, physics! That’s just too difficult for the physicists!”
– David Hilbert
La formulacio´n lagrangiana puede entenderse como un problema de bu´squeda de ex-
tremos para ciertos funcionales (la accio´n). La diferencia con el ca´lculo usual es que vamos
a trabajar con espacios de funciones (tenemos que trabajar con espacios de dimensio´n in-
finita). En este ape´ndice vamos a tratar de manera breve, pero formal, el problema de
encontrar estos extremos (las condiciones necesarias para que los haya) y aplicarla al caso
que nos ocupa, las acciones de la meca´nica cla´sica. Dado que la generalizacio´n al caso de
teor´ıa cla´sica de campos desde nuestro formalismo es sencilla, vamos a tratar funcionales
que ser´ıan aplicables dentro de la teor´ıa cla´sica de campos, y despue´s, particularizar al
caso que nos ocupa en este trabajo, teor´ıa cla´sica de part´ıculas. Vamos a empezar con un
poco de ca´lculo diferencial en espacio de Banach. Recordemos que en Matema´ticas
podemos clasificar los espacios, de ma´s especial a ma´s general, como: espacios con producto
interno, espacios normados, espacios me´tricos y espacios topolo´gicos. Partiendo de los dos
ma´s especiales, definamos:
Definicio´n A.1 (Espacio de Banach y espacio de Hilbert.). Sea (V,‖·‖) un espacio norma-
do. Si la me´trica asociada es completa diremos que es un espacio de Banach. Sea (V,〈·, ·〉)
un espacio con producto interno. Si la me´trica asociada es completa diremos que es un
espacio de Hilbert.
A.0.1. El concepto de derivada en espacios de Banach.
Definicio´n A.2 (Diferenciabilidad). Sea f : U ⊂ E → F una aplicacio´n con dominio un
abierto entre espacios normados y sea u0 ∈ U . Diremos que es diferenciable en u0 si existe
un operador lineal y acotado Df(u0) : E → F tal que:
l´ım
u→u0
f(u)− f(u0)−Df(u0) · (u− u0)
‖u− u0‖ = l´ımu→u0
o(u− u0)
‖u− u0‖ = 0
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Df : U → L(E,F ) se conoce como derivada de f.
Necesitamos ahora garantizar que esta definicio´n es correcta, para ello necesitamos
un teorema de existencia u´nica (no es un teorema de existencia y unicidad, ya que no
necesariamente existe, pero lo que se probar´ıa es que si existe esta es u´nica, que es lo que
nos interesa para tener una buena definicio´n).
Proposicio´n A.1. Si existe Df(u0), entonces es u´nica. Adema´s, Df es lineal en f.
A.0.2. Derivada funcional y el ca´lculo de variaciones.
Una accio´n es un funcional, es decir, una aplicacio´n del tipo S : Em → R con E un
espacio de funciones. Es decir, coge m funciones y nos devuelve un nu´mero real. En una
formulacio´n lagrangiana nos interesan los extremos que pueda presentar esta accio´n, por
tanto, necesitamos ciertos resultados sobre los extremos relativos en espacios de Banach
(recordemos, el espacio de funciones no es necesariamente de dimensio´n finita).
Definicio´n A.3 (Funcional de´bilmente no degenerado). Sean E y F dos espacios de Ba-
nach y 〈 , 〉 : E × F → R un funcional bilineal continuo. Diremos que es E-de´bilmente no
degenerado (resp. F-de´bilmente no degenerado) si 〈x, y〉 = 0 ∀y ∈ F implica que x = 0
(resp. si 〈x, y〉 = 0 ∀x ∈ E implica que y = 0). Equivalente a decir que la aplicacio´n
x 7→ 〈x, 〉 de E→ F∗ es inyectiva. I´dem con F.
Vamos a probar esa relacio´n bicondicional de la que hemos hablado en la proposicio´n.
Del A´lgebra Lineal sabemos que una aplicacio´n es inyectiva, ssi, su nu´cleo es el cero (ele-
mento neutro del espacio vectorial). Por tanto, en nuestro caso tenemos que la imagen nula
es 0ψ que es la aplicacio´n del dual cuya imagen es cero, i.e., 0ψ(y) = 0 ∀y ∈ F. Por tanto,
〈·, 〉 es inyectiva, ssi, ker 〈·, 〉 = {0}, ssi, 〈x, y〉 = 0 ∀y ∈ F implica que x = 0.
Definamos ahora un concepto que nos sera´ u´til para los extremos, la derivada funcional.
Definicio´n A.4 (Derivada funcional). Sean E y F dos espacios de Banach y 〈 , 〉 : E×F→
R un funcional bilineal continuo y E-de´bilmente no degenerado. Sea f : F→ R. Entonces,
definimos la derivada funcional (si existe) de f con respecto a α como:
Df(α) · β = 〈 δf
δα
, β〉
De existir, es u´nica, debido a que es de´bilmente no degenerado. (luego, esta´ bien definida.)
A.0.3. Aplicacio´n a un espacio de funciones con el funcional usual.
Supongamos que nuestros espacios de Banach son espacios de funciones de Ω ⊂ Rn.
Definimos el bifuncional y aplicando la Definicio´n A.4, obtendr´ıamos:
〈ϕ,ψ〉 :=
∫
Ω
ϕ(x)ψ(x)dnx→ Df(ϕ) · ψ =
∫
Ω
δf
δϕ
(x)ψ(x)dnx =
d
d
f(ϕ+ ψ)
∣∣∣∣
=0
(A.1)
La u´ltima igualdad se debe a la aplicacio´n de la regla de la cadena y no ser´ıa ma´s que una
derivada direccional. Pero notemos que en la u´ltima igualdad esta´ la clave del asunto para
encontrar un extremo. Si suponemos que el extremo esta´ en ϕ, la derivada de hψ() :=
f(ϕ+ ψ), fijado el, ψ sera´ cero (evaluando en  = 0). Notemos que esto lo podemos aplicar
a cualquier ψ. Por tanto, por la u´ltima igualdad de (A.1) tendremos que la integral es
nula. Si el funcional es no degenerado (nos basta con que sea de´bilmente) y tenemos que
〈 δfδϕ , ·〉 = 0ψ, luego esta´ en el nu´cleo y por tanto
δf
δϕ
es la aplicacio´n ide´nticamente nula.
Hemos probado el primer resultado de la segunda parte de la proposicio´n que se presenta
a continuacio´n.
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Proposicio´n A.2. Sea el funcional definido previamente, entonces, los siguientes resulta-
dos son ciertos.
〈ϕ,ψ〉 es de´bilmente no degenerado.
La condicio´n necesaria para que f : E → R con f [ϕ] = ∫
Ω
F (x, ϕ, ϕ,α)d
nx tenga
extremo relativo es que,
δf
δϕ
= 0 Adema´s
δf
δϕ
=
∂
∂xα
∂F
∂ϕ,α
− ∂F
∂ϕ
Estas dos condiciones nos son u´tiles para poder demostrar las ecuaciones de Euler-
Lagrange en el caso de teor´ıa cla´sica de campos (CFT) e incluso en teor´ıa cla´sica de part´ıcu-
las.1 El problema es que en la proposicio´n anterior solo hemos considerado un funcional
con un u´nico argumento. Debemos generalizar a ma´s dimensiones el concepto de derivada
funcional.
Definicio´n A.5 (Derivada funcional). Sean Ei y Fi espacios de Banach y 〈 , 〉i : Ei×Fi →
R bifuncionales bilineales y continuos y Ei-de´bilmente no degenerados. Sea f : F1 × ...× :
F1 → R. Entonces, definimos la derivada funcional (si existe) de f con respecto a ϕi como:
Dif(ϕ1, ..., ϕn) · ψi = 〈 δf
δϕi
, ψi〉
i
Di es la derivada parcial con respecto a i. Se puede probar que:
Dif(ϕ1, ..., ϕn) · ψi = Df(ϕ1, ..., ϕn) · (0, ..., ψi, ..., 0)
De existir, es u´nica, debido a que es de´bilmente no degenerado. (luego, esta´ bien definida.)
De manera ana´loga a como hicimos (usando el resultado del ca´lculo en varias variables)
antes podr´ıamos probar que si existe extremo relativo, entonces,
δf
δϕi
= 0 ∀i ∈ I = {1, ..., n}
Adema´s, estas derivadas funcionales ser´ıan (con el funcional usual y su densidad),
δf
δϕi
=
∂
∂xα
∂F
∂ϕi,α
− ∂F
∂ϕi
para todo i ∈ I. Por tanto, vemos que se obtienen las ecuaciones de Euler-Lagrange de la
CFT, simplemente S = f y L = F siendo, respectivamente, la accio´n y densidad lagran-
giana.
Como ya comentamos anteriormente, el formalismo matema´tico aqu´ı desarrollado no solo
es u´til para la CFT, sino para la meca´nica de part´ıculas. Dado que es lo que usaremos aqu´ı,
comentamos co´mo hacer la transicio´n a ese caso:
Ω ⊂ R4 → R; las “variables del campo” solo dependen del tiempo.
ψi → qi; las “variables del campo” son las trayectorias, podr´ıan verse como campos
u´nicamente temporales (ver Nota al pie 1).
Con estos cambios, la ecuaciones resultantes son:
δS
δqi
=
d
dt
∂L
∂q˙i
− ∂L
∂qi
para todo i ∈ I.
1Como luego veremos, las “matema´ticas” son las mismas sin ma´s que pasar de R4 → R, sin
embargo, la F´ısica que hay detra´s es diferente (las trayectorias no son campos)
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Conclusiones.
Este trabajo tiene dos grandes partes diferenciadas, una de revisio´n de resulta-
dos conocidos y otra de nuevo estudio teo´rico en el tema.
En la primera parte, primero hemos presentado una formulacio´n geome´trica de
la meca´nica.
Debido a las matema´ticas avanzadas que se presentan, previamente se ha
realizado un estudio extenso de teor´ıa de variedades y ana´lisis tensorial (en
esta memoria no hemos incluido estas partes y nos remitimos a las referencias),
siguiendo principalmente de la referencia [1].
Esta formacio´n matema´tica adicional nos ha permitido entender la meca´nica
utilizando estas herramientas. En el cap´ıtulo 1 hemos presentado los resulta-
dos ma´s ba´sicos en ese formalismo.
Dado que las matema´ticas son complejas, tambie´n hemos intentado expo-
ner una versio´n heur´ıstica antes de los grandes resultados e incorporado un
sistema de dos lecturas para una mejor asimilacio´n.
Tambie´n, dentro de esta primera parte, hemos estudiado los sistemas superintegra-
bles.
Utilizando como base lo presentado en el cap´ıtulo primero, en el cap´ıtulo 2
hemos presentado una introduccio´n teo´rica, definiciones y resultados impor-
tantes de estos sistemas.
En la segunda parte del cap´ıtulo hemos presentado ejemplos conocidos co-
mo aplicacio´n de lo anterior, mostrando propiedades interesantes de estos
sistemas superintegrables (obtencio´n de manera algebraica de trayectorias
(cla´sico) y espectro (cua´ntico)).
En la segunda gran parte de este trabajo hemos estudiado con cierto detalle
una nueva familia de hamiltonianos, que se obtiene a partir de otro bien conocido.
En el cap´ıtulo 3 sentamos las bases para el posterior estudio, a saber, trans-
formamos el problema, definiciones y formalizacio´n de ciertos resultados que
nos sera´n u´tiles en los siguientes cap´ıtulos. Tambie´n proponemos y probamos
un resultado ba´sico para guiar el desarrollo del cap´ıtulo siguiente.
En el cap´ıtulo 4 empezamos el estudio de nuestro sistema particular. Obtene-
mos los operadores escalera y damos un procedimiento sistema´tico (aplicable
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a otros sistemas) para obtener factorizaciones. Incluimos demostraciones de
independencia lineal que se pueden extender a otros casos.
Aplica´ndolo a nuestra familia obtenemos varias soluciones. Para el ana´lisis,
proponemos una generalizacio´n de una proposicio´n del cap´ıtulo anterior y da-
mos su demostracio´n , esto nos permite obtener los operadores desplazamiento
y, con ellos, las simetr´ıas.
Por otro lado, mostramos un me´todo alternativo para llegar a estos operado-
res. Primero, desarrollamos, con su correspondiente demostracio´n, un resul-
tado general para obtener factorizaciones dejando un ı´ndice fijo. Despue´s, lo
aplicamos a nuestro sistema y obtenemos las simetr´ıas del mismo.
Por u´ltimo, en el cap´ıtulo 5 pasamos al estudio cla´sico. Guia´ndonos por la
correspondencia entre los sistemas cla´sicos y cua´nticos obtenemos los opera-
dores ana´logos cla´sicos.
Debido a que la analog´ıa no es total, tenemos que desarrollar ciertos resulta-
dos relacionados con los corchetes de Poisson para poder simplificar nuestros
ca´lculos. Como siempre, estos resultados los construimos de la manera ma´s
general posible para que sean aplicables a otros sistemas.
Finalmente, obtenemos trayectorias y las representamos gra´ficamente con
ayuda de Mathematica. Tambie´n explicamos co´mo reducir el tiempo de
computacio´n.
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