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Abstract Contrary to the general notion that extratropical cyclones reduce baroclinicity, the
baroclinicity is found to be enhanced in the wake of the extreme winter storm Dagmar. Thus, individual
storms can increase baroclinicity, yielding a pathway to secondary cyclogenesis and cyclone clustering. We
use a recently introduced diagnostic for baroclinicity—the tendency equation for the isentropic slope—and
found that strong diabatic heating due to moisture supply from the subtropical Atlantic led to the enhanced
baroclinicity in the rear of Dagmar. Storms ensuing Dagmar benefited from this increased baroclinicity. In
contrast to previous studies on the mechanisms of cyclone clustering, we only find weak evidence for
Rossby wave breaking and thus propose diabatic heating as an alternative pathway to cyclone clustering.
1. Introduction
The extratropical cyclone Dagmar that developed over the North Atlantic around 24 December 2011 was
one of the most extreme storms for western Norway (Martius et al., 2016; NVE, 2012). Such severe extrat-
ropical storms often occur in clusters with multiple intense cyclones succeeding each other in a short period
of time (Mailier et al., 2006; McCallum & Norris, 1990; Pinto et al., 2014; Ulbrich et al., 2001). This was
also the case in December 2011, when several strong cyclones reached the west coast of Norway in a week
(Cusack, 2016). With the generally accepted paradigm of baroclinic instability for extratropical cyclones
(Charney, 1947; Eady, 1949), one would anticipate that clustering coincides with increased baroclinicity,
although simultaneously, the storms would be expected to reduce the baroclinicity. This apparent contra-
diction is investigated in this study, where we focus on how Dagmar influenced the baroclinicity and the
ensuing cluster of cyclones.
Previous studies on clustering focus mainly on the spatiotemporal occurrence of cyclones in the Northern
Hemisphere, finding that the exit region of the North-Atlantic jet is one of the main regions for cyclone clus-
tering (Mailier et al., 2006; Vitolo et al., 2009). In this area, clustering of cyclones is often accompanied by
an intensified eddy-driven jet that is zonally extended towards western Europe (Pinto et al., 2014; Priestley
et al., 2017), kept in place by two-sided Rossby wave breaking (Barnes & Hartmann, 2012). These jet charac-
teristics, however, do not explain why several storms occur in such a short period of time. Pinto et al. (2014)
argues for the importance of secondary cyclogenesis as a mechanism for cyclone clustering, implying that
significant baroclinicity is left behind preceding storms.
Similarly, the intensified jet during cyclone clustering (Priestley et al., 2017) suggests that there should be a
temporary increase of baroclinicity due to thermal wind balance. This raises the question how baroclinicity
increases despite the commonly accepted paradigm that individual cyclones should decrease baroclinicity
during their life cycle. The climatological maintenance of storm tracks and baroclinicity (Hoskins & Valdes,
1990; Papritz & Spengler, 2015) implies that some cyclones have to significantly increase baroclinicity dur-
ing their life cycle if the majority of cyclones reduces baroclinicity, which is consistent with baroclinicity not
always being maintained on synoptic and weekly timescales (Novak et al., 2017; Thompson & Birner, 2012).
Therefore, we hypothesize that individual cyclones can actually enhance baroclinicity throughout their
life cycles.
To assess the evolution of the baroclinicity during the storm Dagmar and the ensuing clustering period,
we employ the isentropic slope diagnostic of Papritz and Spengler (2015). While their study mainly focuses
on the climatological analysis of the isentropic slope over the North Atlantic, the diagnostic also proves to
be useful for the investigation of individual cyclones. One advantage compared with the Eady growth rate
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a diagnostic tendency equation for the isentropic slope. This tendency equation can be used to study both
adiabatic and diabatic effects on the spatiotemporal evolution of baroclinicity.
Using the isentropic slope diagnostic, we investigate the life cycle of Dagmar with particular focus on the
evolution of the baroclinicity over the North Atlantic storm track and the associated period of cyclone clus-
tering. Given the importance of diabatic processes for more severe and faster growing cyclones (Fink et al.,
2012; Reed et al., 1988; Schultz et al., 2019; Stoelinga, 1996; Tierney, 2018; Wernli et al., 2002), we also discuss
the crucial role of moisture and associated latent heat release for this period. We complement our analysis
with a comparison of the isentropic slope framework to the more traditional energy frameworks of Lorenz
(1955) and Orlanski and Katzfey (1991) together with an overview of Rossby wave breaking during the event.
2. Methodology and Data
We use the ERA-Interim reanalysis from the European Centre for Medium Range Weather Forecasts
(ECMWF)(Dee et al., 2011), which is available at a triangular truncation of T255 with a 6-hourly time inter-
val providing analyses at 00, 06, 12, and 18 UTC. We interpolated the data onto a 0.5-degree grid and use the
three-dimensional wind field, geopotential height z, temperature T, and diabatic heating
.
𝜃 at 23 pressure
levels (925, 900, 875, 850, 825, 800, 775, 750, 700, 650, 600, 550, 500, 450, 400, 350, 300, 250, 200, 150, and 100
hPa). The precipitation and the diabatic heating at the four analysis times were derived using the 6-hourly
accumulated values around the respective time steps using the 00 and 12 UTC ERA-Interim forecasts
(for details see supporting information).
As in Papritz and Spengler (2015), we define the isentropic slope S
S ≡ |∇𝜃z|, (1)
with geopotential height z, where subscript 𝜃 indicates that the gradients are calculated along isentropic













𝜃 + u · ∇𝜃S, (2)
with the isentropic displacement velocity wid = w − wiu, where w is the full vertical velocity and wiu is
referred to as isentropic upgliding (Hoskins et al., 2003). We refer to the three terms on the right hand side
as the tilting, diabatic, and flux term, respectively.
The physical interpretation of the tilting term is the classical rearrangement of mass during baroclinic insta-
bility (Papritz & Spengler, 2015). For a growing midlatitude cyclone, warm air ascends poleward, while
cold air descends equatorward. The net effect is that the isentropes are flattened. Alternatively, this process
describes the conversion from available potential energy to kinetic energy (Lorenz, 1955). The second term
is associated with the modification of the isentropic slope due to diabatic heating. In extratropical cyclones,
the latter is mainly associated with surface fluxes in the lower and latent heating in the middle troposphere,
where both processes lead to a local increase of the isentropic slope (Papritz & Spengler, 2015). Diabatic
heating yields a secondary circulation that indirectly influences wid. Similar to the Lorenz (1955) energy
framework, there is, however, no direct impact of the heating on the tilting term. The third term is associated
with the movement of fronts and is generally smaller than the other two terms.
We averaged the diagnostics for the isentropic slope vertically over the troposphere from 900 to 200 hPa. As
the isentropic slope is inversely proportional to the static stability, we set grid points with a vertical gradient
d𝜃
dz
below a threshold of 0.5 K km−1 as undefined.
As the isentropic slope diagnostic has thus far not been compared to the energy framework of Lorenz (1955)
and Orlanski and Katzfey (1991), we provide such a synoptic analysis where we applied a time mean of 30
days centered around the event (11 December 2011 to 10 January 2012) to distinguish between mean and
eddy quantities (for details see supporting information). Furthermore, we complement the isentropic slope
analysis with both an instantaneous blocking index (Masato et al., 2013) and a Rossby wave breaking index
that distinguishes between anticyclonic and cyclonic wave breaking (Rivière, 2009).
3. Synoptic Evolution Around the Storm Dagmar
Dagmar formed on 23 December 2011 but mainly intensified after 24 December 0 UTC over the eastern
Atlantic. At that time, a strong jet is present over the western Atlantic with maximum wind speed up to 70
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Figure 1. Synoptic evolution for Dagmar (blue circle) with the left panels for 24 December 2011 0 UTC (formation of Dagmar), middle panels for 25 December
0 UTC (maximum intensification of Dagmar), and right panels for 26 December 0 UTC (decay of Dagmar). (a–c) Atmospheric jet at 300 hPa (shading, in m s−1)
and geopotential height at 500 hPa (contours, in m). (d–f) Vertically integrated water vapor (shading, in kg m−2), moisture flux (red arrows, red contour line
indicates a moisture flux above 250 kg m−1 s−1), and 𝜃 at 850 hPa (contours, every 3 K). (g–i) Isentropic slope (shading, in m km−1) and the mean sea level
pressure (contours, in hPa).
ms−1, whereas the jet over the eastern Atlantic is still weak and unorganized (Figure 1a). Consistently, the
baroclinicity is also mainly limited to the western part of the Atlantic (Figure 1g). The strongest isentropic
slopes are found near the core of the cyclone at the region of the bent-back front (Figure 1g), which is
consistent with the discussion of Papritz and Spengler (2015). The atmospheric water content features a
strong gradient in the western Atlantic, separating dry subpolar from rather moist subtropical air masses
(Figure 1d), whereas the eastern Atlantic appears relatively well mixed latitudinally.
During the next 24 hours, Dagmar intensified rapidly with a drop from 994 to 956 hPa, classifying the
storm as a bomb cyclone (Sanders & Gyakum, 1980). Simultaneously, the jet intensified and extended east-
ward across the Atlantic (Figure 1b), which is also visible as enhanced baroclinicity in the wake of Dagmar
(Figure 1h). The westward tilt between mean sea level pressure (Figure 1h) and geopotential height at 500
hPa (Figure 1e) was favorable for the intensification of Dagmar. Another important contribution to the rapid
development of Dagmar is associated with the ample supply of moisture that spurred the diabatic inten-
sification (Figure 1e). Dagmar featured strong fronts at this time and especially the cold front intensified
further during the next 12 hours (not shown).
On 26 December 0 UTC, Dagmar reached Western Norway and started to decay (Figure 1i), which high-
lights the rapid evolution and movement of the storm crossing the entire Atlantic in less than 2 days. At
this time, the jet extended further into Western Norway (Figure 1c), still featuring moderately strong baro-
clinicity over the entire Atlantic (Figure 1i). Only a weak disturbance is visible over the mid-Atlantic at this
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Figure 2. Tendencies of the isentropic slope and energy analysis for Dagmar (blue circle) with the left panels for 24 December 2011 0 UTC (formation of
Dagmar), middle panels for 25 December 0 UTC (maximum intensification of Dagmar), and right panels for 26 December 0 UTC (decay of Dagmar).
(a–c) Diabatic tendencies (shading, in m km−1 per day) and total precipitation (contours, with 1, 2 m mh−1). Dashed and solid boxes in (b) indicate the areas
for the slope budget around Dagmar and along the cold front, respectively. (d–f) Tilting tendencies (shading, in m km−1 per day) and the mean sea level
pressure (contours, in hPa). (g–i) Eddy kinetic energy (shading, in 106 J m−2) and conversion from eddy available potential energy to eddy kinetic energy
(blue contours, at 20, 60, 100 W m−2). (j–l) Eddy available potential energy (shading, in 106 J m−2) and the baroclinic (gold contours, at 20, 60, 100 W m−2) and
diabatic generation (blue contours, at 20, 60, 100 W m−2) of eddy available potential energy.
time (Figures 1i and S1), but several cyclones formed in the west Atlantic about 2 days later leading to the
associated period of cyclone clustering.
The moisture plume in Figures 1e and 1f across the North Atlantic satisfies the definition of an atmospheric
river (e.g., Rutz et al., 2014), with significant amounts of moisture reaching the west coast of Norway that led
to heavy precipitation in association with orographic lift (Martius et al., 2016). The significant moisture flux
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convergence along the cold front (not shown) is argued to be responsible for the band of high total column
water vapor associated with the atmospheric river (Dacre et al., 2015).
4. Build-up of Baroclinicity Across the North Atlantic
On 24 December 0 UTC, the diabatic forcing of the tropospheric isentropic slope near the core of Dagmar is
clearly discernible (Figure 2a). This signature intensifies 1 day later, where also an elongated trail of diabatic
forcing is visible in the western Atlantic (Figure 2b), which is aligned with the strong moisture gradient
(Figure 1e). The diabatic intensification just downstream of the core of Dagmar was most likely beneficial for
the rapid cyclone development, because the eastward moving cyclone can directly consume the enhanced
baroclinicity. The strong diabatic tendencies along the trailing cold front, on the other hand, contributed to
the formation of the intense baroclinicity in the wake of Dagmar. The diabatic tendencies at the trailing cold
front are mainly attributable to latent heat release associated with large-scale and convective precipitation
(Papritz & Spengler, 2015). This diabatic intensification is the main contributor to the enhanced baroclinicity
trailing Dagmar (Figure 1g). On 26 December 0 UTC, there is still a diabatic signature in the tendency of
the isentropic slope across most of the central Atlantic in alignment with the strong gradient in moisture
(Figure 1f) and just south of the jet (Figure 1c).
The tilting tendencies are relatively weak on 24 December 0 UTC (Figure 2d) but rose to rather intense
levels one day later (Figure 2e), with strongly negative tilting tendencies around Dagmar (−5.80 m km−1 per
day averaged over box defined in Figure 2b). The negative average tilting tendencies are consistent with the
baroclinic intensification of cyclones (Papritz & Spengler, 2015). The bands of positive and negative values in
the tilting tendency arise due to the isentropic displacement velocity in equation (?) also accounting for the
movement of fronts. In conjunction with the onsetting decay of the storm Dagmar, the tilting is diminished
26 December 0 UTC (Figure 2f).
Comparing the evolution of the baroclinicity along the trailing cold front (Figures 1g– 1i), the positive
diabatic forcing outweighed the negative tilting forcing (Figures 2a–2f), leading to the formation of the
enhanced baroclinicity in the wake of Dagmar that presumably contributed to the formation of the ensuing
cluster of storms (see section 6). However, with the diabatic heating accumulated over 6 hr and instanta-
neous fields used for the two kinematic tendencies, the latter are generally overestimated (4.61 m km−1 per
day compared to −4.83 m km−1 per day, averaging box defined in Figure 2b), which renders a quantitative
comparison difficult.
5. Energetics of the Evolution
Complementing the above results with the energy framework of Lorenz (1955) and Orlanski and Katzfey
(1991), we find that the eddy kinetic energy features a strong increase over the central Atlantic within 24
hr between 24 and 25 December (Figures 2g and 2h). This is associated with the intensification of Dagmar
coinciding with the conversion of eddy available energy towards eddy kinetic energy (Figure 2h) and is
consistent with the tilting tendency of the isentropic slope (Figure 2e). During the next 24 hr, the evolution
of the eddy kinetic energy appears to be mainly associated with the intensification of the jet (Figures 1c
and 2i). The conversion to eddy kinetic energy, however, still largely aligns with the tilting tendency of the
isentropes, with centres of action above northern Scandinavia and the central Atlantic (Figures 2f and 2i).
The maxima in eddy available potential energy on 24 December over the western and central Atlantic
(Figure 2j) demarcate the development of Dagmar. These two features progress eastward across the Atlantic
the next 2 days, while the eddy available potential energy that resided over the eastern United States moves
over the western Atlantic and intensifies (Figures 2k and 2l). This feature in eddy available potential energy
is not visible in the isentropic slope due to the stability threshold (Figures 1h and 1i) and classifies as a cold
air outbreak over the northeastern Atlantic (Papritz et al., 2015). A larger scale temperature anomaly is not
necessarily associated with sloping isentropes, although there are some hints of the cold air outbreak in the
lower level isentropic slope (Figure S1b).
The increase of eddy available potential energy in Dagmar and the ensuing cyclone have a large contribu-
tion from diabatic generation of eddy available potential energy (Figure 2k). There is a significant overlap
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Figure 3. (a–c) Isentropic slope (shading, in m km−1) and the mean sea level pressure (contours, in hPa) for 23 December 00 UTC (left panel), 27 December 00
UTC (middle panel), and 28 December 00 UTC (right panel). The sequence of storms in the cluster is indicated by numbers. (d) Schematic of isentropic slopes
for a broad baroclinic zone (dashed lines) and a narrow baroclinic zone (solid lines). Both situations have an identical mean slope but a different distribution,
which is indicated in the histogram in the lower left corner. (e) Normalized histogram of baroclinicity from 20 to 30 December 2011 (calculated over region
where seasonal mean slope is above 2.5 m km−1, indicated by the black contour line in c). Black line indicates running mean of number of storms reaching the
East Atlantic (indicated by dots). (f) Average diabatic tendency (shading, in m km−1 per day) and precipitation (contour lines, every 5 mm per day), and
percentage of time steps with Rossby wave breaking according to Rivière (2009) (gray and red shadings indicate 10% and 20% levels, respectively) from 23
December 12 UTC until 28 December 12 UTC.
of diabatic generation of eddy available potential energy and the conversion towards eddy kinetic energy
(Figures 2h and 2k), suggesting a direct diabatic intensification of the storm. The diabatic generation of eddy
available potential energy (Figures 2j– 2l) can also be directly related to the diabatic generation of isentropic
slope (Figures 2a– 2c).
There is also a significant contribution due to baroclinic conversion to eddy available potential energy,
especially within the cold air mass, which is not visible in the diagnostics for the isentropic slope. This is
partially due to the stability threshold, which focuses the isentropic slope diagnostic more on the large-scale
baroclinic development without emphasizing the development of the surface-based cold air outbreak. The
emphasis of the temperature anomaly in the traditional energy framework is also largely associated with the
separation of the flow in eddy and mean components. The isentropic slope diagnostic, on the other hand,
does not suffer from such an a priori separation.
6. Cyclone Clustering
Several cyclones crossed the Atlantic in a short period of time prior and subsequent to Dagmar. In fact,
Dagmar resulted from a secondary cyclogenesis along the cold front of the preceding extreme storm named
Cato (Figures 1d and 1g). In conjunction with the clustering of these cyclones, the jet intensified from 23
December and remained very zonal and intense (Figures 1a– 1c) until 27 December. Before and after this
period, the jet was rather unstructured (Figures S3a and S3c). Pinto et al. (2014) argued that the intense jet
during cyclone clustering is associated with two-sided Rossby wave breaking. Weak Rossby wave breaking
for this case, however, is only detected south of the jet (Figure S4), which is consistent with Priestley et al.
(2017), who found that clustering at higher latitudes (65◦N) is mainly accompanied by Rossby wave breaking
south of the jet. Some reversal of the meridional geopotential height gradient can be detected on the northern
side when using the algorithm of Masato et al. (2013) (Figure S4), although this is probably not associated
with Rossby wave breaking (Spensberger et al., 2017).
The evolution of the jet is mirrored by the evolution of the baroclinicity (Figures 1g– 1i and 3a–3c).
A narrowing of the baroclinic zone does not necessarily lead to an increase of the mean isentropic slope
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Figure 4. Schematic of jet (blue solid circle), isentropic slope (dashed contour lines indicate isentropes), and Rossby
waves (wavy arrows). (a) Climatologically, there is a broad baroclinic zone and relatively weak jet. (b) During clustering
there is excessive heating at the southern side of the jet leading to increased baroclinicity and an intense jet.
over the Atlantic, as the mean slope is solely determined by the position of the isentropic surfaces along
the lateral boundaries. For example, given the same mean isentropic slope over a certain domain, the dis-
tribution of the isentropic slope for a broad baroclinic zone would feature a median value close to the mean
(dashed line in Figure 3d), whereas the distribution of the isentropic slope for a narrow baroclinic zone
would be characterized by a distribution featuring both extreme values as well as rather low values (solid
line in Figure 3d).
The normalized 5-day low-pass filtered isentropic slope over the Atlantic shows that the increase of higher
slope values coincides with the intensification of Dagmar (Figure 3e). Thus, the clustering period with a total
of five storms reaching the East Atlantic within 5 days (dots at bottom of Figure 3e) coincided with enhanced
isentropic slopes. The first two storms already featured minimum sea level pressures below 960 hPa, with
Dagmar being the third and strongest storm in the cluster, followed by two consecutive storms (Figure 3).
The accumulated diabatic slope tendency across the Atlantic agrees well with the area of increased baroclin-
icity and storm formation, whereas Rossby wave breaking mainly occurs over central and southern Europe
(Figure 3f). The breakup of the enhanced baroclinicity after 27 December (Figures 3b and 3c, see Figure
S5 for the tendencies) is associated with the cyclone developing in the eastern Atlantic at that time. In con-
trast to the preceding cyclones, this cyclone featured a significant frontal wrap-up in conjunction with a cold
air outbreak on its western flank that suppressed the moisture supply and split the jet stream (Figures 3b
and S3). The split of the jet possibly also reduced the propagation of the cyclone, leading to the more efficient
frontal wrap-up.
Rossby wave breaking has been argued to be important for intensifying the jet (Pinto et al., 2014; Priestley
et al., 2017), although diabatic heating can also play a crucial role in strengthening the baroclinicity and the
jet. In the transformed Eulerian mean (TEM), neglecting external forces like friction, the evolution of the
zonal mean zonal wind ū is given by (e.g., Vallis, 2017)
𝜕ū
𝜕t
= v′q′ + 𝑓0v̄∗, (3)
where ū is the zonal mean zonal wind velocity, v′q′ is the meridional potential vorticity flux, and v̄∗ is
the residual meridional flow. The first term on the right-hand side is equivalent to the divergence of the
Eliassen-Palm flux, which is associated with Rossby wave propagation that maintains the climatological jet
(e.g., Barnes & Hartmann, 2012; Vallis, 2017, see Figure 4a).
We applied equation (3) to quantify the relative contributions of Rossby wave breaking and diabatic heating
to the jet intensification. The TEM framework did, however, not provide a conclusive answer (Figure S6),
which is most likely due to its dependence on the choice of a zonal mean and the difficulties incorporating
suitable boundary conditions. On the other hand, the isentropic slope framework diagnoses a significant
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diabatic intensification of baroclinicity, which, through thermal wind, implies an intensification of the jet.
This supports the alternative hypothesis that diabatic heating along the southern flank of the baroclinic
zone enhanced the baroclinicity, thereby intensifying the jet, which provides a conducive environment for
cyclone clustering (Figure 4b).
7. Discussion and Concluding Remarks
We diagnosed a cyclone clustering period associated with the extreme storm Dagmar using the isentropic
slope framework that provides a tendency equation for the kinematic and diabatic contributions to changes
in baroclinicity (Papritz & Spengler, 2015). We showed that the isentropic slope diagnostic is an adequate
tool to diagnose individual cyclone development and that the framework is consistent with the traditional
energy analysis (Lorenz, 1955; Orlanski & Katzfey, 1991), with the advantage that it does not depend on the
separation into an eddy and mean state.
Contrary to the generally accepted notion that baroclinic instability reduces baroclinicity, we find that
individual cyclones can enhance the baroclinicity on scales larger than the storm itself. The increase of
baroclinicity in the wake of Dagmar was due to intense diabatic heating associated with the exhaustive avail-
ability of moisture along an atmospheric river stretching across the North Atlantic. Thus, storms do not only
convert baroclinicity into growth, but they also replenish baroclinicity through diabatic heating. This is con-
sistent with the concept of climatological self-maintenance of storm tracks (Hoskins & Valdes, 1990; Papritz
& Spengler, 2015), although the Dagmar case demonstrates that an individual storm can actually yield a net
increase in baroclinicity on synoptic timescales.
The phases of growth and decay of the large-scale baroclinicity for Dagmar are rather fast, and it only takes
less than a week to develop and then destroy the sharp baroclinic zone. The clustering of five cyclones
during this time period concurs with this temporary increase of baroclinicity. Such short-term variations
of baroclinicity are consistent with the pulsating nature of storm track activity (Novak et al., 2017, 2018;
Thompson & Birner, 2012, 2014), although these variations occur on longer timescales compared to the
rapid buildup and decay presented here.
Based on our findings, we propose the increase of baroclinicity through diabatic heating as a pathway to
cyclone clustering. This process could work in isolation or in conjunction with the previously proposed
contribution of Rossby wave breaking (Pinto et al., 2014; Priestley et al., 2017). Further analysis has to quan-
tify the respective diabatic and kinematic contributions that strengthen the baroclinicity and the jet during
periods of cyclone clustering.
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