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Here, we explain details of our numerical simulation.
The interaction of the memory system with a thermal
bath is simulated by Metropolis evolution. As we wish
to observe low temperature behavior we adopt continuous
time algorithm by Bortz, Kalos, and Lebowitz (BKL) [1].
A pseudo-random number generation package RngStream
by L’Ecuyer [2] was used. As before, the coupling con-
stant in the Hamiltonian is set to J = 1/2 so a single
defect has energy 1. Although the 3D Cubic Code is in-
herently quantum, it is relevant to consider only X-type
errors (bit flip) in the simulation, thanks to the duality of
the X- and Z-type stabilizer generators of the 3D Cubic
Code. The simulation thus is purely classical. The errors
are represented by a binary array of length 2L3, and the
corresponding syndrome by a binary array of length L3.
The memory time is measured to be the first time when
the memory becomes unreliable. There are two cases the
memory is unreliable: either the decoding algorithm fails
to remove all the defects so we have to reinitialize the
memory, or a nontrivial logical error is occurred. It is
thus necessary in our simulation to keep track of the error
operator during the time evolution. In fact, most of the
time, it was the decoding algorithm’s failure that made
the memory unreliable. Nontrivial logical errors occurred
only for very small system sizes L = 5, 7.
It is too costly to decode the system every time it is up-
dated. Alternatively, we have performed a trial decoding
every fixed time interval
Tec =
e4β
100
where β is the inverse temperature. Although the time
evolution of the BKL algorithm is stochastic, a single
BKL update typically advances time much smaller than
Tec. So it makes sense to decode the system every Tec.
The exponential factor appears naturally because BKL
algorithm advances time exponentially faster as β in-
creases. It is to be emphasized that we do not alter the
system by the trial decodings (a copy of the actual syn-
drome has been created for each trial decoding).
The system sizes L3 for the simulation are chosen such
that the code space dimension is exactly 2, for which the
complete list of logical operators is known. If the linear
size L is ≤ 200, this is the case when L is not a multi-
ple of 2, 15, or 63 [3]. For these system sizes, to check
whether a logical operator is nontrivial is to compute the
commutation relation with the known nontrivial logical
operators.
The measured memory time for a given L and β is
observed to follow an exponential distribution; a mem-
ory system is corrupted with a certain probability given
time interval. Specifically, the probability that the mea-
sured memory time is t is proportional to e−t/τ . Thus
the memory time should be presented as the characteris-
tic time of the exponential distribution; Tmem = τ . We
choose the estimator for the characteristic time to be the
sample average T¯ = 1n
∑n
i Ti. The deviation of the esti-
mator will follow a normal distribution for large number
n of samples. We calculated the confidence interval to
be the standard deviation of the samples divided by
√
n.
For each L, 400 samples when β ≤ 5.0 and 100 samples
when β > 5.0 were simulated. The numerical data were
obtained for 26 values of β in the interval 4.0 ≤ β ≤ 5.25
for each lattice size 5 ≤ L ≤ 33 satisfying k(L) = 2.
That is, L is odd and L 6= 15. The result is summarized
in Fig. 2 , 3 in the main text.
Figure 3 clearly supports log Tmem =
1
4cβ
2 + · · · . Fig-
ure 2 demonstrates the power law for small system size:
Tmem ∝ L2.93β−10.5
We wish to relate some details of the model with the
numerical coefficients. The Rigorous analysis of the pre-
vious section, gives a relatively small coefficient c of the
energy barrier for correctable errors by our RG decoder.
However, we expect that the coefficient of β in the ex-
ponent is the same as the constant c that appear in the
energy barrier
E = c log2R
to create an isolated defect separated from the other by
a distance R. This is based on an intuition that the
output P ′ of the decoder would have roughly the same
support as the real error P for the most of the time,
provided that the error has energy barrier less than ∆ =
c log2 Ltqo. Thus, an error of energy barrier less than
∆ would be corrected by the decoder. Our empirical
formula supports this intuition. It suggests that c =
2.93 log 2 = 2.03 ∼ 2.
Indeed, we can illustrate explicitly an error path that
separates a single defect from the rest by distance 2p
during which only 2p + 4 defects are needed. This is an
improvement in the upper bound on the energy barrier
for separating a charged set of defects, for which it was
c ≤ 4 in [4].
Consider an error of weight 2 that creates 4 defects as
shown in the top of Fig. 1. We call it the level-0 hook.
2FIG. 1. Construction of a hook of level 2 from the vacuum.
The grid diagram represents the position and the number of
defects in the (x = z)-plane. For each transition, an opera-
tor of weight 1 is applied. The total number of defects never
exceeds 6. From a level-0 hook (the second diagram in the
sequence), a level-1 hook (the last in the sequence) is con-
structed using extra 2 defects.
The bottom sequence depicts a process to create a con-
figuration shown at the bottom-left, which we call level-1
hook. One sees that level-1 hook is similar with ratio 2
to level-0, and is obtained from level-0 with extra 2 de-
fects. One defines level-p hooks hierarchically. We claim
that a level-p hook can be constructed from the vacuum
using 2p + 4 defects. The proof is by induction. The
case p = 1 is treated in the diagrams. Suppose we can
construct level-p hook using 2p+ 4 defects. Consider the
2nd, 4th, 6th, and 8th steps in Fig. 1. They can be viewed
as a minuscule version of level-p steps that construct a
level-(p + 1) hook from the level-p hooks. It requires at
most 2p + 4 + 2 defects to perform the level-p step; this
completes the induction. It may not be obvious whether
a high level hook corresponds to a nontrivial logical op-
erator, but such a large hook is bad enough to make our
decoder fail.
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