We consider solutions of the Navier-Stokes equation with fractional dissipation of order α ≥ 1. We show that for any divergence-free initial datum u0 such that u0 H δ ≤ M , where M is arbitrarily large and δ is arbitrarily small, there exists an explicit ǫ = ǫ(M, δ) > 0 such that the Navier-Stokes equations with fractional order α has a unique smooth solution for α ∈ ( 5 4 − ǫ, 5 4 ]. This is related to a new stability result on smooth solutions of the Navier-Stokes equations with fractional dissipation showing that the set of initial data and fractional orders giving rise to smooth solutions is open in H 5/4 × ( 3 4 , 5 4 ].
Introduction
For α > 0 we consider the Cauchy problem for the Navier-Stokes equations with fractional dissipation (of order α) in three space dimensions
Here u : R 3 × [0, +∞) → R 3 is the velocity of an incompressible fluid, p : R 3 × [0, +∞) → R is the associated hydrodynamic pressure, u(·, 0) = u 0 is a given, divergence-free initial datum, and the operator (−∆) α corresponds to the Fourier symbol |ξ| 2α . The natural a priori bound associated with system (1) is given by the total energy E(u; t) := 1 2 |u| 2 (x, t) dx + t 0 |(−∆) α/2 u| 2 (x, τ ) dx dτ . Moreover, the system (1) has a natural scaling which preserves the equation: namely, given any solution (u, p), also (u r , p r ) = (r 2α−1 u(rx, r 2α t), r 4α−2 p(rx, r 2α t)) is a solution to the same equation. Correspondingly, the total energy of the rescaled solution scales like E(u r ; t) = 1 r 5−4α E(u; t). Consequently, the equation is called critical if the energy is scaling-invariant, namely for α = 5 4 , subcritical for α > 5 4 and supercritical for α < 5 4 . Our main result shows that, given any (possibly large) initial datum u 0 , the supercritical Navier-Stokes equation is globally well-posed at least for an open interval of orders below 5 4 . Theorem 1.1 (Global regularity below the critical order). Let δ ∈ (0, 1] arbitrary. Then for any divergence-free u 0 ∈ H δ with u 0 H δ ≤ M there exists ǫ = ǫ(M, δ) > 0 such that the Navier-Stokes equations of fractional order α ∈ ( 5 4 − ǫ, 5 4 ] has a unique global smooth solution starting from u 0 . Moreover, the dependence of ǫ on M and δ is explicit through (30). This result is related to a more general stability result on smooth solutions of the hyperdissipative Navier-Stokes equations, with respect to variations of both the initial datum and the fractional order. The following theorem quantifies the convergence of the initial data in a stronger norm since at difference from Theorem 1.1 it covers also ipodissipative orders. When α ≥ 5 4 and u 0 is smooth with sufficient decay at infinity, the existence of global smooth solutions is well-known since [15] . The attempt to build global smooth solutions for supercritical Navier-Stokes equations has been widely pursued. It has been done successfully for small initial data in scaling invariant norms, as in the classical results of Kato for α = 1.
In a different spirit, [23] proved that the existence of a global regular solution still holds for any sufficiently regular initial datum when the right-hand side of the first equation in (1) is replaced by a logarithmically supercritical operator; later, this result was generalized with a Dini-type condition in [1] . Recently, a result similar to Theorem 1.1 was obtained in [6] , showing that for any H 1 initial datum there are global smooth solutions of (1) whenever α is sufficiently close to 5 4 (and this closeness is uniform on bounded subsets of H 1 ). This was proven by means of an ǫ-regularity result on a suitable notion of weak solutions, the known global regularity at α = 5 4 and a compactness argument. The present paper provides a simpler proof with respect to [6] , and, not relaying on any contradiction argument, it has the advantage to provide an explicit ε depending only on the size of the initial datum.
The paper is organized as follows. After recalling different notions of weak solutions to the system (1) in Section 2, we prove a stability result on any finite time interval (of arbitrary length) in the fractional order and with respect of variations of the initial datum in Section 3.1. This estimate holds for any α ∈ (0, 3 2 ), but for low α we require stronger norms in the convergence of initial data. In Section 4, we use the dissipation to pass from a local stability to a global result. In particular, following the ideas of Leray [14] (recently revisited in [11] to cover the equation with fractional dissipation) we show the eventual regularization of the Navier-Stokes equation for α > 5 6 . In turn, this kind of argument breaks down at α = 5 6 since both norms u(·, t) L 2 and (−∆) α 2 u(·, t) L 2 become scaling critical at this exponent. Hence, we answer in Section 5 an open question in [11] by showing that, even for α ∈ ( 3 4 , 5 6 ), the eventual regularization holds, relying this time on partial regularity arguments.
A result of the type of Theorem 1.1 was recently obtained for the supercritical nonlinear wave euqation in [7] , the SQG equation in [8] and has been generalized to other active scalar equations [19] ; we expect that also a stability result as Theorem 1.2 could be suitably adapted to their context. The long-time regularity relies in the case of the SQG equation on the scalar nature of the equation and on the maximum principle, indeed it works for any fractional dissipation α ∈ (0, 1); a similar argument does not appear to apply to the Navier-Stokes equations.
Preliminaries
2.1. Leray-Hopf solutions. We recall the classical concept of Leray-Hopf solutions introduced in the seminal papers of Leray [14] and Hopf [10] .
iii) For every t ∈ (0, T ), for s = 0 and for almost every 0 < s < t there holds the global energy inequality
From (2) we deduce that up to changing u on a set of measure 0, we have u ∈ C([0, T ), L 2 w ). Theorem 2.2 (Existence of Leray solutions). Let α > 0 and u 0 ∈ L 2 divergence-free. Then there exists a Leray-Hopf solution on R 3 × (0, +∞) to (1).
Let us recall from [6, 22] that in the fractional case a Leray-Hopf solution can still be constructed following Leray's strategy in [14] , that is as limit of solutions of the regularized system
with the same initial datum u 0 , where {ϕ ǫ } ǫ>0 is a family of mollifiers in space. Indeed, (3) admits a unique solution u ǫ ∈ C([0, +∞), L 2 )∩L 2 loc ([0, +∞),Ḣ α ) which is smooth in the interior and satisfies the local and global energy equality associated to (3) . The pressure p ǫ can be assumed to be the potential-theoretic solution of
Then there exists u ∈ L ∞ ([0, +∞), L 2 ) ∩ L 2 ([0, +∞),Ḣ α ) such that for any 2 ≤ p < 6+4α (1) . Moreover, since u ǫ satisfies even the local energy equality, the obtained weak solution (u, p) is in fact even a suitable weak solution.
A point (x, t) ∈ R 3 × (0, +∞) is called a regular point of a Leray-Hopf solution (u, p) if there is a cylinder Q r (x, t) where u is continuous. We denote by Sing(u) the (relatively closed) set of points which are not regular. By classical boot-strap methods, we know that if α > 1 2 and u ∈ L ∞ (Q r (x, t)) for some r > 0, then (x, t) is regular.
2.2.
Suitable weak solutions. Suitable weak solutions for the classical Navier-Stokes system have been introduced by Scheffer [16, 17] and Caffarelli-Kohn-Nirenberg [3] . Only recently, the concept has been adapted to the ipodissipative range α ∈ (0, 1) in [22] and to the hyperdissipative range α ∈ (1, 2) in [6] . The main ingredient is the Caffarelli-Silvestre extension for the fractional Laplacian [4] which allows to write a localized energy inequality also in the non-local setting. The existence of suitable weak solutions is obtained again through the regularization (3), as shown in [22, 6] . We recall here the notion of suitable weak solution for α ∈ (0, 1), which will be essential to show the eventual regularization of solutions in Section 5.
with ∂ y ϕ(·, 0, ·) = 0 on R 3 × (0, T ) and ϕ ≥ 0 and almost every t ∈ (0, T ), there holds the localized energy inequality
where b := 1−2α, u * is the Caffarelli-Silvestre extension of order α, the constant c α the associated normalizing constant and ∆ b u * := y −b div(y b ∇u * ).
2.3.
Weak-strong uniqueness. Leray showed that LerayHopf solutions coincide with the classical solutions as long as the latter exist. Indeed, consider two Leray-Hopf solutions u and v with the same initial datum. Assuming smoothness, we can multiply the difference equation by (u − v) and integrate in space. By incompressibility, we obtain
Leray noticed that through regularization we can still derive (4) with an inequality, provided v ∈ L 2 ((0, T ), L ∞ ) only. Uniqueness then follows from a standard Grönwall argument. As expected, v ∈ L 2 ((0, T ), L ∞ ) still gives uniqueness in the hyperdissipative range α > 1 (see [6] ); this requirement can even be weakened using the stronger dissipation on the left-hand side (see forthcoming Proposition 2.4). In the ipodissipative case 0 < α < 1 however, it only holds u − v ∈ L 2 ((0, T ), H α ) and the right-hand side of (4) is not meaningful, written in this form. Instead assuming smoothness, we observe that by incompressibility
Integrating by parts (−∆) (1−α)/2 -derivatives on v, this allows to deduce a weak-strong uniqueness criterion involving only assumptions on the integrability of (−∆) (1−α)/2 v and v. For α = 1, this criterion recovers the classical one v ∈ L 2 ((0, T ), L ∞ ).
Let (u, p) and (v, q) be Leray-Hopf solutions of (1) on R 3 × (0, T ) with common initial datum u 0 ∈ L 2 with div u 0 = 0. If we additionally assume that
Proof. We can assume that u, v ∈ C((0, T ), L 2 w ). Using the regularization of Leray and appropriate commutator estimates justifying the integration by parts of (−∆) (1−α)/2 -derivatives on v, it is straight-forward to show that for every t ∈ (0, T ) it holds
Observe that under the assumption (5), the right-hand side of (6) is well-defined. The additional requirement v ∈ L 2 ((0, T ), L 3 α ) in case 0 < α < 3 4 comes to ensure that the divergence terms vanish, that is that |v| 2 |u|, |p||v|, |u||q| ∈ L 1 . (See proof of Lemma 3.3 for a similar reasoning.) Thus by reabsorbing on the left-hand side, we obtain for every t ∈ (0, T )
we conclude from Grönwall that u(·, t) = v(·, t) in L 2 for any t ∈ (0, T ). For α > 1, we conclude analogously, using the right-hand side in the form of (4) and observing that ∇u
2.4. Stability of constants in Sobolev and commutator estimates. The stability of all constants in α will be crucial to close the argument, we will, whenever needed, keep track of them rigorously. If not stated otherwise, C will denote a universal constant, independent on α, which may change line by line. We denote byC α the constant from the embedding oḟ H α (R 3 ) ֒→ L 6 3−2α (R 3 ) and we recall from its proof (for instance [21] ) that those constants are uniformly bounded in α away from the endpoint
We recall the following Leibnitz-type inequality from [13, Theorem A.8] and [9] 
To track the dependence of our constants explicitly, throughout the paper we callC andD uniform upper bounds for the constant in the Sobolev inequality and in (7) respectively, that is 12] max{1, C(s, p 1 , p 2 )}.
3. Stability on finite time intervals for α > 0
. We additionally assume that
for some δ ∈ (0, 1]. Then there exists ǫ > 0 such that for
to the fractional Navier-Stokes equations of order β with initial datum v 0 which is smooth in the interior.
3.1. An energy inequality for the difference equation. The stability argument employs an estimate of the difference of two fractional Laplacians of order α and β respectively in terms of |α − β|. This estimate also drives the additional regularity assumption u 0 ∈ H δ for δ > 0.
where C > 0 is a universal constant independent of s, δ, α and β.
Proof. Since the fractional Laplacian commutes with derivatives, it is enough to consider the case s = 0. Let β ∈ [ δ 2 , α). We write
where we split the integration domain into {|ξ| ≤ 1} and {|ξ| > 1} respectively.
Similarly, we estimate
Collecting terms, we have obtained
We conclude by observing that by the interpolation
, a smooth solution to the Navier-Stokes equation of order α starting from u 0 . We additionally assume that
for some positive δ ∈ (0, 1]. Then, for any 3 4 
Proof. Set w := v − u, w 0 := v 0 − u 0 and call p the difference of the pressure terms. Assume for now that β ≤ α (the other case is handled analogously). By hypothesis, the difference w ∈ C([0, T ] , H s ) ∩ L 2 ([0, T ], H s+β ) is divergence-free and solves the equation
By incompressibility, we obtain
Since |w| 3 + |w||p| + |u| 3 ∈ L 1 ([0, T ], L 1 ) by Sobolev embeddings and Calderon-Zygmund estimates, we deduce that in the limit R → ∞ the third line is negligible. Passing to the limit R → ∞, we have for t ∈ [0, T ] that
By Gagliardo-Nirenberg-Sobolev inequality and Young, we estimate
To bound the last factor, we observe that as long as 3 4 ≤ β ≤ 3 2 it holds by Gagliardo-Nirenberg-Sobolev and interpolation that
By Plancherel, Young and Lemma 3.2, we estimate the dissipative term by
where C 2 is the universal constant from Lemma 3.2. Reabsorbing in the left-hand side, we have
, we can argue as before to obtain the following energy inequality for the derivative of order s
We estimate line by line. Recall that by interpolation, we can bound as long as 1 − β ≤ s ≤ 1
with constant 1. Then the first term is estimated by Gagliardo-Nirenberg-Sobolev, (7) (with s 1 = s, p 1 = 6 2β , s 2 = 0, p 2 = 2), (12) and (14) by
The hypothesis (10) guarantees that s > 5 2 − 2β, and thus we can use Young with exponents 4β 5−2s and 4β 4β−5+2s to achieve
where we introduced γ = γ(s, β) as in the statement and
The second term is estimated similarly (using now (7) with s 1 = s, p 1 = 6 2(s+β)−2 , s 2 = 0,
We split the third line III = III.1 + III.2, where III.1 contains the first two addends and III.2 stands for the last one. III.1 is again estimated using Gagliardo-Nirenberg-Sobolev, (7)(with s 1 = s, p 1 = 2, s 2 = 0, p 2 = 6 2β ) and (12) by
To estimate III.2, we distinguish two cases. Assume first s + β ≥ 3 2 . Then f Ḣ 3 2 −β ≤ f H s with constant 1 and thus
Collecting terms, we have obtained after reabsorption of 1 2 |(−∆) (s+β)/2 w| 2 dx on the left d dt
Under the hypothesis (10), we can estimate 6 . In case s = 1, the estimates simplify considerably due to the absence of commutators and it is straight-forward to obtain the following energy inequality for the difference equation for s = 1
, a smooth solution to the fractional Navier-Stokes equations of order α with initial datum u 0 ∈ H k . We additionally assume that
for some positive δ ∈ (0, min{1, 2(k − 5 2 + 2α)}]. Then, for any δ 2 ≤ β < 3 2 such that |α − β| < δ 2 (16) and
Proof. For κ = 0, . . . , k, we can differentiate the difference equation by D κ (by which we denote any derivative of order κ) and multiply it by D κ w. Since w is incompressible, we obtain
where we denote by ⋆ any bilinear expression with constant coefficients. We then test the latter equality with a cut-off ψ R as in the proof of Lemma 3.3 and we note that since |D κ w| 2 w, |D κ w| 2 u ∈ L 1 ([0, T ], L 1 ), the contributions of the divergence term vanish in the limit R → ∞. Thus,
By the Sobolev embeddings, it is straight-forward to check that as long as k > 5 2 − 2β it holds
where C = C(k, β). Notice that k > 5 2 − 2β is guaranteed through (16) and the upper bound on δ. As for the second line, we have
We now estimate the final term as before, using Plancherel, Hölder, Young and Lemma 3.2 as in (13) . Combining the estimates, reabsorbing the contributions of (−∆) β/2 D κ w 2 L 2 on the left and summing over κ = 0, . . . , k, we obtain d dt
Proof of Proposition 3.1. Consider first the case α ∈ ( 3 4 , 5 4 ]. Let s ∈ ( 5 2 − 2α, 1], v 0 ∈ H s divergence-free and β ∈ (0, 5 4 ] such that (9) holds for an ǫ ∈ (0, 1], yet to be determined. By choosing ǫ suitably small, we can always assume that |α − β| ≤ 1 2 min{δ, s − ( 5 2 − 2α)}. Observe that then in particular s > 5 2 − 2β, where the latter is the critical Sobolev regularity with respect to the natural scaling of (1). Classical arguments allow to build a maximal local solution 
We deduce that lim sup t↑T (u − v)(t) H s < +∞ and thus T max > T . The condition (17) is thus satisfied, if we require that (8) is enforced with
) .
Recall that γ depends on β; however, by choosing β close enough to α, we can bound γ − 1 uniformly away from 0. This concludes the proof. The cases α ∈ ( 1 2 , 5 4 ] with s = 2 and α ∈ (0, 5 4 ] with s = 3 follow analogously from Lemma 3.4. In the latter case, the local existence from H 3 initial data follows for instance from [2, Theorem 3.4] (the proof there covers the classical Navier-Stokes α = 1 and the Euler equations, and, being based on energy methods, can easily be adapted to the fractional Navier-Stokes equations of order α > 0).
Leray's estimate on singular times
In his seminal paper [14] , Leray showed that if u 0 ∈ H 1 , then the Leray-Hopf solution is unique and smooth for a short time with upper bound T = C ∇u 0 −4 L 2 . Thanks to energy inequality, this bound can be iterated to get global existence provided that a Leray-Hopf solution exists and is smooth until a sufficiently large T * . With minor modifications, Leray's argument applies to the fractional setting. Notice however, that for an eventual regularization of Leray-Hopf solutions in the ipodissipative range α ≤ 1, we need an upper bound of the form T = C (−∆) α/2 u 0 −β L 2 , for some β > 0, since the energy inequality now only controls (−∆) α/2 u in L 2 (R 3 × [0, +∞)). Since (−∆) α/2 u 0 L 2 is critical with respect to the natural scaling of (1) at α = 5 6 , such an estimate can only be expected in the subcritical range α > 5 6 . Proposition 4.1. Let 3 4 < α ≤ 5 4 and u 0 ∈ H 1 (R 3 ) divergence-free. Then there exists a universal C 2 = C 2 (α), uniformly bounded away from α = 3 4 , such that, setting
Proof. Notice first that by Sobolev embeddings, we have (−∆)
. Thus the uniqueness of the Leray-Hopf solution on [0, T ) follows from Proposition 2.4. The smoothness in the interior follows from a standard boot-strap argument. We therefore focus on the Leray-Hopf solution u which is attained as limit of the approximation scheme (3) . We perform all the estimates on the unique, smooth and global solutions (u ǫ , p ǫ ) of (3) and pass to the limit ǫ → 0 only at the very end. By smoothness we may derive the equation by ∂ j and multiply it by ∂ j u ǫ . To make the computation rigorous we employ a cutoff ψ R ∈ C ∞ c (B 2R (0)) and we then let R → ∞; the pressure term can be neglected by Calderon-Zygmund estimates,
x , which give ∂ j p ǫ ∈ L 2 t,x . We obtain for t ∈ [0, +∞)
We estimate the right-hand side for 3 4 ≤ α < 3 2 using Hölder, Young's convolution inequality and the Gagliardo-Nirenberg-Sobolev inequality by
Hence, for α > 3 4 , we may apply Young with exponents 1 θ = 4α 3 and 4α 4α−3 to obtain
where β = β(α) := 3(2α−1) 4α−3 and
we have that for any 0 ≤ t < T the estimate
Recalling (20) , we infer that
By a standard argument, we can now pass to the limit ǫ → 0 using weak lower semicontinuity and the strong convergence of u ǫ → u in L p loc (R 3 × [0, T ]) for p < 6+4α 3 . Proposition 4.2. Let 5 6 < α < 1 and u 0 ∈ W α,2 (R 3 ) divergence-free. Then there exists a universal C 1 = C 1 (α), uniformly bounded away from α = 5 6 , such that, setting
there exists a unique solution u to
which is smooth on (0, T ).
Proof. We argue as in the proof of Proposition 4.1 to obtain the energy inequality for the regularized system, use commutator estimates as in the proof of Lemma 3.3, Gagliardo-Nirenberg-Sobolev and interpolation to obtain
, by (7) applied with s 1 = α, p 1 = 2, s 2 = 0 and p 2 = 6 5−4α . For α > 5 6 , we use Young to obtain after reabsorption
Defining T by (21), we conclude as before. 
Proof. Let T * > 0. From the energy inequality, we infer that there existst ∈ (0, T * ) such that
Consider first α < 1. By Proposition 4.2 the Leray-Hopf solution with initial datum u(·,t) is smooth and unique until
If we choose T * = T * (M, α) large enough, such that
then the Leray-Hopf solution is smooth and unique on (t,t+T * ) and we can iterate this procedure thanks to the energy inequality. If α ≥ 1, we notice that by interpolation of Sobolev spaces
and hence from Proposition 4.1 the Leray-Hopf solution starting att is smooth and unique until
As in the ipodissipative case, choosing T * = T * (M, α) large enough satisfying
allows to iterate the argument and build a global solution starting att. Observe now that the fact that T * (M, α) is uniformly bounded away from α = 5 4 follows from its choice in (23) and (24) and the explicit expression of the constants C 1 and C 2 . Let us now establish (22) . Take a non-regular time T > 0 of a Leray-Hopf solution (u, p) for the Navier-Stokes equations of order α ≥ 1. For almost every 0 < t < T , u(·, t) ∈ W α,2 and thus by Proposition 4.1, we must have
The last inequality follows by interpolation of Sobolev spaces. Recalling C 2 =C − 6 4α−3 and using the energy inequality, we deduce that
.
Hence we have found the following improved upper bound for T * for α ≥ 1
We deduce that for M > 0 fixed Proof of Theorem 1.1. Let u 0 ∈ H δ divergence-free with u 0 H δ ≤ M and let u be the unique smooth Leray-Hopf solution to the fractional Navier-Stokes equations of order α = 5 4 starting from u 0 . We claim the following a priori estimate
where C A > 0 is independent of δ. Indeed, arguing as in the proof of Lemma 3.3, we obtain the following energy inequality for derivatives of order δ In particular, u satisfies the additional integrability assumption (27). Thus, by Proposition 6.1, there exists ǫ > 0 such that for any fractional order β ∈ [1, 5 4 ] satisfying | 5 4 − β| < ǫ there exists a unique global, smooth solution to the fractional Navier-Stokes equations of order β starting from u 0 . Notice that the additional assumption u 0 ∈ L p for some p ∈ [1, 2) can be dropped thanks to Remark 6.2. We recall from the explicit choice of ǫ in (18) 
