Abstract. Distance Geometry puts the concept of distance at its center. The basic problem in distance geometry could be described as drawing an edge-weighted undirected graph in R K for some given K such that the positions for adjacent vertices have distance which is equal to the corresponding edge weight. As we are unaware of any work in this field using any other norm but 2, we move some first steps using the 1 and ∞ norms: we discuss worst-case complexity, propose mixed-integer linear programming formulations, and sketch a few heuristic ideas.
Introduction
We discuss the following basic problem in Distance Geometry (DG) Distance Geometry Problem (DGP). Given an integer K > 0 and a simple, edge-weighted, undirected graph G = (V, E, d), where d : E → R + , determine whether there exists a realization function x : V → R K such that:
∀{i, j} ∈ E x i − x j = d ij ,
where · is either the 1 or the ∞ norm. We assume all along that, without loss of generality, G is connected, otherwise it suffices to realize the disconnected components independently. Moreover, given a realization x ∈ R K providing the solution of a DGP instance with any norm, any congruence (i.e., rotation, translation, reflection) of x in R K is also a solution. Most existing work concerning the DGP focuses on the 2 (or Euclidean) norm. In this paper, we move some first steps in the direction of the 1 and ∞ norms, which we call linearizable norms, since their unit spheres are polyhedral.
DG in the 2 norm recently received a lot of attention [13, 6] due to its widespread use in engineering and science applications, such as, for example, finding the structure of proteins from Nuclear Magnetic Resonance (NMR) interatomic distances [19] and many others. It was shown in [17] that the DGP (with the Euclidean norm and K = 1) is NP-hard, by reduction from Partition.
The lack of attention to DG in other norms stems from a scarcity of applications. Yet, recently, we were made aware of applications for both of the linearizable norms. The DGP with the 1 norm arises in the positioning of mobile sensors in urban areas [2] . The DGP with the ∞ or with the 1 can be used in order to fill a hypercube with a pre-fixed number of "well-distributed" points, which is relevant in the design of experiments [4, 18] .
The rest of this paper is organized as follows. We recall some notions relating to linearizable norms in Sect. 2. We propose two new formulations for linearizable norms in Sect. 3, and prove that the DGP in linearizable norms is NP-complete for any K. Lastly, we sketch some new ideas for solving the linearizable norm DGP using heuristics in Sect. 4.
2 Known results for 1 and ∞ norms Complexity: Since the 1 , 2 , ∞ norms coincide for K = 1, the reduction from the Partition problem given in [17] shows that the DGP is NP-complete for these three norms in K = 1. Since a realization in one dimension can be embedded isometrically in any number of dimensions, this shows by inclusion that the DGP is NP-hard for these three norms. We show in Thm. 2 that the 1 and ∞ norm variants are also NP-complete for K > 1. This strikes a remarkable difference with the Euclidean norm DGP, for which the status of membership in NP is currently unknown [1] . Isometric embeddings: For the ∞ norm, the isometric embedding problem can be solved in a very elegant way [9] : any finite metric (X, d) with X = {x 1 , . . . , x n } can be embedded in R n using the ∞ norm by means of the Fréchet embedding: ∀i, j ≤ n T (x i ) = (d(x i , x 1 ), . . . , d(x i , x n )).The proof is short and to the point: for any i, j ≤ n we have:
by the triangle inequality on the given metric d. Moreover, the maximum over
We remark that (X, d) need not be given explicitly: the distance matrix is enough. We also remark that a Fréchet embedding can be constructed for any given square symmetric matrix A: if the Fréchet embedding of A is infeasible w.r.t. A, it means that A is not a valid distance matrix.
For the 1 norm there no such general result is known. It is known that 2 metric spaces consisting n points can be embedded in a vector space of O(n) dimensions in 1 norm almost isometrically [15, §2.5] (the "almost" refers to a multiplicative distortion measure of the form:
MILP formulations for linearizable norms
The DGP is a nonlinear feasibility problem. As such, it can be modelled by means of Mathematical Programming (MP), which is a formal language for describing optimization problems. When the norm is linearizable, it is possible to replace nonlinear functions by piecewise linear forms, which are routinely modelled in MP using binary variables and linear forms. This yields MPs of the Mixed-Integer Linear Programming (MILP) class. A convenient feature of MILP is that solution technology is very advanced -MILP solvers are currently at the forefront for their generality and empirical efficiency. To the best of our knowledge, no MILP formulations have ever been proposed for the DGP in linearizable norms. We give here two MILP formulations for 1 and ∞ norms.
We first re-write Eq. (1) as follows: min
, ∞}. Obviously, even if the equation above always has a feasible solution, it has global optimal value zero if and only if the global optimum is a solution of Eq. (1). The MILP formulations below can be solved using any off-the-shelf MILP solver, such as, e.g., CPLEX [12] . The 1 norm. For p = 1 we write:
The MILP reformulation we propose is the following:
Additional variables s ij ≥ 0, for each {i, j} ∈ E, are non-negative decision variables s ij ≥ 0 that represent the outermost absolute value of (2) thanks to the well known fact that min |f | is equivalent to min
Moreover, additional slack and surplus variables t + , t − were introduced to reformulate the innermost absolute value terms. In order to do this, they are subject to complementarity constraints t
were linearized by adding binary variables z and the two sets of standard "big-M" constraints that links the t and the z variables.
Note that, as each realization can be translated at will, constraint i∈V x i = 0 can be safely added. It means that we can, without loss of generality, impose that the barycenter is zero and it is not necessary but useful in practice, see [5] for detailed empirical results. Again for practical efficiency, we let U = {i,j}∈E d ij and use it to bound x, so that for each i ∈ V and k ≤ K, we have x ik ∈ [−U, U ]. Proposition 1. Eq. (3) is a valid formulation for the DGP using the 1 norm. The proof is given in the Appendix.
The ∞ norm. For p = ∞ we write: min
The MILP reformulation that we propose is the following:
where the outermost and the innermost absolute values are reformulated as before and the barycenter constraint is added. At this point similarities with the 1 norm stop. Note that the first three set of constraints model the linearization of constraints −s ij ≤ max
The center and right-hand-side can be reformulated as the first set of constraints. The left-hand-side and the center is more complicated as it corresponds to a non-convex constraint. For linearizing it, we need to add auxiliary binary variables w and the second and third sets of constraints that express the fact that at least one out of K components satisfies the constraint (that component being the maximum, of course).
Proposition 2. Eq. (4) is a valid formulation for the DGP using the ∞ norm.
The proof is given in the Appendix.
The DGP with linearizable norms is in NP. Our MILP formulations make it easy to prove the following. Theorem 1. The DGP in linearizable norms is NP-complete.
Proof. It was already remarked in Sect. 2 that the DGP in linearizable norms is NP-hard by reduction from Partition to the DGP in K = 1, where the three norm 1 , 2 , ∞ coincide. Now by Prop. 3 and 4 we know that certificates to the DGP in linearizable norms are rational for rational input, since the MP formulations in (3) and (4) can be solved by a Branch-and-Bound (BB) algorithm, each node of which involves the solution of a Linear Program (LP), which is known to be in NP. Simple BB implementations will continue branching until the incumbent, found by solving the LP at some node, is proven optimal. So the certificate (solution) provided by the BB is polynomially sized, as claimed.
Computational results
Both formulations (Eq. (3) and (4) We generated a set of (feasible) random DGP instances in both norms as follows: for each cardinality value n = |V | of the vertex set of G ranging over {10, 15, 20, 25, 30, 35, 40} we sampled n points in the plane, bounded by a box. We then added a Hamiltonian cycle to the edge set, in order to guarantee connectedness. Lastly, we add the remaining edges with an Erdős-Rényi generation process [7] having probability s ranging over {0.1, 0.2, 0.3, 0.5, 0.8}. This yields 35 instances per norm p ∈ {1, ∞}.
We deployed CPLEX on these 70 instances with a time limit of 10 minutes enforced on the "wall clock", meaning the actual elapsed time. We used this measure instead of the user time since CPLEX exploits all four processor cores, which means that the system time taken for parallel execution tasks is essential. Since the running time is limited, we do not always find feasible solutions. We evaluate the error by employing two well known measures: the scaled Mean Distance Error (MDE) and the scaled Largest Distance Error (LDE).
Intuitively, the scaled MDE gives an idea of the percentual average discrepancy of the given realization from the given data. The scaled LDE gives an idea of the percentual average worst error over all edges. Obviously, the LDE is generally higher than the MDE. The detailed results are shown in Table 1 of the Appendix. Each row of the table reports the instance statistics, followed by scaled MDE and LDE scores, as well as by the wall clock CPU time taken by CPLEX running on Eq. (3) and Eq. (4).
It appears clear that DGP instances for linearizable norms can be solved in practice up to at least n = 40, though the densest instances are more difficult with the ∞ norm. A good 1 norm solution (with MDE and LDE smaller than 10 −4 ) has been obtained using CPLEX on Eq. (3) for a 50 vertex instance with s = 0.8 in just over 304s of wall clock time, but no solution was obtained within 10 minutes of wall clock time for a 60 vertex instance and s = 0.8. This seems to indicate the need for heuristic methods (discussed below) to address larger instance sizes.
In this section we provide some ideas to design heuristic methods for the DGP problem with ∞ and 1 norm and report computational results.
Solving the DMCP in the ∞ norm
A problem related to DGP, the Distance Matrix Completion Problem (DMCP), asks whether a partially defined matrix can be completed to a (full) distance matrix in a specified norm. Although a solution of the DMCP is a distance matrix, finding the missing distance values usually entails finding a realization that is consistent with the given values: this realization is then used to compute the missing entries in the given partial matrix. In this sense, realizations provide certificates for both DGP and DMCP. In the DMCP, however, differently from the DGP, the dimensionality K of the embedding space is not givenrealizations into R K for any K > 0 will provide a feasibility certificate for DMCP instances.
In the following we propose a heuristic for DMCP that will be the starting point for a heuristic for DGP. Our first proposal concerns the exploitation of the Fréchet embedding to "approximately solve" the DMCP (rather than the DGP) in the ∞ norm. Our algorithm works as follows:
1. let A be the n × n weighted adjacency matrix of G, where off-diagonal zeros are to be considered as "unspecified entries" 2. complete A to a full symmetric matrix A using the Floyd-Warshall allshortest-paths algorithm [16] 3. output the realization x : V → R n given by the Fréchet embedding x i = A i for each i ∈ V .
By "approximately solve" we mean that the output realization x is generally not going to be a valid certificate for the given DMCP instance, but that its MDE and LDE error measures are hopefully going to be low enough. The worstcase complexity of this heuristic is dominated by the Floyd-Warshall algorithm, which is generally O(n 3 ). Experimentally, we found that this heuristic is useless for sparse graphs (where the reconstruction of A has the highest chances of being wrong), but is both fast and successful for dense graphs, notably those with s = 0.8, which represented the hardest instances in the tests. Thus, in Table 2 of the Appendix, we only report results on instances with s = 0.8 and n varying in {5 + 5 | 1 ≤ ≤ 17}. This heuristic took 2.42s to find all realizations for 17 random graphs. The cumulative scaled MDE over all instances is 0.019, with cumulative scaled LDE at 9.61 mostly due to one bad outlier. Overall, it found MDE and LDE smaller than 10 −4 for 11 over 17 instances. In conclusion, it is both fast and effective.
Solving the DGP in the ∞ norm
The second idea turns the above heuristic into a method for solving DGP in ∞ norm for a given dimensionality K: it consists in selecting the K columns from the realization x ∈ R n obtained in Sect. 4.1 which best match the given distances. For this purpose, we solve the following MILP (based on Eq. (4)):
In Eq. (5), note that x are no longer decision variables, but constants (output of the Fréchet heuristic for the DMCP). The new decision variables y ∈ {0, 1} n decide whether coordinate k should be in the realization in R K or not. Since solving MILP takes exponential time, and we would like the heuristic to be fast, we set a 120s time limit on CPLEX. The results, for instances up to n = 70 with s fixed at 0.8, are presented in Table 2 in the Appendix. The average scaled MDE error is non-negligible but still acceptable (around 0.18) while the average scaled LDE is disappointingly close to 0.9. However, this heuristic allows us to solve instances which the MP formulations of Sect. 3 cannot solve.
Solving the DGP in the 1 norm
At first, we tested a Variable Neighbourhood Search (VNS) [11] type algorithm with neighbourhoods defined by centers given by infeasible realization x , and radii given by the maximum number of coordinates of x that are allowed to change during a BB search. This constraint is enforced by a Local Branching (LB) [8] mechanism added to Eq. (3). The centers are computed using the probabilistic constructive heuristic proposed in [14] , which extends the concept of Fréchet embeddings to sets. Unfortunately, this idea yielded very poor results, both quality-wise and in terms of CPU time. We only report it to prevent other researchers from pursuing this same direction.
The second idea we tested is based on alternating solutions between two continuous reformulations of Eq. (2), denoted A (Eq. (2) with | · | replaced by (·) 2 + ε) and B ((3) with nonlinear complementarity constraints): we randomly sample an infeasible realization as a starting point for A, then use A's solution as a starting point to B. We repeat this loop, updating the "best solution found so far", until a CPU time-based termination condition (set to 600s) becomes true. We used SNOPT [10] to solve A and IPOPT [3] to solve B. The results, obtained on 85 instances with n ∈ {10, 15, 20, . . . , 90} of any density s ∈ {0.1, 0.2, 0.3, 0.5, 0.8}, count 13 failures (generally instances with high density where SNOPT had convergence issues) and 8 feasible realizations (scaled MDE/LDE scores < 10 −4 ). We report in Table 3 of the Appendix only the results for the instances ended with no failures. Overall, this heuristic displayed average scaled MDE and LDE of 0.13 and 1.16. Table 2 . Results on instances for the DMCP (left) and DGP (right) in ∞ norm: heuristic approach.
