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We compute and compare even- and odd-parity superconducting order parameters of strontium
ruthenate (Sr2RuO4) in the limit of weak interactions, resulting from a fully microscopic three-
dimensional model including spin-orbit coupling. We find that odd-parity helical and even-parity d-
wave order are favored for smaller and larger values of the Hund’s coupling parameter J , respectively.
Both orders are found compatible with specific heat data and the recently-reported nuclear magnetic
resonance (NMR) Knight shift drop [A. Pustogow et al. arXiv:1904.00047 (2019)]. The chiral p-wave
order, numerically very competitive with helical order, sharply conflicts with the NMR experiment.
Superconductivity was discovered in the layered per-
ovskite strontium ruthenate, Sr2RuO4 (SRO), about
25 years ago1. Muon spin relaxation and Kerr effect
experiments indicated time-reversal symmetry breaking
(TRSB) in the superconducting phase2,3. The accompa-
nied absence of a drop in the spin susceptibility4 pointed
towards a chiral p-wave order parameter5–7, which would
make SRO an electronic analogue of the A-phase of
3He8,9. In addition to the general interest in instances of
unconventional superconductivity, intrinsic chiral p-wave
superconductors are of particular importance owing to
the possibility of enabling topological quantum compu-
tation with non-Abelian anyons10–12.
However, a series of key experiments conflict with the
above interpretation. The linear temperature depen-
dence of specific heat13 at low temperature implies nodes
or deep minima in the gap14. Recent thermal Hall con-
ductivity measurements further suggest vertical (out-of-
plane) line nodes15,16. Uniaxial strain experiments see
no indications of a Tc-cusp, as expected for chiral p-wave
order17–19. A very recent in-plane field NMR experiment
measured a significant spin susceptibility drop20, contra-
dicting the original measurements, which in the absence
of spin-orbit coupling (SOC) would exclude all models
featuring vectorial order parameters (triplet) pointing
out of the basal plane21. This has reignited a longstand-
ing debate, possibly making the case of helical or even-
parity order parameters plausible19,22. We note, how-
ever, that strong SOC23–25 in a multi-orbital system com-
plicates the analysis of the magnetic susceptibility com-
pared to the single orbital case9.
Most studies so far have used a two-dimensional model,
taking advantage of the quasi-2D nature of the dispersion
relation of the relevant bands. However, the small cor-
rugation of the cylindrical Fermi surfaces is deceptive,
and actually hides a non-trivial kz dependence of the or-
bital content of the bands due to SOC, whose effect was
shown to be three-dimensional23. A full 3D calculation
is therefore warranted in order to study superconductiv-
ity in SRO15,23,26–29, and especially to study the effect of
SOC on the recent Knight shift experiments. Further, a
3D calculation is also required to study the possibility of
FIG. 1. Tight-binding fit to the 17-band model of Ref. 24.
The inset indicates paths and high-symmetry points in the
Brillouin zone, using a primitive tetragonal unit cell.
horizontal line nodes, which have been proposed as a way
to reconcile a nodal superconducting gap with TRSB30.
We propose an effective three-band three-dimensional
model with on-site interaction, and calculate the super-
conducting order parameter in the weak coupling limit.
As a function of the ratio of the Hund’s coupling J to
the Hubbard interaction strength U we find a transi-
tion at J/U ≈ 0.15 from an odd-parity helical phase
with accidental (near-)nodes to an even-parity phase with
symmetry-imposed vertical line nodes, both of which are
compatible with several key experiments, but are not
compatible with the observation of TRSB. This will be
commented on below.
Three-dimensional model. In SRO, three bands cross
the Fermi energy and form quasi-two-dimensional Fermi
surfaces, commonly denoted α, β, and γ25,31–33. Bands
α and β are formed mostly by the 4dxz and 4dyz ruthe-
nium (Ru) orbitals, whereas γ stems mostly from the
4dxy Ru orbital (see Supp. Mat. A1). We construct a
tight-binding model for the three active bands, based on
the three Ru t2g orbitals:
H0 =
∑
k,s
ψ†s(k)Hs(k)ψs(k) (1)
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2FIG. 2. Eigenvalues of the leading order parameter in each ir-
reducible representation: A1g – extended s-wave singlet, B1g,
B2g – d-wave singlet, A2g – g-wave singlet, Eu – chiral p-wave
triplet, and A1u, A2u, B1u, B2u – helical p-wave triplet.
where
Hs(k) =
 εAA(k) εAB(k)− isλ εAC(k) + iλεBA(k) + isλ εBB(k) εBC(k)− sλ
εCA(k)− iλ εCB(k)− sλ εCC(k)
 ,
(2)
and ψs(k) = [cA,s(k), cB,s(k), cC,−s(k)]
T . We here
used the shorthand notation A = xz, B = yz, and
C = xy. The annihilation operator for an electron with
wavevector k and spin s on Ru orbital 4da is denoted by
ca,s (k). The matrix elements εab(k) account for intra-
and inter-orbital hopping, both in- and out-of-plane, and
λ sets the SOC amplitude. The hopping amplitudes were
obtained by fitting the dispersion and orbital content of
the 17-band model of Ref 24, see Fig. 1. The explicit
form of εab(k) can be found in Supp. Mat. A1.
The projection of the Coulomb interaction on the on-
site t2g orbitals is given by
HI =
U
2
∑
i,a,s6=s′
ni,a,sni,a,s′ +
U ′
2
∑
i,a 6=b,s,s′
ni,a,sni,b,s′
+
J
2
∑
i,a6=b,s,s′
c†i,a,sc
†
i,b,s′ci,a,s′ci,b,s
+
J ′
2
∑
i,a6=b,s6=s′
c†i,a,sc
†
i,a,s′ci,b,s′ci,b,s
(3)
where i is the lattice site, a is the orbital index, and
ni,a,s = c
†
i,a,sci,a,s is the density operator. We as-
sume that the phenomenological parameters satisfy U ′ =
U − 2J and J ′ = J34. Since we will consider the weak
coupling limit in the following, this leaves the single pa-
rameter J/U characterizing the interaction.
We base our analysis on the weak-coupling scheme for
repulsive Hubbard models, introduced and developed in
Refs. 35–48. We first diagonalize H0 and index the eigen-
TABLE I. Calculated spin susceptibility normalized by its
normal state values, Ka = χaa(T = 0)/χaan , for three rel-
evant order parameters, and for two field orientations. The
numbers between brackets give the expected value of Ka for a
textbook order parameter without SOC51. See Supp. Mat. A3
for details.
Rep. Order parameter Kx Kz
B1g d-wave singlet 0.45 (0.0) 0.59 (0.0)
A1u helical p-wave triplet 0.59 (0.5) 0.97 (1.0)
Eu chiral p-wave triplet 0.99 (1.0) 0.58 (0.0)
states by a band index µ = α, β, γ and a pseudo-spin in-
dex, which we keep implicit. In this basis, the linearized
gap equation reads∑
ν
∫
Sν
dkν
|Sν |g(kµ,kν)ϕ(kν) = λϕ(kµ) (4)
where Sν is the Fermi surface of band ν, with |Sν | the
corresponding Fermi surface area, and g the dimension-
less matrix
g(kµ,kν) =
√
ρµv¯µ
vµ(kµ)
Γ(kµ,kν)
√
ρν v¯ν
vν(kν)
. (5)
Here, Γ is the two-particle interaction vertex (see Ref. 48
for details) at leading order, ρµ = |Sµ|/(v¯µ(2pi)3) is the
density of states, and v¯−1µ =
∫
Sµ
dk
|Sµ|vµ(k)
−1. Approach-
ing the weak-coupling limit U/t → 0 asymptotically, an
eigenfunction ϕ of the Eq. 4 corresponding to a negative
eigenvalue λ yields the superconducting gap
∆(kµ) ∼
√
vµ(kµ)
v¯µρµ
ϕ(kµ) (6)
below the critical temperature Tc ∼W e−1/|λ|, where W
is the bare bandwidth.
Since we have chosen a pseudo-spin basis which is con-
sistent with the tetragonal point group D4h, each eigen-
vector ϕ belongs to one of its ten irreducible representa-
tions43,49,50 (listed in Supp. Mat. A2). The Pauli princi-
ple assures that odd-parity (resp. even parity) solutions
correspond to pseudo-spin triplets (resp. singlets). One
should however keep in mind that a Zeeman field cou-
ples to the physical spin, and not the pseudo-spin, which
means that the behavior of the magnetic susceptibility
cannot be deduced from the parity of the order parame-
ter alone, and always requires a numerical calculation.
Results. The leading eigenvalues in each irreducible
representation are displayed as a function of J/U in
Fig. 2. Whereas the even-parity orders show qualitatively
different trends with J/U , the odd-parity states all show
the same trend, and the splitting between them always
remains small. The highest-Tc state is the odd-parity
helical order A1u for J/U < 0.15, and the even-parity
3(a) (b) (c)
(d) (e) (f)
FIG. 3. |∆µ(k)| for the leading helical order parameter (A1u) at J/U = 0.06 (a-c) and for the leading even-parity order
parameter (B1g) at J/U = 0.20. (d-f)
dx2−y2 order B1g for J/U > 0.15. Both types of order
parameters are shown in Figs. 3, with kz cuts displayed
in the supplementary material (Figs. S2 and Figs. S3).
We focus first on the odd-parity helical phase realized
for J/U < 0.15. The magnitude of the helical order pa-
rameter is displayed in Fig. 3 (a) – (c). Deep vertical min-
ima, as first predicted in two dimensions46,52, are present
on all three bands. Notably, the gap on the β band has
minθ|∆β(θ, kz ≈ pi)| . 0.02∆0, where θ is the in-plane
azimuthal angle and ∆0 the maximal gap, at locations in
agreement with previous predictions16,46,53. The minima
are deep enough to practically behave as accidental verti-
cal nodes, and to provide a decent agreement with specific
heat data, see Fig. 4 (a). The character of the minima
also appear likely to agree with thermal Hall measure-
ments15,16.
For larger values of the Hund’s coupling an even-parity
B1g phase is realized. The order parameter, shown in
Fig. 3 (d) – (f), has symmetry-imposed vertical line nodes
on all bands and additionally a suppressed gap in large
regions of β and γ. This state also provides a fairly good
match with specific heat data, as shown in Fig. 4 (b).
Since both order parameters exhibit nodal behavior,
we now turn to a different probe of the superconduct-
ing order: the spin susceptibility, as measured by the
Knight shift. We use the spin susceptibility normalized
by its normal state value, Ka = χaa(T = 0)/χaan , as a
proxy for the Knight shift drop in the superconducting
state. Values of Kx and Kz for representative order pa-
rameters are given in Table I (details on the calculation
are given in Supp. Mat. A3). With SOC, the normal
state spin susceptibility has a “bulk” interband contri-
bution that is not related to the Fermi surface, and that
is therefore not affected by superconductivity. Further,
as mentioned before, Cooper pairs only form well-defined
singlets (resp. triplets) in the pseudo-spin basis, but not
in the physical spin basis. This leads to similar values of
Kx for both order parameters: Kx = 0.45 for d-wave at
J/U = 0.2 and Kx = 0.59 for helical at J/U = 0.06.
These numbers are in rough agreement with a recent
NMR experiment20, which indicates a drop of around
Kx(T = 20 mK) ≈ 0.5. The only order parameter clearly
seen to conflict with the experimental value is the chi-
ral p-wave, which shows almost no drop (Kx = 0.99).
Note that, for textbook order parameters without SOC,
there would have been a sharp contrast between d-wave
(Kx = 0) and helical (Kx = 0.5).
In three dimensions, the possibility of an Eg order pa-
rameter with a horizontal line node at kz = 0 emerges
30.
Interest in this state has been fueled by recent specific
heat measurements54 combined with the possibility of
explaining both TRSB and a nodal gap. However, this
4(a)
(b)
FIG. 4. Specific heat C divided by temperature T and normal
state value γn, calculated for leading (a) helical triplet order
with J/U = 0.06, and (b) d-wave singlet order with J/U =
0.20. The black dots are experimental values adapted from
Ref. 13.
sector turns out to be strongly disfavored in our weak-
coupling limit: At (e.g.) J/U = 0.20, the best candidate
has λEg/λB1g ≈ 0.03 and thus does not come close to
competing with the semi-two-dimensional order parame-
ters found.
Conclusions. Both the d-wave and helical orders found
in this calculation have vertical (near-)nodes, and seem
compatible with specific heat data and recent Knight
shift measurements20. On the other hand, despite fairly
strong SOC, a chiral order parameter appears incom-
patible with the observed Knight shift drop. Further
microscopic multiband Knight shift calculations would
help in quantifying this, and an out-of-plane NMR ex-
periment could help in distinguishing the helical states
from even-parity order parameters. While the order
paramters exhibit a substantial kz dependence on the β
band, they remain overall fairly two-dimensional. We do
not see any microscopic evidence for a favored Eg gap
with symmetry-imposed horizontal line nodes, at least in
the weak coupling limit.
An important outstanding aspect requiring further as-
sessment, both theoretically and experimentally, is how
to unify evidence of TRSB with either helical or even-
parity order55. Should it turn out that TRSB is spu-
rious, or unrelated to superconductivity, the scenario of
a single-component d-wave order parameter would be-
come a natural contender. Another possibility would
be the formation of a two-component order parameter
which couples different irreducible representations with
accidentally close critical temperatures22,29,56. The near-
degeneracy of the various odd-parity orders, found here
and in previous work46,52, could potentially provide evi-
dence for this scenario.
Acknowledgments—Helpful conversations with Fabian
Jerzembeck, Clifford Hicks, Steven Kivelson, Yoshiteru
Maeno, Daniel Agterberg, Assa Auerbach, Stephen Blun-
dell, Mats Horsdal, Andrew Mackenzie, and Cather-
ine Kallin are acknowledged. T.S. acknowledges sup-
port from the Emergent Phenomena in Quantum Sys-
tems initiative of the Gordon and Betty Moore Foun-
dation. H.S.R. and G.F.L. are both supported by
the Aker Scholarship. F.F. acknowledges support from
the Astor Junior Research Fellowship of New College,
Oxford. S.H.S. is supported by EPSRC grant number
EP/N01930X/1.
∗ henrik.roising@physics.ox.ac.uk
1 Y. Maeno, H. Hashimoto, K. Yoshida, S. Nishizaki, T. Fu-
jita, J. G. Bednorz, and F. Lichtenberg, Nature 372, 532
(1994).
2 G. M. Luke, Y. Fudamoto, K. M. Kojima, M. I. Larkin,
J. Merrin, B. Nachumi, Y. J. Uemura, Y. Maeno, Z. Q.
Mao, Y. Mori, H. Nakamura, and M. Sigrist, Nature 394,
0028 (1998).
3 J. Xia, Y. Maeno, P. T. Beyersdorf, M. M. Fejer, and
A. Kapitulnik, Phys. Rev. Lett. 97, 167002 (2006).
4 K. Ishida, H. Mukuda, Y. Kitaoka, K. Asayama, Z. Q.
Mao, Y. Mori, and Y. Maeno, Nature 396 (1998),
10.1038/25315.
5 A. P. Mackenzie and Y. Maeno, Rev. Mod. Phys. 75, 657
(2003).
6 Y. Maeno, S. Kittaka, T. Nomura, S. Yonezawa, and
K. Ishida, J. Phys. Soc. Jpn. 81, 011009 (2012).
7 C. Kallin and J. Berlinsky, Rep. Prog. Phys. 79, 054502
(2016).
8 A. J. Leggett, Rev. Mod. Phys. 47, 331 (1975).
9 T. M. Rice and M. Sigrist, J. Phys. Condens. Matter 7,
L643 (1995).
10 N. Read and D. Green, Phys. Rev. B 61, 10267 (2000).
11 D. A. Ivanov, Phys. Rev. Lett. 86, 268 (2001).
12 C. Nayak, S. H. Simon, A. Stern, M. Freedman, and
S. Das Sarma, Rev. Mod. Phys. 80, 1083 (2008).
13 S. NishiZaki, Y. Maeno, and Z. Mao, J. Phys. Soc. Jpn.
69, 572 (2000).
14 K. Deguchi, Z. Q. Mao, H. Yaguchi, and Y. Maeno, Phys.
Rev. Lett. 92, 047002 (2004).
15 E. Hassinger, P. Bourgeois-Hope, H. Taniguchi, S. Rene´ de
Cotret, G. Grissonnanche, M. S. Anwar, Y. Maeno,
5N. Doiron-Leyraud, and L. Taillefer, Phys. Rev. X 7,
011032 (2017).
16 J. F. Dodaro, Z. Wang, and C. Kallin, Phys. Rev. B 98,
214520 (2018).
17 C. W. Hicks, D. O. Brodsky, E. A. Yelland, A. S. Gibbs,
J. A. N. Bruin, M. E. Barber, S. D. Edkins, K. Nishimura,
S. Yonezawa, Y. Maeno, and A. P. Mackenzie, Science
344, 283 (2014).
18 A. Steppke, L. Zhao, M. E. Barber, T. Scaffidi, F. Jerzem-
beck, H. Rosner, A. S. Gibbs, Y. Maeno, S. H. Simon,
A. P. Mackenzie, and C. W. Hicks, Science 355 (2017),
10.1126/science.aaf9398.
19 Y.-S. Li, N. Kikugawa, D. Sokolov, F. Jerzembeck,
A. Gibbs, Y. Maeno, C. Hicks, M. Nicklas, and A. Macken-
zie, arXiv:1906.07597 [cond-mat.supr-con] (2019).
20 A. Pustogow, Y. Luo, A. Chronister, Y.-S. Su, D. A.
Sokolov, F. Jerzembeck, A. P. Mackenzie, C. W. Hicks,
N. Kikugawa, S. Raghu, E. D. Bauer, and S. E. Brown,
arXiv:1904.00047 [cond-mat.supr-con] (2019).
21 R. Balian and N. R. Werthamer, Phys. Rev. 131, 1553
(1963).
22 A. T. Rømer, D. D. Scherer, I. M. Eremin, P. J. Hirschfeld,
and B. M. Andersen, arXiv:1905.047821 [cond-mat.supr-
con] (2019).
23 M. W. Haverkort, I. S. Elfimov, L. H. Tjeng, G. A.
Sawatzky, and A. Damascelli, Phys. Rev. Lett. 101,
026406 (2008).
24 C. N. Veenstra, Z.-H. Zhu, M. Raichle, B. M. Ludbrook,
A. Nicolaou, B. Slomski, G. Landolt, S. Kittaka, Y. Maeno,
J. H. Dil, I. S. Elfimov, M. W. Haverkort, and A. Dama-
scelli, Phys. Rev. Lett. 112, 127002 (2014).
25 A. Tamai, M. Zingl, E. Rozbicki, E. Cappelli, S. Ricco`,
A. de la Torre, S. McKeown Walker, F. Y. Bruno, P. D. C.
King, W. Meevasana, M. Shi, M. Radovic´, N. C. Plumb,
A. S. Gibbs, A. P. Mackenzie, C. Berthod, H. U. R. Strand,
M. Kim, A. Georges, and F. Baumberger, Phys. Rev. X
9, 021048 (2019).
26 A. P. Mackenzie, T. Scaffidi, C. W. Hicks, and Y. Maeno,
npj Quantum Materials 2 (2017), 10.1038/s41535-017-
0045-4.
27 H. S. Røising, F. Flicker, T. Scaffidi, and S. H. Simon,
Phys. Rev. B 98, 224515 (2018).
28 A. Ramires and M. Sigrist, arXiv:1905.01288 [cond-
mat.supr-con] (2019).
29 W. Huang, Y. Zhou, and H. Yao, arXiv:1901.07041 [cond-
mat.supr-con] (2019).
30 I. Zˇutic´ and I. Mazin, Phys. Rev. Lett. 95, 217004 (2005).
31 A. Damascelli, D. H. Lu, K. M. Shen, N. P. Armitage,
F. Ronning, D. L. Feng, C. Kim, Z.-X. Shen, T. Kimura,
Y. Tokura, Z. Q. Mao, and Y. Maeno, Phys. Rev. Lett.
85, 5194 (2000).
32 C. Bergemann, S. R. Julian, A. P. Mackenzie, S. NishiZaki,
and Y. Maeno, Phys. Rev. Lett. 84, 2662 (2000).
33 C. Bergemann, A. P. Mackenzie, S. R. Julian, D. Forsythe,
and E. Ohmichi, Adv. Phys. 52, 639 (2003).
34 E. Dagotto, T. Hotta, and A. Moreo, Phys. Rep. 344, 1
(2001).
35 W. Kohn and J. M. Luttinger, Phys. Rev. Lett. 15, 524
(1965).
36 M. A. Baranov and M. Y. Kagan, Z. Phys. B 86, 237
(1992).
37 M. Baranov, A. Chubukov, and M. Y. Kagan, Int. J. Mod.
Phys. A 6, 2471 (1992).
38 M. Y. Kagan and A. Chubukov, JETP Lett. 50 (1989).
39 A. V. Chubukov and J. P. Lu, Phys. Rev. B 46, 11163
(1992).
40 A. V. Chubukov, Phys. Rev. B 48, 1097 (1993).
41 H. Fukazawa and K. Yamada, J. Phys. Soc. Jpn. 71, 1541
(2002).
42 R. Hlubina, Phys. Rev. B 59, 9600 (1999).
43 S. Raghu, S. A. Kivelson, and D. J. Scalapino, Phys. Rev.
B 81, 224505 (2010).
44 S. Raghu, A. Kapitulnik, and S. A. Kivelson, Phys. Rev.
Lett. 105, 136401 (2010).
45 W. Cho, R. Thomale, S. Raghu, and S. A. Kivelson, Phys.
Rev. B 88, 064505 (2013).
46 T. Scaffidi, J. C. Romers, and S. H. Simon, Phys. Rev. B
89, 220510 (2014).
47 F. Sˇimkovic, X.-W. Liu, Y. Deng, and E. Kozik, Phys.
Rev. B 94, 085106 (2016).
48 T. Scaffidi, Weak-Coupling Theory of Topological Super-
conductivity: The Case of Strontium Ruthenate, Springer
Theses (Springer International Publishing, 2017).
49 M. Sigrist and K. Ueda, Rev. Mod. Phys. 63, 239 (1991).
50 J. F. Annett, Adv. Phys. 39, 83 (1990).
51 M. Sigrist, AIP Conf. Proc. 789, 165 (2005).
52 L.-D. Zhang, W. Huang, F. Yang, and H. Yao, Phys. Rev.
B 97, 060510 (2018).
53 I. A. Firmo, S. Lederer, C. Lupien, A. P. Mackenzie, J. C.
Davis, and S. A. Kivelson, Phys. Rev. B 88, 134521 (2013).
54 S. Kittaka, S. Nakamura, T. Sakakibara, N. Kikugawa,
T. Terashima, S. Uji, D. A. Sokolov, A. P. Mackenzie,
K. Irie, Y. Tsutsumi, K. Suzuki, and K. Machida, J. Phys.
Soc. Jpn. 87, 093703 (2018).
55 S. Kashiwaya, K. Saitoh, H. Kashiwaya, M. Koy-
anagi, M. Sato, K. Yada, Y. Tanaka, and Y. Maeno,
arXiv:1907.03939 [cond-mat.supr-con] (2019).
56 W. Huang and H. Yao, Phys. Rev. Lett. 121, 157002
(2018).
57 V. Zabolotnyy, D. Evtushinsky, A. Kordyuk, T. Kim,
E. Carleschi, B. Doyle, R. Fittipaldi, M. Cuoco, A. Vec-
chione, and S. Borisenko, J. Electron. Spectrosc. Relat.
Phenom. 191, 48 (2013).
58 J. Kopp, Int. J. Mod. Phys. C 19, 523 (2008).
59 A. Ramires and M. Sigrist, Journal of Physics: Conference
Series 807, 052011 (2017).
60 M. Tinkham, Introduction to superconductivity (McGraw-
Hill New York, 1975).
1Supplementary Material
Superconducting order of Sr2RuO4 from microscopics in three dimensions
Henrik S. Røising, Thomas Scaffidi, Felix Flicker, Gunnar F. Lange, Steven H. Simon
A1. AN EFFECTIVE THREE-DIMENSIONAL MODEL
The effective tight-binding model in Eq. (1) takes the form
Hs(k) =
 εxz(k) εxz,yz(k)− isλ εxz,xy(k) + iλεxz,yz(k) + isλ εyz(k) εyz,xy(k)− sλ
εxz,xy(k)− iλ εyz,xy(k)− sλ εxy(k)
 , (S1)
serving as a three-dimensional generalization of the model in Ref. 57, where λ denotes spin-orbit coupling (SOC).
A priori we retain terms up to three sites apart in-plane and leading order terms, including inter-orbital terms,
out-of-plane:
ε1D(k‖, k⊥, kz) = −2t1 cos
(
k‖
)− 2t2 cos(k⊥)− 2t3 cos(2k‖)− 4t4 cos(k‖) cos(k⊥)− 4t5 cos(2k‖) cos(k⊥)
− 2t6 cos
(
3k‖
)− 2t7 cos(2k⊥)− 2t8 cos(k‖/2) cos(k⊥/2) cos(kz/2)− µ1D, (S2)
ε2D(k) = −2t¯1 [cos(kx) + cos(ky)]− 4t¯2 cos(kx) cos(ky)− 2t¯3 [cos(2kx) + cos(2ky)]
− 4t¯4 [cos(2kx) cos(ky) + cos(2ky) cos(kx)]− 2t¯5 cos(kz/2) cos(kx/2) cos(ky/2)− µ2D, (S3)
εxz,yz(k) = −4tint,1 sin(kx) sin(ky)− 4tint,2 sin(kx/2) sin(ky/2) cos(kz/2), (S4)
εxz,xy(k) = −4tint,3 sin(kz/2) cos(kx/2) sin(ky/2), (S5)
εyz,xy(k) = −4tint,3 sin(kz/2) sin(kx/2) cos(ky/2). (S6)
For the terms in Eq. (S1) we set εxz(k) = ε1D(kx, ky, kz), εyz(k) = ε1D(ky, kx, kz), and εxy(k) = ε2D(kx, ky, kz).
All terms in this model agree with the symmetry based discussion in Ref. 28, i.e. the model preserves inversion and
time-reversal symmetry. With the above conventions the first Brillouin zone is here defined as [−pi, pi]2 × [−2pi, 2pi].
Within the 19-dimensional parameter space
{t} ≡ {{ti}8i=1, {t¯i}5i=1, {tint,i}3i=1, µ1D, µ2D, λ}, (S7)
we seek the set {t} that globally minimizes the quantity
D({t}) ≡
∑
µ, kµ path
wkµ
(
ξµ(kµ, {t})− ξ˜µ(kµ)
)2
+
∑
µ, qµ∈Sµ
w˜qµ
(|uµxy(qµ, {t})|2 − |u˜µxy(qµ)|2)2, (S8)
where µ is the band index, ξµ (u
µ
xy) is the band energy (xy orbital content as determined by the eigenvector components
of H+) of the model in Eq. (S1). Similarly, ξ˜µ (u˜µxy) is the band energy (orbital content) in the model of Ref. 24, and
wk (w˜k) are chosen energy (orbital) weights. For the qµ’s we choose the three in-plane directions θ = 0, pi/6, pi/4 for
the three kz values 0, pi, 2pi.
We use Monte Carlo (MC) sampling in searching for the global minimum of D. We draw a set {t} for each MC
cycle and accept it if it makes D smaller than the previously found set. Otherwise, it is retained as the new optimal
set with probability exp
(−D({t})1/2/T ), where T is an artificially introduced “temperature”. For the momentum
path we fit the band structure at the fitting points marked with crosses in Fig. 1. The points (Z, Γ, M , X, A, R)
are weighted four times as much as the majority of the points, and points close to the Fermi energy are weighted
four times as much as the remaining points. The above-mentioned points are defined in the primitive tetragonal unit
cell as Γ = (000), Z =
(
00 12
)
, R =
(
1
20
1
2
)
, X =
(
1
200
)
, M =
(
1
2
1
20
)
, A =
(
1
2
1
2
1
2
)
. The orbital weights w˜q were fixed
to be comparatively smaller than the energy weights wk. The orbital content of the resulting effective model and a
comparison with the full 17-band model are displayed in Fig. S1.
The optimal tight-binding parameters are summarized in tables SI and SII. The expected uncertainties for the tight-
binding parameters with our MC algorithm are roughly 10 meV. Since the data from the 17-band model in Ref. 24
incorporated terms with an accuracy threshold of 10 meV, our effective model can not hope to accurately describe
any term smaller than about 10 meV. Therefore, tight-binding terms smaller than this threshold, having a negligible
effect on e.g. the band structure, were neglected in the numerical evaluation. For the numerical implementation, the
eigenvalues of Eq. (S1) appear repeatedly in the vertex48 of Eq. (5), and an effective diagonalization routine of the
kinetic Hamiltonian constitutes the bulk of the numerical procedure58.
2(a) (b) (c)
(d) (e) (f)
FIG. S1. (a) – (c) Fermi surfaces with the effective model, with the color referring to the orbital content |uµxz(k)|2 + |uµyz(k)|2.
The α band is dominated by the dxz and dyz orbitals, β is mostly dominated by dxz and dyz, and γ band mostly by dxy, but
strong mixing takes place along the Γ – M line for the two latter bands (cf. Ref. 24). Relative densities produced with this
model: ρα/ρtot = 0.160, ρβ/ρtot = 0.334, and ργ/ρtot = 0.506 (cf. Ref. 48). (d), (e): kz slices of the Fermi surfaces with the
effective model compared with the 17-band model. The cuts are taken at (d) kz = 0, and (e) kz = 2pi. (f) The band structure
of the 17-band model in Ref. 24, which is based on spin-resolved ARPES data.
TABLE SI. Tight-binding parameters for ε1D in Eq. (S2) obtained with Monte Carlo sampling.
Parameter t1 t2 t3 t4 t5 t6 t7 t8 µ1D
Value [meV] 257.8 27.8 −35.5 −22.4 −4.7 −2.4 3.2 54.5 286.9
A2. TETRAGONAL LATTICE AND FURTHER PLOTS
In table SIII we list all ten irreducible representations of the tetragonal point group, with corresponding order
parameters and their nodal structure (as imposed by the point group symmetries). Only the odd-parity Eu and
even-parity Eg representations are two-dimensional and permit TRSB order without the need of fine tuning of model
parameters. Here we use the standard decomposition of the order parameter into even-parity, d0(−k) = d0(k), and
odd-parity, d(−k) = −d(k), components as21
∆s,s′(k) =
[
(d0(k)1 + d(k) · σ) iσy
]
s,s′ , (S9)
where s and s′ are (pseudo)spin indices.
For a repulsive interaction one can show that there is no superconducting instability at first order. At second order,
TABLE SII. Tight-binding parameters for Eq. (S3), (S4), (S5), and (S6) obtained with Monte Carlo sampling.
Parameter t¯1 t¯2 t¯3 t¯4 t¯5 µ2D λ tint,1 tint,2 tint,3
Value [meV] 356.8 126.3 17.0 22.3 −4.1 351.9 59.2 2.0 −15.5 −5.4
3TABLE SIII. Irreducible representations of the tetragonal point group D4h
49. Even-parity representations (subscript g) are
described by a scalar (d0) order parameter, while odd-parity (subscript u) order parameters are described by a vector (d), see
Eq. (S9). In the second column one should associate fj with any function that transforms like sin kj under the point group
operations, and f2j with a function that transforms like cos kj for j = x, y, z. Representations Eu and Eg are two-dimensional
and can favor TRSB combinations as indicated. The third column describes the nodal structure of the order parameter as
imposed by the D4h symmetries on a cylindrical Fermi surface.
Rep. Order parameter Nodal structure
A1g d0(k) = f
2
x + f
2
y gapped
A2g d0(k) = fxfy(f
2
x − f2y ) vertical
B1g d0(k) = f
2
x − f2y vertical
B2g d0(k) = fxfy vertical
Eg d0(k) = fz(fy ± ifx) horizontal
A1u d(k) = fxxˆ+ fy yˆ gapped
A2u d(k) = fyxˆ− fxyˆ gapped
B1u d(k) = fxxˆ− fy yˆ gapped
B2u d(k) = fyxˆ+ fxyˆ gapped
Eu d(k) = (fx ± ify)zˆ gapped
which we limit ourselves to in the calculation presented in the main text, the vertex we calculate is described in depth
in Refs. 43, 45, and 48. In Fig. S2 and S3 we display kz cuts of the helical and d-wave order parameters at J/U = 0.06
and J/U = 0.20, respectively (full 3D structure shown in Fig. 3). Note in particular the deep minima on β in Fig. S2
(b).
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FIG. S2. Cuts for three values of kz, showing the magnitude of the helical order parameter at J/U = 0.06. Here, θ is the
in-plane azimuthal angle, defined with vertex at (0, 0, kz) for β and γ, and vertex at (pi, pi, kz) for α.
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FIG. S3. Sames as Fig. S2, but here showing the signed B1g order parameter at J/U = 0.20.
4A3. SPIN AND ORBITAL KNIGHT SHIFT
We consider the normal state Hamiltonian with Zeeman terms when an external magnetic field is applied,
H = H0 +HS +HL, (S10)
where H0 is here the normal state Hamiltonian in the absence of a magnetic field (Eq. S1), HS (HL) denotes coupling
between the magnetic field H and the spin S (orbital L) degrees of freedom (cf. Ref. 59),
H0 =
∑
k,s,s′
∑
l,m,n
(
εl,m(k) + iλl,m,nσ
n
s,s′
)
c†l,s(k)cm,s′(k), (S11)
HS = −2µBH · S = −µB
∑
k,s,s′
∑
m,n
Hnσ
n
s,s′c
†
m,s(k)cm,s′(k), (S12)
HL = −µBH ·L = −µBi
∑
k,s,s′
∑
l,m,n
Hnl,m,nc
†
l,s(k)cm,s′(k). (S13)
Here, εl,m(k) are the tight-binding terms, σ
n is the n’th Pauli matrix, µB is the Bohr magneton (the vacuum
permeability was fixed to µ0 = 1), l,m,n is the Levi-Civita symbol, and l,m, n run over orbitals xz, yz, xy. In terms
of the matrix description, H =
∑
kψ
†(k) (H0(k) +HS +HL)ψ(k), with
ψ(k) = [czx,↑(k), cyz,↑(k), cxy,↓(k), czx,↓(k), cyz,↓(k), cxy,↑(k)]T , (S14)
the eigenstates are characterized by band and pseudo-spin indices,
U(k) (H0(k) +HS +HL)U†(k) = diag{ξα,+(k), ξα,−(k), ξβ,+(k), ξβ,−(k), ξγ,+(k), ξγ,−(k)}. (S15)
The (six) Fermi surfaces are defined by ξµ,σ(k) = 0 for µ = α, β, γ and σ = +,−. The two energies ξµ,±(k) become
degenerate in the absence of a magnetic field due to restored time-reversal symmetry. The matrix U(k) and the
energies ξµ,σ(k) contain all information needed to calculate the magnetization in the normal state, as defined below.
The transformation between orbital/spin (a, s) and band/pseudo-spin (µ, σ) is given by the components of U(k):
ca,s(k) =
∑
µ,σ
[uµ,σa,s (k)]
∗cµ,σ(k). (S16)
We define the magnetization (with the magnetic field and the measured response along direction i = x, y, z) as
Mi,i ≡ 1
2
∑
a,s1,s2
σis1,s2M
s1,s2
a
∣∣
H‖iˆ, (S17)
Ms1,s2a = µB
∑
k
〈c†a,s1(k)ca,s2(k)〉. (S18)
Using Eq. (S16) and 〈c†µ,σ1(k)cν,σ2(k)〉 = δµ,νδσ1,σ2f(ξµ,σ1(k)), where f is the Fermi function, the matrix elements in
Eq. (S18) are given by
Ms1,s2a = µB
∑
k,µ,σ
uµ,σa,s1(k)
[
uµ,σa,s2(k)
]∗
f(ξµ,σ(k)). (S19)
In the superconducting phase, we add to the kinetic Hamiltonian (mean field) superconducting terms at orbital level,
H∆ =
∑
k
∑
a1,a2,s,s′
∆a1,a2s1,s2 (k)c
†
a1,s(k)c
†
a2,s′(−k) + h.c., (S20)
∆a1,a2s1,s2 (k) =
[
(da1,a20 (k)1+ d
a1,a2(k) · σ) iσy
]
s1,s2
. (S21)
The electron operators in orbital and spin basis can now be expressed as linear combinations of their particle (u’s)
and hole (v’s) constituents,
ca,s(k) =
∑
µ,σ
(
uµ,σa,s (k)cµ,σ(k) + v
µ,σ
a,s (−k)c†µ,σ(−k)
)
. (S22)
5In turn, this leads to the magnetization matrix elements
Ms1,s2a = µB
∑
k,µ,σ
([
uµ,σa,s1(k)
]∗
uµ,σa,s2(k)f(Eµ,σ(k)) +
[
vµ,σa,s1(−k)
]∗
vµ,σa,s2(−k)[1− f(Eµ,σ(−k))]
)
. (S23)
To relate the orbital order parameters of Eq. (S21) to the order parameters obtained at weak coupling, we make use
of the transformation
∆a1,a2s1,s2 (k) =
∑
µ,σ1,σ2
∆µσ1,σ2(k)
[
uµ,σ1a1,s1(k)u
µ,σ2
a2,s2(−k) + uµ,σ2a1,s1(k)uµ,σ1a2,s2(−k)
]
, (S24)
where ∆µσ1,σ2(k) is the order parameter in band and pseudo-spin basis, and where u
µ,σ
a,s (k) are eigenvector components
of H0(k) (i.e. in the absence of a magnetic field, crucially with the same gauge choice as in the weak-coupling
calculation). The Knight shift drop is approximated as
Ki(T = 0) ≡ ∆Mi,iSC(T = 0)/∆Mi,iN , (S25)
where the subscripts refer to the superconducting (SC) and the normal (N) state, and the ∆ indicates a small increment
in the external magnetic field in the linear response regime. In the numerical evaluation of the momentum integral of
(S23) we associate for any given k the weak-coupling order parameter solution from the Fermi surface point closest
to k, convoluted with a Gaussian damping factor set by the distance from the Fermi surface. In practice, the orbital
coupling in Eq. (S13) did not change the resulting Knight shift by any significant amount and was consequentially
not included in the numbers presented in table I. The extraction of the Knight shift (spin response) is exemplified in
Fig. S4.
(a) (b)
FIG. S4. Magnetization with the spin Zeeman effect at zero temperature of (a) d-wave singlet, and (b) helical triplet.
A4. SPECIFIC HEAT FOR MULTIBAND SUPERCONDUCTORS
The eigenvector calculated at weak coupling, ϕµ(k), is related to the order parameter via Eq. (6). We assume
further that the order parameter factorizes as ∆(T )∆µ(k), with maxk ∆µ(k) = 1. The temperature dependency of
∆(T ) is assumed to be that of a conventional BCS superconductor60. The generalized BCS relation51, fixing the
overall size of the gap, when given the experimental value of Tc ≈ 1.48 K, is
∆(0)
kBTc
= pie−γ−〈〈log |∆(k)|〉〉FS , (S26)
where γ ≈ 0.5772 is Euler’s constant, and where we introduced the average
〈〈log |∆(k)|〉〉FS ≡
∑
µ
∫
Sµ
dk
|∆µ(k)|2
vµ(k)
log |∆µ(k)|∑
ν
∫
Sν
dk |∆ν(k)|
2
vν(k)
. (S27)
6For a uniform gap, the average in Eq. (S27) is 0, and the BCS relation ∆(0) = 1.764 kBTc is recovered
60. For
a multiband superconductor with the only non-zero order parameter components d0 or dz, the specific heat per
temperature per normal state value, γn, can be expressed as
51
C(T )
Tγn
=
3
2pi2(kBT )3
∫ ∞
0
dξ
〈ξ2 + ∆(T )2|∆µ(k)|2 − T2 ∂∆(T )2∂T |∆µ(k)|2
cosh2(
Eµ(k)
2kBT
)
〉
FS
, (S28)
where Eµ(k) =
√
ξ2 + ∆(T )2|∆µ(k)|2, and where the average here is evaluated as
〈A〉FS = 1∑
ν ρν
∑
µ
ρµ
|Sµ|
∫
Sµ
dk A. (S29)
