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Retinal circuitry transforms spatiotemporal patterns of light into spiking activity of ganglion
cells, which provide the sole visual input to the brain. Recent advances have led to a detailed
characterization of retinal activity and stimulus encoding by large neural populations. The inverse
problem of decoding, where the stimulus is reconstructed from spikes, has received less attention,
in particular for complex input movies that should be reconstructed “pixel-by-pixel”. We recorded
around a hundred neurons from a dense patch in a rat retina and decoded movies of multiple
small discs executing mutually-avoiding random motions. We constructed nonlinear (kernelized)
decoders that improved significantly over linear decoding results, mostly due to their ability to
reliably separate between neural responses driven by locally fluctuating light signals, and responses
at locally constant light driven by spontaneous or network activity. This improvement crucially
depended on the precise, non-Poisson temporal structure of individual spike trains, which originated
in the spike-history dependence of neural responses. Our results suggest a general paradigm in which
downstream neural circuitry could discriminate between spontaneous and stimulus-driven activity
on the basis of higher-order statistical structure intrinsic to the incoming spike trains.
Decoding plays a central role in our efforts to un-
derstand the neural code [1–4]. While statistical anal-
yses of neural responses can be used to directly esti-
mate [5, 6] or bound [7] the information content of spike
trains, such analyses remain agnostic about what the
encoded bits might mean or how they could be read
out [8]. In contrast, decoding provides an explicit com-
putational procedure for recovering the stimulus from
recorded single-trial neural responses, allowing us to ask
not only “how much”, but also “what” the neural sys-
tem encodes [9]. This is particularly relevant when a rich
stimulus is represented by a large neural population—
a regime which is increasingly accessible due to recent
experimental progress, and the regime that we explore
here.
One of the hallmarks of large-scale neural activity
is the presence of spontaneous and persistent spik-
ing [10, 11]. While commonly discussed in a cortical con-
text (e.g, [12, 13]), similar activity can also be observed in
the sensory periphery [14–17]. From the viewpoint of any
downstream information processing, either by the brain
itself or by the decoding algorithms we construct, sponta-
neous activity presents a confound: if erroneously inter-
preted as having been caused externally, the system will
“hallucinate” nonexistent stimuli and will likely respond
inappropriately. Importantly, similar confounds can also
happen locally when stimuli are high dimensional, e.g., in
parts of a visual scene where light intensity does not fluc-
tuate. Can the neural activity be disambiguated so as to
enable reliable stimulus representations, and ultimately
percepts, even in presence of spontaneous firing? More
generally, how can complex stimuli be reconstructed from
neural activity? We address these questions by decoding
the outputs of a mammalian retina.
Decoding from large populations presents a significant
technical challenge due to its intrinsic high dimensional-
ity. Past work has predominantly addressed this problem
using two approaches. In the first approach, one only
presents stimuli that have simple, low-dimensional rep-
resentations, in order to turn decoding into a tractable
fitting (e.g., angular velocity of a moving pattern [18],
luminance flicker [19], 1D bar position [20], etc.) or clas-
sification problem (e.g., shape identity [21], a small set
of orientations or velocities [22], etc.). It is unclear, how-
ever, how results for simple stimuli can be generalized to
naturalistic stimuli even in principle, as the latter have
no low-dimensional representation and, furthermore, the
retinal responses are nonlinear. In the second approach,
one first builds a probabilistic encoding model, followed
subsequently by model-based inference of the most likely
stimulus given the observed neural responses [23–25].
Theoretically, this procedure is possible for any stimu-
lus, but in practice model inference is feasible only if
it incorporates strong dimensionality reduction assump-
tions (e.g., that neurons respond to a linear projection of
the stimulus). Here we demonstrate a third alternative,
where a complex and dynamical stimulus is reconstructed
from the output of the mammalian retina directly, by
means of large-scale kernelized regression [26]. Retina is
an ideal experimental system for such a study, because it
permits stable recordings from large, diverse, local pop-
ulations of neurons under controlled stimulation, where
even simultaneous neural spiking events can be sorted
reliably [27].
We start by performing linear decoding from the en-
tire recorded retinal ganglion cell population, to sepa-
rately reconstruct the temporal light intensity trace at
each spatial location in the stimulus movie. When using
sparse regularization, we extract and subsequently ana-
lyze “decoding fields,” the decoding counterpart of the
cells’ receptive fields. We next examine nonlinear decod-
ing using kernel ridge regression (KRR), which provides
a substantial increase in performance over linear decod-
ing, and isolate spike train statistics that the nonlinear
decoder is making use of. We conclude by examining how
these statistics arise in generative models of spike trains
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2and suggest that they might be essential for separating
stimulus-driven from spontaneous activity.
I. RESULTS
A. Sparse linear decoding of a complex movie
We recorded the spiking activity of N = 91 ganglion
cells from a 1 mm2 patch of the rat retina, while present-
ing a complex and dynamical stimulus that consisted of
1, 2, 4 or 10 randomly moving black discs on a bright
background (Fig. 1A and Methods). Our goal was to re-
construct the light intensity as a function of time (“lu-
minance trace”) at a grid of 20 × 20 spatial positions
(“sites”) uniformly tiling the stimulus frame. Stimulus
features (here, disc size) were smaller than the receptive
field center of a typical recorded RGC, making the de-
coding task non-trivial.
To estimate the luminance trace at any given time, we
trained a separate sparse linear decoder for each site on
a 750 ms sliding window of the complete spiking raster,
shown in Fig. 1B, and represented as spike counts in
∆t = 12.5 ms time bins (see Methods). While each de-
coder in principle had access to all neural responses, our
sparse (L1) penalty on decoding weights ensured that
the majority of the weights corresponding to redundant
or non-informative neural responses for each site were
zeroed out, yielding interpretable results which we de-
scribe in detail below. When trained on the 10-disc stim-
ulus, this procedure predicted well the luminance traces
across individual sites on withheld sections of the stim-
ulus (Fig. 1C), allowing us to reconstruct the complete
movie (Fig. 1D).
We expected the performance of our decoder to depend
strongly on local coverage, i.e., on the number of recorded
cells whose receptive field centers overlap a given site.
Coverage amounted to about six cells on average and
exhibited substantial spatial heterogeneity, as shown in
Fig. 1E. The quality of our movie reconstruction, mea-
sured locally by “fraction of variance explained” (FVE,
see Methods), showed similar spatial variation (Fig. 1F)
which correlated strongly with coverage (Fig. 1G), and
saturated at ≥ 6 cells. In what follows, we restrict our
analyses to sites with good coverage that pass a thresh-
old of FVE ≥ 0.4. Despite the high dimensionality of this
regression problem (decoders have ∼ 5 · 103 parameters
per site), sparse regularization ensured uniformly good
performance even when tested on out-of-sample stimuli
with varying number of discs (Fig. 1H).
To analyze how rich stimuli are represented by a popu-
lation of ganglion cells with densely overlapping receptive
fields, we examined the resulting decoding weights in de-
tail. We found that stimulus readout was surprisingly
local. As illustrated for two example sites in Fig. 1I, only
a few cells whose receptive field centers were in close prox-
imity to the respective sites were assigned non-negligible
decoding weights. This was true in general: on average
5.4± 2.8 cells, whose RF centers were all located within
200 µm of the decoded site, contributed to the luminance
trace reconstruction; cells beyond this spatial scale con-
tained no decodable information (SI Fig. 1, 2).
Our framework also allowed us to construct a “decod-
ing field” for every cell (Fig. 1J). A decoding field repre-
sents an impulse response of the decoder, i.e., an addi-
tive contribution to the stimulus reconstruction for every
spike emitted by a particular cell. Because neural encod-
ing is strongly nonlinear, there is no a priori reason for
the similarity between receptive and decoding fields, es-
pecially when, as here, they were inferred under different
stimulus conditions. We nevertheless found a remark-
ably good correspondence: spatial locations and sizes of
the decoding and receptive fields coincided for all cells
(SI Fig. 3), with decoding fields furthermore exhibiting
a clear center-surround-like structure. Taken together,
these and supplementary results (SI Figs. 4, 5, 6) suggest
that retinal responses to complex stimuli can be read out
in a highly stereotyped, structured, and local manner.
B. Nonlinear decoding outperforms linear decoding
Could nonlinear decoding improve on these results? A
tractable method that extends linear regression into the
nonlinear domain is kernel ridge regression (KRR), which
we applied to our recordings using Gaussian kernels of
cross-validated width (see Methods) [28]. Importantly,
the success of the nonlinear decoder crucially depended
on the proper selection of local groups of cells relevant for
each site, as identified by linear decoding: its sparse (L1)
regularization acted as “feature selection” for the non-
linear problem (Methods, SI Fig. 7). Nonlinear decoder
could then make use of higher-order statistical depen-
dencies within and between the selected spike trains to
achieve high performance.
Figure 2A shows a luminance trace at one of the ex-
ample sites, together with its linear and nonlinear recon-
struction. Nonlinear decoder tracks better the detailed
structure of luminance troughs, which occur when discs
cross the site, as well as exhibiting smaller fluctuations
when no discs are crossing the site and the true luminance
trace is therefore constant. This is reflected in a sub-
stantial overall increase in fraction of variance explained
(FVE) across different sites, shown in Fig. 2B. A nonlin-
ear decoder using only two best cells per site outperforms,
on average, the best sparse linear decoder constructed
from the entire population; nonlinear performance satu-
rates quickly with the number of cells and peaks when
decoding from local ∼ 8-cell groups. An alternative way
to compare decoding performance is to threshold the se-
quence of decoded movie frames (see SI Fig. 8 and SI
Movie 1), thereby assigning each site to a decoded dark
disc (“below threshold”) or to the bright background
(“above threshold”). Decoded movie frames can then
be compared to ground truth at each threshold using
the receiver operator characteristic (ROC curve), shown
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FIG. 1. Linear decoding of a complex movie. A: An example stimulus frame. At each site (red dots = partially shown
20×20 grid) the stimulus was convolved with a spatial gaussian filter (red circle = 1σ). Typical RGC receptive field center
size shown in gray. B: Responses of 91 RGCs with 750 ms decoding window overlaid in blue. C: Three example luminance
traces (red) and the linear decoders’ predictions (blue). D: Decoded frame (same as in A) reconstructed from 20×20 separately
decoded traces. Disc contours of the original frame shown for reference in green. E: RF centers of the 91 cells (black dots =
centers of fitted ellipses). RF centers overlapping a chosen site (red dot) are highlighted in blue. F: Performance of the linear
decoders across space, as Fraction of Variance Explained (FVE). Black dots as in E; black contour is the boundary FV E = 0.4.
G: Performance of the linear decoders (FVE) across sites as a function of cell coverage (grayscale = conditional histograms,
red dots = means, error bars = ± SD). H: Average decoding error across sites (MSE ± SD) of 10-disc-trained decoders, tested
on withheld stimuli with different numbers of discs. I: Cells (black dots = RF center positions) contributing to the decoding at
two example sites (red circles); decoding filters shown below. For each site, contributing cells (highlighted in red and joined to
the site) account for at least half of the total L1 norm. J: Decoding field of a single cell (here, evaluated over a denser 50×50
grid and normalized to unit maximal variance); the cell’s RF center shown in black.
for both decoders in Fig. 2C. In this metric, nonlinear de-
coders also consistently outperformed linear ones. Excess
nonlinear performance of between 15 and 20% of FVE
was maintained even when both decoders were trained
on 10-disc stimulus and tested on stimuli with smaller
number of discs (Fig. 2D). Excess nonlinear performance
was also observed when decoding from a cell mosaic of a
single functional type (SI Fig. 9) and on a repeat experi-
ment (SI Fig. 10).
A particularly striking feature of our results was the
difficulty of the linear decoder to match the true (con-
stant) luminance trace when no disc was crossing the
corresponding site. Rat retinal ganglion cells are contin-
uously active even when there are no coincident on-center
luminance changes, with the activity likely resulting from
stimulus changes in the surround, from long-lasting sus-
tained responses to previous stimuli, from effective net-
work coupling to cells that do experience varying in-
put, or from true spontaneous excitation that would take
place even in complete absence of stimuli [14–17]. Either
way, activity of cells at constant local luminance presents
a confound that is difficult for a generic linear mecha-
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FIG. 2. Nonlinear decoding outperforms linear decod-
ing. A: Luminance trace (red) with linear (blue) and nonlin-
ear (green) predictions. B: Average decoder performance (±
SD across sites), achievable using increasing numbers of cells
with highest L1 filter norm. For nonlinear decoding, “All” is
the optimal subset that maximizes performance (SI Fig. 7).
C: Average ROC across all testing movie frames. D: Frac-
tional improvement (average ± SEM across sites) of nonlinear
versus linear decoders for test stimuli with different numbers
of discs. All decoders were trained only on the 10-disc stim-
ulus. E: Decoding error (MSE; average ± SEM across sites)
in fluctuating and constant epochs is significantly larger for
linear decoders (p<0.001). F: Performance (F-score) of lin-
ear and nonlinear classifiers for different sites (black dots).
Inset: average (± SEM) over sites is significantly different
(p<0.001).
nism to eliminate, which results in decoder fluctuations,
or “hallucinations,” of sizable variance. To quantify this
effect, we partitioned the luminance traces at every site
into constant and fluctuating epochs by means of a sim-
ple threshold (see Methods), and examined decoding er-
rors separately during both epochs. While the absolute
error of the nonlinear decoder was smaller than that of
linear in both epochs, the fractional difference was great-
est during constant epochs, suggesting that nonlinear de-
coders might specifically be better at suppressing their
responses to spontaneous-like neural activity (Fig. 2E).
We reasoned that this improvement comes, in part, from
the ability of the nonlinear method to recognize whether
there are any on-site luminance fluctuations or not, from
the spike trains alone. To test this idea, we trained lin-
ear and nonlinear classifiers, operating on identical inputs
and with the same kernel parameters as the decoders, to
best separate constant from fluctuating activity. Consis-
tent with our expectations, nonlinear classifiers outper-
formed linear at every site, irrespectively of whether their
input were the rasters of all local cells that contribute to
the decoding, as shown in Fig. 2F, or the raster of a single
best cell at every site (SI Fig. 11).
C. Nonlinear decoders make use of spike-history
dependencies in individual spike trains
Next, we attempted to identify the statistics of spike
trains that are necessary to explain the excess perfor-
mance of nonlinear decoders. Our starting point was the
following observation: the simplest nonlinear decoders
that used a single best cell for each site, when interro-
gated with a test-set epoch of pure spontaneous activ-
ity (i.e., neural responses to a completely blank screen),
yielded luminance traces with significantly smaller vari-
ance than their linear counterparts (SI Fig. 12). Since the
only structure in spike trains during spontaneous activity
is, by definition, due to “noise correlations”—pairwise or
higher-order dependencies between spikes within an in-
dividual spike train or across different spike trains—we
hypothesized that certain noise correlations could be used
by nonlinear decoders also during stimulus presentation
to boost their decoding performance.
To test this hypothesis, we made use of many identi-
cal repeats of a particular stimulus fragment embedded
in our disc movie (these repeats were used neither for
training nor testing). Using the same decoders as above,
we decoded the original response rasters corresponding to
the repeated fragment, as well as rasters in which we shuf-
fled the spikes to remove spike-history dependencies, or
to remove cell-cell noise correlations, as shown in Fig. 3A;
note that these manipulations left the firing rates of all
cells intact. Figure 3B shows a stimulus reconstruction
at an example site by the nonlinear decoder, for origi-
nal rasters as well as rasters with removed spike-history
dependencies or cell-cell noise correlations. Removing
cell-cell noise correlations leads to a small increase in the
variance of the reconstructions across stimulus repeats,
with only marginal differences in the mean reconstructed
trace, compared to decoding from intact rasters. Sur-
prisingly, removing spike-history dependencies leads to
much worse reconstructions, whose mean is strongly bi-
ased and variance increased; as a result, the dynamic
range of the decoded trace is substantially lower com-
pared to decoding from intact rasters. These observa-
tions are summarized across sites in Fig. 3C, which shows
the increase in decoding error and decrease in classifier
performance when spike-history dependencies or cell-cell
noise correlations are removed. Removal of cell-cell noise
correlations leads to small increases in error, roughly of
the same magnitude for both linear and nonlinear de-
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FIG. 3. Spike-history dependencies affect decoding
performance. A: Shuffles of responses to repeated stimu-
lus presentations remove different types of correlations, but
preserve average locking to the stimulus (PSTH). B: A re-
peated stimulus fragment (red trace), nonlinear decoder pre-
dictions using real responses (green), and using responses
without different types of correlations (gray); shown is the
prediction mean ± SD over repeats. C: Increase in decod-
ing error (MSE) and decrease in classifier performance (F-
score) when spike-history dependencies or noise correlations
are removed (average ± SEM across sites); percentages report
fractional differences relative to the original performance. D:
Spike count distributions for a single example cell. Remov-
ing spike-history dependencies broadens the distributions, in
particular in constant epochs. Dashed line = expectation for
a fully randomized spike train with a matched firing rate.
E: Fano factor of spike count distributions for spike trains
with and without spike-history dependencies. Each point is
a cell that contributes most to decoding at a particular site
(when the same cell contributes to multiple sites, average ±
SD across sites is shown).
coders; in contrast, while removal of spike-history de-
pendencies leads to increases in error for both decoders,
the effect is more than three-fold larger for the nonlinear
decoder. Qualitatively similar conclusions hold for the
classifiers trained to separate constant from fluctuating
input epochs (Fig. 3C), as well as for decoders and clas-
sifiers trained on the single best cell per site (SI Fig. 13).
Having established that spike-history dependencies are
crucial to the performance of the nonlinear decoder, we
looked at the detailed statistical structure of individual
spike trains. For each neuron that best decoded the lumi-
nance trace at a specified site, we focused on 250 ms (20
time bins) response sequences and constructed a distri-
bution over the number of occupied time bins (“spike
counts”), separately for epochs where the luminance
trace was fluctuating or where it was constant. As shown
in Fig. 3D, these distributions differed significantly: the
count distribution was much tighter in constant epochs,
while the mean firing rate between the epochs did not
change much. During fluctuating-input epochs, observ-
ing more spikes in a 250 ms window was more likely than
at constant input, but—perhaps surprisingly—patterns
with very low numbers of spikes (e.g., zero or one) were
also more likely during fluctuating-input epochs. The
count distribution at fluctuating light was very similar
to binomial (and, at this temporal resolution, Poisson),
while it was tighter at constant light. These changes
could be summarized by a simple statistic, the Fano fac-
tor F = (variance in spike count)/(mean spike count).
When we removed spike-history dependencies, Fano fac-
tor increased for both distributions and they became
harder to distinguish from each other. Figure 3E shows
that this behavior was consistent across all sites, high-
lighting the very high regularity of neural spiking that
resulted in sub-Poisson variance (F substantially below
1) during epochs of constant luminance.
Taken together, our results show that: (i), spike-
history dependencies within individual spike trains are
crucial for nonlinear decoder performance; (ii), these
dependencies shape the distribution of spike counts on
timescales relevant for decoding; (iii), during constant
local luminance, spiking activity is very regular (and
statistically similar to true spontaneous activity, see
SI Fig. 14); (iv), a simple statistic, which summarizes the
effects of spike-history dependencies in different epochs
and their changes when the spike trains are shuffled, is
the Fano factor. While this does not imply that kernel-
ized decoders actually compute some version of a local
estimate for the Fano factor (they could be sensitive to
other statistics, e.g., the interspike interval distribution,
which also differs substantially between the epochs, see
SI Fig. 15), it is plausible that the underlying reason for
nonlinear decoder performance is its ability to recognize
high regularity of spiking during epochs of constant local
luminance.
D. A simple neural encoding model can
recapitulate spike train statistics crucial for
nonlinear decoding
Can the observed spike-history dependencies, which
enable successful nonlinear decoding, be generated by
simple and generic neural encoding models? To ad-
dress this question, we made use of generalized linear
models (GLMs) [29, 30], probabilistic functional models
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FIG. 4. Spike-history dependencies of intermediate
strength facilitate nonlinear decoding in simple mod-
els of neural processing. A: Schematic of a single-cell
Generalized Linear Model (see Methods). The neuron’s sen-
sitivity to the stimulus is determined by a radially symmetric
difference-of-Gaussians spatial filter that has a monophasic
timecourse (~k), and combines additively with the neuron’s
sensitivity to its own past spiking, given by filter ~h (with
strong refractoriness followed by weak facilitation). Impor-
tantly, ~h shapes spike-history dependencies in the resulting
spike trains. A nonlinear function f(·) (here, threshold-linear)
of the combined sensitivities gives the neuron’s instantaneous
firing rate that can be used to generate individual spike train
instances. Shapes, as well as the temporal and spatial scales
of the filters, were realistic for our data. B: Example rasters
(50 repeats) generated with the encoding model for a given
intensity trace and different magnitudes (α) of spiking his-
tory filter ~h. The rasters are matched in PSTH (bottom) but
differ in temporal noise correlations. C: Average Fano factor
(± SD) of the model as a function of α in fluctuating and
constant epochs. D: Decoding error as a function of α. De-
coders are trained for each separate α and tested on withheld
stimuli; shade = SD over 10 spike train realizations.
of spiking neurons that extend the paradigmatic linear-
nonlinear (LN) framework by incorporating the recur-
rent feedback from neuron’s past spiking, as schematized
in Fig. 4A. Previously, GLMs have been successfully ap-
plied to responses of the mammalian retina [23, 24] and
in the cortex [31, 32], and also reproduced well the firing
rates of cells recorded in our experiment on the repeated
stimulus fragment (SI Fig. 16).
To link encoding models and decodability in a way
that would generalize beyond the specifics of our dataset,
we created the simplest stereotyped model cell, shown
in Fig. 4A. Crucially, we parametrized the magnitude of
the self-coupling filter with α: α = 0 thus corresponded
to a pure LN model, while increasing values of α made
neural spike trains non-Poisson, progressively enforcing
dependence on past spiking and consequently increasing
the magnitude of the resulting temporal correlations.
With this model in hand, we generated a “baseline”
raster of repeated responses to a randomly moving disc
stimulus at an initial value of α = 1, as shown in Fig. 4B.
The average firing rate was chosen to be the typical
rate of our recorded ganglion cells. We then systemat-
ically changed the value of α and, for each value, refit-
ted the nonlinearity to the baseline raster at α = 1 (see
Methods). This procedure generated synthetic rasters
that were matched in their peri-stimulus time histograms
(PSTH) and stimulus preference, yet differed in the
strength of spike-history dependencies.
Following our previous analyses, we partitioned the lu-
minance trace into constant and fluctuating epochs, and
looked at the spiking statistics in 250 ms (20 time bin)
windows. Fano factor in constant epochs decreased as a
function of α and dropped substantially below 1; in con-
trast, when on-center luminance was fluctuating, Fano
factor behaved non-monotonically (Fig. 4C). In line with
expectations and behavior observed in our data, Fano
factor at constant luminance was always below Fano fac-
tor at fluctuating luminance. Having ensured that the
statistics of synthetic rasters qualitatively agreed with
the data for the range of α we examined, we asked about
the performance of linear and nonlinear decoders, trained
and tested at different values of α. Figure 4D plots the
decoding error as a function of α. Overall, the error
levels are in range of those observed for real data (cf.
Fig. 1H), with nonlinear decoders outperforming linear
by ∼ 10− 30%. Interestingly, the minimal error for both
decoders is achieved at an intermediate value of α∗ ≈ 0.4,
which also corresponds to the point where nonlinear de-
coders maximally outperform their linear counterparts.
At α = 0, where the encoding models are effectively
LN neurons, the decoders differ only marginally in per-
formance (analogous results hold for the classifiers, see
SI Fig. 17).
In sum, for a generic class of encoding models that are
widely applicable to both peripheral as well as central
neural processing, there exists a non-trivial strength of
spike-history dependence that facilitates stimulus recon-
struction, especially with nonlinear readout. Intuitively,
the existence of optimal α∗ > 0 can be explained as a
trade-off between ensuring regularity of spiking during
constant epochs, which the nonlinear decoder can make
use of, while not impeding stimulus encoding during
fluctuating epochs; during these epochs, stimulus-driven
term should dominate over sensitivity to past spiking,
otherwise excessive dependence on spiking history (e.g.,
α ≥ 1 in Fig. 4B) could perturb reliable locking to the
stimulus.
7II. DISCUSSION
Insights from decoding provide crucial constraints for
theoretical models of neural codes. A large body of work
dissects nonlinearities in stimulus processing, from non-
linear summation in the receptive field or during adap-
tation, to essential spike generation nonlinearities. Con-
sequently, one would expect nonlinear decoding to out-
perform linear, but reports to that effect are surprisingly
scarce [19, 33]. In theory the results of a nonlinear encod-
ing process can be linearly decodable [34, 35], yet whether
this is true of real neurons under rich stimulation is still
unclear. Another fundamental question concerns the sta-
bility of decoding transformations, which has recently re-
ceived renewed attention in the context of efficient cod-
ing [36–38]. Approaching this question empirically re-
quires us to first construct high-quality decoders for com-
plete stimulus movies—conceptually, doing the inverse of
the state-of-the-art encoding models [23]—which remains
an open challenge. Finally, a number of studies, both the-
oretical [39] and data-driven [7, 23, 24, 40–42], focused
on correlations in neural activity, especially those due to
spike-history dependence and network circuitry (“noise
correlations”); here, decoding provides a way to quan-
titatively ask about the functional contribution of such
correlations to stimulus reconstruction.
We used large-scale linear and kernelized (nonlinear)
regressions to directly decode a complex stimulus movie
from the output of many simultaneously recorded reti-
nal ganglion cells. Importantly, we did not use any prior
knowledge of recorded cells’ properties (e.g., their types
or receptive fields), or any prior knowledge of the stimu-
lus structure, to carry out the decoding; as a result, our
decoding filters could, at least in principle, be used to de-
code any stimulus. A combination of sparse prior over de-
coding filter coefficients and a high-dimensional stimulus
revealed a surprisingly local and stereotyped manner in
which the retinal code could be read out. This is in stark
contrast to previous work using simple stimuli where the
readout was distributed and the resulting decoding filters
had no general interpretation [20]. While our filters and
consequently the “decoding fields” were recovered under
a particular stimulus class and thus nominally depend on
stimulus statistics, it is interesting to speculate whether
the retina could adaptively change its encoding proper-
ties so as to keep the decoding representations constant,
as has recently been suggested [20–22]. Similarity be-
tween decoding and receptive fields and generalization to
stimuli with different number of discs provide limited cir-
cumstantial support for this idea, but a definite answer
can only emerge from dedicated experiments that specifi-
cally test the stability of decoders under rich stimuli with
different statistical structure.
The performance of linear decoders was further im-
proved by using nonlinear decoding. The improvement
was significant, systematic, and reproducible: we ob-
served it at nearly all sites, irrespectively of how many
relevant cells we decoded from, when decoding from all
recorded cells jointly or a mosaic of a single type, and also
in a repeat experiment. Such an improvement is nontriv-
ial, because the increased expressive power of kernelized
methods comes at a cost of potentially overfitting mod-
els to data; this was evident also in our failed first at-
tempt to apply nonlinear decoding to the whole recorded
population, instead of only to the relevant cells selected
by sparse linear decoder at every site. The performance
improvement depended crucially on the spike-history de-
pendence in individual spike trains but only slightly on
cell-cell noise correlations (cf. [23, 24]).
What are the methodological advances presented in
our work? First, the use of sparse linear and kernelized
regression, as described here, should provide a tractable
way of studying how rich signals are represented in other
parts of the brain without making explicit assumptions
about the encoding process, thereby providing a comple-
mentary, decoder-centric alternative to Bayes inversion
of probabilistic encoding models. Second, even though
the inner workings of kernelized methods are notoriously
difficult to interpret intuitively, our analysis suggests that
controlled manipulations of spike train statistics can pro-
vide valuable insights into which spike train features mat-
ter for decoding and which do not. Finally, we provide
a preliminary account of how decoding of full complex
movies can shed light on the functional contributions of
different cell types to stimulus representation, by decod-
ing from individual mosaics or from their combinations,
and comparing the performance to that of a complete
population.
What are the general implications of our results? The
high-dimensional nature of our stimulus forced us to de-
code the movie “pixel-by-pixel,” rather than trying to de-
code its compact representation. This, in turn, focused
our attention on the intermittent nature of signals to be
decoded: at any given site, the luminance trace switched
between epochs where nothing changed locally, and pe-
riods where the trace was fluctuating in time. Such in-
termittency is common to many natural stimuli across
different sensory modalities [43, 44], and therefore must
shape the way in which sensory information is encoded
[45–47]. From the decoding perspective, it can, how-
ever, also pose a serious challenge: since neurons might
be similarly active irrespective of whether the stimulus
fluctuates locally or not, a downstream processing layer
would have to suppress “hallucinations” in response to
upstream network-driven or spontaneous activity. We
proposed a simple mechanism to that effect using history
dependence of neural spiking: because neuronal encod-
ing is nonlinear, the effect of spike-history dependence on
neural firing substantially differs between epochs in which
the neuron also experiences a strong stimulus drive and
epochs in which it does not. In such situations, nonlin-
ear methods can discriminate between a true stimulus
fluctuation and spontaneous-like firing from statistical
structure intrinsic to individual spike trains, even when
the mean firing rate doesn’t change appreciably between
different epochs. This mechanism is not specific to the
8retina, and may well apply in other systems that display
both stimulus-evoked and spontaneous activity.
III. MATERIALS AND METHODS
A. Data
Retinal tissue was obtained from adult (8 weeks old)
male Long-Evans rat (Rattus norvegicus) and continu-
ously perfused with Ames Solution (Sigma-Aldrich) and
maintained at 32 ◦C. Ganglion cell spikes were recorded
extracellularly from a multi-electrode array with 252 elec-
trodes spaced 60 µm apart (custom fabrication by Inno-
vative Micro Technologies, Santa Barbara, CA). Exper-
iments were performed in accordance with institutional
animal care standards. The microelectrode covered a to-
tal retinal area of ∼ 1 mm2. For the rat this corresponds
to 16-17 degrees of visual angle [48]. The spike sorting
was performed with an in-house method based on [27].
B. Visual Stimulus
The stimulus movie consisted of randomly moving
dark discs (r= 100 µm) against a bright background
(100% contrast, 2 · 1012 photons/cm2/s). The discs fol-
lowed mutually avoiding trajectories generated through
an Ornstein-Uhlenbeck process. The movie was divided
in segments of 1, 2, 4 and 10 discs, each 675 s long. Seg-
ments with increasing number of discs were presented
sequentially and in total 3 segments of each type were
shown, amounting to a total experiment time of 135 min.
Each segment was regularly interspersed with 18 short
(7.5 s) clips of repeated stimulus: in sum, 54 repeated
clips were shown for each stimulus with different number
of discs. The stimulus was convolved with a bank of 400
spatial symmetric gaussian filters (σ=66.67 µm) placed
in a regular 20x20 grid to produce local luminance traces.
The filter normalization ensures the resulting traces are
bounded in (0,1). The width of the filters was selected
in preliminary tests to optimize decoding performance.
The movie stimulus was shown at a refresh rate of 80
Hz. The response spike trains were binned accordingly
in bins of 12.5 ms, and time aligned to the stimulus.
The spatio-temporal receptive fields of the retinal gan-
glion cells were obtained through reverse correlation to a
flickering checkerboard stimulus. The checkerboard was
constructed from squares of 130 µm that were randomly
selected to be black or white at a rate of 40 Hz. Reti-
nal spontaneous activity was recorded in full darkness
(blackout condition) for 2.5 min.
C. Linear decoder
Let ~y be a one-dimensional stimulus trace of length N
time bins. In the linear decoding framework we assume
that an estimate of the stimulus ~ˆy can be obtained from
the neural response Σ as ~ˆy = Σ · ~L, where ~L is a linear
filter. In this formulation, the response of the retina is
represented by the matrix Σ ∈ RN×(C×∆T+1), where C
is the number of cells and ∆T the size in bins of the
time window we associate with a single point in ~y (for all
analyses ∆T = 61 corresponding to a window stretching
from -375 ms to 375 ms around the time bin of interest).
The extra dimension is a column of ones to account for
the bias term in the decoding. Thus, the decoding filter
~L is structured as ~L = [L0~L1~L2~L3 . . . ~LC ], where ~Li is
the filter corresponding to cell i and L0 is the bias term.
We learned the filters ~L by minimizing the square error
function with L1-regularization
χ2 =
1
N
(~ˆy − ~y)>(~ˆy − ~y) + λ‖~L‖1.
To solve the minimization problem computationally we
made use of the Lasso algorithm with the routines by Kim
et al. [49]. Data was divided into training and testing sets
(4.9·104 training points, 2.3·104 testing points). The fil-
ters were obtained from the training set and all measures
of performance refer to the testing set. Regularization
parameter λ was chosen through 2-fold cross-validation
on the training set. The regularization term ensures the
sparsity of the filters. Due to this sparsity some cells have
negligible filter norms and therefore do not contribute to
the decoding. This allows us to establish a hierarchy of
cells by sorting them according to their filter norm ‖~Li‖1.
“Single-best cell” for every site refers to the cell with the
largest norm. “Contributing cells” are the subset of cells
with largest norm that jointly account for at least half of
the total filter norm
∑
i ‖~Li‖1.
D. Nonlinear decoder
If instead of L1-regularization we enforce L2-
regularization, the linear decoding filters can be obtained
analytically through the normal equation
~L = Σ>(ΣΣ> + λI)−1~y.
Thus, an estimate of the stimulus for some new data Σˆ
is given by
~ˆy = Σˆ · ~L = ΣˆΣ>(ΣΣ> + λI)−1~y.
Since this expression only depends on products of spike
trains, we can make use of the kernel trick and substitute
the usual scalar product by some appropriate nonlinear
function k of the spike trains. In this way, we can express
our nonlinear decoding problem as
~ˆy = κ>(K + λI)−1~y,
κij = k(~ˆσi, ~σj),
Kij = k(~σi, ~σj),
9where ~σ>i ∈ R1×(C×∆T+1) is the ith row of matrix Σ.
This is known as Kernel Ridge Regression [50, 51]. For
our analyses we have used the Gaussian kernel
k(~σi, ~σj) = exp
(− 1
2s2
‖~σi − ~σj‖22
)
.
Before computing the kernel, it is customary to turn the
spike trains into smooth traces for the sake of perfor-
mance [28]. We convolved our spike trains with a Gaus-
sian filter of 3 time bins width. The data was divided into
training and testing sets (9.8·103 training points, 2.3·104
testing points). The parameters s and λ were obtained
through joint 3-fold cross-validation on the training set.
The performance of the nonlinear decoder depends on the
set of cells considered. Contrary to the linear case where
L1-regularization can effectively silence cells by setting
their filters to zero, this nonlinear framework cannot ig-
nore cells in a similar way. Therefore, including in the
analysis non-informative cells can decrease the general-
ization performance of the decoder. To determine the
best subset of cells for decoding we took advantage of the
hierarchy of cells established by the linear L1-regularized
decoding. We trained nonlinear decoders with progres-
sively more cells (best cell, best two cells, etc.) and se-
lected the subset of minimum decoding error on the train-
ing set (SI Fig. 7). Effectively, we jointly cross-validated
the three parameters s, λ, and the subset size.
E. Classifiers
For classification purposes we assign each time bin to
one of two classes: “fluctuating” or “constant”. “Fluctu-
ating” corresponds to discs moving over the site of inter-
est and decreasing the light intensity in that site, while
“constant” refers to the constant illumination of the site
when no discs are present. To label the time bins we
use a simple cut-off criterion plus two further correcting
steps to account for retinal adaptation effects. First we
label as “fluctuating” every bin with stimulus intensity
less than 0.99. Then we apply these corrections: i) Every
identified “constant” segment shorter than 30 bins (375
ms) is relabelled as “fluctuating,” and ii) The first 30
bins following a “fluctuating” segment are also labelled
“fluctuating.” In this way the stimulus at each site is
divided in segments of fluctuating and constant inten-
sity. We train both linear and nonlinear Support Vector
Machine (SVM) classifiers to determine, from the spike
train response, whether a given time bin is labelled as
“constant” or “fluctuating”. Similarly to the decoding
framework, to classify a given bin we consider a time
window of ∆T = 61 bins around it in the response. For
the nonlinear SVM we use the same gaussian kernel as
in nonlinear decoding and the parameter values obtained
when training the decoder. Note that this is not the op-
timal nonlinear classifier but allows us to evaluate the
classifying power of the decoding kernel.
F. Measures of Performance
Given a stimulus intensity trace ~y and the correspond-
ing decoding prediction ~ˆy we define the decoding error
as the Mean Squared Error MSE = N−1(~ˆy− ~y)>(~ˆy− ~y).
We also make use of the related Fraction of Variance Ex-
plained defined as FVE = 1− (MSE/Var(y)).
To measure decoding performance from the fully de-
coded movie we build Receiver Operating Curves (ROC).
We threshold the decoded intensity trace at each site. If
intensity is below threshold, the presence of a disc in the
site is predicted. By comparing the prediction to the
original stimulus frames as function of the threshold we
can evaluate the performance of the decoder as a balance
between the True Positive (TP) and False Positive (FP)
rates
TPR =
TP
TP + FN
, FPR =
FP
FP + TN
.
To assess the performance of the SVM classifiers we
use the F1-score measure defined as
F1 = 2
PR
P +R
,
where P is the Precision and R the Recall given by
P =
TP
TP + FP
, R =
TP
TP + FN
.
For the binary classification task, “fluctuating” is defined
as the positive class.
Unless otherwise stated, all of the statistical signif-
icance tests were performed with the Wilcoxon signed
rank test.
G. ON/OFF ratio bias estimation
For each site s we determine the set of available cells as
those located less than 300 µm from the site. We call Cs
the total number of available cells at site s. In general, Cs
is the sum of ON and OFF subtype cells, Cs = C
on
s +C
off
s .
If, from the available cells at site s, we pick a random
subset of size N = Non +Noff , the probability of choos-
ing Noff cells is given by the hypergeometric distribution
(random draw without replacement)
p(Noff |s,N) =
(Coffs
Noff
)(Cs−Coffs
N−Noff
)(
Cs
N
) .
The average probability over all sites considered is
p(Noff |N) = 1
S
S∑
s=1
p(Noff |s,N).
Separately, for each site s we have established a hier-
archy of cells from their decoding filter norms. Following
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the hierarchy we create decoding sets of different size N
(the best cell, the best two cells, etc) and we count the
number of OFF type cells Noff in them. We summarize
this information in the histogramM(Noff , N) that counts
the number of sites where the decoding set of size N con-
tains Noff OFF cells. With this histogram we obtain an
empirical probability
pemp(N
off |N) = M(N
off , N)
S
,
that we can compare with p(Noff |N). In particular, the
bias reported in SI Fig. 5 is given by
100 · pemp(N
off |N)− p(Noff |N)
p(Noff |N) .
Only sites with Noff , Non ≥ 2 were considered for the
comparison (n=115).
H. Encoding Model
We build an encoding model for a single cell, based
on the standard GLM type model proposed by Pillow et
al [23]. The cell spikes stochastically through a Poisson
process with a time-dependent firing rate λ(t) given by
λ(t) = fα(~k ~Y (t) + α~h ~σ(t)) where ~k is a spatio temporal
filter acting on stimulus ~Y and ~h is a temporal filter of
the past spike history of the cell represented by ~σ. The
function f(x) is a rectifying nonlinearity of the log-exp
form f(x) = a log(b exp(x + c)). The stimulus filter ~k
factorizes into separate spatial and temporal filters. The
spatial component is given by a balanced difference of
gaussians, with widths σc = 35µm for the positive and
σs = 100µm for the negative part, providing a symmet-
rical center-surround type filter. The temporal part of
the filter is given by a single negative lobe of a sin-like
function. The filter for the past spike history takes the
form
h(t) = A sin(t+
pi
2
) exp(B(−t+ pi
2
)).
This filter inhibits firing after a spike but, depending on
the values of the parameters, it can have a positive lobe
after the inhibitory part that tends to increase the firing
rate. We consider a span of 250 ms (20 bins) for both the
past history filter and the temporal part of the stimulus
filter. All elements of the filter are fixed except for the
rectifying nonlinearity that is changed according to the
value of α. Initially, the parameters of the nonlinearity
fα=1(x) are adjusted to provide an average firing rate
similar to that observed in real data. The α = 1 model
is taken as the ground-truth and every time α changes,
the nonlinearity fα(x) is fitted anew by maximizing the
likelihood on α = 1 rasters, in order to reproduce the fir-
ing rate trace (PSTH) as closely as possible to the PSTH
generated by α = 1. The model neuron is stimulated with
real data and the intensity trace at the central site of its
receptive field is the stimulus considered for decoding.
The model has been implemented using the Nonlinear
Input Model toolbox [52].
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FIG. SI 1. Decodable information is represented lo-
cally. Top. Average (± SD) number of contributing cells
(red) and all cells (black), as a function of distance of the
cell’s receptive field center to the site where the luminance
trace is being decoded. Bottom. Average (± SD) single cell
decoding performance as a function of distance to the site.
Cells’ responses contain no decodable information for sites
that are > 200 µm distant from their receptive field centers.
Both analyses are done for the 10-disc stimulus.
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FIG. SI 2. Cells are continuously active, but their responses only contain decodable information about local
luminance fluctuations. The following analyses are carried out with a 1-disc stimulus. A: Average (± SD) single cell
decoding performance as a function of distance of the cell’s receptive field center to the site where the luminance trace is being
decoded. B: Firing rates of ON (N=14) and OFF (N=34) cells as a function of the distance to the single moving disc. Both
types of cells exhibit basal firing rates > 10 Hz when the disc is far away from their receptive fields. OFF cells increase their
firing rate when the dark disc is less than 200 µm away. ON cells decrease their firing in response to the dark disc and their
firing rate peaks at the 200 µm mark, probably corresponding with the stimulation of their surround by the dark disc. C: Same
as in B but now the basal firing rate (measured at 1000 µm) has been subtracted for each cell to emphasize the stereotyped
dynamics of the cells’ activity. This analysis suggests that while cells are continuously active (even when the disc is far away
and not stimulated by other discs, as in the case of SI Fig. 1), that activity does not contain decodable information about the
luminance fluctuations farther than 200 µm from the receptive field center. In contrast, with simpler stimuli that stimulate
retina more broadly (e.g., diffusively moving 1D bar), retinal ganglion cells encoded for the bar position in a distributed manner
such that the stimulus could be decoded from multiple subsets of cells and even from cells whose receptive field centers were
very distant from the bar position [Marre et al. 2015].
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FIG. SI 3. Examples of decoding fields for 6 different cells. Each pixel corresponds to a site (of a 50 × 50 grid) and the
color code represents the decoding filter of the cell at that particular site and time. The filters have been normalized such that
the site of maximum variation has variance equal to 1. The white noise receptive field center of each cell is shown for reference
(black ellipse).
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FIG. SI 4. Decoding filters of best contributing cells have a stereotyped shape. Decoding filters of the 1st and 2nd
best contributing cells across sites, normalized to unit variance. The shape of the filters is very similar and differs primarily by
a multiplicative scaling factor. We could assume a universal temporal profile for all cells at all sites, and perform the decoding
by fitting a single multiplicative scale parameter (with a sign, to account for ON/OFF differences) per cell per site, with less
than 6% drop in FVE on the 10-disc stimulus, compared to the model in the main text that makes no assumption about
stereotyped filter shapes.
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FIG. SI 5. Decoding preferentially recruits OFF cells. Bias in the ON/OFF cells ratio plotted separately for the single-,
two- and three-best-cell decoding subsets for each site. By looking in detail at the contribution of ON vs OFF cells to stimulus
reconstruction at every site we find a clear bias for OFF cells relative to the prediction based on random draws from the local
ON/OFF composition (see Methods). This OFF bias matched our expectation for optimally tracking dark discs displayed in
our experiments.
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FIG. SI 6. Redundancy of decodable information about local luminance traces. Average fractional decrease in
linear decoding performance across sites when progressively removing cells (± SD). At each site cells are removed in order
of importance, according to their decoding filter norm. We compare the performance when decoding with all available cells
(FVE(all)) and when decoding without the first N contributing cells (FVE). This is one way to estimate the redundancy in
the population response. Removing 4-5 cells halves decoding performance, suggesting that the necessary information for linear
decoding is contained in a small number of cells. This is in contrast with previous work [Marre et al. 2015], where we found
that the information about the position of a moving bar was encoded in a highly redundant manner. In that work we were
able to construct 5 disjoint subsets of cells (from 2 to 10 cells in size) from which the position of the bar could be decoded with
low error. Together with SI Fig. 2 this suggests that complex stimuli used here lead to much more local and less redundant
responses that carry stimulus information (compared to e.g., diffusive bar motion), even though the retina is broadly active in
both cases.
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FIG. SI 7. Choice of best subset of cells for nonlinear decoding. Decoding error of the nonlinear decoder is plotted as
a function of the number of cells considered for six different sites. Cells are ordered by the decreasing L1 norm of their linear
filters (i.e., cell 1 is the best contributing cell, etc). The optimal subset (circle) is chosen through cross validation to minimize
the error on the training set. The error of the nonlinear decoder on the test set is shown for comparison.
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FIG. SI 8. Examples of decoded movie frames with linear and nonlinear decoding. Black contour marks the region of
good cell coverage where linear decoding performs at FV E > 0.4; green circles in decoded frames correspond to true positions
of the discs.
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FIG. SI 9. Decoding from single cell type mosaics. A: OFF-cell mosaic (N=33). In the left-most panel temporal
receptive field and spatial receptive field centers are shown. Center panel shows the performance of the linear decoders in
space (measured as FVE). The contour lines mark the boundary FVE=0.3, and we only consider sites within this boundary
to compute the average decoder performance (± SD across sites), achievable using increasing numbers of cells with highest L1
filter norm (right-most panel). For nonlinear decoding, “All” is the optimal subset that maximizes performance. B: ON-cell
mosaic (N=22). Details equivalent to A. In both cases, nonlinear decoding substantially improves on linear.
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FIG. SI 10. Decoding performance for a repeat experiment with a retina of a different rat. Average decoder
performance (± SD across sites), achievable using increasing number of cells with highest L1 filter norm. For nonlinear
decoding, “All” is the optimal subset that maximizes performance. In the repeat experiment we isolated 64 retinal ganglion
cells and identified 125 sites where linear decoding performed at FVE>0.4.
20
1
0.4 0.6 0.8 10.2
0.2
0.4
0.6
0.8
N
o
n
li
n
e
a
r 
C
la
s
s
if
ie
r 
P
e
rf
o
rm
a
n
c
e
Linear Classifier Performance
0.8
0.4
P
e
rf
o
rm
a
n
c
e
0
***
Nonlinear
Linear
FIG. SI 11. Nonlinear classifiers outperform linear on single cell responses. Performance (F-score) of linear and
nonlinear classifiers for each site when trained and tested from a single cell response (the best cell for each site). Average
performance is shown in the inset (± SEM) and the differences between linear and nonlinear are significant (p<0.001).
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FIG. SI 12. Nonlinear decoders predict more constant signal under blackout stimulation. A: Variance of the single
cell decoded traces from spontaneous activity (average across sites ± SEM). The decoders are trained on 10-discs stimulus and
tested on the responses recorded during blackout condition (full darkness). Nonlinear decoders produce traces with significantly
lower variance (p<0.001). B: Example of mean-subtracted blackout decoded traces from a single cell spike train (bottom) with
linear and nonlinear decoders.
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FIG. SI 13. Nonlinear decoders (classifiers) rely on spike-history dependences when decoding (classifying) single
cell responses. Changes in single cell decoders and classifiers performance when spike-history dependencies are removed. We
show differences in average decoding error (MSE) for the decoder and differences in performance (F-score) for the classifier (±
SEM). The percentages shown stand for average fractional difference with respect to the original performance (before removing
correlations). The differences are statistically significant in both cases (p<0.001).
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FIG. SI 14. Fano factor is similar for responses at locally constant luminance and spontaneous activity, and
differs for locally fluctuating luminance. Fano factor, under different stimulus conditions, of the spike count distributions
P(K) of the best cell for each site (average over sites ± SD). “Spontaneous” is the activity under blackout condition (no
stimulus). The Fano factors of “spontaneous” and “constant” activities are not significantly different, pointing at similarities
between these two responses. On the contrary, both of them are clearly different from the activity under fluctuating stimulation
(p<0.001).
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FIG. SI 15. Interspike interval distributions differ at locally fluctuating luminance and locally constant luminance
or spontaneous activity. Logarithmic differences between the Inter-Spike-Interval (ISI) distributions under fluctuating
[pf (ISI)] and constant [pc(ISI)] stimulus and between fluctuating and spontaneous activity [ps(ISI)]. The distributions are
computed for the single best cell at each site. The average across sites (± SD) is shown. Similarly to the spike count distributions
P (K), the ISI distributions show activity under constant stimulation to be more regular and dominated by ISI between 75 ms
and 175 ms. ISI outside this range are more common during fluctuating stimulation.
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FIG. SI 16. GLM models account well for the firing rates of cells recorded in the 10-disc experiment. Three
examples of GLM fits of real cells in our data set. On the left we show the fitted filters, nonlinearity, and spike history term
that compose the model. On the right we show real and model generated repeated stimulus raster responses, and compare the
real and predicted PSTH.
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FIG. SI 17. Classifier performance for constant vs fluctuating local luminance peaks at an intermediate value
of spike-history dependencies. Average classifier performance (F-score) as a function of α (see Fig. 4 in the main text).
The error bars correspond to standard deviation over 10 different realizations of the spike trains generated from the model for
each value of α.
