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ZEROS OF SYMMETRIC LAURENT POLYNOMIALS OF
TYPE (BC)n AND KOORNWINDER-MACDONALD
POLYNOMIALS SPECIALIZED AT tk+1qr−1 = 1
MASAHIRO KASATANI
Abstract. A characterization of the space of symmetric Laurent poly-
nomials of type (BC)n which vanish on a certain set of submanifolds
is given by using the Koornwinder-Macdonald polynomials. A similar
characterization was given previously for symmetric polynomials of type
An by using the Macdonald polynomials. We use a new method which
exploits the duality relation. The method simplifies a part of the proof
in the An case.
1. Introduction
Let k, r, n be positive integers. We assume that n ≥ k + 1 and r ≥ 2. In
[3], n-variable symmetric polynomials satisfying certain zero conditions are
characterized by using the Macdonald polynomials [7] specialized at
(1) tk+1qr−1 = 1.
To be precise, the paper [3] works in the following setting. Denote by m the
greatest common divisor of k+1 and r−1. Let ω be anm-th primitive root of
unity. Then, the variety given by t
k+1
m q
r−1
m = ω is an irreducible component
of (1). It is uniformized as follows. Let ω1 ∈ C be such that ω
(r−1)/m
1 =
ω. We consider the specialization of t, q in terms of the uniformization
parameter u,
(2) t = u(r−1)/m, q = ω1u
−(k+1)/m.
The following result was obtained in [3].
Theorem 1.1. For a partition λ = (λ1, . . . , λn) satisfying
(3) λi − λi+k ≥ r (1 ≤ i ≤ n− k),
the Macdonald polynomial Pλ ∈ C(t, q)[x1, . . . , xn]
Sn has no pole at (2), and
when it is specialized at (2), it vanishes on the submanifold given by
(4) xi/xi+1 = tq
si for 1 ≤ i ≤ k
for each choice of non-negative integers si such that
∑k
i=1 si ≤ r − 1. Con-
versely, the space of symmetric polynomials P ∈ C(u)[x1, . . . , xn]
Sn sat-
isfying the above condition is spanned by the Macdonald polynomials Pλ
specialized at (2) where λ satisfies (3).
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The condition that a polynomial vanishes on the submanifold (4) is called
the wheel condition corresponding to the submanifold (4) and a partition
λ satisfying the condition (3) is called a (k, r, n)-admissible partition. Note
that if we set sk+1 = r − 1−
∑k
i=1 si, it follows that xk+1/x1 = tq
sk+1 from
(4) and (1) .
In this paper, we obtain a similar result in the case of n-variable symmet-
ric Laurent polynomials of type (BC)n. Here we say a Laurent polynomial
in the variables x1, . . . , xn is of type (BC)n if and only if it is symmetric and
invariant for the change of the variable x1 to x
−1
1 . The original case in [3]
corresponds to An. We use the Koornwinder-Macdonald polynomials Pλ of
type (BC)n [5] in order to characterize the space of symmetric Laurent poly-
nomials of type (BC)n satisfying the wheel conditions. The Koornwinder-
Macdonald polynomials depend on six parameters t, q, a, b, c, d.
We set Wn := Sn ⋉ (Z2)
n. Our main result is
Theorem 1.2. Let λ = (λ1, . . . , λn) be a (k, r, n)-admissible partition. Then,
the Koornwinder-Macdonald polynomial Pλ ∈ C(t, q, a, b, c, d)[x
±1
1 , . . . , x
±1
n ]
Wn
has no pole at (2), and when it is specialized at (2), it satisfies the wheel
conditions corresponding to (4). Conversely, the space of symmetric Lau-
rent polynomials of type (BC)n in C(u, a, b, c, d)[x
±1
1 , . . . , x
±1
n ]
Wn satisfying
the wheel conditions is spanned by the Koornwinder-Macdonald polynomials
Pλ specialized at (2) where λ are (k, r, n)-admissible partitions.
Although the statement of Theorem 1.2 is quite analogous to that of
Theorem 1.1, our proof of Theorem 1.2 is different from that of Theorem
1.1 given in [3]. In fact, our method gives an alternative proof simpler than
the one given in [3] for the An case. We use the duality relation for the
Koornwinder-Macdonald polynomials Pλ. In [6], we obtain a further result
by an application of the method used in this paper.
Let us explain the duality relation and the method of our proof. We
denote by P ∗λ the dual Koornwinder-Macdonald polynomial [1] defined by
dual parameters t, q, a∗, b∗, c∗, d∗:
a∗ = −a1/2b1/2c1/2d1/2q−1/2, b∗ = −a1/2b1/2c−1/2d−1/2q1/2,
c∗ = −a1/2b−1/2c1/2d−1/2q1/2, d∗ = −a1/2b−1/2c−1/2d1/2q1/2.
(5)
For any partition µ = (µ1, . . . , µn) and f ∈ C(t, q, a, b, c, d)[x
±1
1 , . . . , x
±1
n ],
we define specializations uµ(f), u
∗
µ(f) of f by
uµ(f) := f(t
n−1qµ1a∗, tn−2qµ2a∗, · · · , qµna∗),
u∗µ(f) := f(t
n−1qµ1a, tn−2qµ2a, · · · , qµna).
(6)
In particular, we have
u0(f) = f(t
n−1a∗, tn−2a∗, . . . , a∗),
u∗0(f) = f(t
n−1a, tn−2a, . . . , a).
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The duality relations reads as
(7)
u∗µ(Pλ)
u∗0(Pλ)
=
uλ(P
∗
µ)
u0(P ∗µ)
.
To prove the two statements, (i) Pλ has no pole at (2), and (ii) Pλ spe-
cialized at (2) satisfies the wheel conditions corresponding to (4), we use the
duality relation with special choices of µ. Here, we explain only the latter
assuming that the former is already proved. The details of the proofs are
given in the main body of the paper.
In order to study the values of Pλ on the submanifold (4), we use (7) by
choosing µ = (µ1, . . . , µn) in such a way that
µi − µi+1 = si for i = 1, . . . , k,(8)
µi − µi+1 > 2[
n
k+1 ](r − 1) for i = k + 1, . . . , n− 1.(9)
From the definition of the dual polynomial P ∗µ , it has no pole at the spe-
cialization (2) if (9) is valid. Without specialization (2) we have an explicit
formula for u∗0(Pλ) and u0(P
∗
µ), and we can easily count the order of ze-
ros (or poles) for them. Using (7), we can prove that u∗µ(Pλ) vanishes at
(2). Since there exist enough µ’s satisfying the conditions (8) and (9), the
Laurent polynomial Pλ itself should vanish at (4).
This much is the proof of the first half of Theorem 1.2. Let J (k,r) be
the space of symmetric Laurent polynomials P of type (BC)n satisfying the
wheel conditions, and for a positive integer M , let J
(k,r)
M be its subspace
consisting of P such that the degree of P in each variable xi is less than
M . Because of the invariance for xi ↔ x
−1
i , the dimension of this subspace
is finite. From the first half of the proof, we have a lower estimate of the
dimension of J
(k,r)
M . We give an upper estimate of the dimension of the
same space by considering its dual space. This is a standard technique
originated in the paper by Feigin and Stoyanovsky [4]. Showing that these
two estimates are equal, we finish the proof of Theorem 1.2.
2. Properties of the Koornwinder-Macdonald polynomials
Let n be the number of variables. We denote by Wn the group generated
by permutations and sign flips (Wn ∼= Sn ⋉ (Z2)
n). We consider a Wn-
symmetric Laurent polynomial ring
Λ¯n = C[x
±1
1 , · · · , x
±1
n ]
Wn .(10)
We denote by πn the set of partitions of length n, λ = (λ1, · · · , λn). We
denote by m̂λ a monomial Wn-symmetric Laurent polynomial:
m̂λ(x) :=
∑
ν∈Wnλ
∏
i
xνii .
Let Λn = Λ¯n⊗C(t, q, a, b, c, d). The Koornwinder-Macdonald polynomial
Pλ(x) corresponding to λ is a simultaneous eigenfunction of the difference
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operators {Dr; 1 ≤ r ≤ n} (see [1]). The corresponding eigenvalues E
(r)
λ are
of the form
E
(r)
λ := uλ(m̂1r) +
∑
0≤s<r
ar,suλ(m̂1s)
where uλ is the one in (5) and ar,s ∈C[t
±1, q±1, a±1, b±1, c±1, d±1, (a∗)±1].
To be precise,
Dr :=
∑
J⊂{1,··· ,n},0≤|J |≤r
ǫj=±1,j∈J
UJc,r−|J |(x)VǫJ,Jc(x)TǫJ,q
VǫJ,K(x) :=
∏
j∈J
a∗
1− ax
ǫj
j
1− x
ǫj
j
1− bx
ǫj
j
1 + x
ǫj
j
1− cx
ǫj
j
1− q1/2x
ǫj
j
1− dx
ǫj
j
1 + q1/2x
ǫj
j
×
∏
j,j′∈J,j<j′
t−1
1− tx
ǫj
j x
ǫj′
j′
1− x
ǫj
j x
ǫj′
j′
1− tqx
ǫj
j x
ǫj′
j′
1− qx
ǫj
j x
ǫj′
j′
×
∏
j∈J,k∈K
t−1
1− tx
ǫj
j xk
1− x
ǫj
j xk
1− tx
ǫj
j x
−1
k
1− x
ǫj
j x
−1
k
UK,p(x) := (−1)
p
∑
L⊂K,|L|=p
ǫl=±1,l∈L
∏
l∈L
a∗
1− axǫll
1− xǫll
1− bxǫll
1 + xǫll
1− cxǫll
1− q1/2xǫll
1− dxǫll
1 + q1/2xǫll
×
∏
l,l′∈L,l<l′
t−1
1− txǫll x
ǫl′
l′
1− xǫll x
ǫl′
l′
1− tq−1x−ǫll x
−ǫl′
l′
1− q−1x−ǫll x
−ǫl′
l′
×
∏
l∈L,k∈K\L
t−1
1− txǫll xk
1− xǫll xk
1− txǫll x
−1
k
1− xǫll x
−1
k
and
ar,s := (−1)
r−s
∑
r≤l1≤···≤lr−s≤n
r−s∏
i=1
(tn−lia∗ + t−n+li(a∗)−1),
where TǫJ,q :=
∏
j∈J Tǫjj,q , and
(T±j,qf)(x1, · · · , xn) := f(x1, · · · , xj−1, q
±1xj , xj+1, · · · , xn).
For an indeterminate X, by taking the linear combination of {Dr}, we
can define the operator D(X)
D(X) :=
n∑
i=0
D′iX
n−i,
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where {D′i; 0 ≤ i ≤ n} are defined inductively as follows
D′0 = 1
D′i = Di −
∑
j<i
ai,jD
′
j .
Then the eigenvalue Eλ(X) of the operator D(X) is given by
D(X)Pλ = Eλ(X)Pλ
Eλ(X) :=
n∏
i=1
(X + tn−iqλia∗ + t−n+iq−λi(a∗)−1).
We use the dominance ordering λ > µ for partitions λ and µ. We have
Lemma 2.1. Let cλµ be
Pλ =: m̂λ +
∑
µ<λ
cλµm̂µ.
If there does not exist ν < λ such that Eλ(X) = Eν(X) at a certain spe-
cialization of parameters, then for any µ < λ, cλµ has no pole at the same
specialization.
Proof. It is clear from the defining equality of Pλ
Pλ :=
∏
µ<λ
D(X)− Eµ(X)
Eλ(X)− Eµ(X)
mλ.

Remark 2.2. In order to distinguish eigenvalues in the specialization (15),
the second order operator D1 alone is not enough. The eigenvalue E
(1)
λ of
D1 is given by
E
(1)
λ =
n∑
i=1
(tn−iqλia∗ + t−n+iq−λi(a∗)−1).
For example, let n = 4, k = 3, and r = 3. Then t2q = −1. Hence E
(1)
(3,3,2,0) =
E
(1)
(4,3,3,0), although E(3,3,2,0)(X) 6= E(4,3,3,0)(X). This is why we use the
operator D(X).
We define a dual Koornwinder-Macdonald polynomial P ∗λ by dual param-
eters a∗, b∗, c∗, d∗ given in (5).
In [8], we have the following relation.
Proposition 2.3 (duality). For all λ, µ ∈ πn, the Koornwinder-Macdonald
polynomial Pλ and the dual Koornwinder-Macdonald polynomials P
∗
µ ∈ Λn
satisfy the following duality relation:
u∗µ(Pλ)
u∗0(Pλ)
=
uλ(P
∗
µ)
u0(P ∗µ)
.(11)
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Here, the definition of u∗µ and uλ are those in (6).
In [1], it is shown that the duality relation (11) implies the following
evaluation formula.
Proposition 2.4.
u∗0(Pλ) = P
sum
λ × P
diff
λ × P
single
λ ,
P sumλ :=
∏
i<j
t−(λi+λj)/2
(t2n+1−i−j(a∗)2; q)λi+λj
(t2n−i−j(a∗)2; q)λi+λj
,(12)
P diffλ :=
∏
i<j
t−(λi−λj)/2
(tj−i+1; q)λi−λj
(tj−i; q)λi−λj
,(13)
P singleλ :=
∏
i
a−λi
(tn−i(a∗)2, tn−ia∗b∗, tn−ia∗c∗, tn−ia∗d∗; q)λi
(tn−ia∗,−tn−ia∗, tn−ia∗q1/2,−tn−ia∗q1/2; q)λi
.(14)
Here, (a; q)l :=
∏l−1
i=0(1− aq
i) and (a1, a2, · · · , ap; q)l :=
∏p
i=1(ai; q)l.
Remark 2.5. Note that in (13), there appear only factors of the form
(1 − txqy), x, y ∈ Z≥0. In (12), there appear only factors of the form (1 −
txqy(a∗)2), x, y ∈ Z≥0. In (14), there appear only factors of the form (1 −
txqy(a∗)2), (1− txqya∗b∗), (1− txqya∗c∗), (1− txqya∗d∗), x, y ∈ Z≥0.
3. The space I
(k,r)
M and J
(k,r)
M
In this section, we describe zero conditions and construct symmetric
Laurent polynomials satisfying the zero conditions.
First, we describe a specialization of the parameters. Let k, r be integers
such that 1 ≤ k ≤ n− 1 and r ≥ 2. Let m be the greatest common divisor
of (k + 1) and (r − 1). Let ω be a primitive m-th root of unity. Let ω1 ∈ C
be such that ω
(r−1)/m
1 = ω.
Definition 3.1. For an indeterminate u, we consider the specialization of t
and q:
t = u(r−1)/m, q = ω1u
−(k+1)/m.(15)
Then for integers x, y ∈ Z, txqy = 1 if and only if x = (k+1)l, y = (r−1)l
for some l ∈ Z. Moreover, the multiplicity of (t(k+1)/mq(r−1)/m − ω) in
(t(k+1)lq(r−1)l − 1) is 1.
We define the subject of our study. We denote by Λ′n the corresponding
space Λ′n := Λ¯n ⊗ C(u, a, b, c, d).
Definition 3.2. A sequence (s1, · · · , sk+1) (s1, · · · , sk+1 ∈ Z≥0) is called a
wheel sequence if s1 + · · · + sk+1 = r − 1. For f ∈ Λ
′
n, we consider the
following wheel condition:
f = 0, if xi+1 = tq
sixi (1 ≤ i ≤ k)
for all wheel sequences (s1, · · · , sk+1).
(16)
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We consider the subspace J (k,r) ⊆ Λ′n
J (k,r) := {f ∈ Λ′n; f satisfies (16)}.(17)
We denote by Λ′n,M the subspace consisting of f ∈ Λ
′
n such that the degree
of f in each xi is less than M . We set J
(k,r)
M := J
(k,r) ∩ Λ′n,M .
Remark 3.3. For any partition µ ∈ πn, u
∗
µ(x1)/u
∗
µ(xk+1) = t
kqµ1−µk+1 .
Hence the condition µ1 − µk+1 ≤ r − 1 corresponds to the existence of the
wheel sequence: sk+1 = r − 1 − (µ1 − µk+1) ≥ 0. The wheel conditions
for f(x) ∈ Λ′n correspond to u
∗
µ(f) = 0 at the specialization (15) for any
partition µ ∈ πn such that µ1 − µk+1 ≤ r − 1.
Remark 3.4. In [2], it is proved that u∗µ(Pλ) = 0 for µ1 ≤ N and λ1 > N
under the specialization of parameters tn−1abqN = 1. As it were, this is
the zero condition on the finite set {(u∗µ(x1), · · · , u
∗
µ(xn));µ ∈ πn, µ1 ≤ N}.
On the other hand, in this paper, the wheel condition is on the infinite set,
because it determines at most the ratio of variables.
For f(t, q, a, b, c, d) ∈ C[t, q, a, b, c, d], we use a specialization mapping ϕ
ϕ : C[t, q, a, b, c, d] −→ C(u, a, b, c, d)
f(t, q, a, b, c, d) 7→ f(u(r−1)/m, ω1u
−(k+1)/m, a, b, c, d),
and we extend ϕ to those elements of the field C(t, q, a, b, c, d) for which the
specialized denominator does not vanish.
Lemma 3.5. If λ ∈ πn satisfies
λi − λi+k+1 > 2
[
n
k + 1
]
(r − 1) for 1 ≤ i ≤ n− k − 1,
then Pλ and P
∗
λ have no pole at the specialization (15).
Proof. First, we discuss on Pλ. Suppose that there exists µ such that
ϕ(Eµ(X)) = ϕ(Eλ(X)), that is
{ϕ(tn−iqµia∗ + t−n+iq−µi(a∗)−1); 1 ≤ i ≤ n}
= {ϕ(tn−iqλia∗ + t−n+iq−λi(a∗)−1); 1 ≤ i ≤ n}.
Since u and a∗ are generic, it must be satisfied that
{ϕ(tn−(k+1)l−iqµ(k+1)l+i) ; l ∈ Z≥0 and 1 ≤ (k + 1)l + i ≤ n}
= {ϕ(tn−(k+1)l−iqλ(k+1)l+i) ; l ∈ Z≥0 and 1 ≤ (k + 1)l + i ≤ n}
for 1 ≤ i ≤ k + 1. Hence
{(r − 1)l + µ(k+1)l+i ; l ∈ Z≥0 and 1 ≤ (k + 1)l + i ≤ n}
= {(r − 1)l + λ(k+1)l+i ; l ∈ Z≥0 and 1 ≤ (k + 1)l + i ≤ n}
for 1 ≤ i ≤ k + 1.
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Then for any 1 ≤ i ≤ k + 1, there exists li ≥ 0 such that (r − 1)li +
µ(k+1)li+i = λi and there exists l
′
i ≥ 0 such that (r − 1)l
′
i + λ(k+1)l′i+i = µi.
If l′i 6= 0, then by the hypothesis,
µi − µ(k+1)li+i = (r − 1)l
′
i + λ(k+1)l′i+i − λi + (r − 1)li
< (r − 1)(l′i + li)− 2
[
n
k + 1
]
(r − 1)l′i
≤ 2
[
n
k + 1
]
(r − 1)(1 − l′i)
≤ 0.
Hence l′i must be equal to 0, namely λi = µi. Inductively, we have λ(k+1)l+i =
µ(k+1)l+i for all l ≥ 0. It follows that λ = µ. Therefore from Lemma 2.1, Pµ
has no pole at the specialization (15).
For P ∗λ , its eigenvalue E
∗
λ(X) is given by replacing a
∗ with a in Eλ(X).
Hence we can similarly show that P ∗λ has no pole at the specialization (15).

We are going to construct a basis of J
(k,r)
M .
Definition 3.6. λ ∈ πn is called (k, r, n)-admissible if
λi − λi+k ≥ r (1 ≤ ∀i ≤ n− k).(18)
Our main result is
Theorem 3.7. For any (k, r, n)-admissible λ, Koornwinder-Macdonald poly-
nomial Pλ has no pole at the specialization (15). Moreover, for any positive
integer M , we have
I
(k,r)
M = J
(k,r)
M .
Here, we define a subspace I(k,r) of Λ′n
I(k,r) := spanC(u,b,c,d){ϕ(Pλ);λ is (k, r, n)-admissible },
and we set
I
(k,r)
M := spanC(u,b,c,d){ϕ(Pλ);λ is (k, r, n)-admissible and λ1 ≤M}.
First, we prepare some propositions and lemmas.
Definition 3.8. For p ∈ C(t, q, a, b, c, d), we denote by Z(p) ∈ Z the multi-
plicity of (t(k+1)/mq(r−1)/m − ω) in p. That is,
p = (tk+1qr−1 − 1)Z(p)p′,
where the factor p′ ∈ C(t, q, a, b, c, d) has neither pole nor zero at (15).
Proposition 3.9. For any partition λ ∈ πn, we have
Z(u∗0(Pλ)) = Z(u0(P
∗
λ )) = ♯{(i, l) ∈ Z
2
>0;λi − λi+(k+1)l−1 ≥ (r − 1)l + 1}
−♯{(i, l) ∈ Z2>0;λi − λi+(k+1)l ≥ (r − 1)l + 1}.
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Proof. Recall Remark 2.5. The factor P diffλ has the factors of the form
(1− txqy) (x, y ∈ Z≥0).
If j − i + 1 = (k + 1)l and λi − λj ≥ (r − 1)l + 1, then u
∗
0(Pλ) has the
factor (1 − t(k+1)lq(r−1)l) in the numerator of P diffλ . If j − i = (k + 1)l
and λi − λj ≥ (r − 1)l + 1, then u
∗
0(Pλ) has the factor (1 − t
(k+1)lq(r−1)l)
in the denominator of P diffλ . Otherwise, there does not exist the factor
(1− t(k+1)lq(r−1)l) in P diffλ .
On the other hand, P sumλ and P
single
λ have neither pole nor zero at the
specialization (15).
u0(P
∗
λ ) is given by replacing parameters with dual ones in u
∗
0(Pλ). Since
the specialization (15) is invariant under acting ∗ on parameters, we have
Z(u0(P
∗
λ )) = Z(u
∗
0(Pλ)). 
Corollary 3.10. For any (k, r, n)-admissible λ, we have Z(u∗0(Pλ)) = [
n
k+1 ].
Proof. Since λi − λi+k ≥ r,
Z(u∗0(Pλ)) = ♯{(i, l) ∈ Z
2
>0; i+ (k + 1)l − 1 ≤ n}
−♯{(i, l) ∈ Z2>0; i+ (k + 1)l ≤ n}
=
∑
l≥1
max{(n− (k + 1)l + 1), 1} −
∑
l≥1
max{(n − (k + 1)l), 1}
=
[
n
k + 1
]

Remark 3.11. For g ∈ Λn, we take an integer N such that the degree of g
in each variable xi is less than N/2. Then to prove that g = 0 (respectively, g
has no pole) at the specialization (15), it is sufficient to show that there exist
n subsets C1, · · · , Cn ⊆ C(a, b, c, d)[q
±1, t±1], which satisfy the following two
conditions:
(i) for each i, ♯(ϕ(Ci)) ≥ N in C(u, a, b, c, d);
(ii) for all choices of ci ∈ Ci , Z(g(c1, · · · , cn)) > 0 (resp. ≥ 0).
Motivated by the observation above, we define certain sets of partitions.
Definition 3.12. A partition η is called thick if ηi ≫ ηi+1 ≫ 0 for all i.
For a thick partition η ∈ πn, a set of N
n partitions is defined by πη,N :=
{µ ∈ πn;µi = ηi + di for all i where 0 ≤ di ≤ N − 1}.
For a thick partition η ∈ πn−k, we define π
′
η,N := {µ ∈ πn;µ1 − µk+1 <
r, µi = ηi−k + di−k for k + 1 ≤ i ≤ n where 0 ≤ di ≤ N − 1}.
When we use these sets πη,N and π
′
η,N , we choose a sufficiently large
N such that N ≫ M and any thick partition η such that ηi − ηi+1 ≫
max(M, 2[ nk+1 ](r − 1)), ηi ≫ max(M, 2[
n
k+1 ](r − 1)). We do not specify N
and η in the below.
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Lemma 3.13. For µ ∈ πη,N or µ ∈ π
′
η,N , Pµ and P
∗
µ have no pole at the
specialization (15). Moreover
Z(u∗0(Pµ)) = Z(u0(P
∗
µ)) =
{
[ nk+1 ] if µ ∈ πη,N (η ∈ πn),
[ nk+1 ]− 1 if µ ∈ π
′
η,N (η ∈ πn−k).
Proof. If µ is an element of πη,N or π
′
η,N , then µi ≫ µi+k+1 for 1 ≤ i ≤
n− k − 1. Hence from Lemma 3.5, we see Pµ and P
∗
µ have no pole at (15).
If µ ∈ πη,N , then for each 1 ≤ l ≤ [
n
k+1 ], µi ≫ µi+(k+1)l−1 (1 ≤ i ≤
n − (k + 1)l + 1) and µi ≫ µi+(k+1)l (1 ≤ i ≤ n − (k + 1)l). Hence from
Proposition 3.9, Z(u∗0(Pµ)) = Z(u0(P
∗
µ)) = [
n
k+1 ].
If µ ∈ π′η,N , then µ1 − µk+1 ≤ r − 1. Hence from Proposition 3.9, (i, l) =
(1, 1) is the only different situation from the case µ ∈ πη,N . Therefore
Z(u∗0(Pµ)) = Z(u0(P
∗
µ)) = [
n
k+1 ]− 1. 
Now we are ready to prove a part of Theorem 3.7.
Theorem 3.14. For any (k, r, n)-admissible λ, Koornwinder-Macdonald
polynomial Pλ has no pole at the specialization (15) and ϕ(Pλ) satisfies the
wheel condition (16).
Proof. Since λ is (k, r, n)-admissible, Z(u∗0(Pλ)) = [
n
k+1 ] from Corollary 3.10.
Let N ≫ |λ| and let µ ∈ πη,N where η ∈ πn. Then from Lemma 3.13,
P ∗µ has no pole at the specialization (15) and Z(u0(P
∗
µ)) = [
n
k+1 ]. From the
duality relation (11),
u∗µ(Pλ) =
uλ(P
∗
µ)
u0(P ∗µ)
u∗0(Pλ).
Therefore, Z(u∗µ(Pλ)) ≥ 0.
Since this holds for all µ ∈ πη,N , from Remark 3.11, we see that Pλ has
no pole at the specialization (15).
Let µ ∈ π′η,N (η ∈ πn−k). Then from Lemma 3.13, P
∗
µ has no pole at the
specialization (15) and Z(u0(P
∗
µ)) = [
n
k+1 ] − 1. From the duality relation
(11), through the same argument as the above, Z(u∗µ(Pλ)) ≥ 1.
We have shown u∗µ(Pλ) = 0 at the specialization (15) for all µ ∈ π
′
η,N .
Hence from Remark 3.3 and Remark 3.11, we conclude that ϕ(Pλ) satisfies
the wheel condition (16).

Corollary 3.15. The space I(k,r) and I
(k,r)
M are well-defined for any positive
integer M , and we have J
(k,r)
M ⊇ I
(k,r)
M .
4. Estimate of dim J
(k,r)
M
We have already constructed the polynomials satisfying the zero condi-
tions. In this section, we show that J
(k,r)
M = I
(k,r)
M by giving an upper
estimate of the dimension of J
(k,r)
M .
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Fix g′0, g
′
1, g
′
2, g
′
3 ≫ 1. We take the limit t→ 1, q → τ , a→ τ
g′0 , b→ −τ g
′
1 ,
c → τ g
′
2+1/2, d → −τ g
′
3+1/2, where τ is a primitive (r − 1)-th root of unity.
In this limit the wheel condition (16) reduces to
f = 0 if xi = τ
pix0 (1 ≤ i ≤ k + 1)(19)
for all p1, · · · , pk+1 ∈ Z and x0 ∈ C. We denote by J¯
(k,r) ⊆ Λ¯n the space of
(BC)n-symmetric polynomials satisfying (19). We define
J¯
(k,r)
M = {f ∈ J¯
(k,r); degx1 f ≤M}.
Note that dimC(u,b,c,d) J
(k,r)
M ≤ dimC J¯
(k,r)
M .
We consider the commutative ring RM := C[e0, e1, e2, · · · , eM ] for inde-
terminates {ei}. We count the weight of ei as 1 and the degree of ei as i.
We set eλ :=
∏n
i=1 eλi for λ ∈ πn. We denote by RM,n ⊆ RM the space
spanned by the monomials eλ such that λ ∈ πn and λ1 ≤M .
We use the dual language (see [3]). There is a nondegenerate coupling:
RM,n × Λ¯n,M → C;(20)
〈eλ, m̂µ〉 = δλ,µ.
We introduce an abelian current
e(z) :=
M∑
i=1
ei(z
i + z−i) + e0.
It satisfies
〈e(z1)e(z2) · · · e(zn), f〉 = f(z1, z2, · · · , zn) for f ∈ Λ¯n,M .
Then for any f ∈ J¯
(k,r)
M , we have
〈e(τp1z) · · · e(τpk+1z)e(zk+2) · · · e(zn), f〉 = 0 for all (p1, · · · , pk+1) ∈ Z
k+1.
Hence the space
spanC{e(τ
p1z) · · · e(τpk+1z)e(zk+2) · · · e(zn)
; z, zk+2, · · · , zn ∈ C, p1, · · · , pk+1 ∈ Z}
(21)
is the orthogonal complement of J¯
(k,r)
M with respect to the coupling 〈, 〉. For
p = (p1, · · · , pk+1) ∈ Z
k+1, let rpd be the coefficient of z
d in
e(τp1z) · · · e(τpk+1z) =
∑
d
rpdz
d.
By the symmetry of exchanging z ↔ z−1 in the current e(z), we have rpd =
rp−d. We denote by JM the ideal of RM generated by the elements r
p
d.
Set JM,n := JM ∩ RM,n. Then the space (21) coincides with JM,n. Since
dimRM,n/JM,n = dim J¯
(k,r)
M , the condition (19) is equivalent to the relations
in the quotient space
rpd = 0 for all p = (p1, · · · , pk+1) ∈ Z
k+1 and d ≥ 0.
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Proposition 4.1. The image of the set {eλ;λ ∈ πn is (k, r, n)-admissible,λ1 ≤
M} spans the quotient space RM,n/JM,n.
Proof. We introduce a total ordering for partitions and monomials. For two
partitions λ and µ such that |λ| > |µ|, we define λ ≻ µ. For two partitions
λ and µ such that |λ| = |µ|, we define λ ≻ µ if λ1 > µ1 or λ1 = µ1, λ2 > µ2
or λ1 = µ1, λ2 = µ2, λ3 > µ3 or · · · . We define for the corresponding
monomials eλ and eµ, eλ ≻ eµ.
Let us calculate rpd.
e(τp1z) · · · e(τpk+1z) =
k+1∏
j=1
M∑
ij=−M
e|ij |(τ
pjz)ij
=
∑
d∈Z
zd
 ∑
i1+···+ik+1=|d|
ij≥0
k+1∏
j=1
eijτ
pjij +
∑
λ∈πk+1
|λ|>|d|
cλ,|d|eλ
 .
Hence, for any nonnegative integer d,
rpd =
∑
i1+···+ik+1=d
ij≥0
k+1∏
j=1
eijτ
pjij +
∑
λ∈πk+1
|λ|>d
cλ,deλ.
We define R
(d)
M,k+1 by
R
(d)
M,k+1 :=
⊕
λ∈πk+1,|λ|≥d,λ1≤M
Ceλ,
and we consider a quotient space
R
(d)
M,k+1/(R
(d+1)
M,k+1 +
∑
p∈Zk+1
Crpd).
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In this space,
0 = rpd =
∑
i1+···+ik+1=d
ij≥0
k+1∏
j=1
eijτ
pjij
=
∑
ν∈Zk+1
≥0
νj≤r−2
τp1ν1+···+pk+1νk+1

∑
µ∈Zk+1
≥0 ,
∑
j µj=d
µj=νj+(r−1)κj ,κj∈Z≥0
∏
j
eµj

=
∑
λ∈πk+1
λ1≤r−2
 ∑
ν∈Sk+1λ
τp1ν1+···+pk+1νk+1


∑
µ∈Zk+1
≥0 ,
∑
j µj=d
µj=λj+(r−1)κj ,κj∈Z≥0
∏
j
eµj

We set πk+1,d := {λ ∈ πk+1; |λ| = d}. For a sequence of nonnegative integers
m := (m0, · · · ,mr−2) such that
∑
mi = k+1, we define a subset πk+1,d(m)
by
πk+1,d(m) := {µ ∈ πk+1,d ;
♯{i;µi ≡ a mod (r − 1)} = ma for every 0 ≤ a ≤ r − 2}.
We denote bym
(λ)
i the multiplicity of i in λ. Definem(λ) := (m
(λ)
0 , · · · ,m
(λ)
r−2).
Then,
rpd =
∑
λ∈πk+1
λ1≤r−2
 ∑
µ∈πk+1,d(m(λ))
cλ,µeµ
 ∑
ν∈Sk+1λ
τp1ν1+···+pk+1νk+1
 .
=
∑
λ∈πk+1
λ1≤r−2
 ∑
µ∈πk+1,d(m(λ))
cλ,µeµ
mλ(τp1 , · · · , τpk+1).
Here, cλ,µ =
∏
im
(λ)
i !/
∏
im
(µ)
i ! and mλ is the monomial Sk+1-symmetric
polynomial (not Laurent).
Since λ1 ≤ r − 2, the degree of
∑
λ∈πk+1
λ1≤r−2
 ∑
µ∈πk+1,d(m(λ))
cλ,µeµ
mλ(x1, · · · , xk+1)(22)
in each variable xi is less than r− 2. On the other hand, we can choose the
values of xi from τ
0, τ1, · · · , τ r−2 independently. Hence the expression (22)
is identically zero in the quotient space R
(d)
M,k+1/(R
(d+1)
M,k+1 +
∑
pCr
p
d). Since
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monomial symmetric polynomials are linearly independent, it follows that∑
µ∈πk+1,d(m(λ))
cλ,µeµ = 0
in R
(d)
M,k+1/(R
(d+1)
M,k+1+
∑
pCr
p
d). Note that JM,k+1 =
∑Mk+1
d=0
∑
pCr
p
d. There-
fore in RM,k+1/JM,k+1, we have∑
µ∈πk+1,d(m(λ))
cλ,µeµ =
∑
µ∈πk+1,|µ|≥d+1,µ1≤M
cµeµ.
For any (k, r, k + 1)-non-admissible partition λ ∈ πk+1 such that λ1 ≤
M , there exists some d and m so that λ ∈ πk+1,d(m). Moreover, the set
πk+1,d(m) contains at most one (k, r, k +1)-non-admissible partition λ, and
for all µ ∈ πk+1,d(m) such that µ 6= λ, we have µ ≻ λ. Therefore eλ can be
written in RM,k+1/JM,k+1 as follows:
eλ =
∑
µ≻λ,µ1≤M
c′µeµ.
Let λ ∈ πn be a (k, r, n)-non-admissible partition such that λ1 ≤M . Then
there exists i such that λi−λi+k < r. We set µ := (λi, · · · , λi+k) ∈ πk+1 and
ν := (λ1, · · · , λi−1, λi+k+1, · · · , λn). Since µ is (k, r, k + 1)-non-admissible,
from the above argument, we can rewrite µ as a linear combination of greater
monomials {eµ′ ;µ
′ ≻ µ} in RM,k+1/JM,k+1. Hence eλ can be rewritten in
RM,n/JM,n as follows:
eλ = eµeν
=
 ∑
µ′≻µ,µ′1≤M
cµ′eµ′
 eν
=
∑
λ′≻λ,λ′1≤M
cλ′eλ′ .
Here, in the last =, we set λ′ := µ′ ∪ ν.
If eλ′ is still (k, r, n)-non-admissible for some λ
′, we further rewrite eλ′ as
a linear combination of greater monomials. Since {λ ∈ πn;λ1 ≤ M} is a
finite set, this procedure stops in finite times. 
Corollary 4.2. dimJ
(k,r)
M ≤ ♯{λ ∈ πn;λ is (k, r, n)-admissible and λ1 ≤
M}.
By Corollary 3.15 and Corollary 4.2, we complete the proof of Theorem
3.7.
5. Application to Macdonald symmetric polynomials
We can apply the method in Section 3 to a proof of Theorem 1.1.
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In [7], symmetry relations (Ch. VI, (6.6)) and special values (Ch. VI,
(6,11’)) of Macdonald symmetric polynomials have been given. By a com-
binatorial argument similar to the one employed in this paper, we see that
for any (k, r, n)-admissible partition λ, the multiplicity of the factor (1 −
tk+1qr−1) in r.h.s. of (6,11’) is [ nk+1 ]. Moreover, for µ ∈ πη,N or π
′
η,N , the
same results as Lemma 3.13 follow as well. Hence from symmetry relations,
through the same argument as Theorem 3.14, we conclude that the Macdon-
ald symmetric polynomial is well-defined and satisfies the wheel conditions
if λ is (k, r, n)-admissible.
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