Abstract. In this paper, we consider an optimal control problem for a cleaning program involving effluent discharge of several species in a circular pool. A computational scheme combining control parametrization and finite element method is used to develop a cleaning program to meet the environmental health requirements. A numerical example is solved to illustrate the efficiency of our method.
1. Introduction. The "natural environmental destruction potential" due to contaminant in many enclosed areas such as fish tanks [15] , aquifers [1, 9, 16] , and underground tunnels [2, 3, 4, 13] has been widely studied. Previous field studies in these references have shown the importance of understanding the "natural environmental destruction potential" before a contaminant cleanup action or a long term monitoring program is deployed. In several instances, the above self-decaying process may be adequate to preclude the need for additional source removal or plume cleaning activities [1] .
In this paper, we consider a cleaning program involving effluent discharge in a circular pool. During the entire cleaning program from t = 0 to t = t f , effluent consisting of different species is introduced into the pool from a small arc of a circular block given by {r = ε 1 , θ ∈ [0, ε 2 ]}, where ε 1 is the radius and ε 2 is the angle subtending this arc. The effluent is released into the environment from another arc opening on the circumference of the pool given by {r = R, θ ∈ [π − ε 3 , π + ε 3 ]}, where R is the radius and 2ε 3 is the angle subtending that arc. The schematic diagram is briefly sketched in Figure 1 .
To operate the whole process optimally, we wish to discharge as much effluent as possible into the pool. However, due to strict environmental health requirements, we may not release more than a certain amount of such chemical species into the environment at any time. Therefore, we set up an optimal problem whereby we wish to maximize the total amount of effluent discharge, subject to the condition that the amount of each species being released into the environment at any time t ∈ [0, t f ] does not exceed the upper limit set up by the health department. In [25] , a similar problem involving the effluent dispersal program in a rectangular diffuser unit is considered. Both the method used in [25] and in this paper involve the reduction of a distributed optimal control problem with path constraints to a lumped optimal control problem with path constraints by the finite element method, together with the solution of the lumped optimal control problem by the control parametrization method. (For the solution of control problems with path constraints, see [5, 22] for details. For the control parametrization method, see [7, 8, 10, 11, 12, 14, 17, 18, 19, 20, 21, 23, 24, 25] for details.) However, the distributed system for the circular pool problem considered in this paper is more complicated than that for the rectangular diffuser problem considered in [25] . Although both systems consist of second order partial differential equations, together with Neumann and Dirichlet boundary conditions, the system for the circular pool problem involves additional boundary conditions arising from the fact that (r, 0) and (r, 2π) correspond to the same point in a circular pool for all r ∈ [ε 1 , R]. Due to the existence of these additional boundary conditions, the method of reduction of a distributed system to a lumped system for the circular pool problem should be modified as follows: For the rectangular diffuser problem, we convert the distributed system to a lumped system by multiplying each partial differential equation by root functions R i (x, y) and integrating over the whole domain of (x, y) (See Section 3 of [25] for details.); for the circular pool problem, we need to multiply each partial differential equation, first by root functionsR i (r, θ), and then by sum of two root functionsR j (r, θ)+R k (r, θ) and integrate over the whole domain of (r, θ). (See Section 3 of this paper for details.)
Moreover, from the numerical example solved in Section 7 of this paper and that solved in Section 8 of [25] , we show that the circular pool is more effective than the rectangular diffuser unit in terms of the amount of effluent that can be discharged into their respective domains.
In Section 2, we formulate the problem as mentioned in the previous paragraph. In Section 3, a finite element method using the Galerkin Scheme is used to convert the partial differential equations into a set of ordinary differential equations involving additional state variables. In Section 4, the well-known control parametrization method is used for solving the problem obtained in Section 3 . In Section 5, owing to the fact that the amount of species concentration in real-life situation cannot be negative, we devise a method for modifying the state equations obtained in Section 3 so that the species concentration at any position and at any time will not become negative during any numerical calculation. For this purpose, we need to approximate the non-smooth state equations which reflect the real-life situation by some smooth state equations with a small parameter δ. The convergence result of the approximated system of the state equations to that of the real-life situation as δ → 0 is discussed in Section 6. A numerical example is solved in Section 7. Conclusions and some suggestions for further study are given in Section 8.
2. Problem formulation. In this model, we assume that the effluent consists of n sequentially decaying chemical species. Each species, except species n, undergoes a first order chemical reaction. After the chemical reaction has occurred, a certain amount of each species i(i = 1, ..., n − 1) decays to produce species i + 1. Species n is more stable or chemically inert and does not produce any further species. The circular pool is described in polar coordinates by the region
For ease of numerical calculations and practical issues, we change the above circular domain to the following domain:
where ε 1 is a small number. One of the advantages for the above consideration is that the singular point in the domain represented by {r = 0} can be avoided in all calculations.
The general governing differential equations for this problem, which can be easily derived from those given in [3, 13, 25] for the case that the domain is a rectangle, can be expressed as follows:
where C i is the concentration of species i [M L −3 ] (mole per liter), z i is the effective yield factor which describes the mass of a species i produced from another species
−1 ] (mole per mole) and n is the total number of species.
As shown in Figure 1 , to introduce the species into the circular wastewater treatment pool, a small opening in the form of an arc near the center of the pool is available. Suppose that the location of this opening is
Furthermore, to allow the species flow out of the circular treatment pool, there is a larger opening in the form of an arc on the circumference of the pool. Suppose that the location of this opening is
Now, we can introduce the following Neumann boundary conditions for the concentration at every point inside the circumference of the pool, except for the small opening given by (3) .
wherek is some real-valued constant. Since (r, 0) and (r, 2π) correspond to the same point in a circular pool, we need the following additional boundary conditions
As for the small opening defined by (3) for the inlet concentration, we introduce the following Dirichlet boundary condition
where u i (t) is the control variable which corresponds to the inlet concentration of species i being introduced into the pool at time t at the small opening. u i (t) , i = 1, . . . , n, are chosen to be piecewise linear functions. Usually, we need to set a maximum allowable amount of contaminants being released into the environment at the opening given by (4) at any time t as follows:
Initially, the pool does not contain any contaminants. That is,
Next, we need to introduce an objective function. We want to maximize the total amount of contaminants being discharged into the circular treatment pool, with the requirement that the rate of discharging the species into the pool is both bounded and non-decreasing for all time. As shown in Figure 1 , the arc length of the inlet opening is ε 1 ε 2 . Therefore, we want to solve the following problem
where t f and u max are given. The optimal control problem (P) is stated as follows:
Problem (P). Subject to the system (1), together with the boundary conditions (5) - (9), the boundary constraint (11) and the discharge constraint (14), we want to find piecewise linear functions u 1 (t) , u 2 (t) , . . . , u n (t) which maximize J (u) given by (13) over the set of all piecewise linear control functions.
3. Approximated problem.
3.1.
Transforming the variables from circular domain to rectangular domain. In order to convert the problem involving a distributed system into one involving a lumped system, we need to first transform the variables from the circular domain to a rectangular domain represented by
Moreover, we divide the rectangular domain into a finite number of sub-regions as shown in Figure 2 . For illustrative purposes, we divide the domain into only 24 sub-regions, where each sub-region is also a rectangle. The method remains the same if we divide the domain into more sub-regions. Thus, in Figure 2 , the segment {r = ε 1 , θ ∈ [0, ε 2 ]} at the left-hand boundary of region S 11 corresponds to the opening for the inlet of the species into the pool and the segment {r = R, θ ∈ [π − ε 3 , π + ε 3 ]} at the right-hand boundary of region S 43 and S 44 corresponds to the opening for the outlet of the species into the environment. Figure 2 . The illustrative diagram of transforming the circular domain into a rectangular domain.
3.2.
Generating the approximated problem. We use the Galerkin Scheme finite element method to generate the Approximated Problem. The method is as follows.
Corresponding to each node point (r i , θ j ), we construct a root functionR i, j (r, θ) as follows:
whereS r denotes the closure of S r .
Remark 1.
From (15), it is clear that R i, j (r, θ) = 1 at node point (r i , θ j ) , 0 at other node points.
Since S ij is only defined when 1 ≤ i ≤ 4 and 1 ≤ j ≤ 6,R i, j (r, θ) is always well-defined as r i , i = 0, ..., 4, and θ j , j = 0, ..., 6, are given in Figure 2 . (Note that we do not need r −1 , r 5 , θ −1 , θ 7 in the definition ofR 0,j ,R 4,j ,R i,0 ,R i,6 respectively.)
Next, to simplify our notation, we replaceR i, j (r, θ) byR k (r, θ), where k = i + 5j + 1, j = 0, 1, . . . , 6 and i = 0, 1, . . . , 4. Here,R k (r, θ) represents the k th global node point of the whole domain. We can approximate the concentration of the species i, i = 1, . . . , n, by the concentration function
From (17), it is clear that the Dirichlet boundary condition (10) becomes
Moreover, the constraint (11) can by approximated by
Note that the constraints (18) - (20) are called path constraints. The initial condition (12) becomes
In view of (17), the boundary condition (8) becomes
In order to convert the system of partial differential equations (1) into a system of ordinary differential equations, we let β (r, θ) be an arbitrary function in
Using integration by parts, we obtain
Using the boundary conditions (5) - (7) and combining the fifth term and the seventh term of (28), we get
Then, substituting C 35 i andR m for C i and β in (29) for all m = 7, 8, . . . , 30, we get
where
and T 0,j (t) = 0, j = 1, . . . , 35.
Remark 2. The reasons that we do not substituteR m for β in (29) for all m = 1, . . . , 6 and m = 31, . . . , 35 are as follows. In the fourth term of (29),R m (ε 1 , θ) is not identically zero when m = 1 and m = 6. In the seventh term of (29),R m (r, 2π) is not identically zero when m = 31, . . . , 35. In the eighth term of (29),R m (r, 0) is not identically zero when m = 1, . . . , 5 .
On the other hand, by substituting C 35 i andR m +R m+30 for C i and β in (29) and applying the boundary condition (9) for m = 2, . . . , 5 successively, we get
where G j,m and A j,m are same as defined in (31) -(37). Furthermore, due to equations (22) - (26) and (18) - (19) , for each i = 1, . . . , n, we can replace the state variables T i,1 (t), T i,2 (t), T i,3 (t), T i,4 (t), T i,5 (t) and T i,6 (t) by T i,31 (t), T i,32 (t), T i,33 (t), T i,34 (t), T i,35 (t) and T i,31 (t) respectively. Hence, the number of state variables T i,j (t) can be reduced from 35n to 29n, counting from T i,7 (t) to T i,35 (t) for each i = 1, . . . , n.
Let J 1 = {7, . . . , 30} and J 2 = {2, . . . , 5}. Then, from (30) and (39), we get
where for j = 7, . . . , 30,
for j = 31 
Letψ
where 0 29 is a zero row vector of dimension 29. Therefore, from (40) and (21) , we getφṪ
and
Note thatφ,φ andφ are all 28n by 29n matrices. Moreover, in view of (22), the Dirichlet boundary condition (18) can be written as
Thus, we have transformed the Problem (P) into the Problem (Q).
Problem (Q). Subject to the system (56) with initial condition (57), the Dirichlet boundary condition (62), the discharge constraint (14) and the continuous constraint (20) , we want to find the piecewise linear functions u 1 (t) , . . . , u n (t) which maximize the objective function J (u) given by (13) .
The convergence result of Problem (Q) to Problem (P) can be state as follows: Both the optimal control u * i (t) , i = 1, ..., n and the associated optimal concentration C * i (r, θ, t) , i = 1, ..., n of Problem (Q) converge to that of Problem (P) when the number of partitions of the domain {(r, θ) | r ∈ [ε 1 , R] , θ ∈ [0, 2π]} tends to infinity.
Control parametrization method for the approximated Problem (Q).
Due to the fact that the state equation (56) does not involve any control variables, the approximated Problem (Q) is not a standard optimal control problem and so cannot be solved directly by any optimal control softwares. Hence we now convert the Problem (Q) into a standard optimal control problem so that it can be solved by the Control Parametrization method.
Firstly, we divide the time interval [0, t f ] into n p equal subintervals so that the piecewise linear control u i (t) has a constant slope at each subinterval of [0, t f ]. In this way, the control u i (t) can be completely specified by the following equations
Obviously, the constraint (14) becomes
In view of (62), we obtain from (63) and (64) another n new state equations as follows:
where v i (t) are now regarded as control functions. Note that the equations (57) and (69) are consistent. Incorporating the n new state equations given in (68) into (56), we getφṪ
e j,k is an elementary row vector in R k with the jth coordinate equal to 1, 0 j,k is the j × k zero matrix and I n is the n × n identity matrix. Note thatφ andφ are 29n × 29n square matrices andφ is a 29n × n matrix.
From (70) and (57), we getṪ
From (13) and (62), the new objective function becomes
Definition 4.1. The step function v (t) which satisfies the equation (67) is called an admissible control of a problem and U is the set of all admissible controls.
The new optimal control problem, denoted by Problem Q can be stated as follows:
Problem (Q). Subject to the equations (75) -(76) and the continuous constraint (20), we want to find an admissible control v (t) which maximizesJ (v) over U.
The above Problem Q can be solved by the package MISER. (See [6] for details). After having solved the Problem Q , it is clear from (62) and (17) that the approximated optimal control for the original Problem (P) is given by
and the optimal concentration C * i (r, θ, t) can be obtained by
where T * i,j (t) are the optimal state variables acquired by solving Q .
5.
Modifying the state equations to handle the non-negativity requirement for the speices concentration. During the process of solving the Problem Q by the control parametrization method, we may encounter a situation where some state variables T i,j (t) generated by evaluation of the state equations have negative values. This implies that the concentration also takes on negative values, which is clearly physically impossible. In fact, the state equations governed by (75) -(76) for Problem Q are valid provided that all T i,j (t) remain non-negative all the time. We should amend the state equations (75) -(76) for the Problem Q in the following manner:
For the sake of simplicity, we first let
Then the state equations reflecting the real-life situation for Problem Q are as follows.Ṫ
where the function ξ : R 2 → R is defined as
Remark 3. Although the state equations (81) - (83) for Problem Q reflect the real-situation more accurately, they can exhibit rapid transients when any of the state variables T i,j for Problem Q approaches zero from above since the function ξ is non-smooth. Thus, we encounter computational difficulties due to the stiffness of the differential equations.
In order to overcome the above difficulties, we replace the non-smooth function ξ in (83) by a sufficiently smooth function ξ δ , where ξ δ : R 2 → R is defined by
where max δ (z) is the function used for smoothing max (z, 0) defined by
is a real number between 0 and 1. Therefore, the state equations for the new problem Q δ , to be defined below, areṪ
Although ξ δ (y, z) does not converge pointwise to ξ (y, z) as δ → 0, we are able to prove in the next section that as δ → 0, the values of the state variable obtained from the evolution of (87) - (88) and (84) (87) - (88), we have the modified Problem Q δ as follows.
Problem (Q δ ). Subject to the state equations (87) -(88), the continuous constraint (20),we want to find a control v (t) which maximizesJ (v) given by (77) over U.
6.
Convergence results of the state variables of Problem Q δ . We first rewrite the state equations (81) - (82) for the Problem Q as follows:
Similarly, we also rewrite the state equations (87) - (88) for the Problem Q δ as follows:Ṫ
For each v ∈ U, let T (v) and T δ (v) be the solution of (89) -(90) and the solution of (92) -(93) respectively. We wish to prove that T δ (v) converges to T (v) in the L ∞ norm uniformly with respect to v ∈ U as δ → 0.
Let |·| denote both the Euclidean norm of a vector and the Frobenius norm of a matrix. 
The following theorem is a direct consequence of Theorem 7.1 of [25] .
7. Numerical results. In this section, for the purpose of comparing the effectiveness of a circular pool and a rectangular diffuser unit [25] in terms of the amount of effluent that can be discharged into their respective domains, we solve a numerical problem using exactly the same parameters as those used in [25] as follows: (However, the size of the inlet opening and the outlet opening for the species concentration considered in this paper and those considered in [25] are not exactly the same.)
Suppose the radius of a circular pool is 40m. Suppose the location of the small opening for the inlet of the species into the pool and the outlet of the species into the environment are (in polar coordinates), respectively,
Then, we first divide the circular domain into 24 sub-regions exactly the same as described in Figure 2 . We then solve the transformed Problem Q δ twice, with δ = 0.00001 and n p (number of partitions of the time interval [0, t f ] for the control parametrization method ) = 10 first, and then with δ = 0.00001 and n p = 20 by the package MISER, using the following set of parameters.
Transport and reaction parameters used in the example problem: Constraint parameters used in the example problem: The upper limit for the rate of the species being discharged into the pool at any time (u max ) = 0.017 mole/liter/day. The upper limit for each amount of contaminants being released into the environment at any time (c i , i = 1, 2, 3) = 0.5 mole/liter × dm.
The numerical result for Problem Q δ can be summarized as follows. The results obtained by solving Problem Q δ with n p = 10 and n p = 20 are almost the same.
From Table 1 -Table 9 , it is clear that for all t = 36 days, 72 days and 90 days, the optimal concentrations for all the species 1, 2, 3 are monotonically decreasing almost everywhere with respect to r. The existence of places where the concentration is not decreasing with respect to r is probably due to the coarse nature of the Galerkin Scheme.
The total amount of contaminants being discharged into the circular pool from t = 0 to t = 90 days is 4.759 mole/liter × dm.
From Table 1, Table 2 and Table 3 , it is clear that the maximum amount of contaminants being released into the environment for species 1 occurs at t = 90 days, which is approximately equal to 400 × 0.15 × 0.00833 = 0.4998 mole/liter × dm.
From Table 4, Table 5 and Table 6 , it is clear that the maximum amount of contaminants being released into the environment for species 2 also occurs at t = 90 days, which is also approximately equal to 400 × 0.15 × 0.00833 = 0.4998 mole/liter × dm.
From Table 7, Table 8 and Table 9 , it is clear that the maximum amount of contaminants being released into the environment for species 3 also occurs at t = 90 days, which is approximately equal to 400 × 0.15 × 0.00712 = 0.4272 mole/liter × dm.
Thus, the constraint for the amount of contaminants being released into the environment is almost binding at t = 90 days for both species 1 and 2, but is not binding for species 3 for all t.
Remark 6. Using an inlet opening and outlet opening of size 0.03 meter and 12 meter respectively, the total amount of effluent that can be discharged into the circular pool for 90 days is 4.759 mole/liter × dm. Using an inlet opening and outlet opening of size 2 meter and 40 meter respectively, the total amount of dispersal that can be discharged into the rectangular diffuser unit is 2.42 mole/liter × dm. (See [25] for details.) Hence, the circular pool can discharge more effluent than the rectangular diffuser unit into their respective domains, even though the size of both the inlet opening and outlet opening of the circular pool is smaller than that of the rectangular diffuser unit. Hence, we conclude that the circular pool is more effective than the rectangular diffuser unit, in terms of the amount of effluent that can be discharged into their respective domain. Table 2 . Concentration of the species 1 at time 72 days (mole/liter) 8. Conclusions and suggestions for further study. A computational scheme using combined control prametrization and finite element method has been developed for solving the problem of controlling multi-species transport in a circular pool. The extension of this method for solving problems involving a three-dimensional environment is quite a challenging task, because it involves solving a system with much more state variables and control variables, which cannot be easily handled by the existing optimization or optimal control software. Thus, this provides us with a very interesting research area in the near future. Table 9 . Concentration of the species 3 at time 90 days (mole/liter)
