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Abstract
Power Normalizations (PN) are very useful non-linear operators in the context of
Bag-of-Words data representations as they tackle problems such as feature imbal-
ance. In this paper, we reconsider these operators in the deep learning setup by
introducing a novel layer that implements PN for non-linear pooling of feature
maps. Specifically, by using a kernel formulation, our layer combines the feature
vectors and their respective spatial locations in the feature maps produced by the
last convolutional layer of CNN. Linearization of such a kernel results in a posi-
tive definite matrix capturing the second-order statistics of the feature vectors, to
which PN operators are applied. We study two types of PN functions, namely
(i) MaxExp and (ii) Gamma, addressing their role and meaning in the context of
non-linear pooling. We also provide a probabilistic interpretation of these opera-
tors and derive their surrogates with well-behaved gradients for end-to-end CNN
learning. We apply our theory to practice by implementing the PN layer on a
ResNet-50 model and showcase experiments on four benchmarks for fine-grained
recognition, scene recognition, and material classification. Our results demon-
strate state-of-the-art performance across all these tasks.
1 Introduction
Second-order statistics of data features have played a pivotal role in advancing the state of the art
on several problems in computer vision, including object recognition, texture categorization, action
representation, and human tracking, to name a few of applications [54, 47, 58, 38, 16, 9, 34]. For
example, in the popular region covariance descriptors [54], a covariance matrix, which is computed
over multi-modal features from image regions, is used as an object representation for recognition
and tracking, and has been extended to several other applications [54, 47, 58, 38, 16]. Given Bag-of-
Words histograms or local descriptor vectors from an image, a second-order co-occurrence pooling
of these vectors captures the occurrences of two features together. Such a strategy has been recently
shown to result in a superior performance in semantic segmentation and visual concept detection,
compared to their first-order counterparts [9, 33, 34]. A natural extension led to higher-order pooling
operators [33, 34, 30] on third-order super-symmetric tensors which improve results over the second-
order descriptors over 7% MAP on PASCAL VOC07.
However, second and higher-order statistics require appropriate aggregation and pooling mecha-
nisms to obtain the highest classification results [9, 33, 34]. Once the statistics are captured in
the matrix form, they undergo next a non-linearity such as Power Normalization [32] which role
is to reduce/boost contributions from frequent/infrequent visual stimuli in an image, respectively.
A significant progress made by the Bag-of-Words model provides numerous insights into the role
played by pooling during the aggregation step. The theoretical relation between Average and Max-
pooling was studied in [7]. A detailed likelihood-based analysis of feature pooling was conducted
in [8] which led to a theoretical expectation of Max-pooling, improving overall classification results.
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Figure 1: Our end-to-end pipeline. We pass an image (or patches) to CNN and extract feature vectors φ from
its last conv. layer and augment them by encoded spatial coordinates c. We perform pooling on second-order
matrixM by the Power Normalization function G.
Power Normalization has also been applied to Average pooling by Fisher Kernels [46]. Max-pooling
has been recognized as a lower bound of the likelihood of ‘at least one particular visual word being
present in an image’ [42]. According to an evaluation [32], these pooling methods are all closely
related. However, evaluations [32] do not consider the second-order pooling scenario or end-to-end
learning. In the context of second-order pooling, element-wise and eigenvalue Power Normalization
(ePN) were both first proposed in [33] in 2013.
In this paper, we aim to revisit the above pooling methods in end-to-end setting and shed further
light on their interpretation in the context of second-order matrices. Firstly, we propose a kernel for-
mulation which combines feature vectors collected from the last convolutional layer of ResNet-50
together with so-called spatial location vectors, previously explored in [31, 32, 33] around 2011–
2013, which contain spatial locations corresponding to feature vectors in the CNN feature maps. A
linearization of such a kernel results in a second-order matrix which contains aggregated second-
order statistics of these combined vectors. Subsequently, we focus on the role of the Power Normal-
ization family in end-to-end setting. We show that these functions have a well-founded probabilistic
interpretation in the context of second-order statistics. Moreover, we propose PN surrogates which
have well-behaved derivatives suitable for back-propagation unlike typical PN functions.
Our contributions are three-fold: (i) we propose to aggregate feature vectors extracted from CNNs
and their spatial coordinates into a second-order matrix by principled derivations in end-to-end man-
ner, (ii) we revisit Power Normalization functions, derive them for second-order representations and
show that they follow Binomial or Multinomial distributions if features are drawn from the Brenoulli
distribution, (iii) we propose PN surrogates with well-behaved derivatives for end-to-end learning,
(iv) we propose new spectral variants of pooling. Figure 1 shows our pipeline.
We perform evaluations on ResNet-50 and four image classification benchmarks such as Flower102,
MIT67, FMD and Food101 where we demonstrate state-of-the-art results.
2 Related Work
Second-order statistics have been extensively studied in the context of texture recognition [54, 55,
49] by the use of so-called Region Covariance Descriptors (RCD).
Region Covariance Descriptors (RCD). Such methods use a representation which typically cap-
tures co-occurrences of luminance, first- and/or second-order derivatives of texture patterns. Alter-
natively, co-occurrences in Local Binary Patterns (LBP) are captured to build second-order matrices
[49]. RCD approaches have also been successfully applied to tracking [47], semantic segmentation
[9] and object category recognition [34], to name but a few of applications. The design of RCD
typically requires a decision on what signals need to be aggregated into the second-order representa-
tion and how to compare positive (semi-)definite datapoints resulting from such an aggregation step.
There exist several non-Euclidean distances often applied to positive definite matrices which we list
next.
Non-Euclidean distances. The distance between two positive definite datapoints is typically
measured according to the Riemannian geometry while Power-Euclidean distances [14] extend
to positive semi-definite distances. In particular, Affine-Invariant Riemannian Metric [45, 4],
KL-Divergence Metric (KLDM) [59], Jensen-Bregman LogDet Divergence (JBLD) [10] and Log-
Euclidean (LogE) [2] have been used in the context of diffusion imaging and the RCD-based meth-
ods. Dictionary and metric learning methods also use non-Euclidean distances [17, 18, 19, 37, 20].
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Our approach differs in that we perform end-to-end learning in the CNN setting while RCD and
dictionary learning constitute shallow architectures that perform worse than CNNs on the majority
of classification tasks.
We note that the Log-Euclidean distance and Power Normalization have been implemented in the
CNN setting [25, 24, 39, 40] for the purpose of region classification. These methods employ back-
propagation which requires costly eigenvalue decomposition for computations of derivatives deem-
ing them computationally inefficient. Note that the cost of a single eigenvalue decomposition is
at least O(dω), where constant 2 < ω < 2.3761. The typical bottleneck in using non-Euclidean
distances in end-to-end setting lies in their costly back-propagation rules.
Our work differs in that we make an i.i.d. assumption on our co-occurrence features in our second-
order representation. Thus, we require only element-wise rather than spectral operations. This
reduces the complexity and relies on trivial arithmetic operations easy to implement on GPU.
Pooling and CNNs. There exist several approaches for image retrieval and recognition which
perform some form of aggregation over first-order statistics extracted from the CNN maps e.g.,
[15, 61, 1]. In [15], the authors propose to extract multiple regions from an image and aggregate
CNN responses into an image representations. In [61], the authors aggregate local deep features
for the task of image retrieval. In [1], the authors extend Vector of Locally Aggregated Descriptors
(VLAD) to an end-to-end trainable system.
Our approach differs in that we use co-occurrences in end-to-end setting and take an analytical look
at how to interpret Power Normalization functions in this setting.
There has been also a revived interest in creating co-occurrence patterns in CNN setting similar
in spirit to RCD. Approach [41] applies a fusion of two CNN streams via outer product in the
context of the fine-grained image recognition. Another approach for face recognition [23] uses
co-occurrences of CNN feature vectors and facial attribute vectors to obtain state-of-the-art face
recognition results. A recent approach [52] extracts feature vectors at two separate locations in
feature maps and performs an outer product to form a CNN co-occurrence layer.
In contrast to these papers, we use symmetric positive (semi-)definite matrices rather than negative
definite ones.
Power Normalizations. Practical image representations have to deal with the so-called burstiness
which is ‘the property that a given visual element appears more times in an image than a statistically
independent model would predict’ [27]. Power Normalization [6, 46, 27] is known to suppress this
burstiness and has been extensively studied and evaluated in the context of Bag-of-Words [32, 34].
The theoretical relation between Average and Max-pooling was studied in [7] which highlighted
the underlying statistical reasons for the superior performance of Max-pooling compared to a mere
average of feature vectors. An analysis of feature pooling was conducted in [8] under specific
assumptions on distributions from which the aggregated features are drawn. A relationship between
the likelihood of ‘at least one particular visual word being present in an image’ and Max-pooling
was studied in [42]. According to a survey [32], these Power Normalization functions are closely
related.
We take a similar view on PN functions, however, we devise an end-to-end trainable CNN layer and
derive new pooling functions with well-behaved derivatives. We follow theoretical foundations of
the Power Normalization family.
3 Background
Below we review our notations and the background on kernel linearizations and the Power Normal-
ization family.
3.1 Notations
Let x ∈ Rd be a d-dimensional feature vector. Then we use X = ↑⊗r x to denote the r-mode
super-symmetric rank-one tensor X generated by the r-th order outer-product of x, where the ele-
ment of X ∈Sd×r at the (i1, i2, ..., ir)-th index is given by Πrj=1xij . IN stands for the index set
1We assume that the eigenvalue decomposition of large matrices (d= 4096) in CUDA BLAS is fast and
efficient–which is not the case.
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{1, 2, ..., N}. The spaces of symmetric positive semidefinite and definite matrices are Sd+ and Sd++.
Moreover, Sym(X)= 12 (X+X
T). A vector with all coefficients equal one is denoted by 1, jm is a
vector of all zeros except for the m-th coefficient which is equal one, and Jmn is a matrix of all ze-
ros with a value of one at the position (m,n). Moreover,  is the Hadamard product (element-wise
multiplication). We use the MATLAB notation v = [begin : step : end] to generate a vector v with
elements starting as begin, ending as end, with stepping equal step. Operator ‘;’ in [x;y] denotes the
concatenation of vectors x and y (or scalars).
3.2 Kernel Linearization
In the sequel, we will use kernel feature maps detailed below to embed (x, y) locations of feature
vectors extracted from conv. CNN maps at (x, y) into a non-linear Hilbert space. Such locations are
called spatial coordinates [31, 34].
Proposition 1. Let Gσ(x−y) = exp(−‖x−y‖22 /2σ2) denote a Gaussian RBF kernel centered
at y and having a bandwidth σ. Kernel linearization refers to rewriting Gσ as an inner-product
of two (in)finite-dimensional feature maps which we obtain via probability product kernels [26].
Specifically, we employ the inner product of d′-dimensional isotropic Gaussians given x,y∈Rd′ as
follows:
Gσ(x−y)=
(
2
piσ2
)d′
2
∫
ζ∈Rd′
Gσ/
√
2(x−ζ)Gσ/√2(y−ζ) dζ. (1)
Eq. (1) can be approximated by replacing the integral with the sum over Z pivots ζ1, ..., ζZ . Thus,
we obtain:
ϕ(x) =
[
Gσ/
√
2(x− ζ1), ..., Gσ/√2(x− ζZ)
]T
, (2)
and Gσ(x−y) ≈
〈√
cϕ(x),
√
cϕ(y)
〉
, (3)
where c is a constant. We refer to (2) as a (kernel) feature map3 and to (3) as the linearization of the
RBF kernel.
Proof. The Gaussian kernel can be rewritten as a probability product kernel. See [26] (Section 3.1)
for derivations.
3.3 Second- and Higher-order Tensors
Below we show that second- or higher-order tensors emerge from a linearization of sum of Polyno-
mial kernels.
Proposition 2. Let ΦA ≡ {φn}n∈NA , ΦB ≡ {φ∗n}n∈NB be datapoints from two images ΠA and
ΠB , and N = |NA| and N∗= |NB | be the numbers of data vectors e.g., obtained from the last
convolutional feature map of CNN for images ΠA and ΠB . Tensor feature maps result from a
linearization of the sum of Polynomial kernels of degree r:
K(ΦA,ΦB)=〈Ψ(ΦA),Ψ(ΦB)〉= (4)
1
NN∗
∑
n∈NA
∑
n′∈NB
〈φn,φ∗n′〉r where Ψ(Φ)=
1
N
∑
n∈N
↑⊗r φn.
Proof. See [35] for the details of such an expansion.
Remark 1. In what follows, we will use second-order matrices obtained from the above expansion
for r=2, that is:
1
NN∗
∑
n∈NA
∑
n′∈NB
〈φn,φ∗n′〉2=
〈 1
N
∑
n∈NA
φnφ
T
n ,
1
N∗
∑
n∈NB
φ∗n′φ
∗
n′
T
〉
. (5)
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Figure 2: Gamma, AsinhE, MaxExp and SigmE are illustrated in Figures 2a and 2b while derivatives of
Gamma and AsinhE are shown in Figure 2c. Lastly, Gamma for several values of γ is shown in Figure 2d from
which its similarity to MaxExp in range 0–1 is clear.
Thus, we obtain the following (kernel) feature map3:
Ψ ({φn}n∈N ) = G
( 1
N
∑
n∈N
φnφ
T
n
)
, (6)
where G(X)=X will be later replaced by various Power Normalization functions.
3.4 Power Normalization Family
Max-pooling [7] can be derived by drawing features from the Bernoulli distribution under the i.i.d.
assumption [8] which leads to so-called Theoretical Expectation of Max-pooling (MaxExp) operator
[32] detailed below.
Proposition 3. Assume a vector φ∈ {0, 1}N which stores N outcomes of drawing from Bernoulli
distribution under the i.i.d. assumption for which the probability p of an event (φn=1) and 1−p for
(φn=0) can be estimated as an expected value e.g., p=avgn φn. Then the probability of at least
one positive event in φ from N trials becomes:
ψ=1−(1−p)N . (7)
Proof. The proof follows the school syllabus for a fair coin toss. The probability of all N outcomes
to be {(φ1=0), ..., (φN =0)} amounts to (1−p)N . The probability of at least one positive outcome
(φn=1) amounts to applying the logical ‘or’ {(φ1=1) |...| (φN =1)} and leads to:
1−(1−p)N =
N∑
n=1
(
N
n
)
pn(1−p)N−n. (8)
Remark 2. A practical implementation of this pooling strategy [32] is given by ψk = 1− (1−
avgn φkn)
η , where 0 < η ≈ N is an adjustable parameter and φkn is a k-th feature of an n-th
feature vector e.g., as defined in Prop. 2, which is normalized to range 0–1.
Remark 3. It was shown in [32] that Power Normalization (Gamma) given by ψk=(avgn φkn)γ ,
where 0<γ≤1 is an adjustable parameter, is in fact an approximation of MaxExp.
4 Problem Formulation
We start by devising our co-occurrence and pooling layers. We show that the Power Normaliza-
tion (Gamma) has an ill-behaved derivative. Thus, we generalize MaxExp and Gamma [32, 34] to
Logistic a.k.a. Sigmoid (SigmE) and the Arcsin hyperbolic (AsinhE) functions.
4.1 Co-occurrence matrix
As in Prop. 2, assume that datapointsΦA ≡ {φn}n∈NA andΦB≡ {φ∗n}n∈NB from two imagesΠA
and ΠB are given, N = |NA| and N∗= |NB | are the numbers of data vectors obtained from the last
convolutional feature map of CNN for images ΠA and ΠB . Moreover, assume that all φ and φ∗ are
rectified e.g., φn :=max(0,φn), φ∗n :=max(0,φ
∗
n), and subsequently β-centered w.r.t. the means
µ=avgn∈NA φn and µ
∗=avgn∈NB φ
∗
n so that φn :=φn−βµ and φ∗n :=φ∗n−βµ∗ for 0≤β≤1.
3Note that (kernel) feature maps are not conv. CNN maps. They are two separate notions that happen to
share the same name.
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The role of β-centering is to address anti-occurrences. Specifically, sophisticated models of Bag-
of-Words utilize so-called negative visual words which are the evidence of lack of a given visual
stimulus in an image. For instance, the authors of [28] define it as ‘the negative evidence, i.e., a
visual word that is mutually missing in two descriptions being compared’. Lack of certain visual
stimuli may correlate with certain visual classes e.g., lack of the sky may imply an indoor scene.
Thus, the role of β is to offset vectors φ by their per-image averages µ so that the positive/negative
values yield correlations/anti-correlations, respectively.
Next, let xn :=xn/(W−1) and yn :=yn/(H−1) be spatial coordinates normalized w.r.t. the width
W and height H of conv. feature maps. We form the following kernel and its linearization by the
use of Proposition 1:
〈αϕ(xn, ζ), αϕ(x∗n′, ζ)〉+〈αϕ(yn, ζ), αϕ(y∗n′, ζ)〉 ≈
α2Gσ(xn−x∗n′)+α2Gσ(yn−y∗n′). (9)
For Z pivots ζ, we use Z in range 3–10 and equally spaced intervals e.g., ζ=[−0.2 : 1.4/(Z−1) :
1.2] to encode the spatial coordinates xn and yn. The above formulation extends to the aggregation
over patches extracted from images as shown in Figure 1. We form vectors φ¯n = [φn; cn] which
are augmented by encoded spatial coordinates cn = [αϕ(xn, ζ);αϕ(yn, ζ)]. Thus, we define the
total length of cn as Z ′=2Z. Combining the augmented vectors with the Proposition 2 and Eq. (6)
yields:
Ψ
({φ¯n}n∈N ) = G(M) , M= 1
N
∑
n∈N
φ¯nφ¯
T
n . (10)
Gamma pooling follows Remark 3 and is simply defined by setting G(X)=(λ+X)γ , where rising
M to the power of γ is element-wise and λ is a small regularization constant:
Ψ
({φ¯n}n∈N ) = (λ+ 1
N
∑
n∈N
φ¯nφ¯
T
n
)γ
. (11)
4.2 Well-motivated Pooling Approaches
Prop. 3 states that quantity 1− (1−p)N is the probability of at least one success being detected
in the pool of the N i.i.d. trials performed according to the Bernoulli distribution with the success
probability p and stored in φ ∈ {0, 1}N . Below we extend this simple theory to the case of co-
occurrences.
Proposition 4. Assume two event vectors φ,φ′∈{0, 1}N which store the N trials each, performed
according to the Bernoulli distribution under i.i.d. assumption, for which the probability p of an
event (φn∩φ′n=1) denotes a co-occurrence and 1−p, for (φn∩φ′n=0), denotes the lack of it, and p
is estimated as an expected value p=avgn φnφ
′
n. Then the probability of at least one co-occurrence
event (φn∩φ′n=1) in φn and φ′n simultaneously in N trials becomes:
ψ=1−(1−p)N . (12)
Proof. The probability of all N outcomes to be {(φ1∩φ′1 = 0), ..., (φN ∩φ′N = 0)} amounts to
(1−p)N . The probability of at least one positive outcome (φ1∩φ′1 = 1) amounts to applying the
logical ‘or’ {(φ1∩φ′1=1) |...| (φN∩φ′N =1)} and leads to 1−(1−p)N, where p=avgn φnφ′n.
A stricter proof uses a Multinomial distribution model with four events for (φn) and (φ′n) which
describe all possible outcomes. Let probabilities p, q, s and 1−p−q−s add up to 1 and correspond
to events (φn∩φ′n = 1), (φn = 1, φ′n = 0), (φn = 0, φ′n = 1) and (φn∪φ′n = 0). The first event is
a co-occurrence, the latter two are occurrences only and the last event is the lack of the first three
events. The probability of at least one co-occurrence (φn∩φ′n=1) in N trials becomes:
N∑
n=1
N−n∑
n′=0
N−n−n′∑
n′′=0
(
N
n,n′,n′′,N−n−n′−n′′
)
pnqn
′
sn
′′
(1−p−q−s)N−n−n′−n′′.
(13)
One can verify algebraically/numerically that Eq. (13) and (12) are equivalent w.r.t. p which com-
pletes the proof.
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Remark 4. A practical implementation of this pooling strategy is given by ψkl = 1− (1−
avgn φknφln)
η , where 0 < η ≈ N is an adjustable parameter, and φkn and φln are k-th and l-
th features of an n-th feature vector e.g., as defined in Prop. 2, which is normalized as detailed
next.
Remark 5. In practice, p is an expected value over N rectified co-occurring responses of pairs of
convolutional filters rather than binary variables. A similar strategy is used with success in the BoW
model [34]. In matrix form, we have:
Ψ=G(M , η)=1−
(
1− M
Tr(M)+λ
)η
, (14)
where Tr(M) prevents elements of co-occurrence matrix M in enumerator of Eq. (14) from ex-
ceeding value of one, constant λ≈1e-6 deals with the vanishing trace and η is chosen via cross-
validation.
Remark 6. G∗(M , η)=G(M , η)(Tr(M)+λ)γ compensates for the trace in (14) which affected the
input-output ratio of norms. G‡(M , η)=G(M , η)+κM prevents vanishing gradients in pooling.
Both terms can be combined.
We note that matrix M contains co-occurrences created from feature vectors φ which were β-
centered. Therefore, some entries ofM may be negative. This breaks down pooling models such as
Gamma and MaxExp for which we strictly use β=0 that disables the anti-correlation mechanism.
Nevertheless, we list detailed derivatives of these pooling functions w.r.t. the feature vectors in
Appendix A.
4.3 Well-behaved Power Normalizations
Power Normalizations in Eq. (11) and (14) have infinite or undetermined gradients if coefficients
Mmn→0 and λ→0. If regularization λ>0, both power normalizations are somewhat compromised
as their role is to magnify weak signals φ ≈ 0. Moreover, these pooling schemes break down in
presence of negative entries Mmn<0. Therefore, we propose the following poolings extensions.
SigmE pooling, used in lieu of MaxExp in Eq. (12) and (14), is given by Logistic a.k.a. Sigmoid
(SigmE) functions:
Ψ=G(M , η)= 2
1+e−η′M
−1 and 2
1+e
−η′M
Tr(M)+λ
−1. (15)
AsinhE pooling is an alternative to Gamma function in Eq. 11. It is defined as the Arcsin hyperbolic
function:
Ψ=G(M , η)= arcsinh(γ′M)=log(γ′M +
√
1 + γ′2M2), (16)
Figure 2 illustrates MaxExp and SigmE as well as Gamma and AsinhE functions from which it
is clear that, for negative p, SigmE and AsinhE are natural extensions of MaxExp and Gamma,
respectively. The derivative of AsinhE is smooth and finite (the same holds for SigmE) unlike the
derivative of Gamma. Due to the above findings, we will perform our experiments on SigmE and
AsinhE only. Table 1 lists various properties of the Power Normalization functions. Moreover,
Appendix B provides detailed derivatives of these pooling functions w.r.t. the feature vectors. We
used these derivatives in our end-to-end learning of CNNs.
Pooling ψ(p) ψ′(p)
ψ(p) ψ′(p)function if p<0 if p=0
Gamma [34] inv. ∞ pγ γpγ−1
MaxExp [34] inv. fin. 1−(1−p)η η(1−p)η−1
AsinhE ok fin. Asinh(γ′p) γ
′√
1+γ′2p2
SigmE ok fin. 2
1+e−η′p
−1 2η′e−η
′p
(1+e−η′p)2
Table 1: A collection of Power Normalization functions. Variables γ >0, γ′>0, η≥1, and η′≥1 control the
level of power normalization. We indicate properties of ψ such as finite (fin.) or infinite (∞) derivative of ψ
w.r.t. p at p=0 and invalid (inv.) or valid (ok) power normalization for p<0.
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Power Normalization functions have a whitening effect on features i.e., the frequent bursts of the
same kind of feature are reduced while the responses of rarely occurring features are magnified
[34]. For co-occurrences of visual features, we showed in Prop. 4 that Power Normalizations act as
detectors of co-occurring combinations of patterns i.e., they capture if at least one co-occurrence of
features takes place but they discard the quantity of such co-occurrences which otherwise would be
a source of nuisance/noise.
4.4 Spectral Power Normalizations
Spectral versions of our pooling methods and their derivatives can be obtained by performing an
SVD on M , substituting eigenvalues λii according to Table 1 such that λ?ii := ψ(λii) and com-
puting G(M) = Uλ?UT . For derivatives, λii := ψ′(λii) can be applied in back-propagation via
SVD [25]. Table 2 shows that the spectral MaxExp and its derivative may be computed via matrix
multiplications.
5 Experiments
Below we demonstrate experimentally merits of our second-order pooling with Power Normaliza-
tions.
Datasets. We employ four publicly available datasets and report the mean top-1 accuracy on each
of them. The Flower102 dataset [44] is a fine-grained category recognition dataset that contains
102 categories of various flowers. Each class consists of between 40 and 258 images. The MIT67
dataset [48] contains a total of 15620 images belonging to 67 indoor scene classes. We follow the
standard evaluation protocol, which uses a train and test split of 80% and 20% of images per class.
The FMD dataset contains in total 100 images per category belonging to 10 categories of materials
(e.g., glass, plastic, leather) collected from the Flickr website. Lastly, the Food-101 dataset [5] has
101000 images in total and 1000 images per category.
Experimental setup. For Flower102 [44], we extract 12 cropped 224×224 patches per image and
use mini-batch of size 5 to fine-tune the ResNet-50 model [21] pre-trained on ImageNet [50]. We
obtain 2048 dim. 12×7×7 conv. feature vectors from the last conv. layer for our second-order
pooling layer. For MIT67 [48], we resize original images to 336×336 and use mini-batch of size
32, then fine-tune it on the ResNet-50 model [21] pre-trained on the Places-205 dataset [63]. With
336×336 image size, we obtain 2048 dim. 11×11 conv. feature vectors from the last conv. layer
for our second-order pooling layer. For FMD [51] and Food101 [5], we resize images to 448×448,
use mini-batch of size 32 and fine-tune ResNet-50 [21] pre-trained on ImageNet [50]. We use the
2048 dim. 14×14 conv. feature vectors from the last conv. layer. For ResNet-50, we fine-tune all
layers for ∼20 epochs with learning rates 1e-4–1e-6. We use the Root Mean Square Propagation
(RMSprop) [22] with the moving average 0.99. Where stated, we use AlexNet [36] with fine-tuned
last two conv. layers. We use 256 dim. 6×6 conv. feature vectors from the last convolutional layer.
Our methods. We evaluate the generalizations of MaxExp and Gamma which are Logistic a.k.a.
Sigmoid (SigmE) and the Arcsin hyperbolic (AsinhE) pooling functions. We focus mainly on our
second-order representation (SOP) but we also occasionally report results for the first-order ap-
proach (FOP). For the baseline, we use the classifier on top of the fc layer (Baseline). The hyperpa-
rameters of our model are selected via cross-validation. The use of spatial coordinates is indicated
by (SC) and spectral operators by (Spec).
5.1 Evaluations
We start by combining first- and second-order representations with SigmE and AsinhE pooling. We
also investigate the impact of AlexNet and ResNet-50 on our approach.
Gamma MaxExp AsinhE SigmE
G(M) Mγ I−(I− M
Tr(M)+λ
)η log
(
γ′M+(I+γ′2M2)
1
2
)
2
(
I+e
−η′M
Tr(M)+λ
)−1−I
der. Eq. (24) /SVD Eq. (25) /SVD SVD SVD
Table 2: A collection of spectral Power Normalization functions. The square, square root, power, log and exp
are matrix operations.
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Method top-1 accuracy
Second-order Bag-of-Words [34] 90.2
Factors of Transferability [3] 91.3
Reversal-inv. Image Repr. [60] 94.0
Optimal two-stream fusion [43] 94.5
Neural act. constellations [53] 95.3
Method Alexnet ResNet-50
Baseline 82.00 94.06
FOP 85.40 94.08
FOP+AsinhE 85.64 94.60
SOP 87.20 94.70
SOP+AsinhE 88.40 95.12
SOP+SC+AsinhE 90.70 95.74
SOP+SC+SigmE 91.71 96.78
SOP+SC+Spec. Gamma - 96.88
SOP+SC+Spec. MaxExp - 97.28
Table 3: The Flower102 dataset. The bottom part shows our results for Alexnet and ResNet-50. The top part
of the table lists state-of-the-art results from the literature.
Flower102. Table 3 shows that AlexNet performs worse than ResNet-50 which is consistent with
the literature. For the standard ResNet-50 fine-tuned on Flower102, we obtain 94.06% accuracy.
The first-order Average and AsinhE pooling (FOP) and (FOP+AsinhE) score 94.08 and 94.6%
accuracy. The second-order pooling (SOP+AsinhE) outperforms (FOP+AsinhE). We obtain the best
result of 96.78% for the second-order representation combined with spatial coordinates and SigmE
pooling (SOP+SC+SigmE) which is 2.72% higher than our baseline. In contrast, a recent more
complex state-of-the-art method [53] obtained 95.3% accuracy. Our scores highlight that capturing
co-occurrences of visual features and passing them via a well-defined Power Normalization function
such as SigmE works well for our fine-grained problem. We attribute the good performance of
SigmE to its ability to act as a detector of co-occurrences. The role of the Hyperbolic Tangent non-
linearity popular in deep learning may be explained by its similarity to SigmE. Lastly, our spectral
MaxExp (SOP+SC+Spec. MaxExp) yields 97.28% accuracy.
Scene recognition. Next, we validate our approach on MIT67–a larger dataset for scene recognition.
Table 4 shows that all second-order approaches (SOP) outperform the standard ResNet-50 network
(Baseline) pre-trained on the Places-205 dataset and fine-tuned on MIT67. Moreover, (SigmE) yields
marginally better results than (AsinhE). Using spatial coordinates (SC) also results in additional gain
in the classification performance. The second-order representation combined with spatial coordi-
nates and SigmE pooling (SOP+SC+SigmE) yields 86.3% accuracy and outperforms our baseline
and [29] by 2.3 and 2%, respectively.
Material classification. Next, we quantify our performance on the FMD dataset for material/texture
recognition. Table 5 demonstrates that our second-order representation (SOP+SC+SigmE) scores
Figure 3: Each column shows examples of images from the Flower102, MIT67 FMD and Food101 dataset,
respectively.
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85.5% accuracy and outperforms our baseline approach by 2.1%. We note that our approach and
the baseline use the same testbed. The only difference is our second-order representations, spatial
coordinates and Power Normalization components in our last layer.
Food101. We apply our strongest second-order representations (SOP+SC+SigmE) and
(SOP+SC+Spec. MaxExp) to this dataset and obtain 87.5% and 87.8% accuracy. In contrast, a re-
cent more involved kernel pooling [13] reports 85.5% accuracy while the baseline approach scores
only 81.9% in the same testbed. This demonstrates the strength of our approach on fine-grained
problems.
Performance w.r.t. hyperparameters. Figure 4a demonstrates that β-centering has a positive
impact on image classification with ResNet-50. This strategy, detailed in Section 4.1, is trivial
to combine with our pooling. Figure 4b shows that setting non-zero α, which lets encode spatial
coordinates according to Eq. (9), brings additional gain in accuracy at no extra cost. Figure 4c
demonstrates that over 1% accuracy can be gained by tuning our SigmE pooling. Moreover, Figure
4d shows that the spectral MaxExp can yield further gains over element-wise SigmE and MaxExp for
carefully chosen η. Lastly, we have observed that our spectral and element-wise MaxExp converged
in 3–12 and 15–25 iterations, resp. This shows that both spectral and element-wise pooling have
their strong and weak points.
6 Conclusions
We have studied Power Normalizations in the context of co-occurrence representations and demon-
strated their theoretical role which is to ‘detect’ co-occurring pairs of features. We have proposed
surrogate functions SigmE and AsinhE which can handle so-called negative evidence and have well-
behaved derivatives for end-to-end learning. SigmE and AsinhE also suggest that sigmoid-like non-
linearities in neural networks reject counts of visual features and act as feature detectors instead.
Our pooling operators are element-wise and cheap to implement in GPU. Moreover, our pooling
operators easily extend to spectral pooling. We have demonstrated state-of-the-art results on four
popular benchmarks and sensible gains on powerful ResNet-50.
Method top-1 accuracy
CNNs with Deep Supervision [57] 76.1
Places-205 [56] 80.9
Deep Filter Banks [12] 81.0
Spectral Features [29] 84.3
Baseline 84.0
SOP+AsinhE 85.3
SOP+SigmE 85.6
SOP+SC+AsinhE 85.9
SOP+SC+SigmE 86.3
Table 4: The MIT67 dataset. The bottom part shows our results for ResNet-50 pre-trained on the Places-205
dataset. The top part of the table lists state-of-the-art results from the literature.
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Figure 4: Performance w.r.t. hyperparameters. Figures 4a and 4b: β-centering on Flower102 and α for spatial
coordinate encoding on FMD. Figures 4c and 4d: the accuracy w.r.t. the η′ and ηparameters given SigmE and
the spectral MaxExp.
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Method acc. Method acc.
IFV+DeCAF [11] 65.5 Baseline 83.4
FV+FC+CNN [12] 82.2 SOP+SC+AsinhE 85.0
SMO Task [62] 82.3 SOP+SC+SigmE 85.5
Table 5: The FMD dataset. Our (right) vs. other methods (left).
Appendices
A Derivatives of Average, Gamma and MaxExp functions
Let Φ = [φ1, ...,φN ] ∈ Rd×N , C = [c1, ..., cN ] ∈ RZ′×N , and some class. loss `(Ψ ,W ), where
Ψ ∈Sd+Z′+ (or S++) andW are our descriptor and a hyperplane. Eq. (10) yields:
∂
∑
nφ¯nφ¯
T
n
∂φm′n′
=
[
jm′φ
T
n′+φn′j
T
m′ jm′c
T
n′
cn′j
T
m′ [0]Z′×Z′
]
, (17)
where [0]Z′×Z′ denotes array of size Z ′× Z ′filled with zeros.
Average pooling is set by G(M)=M andD=11T so that Ψ=M= 1N
∑
nφ¯nφ¯
T
n . Thus, the full
derivative becomes: ∑
k,l
∂`(Ψ ,W )
∂Ψkl
∂Ψkl
∂Φ
=
2
N
Sym
(∂`(Ψ ,W )
∂Ψ
D
)
(1:d,:)
[
Φ
C
]
. (18)
Gamma pooling is set byΨ=G(M)=(λ+M)γ , where risingM to the power of γ is element-wise
and λ is a reg. constant. Thus, we obtain:
∂Ψ
∂φm′n′
=
1
N
γ
(
λ+M
)γ−1 ∂∑nφ¯nφ¯Tn
∂φm′n′
. (19)
The derivative is given by Eq. (18) ifD=γ
(
λ+M
)γ−1
.
MaxExp pooling Ψ =G(M) = 1−(1−M/(Tr(M) + λ))η has the derivative given by Eq. (18)
with the followingD:
D=η
(
1− M
Tr(M) + λ
)η−1
 T and T =
(
1
Tr(M)+λ
− MI
(Tr(M)+λ)2
)
, (20)
where multiplication , division, rising to the power etc. are all element-wise operations.
B Derivatives of SigmE and AsinhE pooling
SigmE pooling is set by Ψ = G(M) = 2
1+e−η′M
−1 or trace-normalized 2
1+e
−η′M
Tr(M)+λ
−1. The first
expression yields:
∂Ψ
∂φm′n′
=
1
N
2η′e−η
′M
(1 + e−η′M )2
 (jm′φTn′+φn′jTm′), (21)
where multiplication , division, and exponentiation are all element-wise operations.
AsinhE pooling is set by Ψ =G(M) = arcsinh(γ′M) = log(γ′M +
√
1 + γ′2M2) which yields
the following:
∂Ψ
∂φm′n′
=
1
N
γ′√
γ′2M2 + 1
 (jm′φTn′+φn′jTm′), (22)
where multiplication , division, square root and the square are all element-wise operations.
For SigmE, trace-normalized SigmE and AsinhE pooling methods, the final derivatives are given
by Eq. (18) with the followingD, respectively:
D=
2η′e−η
′M
(1+e−η′M )2
or D= 2η
′e
−η′M
Tr(M)+λ(
1+e
−η′M
Tr(M)+λ
)2  T and D= γ
′√
γ′2M2+1
. (23)
Moreover, for SigmE and AsinhE we allow β-centering so that φn :=φn−βµ and φ∗n :=φ∗n−βµ∗.
Thus, the derivative of this substitution has to be included in the chain rule.
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C Derivatives of Spectral Gamma and MaxExp
Gamma pooling has derivative which can be solved by the SVD back-propagation or the Sylvester
equation if γ= 0.5:
2Res
(
Sym
(∂`(Ψ ,W )
∂Ψ
)T
(:)
M
∗)
d+Z′×d+Z′
andM∗=(I⊗M 12+M 12 ⊗I)†, (24)
where ⊗ and † are the Kronecker product and the pseudo-inverse. Matrix vectorization and reshap-
ing to the size m×n are denoted by (:) and Res(X)m×n.
MaxExp has a closed-form derivative which requires the following chain rule:
∂G(M)
∂ Mkl
=
1
Tr(M)
η−1∑
n=0
(
I− M
Tr(M)
)n(
Jkl −
M
Tr(M)
Ikl
)(
I− M
Tr(M)
)η−1−n
. (25)
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