Abstract. Compressed sensing (CS) theory breaks through the traditional Nyquist sampling theorem for data acquisition. The study object of CS theory is a sparse representation of signals. Here 2-D image sparse transform was achieved based on discrete cosine orthogonal basis and 2-D image compressed storage was realized based on strong real-time FPGA technology. Furthermore,we introduce the 2D-DCT algorithm based on row-column decomposition structure, and emphatically expound the optimization algorithm of 1-D DCT based on FPGA and illustrate the transpose RAM method between two levels 1-D DCT. By comparing image 2D-DCT transformation Based on FPGA and 2D-DCT calculation result in MATLAB environment, the rationality of the proposed algorithm is verified.
Introduction
Signal sampling is a necessary process from the analog physical world to the digital information world. In the era of large data, the signal bandwidth increases rapidly. Data acquisition based on the traditional Nyquist sampling theorem wastes large amounts of resources for massive data processing tasks. The CS theory breaks through the limitations of the traditional Nyquist sampling theorem. It collects the compressed data directly and ensures that the original information can be completely reconstructed without loss of information, so the tasks of collecting and processing are much less, which improves the real-time performance and efficiency of the system. CS theory suggests that a high-dimensional information can be projected onto a low-dimensional space by using an observation matrix that is independent of the sparse basis, as long as the signal is sparse or sparse in the transform domain [1] . Because the small amount of projection information in the low dimensional space contains enough information to reconstruct the signal, it is possible to reconstruct the original information with high probability. The sampling rate is not determined by the signal bandwidth but depends on the structure and content of the information in the signal. CS theory has brought a disruptive breakthrough for information acquisition and processing [2] . CS theory has led to great impact on the image processing, data fusion and other fields. In the image processing, CS theory includes three aspects: <1> how to find a transform base, so that the image is sparse in the transform domain; <2> How to design an observation matrix(Sensing matrix) which is stable and independent of the transform basis, is to ensure that a small amount of measurement information contains global information of the original image ; <3> how to design a fast reconstruction algorithm is to restore the original image information from a small number of observations [3] .our research content is the first aspect of CS theory ,namely ,the sparse transform of image.
Our aim is to realize two-dimensional image sparse transform based on FPGA. The sparse basis is orthogonal transform basis of two-dimensional DCT. After 2D-DCT of the image source data, the spatial redundancy is eliminated and the sparsity of the video frame is estimated by the ratio of the number of low frequency components to the total pixels of the image, and we can realize Sampling of compressed space redundancy. . Where x and  are different expressions of the same signal in time domain and  domain. If the number of non-zero element in  is much smaller than N, or the element is exponentially attenuated after reordering, it is said to be sparse or compressible. After the image is sparsely represented and the energy is more concentrated, which provides convenience for the subsequent image processing research. The application of CS theory is based on the fact that the image is sparse or compressible. When the best sparse basis is found, the original information can be expressed concisely and effectively. It is certain to ensure the accuracy of the signal restoration. The common sparse representation theory has two kinds, one is to decompose the signal into a set of orthogonal basis to achieve transformation, such as multi-scale wavelet transform, fourier transform, as well as the mixed base transform [4] . Another method is to decompose the signal into non-orthogonal basis. Here we realize two-dimensional image sparse transform based on DCT orthogonal basis. In the DCT, generally we take N=8, because as the N is greater than 8, the efficiency is not much increase but the complexity is greatly increased. So we divide a frame image into 8*8 sub-block for research. The 1D-DCT transform is defined as follows [5] :
Image Sparse Transformation

Assuming that
Orthogonal factor:
We adopt the row-column decomposition method to realize the DCT of 8*8 matrix sub-block. 2D-DCT can be decomposed into two 1D-DCT in series. As shown below:
The Eq.3 and Eq.4 can be expressed as:
Implementation of 1D-DCT
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Where the image pixel data is represented:
x , is the gray value of each pixel,
.According to the definition expression Eq. 1 of 1D-DCT, The above optimization algorithm shows that the multiplication of the 8*8 matrix and the 8*1 vector can be replaced by the product of 4*4 matrix and 4*1 vector which is structural rules and can be parallel calculated. So the number of multipliers of the DCT algorithm is reduced by half. In order to offset the data expansion caused by the kernel coefficient C when inputting previous, ID-DCT post-processing operation is performed by ignoring the lower 8 bits and keeping the high bits of the result of the secondary adder .The high bit yields the correct result for the 1D-DCT operation. 1D-DCT simulation result based on Altera cyclone IV EP4CE40F17C8N is shown in figure 1: 
Implementation of Matrix Transposition
In 2D-DCT, the output of first-level 1D-DCT operation is row by row, but the input of second-level 1D-DCT operation requires column-by-column. So it is necessary for Y matrix to row-column transform. In matrix transposition, there are no other operations, such as multiply, add, etc., but shifting mainly. Considering to promote the speed of the 2D-DCT algorithm, it is necessary that when transpose memory RAM receives the output data of the first level ID-DCT transformation, at the same time transpose memory RAM must be able to provide the second level 1D-DCT with the input data. So it ensures that the front and rear 1D-DCT can work continuously to improve the real-time performance of system. Here we adopt dual-RAM structure that ping-pong works, that is, two RAM blocks work alternately in the read / write mode. Each RAM has 64 memory cells, 6 address lines. When Writing data, let the RAM write-address be wr_cnt [5: 0] .When reading data, let the RAM read-address be rd_cnt [5: 0] , where rd_cnt [5: 3] is the row address after transposition and rd_cnt [2 : 0] is the column address after transposition.
Implementation of 2D-DCT
The second-level ID-DCT method is the same as the first-level 1D-DCT by and large. In order to prevent the overflow of data, the data width is changed from 8 bits to 12 bits to complete the second level DCT operation. Obtaining the high bits of output data of the second level 1D-DCT operation is the final 2D-DCT results. The 2D-DCT result of the 8 * 8 matrix sub-block( expression (5)) is as follows: From the result of 2D-DCT of the 8 * 8 matrix sub-block image, it can be seen that the values are concentrated in the upper left corner and the values of the lower right corner is very small after 2D-DCT, because of large correlation between the source data of the image pixel. After normalized processing, the lower right corner will generally be zero. This is the physical meaning of DCT in image processing which the redundant space in transform domain is eliminated. 
MATLAB Simulation of the 2D-DCT Algorithm
