Abstract. Recent work indicates that state-of-the-art face recognition algorithms can surpass humans matching identity in pairs of face images taken under different illumination conditions. It has been demonstrated further that fusing algorithm-and human-derived face similarity estimates cuts error rates substantially over the performance of the best algorithms. Here we employed a pattern-based classification procedure to fuse individual human subjects and algorithms with the goal of determining whether strategy differences among humans are strong enough to suggest particular man-machine combinations. The results showed that error rates for the pairwise man-machine fusions were reduced an average of 47 percent when compared to the performance of the algorithms individually. The performance of the best pairwise combinations of individual humans and algorithms was only slightly less accurate than the combination of individual humans with all seven algorithms. The balance of man and machine contributions to the pairwise fusions varied widely, indicating that a one-size-fits-all weighting of human and machine face recognition estimates is not appropriate. . . .
Introduction
Face recognition algorithms have improved dramatically over the last decade and are now available commercially for security applications.The most common applications involve face verification, where a presented image of a person must be compared to a stored representation and be verified or rejected as an identity match. To achieve this task, algorithms produce an estimate of the likelihood that two images are of the same person. A match criterion is then set for making the decision.
According to a recent US Government sponsored test of state-of-the-art face recognition algorithms [1, 2] , current algorithms are impressively accurate at this task when the images to-be-matched are taken under controlled illumination conditions. Specifically, the Face Recognition Grand Challenge (FRGC), conducted at the National Institute of Standards and Technology (NIST) between 2004 and 2006, tested 17 algorithms on a task of matching face identity in roughly 128 million pairs of images taken under controlled illumination. The results showed an average verification rate of .91 at the .001 false acceptance rate.
In an analogous FRGC test of algorithms on the task of matching face identity in images taken under different illumination conditions, however, the performance of algorithms was less impressive. Only seven algorithms volunteered to participate in this experiment. These systems scored an average verification rate of only .42 at the .001 false acceptance rate. This suggests that current face recognition algorithms may not be ready for application environments that have natural variations in illumination. These kinds of environments are typical in airports and other public places where some part of the illumination comes from natural light, (e.g., sunlight filtered through windows).
How well must a face recognition algorithm perform to be useful for a security application? Although human performance on face recognition is often considered the standard to which algorithms should aspire, there are few direct comparisons between humans and algorithms. A recent exception to this general rule is a study comparing the performance of humans with algorithms competing in the uncontrolled illumination experiment of the FRGC [3] . In that study, "easy" and "difficult" face pairs were sampled from the FRGC test set, using a control algorithm based on principal components analysis (PCA) of the aligned and scaled images. Human subjects rated the likelihood that the pairs of face images were of the same person. ROC curves computed for the humans and for the algorithms revealed that three algorithms [4] [5] [6] performed more accurately than humans on the difficult face pairs. Nearly all algorithms performed more accurately than humans on the easy face pairs. Post-hoc analyses of the human subject data gave no indication that subject attention waned toward the end of the experiment. Moreover, both humans and algorithms were more accurate on face pairs prescreened by the PCA to be easy than on the face pairs prescreened to be difficult. The results indicate, therefore, that although algorithms appear to perform poorly on the task, they are nonetheless competive with the performance of human subjects.
The comparison between algorithms and humans on the face matching task gives an indication of the quantitative ranking of algorithms by accuracy, but does not offer any information about how similarly humans and algorithms perform the task. To gain insight into the qualitative aspects of the performance of humans and algorithms, and to see if performance could be improved, a fusion study of the algorithms and humans was carried out [7] . If algorithms and humans employ different recognition strategies, it should be possible to fuse the their estimates of face similarity to improve performance. The fusion was carried out in two parts. In the first part, the similarity estimates of the seven algorithms from the FRGC were fused with partial least squares regression (PLS) [8, 9] and used to predict the match status of individual pairs of faces. The robustness of the PLS was tested with cross-validation. The results indicated that fusing the algorithms cut the error rate of the bestperforming algorithm by a factor of two [7] .
The second part of the study examined whether algorithm performance could be improved by fusing human similarity estimates with the estimates of the seven algorithms. Specifically, human similarity estimates for the difficult face pairs [3] were averaged across 49 subjects and fused with the algoritms estimates using PLS. This reduced error rate to near perfection and indicated that human face recognition strategies differ sufficiently from algorithms to make a substantial contribution to recognition performance through fusion.
Although it is of general interest to know that humans and algorithms can be fused to increase face matching accuracy, it is of more practical value to know how to combine individual algorithms with individual humans. Which algorithms combine most beneficially with which humans? Can a general rule be established, or do humans and algorithms differ sufficiently in recognition strategy to suggest that individual human-machine fusions be done on a case-by-case basis. The purpose of the present study was to explore the benefits of fusing individual humans with indidvidual algorithms. This is of practical value given that in most real-world applications, one algorithm works under the supervision of a single human operator. We assessed the suitability of particular man-machine combinations using a fusion approach.
We approached this problem in two parts. First, we fused the similarity scores produced by the seven available algorithms and individual humans. This provides data on the best-case scenario, (i.e. where humans can benefit from all available algorithm expertise). This fusion is similar to the one described previously [7] , with the exception that humans, in this case, are treated as individuals, rather than being represented by their global average. Next, we fused individual human subjects with individual algorithms to assess performance of particular man-machine hybrids.
Methods
The methods for this study make use of human subject and FRGC algorithms' estimates of face pair similarity that were collected previously [3] . For com-pleteness we provide a sketch of the methods used to collect the relevant data in that study and then proceed to describe the fusion methods applied in the present work.
Stimuli
The face images used to test algorithms in the face matching task were drawn from a database developed for the FRGC [1] . Face pairs consisted of a target image, taken under controlled illumination conditions, and a probe image, taken under uncontrolled illumination conditions, (e.g., in a corridor). Target images had a resolution of 1704 x 2272 pixels and probe images had a resolution of 2272 x 1704. A sample face pair appears in Figure 1 . To make the task as challenging as possible, we sampled the images from a homogenous face population that included only male and female Caucasians in their twenties and thirties. Each face pair was matched by sex. Combined these constraints eliminated the possibility that humans could base identity judgments on surface facial characteristics associated with sex, race, or age.
In the present study, we used the 120 difficult pairs of faces (60 male and 60 female) presented to subjects in the previous study [3] . Half of the face pairs were of matched identity, (i.e., the target and probe images were of the same person), and half were non-match pairs (i.e., the target and probe images were of different people). As noted, face pairs were prescreened by a PCA of the aligned and scaled images before sampling for the human experiment. Difficult match pairs had similarity scores that were less than two stan-dard deviations below the match mean, (i.e., two dissimilar pictures of the same person). Difficult non-match pairs had similarity scores greater than two standard deviations above the non-match mean, (i.e., similar images of two different people).
Human estimates of face similarity
Humans judged the similarity of the 120 face pairs by rating each pair as follows, "1.) sure they are the same person; 2.) think they are the same person; 3.) don't know; 4.) think they are not the same person; 5.) sure they are not the same person." The ratings of 49 subjects on the 120 face pairs served as the human input data for the fusion analysis.
Algorithm estimates of face similarity
To participate in the FRGC uncontrolled illumination experiment, algorithm developers were asked to compute a matrix containing similarity scores between all possible pairs of 16,028 target images and 8,014 probe images. The resulting matrix, therefore, contained 128,448,392 similarity scores, each representing the likelihood that a target and probe images in the pair were of the same person. These matrices were scored by NIST and complete performance results for the algorithms are available elsewhere [1, 2] . For present purposes, the similarity scores for the 120 difficult face pairs presented to subjects were extracted from each of seven participating algorithms' similarity matrices. These scores served as the algorithms' input to the fusion analysis.
PLS fusion
Fusion was performed by partial least squares (PLS) regression, a statistical technique that generalizes and combines features from principal component analysis and multiple regression [8, 9] . The technique is used to predict a set of dependent variables from a set of independent variables (predictors). Though less known in the pattern recognition literature, PLS is widely used in chemometrics, sensory evaluation, and neuroimaging data analysis, (cf. [9] ).
The predictors for the present study were the human-and algorithmgenerated similarity scores for the 120 pairs of face images. We define this more specifically in the context of particular fusion analyses. The dependent variable was the match status of the face pair (i.e., same versus different person). with match pairs assigned a value of 1 and non-match pairs a value of −1. PLS regression gives a set of orthogonal factors, sometimes called latent vectors, from the covariance matrix of predictors and dependent variables. These can be used to predict the dependent variable(s), by appropriately weighting the predictors. This set of weights is called B pls in the PLSregression literature [8, 9] .
The predictive power of a PLS solution is assessed generally with crossvalidation techniques such as a bootstrap or jackknife procedure. All factors, or only a subset of them, can be used to compute the prediction of the dependent variable(s), which are obtained as a weighted combination of the original predictors given by B pls . The larger the number of factors kept, the better the prediction of the "learning set" but, in general, a smaller number of factors is optimal for robust prediction (i.e., for test set predictions).
Results

Baseline Human Performance
We first assessed the baseline performance of individual humans in a way that is comparable with the output of the fusion test. Accuracy in the fusion test is given as the error rate for match status classifications determined in a jack-knife procedure. As noted, humans rated each pair of faces on a 5-point scale varying from "sure the same person" to "sure different people". Given that one of the possible human responses was "don't know", we computed the number of errors in two ways by: a.) assigning the "don't know" to a match response; and b.) assigning the "don't know" response to a nonmatch response. We computed the number of errors for each subject in both ways and averaged these two values. Across all subjects, the human error rate averaged .141 (see column one of Table 1 ), indicating good, but not perfect performance. 
Fusing Individual Humans with All Algorithms
Next, we fused each individual with all seven algorithms using PLS. The purpose of this analysis was to assess the relative importance of algorithms when combined with individual humans. We also use the performance of this simulation as "best case" control for the individual human-algorithm fusions that follow.
A predictor matrix for the PLS was created for each of the 49 subjects as follows. Estimates of face similarity for the 120 face pairs from the human subject were combined in a column-wise matrix with the estimates taken from the seven algorithms for the same face pairs. A jack-knife procedure operated by deleting each of the face pairs in turn and computing the PLS on the remaining 119 pairs. Accuracy was measured as the number of correct classifications for the deleted, "left-out" face pairs. In all cases, jack-knife procedures tested the accuracy of human algorithm fusion with 1 through 5 factors PLS solutions. The optimal number of factors for the 49 subjects varied from 1 to 5, with a median of 1, and a mean of 1.36. For each subject, only the solution that yielded highest accuracy is reported.
Fusing individual humans with the seven algorithms cut the human error rate by more than a factor of two (cf., Table 1 ). For reference, the error rates for the individual algorithms from [7] appear in first column of Table 2 . As can be seen, the average error rate achieved by fusing individual subjects with the combination of expertise found in the seven algorithms is less than half of that achieved by the best algorithm.
To interpret the role of individual algorithms and humans in tbe fusion, we looked at the PLS-derived weights for combining similarity estimates in the PLS. These weights emerge from the PLS as a recipe for optimally combining algorithm and human similarity estimates to predict match status. Averaged across the 49 subject-based fusions, the strongest contributor to the fusion was the algorithm from Viisage Corporation [6] . This was followed by the algorithm from the New Jersey Institute of Technology (NJIT) [4] . Anonymous algorithms B and D also played a role in the fusion. The weights for humans were well below these algorithm weights indicating that the role of humans in the fusion was minor. In previous work [7] , we fused the average human with the seven algorithms and found that the human role in improving performance in the fusion was more substantial. Here we found that fusing individual subject performance with the seven algorithms and averaging the weights afterwards revealed a much smaller role for humans. This suggests that individual human performance may vary strategically and that particular person-tailored mixtures of individuals and algorithms may provide for better balance in human-machine fusions. This finding motivates the next Table 2 . Results compilation for human-algorithm fusions. The first column contains error rates obtained previously [7] for each algorithm operating alone. The human error rate from Table 1 appears at the top of the column for comparison. The second column shows the average error rates achieved by fusing individual humans with each of the seven algorithms. The percentage reduction in error rate from the individual algorithms to human-algorithm pair fusion appears in column 3.
Source
individual paired fusion % error rate error rate [7] error rate reduction analysis in which we fused all possible pairs of individual humans and individual algorithms.
Fusing Individual Humans and Individual Algorithms
The fusion was carried out as described previously, but this time combining each of the 49 subjects inidvidually with each of the 7 algorithms. By definition, only 1 and 2-factor solutions are possible, and so we carried out a pretest of all human-model combinations using PLS to determine the optimal number of factors for each pairing. In what follows, only the better of these two solutions is analyzed. The average performance for the best pair-wise fusion between individual human subjects and algorithms appears in column 3 of Table 1 . Performance for this fusion is reduced only slightly from the performance we found when combining individuals with all seven algorithms. This indicates that the performance of pair-wise fusions can come close to that achieved by fusing humans with all available algorithm experitise. For reference, the average performance of possible pairs of human-algorithm fusions was 0.111, indicating that the best pair-wise fusions were substantially better than the overall average of paired-fusions. This suggests that human-machine fusions are not all equally beneficial.
We note also that in previous work [7] , fusing the 7 algorithms (without humans) produced an error rate of .059. This is comparable to the error rate of individual humans fused with the seven algorithms, but is substantially larger than the near-zero error rate achieved when fusing the average human with the 7 algorithms [7] .
Overall, the NJIT algorithm [4] produced the best performance when paired with individual human subjects. Forty of the 49 subjects produced their best fused performance with this algorithm. An additional 8 subjects paired best with Carnegie Mellon University's algorithm [5] and one person paired best with Algorithm B. That said, when comparing the performance of the algorithms individually (column 1 of Table 2 ) with the performance of the paired human-algorithm fusions (column 3 of Table 2 , the error rate reductions are remarkable(column 4 of Table 2 shows percentage error rate reductions for the seven algorithms). On average, the error rate is reduced by 47 percent. Clearly, much of this improvement comes from the reduction of error rate for lesser performing algorithms. It bears noting, however, that even with the large error rate reductions, the average performance of a human alone is only slightly worse than the paired fusions for the lesser performing algorithms. Given that the paired fusions are worthwhile only when they better the error rates of the algorithm or human operating alone, the pairwise fusions of CMU [6] and NJIT [4] are the most promising candidates for fusion.
Finally, the balance of man and machine input in these fusions can be assessed by looking at the PLS-derived weights for the pairwise fusions. These are displayed in Table 3 , with the PLS-derived weights for the human and algorithm scores in the first and second columns, respectively. The proportion of human contribution to these fusions is given in column 3. The human contribution varies from a minimum of .0439 for Viisage [6] to almost complete dominance for anonymous algorithms A and C. Notably, the man-machine balance varies widely with the algorithm.
Discussion
In most security applications, the use of face recognition algorithms is under the supervision of a human operator. Previous studies indicate that the performance of algorithms can compete with humans in some cases [3] . The accuracy of individual humans and individual algorithms, however, can be quite variable. In these cases, the question of whether algorithms or humans perform more accurately may be less important than understanding how particular man-machine combinations perform.
In this study, we fused individual algorithms and individual humans and show that these pairwise fusions performed substantially better than the algorithms operating alone. This suggests that humans can contribute, through fusion, to better face recognition performance. One caveat, however, is that these pairwise fusions must compete, not only with the performance of the algorithm alone, but with the performance of the human alone. From this perspective, pairwise fusions compete with both humans and algorithms only for the best performing algorithms. Finally, we show that it is important to combine human and algorithmgenerated responses in quantitatively precise ways to improve performance optimally. The strong variability in man-machine balance we found across the 7 algorithms illustrates the importance of considering algorithms and humans as individuals.
