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Abstract
Quantum Phase Transition (QPT) is a phase transition between
different quantum states by adjusting some control parameters. Based
on the Principle of Hamilton Dynamics (PHD) and the Principle of La-
grangian Dynamics (PLD), a general QPT model is established. Also,
a definition of QPT is given. The important point is that the QPT
model is applied to Bose-Einstein Condensate (BEC) and the corre-
sponding bifurcation solutions (i.e., the quantum states) are obtained
by using steady state bifurcation theory.
keywords
Quantum Phase Transition, Quantum Hamilton System, Steady State
Bifurcation Theory, Bose-Einstein Condensate.
1 Introduction
It is well known that Quantum Phase Transition (QPT) is an important
topic in condensed matter physics. The QPT is a phase transition between
different quantum states by varying some control parameters, such as mag-
netic field or pressure. In particular, the first experiment related to QPT
was performed by Anderson, Ensher, et al. [2] and Davis, Mewes, et al. [5] for
Bose-Einstein Condensate in 1995. Since then, more quantum phase tran-
sitions were discovered including the ferromagnetic transition in 1996 [3],
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†Email:davidlee1234@163.com.
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the experiment on ultra cold atoms in optical lattices in 2002 [6], and the
experiment on crystals of CoNb2O6 by Coldea and collaborators in 2010 [4].
Notice that the classical definition of QPT originates from some physical
experiments. In general, the main characters of the classical definition of
QPT are described in the following three aspects.
(1) The QPT occurs near the temperature of absolute zero;
(2) The QPT is accessed by varying some non-thermal physical parameters
such as chemical composition or pressure;
(3) The QPT occurs as a result of competing quantum states by quantum
fluctuations.
In nature, it is known that there are two different kinds of phase transi-
tions including the thermal phase transition and the quantum phase transi-
tion (QPT). The thermal phase transition (i.e. equilibrium phase transition)
occurs in the dissipative system. In this paper, we consider QPT as the phase
transition in an energy conservation quantum system basing on the following
properties:
(1) QPT is the transition between different quantum states, which are the
macroscopic performances caused by collective quantum behavior. As
a matter of fact, the quantum state can be considered as the quan-
tum behavior of a single particle or several particles, which can be
characterized by a family of wave functions,
ψ = (ψ1, ψ2, · · · , ψk), (1.1)
where ψ is a complex function
ψj = ψ
1
j + iψ
2
j , 1 ≤ j ≤ k. (1.2)
For example, the quantum state is characterized by a single wave func-
tion ψ in the scalar Bose-Einstein Condensate, and the quantum state
is characterized by three wave functions ψ = (ψ−1, ψ0, ψ1) in the spinor
Bose-Einstein Condensate.
(2) Based on the quantum mechanics theory, the system is characterized
by a Hamiltonian H(ψ, λ) with the wave function ψ satisfying the
following Scho¨rdinger equation,
i~
∂ψ
∂t
=
δH(ψ, λ)
δψ∗
, (1.3)
where ~ is the Plank constant, i is the imaginary unit, λ is the con-
trol parameter, H(ψ, λ) is the total energy of the system, ψ and its
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conjugate ψ∗ are given by (1.1)-(1.2). Moreover, (1.3) equals to the
following equations by the Quantum Hamilton System Theory in [14].
∂ψ1i
∂t
=α
δH(ψ, λ)
δψ2i
,
∂ψ2i
∂t
=− α
δH(ψ, λ)
δψ1i
.
(1.4)
where α is a constant. Since (1.4) is the Hamilton equation used to
describe an energy-conservation system, we consider QPT as the phase
transition in the energy-conservation quantum system,
The rigorous theory of equilibrium Phase Transition has been established
by T. Ma and S. Wang in [13], such as the dynamic phase transition theory
in PVT systems in [11] and the dynamic phase transitions for ferromagnetic
systems in [12]. As we know, there is little mathematical theory related
to QPT. The main objective of this paper is to establish a general QPT
model based on two fundamental physical principles, which are Principle of
Hamilton Dynamics (PHD) and Principle of Lagrangian Dynamics (PLD)
in [14]. Furthermore, a definition of QPT is given. Due to the mathematical
definition in our paper, it is clear to see that the quantum states are the
bifurcation solutions in the QPT model. Therefore, the bifurcation theory
can be applied to study QPT. Finally, the bifurcation solutions (quantum
states) in the scalar BEC are obtained due to steady state bifurcation theory.
This article is organized as follows. In section 2, we will introduce two
physical principles: PHD and PLD. We also introduce the steady bifurcation
theory, which is a basic mathematical tool to study QPT. Section 3 devotes
to establish a general model for QPT based on PHD and PLD, to give a
definition for QPT. In section 4, we study the QPT in the scalar BEC and
describe some physical conclusions of QPT in section 5.
2 Preliminaries
2.1 Fundamental principles of physical system
Energy conservation is a universal law in physics, which implies that the
Principle of Hamilton Dynamics (PHD) is a universal principle to describe
all the conservation physical systems. In other words, the PHD in classical
mechanics can be generalized to all energy conservation physical fields, which
is shown as follows.
Lemma 2.1. (Principle of Hamilton Dynamics [14]) For any con-
servation physical system, there are two sets of state functions
u = (u1, · · · , uN ), and v = (v1, · · · , vN ),
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such the energy density H is a functional of u and v:
H = H(u, v, · · · ,Dmu,Dmv), m ≥ 0.
The Hamiltonian (total energy) of the system is
H(u, v) =
∫
Ω
H(u, v, · · · ,Dmu,Dmv)dx, Ω ⊂ R3,
provided that the system is described by continuous fields. Moreover, the
state function u and v satisfy the equations
∂u
∂t
= α
δH
δv
,
∂v
∂t
= −α
δH
δu
,
where α is a constant.
The Principle of Lagrangian Dynamics in classical mechanical system
can be generalized to all physical motion systems, which is stated as follows
Lemma 2.2. (Principle of Lagrangian Dynamics [14]) For a physical
motion system, there are functions
u = (u1, u2, · · · , uN ),
which describe the states of this system, and there exists a functional of u,
given by
L(u) =
∫
Ω
L(u,Du, · · · ,Dmu)dx,
then the state functions of this system satisfy the variational equation as
follows:
δL(u) = 0.
The functional L is called the Lagrange action, and L is called the Lagrange
density.
2.2 Steady state bifurcation theory
In order to obtain the bifurcation solutions, we need to introduce the steady
state bifurcation theory, which was established by Ma and Wang in [9], [10].
Let X1 and X be two Hilbert Spaces, and X1 ⊂ X be a dense and com-
pact inclusion. Consider a parameter family of nonlinear operator equations
Lλu+G(u, λ) = 0, (2.1)
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where Lλ : X1 → X is a completely continuous field, and
G(u, λ) = o(‖u‖) (2.2)
is a Cr mapping depending on the parameter λ. Let the eigenvalues(counting
multiplicity) of Lλ be given by {β1(λ), β2(λ), · · · } with βi(λ) ∈ R
1(1 ≤ i ≤
m) such that
βi(λ)

< 0, if λ < λ0,
= 0, if λ = λ0, ∀1 ≤ i ≤ m,
> 0, if λ > λ0,
(2.3)
βj(λ0) 6= 0, for all ∀ j ≥ m+ 1. (2.4)
According to the spectral decomposition theory in [10], let {ω1(λ), ω2(λ),
· · · } be the generalized eigenvectors corresponding to {β1(λ), β2(λ), · · · }, and
Eλ1 = span{ω1(λ), ω2(λ), · · · , ωn(λ)}, then near λ = λ0 the space X1 can be
decomposed into the following direct sum
X1 = E
λ
1 ⊕ E
λ
2 , (2.5)
where Eλ2 is the complement of E
λ
1 .
Now, we give the Lyapunov-Schmidt procedure. For any λ near λ0, the
linear operator Lλ can be decomposed into Lλ = L
1
λ ⊕ L
2
λ such that
L1λ = Lλ |Eλ
1
: Eλ1 → E
λ
1 ,
L2λ = Lλ |Eλ
2
: Eλ2 → E˜
λ
2 .
Thus, near λ0, (2.1) can be equivalently written as
L1λv1 + P1G(v1 + v2, λ) = 0, (2.6)
L2λv2 + P2G(v1 + v2, λ) = 0, (2.7)
where P1 : X → E
λ
1 and P2 : X → E˜
λ
2 are the canonical projections,
u = v1+v2, v1 ∈ E
λ
1 and v2 ∈ E
λ
2 . From (2.4), L
2
λ is a linear homeomorphism
near λ0. By the implicit function theorem in [10], there exists a solution v2 =
f(v1, λ) of (2.7), which is called center manifold function. Then bifurcation
equation (2.1) degenerate to the following equation
L1λv1 + P1G(v1 + f(v1, λ), λ) = 0. (2.8)
where v1 ∈ E
λ
1 and dimE
λ
1 = m <∞.
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3 Quantum Phase Transition(QPT)
3.1 The general model for QPT
Note that QPT occurs in a physical motion system. By the Lemma 2.2, the
Lagrange action of this system can be
L(ψ,ψ∗) =
∫ T
0
∫
Ω
L(ψ,ψ∗)dxdt, (3.1)
where ψ = ψ1 + iψ2 is the wave function and ψ∗ is the complex conjugate
of ψ.
Furthermore, we get the variational equation as follows
δ
δψ∗
L(ψ,ψ∗) = 0. (3.2)
From [14], the Lagrange action of a quantum system with Hamiltonian
H(ψ,ψ∗, η) is given by
L(ψ,ψ∗) = i~ψ∗
∂ψ
∂t
−H(ψ,ψ∗, η), (3.3)
where H(ψ,ψ∗, η) =
∫
ΩH(ψ,ψ
∗, η)dx and η is a parameter.
Combing (3.2) and (3.3), we have
i~
∂ψ
∂t
−
δH(ψ,ψ∗, η)
δψ∗
= 0. (3.4)
According to [14], the QPT system is energy conservation. From the
Lemma 2.1, (3.4) is equivalent to
∂ψ1
∂t
=α
δH(ψ,ψ∗ , η)
δψ2
,
∂ψ2
∂t
=− α
δH(ψ,ψ∗ , η)
δψ1
,
(3.5)
where ψ = ψ1 + iψ2 and α is a constant.
Owing to the basic theory in quantum physics [4], the wave function ψ
in an energy-conservation quantum system can be given as
ψ(x, t) = e−iλtϕ(x), (3.6)
where λ = E
~
, ϕ(x) is a complex function of x ∈ Ω, and H(ψ,ψ∗, η) =
H(ϕ,ϕ∗, η).
From (3.4) and (3.6), we get
δH(ϕ,ϕ∗, η)
δϕ∗
= Eϕ = hλϕ, (3.7)
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where E is the total energy, η is the control parameter. Meanwhile, it is
obvious that (3.7) is independent of time.
Based on the quantum mechanics theory, the quantum system is de-
scribed by (3.7) with a constraint condition as follows:
H(ϕ,ϕ∗, η) = min∫
Ω
|ϕ˜|2dx=const.
H(ϕ˜, ϕ˜∗, η), (3.8)
which is a physical requirement. The equation (3.7) under the constraint
condition (3.8) is the general model to study the quantum phase transition.
Without loss of generality, we impose the following Dirichlet boundary
value condition
ϕ = 0 on ∂Ω. (3.9)
3.2 Definition of QPT
Now, we give the definition of QPT.
Definition 3.1. Let Γ be an energy-conservation quantum system described
by (3.7) with (3.9). We say quantum phase transition occurs at η = ηc in
system Γ provided that some new quantum states appear around the critical
point η = ηc of (3.7) with (3.9), see Figure 1.
Figure 1: The graph of definition 3.1.
Remark 3.2. In view of mathematics, it is clear to see that the new quan-
tum states are the bifurcation solutions of (3.7) with (3.9). So, we give the
equivalent definition as follows. Let ϕ0(η) be a quantum state of Γ with
(3.9), i.e., ϕ0(η) is a solution of (3.7) with (3.9). We say quantum phase
transition occurs at η = ηc in Γ provided that a new solution ϕ1(η) bifurcates
from (ϕ0(η), ηc). Hence, the bifurcation theory can be applied to study the
quantum phase transitions.
4 Application
4.1 Bose-Einstein Condensate
A Bose-Einstein condensate (BEC) is a state of matter of a dilute gas of
bosons cooled to temperatures very close to absolute zero. Under such con-
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ditions, a large fraction of bosons occupy the lowest quantum state, at which
point macroscopic quantum phenomena become apparent.
In our paper, the interaction between bosons is ignored, the Gross-
Pitaevskii equation (GPE) provides a relatively good description of the be-
havior of atomic BEC’s (see [15]), which is shown as follows
i~
∂ψ
∂t
= −
~
2
2m
∆ψ + V (x)ψ + g|ψ|2ψ, (4.1)
where m is the mass of the bosons, V (x) is the external potential, ψ is a
complex wave function, g represents the inter-particle interactions(if g < 0,
particles in this system attract each other, if g > 0, particles in this system
repel each other), note that Ω ⊂ R3 is a bounded region.
In addition, without the loss of generality, let
V (x) =
{
0, if x /∈ Ω,
β, if x ∈ Ω,
(4.2)
where β 6= 0. The Hamilton energy of (4.1) is given by
H(ψ,ψ∗β) =
∫
Ω
[
~
2
4m
|∇ψ|2 + β|ψ|2 +
1
2
g|ψ|4
]
dx. (4.3)
Hence, the general model (3.7) for BEC is obtained, which is given as −
~
2
4m
∆ϕ+ (β − ~λ)ϕ+ gϕ3 = 0, x ∈ Ω,
ϕ = 0, x ∈ ∂Ω,
(4.4)
where ϕ is a complex function of x, β is the control parameter of this system,
λ = E
~
and g 6= 0 is a given constant.
Physically speaking, (4.4) has a constraint condition
N =
∫
Ω
|ψ|2dx = const., (4.5)
where ψ(x, t) = e−iλtϕ(x) is the wave function of BEC, |ψ|2 is interpreted
as the particle density.
Remark 4.1. Note that ψ = ψ1+ iψ2, the Hamilton equation of this system
can be written as
~
∂ψ1
∂t
=
δH
δψ2
= −
~
2
2m
∆ψ2 + (β + g|ψ|
2)ψ2,
~
∂ψ2
∂t
= −
δH
δψ1
=
~
2
2m
∆ψ1 − (β + g|ψ|
2)ψ1,
which equals to (4.1), hence the system (4.1) is a Quantum Hamilton System.
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4.2 QPT in BEC
Let Ω ⊂ R3 be a bounded region.
X = L2(Ω), X1 = H
2(Ω) ∩H10 (Ω). (4.6)
Define the linear completely continuous field Lβ : X1 → X
Lβ = −
~
2∆
4m
− ~λ+ β. (4.7)
Let {ek} be a basis of X1, ek and ξk satisfy the following equations
−∆ek = ξkek,
ek = 0 on ∂Ω,∫
Ω e
2
kdx = 1,
(4.8)
here ξk is the k-th eigenvalue of −∆, 0 < ξ1 ≤ ξ2 ≤ · · · , and ek is the
eigenvector of −∆ corresponding to ξk.
For simplicity, we denote
αk =
∫
Ω
e4kdx, (4.9)
γk(β) =
~
2
4m
ξk − ~λ+ β. (4.10)
Now, we give the following theorem, which is a characterization of BEC by
regading the external potential β as the control parameter.
Theorem 4.2. Let the external potential β 6= 0 be a control parameter of
(4.4). Then the following conclusions of (4.4) hold.
(1) There is a family of quantum critical points βk:
βk = −(
~
2ξk
4m
− ~λ), k = 1, 2, · · · (4.11)
where m is the mass of the bosons, ξk is defied by (4.8), λ =
E
~
(E is
the total energy, ~ is the Plank constant).
(2) If g > 0, then there are two nontrivial solutions ψ±k bifurcates from
(0, βk)(k=1,2,· · · ) when β < βk, which represent new quantum states.
(3) If g < 0, then there are two nontrivial solutions ψ±k bifurcates from
(0, βk)(k=1,2,· · · ) when β > βk, which represent new quantum states.
(4) The nontrivial solutions ψ±k are expressed as follows:
ψ±k (x, t, β) =
[
±
√
−γk(β)
gαk
ek + o(|β − βk|)
]
e−iλt, k = 1, 2, · · ·
(4.12)
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Proof. The eigenvalues (counting multiplicity) {γ1(β), γ2(β), · · · } of (4.4) are
given by (4.10).
It is easy to check that
γk(β)

< 0, if β < βk,
= 0, if β = βk,
> 0, if β > βk,
(4.13)
γj(βk) 6= 0, for all j 6= k. (4.14)
where βk is defined by (4.11). Due to the γk(β) is single multiple, (ϕ, β) =
(0, βk) is a bifurcation point of (4.4) for each k by the classical Krasnoselskii
Theorem [?]. Set
G(ϕ, β) = gϕ3. (4.15)
It is easy to see that the equation (4.4) is equivalent to the following form:{
Lβϕ+G(ϕ, β) = 0, x ∈ Ω,
ϕ = 0, x ∈ ∂Ω,
(4.16)
Notice that E1 = span{ek} and
X1 = E1 ⊕ E2. (4.17)
Let Lβ = L
1
β + L
2
β,
L1β = Lβ|E1 : E1 −→ E1, (4.18)
L2β = Lβ|E2 : E2 −→ E˜2, (4.19)
Let P1 : X1 → E1 be the canonical projection, and
ϕ = ϕ1 + ϕ2, (4.20)
where ϕ1 ∈ E1 and ϕ2 ∈ E2, and ϕ1 = xkek. Due to the Lyapunov-Schmidt
reduction procedure [10], the reduction bifurcation equation of (4.4) without
center manifold function is obtained as follows
L1βϕ1 + P1G(ϕ1, β) = 0. (4.21)
Hence, we have
γk(β)xk + gαkx
3
k = 0, (4.22)
where
αk =
∫
Ω
e4kdx 6= 0. (4.23)
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The bifurcation solutions around the critical points βk are obtained in two
cases g > 0 and g < 0.
First, we prove the case that g > 0.
If β < βk(i.e. γk(β) < 0), there are two nontrivial solutions x
±
k (β) of
(4.22) as follows
x±k (β) = ±
√
−γk(β)
gαk
. (4.24)
Then there are two new quantum states
ϕ±k (x, β) = ±
√
−γk(β)
gαk
ek + o(|β − βk|), (4.25)
bifurcate from (0, βk) when β < βk. Thus, the conclusion (2) is proved.
It is clear that g < 0 is similar to the case g > 0. Then the conclusion
(3) is also proved. By (3.6), we have
ψ±k (x, β, t) = ϕ
±
k (x, β)e
−iλt. (4.26)
The proof is complete.
Remark 4.3. Notice that g > 0 represents the particles repel each other,
the two bifurcation solutions ψ±k imply that two new quantum states ψ
±
k may
occur around the critical point βk when β < βk. However, g < 0 represents
the particles attract to each other, the two bifurcation solutions ψ±k imply
that two new quantum states ψ±k may occur around the critical point βk
when β < βk.
In order to obtain some important properties of BEC, we only consider
Ω = [0, L] ⊂ R1. The main Theorem is shown as follows.
Theorem 4.4. Let Ω = [0, L] ⊂ R1 and g > 0. For the quantum system
(4.4), then we have the following conclusions:
(1) Let βi and βj(i 6= j) be two different bifurcation points. Let the non-
trivial solution ϕk(x, β) bifurcates from (0, βk) (k = i, j), then there
doesn’t exit θ ∈ R, such that
ϕi(x, θ) = ϕj(x, θ). (4.27)
Namely, the two bifurcated branches, Γi bifurcates from (0,βi) and Γj
bifurcates from (0,βj), don’t intersect.
(2) if βj+1 < β < βj(j = 1, 2, · · · ), then there exit at least 2j new quantum
states ϕ(β) in BEC system (4.4).
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Proof. (1) Suppose on the contrary that there exits a point θ ∈ R, such that
ϕi(x, θ) = ϕj(x, θ)(i 6= j). (4.28)
Without loss of generality, we only consider ϕi(x, θ) and ϕi+1(x, θ). For
simplicity, we consider ϕ1(x, θ) and ϕ2(x, θ) with,
ϕ1(x, θ) = ϕ2(x, θ). (4.29)
From Theorem 3.1, we have
ϕ1(x, β) =
√
−γ1(β)
gα1
sin
(
πx
L
)
+ o(|β − β1|), (4.30)
ϕ2(x, β) =
√
−γ2(β)
gα1
sin
(
2πx
L
)
+ o(|β − β2|), (4.31)
When |β − β1| is small enough, the graph of ϕ1(x, β) is shown as follows.
Figure 2: The graph of ϕ1(x, β) with |β − β1| ≪ 1.
When |β−β2| is small enough, the graph of ϕ2(x, β) is shown as follows.
Figure 3: The graph of ϕ2(x, β) with |β − β2| ≪ 1.
If the assumption (4.29) holds, there exits a continuous function
H : X1 × [0, 1]→ X1, (4.32)
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such that  H(ϕ, 0) =
√
−γ1(β)
gα1
sin(pix
L
),
H(ϕ, 1) =
√
−γ2(β)
gα1
sin(2pix
L
),
(4.33)
where X1 is defined by (4.6).
It follows that the solution ϕ2(x, β) in Figure 2 is continuously deformed
to the solution ϕ1(x, β) in Figure 1.
Next, we consider the following three cases.
Case 1. There exists a point β0, an interval (ℓ1, ℓ2) ⊂ [0, L], a point
x0 ∈ (ℓ1, ℓ2), a point δ ∈ (0, 1), and ϕ(x, β0) satisfies
ϕ(x, β0) = H(ϕ, δ),
ϕ(ℓ1, β0) = ϕ(ℓ2, β0) = 0,
ϕ(x0, β0) = 0,
ϕ(x, β0) ≤ 0, ∀x ∈ (ℓ1, ℓ2),
(4.34)
which implies the graph of ϕ(x, β0) is shown as follows:
Figure 4: Figure of (4.34).
Moreover, ϕ(x, β0) satisfies the following equation{
− ~
2
4m ϕ¨+ β0ϕ− ~λϕ+ gϕ
3 = 0, x ∈ (ℓ1, ℓ2),
ϕ(ℓ1, β0) = ϕ(ℓ2, β0) = 0.
(4.35)
It is obvious to see that
~
2
4m
ϕ¨− β0ϕ− ~λϕ = gϕ
3 ≤ 0, x ∈ (ℓ1, ℓ2). (4.36)
By the maximum principle [7], we have
ϕ(x, β0) < 0, ∀x ∈ (ℓ1, ℓ2), (4.37)
which is a contradiction.
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Case 2. There exists a point β0, an interval (ℓ1, L] ⊂ [0, L], a point
δ ∈ (0, 1), and the solution ϕ(x, β0) satisfies
ϕ(x, β0) = H(ϕ, δ), ∀x ∈ (0, L]
ϕ(x, β0) = 0, ∀x ∈ (ℓ1, L],
ϕ(x, β0) ≥ 0, ∀x ∈ [0, ℓ1),
(4.38)
which is shown in the Figure 5
Figure 5: Figure of (4.38).
Then we have
~
2
4m
ϕ¨− β0ϕ− ~λϕ = gϕ
3 ≥ 0, ∀x ∈ [0, L]. (4.39)
From the maximum principle [7] , we have
ϕ(x, β0) > 0, ∀x ∈ [0, L], (4.40)
which is a contradiction.
Case 3. There exits an interval (ℓ, L] ⊂ [0, L], and a continuous function
δ = δ(β), 0 < δ < 1, such that
ϕ(x, β) = H(ϕ, δ(β)),
ϕ(x, β) ≤ 0, ∀x ∈ (ℓ, L].
ϕ(x, β) ≥ 0, ∀x ∈ [0, ℓ).
ℓ→ L, as ϕ2 → ϕ1.
ϕ(x, β)→ 0 as ϕ2 → ϕ1, x ∈ (ℓ, L],
(4.41)
which is shown in the following Figure 6:
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Figure 6: Figure of (4.41).
Let Λ = (ℓ, L]. Consider the equation (4.4) depending on Λ, −
~
2
4m
∆ϕ+ (β − ~λ)ϕ+ gϕ3 = 0, x ∈ Λ.
ϕ = 0, on ∂Λ.
(4.42)
Then we have
−
~
2
4m
∆ϕ− ~λϕ+ gϕ3 = −βϕ, x ∈ Λ. (4.43)
By the application of Poincare inequality, it is easy to see that
− β ‖ ϕ ‖2L2=< −βϕ,ϕ >L2
=< −
~
2
4m
∆ϕ− ~λϕ+ gϕ3, ϕ >L2
=
∫
Λ
[
~
2
4m
(∇ϕ)2 − ~λϕ2 + gϕ4
]
dx
≥
C
L− ℓ
∫
Λ
ϕ2dx.
(4.44)
It is shown that
−β ≥
C
L− ℓ
→∞ as ϕ2 → ϕ1, (4.45)
which contradicts against β <∞. The proof of (1) is complete.
(2) First, we prove that there doesn’t exist a point β0 ∈ R, such that
ϕ(x, β)→∞, as β → β0 (4.46)
for any bifurcation solution ϕ(x, β) of (4.4).
Suppose on the contrary that there exits a point β0 ∈ R and a bifurcation
solution ϕ(x, β), such that
ϕ(x, β)→∞, as β → β0. (4.47)
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Let I = (β0 − δ, β0 + δ) be a neighborhood of the point β0, and
Q(ϕ, β) = −
~
2
4m
∆ϕ+ βϕ− ~λϕ+ gϕ3. (4.48)
Then we have
< Q(ϕ, β), ϕ >L2
=< −
~
2
4m
∆ϕ+ βϕ− ~λϕ+ gϕ3, ϕ >L2
=
∫
I
[
~
2
4m
(∇ϕ)2 + (β − ~λ)ϕ2 + gϕ4
]
dx
≥
∫
I
[(β − ~λ)ϕ2 + gϕ4]dx→∞, as |ϕ| → ∞.
(4.49)
Since ϕ is a solution of (4.4), we have Q(ϕ, β) = 0, i.e.,
< Q(ϕ, β), ϕ >L2= 0, (4.50)
which contradicts against (4.49). So, (4.46) holds.
Combining conclusion (1), (4.46) and the global Rabinowitz bifurcation
theorem in [16], it is easy to see that ϕ(β) is continuous dependence on
β → −∞. The proof is complete.
5 Physical conclusions
From the Theorem 4.4, we have the following two properties of the scalar
BEC:
• There is a series of quantum critical points {βk}
∞
k=1 in (4.4);
• The number of quantum states in (4.4) increases as βk → −∞. Specif-
ically, if βk+1 < β < βk, then there exit at least 2k (k ≥ 1) nontrivial
quantum states in BEC system (4.4), see Figure 7.
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Figure 7: QPT for BEC
Moreover, we summarize the following general properties of the QPT.
• The QPT system is characterized by the QPT model (3.7), and there is
a series of quantum critical points in the QPT systems, such quantum
critical points are bifurcation points of (3.7). The new quantum states
appear around the quantum critical points, which are the bifurcation
solutions of (3.7);
• The number of quantum states increases as the control parameter be
adjusted in (3.7), specifically, we may predict that the the number of
quantum states in (3.7) become more and more as βk → −∞.
In addition, these properties will play an important role in understanding
the QPT and interpreting the corresponding experiments. The important
point is that these general properties will make some important predictions
which can be verified by the physical experiments.
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