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SUMMARY
This study is concerned with the problems of valuation
of time and the estimation of models of modal choice. Follow¬
ing a survey of the value of time literature, a behavioural hy¬
pothesis is developed which forms the basis of the modal choice
model to be estimated. This model is then set in the context
of the theory of consumer demand. The data used in the estima¬
tion of this model is derived from the Edinburgh Glasgow Area
Modal Split Study; the objectives, operations and results of
this survey effort are described, and the development of the
data base is outlined. It is a feature of this study that some
novel collection methods were used, notably in the questionnaire.
The estimation procedures which may be used to estimate binary
choice models are compared statistically and logit analysis is
selected for estimating the model. The content of the model
was found to differ greatly from the models estimated for com¬
muters, and the income stratification was discovered to modify
the models considerably. A value of time was derived, but only
from a sub-optimum model. This value is higher than the
values derived from commuting studies. No value of time could
be derived for the separate income groups. The major conclu¬
sion is that the use of models built for commuters in other
situations is not a justifiable procedure.
Chapter 1
1.1 Introduction
This study is concerned with the analysis of the time fac¬
tor in transport investment, that is, with the evaluation of the
time which people spend travelling. In order to understand why
such a study should be undertaken, it is necessary to consider
two recent trends.
The first point to be noted is that methods of trans¬
port are becoming more and more sophisticated, with the result
that people are travelling more each year. This has been a
feature of society since the early Middle Ages, but it is clear
that the advent of the railways and the internal-combustion en¬
gine has accelerated the process. Moreover, since the second
world War, the continuing improvement of transport services,
and rising incomes for the majority have led to an even faster
increase in the amount of travel undertaken. Increasing in¬
comes and the popularity of the motor car have given rise to
the tendency for rail traffic to fall or remain constant, while
road traffic increases rapidly. Table 1.1 shows the relative
movements in the volume of traffic by different forms of trans¬
port over the decade beginning in 1956.
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road network has led to increased investment in the road system
both by central and local government. Table 1.2 shows the
rapidity with which this investment has grown.
This increase in the amount of investment undertaken by
the government and other non-profit making organisations was
also to be noted in other fields, for example, flood control,
and the increasing governmental responsibility for investment
led to some concern over the establishment of priorities.
Since, by their very nature, the projects undertaken were not
subject to pricing in the market, difficulties arose over the
value of the products resulting from these investments. In an
attempt to solve this problem of investment appraisal, the
technique of Cost-Benefit analysis was developed.
Cost-Benefit analysis can be defined as an aid to
decision-making in the public sector; it is an attempt to make
economic assessments of projects for which the market mechanism
may not provide an optimum allocation of resources, as a result
of the difficulties of deciding who the beneficiaries are and
to what extent they benefit. This being the case, it is not
possible for private enterprise to undertake such projects since
the "product" cannot be sold in the normal way. The Cost-
Benefit analyst attempts to enumerate and evaluate benefits,
to whomsoever they may accrue, and costs by whomsoever they
TABLE 1.2A 4
Expenditure on Highways - Major Improvement and New Construction
Year Total
From Central Government Funds
' Trunk* Classified Unclassified Total
1955 14.0 n.a. n.a. n.a. n.a..
1956 23.5 8.2 6.9 - 15.2
1957 31.5 11.9 10.5 - 22.4
1958 60.5 32.7 15.3 - 47.9
1959 79.2 42.7 17.4 - 60.1
1960 81.7 38.9 22.1 0.5 61.5
1961 98.9 47.3 24.9 0.5 72.7
1962 118.4 66.7 27.1 0.3 94.1
1963 144.5 76.1 35.2 0.7 112.0
1964 182.6 102.3 40.6 0.7 143.6
1965 181.6 101.5 40.8 0.5 142.8
* Including Motorways
Sources: Annual Abstract of Statistics, 1967, Table 235 P. 195
Highway Statistics, 1966, Tables 28, 29(a) and 29 (b),
Pages 50, 51, 52
Table 1.2B 5
Expenditure on Highways - Major Improvement and New Construction
Year Total
From Local Authority Funds
Trunk* Classified Unclassified Total
1955 14.0 n.a. n.a. n.a. n.a.
1956 23.5 5.5 2.8 8.3
1957 31.5 6.5 2.5 9.1
1958 60.5 9.5 3.0 12.5
1959 79.2 00<d-i—II 4.2 19.0
1960 81.7 14.1 6.1 20.2
1961 98.9 19.2 6.9 26.1
1962 118.4 17.2 7.1 24.4
1963 144.5 23.3 9.2 32.5
1964 182.6 28.4 10.6 39.0
1965 181.6 30.0 8.8 38.8
* Including Motorways
Sources : Annual Abstract of Statistics, 1967, Table 235 P. 195
Highway Statistics , 1966, Tables 28, 29 (a) and 29 (b) ,
Pages 50, 51, 52
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may be payable. An agreed criterion is then used to make an
economic judgment on individual projects or to rank projects
according to their economic worth. The main aim of this type
of analysis is to reduce the random element of decision¬
making by providing the decision-maker with systematically
presented information.
The initial work in this field was carried out in the
United States in the field of water resource development , when
the problem of assigning and evaluating the costs and benefits
from government sponsored irrigation projects arose. It had
become clear that only an official agency could undertake the
construction of such projects, whereas the benefits, such as
protection from flooding, etc., accrued to many different
people. The technique of Cost-Benefit analysis was developed
in response to the difficulties of evaluating water resource
projects.
It was only a matter of time before this type of analy¬
sis was used to assess projects in the field of transport. It
could be used in particular to justify individual projects, or
more generally to choose between competing projects.
One problem that has proved intransigeant to Cost-
Benefit practitioners in the transport field is the question
of the value of travel time, or to be more precise, the value
7
of travel time saved. Several studies have shown that in Cost-
Benefit analyses of transport projects, such as roads and
bridges, time savings can account for, in the lowest estimate,
25 percent of total benefits,1 and, in the highest, more than
2
all other benefits. The benefits from a project are highly
sensitive to the value which is placed upon the time savings
in order to convert them to a money, and hence comparable,
basis. This study is concerned with the value which is placed
upon travel time savings.
1.2: The Aims of this Study
It is the aim of this study to examine the various meth¬
ods of evaluating time which have been suggested in the last
fifty years, and to assess their theoretical and practical
worth. The more important methods will then be compared us¬
ing data based on a survey of inter-urban transport in the
Central Lowlands of Scotland.
The procedure adopted will be to consider the historical
development of values of time, culminating with the new genera¬
tion of behavioural models. As a result of this examination,
xFoster and Beesley, (21)
2Coburn, et al., (12)
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the value of time will be defined in terms of traveller's choice
of travel mode. Since it will be demonstrated that most of the
behavioural work has been undertaken for commuting trips, the
primary aim of this study will be to extend the range of knowl¬
edge to include social/recreational trips of a greater length
than the typical commuting trips. Thus, the study will examine
trips made between Edinburgh and Glasgow and their respective
catchment areas, i.e., medium-range inter-city trips, and the
analysis will be restricted to trips whose purpose is neither
business travel nor the journey to work, i.e., mainly social
and recreational travel.
A subsidiary aim is to examine the methods of analysis
which may be used to estimate models of mode choice, and the
statistical properties of the main methods will be considered
before a choice is made.
Finally, it is the aim of this study to examine the ef¬
fects of income on mode choice models.
1.3; Plan for the Thesis
The thesis will follow the pattern outlined below:
Chapter 1:
The remainder of Chapter 1 will consider the historical
development of values of time.
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Chapter 2: The Development of the Model
This chapter will set out the behavioural hypothesis
which forms the basis of the model and will state the
assumptions which are necessary to the model. It will
examine the form of the relationship to be modelled
and will demonstrate the derivation of the value of
time.
Chapter 3: Behavioural Models and Economic Theory
This chapter will set the behavioural model of modal
choice in the frame-work of a generalised choice model,
based on utility theory. It will demonstrate the way
in which explanatory variables enter into a choice de¬
cision. Finally, it will examine the nature of the
value of time derived from the behavioural model.
Chapter 4: Variables and Variable Forms
In this chapter the variables to be included in the
model will be considered, with particular respect to
the forms and combinations of variables to be used.
Chapter 5; Data Collection
This chapter will describe the methods used and the
problems encountered in collecting the data.
Chapter 6; Th>t Data
This chapter will examine the data which has been collected.
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Chapter 7; Methods of Analysis
This chapter will examine the statistical properties of
the methods of analysis available for the estimation of
mode choice models. The methods are regression analy¬
sis, discriminant analysis, logit analysis, and probit
analysis.
Chapter 8: The Analysis
In this chapter, the results of the analysis will be
presented and discussed.
Chapter 9; Conclusions
1.4; Previous attempts to evaluate time
While the theoretical aspects of techniques like cost-
benefit analysis have been relatively well covered by econo¬
mists, the practical details have been left principally to
highway planners and traffic engineers, with the result that
the student in this field is obliged to extend his scope to
encompass the literature appropriate to these and related
fields.
In order to reduce the findings of such a literary
search to the more manageable proportions appropriate to this
study, the procedure of considering the methods used to evalu¬
ate time in chronological order has been eschewed as time-
11
consuming and tedious. Such a literature search has recently
been carried out by Haney (27). Thus a more direct procedure
has been adopted. The methods have been classified under a
number of sub-headings corresponding to the different approaches
to the subject. Each approach will be considered in general
terms and the more interesting and representative exponents
will be examined.
1.4.1; "Assumed" evaluations
Into this section fall all the evaluations which are
not based on empirical research but are usually presented as
being "a reasonable view" or "representative of current opin¬
ion". In fairness to their exponents it must be said that, in
the majority of cases, it is made quite clear that the suggested
valuation is an "assumed" valuation. In the absence of better
or more reliable information cost benefit analysts, realising
the importance of time savings, have felt obliged to invent
or "assume" a value for the time saved; moreover, in the hope
that their valuation will be widely accepted, they have, on
the whole, avoided extreme valuations. Nevertheless, the vari¬
ation between the different estimates has been considerable.
American estimates range from the U.S. Bureau of Public Roads
(1925); $3.00 per vehicle hour, to the American Association of
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State Highway Officials (1960): $1.55 per vehicle hour. These
valuations are from semi-official bodies, and the estimates of
individual researchers vary even more.
The majority of British analysts have avoided simply
assuming values for time saved. The approach of the Ml motor¬
way study in providing multiple estimates of benefits given
various evaluations of time savings is a clear improvement over
providing a single estimate, since, in the absence of an ac¬
cepted value, such a sensitivity analysis is useful to the
planner. Nevertheless, British analysts have assumed time
values and 2s. 6d. per hour was a common value in the late 1940's
and 1950's. The Road Research Laboratory in their publication
"Research on Road Traffic", (18), also recommended an assumed
valuation, calculated at 75% of the wage-rate.
This type of valuation is reminiscent of some of the
earliest attempts at valuation in which time was valued at the
wage rate, on the grounds that, if people sold their time at
that rate, they would be equally willing to buy time at the
same rate. This type of reasoning has, however, fallen out
of favour in more recent times, and valuers have usually as¬
sumed that a "reasonable" valuation should be less than the
wage rate. Valuation at the wage rate has been reserved for
working time saved, a procedure which is almost universally
13
accepted, while the controversy over leisure time still goes
on.
The idea that time should be valued at more than the
wage rate has never received popular currency, despite the fact
that the over-time rate is the rate which must be paid to in¬
duce people to give up their leisure time. This view is sup¬
ported by Bellis, (7). It is, however, true, that, as a re¬
sult of collective bargaining in the wages field the additional
payments received for overtime working may be considered as an
economic rent, generated by the power of the organized labour.
This argument is supported by the findings of empirical studies
which do not support the view that time spent in leisure pur¬
suits is, in fact, valued more highly than working time. More¬
over, as pointed out by Glassborough, (25), payment is made for
both time and effort, and, he claims, "little value is placed
on time and high price on effort."
When the U.S. Bureau of Public Roads recommended in 1925
that time be valued at $3.00 per vehicle hour, the absence of
data on the topic made this a justifiable procedure. Since
then, much work has been done in the field, and although no
^Cf. Harrison and Quarmby, (30), Section 1.1, and Harrison and
Taylor, (31) for a more comprehensive discussion of the valua¬
tion of working time saved.
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firm conclusions have yet been reached, it is arguable that it
is no longer justifiable to simply "assume" a value of time.
If such a judgement must be made, it should be made on the
basis of relevant empirical work, which is now available to
cover many situations.
1.4.2; Valuations based on operating costs and/or toll fees
In the early 1940*s H. Tucker, (79), reported two methods
which had been used to measure the value of time. The first was
based on the argument that, even if a car was held up in a
stream of traffic, the fixed operating costs still applied; if
the fixed cost per mile was multiplied by the average speed, a
cost per hour would be determined. This appears to be the first
attempt to introduce a valuation of time based on operating
costs, albeit a rather crude one. Tucker mentions it briefly
and then moves on to consideration of a method based on route
choices. It was noticed that drivers are sometimes willing to
take a route involving additional mileage in order to save
time. The value for time was calculated by calculating the
cost of the extra distance and dividing it by the time saved;
Value of time = (Mm 0 = operating cost per mile
t m = mileage
t = time
This approach was duplicated by Hennes (32), in 1956. A similar
method was developed by west, (86) , in 1946 after he noticed
that traffic was generated by the opening of a toll bridge.
His argument was that people were buying the time saved at the
price of the toll fee. The value of time, was therefore, cal¬
culable as follows:
Value of time = f f = toll fee
At t = time
The operating-cost method was modified in 1958 by
Vaswani, (81) who split the costs into highway costs and user
costs. (Unfortunately, from available information, it is not
possible to deduce exactly how these are defined.) The value
of time is then defined as the marginal rate of change of costs
per unit of time, and is expressed in terms of a differential
V = 3(H + U) H = Highway Costs
3t u = User Costs
In 1959 Dawson, (14), working with the Road Research
Laboratory, combined the operating-cost method and the toll
fee method, and developed a method in which operating costs
and toll fees jointly determined the value of time
V = f + Om (symbols as above)
At
This attempt to include various elements of total cost
was followed up by Cherniak, (10), in his analysis of travel im¬
pedances, which were represented in the following way:
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TC = OAm+VAt+Af+e TC= Total Costs
e = Residual impedances
The model is solved by the least squares method. In a similar
treatment by St. Clair and Lieder, (63), an allowance for com¬
fort and convenience was included for the first time. These
variables were measured by the number and amount of changes
in speed resulting from the route under consideration.
aTC = 0 Am + a a + a f + V At + w Ay
a = accident costs
y = speed changes
W = Value of discomfort and
inconvenience in S per
m.p.h. of speed change
Finally, this model was extended by Claffey, (11), who carried
out test runs on toll and free roads and collected data on
highway use, operating costs, toll costs, time, speed changes
and accident costs. The model:
Wgr = -e(OAra + Aa +Af + VAt + WAy) (e = a residual value)
can be used to evaluate the values for time and discomfort and
inconvenience by multiple regression methods.
The methods based on operating costs alone are subject
to two main objections. First, they assume that the driver is
aware of his operating costs and of the mileage involved in dif¬
ferent routes. It is by no means certain however, that motor¬
ists do in fact know what their operating costs are. While it
is likely that they take account of the costs of petrol, it is
argued that it is unlikely that they include wear and tear,
maintenance, taxes, insurance and depreciation, etc. (to the
extent that they are use-dependent) in their calculations.
It is also possible that, especially for short journeys,
motorists do not accurately perceive small differences in
mileages.
Second, this method of evaluating time depends heavily
on the assumption that motorists base their decisions exclu¬
sively on cost, time and mileage difference. While these
variables appear to be the most important influences on the
motorists' decision-making process, other factors such as
safety, convenience, or comfort should be taken into account.
The later attempts to build these factors into the
models are a definite improvement on their less sophisticated
predecessors. They are still based, however, on relatively
simple models and it is only in recent years that better
models have been developed.
1.4.3: Disaggregate Behavioural Models
The next set of models have been named disaggregate
behavioural models: they are disaggregate because they deal
with individuals and behavioural because they are concerned
18
with the behaviour of the individual, in contrast to the models
of the previous section which, although tested with the times
and costs of individuals, investigated the relationships be¬
tween non-behavioural variables.
The behavioural model attempts to explain the choice
behaviour of the individual and has usually considered choice
between travel modes or between travel routes. The model
seeks to explain the probability that a traveller will choose
a given mode in terms of a number of system and user charac¬
teristics. The system characteristics involve such variables
as the times and costs by the different modes and the user
characteristics comprise the socio-economic characteristics
of the traveller and his family. Such models have been
tested using a number of statistical techniques, most
notably regression analysis, discriminant analysis, probit
analysis and logit analysis. Having estimated the coefficients
of the model, it is possible to derive a value of time from a
ratio of the time and cost coefficients, which indicates the
change in one which is just sufficient to compensate for a
unit change in the other, leaving the choice probability un¬
changed. Such studies have been carried out by Stopher, (66),
(68), andQuarmby, (58), in the U.K. and by Lisco, (42),
Thomas, (75), and Warner, (82), in the U.S.A. It should be
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noted that the aim at this point is to present the study back¬
ground, location and aims; the theoretical aspects of each
study will be taken up in chapter 3. A description of each
study follows:
1.4.3.1: Stopher
Stopher's study began with a small scale survey of ad¬
ministrative and academic staff at University College,
London. It was intended to indicate the variables which should
be included in the model and to make an initial calibration.
The location was selected because it was close to central
London thus being well served by public transport and conven¬
ient to the radial routes into London. It was also useful
that the subjects displayed higher than average car ownership
features. The most important choice influencing variables
were found to be speed, convenience, cost and comfort and
since convenience and comfort could not be quantified, cost
and time were selected as variables to be included in the
model.
The model itself was intended to relate the choice be¬
tween car and public transport to the times and costs of the
journey by each mode. Time and cost differences were selected
as the most appropriate forms of the variables and the model
took the form:
20
P = A(C2 - C-^ + B(T2 - T1) + D
where P is the probability of choosing the car, C is the cost, T is
the time, 1 indicates a car variable and 2 indicates a public
transport variable. D is a constant term which expresses the
probability of using a car when the times and costs are equal
and will take the value 0.5 if the probability depends on time
and cost alone. Any departure from D = 0.5 indicates a bias
for or against the car on grounds other than time and cost,
possibly comfort and convenience. Reasonable correlation
coefficients were obtained from tests of the model and re-
substitution of the data reproduced the actual mode choices
with a high degree of accuracy. The model was retested using
a different set of data from a second work trip survey at
County Hall, the central office of the Greater London Council.
The subjects in this case were close to the average incomes
and car ownerships for the city and it was discovered that the
model did not perform as well. A breakdown into income groups,
however, revealed that, as was expected, the probability of
using the car varied with income. The model was therefore
generalised to take this factor into account and the coeffi¬
cients were expressed as functions of income.
Stopher's form of the model suffers from one serious
fault. Being a linear relationship, it is possible that large
positive or negative values of cost and time difference would
yield probabilities in excess of 1 or less than 0. In an at¬
tempt to yield a more behavioural and more mathematically sat¬
isfactory model than the original linear form, Stopher trans¬
forms the model into a simple logistic form, where P is equal
to eY and Y is a linear function of the various parameters,
TT^
1.4.3.2: Quarmby
Quarmby's work was based on a survey, carried out in
Leeds, England, of employees in a number of work places in the
central business district. These work places were chosen to
provide a reasonable spread of walking distances within the
central business district. Data was collected from the sub¬
jects on the journey which they had made on a given day and
detailed information on times and costs was collected where
possible. Time and cost were the only mode characteristics
involved in the analysis as Quarmby, like Stopher, felt that
variables of the comfort and convenience type were unquantifi-
able. Quarmby also included a number of variables reflecting
the socio-economic characteristics of the subject and his
household. Quarmby* s analysis proceeds by way of developing
the Beesley1 analysis into a discriminant analysis form and
"'"Beesley, (6) .
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he derives the basic model form of z = A
^ + ^ X 2+ +
AjjXn where z is the relative disutility of the public trans¬
port mode, xi are weighting coefficients and xi are relative
measures of factors such as time and cost. Quarmby then saw
the task of his analysis as answering a number of questions,
viz., 1) which type of formulation (ratios or differences of
time and cost) provides the best explanation of the observed
mode choices, 2) what can be said about how people cost the
running of their cars, 3) what is the relative importance of
the various factors in effecting choice of mode, 4) how well
can the discriminant function explain the choice of mode in
terms of the best set of factors discovered, 5) what other
relationships are there between factors, such as might affect
the validity of predictions, 6) what can be said about how
people value time, 7) are there significant differences in
the result obtained between car-bus and car-train choices.
Questions 1, 3, 4 and 6 are the questions which are of inter¬
est to this study. Quarmby found that the difference formula¬
tion of times and costs was preferable to the others. From
the point of view of this study, it was interesting to note
that he found overall travel time difference, excess travel
time difference, cost difference and income to be the most
important variables in his analysis. It should be noted at
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this point that Quarmby's attempt to derive the model in terms
of the disutility of travel is one of the first attempts to
provide a theoretical justification for the model. This topic
will be taken up in greater depth in Chapter 3.
1.4.3.3; Lisco
Lisco's study is described in his introduction as an
attempt to put a value on the time spent by commuters during
their daily travel to and from work. More specifically, it is
a study of the marginal value of commuter travel time, a study
of how much it is worth to commuters to save given amounts of
time on the commuting trip. The commuting trip in question is
one from the Chicago suburbs of Skokie and Morton Grove to the
central business district and the gross sample is made up of
2,000 households from those towns. The information derived
from this survey was used for all variables except the times
and costs themselves, which were derived on an engineering
basis. In other words, independent data was collected in or¬
der to make an estimate of the travel time by each mode for
each observation. Using these minutely derived times and
costs for alternative trip modes, the study inferred from
actual choices made by commuters how they value the various
factors entering into their choice decision. Lisco developed
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this model by considering the response, in terms of the number
of drivers choosing a given mode, to trading-off given amounts
of time or cost against a fixed background of other variables.
This response is derived as a cumulative normal distribution.
The statistical tool normally used to fit cumulative normal
curves is probit analysis and has largely been used for bio¬
logical assay but usually at a one variable level. Lisco fits
his model using the form of probit analysis which allows for
multiple independent variables.
1.4.3.4: Thoma s
The study carried out by Thomas for the Stanford Research
Institute differs from the three studies considered so far in
that it was a route choice study. Eight locations in the United
States were selected which fulfilled the following three cri¬
teria: 1) A large plant, government installation or closely
spaced complex of small facilities located near an exit of a
tollroad. More than 2,000 people should be employed there.
2) A free road should roughly parallel the tollroad in at
least one direction from the plant exit or provide substitu¬
tion service for at least one exit and preferably several.
3) At least one medium-size population center should be near
the parallel road, one or more exits away from the plant.
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This provides a high likelihood that the plant will enroll a
number of employees from that area and that the tollroad will
represent a time saving for the commuter.
Detailed data was then collected on a large number of
route variables from both the toll and free roads and also on
the subject's socio-economic characteristics and attitude towards
travel and the roads in question. The route choice model was
required to estimate the motorist's choice between the toll-
road and the free road and its mathematical formulation was
based on the logit function, when the motorist chose the
tollroad, the observed probability was equated to 0, and when
he chose the free road, the observed probability was equated
to 1. When the estimated probability was equal to or greater
than 0.5, the motorist was assigned to the free road and when
it was less than 0.5 he was assigned to the tollroad. The es¬
timated probability was also interpreted as a percentage split
that would be predicted for a group of motorists with the same
characteristics. The most important explanatory variables were
found to be the toll, the difference in travel time and the in¬
come category of the motorist.
1.4.3.5: Warner
Warner's study sets out to consider the intra-urban
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modal choices made by individuals and proceeds to examine the
influences on consumer choice of three economic variables:
trip-time, trip-cost, and income, in conjunction with a number
of subsidiary variables. The study is concerned with average
or typical choice behaviour, i.e., with explaining stochastic
or probabilistic choice. In other words, the intention is to
estimate the probability that an individual will choose a
given travel mode. The problem reduces to two parts: 1) given
a choice between mode a and mode b, what is the probability of
choosing mode a rather than mode b, and 2) how do the relative
time, cost or traveller's income affect this probability.
The data was collected in a survey carried out by the
Cook County Highway Authority in cooperation with the Chicago
Area Transportation Study and was obtained by interviewing
adult members of households within the sample. Information was
obtained concerning both basic household characteristics and
the specific intra-city trips made by those interviewed. A
large part of Warner's thesis is concerned with the estimation
methods for binary choice, where a binary choice is defined for
a certain population by identifying each member with one of
two mutually exclusive responses. Sample observations are
then drawn, each of which provides data on a number of explana¬
tory variables and knowledge of the choice made. The problem
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is to estimate the relationship between the explanatory variables
and the choice made. Warner utilizes two basic approaches: the
discriminant approach and the regression approach. The dis¬
criminant approach involves extending normal discriminant analy¬
sis by assigning probabilities to the discriminant function.
This method has the advantage of allowing the discriminant
function to be expanded to a continuous function of the ex¬
planatory variables. In other words, the probabilities them¬
selves can be taken as a function of the explanatory variables.
The regression approach involves interpreting the choice prob¬
lem in a manner analogous to regression problems, where the
values of the independent variables are taken as fixed and
an estimate is made of the way in which some continuous vari¬
ant depends on the values of the independent variables. Here
the problem is to estimate the probabilities for fixed values
of the explanatory variables. Problems associated with probit
analysis lead to Warner's using a logistic function to esti¬
mate the relationship.
1.4.3.6: Other Behavioural Studies
A number of other studies utilized similar methods to
estimate modal choice models. Most notable of these are Lave,
(41) and McGillivray, (45), in the United States and the Local
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Government Operations Research Unit, (41), in the United King¬
dom. Although these studies include some interesting features,
they will not be considered here as they are, in essence, de¬
velopments of the studies already considered. De Donnea's
study, (16), in Holland, contains interesting theoretical de¬
velopments and will be discussed in Chapter 3.
1.4.4: Moses and Williamson
One interesting approach which has been neglected so
far is that of Moses and Williamson, (53). In some ways this
work may be thought of as a development of the efforts dis¬
cussed in Section 1.4.2, and is, in a sense, a transition be¬
tween these efforts and the disaggregate, behavioural modellers.
On the other hand, the emphasis on estimating the diversion
prices necessary to move commuters from the automobile to pub¬
lic transit sets this study in a category by itself.
Moses and Williamson distinguish two streams of thought
in the valuation of time which correspond to the approaches out¬
lined in Sections 1.4.1 and 1.4.2; they are labeled, respec¬
tively, the "income" approach, (which values time according to
the worth of time in work), and the "pre-cost" approach,
(which values travel time savings according to money cost
differentials between modes). From the point of view of this
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thesis, the pure-cost approach is the more interesting since it
approaches the valuation of time by way of a choice situation.
When a traveller is observed to pay more, in operating costs,
higher fare or toll fees, to take a faster route or mode,
his value of time can be inferred as being at least equal to
the amount which he is willing to pay for a given time saving.
However, Moses and Williamson "are seeking.... to determine a
measure of the net benefit to the consumer, and thus must de¬
termine the price at which he would be indifferent between the
two modes."1 From this point of view the pure-cost approach
is unsatisfactory, since it ignores the wage-rate; conversely,
the income approach is equally unsatisfactory, since it ignores
the time and cost characteristics of the modes. The rest of
this paper is devoted to a synthesis of these two approaches and
to the estimation of diversion prices.
It is not without interest to note that the authors re¬
fer to Warner's work as an interesting new development. Since
this thesis is concerned with models of the Warner type, the
work of Moses and Williamson will not be considered further.
1.5; Conclusion
It might appear that, with the five recent behavioural
^Moses and Williamson, (50) , p. 256.
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studies mentioned above, the area of explaining choices and
valuing time has been well covered. This is not the case. The
explanation of commuting choices and the derivation of a value
of time for commuters has been covered, but little is known
about choices and values of time in other situations.
The primary aim of this study is, therefore, to extend
the range of knowledge to include trips which are not commuting
trips. The study will examine trips made between Edinburgh and
Glasgow and their respective catchment areas, i.e., medium-
range inter-city trips. It should be remembered at this point
that although some journey to work and business travel is in¬
cluded in the data collected, this study is mainly concerned
with travel in non-working time.
Chapter 2: The Development of the Model
2.1: Introduction
It is the aim of this chapter to develop formally a be¬
havioural choice model, and to show how a value of time can be
derived from such a model. The hypothesis which forms the
basis of the model will be discussed, the necessary assumptions
will be considered, and the form of the model will be examined.
Finally, the derivation of a value of time will be demonstrated.
2.2: The Hypothesis
Since the aim of this chapter is to develop a model which
will explain the modal1 choice of a group of travellers, the
first step is to construct a hypothesis which will explain the
mechanism by which a choice is made. A number of hypotheses
could be advanced. For example;
Hypothesis 1: The traveller will choose the mode which is
fastest.2
Hypothesis 2: The traveller will choose the mode which is
2
cheapest.
Hypothesis 3: The traveller will choose the mode which is
2
most comfortable.
"^The exposition is couched in terms of a modal choice model; the
analysis applies equally to a route choice model.
2
It is acknowledged that other factors may be of importance. For
simplicity of exposition the number has been restricted. Other
factors will be introduced at a later point.
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Without doubt, each of these hypotheses will explain the modal
choices made by some of the travellers, but they are all open
to serious criticism. Each hypothesis claims that the traveller
makes his modal choice decision on the basis of information on
one, and only one, aspect of travel, i.e., speed, cost or com¬
fort. In short, they lack generality. On the other hand, they
all embody one feature which is noteworthy - they all hypothe¬
size that choice is based on the relative features of the trans¬
port modes, i.e., the use of the term "fastest mode" implies
relativity.
It might, however, be possible to combine these three
hypotheses into a single, more general hypothesis, e.g.:
Hypothesis 4: The traveller will choose the mode which is
fastest, cheapest and most comfortable.
This composite hypothesis has the advantage of a certain
degree of generality, in that it includes a number of mode
characteristics as factors influencing the traveller's choice
of travel mode, but it has the obvious disadvantage of setting
up a choice criterion which is virtually impossible to fulfill.
By this is meant that it is unlikely, if not impossible, for
one mode to be "fastest, cheapest and most comfortable." Given
this fact, it becomes necessary to introduce notions of weights
and trade-offs. The traveller will attach to each factor a
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weight, which represents the relative importance of that factor
to him. This will enable him to decide, given a mode choice in
which the fastest mode is not the cheapest, the rate at which
he is willing to trade-off "cheapness" for "fastness" (speed).
Thus the hypothesis can be reformulated in the following
terms:
Hypothesis 5: The traveller will choose the mode whose speed,
cost and comfort advantages, weighted by their
importance to him, produce the most favourable
combination relative to the other modes.
This hypothesis explains the way in which a traveller
considers the mode characteristics when making his choice of
travel modes. It seems wrong, however, to stop at this point,
considering only characteristics peculiar to the modes. Trav¬
ellers themselves are a heterogeneous group with widely dif¬
fering characteristics; moreover, they do not all make the same
type of journeys. It seems reasonable, therefore, to introduce
into the hypothesis some conditions about the traveller and
his type of journey.
Hypothesis 6: The traveller will choose the mode whose speed,
cost and comfort advantages, weighted by their
importance to him, produce the most favourable
combination relative to other modes. The weights
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will be in some part determined by the charac¬
teristics of the traveller himself, his environ¬
ment and the trip which he is making.
This, then is the hypothesis which forms the basis, ex¬
plicitly or implicitly of a behavioural mode choice model.1
2.3: The Assumptions
It is now appropriate to examine the assumptions which
are necessarily implied by the above hypothesis, and to con¬
sider whether any further assumptions are necessary to allow
us to proceed with our analysis of the problem. The first
three assumptions are necessary to the hypothesis.
2.3.1: Assumption One; Rationality
By "rationality" it is meant that a traveller will be¬
have in the manner of the classical "economic man." This means
that he tries to maximise the satisfactions which he can obtain
from his economic resources, and that he plans his actions to
achieve this end. In simple terms, it means that he prefers
more of a good to less of it. This can be interpreted in the
present context as meaning that he prefers a faster mode to a
slower one, a cheaper mode to a more expensive one, etc. Thus
1A similar hypothesis has been developed by the Local Govern¬
ment Operations Research Unit, (44).
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he may not "rationally" choose a mode which is both slower and
more expensive than the alternative. when other factors are
added to the time and cost variables chosen to illustrate the
exposition, the rationality must apply equally to them. Thus,
the rational traveller will prefer more comfort, more security
and more convenience, to lesser amounts of these characteristics.
2.3.2: Assumption Two: Limited Resources
In order for a meaningful choice problem to exist, it is
necessary to assume that the economic resources available to the
traveller are limited, i.e., his income is fixed. Should his
resources be unlimited then he would be able to purchase speed
or comfort regardless of cost, with fixed resources he must
trade-off these factors, the one against the other, in order
to maximise his satisfaction.
2.3.3: Assumption Three; perfect Knowledge
It is assumed that the traveller knows the character¬
istics of all the modes which are open to him, i.e., he knows
the times, costs, levels of comfort, etc., of all the modes
which fall within his range of choice.^
1It is possible that in certain situations, e.g. analysis of
small time savings, the perfect knowledge assumption should
be relaxed.
36
These three assumptions are common-place in the analy¬
sis of consumer demand and it is thought that no objections
will be raised to their use at this point. The following as¬
sumptions derive from the nature of a behavioural choice model.
2.3.4; Assumption Four: Preference Reflected in Behaviour
It is assumed that the choice of a given mode by a
traveller implies that he has considered the characteristics
of the modes, relative to his own and his trip characteristics,
and has reached the conclusion that one mode is preferable.
As Little puts it: "we infer how a person feels from the way
he acts."1
2
2.3.5: Assumption Five: Two-Term Consistency
This assumption serves to strengthen Assumptions One and
Four in that it implies that preference can be inferred from
single acts of choice. Briefly, it means that observations
of choice behaviour will not contradict each other. In other
words, if the traveller chooses Mode A when Mode B is available,
he cannot (consistently) choose Mode B on another occasion when
the same choice is open to him, and his personal characteristics
-""Little, (43), p. 31.
2Hicks, (33), p. 26.
have not changed. In an analysis of multimodal choices the as¬
sumption of transitivity would be useful. Given that this
study is concerned with a binary choice, two-term consistency
is sufficient.
These two assumptions form the basis of a behavioural
choice model, while it is acknowledged that cases may arise
where a single act of choice may not reveal true preference,
e.g., where the traveller is making a choice experimentally,
it is contended that in the majority of cases the "single-act-
revealed-preference assumption"1 is not unreasonable.
2.4: The Form of the Model
The previous sections in this chapter have laid down
the basis of the behavioural choice model. This section seeks
to establish a link between the hypothesis described above and
a mathematical model which represents it. A mathematical model
is no more than the representation of a hypothesis in terms of
mathematical symbols, it being convenient to represent the hy¬
pothesis in such a way in order to employ statistical tech¬
niques to provide estimates of the weights attached to the
variables and a measure of the significance (or strength) of
"'"Majumdar, (46), p. 84.
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the postulated relationship. In the case under discussion, the
postulated relationship is between the choice of mode and a
number of variables, e.g., relative times and costs, which are
thought to influence that choice. In order to simplify the dis¬
cussion and to allow diagrammatical representation without re¬
sort to three dimensions, the analysis will proceed in terms of
a single independent (or explanatory) variable, viz., the time
difference between modes, (AT).
A further, simplification which can be introduced at this
stage is that the analysis will be restricted to cases of bi¬
nary choice, i.e., where only two modes are available. This
restriction is introduced for two reasons. First, it greatly
simplifies the analysis, and second, it can be argued that the
choice of travel mode tends to reduce to a binary choice.
Many travellers have little or no knowledge of more than two
modes, and it would appear that the mode choice decisions takes
the form of a hierarchy of binary choices. For example, a
traveller, faced with a choice between bus, train and car,
might make a binary choice between the two public transport
modes and then a further binary choice between the chosen
public and the private transport mode. (Figure 2.4.1.)
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Equally, a traveller faced with a bus, car, bicycle,
or walk choice might first choose between the motorised or non-
motorised modes, and then choose the preferred mode within the
selected pair. These two examples demonstrate the way in which
a multi-modal choice may be thought of in terms of a hierarchy
K
of binary choices. To document the above assertions is a
difficult task, but some indirect evidence may help. In the
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Edinburgh-Glasgow Area Modal Split Study, it was observed that
the questions most frequently not answered were those relating
to the characteristics of the second-best mode. This may be
interpreted as an indication that the subjects did not possess
comprehensive information about that mode. If this interpre¬
tation is accepted, it is logical to assume that they will
know less about the third-best and fourth-best modes. It is
asserted, therefore, that the procedure may be construed as a
hierarchy of binary choices which facilitates the decision¬
making process by reducing a multiple choice to a binary
choice. It is possible that before the decision is made be¬
tween the chosen and second-best modes, the lower-order choices
may be highly speculative and based on habits and prejudices.
Nevertheless, the final link in the chain is a binary choice.
In order to ensure that the study examines the last choice in
the hierarchy, the questionnaire must elicit information on
the chosen mode and the second-best mode.
Similar recursive models have been used in housing
studies where the "move/do not move" and the "buy/rent" choices
have been considered hierarchically. Note that it is not in¬
tended to imply an explicit decision-making process; rather,
an abstract construct is sought to facilitate the analysis of
choices. It is argued that the postulates leading to this
41
construct are not unreasonable and are further justified in that
they facilitate both the data collection and analysis stages
of a choice study.
Given, then a choice between two modes, A and B, and a
difference in time between mode a and mode B of at minutes,
it is now appropriate to consider the form of the relationship
between choice and at. (All other factors will be assumed to
be equal for each mode.) One problem must be overcome, how¬
ever, before even a simple linear relationship can be consid¬
ered, that is, the nature of the variable which represents
choice. Since a binary choice situation has been constructed,
the choice variable can only take one of the two values. In
this case, the choice variable can take values of 0.0 or 1.0,
where 0.0 and 1.0 represent the choice of mode B and A, respec¬
tively. The dependent variable can, therefore, be interpreted
as the probability of choosing mode A, i.e., P(A).1 Since the
probability cannot be observed for an individual, the observed
choice is used as a proxy dependent variable.
Initially the relationship will be given a simple
linear form and the discussion of the shortcomings of this
form will lead to suitable modifications.
"^The statistical problems associated with the use of this kind
of variable will be discussed in Chapter 7.
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Figure 2.4.2; Basic Choice Relationship
P(A)
0
1.0 P(A) = 3(AT)
+ve AT
That this form of the relationship is inappropriate is
evident when its implications are considered. The fact that
the equation passes through the origin implies that when At is
zero the probability of choosing mode A is zero, i.e., mode B
will be chosen. This is not a practical result, since, ceteris
paribus. the traveller should be indifferent between mode a and
mode B when AT is zero. It is possible to correct for this by
changing the scale of the /T axis. The result is shown in
Figure 2.4.3.





-ve 0 + ve at = tb - ta
This form of the equation fulfills the requirement that the
probability of choosing mode a should be 0.5 (i.e., the trav¬
eller should be indifferent) when AT is zero. The probability
of choosing mode a will be unity when a certain positive thresh¬
old level of at has been reached, and vice versa. The threshold
levels can only be determined experimentally. This form is
clearly an improvement over that shown in Figure 2.4.3. but
the question arises as to whether a simple linear form, even
suitably constrained, is satisfactory. The slope of the line
representing the equation illustrates the rate at which the
probability will change in response to a given change in A T,
and clearly a straight line illustrates a constant rate of
change p(a) with respect to at. It may be postulated, however,
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that the rate of change is not constant, but that, as the thresh¬
old level of AT is approached, a given change in £T will lead to
a smaller change in P(A) than it would at lower absolute levels
of AT. In other words, the curve will become flatter as it ap¬
proaches the threshold levels of AT. Conversely, it is implied
by this postulate that the curve will be steeper in the regions
where aT is close to zero. Thus the curve shown in Figure 2.
4.4 results.




-ve 0 +ve at
In economic terms this may be interpreted as meaning
that the Marginal Utility of increments of time difference
will diminish as the time difference becomes larger. This
result is intuitively appealing.
It should be noted at this point that different assump¬
tions can be made about the form which the non-linearity will
take. For example, it could be assumed that only large time
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differences influence choices and that small increments of T
have only a small effect, as shown in Figure 2.4.5.





-ve 0 +ve AT
It is argued, however, that the "s" curve developed above is
more plausible in terms of its economic interpretation.
The above argument has been developed in a somewhat in¬
direct form in order to give greater weight to a more funda¬
mental objection to both the linear form and the non-linear
form of Figure 2.4.5. The objection is that such formulations
are unconstrained; in other words they allow the dependent
variable to take values greater than one or less than zero if
a new observation is applied to the model, cf. Figure 2.4.6.
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Figure 2,4.6; Extrapolation Problems of Unconstrained Forms
probability, which is not possible. While it is recognised that
all models may suffer distortions when the relationship is ex¬
tended beyond the range of data on which it is based, it is
contended that the extrapolations should not yield impossible
results.
The sigmoid form avoids such problems and, it is ar¬
gued, is based on a more realistic view of the rate at which
P(x) will change in response to changes in AT in different
ranges of the curve: i.e., it is felt that a change in the
range aT =20 -> aT = 25 will be less important to the travel¬
ler than a change in the range At = 5 A T = 10. In other
words, the inclusion of diminishing returns is an important
feature.
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The form of the relationship shown in Figure 2.4.4 is
the one which will be considered in the following analysis.
Methods of fitting such a curve to survey data and of estimat¬
ing the coefficients will be discussed in Chapter 7.
2.5; The Derivation of the Value of Time
Having discussed the development and form of the be¬
havioural model which will be used to explain modal choices,
it is now appropriate to turn to the other aspect of thi3 study;
the valuation of time spent travelling. This section will set
out the mechanism by which a value of time can be derived from
a behavioural modal choice model.
In the above discussion the choice of mode was related
to the difference in time between mode A and mode B, AT. It
is now necessary to complicate the analysis slightly by intro¬
ducing a further explanatory variable; the difference in cost
between mode A and mode B, AC.*" Let the model choice model
take the form;
P (A) = f ( AT,aC) , Equation 2.5.1
*It will be noted that the use of aT and aC at this point begs
the question of which variables should be included in the rela¬
tionship, and what form they should take. This matter will be
discussed in Chapter 4. For the purposes of this exposition,
it is assumed that the only relevant explanatory variables are
AT and a C.
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and let the precise form be:
P (A) = aQ + a-j^AT + a2AC Equation 2.5.21
aQ is a constant term; a., and a2 are the coefficients (weights)
attached to the explanatory variables AT and AC, respectively.
The value of time is defined as:
ai
VOT = -A Equation 2.5.3
a2
This ratio determines the amount by which, given a unit
change in AC, AT must change in order to leave P(A) unchanged.
a1
In other words, if AC changes by one unit,a T must change by _A
a2
units in order that P(A) remain unchanged. If ZC is in units
of pence and at in units of minutes, a one penny change in Ac
ai
will be compensated for by -A minute change in aT. Therefore,
ai ^the ratio -A represents the rate of substitution between time
a2
and cost, i.e., the value of time, since
a-, = j^*/. v . a^ = aff;. . and1 3P (A) ' 2 3 P (A)
a
the Value of Time = —i =
3 2 8 A C
-^Note that this equation is not intended to represent the rela¬
tionship in Figure 2.4.4. It is a simplification justified on
the grounds of facilitating the exposition.
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The derivation of a value of time outlined above is
valid for any form of behavioural model which estimates coef¬
ficients for linear combinations of time and cost variables.
It is applicable to the non-linear forms of the model described
above as the probabilities are expressed as non-linear functions
of a linear combination of explanatory variables. For example,
the logistic curve is expressed as:
P (x) = e( gQ + + a2 X2 + . . . + ^ X„)
1 + e(ao + °1 X1 + a2 X2 + + an Xn}
The derivation of the value of time is not dependent on the
form of the relationship since its validity is based upon the
logic of the mechanism by which time and cost are traded-off
in the making of a choice.
Chapter 3: Behavioural Models and Economic Theory1
3.1 Introduction
In Chapter 2 a hypothesis was developed to explain the
mechanism by which travellers choose their mode of transporta¬
tion. The aim of this chapter is to consider whether the be¬
havioural models of mode choice which are based on this hypoth¬
esis have any basis in economic theory in general, and in the
theory of consumer demand, in particular. The first step in
this discussion will be to examine the work of previous analysts
who have developed behavioural models of mode or route choice in
order to ascertain whether or not their models have any founda¬
tion in economic theory. This will be followed by a review of
the results of some recent "Allocation of Time" work, as it is
felt that such an exercise may throw some light on the question
under consideration. Finally, a model of consumer behaviour
which explicitly includes travel will be developed and some
modifications of it will be discussed.
^Much of the material in this chapter has appeared in my paper,
"Behavioural Models and Economic Theory" in the Department of
Environment, Time Research Note #16, (83).
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3.2: Justification for Behavioural Models
In this section the work of the major behavioural model¬
lers will be examined in order to discover the theoretical basis
for their models. The analysts under consideration are Warner,
(82), Stopher, (66), (68), Quarmby, (58), and Lisco, (42), and
it is interesting to note that, with the exception of Warner,
they carried out their work independently. Their work will be
examined for any content that might lead to the conclusion
that the models which they estimate, and thus, the hypotheses
which they test, have a basis in economic theory.
Warner's aim is to study the choices of mode made by
individuals in varying circumstances. His objective is
"the examination of the influence on consumer choice exerted
by three economic variables,"''' notably time, cost and income.
The study is set in stochastic terms, i.e., Warner is concerned
with the estimation of the probability that a traveller will
choose a given mode in response to certain characteristics of
the alternative modes. The problem is treated in this way to
allow quantification of the idea that changes in characteris¬
tics can lead to changes in choice behaviour.
In fact, Warner does not attempt to justify his model
beyond asserting that a binary choice exists and that this
Earner, (82), p. 3. fr
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choice is influenced by a number of variables. While his
treatment of the forms of the variables and of the statistical
techniques which may be used to examine binary choices is
meticulous, he provides no justification for his model and
does not attempt to set his hypothesis in the context of a
body of theory, economic or otherwise.
Stopher, in his study of a group of London commuters,
takes a different approach in that he chooses the influential
characteristics from the results of a survey aimed at discov¬
ering which factors travellers considered most important when
choosing their mode of transport. Four factors are found to
be of importance: time, cost, comfort and convenience, and
since the latter two factors could not be quantified, the set
of explanatory variables is automatically reduced to a subset
of time and cost. Thus, Stopher chooses his variable set on
pragmatic grounds, being largely concerned that his model is
correct in behavioural terms. In other words, he is anxious
to be sure tnat the variables used are really those which
travellers consider to be of importance.
Quarmby, on the other hand, is concerned with estab¬
lishing his model on the basis of a meaningful theoretical
development, which spells out the postulates and assumptions
upon which the model depends. Initially, it is assumed that
the traveller has made a decision to travel to a specific place
for a specific purpose, and that the problem is to develop a
model which will describe the traveller's choice between the
travel modes available to him. It is further assumed that
there are k dimensions of travel, each of which gives rise to
some "disutility;" the dimensions include travel time, walking
time, travel cost, inconvenience, discomfort, etc. dpij
defined as the measure of dimension p(p = l....k) for mode
i(i = 1....h) for person j(j = l....n). Thus dpij equal to
ten minutes would be the value (or measure) of dimension p, say
walking time, by mode i, say train, for the jth person. The
importance of each dimension is indicated by a series of
weights, Xpij which represent the contribution of each dimen¬
sion to the total disutility, which is:
k (1)
(3.2.1) D^j = i X pij dpij
p=l
The traveller will then choose the mode that minimises .
Quarmby alleges that all choices can be resolved into
a choice between two alternatives and suggests that it is,
therefore, relative disutilities which are of importance.
-'■Note that this formulation implies additivity of "utilities,"
i.e. that the disutility associated with time is added to that
associated with cost to obtain a sum of the disutilities asso¬
ciated with all the dimensions of the journey.
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In other words, it is not the absolute values of times, costs,
etc., which influence choice, but a relative measure, such as
a ratio or a difference. Given this postulate, it is no longer
satisfactory to set up the simple minimisation problem of
minimising relative disutility R., defined as:
(3.2.2) Rj = DlJ ~ °2j
It becomes necessary to set up a more general form of
Rj to be minimised:
k
(3.2.3) R. = y x .f (dd)
J . PJ P Pi J ' P2 J
p = l
where fp represents a more general way of expressing the rela¬
tive measure of each dimension between modes. Thus if:
(3*2*4) Xpj = fp(dplj ' dp2j}
then
k
(3.2.5) R. = E X , X
J
P=i p3 PJ
Given this formulation, the traveller then chooses
Mode 1 if Rj is low and Mode 2 when Rj is high.
Quarmby at this point explains that "empirical work will
examine which wa/ of expressing "relativeness,"i.e., which
form of fp, come 5 nearest to explaining behaviour. A more
fundamental task will be to develop a method for finding the
weighting factors x, and for predicting what people will do
when we know their Rj's."1 Thus, he at this point turns to a
consideration of statistical techniques.
Although the introduction of the concept of utility into
the development of Quarmby's model might lead the reader to be¬
lieve that he was attempting to derive the model in economic
terms, this is not so. Quarmby uses the term disutility to
represent the unpleasantness, or costs, of a journey, but he
does not use the concept in its economic sense or in order to
derive economic implications. His approach is closer to a
cost-minimisation approach, in which the traveller seeks to
minimise the generalised costs of a given journey. Quarmby's
major interest is not to derive his model in economic terms,
but to demonstrate that the Relative Disutility model is the
logical equivalent of a discriminant function.
Lisco's study is concerned with the journey to work
from Skokie, a Chicago suburb to the Loop, the central business
district. It should be noted that the main aim of Lisco's
study is "an attempt to put a value on the time spent by com-
2
muters during their daily travels to and from work." The
"'"Quarmby, (58), p. 302.
2Lisco, (42), p. 1.
development of his model is, therefore, couched less directly
in terms of explaining modal choices, but more in terras of
deriving a value of time. The former is, however, an essen¬
tial step in the latter. In an attempt to achieve the purest
possible relationship between time and cost, Lisco develops
his model in terms of a route rather than a modal choice, al¬
though his empirical work estimates a modal choice model.
The background to the model is a situation in which
commuters choose between a fast toll road and a slower free
road, both roads being comparable in terms of quality and
traffic. Lisco's model is based on the following assertion:
"If a given cost difference had the same effect upon commuters
in their choice of highway as a given difference in time, then
the two differences could be equated and a value of time de¬
termined. " ^
Assume that a group of commuters, faced with a choice
between two routes, which were identical in terms of time and
cost, is split 50-50. Suppose then that a change occurs which
makes one road faster, and that the split changes to 60-40 in
favour of the faster road. Further suppose that the instiga¬
tors of the improvement decide to levy a toll, the result of
"^Lisco, (42) , p. 3.
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which is to re-establish the split at 50-50. It can be as¬
serted
, as Lisco does, that since the improvement and the toll
have had the same effect on the behaviour of the commuters,
they can be said to be equal. If the improvement was five
minutes and the toll was two shillings, then the value of time
would be determined as two shillings for five minutes or
twenty-four shillings per hour.
Should factors other than time and cost be thought to
influence choice of route, they must be either assumed to be
equal for both routes or allowed for by the use of appropriate
multivariate statistical techniques.
Other analysts, such as Lave (41) and the Local Govern¬
ment Operations Research Unit (44), have tended to accept the
position developed by the first generation of modellers.1
It is appropriate to pause at this point to consider what
has been gathered from the proceeding accounts. In general,
modal choice modelling has been conceived of as the estimation
of a relationship, of the form:
Choice = f(Socio-economic variables, l....n)
The main problems with which modellers have concerned themselves
have, therefore, been the forms and combinations of the
^One exception is McGillivray, (45), whose model was developed
simultaneously with the one developed in the remainder of this
chapter.
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dependent variables, and the statistical method to be used to
estimate the coefficients.
If a number of models have been constructed on a prag¬
matic basis which appear to reflect accurately the travel be¬
haviour of the study group, it is apposite to ask whether or
not it is necessary to develop respectable economic antece¬
dents for the model. The answer must be yes for the following
reasons. First, if the model is derived in terms of economic
theory it is more likely that it will be possible to be con¬
fident about the relationships between the variables. Take,




From this simple condition it is possible to explain what hap¬
pens to purchases of the ith good given changes in price. In
a transport model which involves times, cost, comfort, etc.,
the use of a similar theory to derive the model may enable
the analyst to follow the ramifications of the variables which
result from any given change.
The second, and perhaps more important, reason is that
unless the model is based firmly upon economic theory, it is
difficult to know what it means. Some modellers, because they
have not derived the theoretical implications ot their models,
are unsure of the meaning of their results, and indeed, of
whether they are meaningful at all. Hence the arguments
about whether values of time derived from modal split models
are "average" or "marginal" values, whether they are "general,
"mode-specific" or "choice-specific." It is only through care
ful consideration of the theoretical implications of a model
which has a sound theoretical basis that meaningful interpre¬
tations of the results of the model can be made.
3.3: The Work of the Stanford Research Institute
Before reaching the conclusion that the field is com¬
pletely barren, it is important to consider the work of Haney
(29) at the Stanford Research Institute. Since his research
marked a major advance in the field, it will be considered in
some detail.
In Volume I of the study of commuters carried out by
the S.R.I., Haney considers the problems which the modeller
meets when developing a mathematical model to explain route
choices. The problems are classified thus:
"1) to determine the factors that drivers consider in
making highway decisions.
2) to develop a measure of the accuracy with which
drivers are informed of those quantitative factors that
are considered.
3) to assess the relation of the numerical value of a fac¬
tor to its economic utility.
4) to determine ways in which individual utilities are
combined into a total utility for each alternative
considered."1
Haney begins with the assumption that the traveller
is an "economic man", (cf. pp. 25-6). Although the concept
of an "economic man" is common-place in economic theory, its
appearance in the derivation of a modal split model is new
and marks what is perhaps the first attempt to develop a model
which is explicitly based on economic theory, with all the as¬
sumptions and implications spelt out. As far as the "homo
oeconomicus" assumption is concerned, the implications are
clear. The assertion that the traveller is completely in¬
formed means that he has knowledge of all the factors which
enter into the model, i.e., he knows the journey times and
costs by each alternative route, the toll fees, level of
traffic, etc. Rationality means that he can rank alternatives
and will obey the rules of transitivity, i.e., if route A is
1Haney, (29), p. 26.
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preferred to route B and route B is preferred to route c, then
route A will be preferred to route C.
Haney also infers from the rationality assumption that
the traveller follows some kind of maximising process. In the
terms of the theory of consumer choice, this means that the con¬
sumer chooses combinations of goods in order to maximise the
utility which he obtains from these goods. In the route choice
situation the maximising process can be restated as minimising
the total cost, in terras of time, money and inconvenience costs
of the given journey for a given trip purpose.
It is conceded that many travellers will not fulfill all
the conditions of these assumptions. This does not mean, how¬
ever, that the assumption should be abandoned. Lange says,
"The postulate of rationality is justified only when the logi¬
cal deductions agree with the result of empirical observation
with an acceptable degree of approximation."-1- As the ration¬
ality assumption has formed the basis of a number of economic
theories in the field of consumer choice, it seems reasonable
to use it in the development of a route choice model.
Haney's next step is to introduce the concept of util¬
ity, and by way of the problem of combining utilities when
1Lange, (40).
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interdependenci.es exist, the concept of indifference curves.
If it is assumed that, ceteris paribus, time and cost are the
influences on route choice the traveller's indifference map can
be represented thus:
Figure 3.3.1: Haney's Indifference Map
to fulfill a given trip and not, as is usual, amounts of goods
consumed. This change has the effect of making the indiffer¬
ence curves concave to the origin and making the desirability
of being on a given curve increase as the origin is approached.
The traveller whose indifference map is represented by
Figure 3.3.1 will be indifferent between routes C^, C2, and
Money used-
Time used
It will be noted that the axes represent timex and money used
"'"Note further that the assumption of time homogeneity is made
in the study of commuters only.
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C-j, since although they represent different expenditures of time
and money, they all lie on the same indifference curve. He
would, however, prefer to C^, C2 and C^. It is theoretically
possible, therefore, given a traveller's indifference map to
predict his route choice. Unfortunately, difficulties arise in
producing an indifference map. While indifference maps have
been produced experimentally, the process is expensive and
time-consuming since it involves subjecting a driver to a large
number of hypothetical choice situations. Two other problems
arise:
1) it is unlikely that choices are based on only two vari¬
ables, and
2) maps for a large number of drivers would have to be
derived before confident predictions about route choice
in general could be made.
As an escape from this apparent impasse, Haney suggests
a simplified form of indifference map derivation. Assuming that
in real life situations the difference between choices is rela¬
tively small, it is possible to divide the indifference map
into sections; the procedure may be further simplified by as¬
suming that the indifference curves in each section can be ap¬
proximated by straight lines. Such a simplified indifference
map is shown in Figure 3.2.2.
Time used
For an indifference map of this type "the relationships between
variables can be written as linear equations."1 In order to
estimate a value of time for each section of the indifference
curve, choices between alternatives lying within the section
would be observed. The drivers choosing the time-saving al¬
ternative would have a value of time greater than that repre¬
sented by the slope of the straight line connecting the two
alternatives; and vice versa.
Haney concludes that "the indifference curve technique
provides a theoretical basis for estimating relative trade¬
offs between varying amounts of different travel characteris-
2
tics." it would also "allow investigation...of the weightings
1Haney, (29), p. 35.
2Ibid., p. 38.
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which drivers appear to place on travel characteristics."x Al¬
though this point is not quite clear, it is assumed that the
"weightings" referred to are the slope coefficients of the line
which connects the choice coordinates. It is made clear at a
later point, however, that these weighting factors are only
relative:
"Determining appropriate numerical values for the weighting
factors in a utility model may suffice to explain a deci¬
sion process...However, development of values of time for
economic justification of highway improvement alternatives
requires that economic values be assigned to each of the
important travel variables."2
It is contended that the behaviour of a driver reflects the
values which he attaches to each travel variable. The benefits
to the driver of each course of action, i.e., choice, are the
sum of the personal values associated with each variable. It
is through a study of the driver's value systems that a value
of time can be estimated.
Haney finally claims that
"it appears that the best opportunities for placing economic
values on time savings lie in the study of situations where









Estimation of the weighting factors is done by estimating the
co-efficients of a model which expresses the relationship be¬
tween route choice and time and cost variables.
This attempt by Haney to justify the S.R.I, model ex¬
plicitly in terms of economic theory marks a major advance in
the field of modal or route choice modelling. The initial
formulation of the choice decision in an indifference curve
setting clearly explains the choice situation and the mechanism
by which a choice is made. It is unfortunate that, due to the
problems of making indifference curve analysis operationally
meaningful, this promising approach is difficult to develop
without the unattractive transition to "value systems" and the
estimation of the weighting factors. Nevertheless, Haney's
work is an important step in the direction of economic justi¬
fication, and his analysis paves the way towards demonstrating
more conclusively that traveller mode choice should be analysed
in a setting of a trade-off between the times and costs of the
alternative modes.
3.4: Other Aspects of the Theory of Consumer Behaviour
Given that indifference curve analysis proved to be
less than satisfactory, it was decided to reconsider some other
aspects of the theory of consumer behaviour. It is now intended
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to examine the possibilities of deriving a utility model of
choice which will form the basis of a behavioural route or
modal choice model.
The first step in this examination is to consider some
recent theories concerned with the allocation of time. These
theories follow from the postulate that, since the consumption
of goods takes place in time, a theory which purports to explain
choices should take account of not only the allocation of a
fixed monetary budget, but also the allocation of a fixed time
budget. A number of people have considered this problem, not¬
ably Becker (5), Johnson (37) , and Evans (17); this work is
summarized in a study carried out by Phillips (56) , for the
Ministry of Transport. The discussion will proceed by consid¬
ering Becker's work, followed by elaborations on it and criti¬
cism of it.1
3.4.1; Becker
Becker's point of departure is the systematic incorpora¬
tion of non-working time into a traditional utility function.
Existing theory claims that an utility function of the type
"'"For clarity of exposition, the discussion will proceed in
terms of the work of Becker and Evans. This in no way implies
that the work of the others mentioned above is less good. It
is coincidental that a number of people produced similar work
within a short period of time.
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(3.4.1) U - U(Yl, y2 yn)
is maximised subject to the resource constraint
(3.4.2) p*y = I = V + W
y. are market goods with prices, p^, I is money income madex X
up of earnings, w, and other income v.
It is assumed that instead of consuming market goods
in their crude form, the consumer combines market goods with
time to produce more basic, composite, coramodites, which are
called :
(3.4.3) 2 = fi(xi, Ti>
is a vector of market goods and Ti is the amount of time
which the consumer combines with x^ to produce Z^. It will
be noted that the consumer is thought of as both producing and
consuming the z^. He combines time and goods via the "produc¬
tion functions", f^, to produce Z^, and chooses the best com¬
bination of Zi by maximising an utility function
(3.4.4) U U(Z1...Zm) =U(f1...fm) = U(x1...xm;
subject to a budget constraint
(3.4.5) 9(2^. . .Zm) = Z
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where g is an expenditure function of Zi and Z is the bound on
resources.
"The basic aim of the analysis is to find measures of g
and Z which facilitate the development of empirical implica¬
tions."
The procedure by which such measures can be derived in¬
volves maximising the utility function (3.4.4) subject to sep¬
arate constraints on the expenditure on market goods and on
time and subject to the production functions in (3.4.3). The
goods constraint can be written as
m
(3.4.6) £ px I = V +Tww
i =1 1
Pj^ is a vector of unit prices for x<^; Tw is the hours spent at
work and wis the wage rate vector. The time constraint is
m
(3.4.7) E T = T = T - Tw
i-i 1
Tc is total time spent on consumption; T is total time. The
production functions are
(3.4.8) T. = t.2.
l i i
(3.4.9) XjL = b;.Zi
1Becker, (5), p. 496.
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is a vector giving the input of time per unit of z^, and
is a vector giving the input of market goods per unit of zi. In
fact the constrained maximisation problem can be simplified
when it is realised that the two constraints are not independent
since time is convertible into goods by using less time at con¬
sumption and more at work. Substituting for Tw in (3.4.6) gives
(3.4.10) EP.x, + T.w = V + Tw
l i l
and using (3.4.8 and 9), (3.4.10) can be rewritten as
(3.4.11) E(pibi + ti^)zi = V + Tw
This is a time and budget constraint, i.e., expenditure of time
and money must equal the earning potential of the consumer.
(Pfbi+t^w) can be written as tt and represents the full price
of the unit of z^; it is equivalent to the prices of the goods
and of the time used per unit of z^, i.e., the full price of
consumption is equivalent to the sum of the direct and indirect
prices.
Becker then shows that the resource constraint is only
a meaningful construct if w is constant, i.e., if average earn¬
ings are constant. Given that this situation is unlikely, he
suggests abandoning
"the approach based on explicitly separate goods and time
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constraints and substituting one in which the total resource
constraint necessarily equalled the maximum money income
achievable, which will be called 'full income.'"1
It is not intended to deal with Becker's work at greater
length as the subsequent work considered below leaves its find¬
ings open to question. It is sufficient for the purposes of
this analysis to set out the basic form of the work, sine©
the most interesting feature of Becker's analysis is that it
represents a point of departure for attempts to introduce time
costs into the choice process. His aim is the "systematic in¬
corporation of non-working time" into the choice model, which
leads to the finding that the full price of a unit of Z^ is the
sum of the prices of the goods and of the time used per unit of
Zj( It is worthy of note that the use of two constraints, onei '
for time and one for money, and the redefinition of consumption
in terms of a Z, which might be called a consumption activity,
are fundamental to further developments.
3.4.2: Evans
The exposition of the error which invalidates the gen¬
eralised model of Becker is derived from Evans although the
ideas were promulgated almost simultaneously by Johnson and
1Ibid.. p. 501.
Oort, (q.v.). For expository purposes it is convenient to fol¬
low the arguments put forward by Evans.
The generalisation of the traditional theory set out by
Becker is incorrect because the utility function is mis-
specified. It is traditionally argued that the consumer maxi¬
mises an utility function of the form
(3.4.12) 1 U = U(L, Gi)
L is leisure time and Gi are goods consumed. This formulation
means that the consumer's satisfaction (utility) depends upon
his income, representing his ability to purchase goods, and
the leisure time which he has available for consuming these
goods. This state depends upon the assumption that the number
of hours worked by the consumer will not affect his utility,
since an increase in working hours will decrease L but increase
G^. An implication of this assumption is the further assumption
that the marginal utility of work is zero, i.e., that the con¬
sumer gains no utility and incurs no disutility through work,
although he gains utility through leisure. Traditional theory
involves a budget constraint
"^N.B. Evans' notation has been changed to facilitate the de¬
velopment of the following section.
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(3.4.13) WW - I G.P,i 1
and a time constraint can be added
(3.4.14) K = L + W
w is the wage rate and W is the hours worked. K is total
available time. Following the argument set out by Becker, how¬
ever, the two constraints can be combined into one, "because
time can be converted into goods by using less time at consump¬
tion and more at work." Combining the two constraints gives
(3.4.15) EGiPi = (K "
It will be realized that this is a parallel development to that
of the previous section; the notation used by Evans has been
simplified and he takes no account of the "production function"
aspects of Becker's theory. The simplified version is suffi¬
cient however to allow him to make his point as follows.
If (3.4.12) is maximised subject to (3.4.15), two
first-order equilibrium conditions result:
3U
(3.4. 16) — = UL - AW
3L
(3.4.17) JSZ =UG - xp.
9L i l
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A is the Lagrangian multiplier associated with the budget con¬




but if (3.4.16) and (3.4.17) are substituted into (3.4.18) and
the following result is obtained
(3.4.19) ~9Gi = w
3L
This means that the marginal rate of substitution of goods
(i.e., income) lor leisure is equal to the wage rate. This
result follows directly from the assumption outlined above that
the marginal utility of work is equal to zero. The two con¬
straints can be collapsed into one only because time is assumed
to be freely convertible into money. This assumption is only
valid because it is assumed that
(3.4.20) Uw = 0
and W is not an argument in the utility function.
It seems reasonable to question this assumption. It
implies that people neither like nor dislike their work, that
they get neither utility nor disutility from it. Evans gives
the example of footballers who if they are amateurs may enjoy
the game, but if they are professionals must derive no utility
from playing. In short, what is a pastime to one person may be
a job to another: a bricklayer may do political work in his
spare time, while a politician may build a wall. It is clearly
unjustifiable to claim that the person carrying out an activity
in his leisure time may obtain utility from it, whereas a per¬
son who carries out the same activity during working hours may
not.
The next step in the argument is to incorporate hours
worked into the utility function, thus1
(3.4.21) U = U (W,L,Gi)
The constraints are
(3.4.22) K = L + W
and
E Gj^Pi = Ww
The two constraints cannot be combined in this formulation,
since it is no longer assumed that time can be freely converted
^The following cevelopments may be made using the above formu¬
lation if the marginal utility of work can be interpreted as
being net of leisure. Such a formulation is less clear than
the one developed below.
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into money through work without altering the consumer's utility
level. Maximizing subject to both constraints yields:
(3.4.23) iV = UL _ y = o
9 L
(3.4.24) = Uw + Aw - P = o
9 W
(3.4.25) — = UG. - Ap = 0
9Gi i i
As Evans rightly points out, the most interesting con¬
dition is (3.4.24). This means that
(3.4.26) Uw = 0
only in the special case where the marginal utility of the
wage rate just compensates for the marginal utility of the
leisure foregone, i.e., where
(3.4.27) Xw = y
The interpretation of these findings is clear and in accordance
with observable evidence, when
(3.4.28) UW < 0
there is some element of disutility in the work which means that
Aw must be higher than is necessary to compensate for foregone
leisure alone, since it must compensate also for the disutility
in the work. On the other hand, when
(3.4.29) UW > 0
then *w is not as high as would be necessary to compensate for
foregone leisure, since part of the utility of the leisure fore¬
gone is compensated for by the utility inherent in the work.
It will be clear that this formulation of the theory
allows the traditional situation where
(3.4.30) Uw = 0;
It is not necessary, however, that this condition hold. This
result would seem reasonable, since there is no reason why the
marginal utility of work should not vary, being positive in
some occupations, negative in others and zero in yet others.
It can be claimed, with some justification, that the reformu¬
lated theory allows more to be explained than the traditional
version, and is, therefore, on the principle of Occam's razor
to be preferred.
Having reformulated the traditional theory in more ac¬
ceptable terms, the next step is to generalize the model. Evans
constructs three categories of leisure activity, representing
different combirations of time and money costs, i.e., some
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goods require time for consumption but are free, whereas others
require both time and money expenditures, etc.. This distinc¬
tion is intended to demonstrate that the price of consuming a
good is made up of money and time components, and leads into
the re-definition of all three categories of leisure as "ac¬
tivities", a^, which require inputs of either time or money,
or both.
The new utility function is
(3.4.31) U = U(ai) i = 1 n
a^ is the amount of time spent on the ith activity.
If the utility function is maximized subject to the
two constraints,
n




(3.4.33)1 E r.a. = 0
i = l 1 1
the following first order equilibrium condition results
(3.4.34) J5? = Ua, - y - xr, = 0
3a, 1
xr^ is positive if the individual pays for the activity, nega¬




(3.4.35) Ua^ = y + A r ^
This means that, at the margin, an activity will be undertaken
when the marginal utility of the activity just compensates for
the marginal utility of the leisure time foregone and the mar¬
ginal utility of the cost of undertaking the activity. If the
activity is work the r^ will be negative and may or may not
swamp the positive M, to make Ua^ negative. From (3.4.35) it
follows that the marginal rate of substitution of one activity
for another, M.R.S., is
As a result of the introduction of the time constraint the
M.R.S. is not equal to the price ratio, as it is in the tradi¬
tional model. The Lagrangian multiplier associated with the
time constraint, u, modifies the M.R.S.. (3.4.35) can be re¬
written as
(3.4.37) Ua± ~ m = Ar.
from which it follows that
(3.4.36) M.R.S. 33 i Uai + xri (j = 1, i = 2.. .n,
r 4 0)9aj Uaj y + Arj
(3.4.38)
Ua - y




(3.4.39) Uai " M
_ Uaj ~ U
ri rj
This means that the consumer allocates time to his n activities
in such a way that the ratio of the Marginal Utility of the ac¬
tivity net of the Marginal Utility of time to the cost of the
activity is constant and equal to the Marginal Utility of Money.
He will not allocate time to any activities whose Ua^ is greater
than y and the more Ua^ exceeds y the more he will be prepared
to pay. (In the case of work Ua. could be less than y but this
x
would be compensated for by the fact that r^ would be negative,
leaving the ratio positive and equal to A.)
It is important to note that it is not the marginal
utility of the activity, net of y which will be the same for
all activities, but the ratio of the net marginal utility to
the cost of the activity. It should be obvious that the mar¬
ginal utility to be derived from various activities can and
will differ. Such differences are allowed for in the differ¬
ing prices.
It is appropriate at this point to pause and consider
the position of the analysis. Based on the work of Becker
and Evans, a theory of the allocation of time has been developed
ai
which explains how a consumer will allocate his fixed time re¬
sources to a number of activities, basing his choice on the
marginal utilities to be gained from the said activities and
on their costs. It remains to consider what has been learned
from the above consideration of allocation of time models which
may be of use in developing a theoretical justification for be¬
havioural models of mode choice. Although the allocation of
time models are not directly applicable to this end, two fea¬
tures of them are noteworthy and will require to be kept in
mind during the subsequent developments. The first interesting
feature is the concept of a composite entity, an activity, which
embodies both the time and commodity inputs involved in a given
use of leisure time. This concept will be utilized later in
the modification of a model which has travel time identified
as an argument in the utility function. The second interesting
feature involves the attempts to aggregate the time and money
costs of an activity, when they are expressed in different
units. The discussions of this should serve as a warning in
the developments which follow.
3.5; A Utility Model with Travel Time Identified
The above discussion of allocation of time theories has
diverted the discussion somewhat from its original course. It
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is now appropriate to return to that course by considering ex¬
plicitly the role of travel time in a model of consumer be¬
haviour. In this model transport time is introduced as an
argument in the utility function in an attempt to investigate
the way in which the consumer undertakes his budgetary alloca¬
tions between different goods which have different amounts of
travel attached to them. Transport time is brought into the
discussion at this point because it is thought that it is un¬
realistic to consider goods in isolation, since many goods have
travel attached to their consumption and the choice of goods
by the consumer may well depend to some extent on the amount
of travel involved.
Consider the situation where the consumer has to choose
between seeing an average film in a neighbourhood cinema, with
only a short wa3k involved, and seeing a good film at a dis¬
tant cinema, with a car journey involved. It is postulated
that he will only choose the distant film if the extra utility
from that film compensates for the extra generalized cost of
the travel involved in going to see it.
Such a situation provides the rationale for the intro¬
duction of travel time as an argument in the utility function,
which becomes
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(3.5.1) U = U(L,W,Ti,Gi)
L is the leisure time, w is work time, TV is the travel time
associated with the consumption of the good . This function
is to be maximised subject to the budget and time constraints.
(3.5.2) ZGiPi+ ETici =
(3.5.3) L + W+ zTi = K
is the price of the ith good, c^ is the cost per unit of
travel associated with consumption of the ith good, w is the
wage-rate, and K is constant. The four first order conditions
for an utility maximum are:
(3.5.4) = UL - y
3 L
i.e., the marginal utility of leisure is constant and equal to
. [cf. Evans (3.4.23)1
(3.5.5) ^ = UW - y - Aw
3 W
This means that the marginal utility of work is equal to the
marginal utility of leisure less the marginal utility of the
wage-rate and is equivalent to Evans, (3.4.24)
(3.5.6) = UGj - A p,
3Gi 1 i
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This means that the ratio of the marginal utilities and prices
of the i goods is constant and equal to l , the marginal utility
of money [cf. Evans, (3.5.25)]
(3.5.7) — = UT. - u - Ac,
9Tt 1 1
This condition is new and results from the inclusion of travel
time as an argument in the utility function. It means that the
marginal utility of time spent travelling is equal to the mar¬
ginal utility of leisure time plus the marginal utility of the
cost of travelling. In other words the utility obtained from
travel must, at the margin, be equal to the utility of the
leisure foregone plus that of the cost of travelling.
Since the marginal utility of travel time has now been
isolated in the model it is possible to introduce a behavioural
concept into the explanation of the consumer's allocation of
resources. It will be clear from the introductory remarks of
this section that some travel time has been associated with
the consumption of each good. As consumption of most goods
involves travel of some sort, it is contended that this formu¬
lation is reasonable. Should the "travel" be merely a short
walk, then T^ will be very small and c^ will be zero; in the
event that consumption requires no travel at all, both T^ and
c^ will be zero.
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It is now postulated that consumption decisions are made
on the basis of the utility derived from consuming a good, its
price, the utility of the travel time associated with that con¬
sumption. and the price of the travel.
If this is so, he considers both UG^ and UT\ . From (3.5.6) and
(3.5.7)
(3.5.8) UGi + UTi = A pi + y + Ac.
thus
(3.5.9) UGi + UTi - y
Pi +ci
This result is an expanded version of the standard proportion¬
ality result of traditional theory and of (3.4.39), a modifi¬
cation of Evans' result. It means that, in equilibrium, the
consumer will allocate his resources in such a way that he
will only undertake activities for which the ratio of the mar¬
ginal utility of the good, net of the marginal utilities of
both travel and leisure time, to the cost of the activity,
(including travel cost), is constant and equal to A, the mar¬
ginal utility of money.
The Meaning of y
The model developed above explains consumer behaviour
in terms of the relationship between the marginal utilities of
goods and travel, their respective costs, and y. The interpre¬
tation placed upon y is that it is the marginal utility of
leisure time as opposed to that of work or travel time. Analy¬
sis of the composite equilibrium condition of the "transport
identified" model
(3.5.10) UGi + UT - " .
Pi +Ci
reveals that the consumer allocates his resources to the con¬
sumption of different goods on the basis of the net utilities.
The interpretation of
<3.5.11) UGj^ + UTi
presents no pro*lems: it is the marginal utility of consuming
the ith good net of the marginal utility of the travel associ¬
ated with the consumption of good i. The next step is to sub¬
tract y, the raaiginal utility of leisure, but the question
arises as to what is meant by the marginal utility of leisure.
Clearly it is a constant and therefore it cannot be interpreted
as the marginal utility of an activity carried out in leisure
time, since dif erent activities would have different marginal
utilities, and /ould not be constant. The solution of the
problem can be approached through consideration of a difficulty
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associated with the "transport identified" model} i.e., that
leisure time and goods and services consumed in leisure time
cannot be separated. y is the Lagrangian multiplier associated
with L in isolation and represents the marginal utility of
leisure time in its purest sense, that is, leisure time in
which no consumption takes place - activity free leisure.
Evans confirms1 this notion in his discussion of the "category-
mistake" committed by Johnson and Oort. To commit a "category-
mistake" is to represent something as belonging to one logical
type or category, when in fact it belongs to another; in this
context, it means to confuse the value of time used on a par¬
ticular activity with the value of time in general.
"The price (value) of time in any activity will depend
upon the activity and in many circumstances it will be
equal to zero. But the marginal valuation of time in
general for the consumer is the same whatever the ac¬
tivities he is engaged in."2
In other words, the value of time in a pure, activity-free
sense becomes confused with the value of time used to pursue
an activity. y then, can be interpreted as the value of pure,
activity free time, i.e., the value of time spent doing abso¬
lutely nothing. This being the case, it means that the concept
"■"Evans, (17), p. 3.
2Ibid., p. 15.
of the marginal utility of leisure, i.e., y , is a purely ab¬
stract one in the sense that time is a resource that can only
be spent in doing something, and y is the value of time spent
doing nothing. It has been argued that y cannot be the value
of doing absolutely nothing, since doing absolutely nothing is
impossible. Interpreted as an abstract concept, however, y
need not be an operational concept, i.e., it is not necessary
that it represent something which can be performed by a human
being. The abstract nature of y is confirmed if the analogy
with x is considered, i can be interpreted as the marginal
utility of money, in the sense that it is the value of relax¬
ing the budget constraint by one unit. In the same way y can
be regarded as the value of relaxing the time constraint by
one unit. In other words, y is the value of an increase by one
unit in the total time available. Since the total available
time, unlike the budget, is physically fixed, an increment to
the day can only be considered as a hypothetical possibility.
An alternative way of interpreting y involves a devel¬
opment of the abstract aspects of y. Thus it is possible to
contend that time has no intrinsic value, but only carries an
economic rent as a result of its scarcity. Since the number of
hours in each day is fixed, and a certain number of these hours
must be devoted to sleeping, maintaining life system and working,
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the amount of time available for leisure activities is limited.
The result of this is that activities which require time bear
a time cost which results from the fact that the amount of
time available is not unrestricted. Since competing activities
require inputs of the limited amount of time, the available
time must be rationed. This is effected by the device of at¬
taching a time cost as well as a money cost to activities.
In conclusion, it can be said that y is a concept which
has little operational significance. Its effect is to make the
(3.5.13) UGi + UTij - y
measure into a measure in which all values are expressed in
terms of differences from y. It is clear that y cannot be in¬
terpreted as the marginal utility of leisure time in general,
and, in particular, it cannot be interpreted as the marginal
utility of time spent travelling. Thus, whatever interpreta¬
tion is placed upon the values of time derived from behavioural
modal split models, they cannot be thought of as estimations
Of y.
While the model developed above is interesting, both in
the sense that it parallels traditional results while introduc¬
ing travel time, and in the sense that it permits the interpre¬
tation of the "value of leisure time" to be clarified, it does
not completely solve the problems outlined earlier in this
chapter. This model does not explain the mechanism by which a
consumer allocates his limited time and money resources to the
consumption of a variety of goods. In this sense, it does not
follow the line of development of a model from a traditional
model through Becker to Evans which was set out in this chap¬
ter. This is not of importance, however, since it will be
remembered that the aim of this chapter was to provide an eco¬
nomic background or justification for the behavioural choice
model. Allocation of time theories were introduced only as
an aid to fulfilling the main aim of the chapter. The devel¬
opment of the model has led away from allocation of time the¬
ories and towards one which is more disaggregate in the sense
that it distinguishes different types of goods. It is justi¬
fied if it leads to an acceptable rationale for the behavioural
choice model.
Objection 1
One objection to the model developed above is that it
fails to take into account both the time costs of consumption
and the inputs to travel other than time. This dichotomy re¬
sults from the fact that goods and travelling are not treated
in the same way. In fact, both the leisure activities
themselves, and the travel activities associated with them, are
composed of inputs of consumption goods and time. The modifi¬
cations of this model which are set out below take account of
this deficiency.
Objection 2.
A further objection to this model lies in the specifi¬
cation of the utility function and is concerned with the jux¬
taposition of Leisure, L, and goods, , as arguments in the
utility function, thus implying that leisure may be regarded
as distinct from the goods consumed, and hence, from any travel
associated with that consumption. The true position is that,
once leisure time has been determined by the specification of
working time, the consumption and travel activities take place
in leisure time. In the modification of this model presented
below an attempt to solve this problem is made by assuming that
the work/leisure time distinction is given, so that the model
deals only with activities which are carried out in leisure
time.
Objection 3.
The final objection has been regarded as the most serious
objection to the model and arises from the last first order
equilibrium condition
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(3.4.15) UT + y + Ac
±
As both y and A are constants and since cis always positive,
it is not possible for U*I\ to be negative. This means that the
utility of time spent travelling cannot be negative, i.e.,
travel cannot give rise to disutility. This finding is consis¬
tent with the position that the consumer will only undertake
activities, or consumption, which yield him utility. Thus,
for a person to travel, he must derive utility from the travel.
This position, however, destroys the interpretation of behaviour
which explains behaviour in terms of the utility of the activity
net of the utility (assumed negative) of the travel associated
with it. It is clear that there is a confusion between utility
as envisaged by writers like Quarraby and as envisaged by an
economist. The confusion is between unpleasantness and dis¬
utility. For example, a visit to a dentist may be unpleasant,
but the sufferer derives utility from it. It is argued that
transport falls into the same category.1 The problem, there¬
fore, is one of dealing with the dichotomous nature of certain
activities which, like transport, both yield utility and are,
to a certain extent, unpleasant.
-^The fact that some people may desire pleasure (as well as
utility) from travel is taken care of in the formulation de¬
veloped in the next section.
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3.6: Modifications to the "Travel Time Identified" Model
Given the above suggestion that many of the problems en¬
countered in the development and interpretation of this model
stem from an inability to distinguish between disutility and
unpleasantness, the analysis of this section will develop two
new approaches which lead to a solution to the problem. The
first is derived from the recent work of de Donnea1 and intro¬
duces the distinction between the utility derived from the use
to which time is put and the circumstances under which the
time is spent; the second involves modifications to the models
described earlier in this chapter such that the results are
very similar to those of de Donnea's.
3.6.1: de Donnea
The innovative feature of the work of de Donnea is his
treatment of the problem of the dichotomous nature of utility;
he seeks to distinguish between the utility of travel which is
positive ex hypothesi and the so-called disutility associated
with travelling. The former is positive, because travel enables
the traveller to undertake activities which he could not under¬
take at his base location; the latter is negative, because
1F. X. de Donnea, (16).
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travel involves a certain amount of inconvenience, discomfort,
et cetera.
In general terms, de Donnea considers that
"Time spent in some consumption activities may have a
large positive utility, because it is an essential input
in the production of a useful activity, but this time may
simultaneously produce some kind of dissatisfaction for
the consumer because it must be spent in disagreeable
circumstances, for example, the time spent at the den¬
tist's or in crowded trains on the journey to work."*
Thus, de Donnea works with the utility function
(3.6.1) U = (UAi, L(t±))
where is the level of the ith activity, (i = 1 . . . m),
and Ai = ^(X^, , (X = 1 . . . n) . Mt^) = the satisfaction
or dissatisfaction resulting from the circumstances under
which the time is spent. This initial model is developed to
include travel services and time explicitly in the utility
function, and it is this formulation which is most relevant
to the discussion at hand.
The utility function is
(3.6.2) U = U(Ai} tif tj, Tw) Ai = level of the ith activity
t^ = time associated with the




t* = travel time associated
with the ith activity
Tw = work time
and
(3.6.3) Ai = f (X , t X, t*) X = amount of the kth good1
used in the ith activity
*
X = amount of the kth good
ki
used in the travel asso¬
ciated with the ith ac¬
tivity
Thus, the two aspects of time, consumption time and travel time
enter into the utility function twice: once through Ai when
they represent the positive utility producing aspect of time
used in the activity and once by themselves when they repre¬
sent the utility, which may be positive or negative, result¬
ing from the circumstances under which the time is spent.
*
Thus, ti may yield positive utility, because it enables A^
to be undertaken and negative utility, because it must be
spent on a crowded train. This utility function is maximised
subject to two constraints:
n m n m * —
(3-6"4) kti ill + kli ill pkxki- wTw " Y
w = the wage rate
and
m m *
(3.6.5) T = X t. + z t, + Tw
i=l 1 i=l i
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and yields the following first order conditions for a utility
maximum:
a v aA,
(3.6.6) . —i = Ap
»i *
8V 9 A.
(3.6.7) — • -4- = A p.
sA . . K.dAi dXki
(3.6.8) + 11.
9AJ at, at.
9v 3 A 9 V
(3.6.9) • + _^ = y
9 A • 3 t at.
(3.6.10) + AW =y
9 Tw
The first two conditions are standard results, but they may be
combined to show that the marginal utility of good k must be
equal in all its uses, whether as in input to the activity it¬
self or to the travel process; the fifth condition is also a





which is interpreted as the marginal utility arising from the
circumstances under which t is spent, and
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(3.6.12) :LV^ = 1*
3 tj 1
which is interpreted analogously, we can write
(3.6.13) = y- 1 = tt
3Aj_ 3ti 1 1
where is the marginal utility of the time used as an input
in A^, and
3V 3 A. * *
(3.6.x4) — .
^ - u- it- ^
where tt* is the marginal utility of the time used in the travel
associated with A^ Then, from (3.6.8) and (3.6.9)
(3.6.15) y = tt . + 1 ^ = TTi+li
In other words, the marginal utility of time y is the same for
all consumption and travel activities at the margin, but it may
be decomposed into two components: the marginal utilities of the
time as an input and of the circumstances under which the time
must be spent. Thus, the combined marginal utility of travel
time will be equal to the marginal utility of the time needed
to produce the activity itself.
"This conclusion can be illustrated by an example. Imagine
an individual who wants to spend a Sunday afternoon on the
beach. It is realistic to assume that the farther the
beaches are from themetropolitan area, the more agreeable
they will be. (cleaner, less crowded, etc.) Hence the
farther the individual will travel, the more pleasant his
98
time on the beach will be, but also the shorter this time
will be. The individual will increase his travel distance
as long as the marginal utility of his travel time is larger
than the marginal utility of the time spent on the beach . .
at the distance already travelled."1












3 Ki. ~ dtI
9V 9 A.
3V at J
which is the marginal rate of technical substitution between
the time and the good k used in the production of the travel
associated with the activity, A^.
Thus
(3.6.18) - dt* p^
dX* *,/\
ki A
i.e. the marginal rate of substitution between the time and the
good k used in travel is equal to the ratio of their prices.
1Ibid.. p. 371.
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It is this result of de Donnea's which provides a basis
for using trade-off models to represent mode choice decisions
and to investigate the value of time, since if the price of
the good and the price of time are constant (which they are
assumed to be for a given trip), goods and time can only be
substituted for each other by giving up one as the other in¬
creases. Since the cost of travel can be thought of as com¬
mand over the goods used in travel,1 then it is logical to
examine the trade-off between time and cost as the basis for
models of mode choice behaviour.
3.6.2; An Alternative Formulation
The exposition of de Donnea is based on an innovation
which may be regarded as rather cumbersome, viz., the concept
of utility deriving from the circumstances under which travel
is spent. The alternative formulation presented in this sec¬
tion is based on a simplification of the problem. It will be
remembered that the object of the exercise at this point is to
provide a theoretical basis for behavioural models of mode
choice. Such models, however, are conventionally used as part
of a system of models, often referred to as the U.T.P. (Urban
Transportation Planning) Package, and comprising a trip genera-
1In the same way as a utility function may contain as arguments
either goods themselves, or income, which represents command
over goods.
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tion model, a trip distribution model, a modal split model and
a traffic assignment model. Each model takes the output of the
previous models as given, so that the mode choice model starts
from a point where origins and destinations are given. This
situation has been accepted by the disaggregate mode choice
modellers such as Quarmby, Stopher and Lisco. Given, then,
that the mode choice model takes as given the origins and des¬
tinations and, by inference, the activities, the objectives
of this chapter can be met by considering a more restrictive
formulation than those employed above.
Thus, we assume that the consumer has to decide between
competing modes of transport which we assume, for simplicity,
to be located on a continuum of alternatives. Since the origin
and destination of the trip are fixed, the utility derived from
the trip will be the same whichever mode is chosen, (ignoring
de Donnea effects), and the problem can be converted to one of
producing a given product at minimum cost, i.e., of minimising
the cost, in money and time, of producing a trip.
If the trip production function is
(3.6.19) T® = f (X, . , t^) X = the goods and serv-^ ices used to pro¬
duce the trip T.^
t^ = the time used
101
where T° is the given trip, form the function:
(3.6.20)1 Z = + aiv + X(T° ~ ti))
= prices of the goods
xj
V = the value of time
Then, the first order conditions for a minimum cost solution are:
3Z
(3.6.21) = p. - Af (X..) = 0
3Xij J 1J
and
(3.6.22) 25- = V - Af' (t .) =0
9ti
Dividing the former condition by the latter to eliminate
gives:
P f' (X )
(3.6.23) 1 J
V f • (ti)
i.e., the ratio of the marginal products of the goods and time
used to produce the trip, T°, must be equal to the ratio of
their prices. But
f(X ) - dt
(3.6.24) li- == —
f (t±) dXij
In other words, in order to minimise the cost of a
^"V is introduced here as the value (or price) of time for con¬
venience in the derivation.
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given trip, the traveller must equate the marginal rate of sub¬
stitution between goods and time to the ratio of their prices.
This is analogous to the result of de Donnea in (3.6.18)
The implication of this result is that the traveller will
trade off time against goods (in other words, the cost) until he
reaches the minimum cost situation. This result, therefore,
provides a theoretical basis for the use of behavioural disag¬
gregate models in research into mode choices.
3.7; Conclusions
The above examination has shown that behavioural models
of mode choice are not inconsistent with the theory of consumer
demand. The development of this basic theory, together with in¬
puts from allocation of time theories lead to an initial, crude
model of traveller behaviour. Consideration of the objections
to the crude model lead to improved formulations by means of
which it was demonstrated that the problem could be considered
either as a modified utility maximisation problem or as a cost
minimisation problem. In either case, the necessary conditions
for either a utility maximum or a cost minimum imply that the
traveller must equate the marginal rate of substitution between
the time and goods used in the trip to the ratio of their
prices. It may be inferred that this result will be achieved
by trading off time against goods. Thus, the model which is
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based on a hypothesised trade-off between time and cost (or com¬
mand over the input of goods) is shown to be consistent with
the theory of the consumer (and of the firm) and to have some
basis in economic theory.
Chapter 4;- Variables and Variable Forms
4.1; Introduction
In this chapter the range of variables available for use
in explaining modal choice will be investigated and a selection
will be made of those variables which appear most promising from
the point of view of the inter-city modal choice situation. The
main source of guidance in such an investigation lies in the
findings of previous studies in the field, although judgement
must be exercised to ensure that the choice of variables clearly
reflects the new choice situation under consideration. Table
4.1.1 shows the main variables which have been used in the most
important studies in the field. The form of the variable is
not noted in this table, since the procedure to be adopted in¬
volves the discussion of each variable in turn. Therefore, in
the following sections the different forms of each variable
will be examined. The review of potential variables and vari¬
able forms will not assume a rigid format, and discussion of
new variables or new variable forms will be introduced where
appropriate. The extent to which data sub-divisions might be




Table 4.1.1: Variables used in previous studies
Variable Lave ! hsco Quarmby Stopher Thomas Warner
Time a k a a a a
Cost a k a a a a
Comfort/Convenrence a a
Distance @ a a
Journey Purpose? n.a. n.a. n.a. n.a. n.a. #
Journey Frequency






Car Ownership n.a. n_a. n.a. n.a.
Size of Travelling
Party
Income @ a a
Other a a
* indicates used as a variable
# indicates used to stratify sample
@ indicates used indirectly
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4.2: Review
In this section it is not intended to report in detail
the forms of the variables used by analysts in previous studies.
Rather it is hoped to present a consensus of opinion as to
which forms are potentially useful. Three basic types of vari¬
ables will be discussed: variables concerned with the charac¬
teristics of the actual journey; variables concerned with the
nature of the trip; and variables concerned with the socio¬
economic characteristics of the traveller.
4.2.1: Time Variables1
Discussion of the time variable in modal choice models
takes three forms; the first is concerned with which part of
the journey the time variable refers to; the second is concerned
with the method used to express the relationship between the
times by each mode; the third deals with combinations of vari¬
ables.
(1) Total vs. Excess Journey Time
Opinion over this aspect of the form of the time vari¬
able ranges between two limiting positions, the first of
which utilises the total journey time, while the second uses
"^The use of time and cost variables leads to problems involving
measurement. For a discussion of the advantages of perceived
over measured data see Watson, P.L., (84) and (85).
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the component parts of total journey time. Stopher, Lisco and
Lave all use total journey time, but Quarmby considered it more
appropriate to separate the time spent in-vehicle from time
spent walking and waiting. It seems reasonable to treat time
spent on different activities as different, as it appears that
time spent in a car is different from time spent waiting in a
queue or walking between vehicles. It is possible, however,
that the intuitively perceived differences in different types
of time reflect the relative inconvenience or frustration as¬
sociated with the activities carried out in the time; for
example, walking is more arduous than sitting, and standing in
a queue is more frustrating than actually travelling. In so
far as the separation of journey time into its component parts
allows additional variables to be included, and hence addi¬
tional coefficients and values of time to be estimated, it
should be made clear that differences in these values of time
reflect differences in the levels of inconvenience of frustra¬
tion associated with the activities (e.g. standing, walking,
travelling) undertaken in the time. As far as this study is
concerned, it is felt desirable to distinguish time; two cate¬
gories are established: in-vehicle time and walk/wait time.
Practical considerations arising from the data make it impos¬
sible to sub-divide walk/wait time; this is explained by the
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rationalisation that where subjects failed to report details of
walking and waiting time, it was because they failed to perceive
them in sufficient detail.
(ii) Time Differences vs. Time Ratios
The second problem concerned with the expression of the
journey time variable arises from the necessity to represent the
fact that the subject considers relative journey times. Basic¬
ally it is possible to express this variable as a difference or
as a ratio: i.e. Time by Mode A - Time by Mode B or Mode A .
Time by Mode B
Warner has used ratios, whereas Quarmby, Lisco, Lave and
Stopher have used differences. Given that the model is an at¬
tempt to represent actual behaviour, it is better to use dif¬
ferences on the basis of the argument that the traveller is more
likely to perceive relative times in terms of differences (i.e.,
faster, slower) than in terms of ratios. A preference for a
difference formulation is based, therefore, upon a subjective
judgement about the way in which people think.
It may be concluded, then, that the journey time vari¬
ables can be expressed in a number of ways. It is felt that
the most useful formulations will be those which express the
relativity of the times in terms of differences and which treat
the component parts of the journey as separate entities.
(iii) Variable Combinations
109
The question of how to combine journey time variables
arises only when journey time is divided into walking, waiting,
and in-vehicle time, and consists of deciding in which way the
traveller perceives the characteristics of his journey. The
limiting cases are those in which he perceives either the total
journey time difference alone or the differences in each part of
the journey, i.e., walking, waiting and in-vehicle. Clearly
other possibilities make up the intermediate positions. For
example, if a traveller were not influenced by waiting time,
but reacted strongly to walking time, he might consider only
the differences in total journey time and in walking time, ig¬
noring any difference in waiting time. It is felt that in the
absence of information on travellers' preferences, the choice
of variables is best carried out experimentally. In this study
the problem is simplified by the fact that walking and waiting
time are not separate variables, and the choice resolves into
one between the combination of the walk/wait time variable with
the in-vehicle time variable and that of the walk/wait time vari¬
able with the total journey time variable.
(iv) Relative Differences
It is argued above that the difference formulation is
the most appropriate. However, the fact that this study is
concerned with explaining modal choices for a medium-range
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inter-city trip raises the possibility of a new formulation of
the time variable which comprises some aspects of the ratio
formulation. The trips under consideration are, in general,
longer than those examined in previous studies with the result
that two major differences occur: (a) the relationship between
the time difference and the trip lengths is different, and (b)
the range of trip lengths is different. The effect of these
differences is to introduce the possibility that the time vari¬
able should reflect the relationship between the time differ¬
ence and the trip length. The introduction of this relation¬
ship into the time variable is intended to reflect the postu¬
late that the traveller, in selecting a mode, is influenced by
more than the absolute time difference. For example, if a
traveller can save twenty minutes by choosing a faster mode,
the time saving may act as a greater stimulus if the total
journey time is sixty minutes than if it is 120 minutes; in
other words, five minutes saved on a ten minute journey may be
important, whereas it is unlikely to be important on a four
hour journey. Figure 4.2.1 shows an example. Because it is
difficult to say whether a traveller would base his assessment
on the faster or slower time, it has been decided to use the
mean of the two times to indicate total journey time.
Ill
Figure 4.2.1: Relative Difference Formulation
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If the time difference (AT) alone was considered, the two
situations would be identical, but the use of the difference
ratio produces different results. In Situation 1 it gives a
higher value tnnn in Situation 2, reflecting the postulate that
a given time difference will be valued more highly, the shorter
the journey. It is felt that the length of the inter-city trip
may make this an important consideration.
(v) List of Time Variables
a) Total Journey Time Difrerence
b) In-Vehicle Time Difference
c) Walk/Wait Time Difference
d) Total Journey Time Difference Ratio
e) Walk/Wait Time Difference Ratio
4.2.2: Cost Variables
Much of the above discussion of the form of the journey
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time variable is applicable to the formulation of the journey
cost variable. It is possible to consider differences or ratios,
or difference ratios; it is also possible to treat only the
"whole journey" cost as a variable or to subdivide it and work
with various combinations of its component parts. As in the
case of the time variable, it is impossible to provide a
sound objective justification for the selection of any formula¬
tion of the cost variable; it is necessary to make a subjective
judgment. As in the case of the time variable, it is felt that
tne difference formulation better reflects the postulated be¬
havioural characteristics of the traveller than the ratio
formulation; it is possible, however, that the difference-ratio
formulation may be even better.
(i) Aggregate vs. per capita Cost
A further problem in the consideration of the cost
variable arises from the way in which costs are reported. The
cost of travelling by car is reported in terms of the cost of
driving from origin to destination; on the other hand the cost
of travelling by train is reported in terms of the individual
fares; thus a discrepancy arises in the data. In theory, this
problem may be resolved in two ways: either by converting the
car cost into a per capital cost or by converting the train
cost into a group (or party) cost. The choice of solution
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depends on whether the unit of analysis is the individual (in
which case the former solution is appropriate) or the travelling
party (in which case the latter solution should be adopted).
It is not clear whether the behaviour of the traveller is better
represented by treating him as an individual or as the decision
maker for a party. It is possible that the mode choice deci¬
sions are influenced by the cost of travel for the party, but
in this study it is unclear whether reported costs for car
travellers refer to the individual or the party. Since it is
clear that costs by train are reported on an individual basis,
it is assumed that the car costs are also and all costs are
treated as individual costs.
(ii) List of Cost Variables
a) Total Cost Difference
b) Line-Haul Cost Difference
c) Subsidiary Mode Cost Difference
d) Total Cost Difference-Ratio
4.2.3: Other Trip Variables
Other variables which might be considered in this sec¬
tion are those relating to the comfort, safety or reliability
of travel, which might be thought of as contributing to the
generalised cost of travel. Measures of such mode character¬
istics are difficult to obtain and are usually based on
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psychological scaling techniques, i.e. the subject is asked to
indicate on a scale the relative level of comfort, safety,
etc. A further problem arises from the subjective nature of
the measures attempted: although allowances may be made for
the influences of the variables on choice, there is no way to
use them for prediction purposes. In other words, it is not
possible to predict how future travellers will scale comfort,
safety, etc.
For use in this study a variable has been derived which
attempts to take into account the less tangible attributes of
each mode. It was felt that, in a model of choice behaviour,
the choice procedure might be better represented by a variable
which indicated the convenience of travel by each mode, rather
than one representing a subjective evaluation of the level of
comfort or safety, with this aim in mind a measure was sought
which would be a proxy for the amount of difficulty associated
with making a given journey by each mode. The method of rep¬
resenting such a variable involves assigning a unit to each
section of the journey; the sum of the journey units represents
the difficulty of undertaking the journey. Figure 4.2.3.1
shows an example of the calculation of this variable.
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Figure 4.2.3.1; Journey Unit Variable
Car Journey Train Journey





Walk to destination 1 unit
Wait for bus 1 unit
Travel on bus 1 unit
Walk to train 1 unit
Wait for train 1 unit
Travel on train 1 unit
Walk to destination 1 unit
TOTAL 4 units 7 units
This figure demonstrates the basic mechanism by which this
variable is calculated. The most interesting feature of this
variable is its flexibility. Should it be thought that walk¬
ing is more "inconvenient" than waiting, the units assigned to
walking could be changed. A French study"*" shows that walking
time is treated as twice travel time and waiting time as three
times: on this basis the travelling sections of the journey
could be assigned one unit, the walking sections two units and
the waiting sections three units. The variable is flexible
enough to admit a number of different assumptions about the
relative levels of "inconvenience" associated with travelling
^Mercadel, M., (49).
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in a vehicle, walking and waiting.
It is also possible to incorporate in the variable
other features of inconvenience. It will be generally agreed
that children add to the inconvenience of travel, although the
degree may depend upon the mode. one possibility would be to
multiply the units assigned to each part of the journey by the
number of children in the party (or by the number of children
per adult in the party). It may be thought that as the number
of children increases, the relationship should be more complex
than a simple multiplication, perhaps becoming an exponential
function in extreme cases.
Another factor which adds to the inconvenience of a
journey is luggage; walking sections of the journey are par¬
ticularly susceptible to this increase in inconvenience. The
flexibility of this variable would allow adjustments to be
made to take into account the number of pieces of luggage
carried.
It will be clear that a combination of luggage and
children could be built into the model, although the precise
form of the adjustment would be open to discussion. It is
felt that, at present, not enough is known about the opinions
of travellers on the relative effects on the inconvenience of
a journey of children, luggage, etc., for such detailed
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adjustments to be made. Moreover, in this study, data was not
collected on the amount of luggage carried. The variable will,
therefore, be used in its simple form. Following the discus¬
sion on the time and cost variables, it will be expressed as
a difference.
(i) List of Convenience Variable
(a) Journey Unit Difference
4.2.4: Journey Purpose
Discussion of the journey purpose variable introduces
the series of variables which describe the nature rather than
the characteristics of the journey. One of the principal aims
of this study is to extend knowledge on modal choices and
values of time beyond those derived from commuting trips.
It is felt that not only may values of time be different for
different trip purposes, but also the factors influencing
choice of mode may either be different or operate in a differ¬
ent way. It is thought unlikely that a model will be derived
to explain modal choices for all journey purposes; therefore,
it is proposed to sub-classify the data into categories rep¬
resenting the different journey purposes, and to analyse the
social/recreational travel subset.
4.2.5: Journey Frequency
The effect which the frequency with which a journey is
made will have on the modal choice process is unknown. Intui¬
tively it is felt that this variable may operate indirectly by
way of a type of learning process. In other words, the travel¬
ler may make a decision on the basis of information available
to him, but he may modify that decision in the light of further
information which may only become available as a result of regu¬
lar travel. In order to investigate the effect of this vari¬
able, it is necessary to sub-classify the data by frequency,
but it is doubtful whether the data would support such a sub-
classification in all the journey-purpose categories. Where
possible, such an investigation may be carried out, but it
should be noted that it may be necessary to re-group the fre¬
quencies, perhaps into two categories: regular and irregular.
4.2.6: Mode-Pairs
The only reasonable method of dealing with the differ¬
ent mode-pairs arising from a tri-modal sample is to treat
them separately. It is not feasible to deal with e.g., car-
train and car-bus choices in the same analysis. Extensions
of the statistical techniques for handling binary choice
situations have been developed and may be used in future
studies. The data collection for this study restricted itself
to information on two modes only; it is, therefore, not possible
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to utilize the multi-noraial extensions of binary choice analy¬
sis techniques.
4.2.7: Socio-Economic Variables
Previous studies have incorporated a number of variables
which reflect the characteristics of the subject or his house¬
hold. A discussion of the more important ones follows.
(a) Age/Sex
The age and sex of the subject have been included in
a number of models, on the grounds that they improve the fit
of the model. Lave concludes "It is possible that there is a
systematic relationship between the shape of a commuter's
preference function and his age and sex. But there is no easy
way of predicting their effect and it is difficult to relate
their...coefficients to any specific real-world interpreta¬
tion. Accordingly we can only rely on fitting considerations
1
as a guide for the inclusion or exclusion of these variables."
This statement adequately sums up the position: age and sex
will, therefore, be included only if their inclusion improves
the fit of the model.
(b) Competition for Use of Car
Several attempts have been made to construct a variable
"^ave, (41) , p. 73.
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which would reflect the demand for the car within the household.
Such variables are usually derived from some combination of the
number of drivers and the number of cars in the household. Un¬
fortunately } in this study, the section of the questionnaire
which asked for this information was badly worded with the re¬
sult that it is uncertain whether the respondents included
themselves and their car in the total number of drivers and
cars in the household. The information collected is, there¬
fore, unreliable and the best approximation to a demand for the
car variable which can be salvaged is the "number of adults"
in the household. While this may be at best a crude approxi¬
mation, the fact that the British two-car family is, compared
with the U.S.A., relatively rare may make it less crude than
might first be imagined.
It is felt that the loss of this variable is not cru¬
cial, since the variables used in the past have, it is thought,
failed to mirror fairly the nature of the intra-faraily demand
for the use of the family's car stock. The bargaining proce¬
dures are undoubtedly considerably more complex than can be
represented by the simple ratio of cars to drivers.
(c) Car Ownership
The problem of a car-ownership variable does not arise
in this study as all respondents in the final data set report
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a meaningful choice between car and train. Effectively, those
train travellers who do not own a car reported "don't know"
when asked for details of the journey by car and were thus
eliminated from the sample. It is argued that such respondents
did not perceive the car as a real choice and should not,
therefore, be included in a car-train choice sub-group. It
is possible to argue that their choice alternatives included
buying a car and that they should be included, with the appro¬
priate adjustment to a car costs to take account of the average
as opposed to the marginal costs. Nevertheless, it is felt
that the proper procedure should not involve attributing to
respondents a choice which they do not themselves perceive,
(d) Size of Travelling Party
A variable, which has not been used in the commuting-
type studies, but which may be meaningful in the context of a
leisure trip, particularly over a longer distance, is the size
of the travelling party. It can be postulated that, as the
size of the party increases, different modes have advantages,
and therefore, variables should be included which reflect the
size of the travelling party. The data collection exercise
obtained data on the number of adults and the number of chil¬
dren in each party and these variables will be included. In
addition, it is suggested that it is the number of children
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under the control of each adult which is of importance and a
third variable will be constructed (i.e., number of children/
number of adults) to take account of this possibility.
(e) Income
It is generally agreed that the level of a subject's
income will affect his choice of travel mode; it is further
agreed that this effect is most difficult to determine. In
previous studies the income variable has been handled in three
main ways.
(1) By sub-stratification
Many analysts believe that the effect of the income
variable is essentially different from that of the trip charac¬
teristic variables in that, rather than influencing the choice
made, it fundamentally affects the choice process. The impli¬
cations of taking this standpoint are that each income group
has a decision process which must be modelled separately. It
is possible that the same variables with different coefficients
will explain choices for all income groups; it is equally pos¬
sible that the variables may be substantially different from
group to group. The operational result of this point of view
is that the sample is divided into income groups which are
analysed as distinct samples. An advantage of this method is
that the relationship between the coefficients and income can
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be readily assessed. A strong disadvantage is that a large
sample is required to make such stratifications possible; this
is a problem in a commuter study, but in a multi-purpose study
the problems are exacerbated, as it is necessary to carry out
two stratifications, first by journey purpose and then by in¬
come. It was the intention of this study to collect a sample
of sufficient size to allow the two stratifications.
(ii) As a variable
Although some studies have included income as a variable,1
it is difficult to justify the inclusion of income as a direct
variable, except on the grounds that it improves the fit of
the model. It is felt that the use of a crude income variable
does not do justice to the complex manner in which income af¬
fects mode choices. More will be said about this process at a
later point. At the moment, suffice it to say that the use of
the crude income variable is not advocated.
(iii) In combination with other variables
Attempts to explain the complexities of the process by
2
which income affects modal choices have led some analysts to
the conclusion that income operates through or in conjunction
■^e.g. Lisco, (42), Quarraby, (58).
2e.g. Lave, (41), de Donnea (16).
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with other variables, e.g. cost, time, comfort. In some cases
it is argued that the cost difference is important only in re¬
lation to income, so that a given cost difference will produce
different reactions in a higher income group traveller than in
one from a lower income group; a suggested solution is to com¬
bine the income and cost variables to produce a new variable,
say, the ratio of cost difference to income. In other cases,
it is argued that it is the time difference which is perceived
differently by different income groups, so that a given time
difference will affect the higher income group traveller more
because he values his time more highly, (given that the value
of time rises with income). In yet others it is claimed that
the higher income group traveller is more susceptible to dif¬
ferences in comfort, and so a new variable is derived, composed
of the comfort variable multiplied by income.
It is felt that with the exception of stratification,
these methods of dealing with income are inadequate in that
they fail to take account of the true complexity of the ef¬
fect of income on the choice process. It is clear that a great
deal of work would be necessary to solve this problem. Never¬
theless, an attempt will be made to explain the process and to
formulate the income variable in the way which best reflects
its effect.
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It would appear that two basic positions are tenable.
One which holds that the influence of income on the choice
process is so fundamental that it is necessary to deal with
each income group separately. In so far as the data permits,
this approach will be utilized. The other position, enforced
perhaps by the restrictions of most samples, involves an at¬
tempt to develop a variable which accurately reflects the in¬
fluence of income. It is contended that most attempts to do
this are conceptually unsatisfactory because they have con¬
sidered the effect of income on individual variables, rather
than on the choice process as a whole. The basis of the modal
choice modelling process is a trade-off situation, be it be¬
tween time and money, comfort and money, or any other combina¬
tions of variables. By a trade-off situation is meant a situ¬
ation in which the choice of one alternative involves giving
up one commodity for another? a time-money trade-off would in¬
volve two alternatives, one of which was faster, but more ex¬
pensive, than the other, so that a choice would necessitate
either giving up money to save time, or giving up time to save
money. Any group of travellers faced with such a choice can
be divided into time-choosers, who spent money to save time,
and money-choosers, who expend time to save money. The com¬
fort/money trade-off operates in exactly the same way: some
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people will spend money for extra comfort, while others will
suffer discomfort to save money.
What, then, is the effect of income on this choice proc¬
ess? It is argued that the effect of a higher income is to
lessen the probability that the person will be a raoney-chooser.
In other words, the higher the income group to which a subject
belongs, the more likely he is to choose the alternative which
involves spending money to save time, increase comfort, etc.
This contention embodies the arguments raised above:
that a traveller from a higher income group will be less in¬
fluenced by a given cost difference (because he has money
available), that he will be more influenced by a given time
difference (because, it is assumed, his time is more valuable),
that he will be more influenced by a difference in comfort (be¬
cause he is more susceptible to comfort), etc. This formula¬
tion has the advantage that it can be simply stated: the
higher the income group to which a subject belongs, the less
likely he is to be a raoney-chooser in any given trade-off
situation.
The form of the relationship between the probability of
being a money-chooser and income is open to discussion, but it
seems possible that it may take the form of the sigmoid curve
discussed earlier in this thesis. The relationship is shown in
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Figure 4.2.7,1; P(x) is the probability of being a money chooser.







This relationship means that those in the highest in¬
come group have a 0.0 probability of being money-choosers;
those in the lowest income group have a 1.0 probability of
being money-choosers. It is, of course, possible to postulate
a threshold effect in the relationship, such as the one de¬
scribed by Lisco, by setting the 1.0 probability for P(x) at,
say, the third income level, and equally to set the 0.0 prob¬
ability for P(xi) at the seventh income level; viz. Figure 4.2.7.2.







Such a relationship would reflect the fact that budget¬
ary constraints would compel those in income groups 1, 2, and
3, i.e. the lowest groups, to be money choosers, whereas finan¬
cial affluence would give groups 7 and 8, the freedom never to
be money-choosers. The form of this relationship could be
tested empirically, but such testing is beyond the scope of
this study.
To have considered the relationship between income and
the probability of being a money-chooser is, however, to have
considered only a part of the problem, since the whole problem
is that of ascertaining the relationship between income and the
probability of choosing a given mode. If it can be assumed
that in a given situation one mode is always cheaper than the
other, then to be a money-chooser determines which mode will be
chosen over the whole sample. This assumption is probably
justified in a study of commuting trips, where the trips are
relatively homogeneous and it can be claimed with some cer¬
tainty that public transport is cheaper {although slower) than
car. In such a case, to be a money-chooser is to be a public-
transport-chooser and relationship:
P(money-chooser) = F(income)
can be translated directly into:
P(public-transport-chooser) = F(income)
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and the functional relationships will remain unchanged.
In a study of inter-city trips, or any other type of non-
homogeneous trips, the picture is less clear. The non-homogen¬
eity may mean that, in some cases, the car is both faster and
cheaper than public transport. Consider a suburb to suburb
trip, as pictured in Figure 4.2.7.3.











For a journey such as the one presented schematically
above, it is possible that the car-cost would be less than the
public-transport cost. It would be necessary first to estimate
the relationship between the choice of money and income and
then to examine the data to determine whether a money-chooser,
for example, can be equated to a public-transport-chooser.
Such an examination is, however, beyond the scope of this
study, which will be limited to dealing with the income variable
by stratification.
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The discussion of the income variable concludes the re¬
view of the variables which could be included in the modal
choice model and the forms which they could take. It is pos¬
sible to collect other variables? for example, Thomas collected
information on attitudes to roads and on physical aspects of a
route. In the sense that it is always possible to think of new
variablesj the list under review is not exhaustive. It is
claimed, however, that it covers the important variables and
the main points of discussion about their possible forms. It
is necessary to remember that the collection of data is limited
by factors other than the inability to invent new variables.
The necessity of obtaining voluntary cooperation is one such
factor; the quality of data required is another. It is also
advisable to be able to explain the nature of the influence
of a variable on the choice being considered; given the fact
that an increase in the number of explanatory variables will
often increase the explanatory power of a model, addition of
variables for this reason is a bad analytical procedure.
It is felt that the use of the variables discussed above
has been justified in terms of observable behaviour, and that
their use in a modal choice model should explain choice be¬
haviour, if it can be explained in terms of the basic postu¬
lates of the model.
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4.3: Combinations of Variables
Given the magnitude of the task of computing a model
utilising all the possible combinations of variables, it is
necessary to set out a procedure for combining the variables.
That this procedure can be no more than a guide-line will be
obvious, since the inclusion and exclusion of variables depends
to a large extent on the judgement of the analyst and the in¬
terim results. Two main factors influence the development of
the model content. The first is that the secondary aim of
this study is to derive a value of time from the modal choice
model; this means that the time and cost variables should, if
possible, be included in the model. The second is that it is
felt that, ceteris paribus, a simpler model is better than a
complex one, where "simpler" means containing fewer variables.
The latter factor leads to the procedure of building up a
model by the addition of new variables. Such a procedure is,
it is felt, preferable to starting with a large number of
variables and eliminating insignificant ones; the former fac¬
tor leads to the choice of the time and cost variables as the
initial combination.
Chapter 5: Data Collection
5.1: Introduction
The aim of this chapter is to explain the method used
to collect the data which will be used to develop and test the
model outlined in the preceding chapters. A number of tasks
are involved in the collection of data and they tend to inter¬
act in a complex fashion. The format of this chapter will be
based on the outline of survey development procedure presented
in Figure 5.1.1. This figure describes the basic procedure
for developing a survey and each task will be considered in
turh; clearly decisions made about the way in which one task
is to be performed will affect and effectively place restraints
upon other tasks. For example, the choice of a sample is
likely to restrain the range of data collection methods which
can be used.
It should be made clear at the outset that the type of
data required for this study had to be collected by survey
methods. Such data is collected neither by government agencies
nor by consultants carrying out transport studies, as the
study involves investigating the behaviour of individuals,
it was necessary to approach the subjects concerned by means
of a questionnaire. How the subjects were chosen, how they
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FIGURE 5.1.1: SURVEY DESIGN TASKS.
CI) DEFINE SAMPLE
C2) DEFINE DATA REQUIREMENTS
(3) ASSESS COLLECTION METHODS
(4) DESIGN QUESTIONNAIRE
(5) DESIGN COD INS MANUAL
(6) UNDERTAKE PILOT STUDY




were approached, and what questions they were asked will now be
discussed.
5.2: Definition of Sample
The preliminary notion of the sample stems from the fact
that the study is concerned with explaining the modal choice be¬
haviour of inter-city travellers. The sample, therefore, had
to be composed of people travelling between two cities. The
choice of travel route was constrained by those criteria which
it was felt an appropriate route should meet:
(i) The route should link two sizeable centers of popula¬
tion.
(ii) It should offer adequate travel facilities between
the centers of population in order to ensure a meaningful
choice of travel mode.
(iii) The methods of transport should be amenable to survey
examination without undue difficulty or cost.
Location of personnel and a knowledge of the facilities
available led to the choice of Edinburgh as one end of the
travel route. London was considered as the other but was re¬
jected as the identification and surveying of road travellers
appeared to pose problems which could only be overcome by the
application of much time and money. In short, road traffic to
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London could leave Edinburgh by one of three routes, and the
number of London-bound travellers in the normal traffic flow
was likely to be so small as to necessitate prolonged survey¬
ing to collect a sample of reasonable size.
The Edinburgh-Glasgow route, on the other hand, had the
advantage that the two cities are linked by one main road, so
that the physical problems of surveying would be reduced con¬
siderably. Moreover, the shorter distance meant that it would
be likely that a larger proportion of the total traffic would
be making a trip of the type with which the study was concerned.
The shorter distance also meant that the range of journey pur¬
poses was more interesting, including a higher proportion of
recreational and commuting trips. From the administrative
point of view, the restriction of the study to Scottish roads
and railways meant that the number of public agencies involved
was reduced.
Since the Edinburgh-Glasgow route met the criteria pre¬
sented above and was administratively manageable, it was se¬
lected for this study.
Given that the trip to be considered was one between
Edinburgh and Glasgow, the next problem was to define what was
meant by an Edinburgh-Glasgow trip. Since the cities are each
to some extent the centres of a conurbation (i.e., towns
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adjoin them which are distinct municipal units) and the center
of population for a larger area, it seemed unreasonable to re¬
strict the sample to travellers from a point within the boun¬
daries of one town to another point within the boundaries of
the other. Since boundaries are sometimes derived arbitrarily,
it would be possible for a trip from just outside one boundary
to be more relevant to the study than one from just inside the
boundary. If the sample area was to be defined in terms of the
"catchment areas" of the two cities, the problem of defining
the "catchment area" arose. The problem was aggravated by
the question of the homogeneity of journeys which is expressed
pictorially in Figure 5.2.1.
The question is: Is the journey from A to B by car
(solid line) which passes through the one city, homogeneous
with the journey by rail between A and B (dashed line), which
passes through both cities? As a person travelling from A to
B and choosing between road and rail would have to make a
choice between the two journeys, it was decided that they could
be considered homogeneous in the sense that, to the subject,
they represented alternative methods of making the same jour¬
ney, i.e. from A to B. This decision leads to the solution
of the problem of setting outer limits to the catchment area.







cities, a relevant journey was defined as one where the public
transport alternative involved travelling into the city itself
to utilise the inter-city rail link. Therefore, all rail trav¬
ellers were automatically making relevant journeys.1 The re¬
maining problem was to allocate the car travellers? they were
allocated to the sample if their public transport alternative
journey involved using the inter-city rail link. Thus, a car
traveller making a journey from Edinburgh to a destination near
Glasgow, but served by an intermediate train station would be
excluded from the sample.
Diagramatically, the derivation of the catchment area
boundary is shown in Figure 5.2.2. Point A is within the catch¬
ment area, because the rail traveller to Edinburgh would make
the journey into the city center to catch the train; point B
is outside the catchment area, because the rail traveller to
Edinburgh would go to an intermediate station to catch the
train. In theory, there would be a point between A and B where
the traveller would be indifferent between stations; in prac¬
tice, the subject reports a journey to one or the other station.
Thus, the exact location of the boundary line, although deter¬
mined in places in an arbitrary manner, raises no operational
problems.




intermediate station Figure5.2.2:CatchmentAreaBoundaryDefi ition
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5.3: Definition of Data Requirements
The definition of the data requirements for this 3tudy
involved two decisions, one as to the data to be collected from
each respondent, and the other as to the total number of re¬
sponses to be collected.
5.3.1: Choice of Variables
The choice of the variables on which data was to be
collected was strongly influenced by discussions of the type
set out in the previous chapter, although strongly influenced
by discussions of the type set out in the previous chapter,
although it should be made clear that the preceding discussion
represents the crystallization of much work on the topic. At
the planning stage of the study, it was less clear which vari¬
ables would finally be included in the model and, therefore,
data was collected on some variables which were subsequently
abandoned. Moreover, some information was used at the coding
stage to specify and modify journeys made and does not appear
in the model as an explanatory variable.
The type of data collected was classified into four
categories:
(i) Actual Trip Information, i.e., information on the
origin, destination, times, costs and other features of the
trip being undertaken.
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(ii) Alternative Trip Information, i.e., information on the
same features of the trip as it would have been made by the
second-best mode.
(iii) Features of the Trip, i.e., information on the purpose
for which and frequency with which the trip is undertaken, etc.
(iv) Socioeconomic Information, i.e., information on the
socioeconomic characteristics of the subject.
5.3.2: Choice of Sample Size
In this study, the choice of sample size was determined
partly by the nature of the sample and partly by the aims of the
study. In the first place, the sample was to be made up of
people travelling for different purposes, with the result that
a stratification of the sample by trip purpose is obligatory.
Furthermore, one of the aims of the study is to examine the
way in which different income groups make modal choices and
value time. The achievement of this goal involves a further
stratification by income group. Thus, the sample collected
should be large enough to allow these stratifications to be
made and still leave enough respondents in each cell to make
the statistical analysis a viable proposition.
5.4: Choice of Collectiai Method
Having made a decision as to the information to be
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solicited from respondents and also as to the identity of the
respondents, the next problem was that of actually obtaining
the information. Given the use of a questionnaire, two basic
approaches seemed possible. The travellers could be interviewed
in their homes or in transit. The former method would involve
selecting a sample of households and questioning the occupants
on the journeys made during a specified time period. This
method, while suitable for an investigation of commuting trips,
was unsuitable for investigating an inter-city trip. Most
people make a daily journey to work; fewer people make inter¬
city trips, with the result that a large sample of households
might be expected to yield only a small sample of people who
had made a specific inter-city trip. The collection of a
sample of reasonable size would be a time consuming and expen¬
sive operation. (It should be mentioned, however, that it is
relatively easy to interview people in their homes.)
From the point of view of making sure that the people
being interviewed do, in fact, fit the sample, it is better to
question people as they travel. This method, however, while
ideal in terms of identifying the sample, is fraught with dif¬
ficulties which arise from the fact that travellers are likely
to be a) in a hurry and b) laden with luggage and/or chil¬
dren and, therefore, unresponsive to an interviewer. It was
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felt, however, that those problems would be overcome, whereas
those of identifying a sample from a random sample of households
could not. Thus, it was decided to approach travellers in
transit.
Having made this decision, the problem was re-defined as
that of discovering the best method of obtaining information
from travellers by bus, train, and car. Four methods of ad¬
ministering questionnaires were considered as most likely to
produce a favourable response; each has advantages and disad¬
vantages.
Method 1; The use of a trained interviewer to question sub¬
jects has the advantages associated with depth interviewing,
i.e., a low probability of the subject giving incorrect or in¬
adequate answers due to a misunderstanding of the questions.
This method has disadvantages when applied to a travel situation.
On a bus or train, subjects may dislike being questioned in
front of other travellers and may refuse to cooperate or provide
false information. Interviewing car travellers in this way
would entail detaining them at the roadside for a considerable
time and it seems unlikely that drivers thus antagonised would
provide good information.
Method 2: Obtaining the interest and cooperation of a sub¬
ject in transit and obtaining the required information in a
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follow-up interview in the privacy of his home avoids the dis¬
advantages of in-transit interviewing, but raises two others.
The first is that it is impossible to preserve the anonymity
of the respondent, since it is necessary to obtain his name
and address. The knowledge that he can be readily identified
with his responses may deter the subject from cooperating.
Assurances that the subject-response link be destroyed after
the interview are thought unlikely to be satisfactory. The
second disadvantage is that this method involves all the ex¬
pense of a survey to identify the subjects plus the additional
expense of the home interviews.
Method 3: The on-mode distribution and collection of
questionnaires was the third method under consideration. The
questionnaires are self-administered by the subject as he
travels and are collected before he leaves the train or bus.
(Obviously, this method is not applicable to car travellers.)
This method has the advantages that the respondent can fill in
his questionnaire in privacy without fear of his replies being
overheard; moreover, the time delays and the expense associated
with follow-up interviews are avoided. The disadvantage is
that the questionnaires are self-administered, with the risk
that the subjects may misunderstand the questions and provide
useless information; this disadvantage is mitigated if a
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distributor is available to help respondents, should difficul¬
ties arise.
Method 4; Distributing questionnaires for postal return in
pre-paid reply envelopes was the final method. It is thought
unlikely that train or bus surveys would require such a method,
but it should be useful for car surveys. The disadvantages of
this method are those associated with self-administered ques¬
tionnaires plus the uncertainty of the response. The advantage
is speed of distribution.
A further method by which interviewers would question
people at the bus and train stations was rejected on the grounds
that people looking for and/or hurrying to trains or buses are
unlikely to be responsive to interviewers; furthermore, the
distribution of arrivals would mean that even a team of inter¬
viewers could only interview a small proportion of travellers.
For these reasons, only methods which approached the traveller
actually on the train or bus were considered.
Since little was known about the reactions of travellers
when presented with a questionnaire while in transit, Methods 1,
3, and 4 were tested in a pilot study. (Method 2 was abandoned
as raising too many problems.) The results of the pilot study
were most interesting.
Before the pilot study, it was thought that the use of
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professional interviewers to question respondents would have the
advantage of obtaining fewer incorrect or inadequate answers.
On the other hand, it was thought that respondents might dis¬
like being questioned in open buses or trains, and that car
drivers might be antagonized by the delay occasioned by a com¬
plete interview. In practice, it was found that the interview¬
er's desire to complete interviews in a hurry and thus maximise
the number of interviews achieved in a given time, led to in¬
accuracies. It was also noticed that some of the information
reported was incomplete, perhaps due to the fact that the de¬
sire for speed induced some interviewers to omit full explana¬
tions of some of the questions. On the other hand, interview¬
ers reported that respondents were quite willing to answer the
questions (including those on income and other personal data),
even when they could be overheard by other people in adjacent
seats. Moreover, car drivers proved willing to be interviewed
for up to ten minutes, and the number of interviews terminated
or refused due to a lack of time on the part of the respondent
were very few.
The "on-mode distribution" method was originally thought
to have the advantage of allowing much greater coverage than
direct interviewing, while suffering from the disadvantages
of incompleteness in the interviews, and a large number of
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refusals due to the complexity of the questionnaire. In prac¬
tice
, it was found that, far from avoiding the complex questions
and restricting themselves to those requiring a yes/no answer,
the respondents were, on the whole, quite willing to provide
detailed accounts of their journeys. It was noted that the re¬
sponse from the train passengers tended to be of a more compre¬
hensive nature than that from the bus passengers.
The "postal" method of distributing questionnaires with
pre-paid reply envelopes in which to return them was most ap¬
plicable to the roadside survey of car travellers, and provided
excellent coverage, especially at peak traffic times when the
questionnaires could be given to a high proportion of drivers
with minimum delays. Most drivers seemed pleased that efforts
were obviously being made to minimise delays, and it is felt
that the creation of such goodwill between driver and survey
is most important.
In conclusion, the pilot study demonstrated that direct
interviewing is possible on buses, on trains, and at the road¬
side. The coverage to be obtained by this method is, however,
somewhat limited, and it is thought undesirable to use this
method when the field to be covered is large. "On-mode distri¬
bution" showed that travellers both would and could fill in a
questionnaire while travelling. The "postal" method proved to
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be a most efficient method of getting questionnaires to the pub¬
lic and is most useful when it is important to minimise the de¬
lay to the respondent.
As a result of the experience of the pilot study, it
was decided to use a different method for each mode of trans¬
port: The "postal" method for car travellers, the "on-mode
distribution" method for the train travellers, and the "direct
interviewing" method for the bus travellers.
5.5: Questionnaire Design
It is difficult to report on the process by which a
questionnaire is designed, since it is a process made up of a
continuous cycle of discussions and modifications which con¬
verges on the final form. It is intended, therefore, to state
briefly the factors which influenced the development of the
questionnaire.
Three main conditions had to be met by the questionnaire:
(i) It had to elicit information on a number of topics as
efficiently as possible.
(ii) It had to be sufficiently adaptable to cover three
modes of transport from which different information was sought.
(iii) It had to record this information in a manner which
was consistent from mode to mode in order to facilitate the
subsequent coding operations.
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To meet condition (i) , it was necessary to find a way of
asking the traveller a large number of questions in a manner
which would a) make clear the information required, and b) link
the information in such a way that the subject could see a clear
pattern in the questions. To achieve these aims, the question¬
naire was divided into four sections to obtain information on:
a) the journey being undertaken,
b) the subject's habits and attitudes,
c) the alternative journey by the second-best mode,
d) the subject's socioeconomic characteristics.
The questions attempted to take the subject through his
journey in a logical manner, since it was felt that this would
produce better information and avoid frustration which might
have been caused by jumping from one part to another. Follow¬
ing the journey details were questions on the nature of the
journey (e.g., its purpose, frequency, etc.) and the subject's
attitude to various aspects of the chosen mode. Next, it was
put to the traveller that he might, for some reason, have to
travel by another mode and he was questioned on the hypothetical,
second-best journey. Finally, he was asked to provide informa¬
tion on his socioeconomic characteristics.
In order to meet condition (ii), one basic questionnaire
was produced with a basic set of questions which were common to
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all three modes. Alternative wordings, substitute and additional
questions were then designed so that the questionnaire would be
modified to suit each mode. Moreover, the use of different
methods of distribution meant that the form of the questionnaire
had to be modified; for example, the self-administered and the
interviewer-administered questionnaires need different instruc¬
tions.
To record the information in a consistent form for cod¬
ing purposes was a difficult operation. Ideally, the coding
manual should have been drawn up when the questionnaire was
designed; in practice, this was not done due to the necessity
to produce the questionnaire under pressure of time, with the
result that the coding column of the questionnaire was inade¬
quately specified. This meant that the task of putting the
information into a consistent, usable form had to be done at
the coding stage, which was consequently made both more te¬
dious and more time consuming.
The factors described above are, then, the factors
which had to be considered when the questionnaire was designed.
The development process cannot be defined precisely, being by
nature a pragmatic procedure which, in short, involves putting
each question to a large number of people in an attempt to find
a form which minimises misunderstandings.
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5.6: The Pilot Study
The aims of the pilot study were:
(i) to test methods of administering the questionnaires,
(ii) to obtain information about the population,
(iii) to test the questionnaires,
(iv) to test the operational feature of the survey.
(i) This has already been discussed in the section on col¬
lection methods.
(ii) As little was known about the population to be investi¬
gated, it was desirable in the pilot study to obtain as much
information as was possible. This was particularly important
since the final sample size, and the survey effort necessary to
produce it, can only be determined in light of prior knowledge
of the population. This observation is especially applicable,
given the stratifications which it is intended to perform.
If the proportion of the population in each sub-group is un¬
known, it is impossible to devise a sample which will result in
each sub-group containing a number of observations large enough
to make statistical analysis feasible.
(iii) While the ad hoc procedures of questionnaire design
and development can produce a good draft questionnaire, it is
only possible to assess a questionnaire under working conditions.
It is under such conditions that what was thought to be a
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difficult question is answered correctly and an apparently easy
question produces all manner of misunderstandings. The pilot
study showed which questions were frequently misunderstood and
allowed them to be modified.
(iv) It is not intended to describe the operational features
of which the pilot study was a test, as they will be set out
in a later section which describes the survey. It is sufficient
to say that they were mainly of a logistic nature including re¬
quirements of staff, materials, etc., and the feasibility of
work loads, timings, etc.
5.7: Refinements
As a result of the pilot study, it was possible to reach
a decision on the sample size and necessary survey effort, on
the most appropriate methods of administering the question¬
naires, on the necessary modifications to the questionnaires,
and on the physical operation of the survey. It cannot be
stressed too strongly that the pilot study was a vital part
of the process leading up to the main survey.
5.8: The Survey
The main survey was carried out during the period 13th-
28th September, 1969, inclusive. The time was designed to
avoid local holidays, while utilising the long hours of daylight
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to enable the road-side interviewing to continue for a reasonable
length of tirae each day. The road-side survey occupied the first
ten days of the survey period and the rail and bus surveys took
place during the last seven days.
5.8.1; The Car Survey
The roadside survey was a comprehensive operation which
covered all traffic travelling on the A8 road in a westward
direction, (i.e. from Edinburgh to Glasgow).^" It consisted of
two parts; a) and origin-destination survey of all travellers,
and b) a more detailed investigation of the journey and personal
characteristics of selected travellers. Discussion of the
physical characteristics of the survey can be considered in two
parts: the traffic control system on the site and the interview
procedures.
Site Characteristics. The field interview station was set
up on the westbound carriageway of the A8 road (dual carriage¬
way) approximately eight miles west of Edinburgh. (See Figure
5.8.1.1.) The location was selected largely on pragmatic
"^It is acknowledged that suveying traffic in a single direction
is not an optimal procedure, based as it is on the assumption
that over a period of time the traffic patterns in each direc¬
tion will balance. It would have been difficult, in terms of
both administrative cooperation and on-the-ground feasibility
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grounds, (i.e. few sites were really suitable) but it met a num¬
ber of important conditions. It was located at a "bottle-neck"
point in that it was close to Edinburgh and yet avoided intra-
city traffic movements; moreover, it was far enough away to pick
up traffic filtering onto the A8 by local roads from southern
suburbs or small towns west of the city. The road at this
point had four lanes, with a central reservation and also a
long lay-by, which meant that the survey could take place with
minimum delays to traffic.
The location is pictured diagraraatically in Figure
5.8.1.2 which shows the overall picture and Figure 5.8.1.3
which shows the site in more detail.
Traffic approaching the site met warning signs approxi¬
mately half a mile before the site; the signs warned them to
slow down and that they were approaching a survey. The two
lanes of traffic were then merged into one lane in order to
simplify the task of the policeman at the next stage, who had
to separate the private vehicles from the commercial vehicles.
The latter were allowed to pass in the outside lane,1 which
was also used as a safety valve at times of congestion; if the
Bay area became congested all traffic was directed into the








Table 5.8.1.1 - Vehicle Classification
Vehicles to be stopped:
a) All ordinary cars, with or without trailers
b) All estate cars and vans used for private purposes.
c) All 3-wheeled cars
d) Invalid carriages
e) Taxis
f) Motor cycles, motor cycle combinations, mopeds, scooters.
Vehicles not to be stopped
All commercial vans and trucks
All lorries.
Buses and coaches (private or scheduled)
Pedal cycles








outside lane, thus allowing the congestion to clear, preventing a
build-up of traffic and minimising delays. (This procedure was
only adopted during peak periods, and due to the efficiency of
the system, only infrequently.) Just before the vehicles were
separated into two groups, they were counted and classified
into various categories of vehicles. As a stream of cars ap¬
proached the first bay, it was the task of the first traffic
marshall to ascertain whether or not the bay was empty and, if
it was, direct the first car into the bay. He would then repeat
the procedure for the second bay. If both his bays were full,
he would let the cars pass on to the second marshall, who would
attempt to feed them into bays three and/or four. This system
continued until the cars reached the policeman controlling
bays seven and eight. It was found advisable to have the po¬
liceman at the end of the line to sweep up the odd car who re¬
fused to obey the signals of the traffic marshalls. Thus it
was the responsibility of each marshall to keep his bays full
whenever possible; it was also sometimes necessary for him to
assist cars to leave his bays into a stream of traffic.
Interview Procedures, when a car had been directed into an
interviewing bay, the interviewer approached it from the passen¬
ger (i.e. near-side) side. This procedure, although contrary
to established practice, was adopted for the safety of the
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interviewers, since it was felt that the dangers of interviewing
at the driver's side, with a stream of traffic behind the inter¬
viewer were too great. A tendency to terminate an interview and
step backwards into the stream of traffic was observed, and it
was felt that the slight inconvenience to the motorist of having
to open the passenger window or door was worth incurring in or¬
der to obviate risks to the interviewers.
The actual interview proceeded in the following manner:
(i) Introductory and Explanatory Preamble
The study was introduced and its purpose briefly ex¬
plained.
(ii) Origin-Pestination
The driver was asked for the address of his origin and
destination, in as much detail as possible. The detail was
necessary for coding purposes, as the street number may deter¬
mine the zone the address is allocated. This was explained if
necessary.
(iii) Trip Purpose
The main purpose of the journey was ascertained, and
allocated to one of the seven categories shown in Table 5.8.1.2.
(iv) Number in Car
The interviewer recorded the number of people travelling
in the car.
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Table 5.8.1.2 - Trip Purposes
(1) Social/Recreational:
(2) Employers Business:




Includes trips to private houses to visit
friends or relatives; trips to restaurants,
cafes, bars; trips to recreational facilities
such as cinemas, dance-halls, football matches,
public meetings, pleasure motoring (i.e. just
driving around).
Includes trips by employed and self-employed
persons in the normal performance of their
work; e.g. trips by doctors, salesmen, plumbers,
delivery men, etc., as well as "business trips".
Persons going to or returning from their place
of work, including trips home for lunch.
Includes all trips to fulfil personal business
transactions, not connected with a person's
employment e.g. trips to pay bills, renew
licenses, visit lawyers, or doctors, etc.
Trips to buy goods for personal use.
Trips to school or other places giving edu¬
cation at any level, including adult education
(N.B. teachers going to school to teach are
on journeys to work)
(7) Other: Any trip not covered by categories 1-6.
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This format was followed in the case of all cars stopped.
The remaining part of the interview could take two forms. If
both the origin and destination addresses fell within the pre¬
viously defined catchment areas of the two cities, the subject
was given a copy of the questionnaire which he was requested to
fill in and return in the pre-paid reply envelope which was also
supplied. The interview was then terminated. In cases where
either the origin address or the destination address, or both,
were outside the catchment areas the interview was terminated
at this point.
The roadside survey was conducted continuously for the
ten day period. Some difficulty was experienced due to bad light
I
in the evenings, and the closing time for interviewing varied
from 1900 HRS. to 2000 HRS. depending on the extent to which
weather conditions affected the onset of dusk. Apart from one
day when fog prevented any interviewing before 1100 HRS., the
survey ran from 0700 HRS to 2000 HRS. daily, whether or not in¬
terviewing was practicable.
5.8.2; The Train Survey
The train survey was altogether a much simpler operation
to mount than the car survey, as it did not require the special
facilities necessitated by a road-side interviewing station.
Nor did it require such a drastic disruption to the public since
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the subjects were being approached as they travelled in their
usual manner. The survey involved the use of self-administered
questionnaires which were distributed to all passangers, avoiding
where possible passengers travelling to intermediate destina¬
tions.1 As was discussed above, it was thought undesirable to
approach passengers as they were in the process of boarding the
train; a count was maintained, however, at the ticket barrier,
and the destination of each passenger was noted. (This was made
possible by the cooperation of the ticket collectors.) When
the train pulled out of the station the distribution began.
After a brief explanatory preamble, questionnaires were given
2to each passenger and they were requested to fill them in.
The distributors were on hand during the journey to help people
who found the questionnaire difficult and to provide encourage¬
ment (or gentle coercion) to those who seemed slow to complete
3
the questionnaire. The choice of trains to be sampled was
*In fact,this was not always possible.
2
In order to maintain comparability with the car survey it was
necessary to identify the driver-equivalent (or decision-maker)
when a number of people (e.g. a family) were travelling together.
Only one person in a party was asked to complete a questionnaire.
3This was a matter for the judgement of the distributor. Coop¬
eration was entirely voluntary and any refusal to answer, re¬
sistance or antagonism was met by a polite but prompt termina¬
tion of the interview.
164
such that a timetable was drawn up of every third train leaving
each station. The timing of the first train surveyed was stag¬
gered from day to day so that each weekday service was covered
twice during the survey period, with the exception of one or two
morning and evening peak hour trains and some "football specials"
which were only covered once.
5.8.3: The Bus Survey
As the number of passengers travelling between the
Edinburgh and Glasgow areas by bus was many fewer than by train
or car, professional interviewers were used to interview passen¬
gers on the bus survey, which took place concurrently with the
train survey, thus allowing the same supervisory staff and of¬
fice facilities to be used for both. The questionnaire used by
the professional interviewers was modified to allow information
to be recorded more easily by the interviewers, visual attrac¬
tiveness being unnecessary, since the passengers would not have
to see the questionnaire.
In general, it was possible for a team of three inter¬
viewers to interview all passengers on the off-peak and evening
buses, and 18-20 people on the more fully loaded buses. A count
was kept of the number of passengers travelling by the inter¬
viewing team. Due to an oversight, no count was kept on buses
which were not being surveyed.
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Interviewers worked on every second bus, beginning al¬
ternatively with the first and second morning buses, thus en¬
suring good coverage of all buses.
5.9: Conclusion
This chapter has explained in some detail the way in
which the data-collection aspect of this study was developed
and carried out. It is felt that it is important to do this,
since the collection of data from inter-city travellers was one
of the novel features of this study, and methods of presenting
a complex questionnaire to a subject actually on a journey had
to be developed. It must be admitted that given a greater
amount of time to set up the survey, and given greater experi¬
ence of survey work, certain aspects of the survey could have
been improved. On the whole, considering the extent of the
operation and the newness of some of the problems, it is thought
that the survey work was extremely successful.
Chapter 6: The Data
6.1: Introduction
The use of data collected by methods such as those de¬
scribed in the preceding chapter involves many problems which
are not present when "prepared" data, such as government statis¬
tics, are used. It is, therefore, incumbent upon the analyst
to devote more care to the analysis of the data and to insti¬
gate data checks before proceeding to any statistical analysis.
This chapter describes the examination of the data:1 the exam¬
ination takes the following form? first, the crude traffic fig¬
ures are presented and examined for any obvious peculiarities.
Second, the derivation of the data set which will finally be
used for the statistical analysis is explained and, third, the
final data set is checked against the total sample collected
for any biases which may have arisen in its selection. Fourth,
the final data set is checked internally by an examination of
the frequency distributions of the more important variables,
and by consideration of the correlation matrix. Finally, it
was thought advisable to check that the data set is truly
"^Given the binary nature of the model under consideration, it
was decided only to analyse (in the first instance) the choice
between road and rail. This chapter, therefore, confines it¬
self to an examination of the data collected from travellers
by car and train.
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representative of an inter-urban trip.
6.2; The Population
The results of the counts carried out on the number of
passengers travelling by all trains and on the total traffic
flow during the hours of the road-side survey form the popula¬
tion from which the sample was selected.
The total picture of the population travelling by rail
is presented in Tables A.1-14, (Appendix A), and summarized in
Table 6.2.1. Two points are noteworthy. First the "% of trains
surveyed" column shows that (excluding the less frequent Sunday
service) the trains chosen to be surveyed carried between 25.0
percent and 37 percent of Edinburgh-Glasgow passengers in the
westbound direction and between 28.1 percent and 33.9 percent
of Glasgow-Edinburgh passengers in the eastbound direction. It
is felt that the narrowness of this range indicates that the
sample truly represents the travelling population in the sense
that no day is over- or under-represented. The introduction of
a higher sampling rate on Sunday means that those travellers are
somewhat over-represented. This bias is to some extent alleviated
by the fact that the response rate was lower on the Sunday. The
second point which must be made about the data describing the
train travellers concerns the response rate (% response) fig¬
ures. The "# of questionnaires returned" data was collected at
TABLE6.2.1








































































































































the time of the survey and it was not until the questionnaires
were coded that it became obvious that some of the questionnaires
had been filled in by people travelling to intermediate stations.
To express the response rate as:
# of questionnaires returned x
# of E-G pssengers on trains surveyed
is to over-state the response rate. This fact becomes most ob¬
vious when the number of questionnaires returned exceeds the
number of E-G passengers (denoted in the tables as "% response
100". In spite of this problem, some information as to the
broad order of magnitude of the response rate and also as to
its performance through time can be obtained. It will be noted
that the rate tends to fall as the week progresses. It is
thought that this may be due to the fact that, later in the week,
some travellers were passing through the system for the second
time.
The data on the car-travelling population is presented
in Tables A.15-16 and summarized in Table 6.2.2 - 3. The same
information is presented graphically in Figures Al-10. Both the
weekday and the weekend traffic display normal characteristics
with respect to average flow levels and peaking. Since the
road-side survey was continuous, it was found impractical to
maintain statistics on the number of Edinburgh-Glasgow cars
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TABLE 6.2.2
Summary of Traffic Flows: By Hour


















Summary of Traffic Flows: By Day
Time Total Traffic Average
(12 hours) Hourly Flow
SAT 13 3871 (783) 323 (65)
SUN 14 3592 (389) 299 (32)
MON 15 4251(1030) 354 (86)
TUES 16 4821(2595) 402(216)
WED 17 4792(2555) 399(212)
THURS 18 4874(2642) 406(220)
FRI 19 4722(2451) 393(204)
SAT 20 3673(1018) 306 (84)
SUN 21 3220 (453) 268 (38)
MON 22 4454(2376) 371(198)
TOTAL 38,399(16269)
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surveyed and the number of questionnaires distributed in a given
period. Also, given the fact that the destinations of cars not
surveyed were unknown, any attempt to calculate response rate
figures would have been a meaningless exercise. Moreover,
since no detailed check was kept on the number of questionnaires
distributed (mainly due to problems of bad weather, destroyed
and lost questionnaires, etc.) only the crudest response rate
can be calculated. It is estimated that 13,000 questionnaires
were distributed; 4,604 were finally coded (representing ques¬
tionnaires returned with some, albeit minimal, response). The
response rate can, therefore, be calculated as 35.4 percent.
Although the measure is acknowledged to be a crude one, it clearly
represents the correct order of magnitude. That this can be
stated with confidence becomes clear if a range of error is
considered. Even assuming that the estimate of the number of
questionnaires distributed was wrong by 500 in either direction,
the response rate would be within the range; 34.1 percent -
36.8 percent. It is contended that a response rate within this
range can be regarded as successful for a postal return ques¬
tionnaire of such complexity. It compares favourably with the
train survey equivalent overall response rate of 53.17 percent.
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6.3: Derivation of the Final Data Set
The number of questionnaires returned and coded contained
a large number of responses which, for a number of reasons, were
considered inadequate. Tables 6.3.1 and 6.3.2 illustrate the
way in which the data set which was initially coded was eroded
until the final data set emerged.
Given the nature of the model to be constructed, it was
felt that a questionnaire should contain certain basic informa¬
tion in order to be usable for the purposes of analysis. The
basic information required was:
i) Total Cost of Journey by Alternative Mode
ii) Total Cost of Journey by Chosen Mode
iii) Total Time of Journey by Alternative Mode
iv) Total Time of Journey by Chosen Mode
v) Income.
At a later stage, it was decided that information on "walk/wait"
times should be added to this list:
vi) Walk/Wait: Times.
Having decided to carry out the first analysis using
only those travellers with a car vs. train choice, those with
a bus alternative mode were also eliminated. Finally, some
journeys, notably those involving boats to the west Coast is¬
lands or aeroplanes, were judged to be so unusual as to be a
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TABLE 6.3.1
Derivation of Final Data Set: Train
Total Number of Questionnaires Coded = 7647
% of
Total Coded
Reject 1: No Total Alternative Journey Cost 5081 66.4
Reiect 2: Non Total Actual Journey Cost 165 2.2
Reject 3: No Total Alternative Journey Time 80 1.0
Reject 4: No Income 118 1.5
Rej ect 5: No Total Actual Journey Time 44 0.6
Reject 6: Inappropriate Journeys 224 2.9
Reject 7: Alternative Mode = Bus 594 7.7
Rej ect 8: Insufficient Walk/Wait Times 61 0.8
Final Data Set = 1280 16.74
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TABLE 6.3.2
Derivation of Final Data Set: Car
Total Number of Questionaires Coded = 4604
% of
Total Coded
Rej ect 1: No Total Alternative Journey Cost 2762 60.0
Rej ect 2: No Total Alternative Journey Time 251 5.1
Rej ect 3: No Total Journey Cost 63 1.4
Rej ect 4: No Total Journey Time 32 0.7
Reject 5: No Income 27 0.6
Rej ect 6: Inappropriate Journeys 19 0.4
Re j ect 7: Alternative Mode = Bus 168 3.6
Reject 8: Insufficient Wal/Wait Times 16 0.3
1266 27.5
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disturbing influence and such journeys were eliminated, together
with a small number of journeys to intermediate stations, which
had failed to be eliminated at an earlier stage.
Clearly, the most striking feature of the results of this
elimination procedure is the very high number of responses re¬
jected for failing to provide information on the "Total Alterna¬
tive Journey Cost," 66.4 percent and 60 percent for train and
car respectively. Although rejection on these grounds does not
imply that all the other information sought was complete, and
although the numbers rejected at this stage actually include
many minimal responses, it is felt that the lack of this particu¬
lar piece of information is important and should be kept in mind
when testing of the model is undertaken.
The final sample of train travellers is 16.74 percent of
the train responses coded, 8.3 percent of the total number of
Edinburgh-Glasgow train passengers surveyed, and 2.9 percent of
the total population of passengers between Edinburgh and Glasgow
during the period of the survey. The final sample of car travel¬
lers is 27.5 percent of the car responses coded; given that the
exact number of questionnaires distributed and the sampling
ratio are not known, the calculation of the sample percentage
for car travellers becomes somewhat speculative. However, as¬
suming 13,000 questionnaires distributed and a 75 percent "car
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stopping rate," it is estimated that the total population of
Edinburgh-Glasgow travellers through the survey point was 17,319,
yielding the result that the final data set is 7.3 percent of the
total population surveyed. A caveat should be added at this
point: the apparently low total sample figure for the train is
misleading in the sense that the passenger counts are based on
individual travellers whereas the questionnaires represent par¬
ties of travellers. The 2.9 percent rate is, therefore, a con¬
siderable understatement of the true rate.
6.4: Comparison of Initial and Final Data Sets
It would be unreasonable to present a reduction in the
size of the data set of the magnitude described in the preceding
section without considering the biases which may occur as a re¬







It is felt that those variables are representative of
the sample and that an examination in the biases in these vari¬
ables resulting from the reduction in size of the data set will
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clearly indicate the magnitude of the bias problem, should it
exist.
Tables 6.4.1 to 6.4.5 show the relationships between
both the absolute numbers and the percentages of travellers in
each category for the initial and final data sets. (The train
and car data sets have been combined for this exercise.)
As for the journey purpose comparison, it is clear that
the journey to work travellers are over-represented in the final
data set, having initially exchanged representation with the
social/recreational travellers. However, the problem is some¬
what mitigated by the data of Table 6.6.1A. Since the aim of
this study was basically to examine trips which were neither
journeys to work nor business trips, all other trips have been
aggregated, and it is felt that, although social/recreational
trips are still under-represented in the final data set, the use
of all purposes (other than business and journey to work) as an
aggregated category makes the problem less acute. By way of
explanation, it might be said that this result is not unexpected.
Given the complex and detailed nature of the information elicited
by the questionnaire, it is not unreasonable to find that a
lower percentage of the "casual" as opposed to the "regular"
travellers provided full information. A businessman or a person
making a regular journey to work would seem more likely to
179
TABLE 6.4.1







Social/Recreational 4617 37.7 26.9 685
Journey to/from Work 3068 25.0 35.9 915
Firm's Business 1389 11.3 14.7 374
Personal Business 1246 10.2 8.8 224
Shopping 375 3.1 2.2 57
Educational 581 4.7 4.8 123
Other (including
Multipurpose Journeys) 975 8.0 6.6 168
TABLE 6 4.1A
Journey to/from Work 3068 25.0 35.9 915
Firm's Business 1389 11.3 14.7 374
All Other Purposes 7694 62.8 49.4 1257
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TABLE 6.4.2
Comparison of Final and Initial Data Sets: Frequency
Initial Set Final Set
Frequency // % % //
Daily 1349 11.0 12.9 329
2,3,4 Days/Week 861 7.0 11.5 292
Once a Week 1117 9.1 10.2 261
1,2,3 Times/Month 2172 17.7 22.5 574
Less Than Once a Month 6484 52.9 42.3 1077
(No Response) (262) (2.2) (0.5) (13)
Correlation Coefficient (%£> %p) = 0. 313
TABLE .4.3
Comparison of Final and Initial Data Sets: Income
Initial Set Final Set
Income # % % //
< L 100 p.a. 3704 30.2 17.9 456
L1001 - h 1250 p.a. 1722 14.1 12.4 3.6
L1251 - L1500 p.a. 1282 10.5 10.8 276
L1501 - L1750 p.a. 936 7.6 10.6 269
L1751 - L2000 p.a. 806 6.6 9.6 244
L2001 - L2250 p.a. 609 5.0 7.5 191
L2251 - L2500 p.a. 461 3.8 5.8 148
> L2501 p.a. 1853 15.1 25.4 646
(No Response) (878) (7.2)
Hnrrp! ^fi nn f.npf f i m' pnf (a/— = O 1 f\Q
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TABLE 6.4.4
Comparison of Final and Initial Data Sets; Age
Initial Set Final Set
Age # % % #
Under 20 yrs. old 1612 13.2 7.0 179
21-30 3513 28.7 30.3 772
31-40 2401 19.6 24.9 633
41-50 2205 18.0 20.1 534
51-60 1560 12.7 12.7 324
61 yrs. and over 748 6.1 3.8 96
(No Response) (212) (1.7) (0.3) (8)
Correlation Coefficient (%j, % F) = 0.727
TABLE 6.4 .5
Comparison of Final and Initial Data Sets: Sex
Initial Set Final Set
Sex # % % #
Male 9262 75.6 84.9 2161
Female 2958 24.1 14.6 371
(No Response) (31) (0.2)
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possess full information about his trip than a person travelling
for social or recreational purposes.
This contention is substantiated by an examination of
Table 6.4.2, where it transpires that the infrequent travellers
are under-represented in the final data set. In this case, a
correlation coefficient was computed to examine the relationship
between the percentages in each category in the initial and final
data sets and was found to be 0.313. This cannot be taken to
represent a strong relationship between the two data sets.
Unfortunately, the same cannot be said for the next vari¬
able under consideration: income, with a correlation coefficient
of 0.169. However, inspection of the data reveals a clear pat¬
tern of under-representation of the lower income groups and in¬
creasing over-representation by the higher income groups.
While such a situation cannot be held to be particularly satis¬
fying, some comfort can be found in the observation that it was
predictable and in line with the findings of other studies.
Examination of the age variable reveals an equally
predictable under-representation in the lowest and highest
age groups, but the data as a whole supports a correlation co¬
efficient of 0.727; both factors would lead to satisfaction
with this aspect of the final data set.
Finally, it remains to note that females are under-
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represented in the final data set. No explanation is offered for
this phenomenon.
In conclusion, it might be said that in designing a sur¬
vey of this nature, it must be realised that the subjects will
differ both in the amount of information they possess and in
their willingness to transmit it in an interview situation. It
is suggested that the biases observed in the final data set are
the result of predictable differences in the ability and will¬
ingness of the subjects to respond to a complex questionnaire.
The biases met are endemic to this type of survey research and,
as such, need not restrict the confidence with which the subse¬
quent steps of the analysis can be undertaken.
6.5; "Internal" Checks on the Data
Before proceeding to any analysis of this data, it is
advisable to confirm that the data possesses certain character¬
istics which may be required by the statistical techniques to be
used at a later stage. The most important characteristics con¬
cern the distributions of the variables and the relationships
between them and can be examined by considering their frequency
distributions and correlation matrix. Being forewarned of any
peculiarities in the data is to be forearmed when dealing with
the statistics.
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To present a frequency distribution of every variable
would be time-consuming and tedious. Therefore, twelve variables
have been selected as the most important and their distributions
are presented in Figure All-22.
Only two points require to be made. First, the distri¬
butions of the time and cost different variables are very close
to the bell-shape of a normal distribution, which implies that
they are unlikely to cause problems in the statistical estima¬
tion of the model. Second, the distributions of the variables
not representing differences all appear to be basically bell-
shaped, but all are skewed to the right. This is because the
range of possible times and costs are virtually unbounded above
the mean, whereas below the mean it is constrained by the physi¬
cal limitations on the time necessary for a journey and the in¬
stitutional limitations on its cost. It is felt that these dis¬
tributions represent variables which behave as expected which,
therefore, can be used with confidence to estimate the model.
The matrix of correlation for the sixteen variables con¬
sidered most representative of those available in the final data
set is presented in Table 6.5.1. It is encouraging to note that
very few of the coefficients are very high; (given the large size
of the sample, only coefficients greater than 0.70 are considered



































































































































































































greater than 0.70, two represent correlations between a "differ¬
ence" variable and one of the two components used to calculate
the difference, two represent correlations between time and cost
differences and "line-haul" time and cost difference and total
transit time difference and the final one represents the correla¬
tion between total transit time difference and "line-haul" time
difference. In all six cases, the high correlation coefficient
does not pose a real problem since the correlated variables will
never appear together in the models to be tested.
6.6; Checks for "Inter-urban-ness"
The aim of this study is to build a mode-choice model
in an inter-urban situation, and it was asserted that a journey
between Edinburgh and Glasgow constituted an inter-urban trip.
While from a knowledge of the locality it is clear that such a
trip is truly inter-urban, it may be difficult, in a different
locality and cultural situation to conceive of such a short
journey being inter-urban. Moreover, it may be useful to have
a criterion for defining an inter-urban trip, should similar
studies be contemplated.
It is suggested that two factors be taken into account:
the frequency with which the trip is undertaken and the amount
of commuting which takes place on the route. In the Edinburgh-
188
Glasgow case, 52.9 percent of all respondents reported that they
made the journey "less than once per month," and only 25 percent
of all trips were commuting trips. It is not intended, in this
study, to construct an index of "inter-urban-ness," although
this might be an interesting exercise. It is contended, however,
that the figures quoted above demonstrate that the journey under
consideration is clearly an inter-urban one.
Chapter 7; The Method of Analysis
7.1: Introduction
The models of economists are frequently estimated using
the techniques of multiple regression analysis. However, for a
number of reasons the adequacy of regression analysis for the
purposes of this study is in doubt. The aim of this chapter is
to delineate these inadequacies and consider a number of alter¬
native techniques, notably probit analysis, logit analysis and
discriminant analysis, which may be better suited to the type
of analysis being undertaken.
7.2: Regression Analysis
The problems associated with the use of regression
analysis stem from the nature of the phenomenon to be explained,
i.e., the choice of either train or car. The binary choice
problem appears on a number of occasions in economics, typically
in analyses of housing (buy vs. rent) and consumer durables (buy
a new car vs. not buy a new car; own a dishwasher vs. not own a
dishwasher; etc.).
In such cases, the dependent variable can be assigned
one of two values:
. .1; if the ith person chooses the train
( / • £ • 1) Y -j (
0; if the ith person chooses the car
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The simplest formulation utilises the linear probability
function and computes least-squares estimates of the coefficients
of the model:
(7.2.2) y = Xg+ e
Thus the expected value of Y is a linear combination of
the explanatory variables. Given the classical least squares
assumptions:
(7.2.3) E(e) = 0
and E (e 2) =
the classical least-squares estimates of the 3*s are obtained,
and
(7.2.4) E (y |X) = X3
the conditional expectation of Y given the X's, results. Given
the 0,1 nature of the dependent variable, the conditional expec¬
tation of Y can be interpreted as the conditional probability
of the occurrence of the event, (in this case, the choice of
train as the travel mode) given the values of the explanatory
variables.
This linear probability function has associated with it
three problems:
1) Heteroskedasticity




The 0,1 form of the dependent variable leads naturally to
restrictions of the values which can be taken by the disturbance
term, e^. From (7.2.2),
(7.2.5) e = y - X 3
I I
and for a given set of X's, x , i.e., the row X at time t,
(7.2.6) et = yt - X^B
Given that Yt can only take values of 0 or 1, must be equal
• •
to either -Xt 6 or 1-XtS. Then in order for E(e^) = 0 to hold,




Thus the variance of is:
(7.2.8) VAR(et)= E(e^) = (X£3) (1-X^)
In other words, the variance of e is shown to depend upon
the X's and, therefore, is not constant, a*l.
This violates the classical least-squares assumption of
homoskedasticity, with the result that the estimates of3 , al¬
though linear and unbiased are not efficient, in the sense that,
of all the linear unbiased estimates of 3, they are not minimum
variance.
BLUE estimators can be obtained by using the variance
covariance matrix.
(7.2.10)
E( e2) = X^3(l-X|3) 0.
0 XJ>3 (1-X^ 3)
0 X' 3( 1-Xfp 3)
in the generalized least-squares formula
= o
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(7.2.11) 3 =(X'0 1X)-1X^~1y
However, 0 is unknown; Goldberger suggests estimating it by




is an estimate of the error variance-covariance matrix 2 based
on y's derived from a classical least-square regression. It is
argued that since y is an unbiased estimate of E(y^), ft* may
be used as an estimate of Q. To quote Goldberger,
"To be sure b* is not the BLUE of 6 ; but it
does take account of heteroskedasticity."x
It is argued that such a solution is less than satisfactory.
7.2.2: Non-Normal Distribution of e.
Apart from the estimation problems resulting from the
^Goldberger, (26), p. 245.
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unusual distribution of the e^, a further problem arises. Be¬
cause the are not normally distributed, the estimators of 3
are also not normally distributed. The asymptototic means and
variances of 3 can, however, be determined without difficulty;
the asymptotic means are equal to the true values, and the
asymptotic variance can be readily determined.1 The problem
arises from the fact that given the non-normality of the dis¬
tributions of the estimators, the classical tests of signifi¬
cance do not apply. Tests of significance on the 3's must pro¬
ceed by deriving the acceptance region from the known distribu¬
tion of e^. This is likely to be a difficult process. The
same conclusions apply to the tests of significance of the re¬
gression as a whole; for example the F-test. The fact that e ^
is not normally distributed means that no confidence can be
placed on the F-values computed on the regression.
r
7.2.3: Unbounded Predictions
The final and most intractable problem associated with
the use of binary dependent variables in regression analysis
concerns the predictions from the model. As was noted above,
the conditional expectation of y can be interpreted as the
-'-For a proof of the consistency of the estimates, see Kmenta,
J., (39), Section 8.1, p. 250 et. seq.
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conditional probability of the occurrence of the event being con¬
sidered, given the x's. This implies, however, that
(7.2.13) 0 jc E(y|x) _< 1
The prediction of y, y, does not meet this restriction since, as
a point on a straight line, it can take values from - 00 to +°°.
7.2.4; Summary
Given that the use of a dichotomous dependent variable
leads to estimates which are not BLUE, which cannot be tested
for significance, and which may produce predictions outside the
0,1 range which vitiate the probability interpretation of the
model, it must be concluded that the suitability of least-
squares regression for the analysis of this type of problem is
in doubt, while the effect of the first two objections on the
properties and significance may be mitigated by appealing to
the asymptotic properties of estimators based on large samples,
the problem of the unbounded predictions remains intractable
and is a real difficulty in cases where predictions are an in¬
tegral part of the analysis.
It is, then, appropriate to consider other methods of
analysis which may be more appropriate. Two approaches based
on dichotomous dependent variables and the necessity to restrict
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the range of the E(y) are probit and logit analysis.1 Both
methods proceed by creating a transformation of the linear cora-
bination, X 3, such that, while X may take values from - 00 to
+" 00, the dependent variable will be limited to the range 0,1.
7.3; Probit Analysis
Probit analysis has a long history in biometrics, having
been developed by Finney (19) for the analysis of toxicology
problems. For example, it was often desired to relate the oc¬
currence of an event, e.g., the death of an insect, to the do¬
sage of insecticide which the insect had received. In short,
probit analysis is used to determine the relationship between
the probability that an insect will be killed and the strength
of the dose of poison administered, where the dependent vari¬
able is clearly dichotomous: killed or not killed. The key
concept in probit analysis, whether used for biological assay
or economic analysis, is that of a threshold level of the ex¬
planatory variable, (assuming for simplicity a single explana¬
tory variable). in the insecticide problem, it is assumed that
there is a threshold dosage level, above which the insect will
^"Tobit" analysis will not be considered as its applications
are appropriate in cases where only a single bound exists,
i.e., 0 _< E (y |x) _<°°
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be killed and below which it will live. In economic applica¬
tions, the same concept holds. For example, a threshold level
of income is assumed to be required before a household will buy
a new car.
In both types of application, the threshold values are
assumed to be normally distributed over the population,1 as a
result of which the parameters of the distribution are estimated
using maximum likelihood methods from data which shows the
number in the sample which are observed to be in one or other
category (own/not own; killed/not killed) at various levels
of the explanatory variables (income; dosage). Clearly, for
most economic applications, more than one independent variable
may be necessary, so that the use of multivariate probit analy¬
sis becomes necessary.
The model will now be presented.
7.3.1; The Probit Model2
"'"It seems possible that a log-normal distribution might be use¬
fully introduced at this point; however, it is felt that such a
digression is inappropriate in a comparison of methods of analy¬
sis. It is suggested that this would be an interesting topic
for future work.
2The exposition in this section is based on Tobin, J; "The Ap¬
plication of Multivariate Probit Analysis to Economic Survey
Data." Cowles Foundation Discussion Paper #1, (77).
197
The dependent variable W is postulated to take the
values 0 or 1 depending upon the values of the independent vari¬
ables, xm- An index, I, is then constructed which is a
linear combination of the independent variables,
( /. 3.1) 1 = 6+ B ,X, + B9X,+ ...6 Xm0 11*2 mm
The concept of a linear relationship is analogous to the linear
relationship in regression analysis and may be circumvented if
necessary by transformations of the dependent variables to give
a relationship which, while linear in the parameters, is non¬
linear in the variables.
If 1^ is the value of I evaluated from (7.3.1) using
the values of X corresponding to the ith household, and 1^ is
the critical, or threshold, value of I for the ith household,
then
(7.3.2) W± = 1 for Ii ^ !i
and = 0 for I. < 1^
In other words, if the value of 1^ calculated from
(7.3.1) is equal to or greater than the critical value, 1^,
then Wi = 1; if 1^ is less than Ij_, then = 0.
The Ii's or critical values are assumed to be normally
distributed over the population, N(0,1). The fact that the I^'s
are normally distributed represents differences among households
198
which are either random or the result of variables not included
in the model.
Given (7.3.2), the probability that, given I, W^ will
equal 1 is:
(7.3.4) P (W = 1 11) = P(Ii £ I±) = P(I)
1 / exp (-^u2)du
/2 TT J
—CO *
Therefore, the probability that, given I, VT will equal
0 is:




Thus, I is the probit of P(W) and is defined as the abscissa
which corresponds to a probability P(W) in a normal distribu¬
tion with mean, 0^ and variance, 1.
The parameters of the model can be estimated by maximum
likelihood methods.
Consider a sample of observations on m variables at s
points (X^j; i=l...m? j=l...s). Let n^ be the total number of
observations at the jth point; let r^ be the number of observa-
J
tions at the jth point for which w = l,then nj-rj = the number
of observations at the jth point for which W = 0. The likeli¬
hood of the sample is a function of the values (bQ,b^... .b^)
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assumed to represent the population parameters
3
r
(7.3.5) L(b0,br..bm) - . ^ [P<VblXij+-"+bmx,„j»l J
[Q (b03b1Xij + . . .+ bmXmj ) lbj "rj
Recall that, (7.3.3)
I
P(x) = 1 f)
^
-- du
and Q (X) = l-P(X)
Now let:
(7.3.6) Y. - +...bmXmJ; Pj » P(Y.); Q . - Q <Y. >
To find the maximum likelihood estimates of the popula¬
tion parameters, it is convenient to find the value of the b's
which maximise log L, (rather than L).
(7.3.7) L*(b b1...bm) = Log L(bo,b1...bm)
s
E (rnog P, + (n - r.) log Q.
j= 1 3 33 3
Thus the conditions for a maximum are the m+1 equations
which result from finding the partial derivatives of L* and
setting them equal to zero. These equations can be shown to be:
s X Z
. X Z
(7.3.8) L. * (b b . . ,b ) = E r. 1J 3 - (n.-r.) iJ J = 0
10 m
j=i 3 pj J 3 Qj
(i= 0,1,2...m)
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The equations can be solved by an iterative process. As
the algebra is complex and tedious, it is not intended to pre¬
sent the solution here.1
7.3.2; Testing the Estimates for Significance
Hypotheses about the $'s may be tested by the likeli¬
hood ratio method. In short, this consists of setting up a
hypothesis about the estimators and evaluating the likelihood
function with and without the restrictions on the hypothesis.
The ratio of the two likelihoods is the key to the significance
test.
Consider the hypothesis that P(W=1) is independent of
the X's. This probability is given by:
(7.3.9) P(w=l) = P(Ii <_ ^) = P(30) = , > W du
—CO
/2i
If the hypothesis is true, the maximum likelihood esti¬
mator of Bq is the value of bQ which maximises
(7.3.10) L (bQ,0... 0) = [P(bQ) ]r[Q (bQ) ]
where r = £ r. and n = £ n
J-I J j-iJ
n-r
1For a full presentation see Tobin (77), pp. 7-9.
Thus the value b^ which maximises (7.3.9) is found to
be such that:
(7.3.11) P(b^) = £
and the value of the log of the likelihood function evaluated for
the maximum likelihood estimate of 3^ is:
(7.3.12) L*(bQ,0...0) = rlog f + (n-r)log ^
Removing the restriction of the hypothesis, L* is ob¬
tained from (7.3.6) using the and which correspond to the
maximum likelihood estimators of the b's.
Now let:
(7.3.13) log A = L*(b' 0...0) - L*(b_,b1...b )u o i m
then -21og A is distributed approximately like x2 with m degrees
of freedom for large samples when the hypothesis is true.
Other tests of significance regarding the 3's can be
performed, for example, on the hypothesis that 3^ =0 or ^=34,
etc. However, since each test requires considerable computa¬
tion, it is useful to make use of the approximate normality of
the distribution of maximum likelihood estimators from large
samples. The b are approximately distributed by the (m+1) -
variate joint normal distribution with means 3, and estimatedk
variance-covariance matrix || - L*^ || Thus, for example,
the t-test can be used to test the hypothesis that gQ =b1 = .. m=0.
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7.3.3: Interpretation of the Probit Model
In some cases the problem of choosing between least
squares regression and probit analysis has been made on the
grounds that the regression coefficients can be readily inter¬
preted whereas the probit coefficients pose greater problems.
In the light of this misconception it is appropriate at this
point to say something about the interpretation of the probit
coefficients.
The interpretation is made less difficult if it is re¬
called that the dependent variable in the probit relationship
is not I, the linear combination of the independent variables,
but P(X), its unit cumulative normal transform. Thus the probit
coefficients can be explained in the following way: a one-unit
change in X-^ will produce a change of 3^ standard deviation units
on the probability, P(X). The constant term Bq, indicates the
number of standard deviations from the 50:50 point (i.e., equal
probability of the occurrence or non-occurrence of the event)
when all the independent variables are zero.
An example [from Lisco (42)] will clarify the exposition.
Assume that the following relationship is observed:
(7.3.14) P(X) = -.5 + 1.2X
This may be interpreted as saying tnat, when X = 0,
P(X) will take a value .5 standard deviations below the centre
203
of the distribution (the 50:50 point), i.e. P(X) = .69. In
other words a randomly selected individual with a zero value of
X would have a .69 probability that the event would occur, in
Lisco's example of choosing Mode 1 and rejecting Mode 2. Posi¬
tive values of X would change the probability by 1.2 standard
deviations for each unit change in X.
7.3.4: Summary
Probit analysis has been shown to avoid the problem of
unbounded predictions by utilising a transformation which is
not bounded by zero or one. The relationships estimated can
be tested using standard statistical tests of significance and
meaningful interpretations can be made of the maximum likeli¬
hood estimates of the coefficients. It should be stressed,
however, that the probit method is dependent upon the assump¬
tion that the threshold values of the linear combination of
independent variables are normally distributed over the popula¬
tion. It has been argued that this assumption is unnecessarily
restrictive. In fact, the properties of the model hold if a
weaker assumption can be made, notably that there exists a
transformation of the threshold values which is normally dis¬
tributed. However, discussions of transformations of an un¬
known and unobservable distribution are somewhat meaningless,
2 04
and it is argued that the assumption of normality may be ac¬
cepted if it is interpreted as representing factors which have
not been incorporated into the model.
7.4: Logit Analysis
Like probit analysis, logit analysis originated in the
field of biometrics, and is similarly aimed at a solution to the
problem of restricting estimates of probabilities within the
bounds of 0 and 1. The basic approach of the two methods is
the same, i.e., to find a transformation of the probability
which can take values from -» to °°
, while restricting the
probability itself to values in the range 0 to 1. This simi¬
larity means that the logit procedure can be presented in a
somewhat abbreviated form.
7.4.1: The Logit Transformation
Following an example from Stopher (69), suppose that a
traveller has a choice between car and mass transit, with a
probability p that he will use the car and hence 1 - p that
he will use mass transit. Suppose, further, that his choice of
mode is influenced by the differences in time and cost, At and
Ac, respectively, between the modes. Then, the linear probabil¬
ity function approach leads to:
(7.4.1) p = 6
o + (A t) +3 2 (Ac)
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This is the objectionable formulation which may lead to
unbounded estimates and predictions of the probabilities. Con¬
sider, then, the ratio of p to 1 - p, the odds in favour of a
positive response, (given the values of the explanatory vari¬
ables). As the probability increases from zero to one, the
odds increase from zero to infinity; moreover, as the proba¬
bility increases from zero to one, the natural logarithm of
the odds, log-j-^- , increases from minus infinity to plus in¬
finity. The natural logarithm of the odds is known as the logit
of a positive response. Fig. 7.4.1 shows the logit as a
function of the probability.
It is now postulated that the logit is a linear combin¬





(7.4.3) XB = 3 +3x+3 x+...-t3 X
o 11 2 n n
Then:









Figure 7.4.1: The Logit as a Function of the Probability
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(7.4.6) (3n + 3.X + 3„X + + 6 X )eO 11 22 nn
P "
1 , (3n + 3,X. + 3„X + +3 X )1 + eO 11 22 nn
In order to facilitate the following discussion, it
is appropriate to consider the probability q where q = 1 - p.
In the mode choice example, if p is the probability of choos¬




Thus the values which x3 may take are unbounded,
but the values of q are restricted to values between zero and
one, since the function in (7.4.7) is a special case of the
more general logistic function
(7.4.8)
n .L X'1 + e
in which the values of q are restricted between 0 and y.
(cf. Kmenta, J., [39], pp. 461-2).
Consistent estimators of the 3's can be derived by a
process which is analogous to the derivation of the estimators
in the above section on probit analysis (Section 7.3.1, pp. 196-
200). The data is grouped on X. Then let n(x) be the number
of observations at X, let p(x) be the number of those observa¬
tions for which y= 1, and let q(x) be the number for which y =
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0. Then the likelihood of the sample is
(7.4.9) L =TTEp<x)p(x) Q(x)q(x)] n(x) ; p(x) = probability
that y = 1, given X
Q(x) = probability
that y = 0, given X.
and the log-likelihood of the sample is
(7.4.10) L = log L = 2 [n (x) p (x) log P(x) + n(x)q(x)log Q (x) ]
where the sum is over the groups. Setting the differentials of
L with respect to 2 equal to zero gives a set of non-linear
equations
(7.4.11) En(x)p(x)x = £n(x)P(x)x
which can be solved iteratively.
It should be noted that this formulation of the logistic
function does not include a stochastic error term of the type:
XB + e • Rather it utilises the Bernouilli schemat where the
dependent variable, y, is made up of an unobservable probability
plus an unobservable error term. This procedure is formally
analogous to the probit estimation procedure presented above,
and should be contrasted with the regression analysis approach
with its explicit stochastic error term.
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Clearly, the logit transformation is similar to the
probit analysis. The expression is almost identical to the
cumulative normal curve, since it takes the form of a symmet¬
rical sigmoid curve, and differs from the normal sigmoid curve
at the extremes. (cf. Figure 7.4.2) The parameters of the
logistic function are somewhat easier to interpret than those
of the probit function, since they do not involve the neces¬
sity to utilise standard deviation units.
At this point, it is important to note that the curve
derived in this section conforms to the specifications of the
curve derived on a priori grounds in Chapter 2 (Figure 2.4.5,
P. 45).
7.4.2; Summary
It is clear, then, that logit analysis is analogous to
probit analysis in the sense that a transformation is used to
avoid the problem of unbounded predictions. The transforma¬
tions produce function relationships which are very similar,
although it is argued that the logit formulation is conceptually
more acceptable, and, given the greater simplicity of the logit
function, easier to interpret. It should be noted, however,
that logit analysis requires an appeal to the asymptotic prop¬
erties of large samples in order to produce consistent estimators.
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Figure 7.4.2: The Logistic Curve
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7.5: Discriminant Analysis
The final method of analysis to be considered is dis¬
criminant analysis. Like probit analysis and logit analysis,
discriminant analysis was developed for use in the field of
biology, notably for the purpose of enabling biologists to
identify sub-species. A typical problem would be the classi¬
fication of a given flower as belonging to one or other sub¬
species when this could not be done simply by inspection. The
*
underlying concept is that a linear combination of measurements
on the flower can be found, such that the flower can be classi¬
fied according to the value of the linear combination. The
criterion for selection of the "best" linear combination is
the minimisation of mis-classifications. The nature of a mode
or route choice problem, with two observable populations, and
the problem of assigning a new-comer, with given measurements,
to one or other population, led to the use of discriminant
analysis in the field of transport analysis.
7.5.1: The Discriminant Function
Discriminant analysis begins with the premise that the
population from which the same is drawn is, in fact, made up of
two sub-populations, e.g., car and bus users. Two assumptions
about these sub-populations are required:
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1) The distributions of the variables for which measurements
are obtained are multivariate normal.
2) The variance-covariance matrices of the variables are
the same for both populations.
Now Z is defined as a function of the variables,
x^....x^, such that:
(7.5.1) Z±j = Viij + A2 X2ij + + XkXkij
where Ap and Xpij are the weighting coefficient and the vari¬
able value for the pth factor, (p = 1 k) , of the jth per¬
son, (j = 1 n) in the ith mode (i = 1,2).
Or:
k
(7.5.2) zx. - ^ xpxpij
Discriminant analysis aims to find the values of ^ p
which best discriminates between the two populations. The func¬
tion which "best" achieves this end is one which provides the
greatest separation between the two populations (e.g., the
greatest distance between their means) relative to the variance
within each sub-population. Thus, the criterion is to select
the weights, A such that the between-population variance is
maximised relative to the within-population variance.
The between-population variance is the square of the
distance between the population means:
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(7.5.3) (z1 - z2)2 E X (X , - X )
p. i P Pi P2
and the within-population variance is:
(7.5.4)
k k
E E = ApAqCpq
p=l q = l
where c is the common variance-covariance matrix.
pq
Thus to maximise the between-population variance rela¬
tive to the within-population variance, it is necessary to
maximise a function, G:
(7.5.5) G =
XP <v - XP2>
■ ■ =
k k
E E A p )q Cpq
p =1 q =1




(7.5.6) I Aq pq
q-1
k k
E E A p >qCpq _ _
C— - P."1 q-i (Xpl - Xp2)
E Xp *Xpl Xp2^
p=1
Multiplying through by 1, and summing over p = 1 k,








where K is a constant of proportionality. Since the discrim¬
inant function has no absolute value, K can be given any conven¬
ient value. Here, K is given the value 1, such that:
k
-1 — -
(7.5.8) = (Xpl - Xp2)
and the discriminant function takes the form:
{7.5.9) ZiJ - E I CM1 (Xpl - Xp2> Xqij
4 r ^
Since the population means and covariances are unknown, they
must be estimated from the sample, giving:
)c ^ ~
<7-5-10'




(7.5.11) Zi j = E E C " (X - X 2) Xqij
q =1 p=l *** P1 P
7.5.2: A Probabilistic Extension
In mode choice work the aim is not so much to classify
k k
K = E E ApAq Cpq
p=l q = l
^ »p <V - v
individuals but more to predict the probability of a given indi¬
vidual's action so that the sum of such probabilities may be
used as an estimate of the proportion of the population taking
a given action. With this in mind, discriminant analysis was
extended so that the discriminant score, z, could be trans¬
lated into a probability statement. Consider the frequency dis¬
tributions of Z for both populations, Figure 7.5.1. The best
estimate of the probability of an observation with a Z - score
of Z* being from population 2 is:
N2
(7.5.12) p = ^
Nl+N2
Representing the frequency distributions as F.^ (Z*) and (Z*) ,
the probability of being classified from Pop 2 at Z*, P(2|z*) is
(7.5.13) P (21 Z*) =
F2 (Z*)
f1(z*)+f2(z*) i+f1(z*)/f2(z*)
Now let (z^ - Z2) = 2d, and let the origin be midway between
the two means, i.e., z = z + t, where t causes this shift. Re¬
call that K in (7.5.7) was set equal to unity; it follows that a
(the variance of each distribution) is equal to 2d. Thus:
(7.5.14) F1 (Z) = 1 _1/2 (z+d)2





(7.5.15) P (2 |Z) = r — —
1 + e (-1/2 (z - d) - (z + d)2 /a )
(7.5.16)
Using a2 = 2d,
-2 dZ/a 21 + e
(7.5.17) P(2| X) = -
1 + e " Z
(7.5.18)
or
(7.5.19) P(2| Z) =
1
! + e~(z + t)
e <z +
1 + e <z + t)
Note the similarity between this formulation and the logistic
function. In this formulation it is assumed that nothing is
known about the relative densities of the two populationsf with
the result that Z = 0 leads to P(2jZ = 0) = 05. But the sample
itself provides information on the relative proportion of Pop 1
and Pop 2 in the sample population. Given that and N2 are
the numbers in the two populations respectively, then the ordin¬
ate of f2 (z) will be increased by
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(7.5.21) P(2 IZ) =
(7.5.22)
x + ^ e -2dZ/o
"l
\ (z + t)
r2 E
1 + ^2 e +
N1
7.5.3: Tests of Significance
The significance of the can be tested by using a
standard t-test and the significance of the function as a whole
can be tested by means of an F-test. These procedures are suf¬
ficiently well known that it is unnecessary to treat them here.
2
A more unusual test of significance is the Mahalanobis D
statistic.
X *
_ _ _ _
(7.5.23) D2 = Z Z C (Xpl - Xp2) (Xqi - Xpl)
p = l q =1
It is interpreted as the distance between the groups on
a dimension which has unit standard deviation between the groups.
2
No significant level of D has been found in the literature
search; it is normally assumed that the larger it is the better.
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However, the absence of a critical value for a given number of
degrees of freedom leads to its rejection as unsatisfactory.
7.6: Evaluation of the Methods of Analysis
In order to effectively evaluate the four methods of
analysis described above, it is necessary to establish certain
criteria. Aldana and Hoxie1 suggest the following:
"...four things seem important. First are the assumptions
made by each type of analysis. Second are the quantity
and quality of the data required by the techniques. Third
is the computation time required. Finally, but most impor¬
tant, is the efficiency of the technique as measured by
its 'classificatory power' and the precision of the esti¬
mates rendered."2
For the purposes of selecting from the four methods the one most
suitable for use in the analysis of transportation mode choice
models, these factors will be taken into account.
7.6.1: Assumptions and Properties
It has been shown above that the use of least squares
regression methods to estimate the linear probability function
produces estimators which are, although unbiassed, not effi¬
cient. Also the facts that the errors are not normally dis¬
tributed and that the presence of heteroskedasticity biasses
^•Aldana, E. and Hoxie, P., (2).
2Ibid.. p. 1.
220
the standard errors of the coefficient estimates lead to problems
in carrying out tests of significance. An appeal to asymptotic
properties is required to deal with these problems, and even
such an appeal cannot lead to estimators which are efficient.
Moreover, the use of the linear probability function allows pre¬
dictions of the dependent variable to run outside the unit in¬
terval thus destroying the probability interpretation.
Probit analysis rests on the assumption that the threshold
(or critical) values of the linear combination of independent
variables are normally distributed. While it is impossible to
test this assumption, (since the threshold values are unobserv-
able), two positions may be upheld. One asserts that the as¬
sumption of normality is unreasonable in the context of eco¬
nomic studies; the other argues that the assumption is reason¬
able if the sample size is adequate, and if the normality
assumption is interpreted as reflecting the fact that some
factors have been omitted from the model.
Logit analysis has the property that it uses a Bernouilli
approach with the dependent variable being made up of an unob-
servable probability and an unobservable error time. As in the
case of probit analysis, this avoids the use of a stochaotic
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error term, and the necessity to utilise undesirable assumptions
about the distribution of that error term.
Discriminant analysis, by the use of a probabilistic
extension of the basic technique, can be used to produce es¬
timates of probabilities, but in this case it is no more than
a special case of the logistic function in which the linear
discriminant function is chosen as the most suitable linear
combination. Moreover, the use of discriminant analysis leads
to a more conceptual problem. Discriminant analysis was de¬
signed to solve classification problems, but in mode choice
models the aim is not to classify individuals as belonging to
one group or another, but to estimate the probability that a
traveller will choose one or other mode as a means to predict¬
ing the proportion of the sample which will choose a given
mode. It is argued that proceeding from classification to the
prediction of probabilities is less satisfying conceptually
than estimating the probabilities directly.1
Given the above summary of the properties of each method,
it remains to assess them in terms of their statistical proper¬
ties. Discriminant analysis, it is argued, is less good than
1In section 7.6.3, it will be argued that the results are also
less good.
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the others because it is both conceptually less suitable for the
present task and a special, and more restrictive, case of the
logistic function. It is not a reasonable procedure to indulge
in additional effort to obtain a less general result.
It should be noted at this point that the remaining
methods all require, to a greater or lesser degree, an appeal
to the asymptotic properties of large samples. Thus on this
count no method is more suitable. It is argued that the in¬
ability of the linear probability function to restrict its
predictions in the unit interval is a serious flaw, particu¬
larly as the aim of a mode choice study is to predict the prob¬
abilities.
In terms of their statistical properties it is diffi¬
cult to distinguish between the probit and logit analyses.
Both require large samples to ensure significant tests? both
produce restricted estimates. In sum, it is suggested that
logit is to be preferred, as it is an easier function to work
with and the results are easier to interpret.
7.6.2: Data Requirements
Having assessed the statistical properties of the
methods, it is now necessary to consider whether or not any
of them has an advantage in terms of the amount of data re¬
quired to estimate them. Since the least-squares regression,
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the probit and the logit analyses appeal to asymptotic proper¬
ties, they clearly require large samples. However, the use
of discriminant analysis requires the assumption that the co-
variance matrices of each group be equal and it is argued that
this is unlikely to be a valid assumption in a small sample.
Moreover, the discussion depends on the definition of a "large
sample." It is not possible to make firm statements about the
size of sample which is required for the asymptotic properties
to come into effect. However, it may be possible to make sub¬
jective statements about the minimum sample size required.
Lisco has used probit analysis with 159 observations,1 with
results which have been confirmed by other analysts. It seems
not unreasonable to postulate that all these methods may be
estimated satisfactorily with one hundred observations. Since
it is hard to envisage a mode choice study collecting data with
2
less than this number of observations, it may be concluded
that, as far as data requirements are concerned, no method
is clearly more advantageous.
^Lisco, (42).
2
The analysis undertaken in Chapter 8 will utilize 1257 obser¬




In order to test the performance of each method in terms
of its ability to predict, an experiment was set up. It was de¬
cided to use each of the methods of analysis to estimate a
model of mode choice, and to compare the predictions resulting
The results of the estimations are presented in Table 7.6.3.1,
supported by the means and standard deviations of the variables,
presented in Table 7.6.3.2. Differences in the structures of
the models estimated meant that any direct comparison of the
coefficients is a meaningless operation. Moreover, the four
methods do not have common statistics; it is sufficient to
note, however, that both the coefficients individually and the
models taken as a whole are significant at the 0.99 significance
level.
"^The model used is the model selected by stepwise regression
analysis which subsequently proved to be the best model in
this study. (cf. Chapter 8)
from each of the methods. The model tested took the following
form:
P(T) = F P(T) = Probability of choosing
train
JU TRA = # of segments in
train journey
SUBCOS = Cost of access to
egress from station
WW TIM = Walking/Wait:ing time
TJT CA = Total journey time
by car
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Table 7.6.3.1: Means and Standard Deviations
TOTAL COEFS PREDIC





















Table 7.6.3.2: Coefficients Estimated on the COEFS Data Set


























Table 7.6.3.3: Results of the Prediction Test
£y MULT. REG. PROBIT LOGIT DISCRIM
250 249.00 244 246 292
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Since the models appear to produce estimates which are
equally significant, a prediction test was proposed. The
sample was divided randomly into two halves; the coefficients
were estimated using one half of the data set, and these co¬
efficients were used in conjunction with the other half of the
data set to produce estimates of the y vector. The appropri¬
ate test, then, is to compare the predictions of the y's which
result from the different methods. Since the dependent vari¬
able is a conditional probability, the sum of the y's, i.e.,
the sum of the probabilities will be the estimate of the number
of people for whom the event will occur. In other words E y is
equal to the number of people choosing the train. The results
are presented in Table 7.6.3.3. It is interesting to note
that the least squares regression model produces the best re¬
sult. It seems clear that the asymptotic properties of the
O.L.S. regression model are being taken advantage of. Discrim¬
inant analysis, however, performs less well than the other
three models. An examination of the discriminant scores shows
that the powers of this model to distinguish the car and train
populations is low. Since the use of discriminant analysis
relies on the classificatory approach, it is not surprising
that a model which classifies poorly does not result in accur¬
ate predictions of the probabilities. Given that discriminant
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analysis may perform well in other cases, it is not possible to
generalise completely and conclude that discriminant analysis
is never appropriate. However, it is interesting to note that,
even when discriminant analysis does not perform well, probit
and logit analysis produce estimates which result in very ac¬
curate predictions.
Lest it be thought that the test applied was biassed
against discriminant analysis, a classification test was also
carried out. The probabilities for each traveller were pre¬
dicted by each of the four methods and the travellers were then
assigned to either the train or the car on the basis of a p =
0.5 cut-off. The results are presented in Table 7.6.3.4.
Table 7.6.3.4: Misclassifications
Mode 1 Mode 2 Total Net
Probit 55 153 218 98
Logit 58 146 204 88
Discrim 218 183 401 35
Multreg 53 166 219 113
The discriminant analysis misclassifies approximately
twice as many observations as the other approaches. It is
interesting to note that discriminant analysis has the lowest
"net misclassification" figure; this means that the misclassi-
fications offset each other and may account for the fact that
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discriminant analysis may appear to perform well, since, on ag¬
gregate , the numbers predicted for each mode are close to the
true values. However, it is obvious that this is accidental and
conceals the fact that discriminant analysis has an extremely
poor performance relative to the other methods. It should be
noted that, even when the discriminant scores were used to












It is argued that these results support the point made
above that even when discriminant analysis performs poorly, the
probit and logit analyses produce predictions and classifica¬
tions which are much more accurate.
7.6.4: Computational Requirements
While it is argued that the computational requirements
should only be considered in the process of selecting a method
of analysis when all other things can be considered equal,
(which in this case they clearly cannot), the question is
raised at this point for the sake of completeness in considering
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the criteria proposed by Aldana and Hoxie. They argue that
probit or logit takes three times as much execution time as
discriminant analysis. The author's experience is somewhat
different. For 621 observations and 4 independent variables,
a program estimating probit and logit together and a discrim¬
inant program had the following characteristics:
PROLO DISCRIM
Central Processor Time (sees.) 23.416 4.586
Peripheral Processor Time (sees.) 27.109 10.714
Input/Output Time (sees.) 18.879 3.837
Total Time (sees.) 69.394 19.137
Cost ($) $4.09 $1.00
In this case both probit and logit take three and a
half times as long as discriminant and for each method the
cost is only $2,045 compared with $1.00. It would appear that
such a small difference is not sufficient to influence the
choice of method.
7,6.5: Final Selection
In the light of the above discussions, it is required
that one method be selected for use in the analysis of the
Forth/Clyde corridor data. It is argued that the differences
between the data and computational requirements do not provide
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any conclusive evidence which would place any method at an ad¬
vantage. Thus the choice must be made on the basis of the
statistical assumptions and properties and the performance
characteristics of the methods. The fact that the O.L.S.
regression method cannot restrict predictions between zero and
one is held to be an objection which is serious enough to
eliminate this method. The discriminant analysis is also
rejected, for a number of reasons: first, it appears to the
author to be an unsatisfactory approach from a conceptual
standpoint; second, although its derivation is complex, the
resulting probability function is a more restricted, special
case of the logit function; third, it performs badly on both
prediction and classification tests.
Thus, the choice remains between probit and logit.
Since they both require normality assumptions, have similar
properties and virtually identical performances, the choice
is a difficult one. Logit analysis is selected, however, as
being somewhat easier to work with and to interpret.
It should be stressed, at this point, that the choice
of logit analysis for this study reflects a complex process
of trading-off the good and bad points of each method, but,
while each method has certain advantages, it is felt that, on
balance, logit analysis is the most appropriate tool for use
in studies of travel mode choice.
Chapter 8: The Analysis
8.1: Introduction
In this study, a considerable amount of attention has been
devoted to the problems both of the data collected in the
Edi*nburgh-Glasgow Area Modal Split Study survey and the methods
of analysis which could have been used to analyse this data.
It was felt that the fact that the data was specially collected
and the unusual nature of the relationship to be estimated jus¬
tified this rather lengthy procedure. The point has now been
reached, however, when the analysis can be described. Follow¬
ing the conclusions of the previous chapter, logit analysis has
been selected as the analytical tool, and it will be used to
undertake three main investigations. The first will consider
attempts to estimate a model using system characteristics
alone, while such an investigation is clearly limited, the
procedure is justified on the grounds that models using only
system characteristics are important to policy makers. More¬
over, a knowledge of the relative importance of the various
system characteristics will render the addition of user char¬
acteristics a less cumbersome process, since some of the
numerous variable combinations will be eliminated during the
preliminary analysis. Thus, the second investigation will
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comprise the inclusion of the user characteristics. The third
analysis will be devoted to an investigation of the effect of
income in these models. Finally, the derivation of a value of
time from the models estimated in this section will be examined.
8:2: Models of Systems Characteristics
In this section, eleven models will be presented. The
variables included in these models represent combinations of
variables and variable forms which reflect different hypotheses
about the way in which the individual traveller assesses infor¬
mation of system characteristics. Initially, no attempt will be
made to compare these models in terms of their statistical ef¬
ficiency, but they will all be closely examined to ensure that
the models do not have undesirable implications. Specifically,
it is important to consider the effects on the dependent vari¬
able of small, marginal changes in the independent variables.
Should the inclusion of the variable be unjustified or the sign
of the coefficient be incompatible with the underlying hypoth¬
esis, then changes in the independent variables will produce
implausible effects on the dependent variable. Note that, in




Variable Coefficient T Value
Level of
Significance
TIMDIF1 -.0039 -2.96 .01
COSDIF -.0526 -1.26 I2
JU DIF -.0835 -2.90 .01
CONST .1779 1.12 I
Likelihood Ratio Test 33.34 .01
This model has been chosen as the starting point of the
analysis, as it includes the time and cost difference variables
which have been found to be suitable in models of commuter
travel. It was felt that the specification of the model purely
in terms of times and costs was unnecessarily restrictive and,
thus, the proxy variable for inconvenience is introduced at
the outset of the analysis.
In this model all the coefficients have the hypothesised
sign, in the sense that the effects on the dependent variable
^or ease of presentation, the variables are identified by their
computer-acceptable names. A glossary of these names is pre¬
sented in Table 8.2.1.
21 indicates not significant at the 0.05 level.
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Table 8.2.1: Glossary of Computer Names
Name Variable
CHOICE Dichotomous dependent variable; 0 = car traveller, 1 = train
traveller.
TIMDIF Total journey time by train minus total journey time by car.
COSDIF Total journey cost by train minus total journey cost by car.
JU DIF Number of journey units by train minus number of journey
units by car.
TJT TR Total journey time by train.
TJC TR Total journey cost by train.
TJC CA Total journey time by car.
TJC CA Total journey cost by car.
JU TRA Journey units for the train journey.
AGE 1-
AGE 5 Age dummy variables.
SEX 2 Sex dummy variable.
ADULTS Number of adults in travelling party
KIDS Number of children in travelling party.
KIDRAT Ratio of number of children to number of adults.
WW TIM Walk/Wait time.
SUBTIM Subsidiary (i.e., non-line haul) transit time.
SUBCOS Subsidiary (i.e., non-line haul) transit cost.
LHTIMD Line-haul time difference.
LHCOSD Line-haul cost difference
TD REL Time different relative to overall journey time.
DC REL Cost difference relative to overall journey cost.
WW REL Walk/Wait time relative to overall journey time.
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produced by small changes in the independent variables are not
contrary to those which could reasonably be expected. Consider
the tima difference variable; the construction of this variable
means that the following relationship exists:
P (T) = K - C(TJT TR - TJT CA)
P(T) = Probability of choosing the train
TJT TR = Total journey time by train
TJT CA = Total journey time by car
K and C = Constant parameters
Within this relationship, four changes can be considered,
viz., upward or downward changes in TJT TR and TJT CA. If
journey time by train shourd rise, then the probability of choos¬
ing the train would fall; If journey time by train should fail,
then the probability of choosing the train would rise; if the
journey time by car should rise, then the probability of choos¬
ing the train would also rise; and finally, if the journey time
by car should fall, then * te probal lity of choosing the train
would fall. Since all these effects are those which would be
expected, it can be concluded that the sign of the coefficient
estimated for the time difference variable is correct. Analo¬
gous reasoning confirms that the si^ns lor the two other vari¬
ables in this model are alJQ correct.
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8.2.2; Model 2
Variable Coefficient T Value Level of
Significance
TJT TR -.0047 -3.62 .01
TJC TR -.0239 - .48 I
TJT CA .0079 4.671 .01
TJC CA -.6497 1.97 .05
CONST. -.6497 -4.01 .01
Likelihood Ratio Test 34.87 .01
Although it is commonly argued that the mode choice deci¬
sion is based on an examination of the difference in times and
costs, it may also be hypothesised that it is the times and costs
by each mode considered separately which form the decision base.
Model 2 reflects this possibility, by including the variables in
their original form.
Since the probability of choosing the train is affected
positively by the car variables and negatively by the train vari¬
ables, the signs of the coefficients are not unreasonable.
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8.2.3-4: Models 3 and 4
Variable Coefficient T Value
Level of
Significance
TJT TR -.0025 -1.76 I
TJC TR -.0258 - .54 I
TJT CA .0073 4.33 .01
TJC CA .0942 1.66 I
JU DIF -.1202 -3.89 .01
CONST -.2489 -1.30 I
Likelihood Ratio Test 54.07 .01
Mddel 4
Variable Coefficient T Value
level of
Significance
TJT TR .0013 .84 I
TJC TR -.1275 -1.57 I
TJT CA .0060 3.43 .01
TJC CA .0787 1.28 I
JU DIF -.0838 -2.75 .01
WW TIM -.0224 -6.64 .01
CONST. -.0066 .04 I
Likelihood Patio Test 102.37 .01
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Models 3 and 4 use the same basic data set as Model 2
with the addition of two other variables, both of which can be
regarded as proxy variables for the inconvenience of the journey
by train. Both of these variables have the correct sign, since
the probability of choosing the train is associated negatively
with both the excess of journey units and the walking and wait¬
ing time associated with the train journey.
8.2.5-6: Models 5 and 6
Variable Coefficient T Value
juevel of
Significance
WW TIM -.0246 -7.47 .01
SU3TIM -.C034 -1.26 I
SUBCOS -.3330 -3.71 .01
LKTIMD .0016 1.17 I
LHCOSD . 0624 1.46 I
CONST. .5328 3.96 .01
Likelihood Ratio Test 91.94 .01
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Model 6
Variable Coefficient T Value
Level of
Significance
WW TIM -.0236 -7.07 .01
SU3TIM -.0009 - .33 I
SUBCQS -.3503 -3.90 .01
LHTIMD .0014 .98 I
LHCOSD .05 77 1.38 I
JU DIF -.C576 -2. Go .05
CQJ3ST. .7370 4.44 .01
Likelihood Ratio Teat 98.33 .01
It has been suggested that, particularly for a longer
journey, the traveller may consider not simply the total times
and costs, but rather the times and costs of the component parts
of the journey, with this hypothesis in mind, Models 5 and 6
t
include variables which reflect this, notably the walking and
waiting time by train, the time and cost differences for both
the line-haul and the access/egress sections of the journey.
Model 6 adds the journey unit difference variable.
As expected the probability of choosing the train varies
240
negatively with the walking and waiting, the access and egress
times and costs associated with the train journey. The positive
signs on the line-haul time and cost differences reflect the fact
that the variables were constructed in such a way that they nor¬
mally take negative values. Thus all the signs in those models
ars correct.
8.2.7-10: Models 7. 0. 9 and 10
Level of
Variable Coefficient T Value Significance
TD REL -.6992 -6.14 .01
CD REL -.1692 -2.82 .01
CONST. -.0560 - .98 I
Likelihood Ratio Test 52.98 .01
Model 8
Level of
Variable Coefficient T Value Significance
TD REL -.6522 -5.75 .01
CD REL -.1503 -2.48 .05
JU DIF -.C317 -2.69 .01
CONST. .1055 1.27 I
Likelihood Ratio Test 60.79 .01
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Model 9
Variable Coefficient T Value
Level of
Significance
TD REL -.4317 -3.59 .01
CD REL -.1747 -2.86 .01
JU DIF -.0212 -1.85 I
WW TIM -.0107 -5.67 .01
CONST. .3193 3.56 .01
Likelihood Ratio Test 93.41 .01
Model 10
Variable Coefficient T Value
Level of
Significance
TD REL -.3341 -2.72 .01
CD REL -.2067 -3.34 .01
WW REL -1.7725 -7.06 .01
JU DIF -.0323 -2.73 .01
CONST. .4685 4.79 .01
Likelihood Ratio Tost 112.03 .01
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Given the fact that the object of this study is a medium-
range, inter-city trip, the possibility arises that the absolute
value of the time and cost differences may be less important
than the values of the differences relative to the total times
and costs of the journey. It seems not unreasonable to argue
that a time difference of five minutes is less important in a
two-hour journey than in a ten minute journey. The relative
difference variables introduced .in Models 7, 8, 9 and 10 take
this feature into account. The variables are constructed as
follows:
TD REL = (T"T TR - TJT CA)
TJT TR TJT CA
2
(The denominator is sot up as an average as a result of the
difficulty of deciding which of the two alternatives was more
suitable as a base.)
Thus the relationship between the probability of choos¬
ing the train and the relative time difference is:
Reasoning analogous to that employed in 8.2.1 will con¬
firm that the negative sign is correct. The signs cf the other




Variable Coefficient T Value
Level of
Significance
WW TIM -.0203 -6.15 .01
TJT CA .0096 6.36 .01
JU TRA -.1833 -5.85 .01
SUBCOS -.4552 i • o .01
CONST. 1.0237 3.71 .01
Likelihood Ratio Test 157.80 .01
Since the choice of behavioural hypothesis and, thus, of
the variables in each model is based on a mixture of experience,
casual empiricism and introspection, it was decLded that the in¬
fallibility of such a system was in doubt and a check was insti¬
gated. All the variables of system characteristics ware examined
using step-wise regression analysis and step-wise discriminant
analysis to seek out those variables with the strongest statis¬
tical relationship to the dependent variable. Both methods of
analysis selected th© sama four variables, which give the above
results when subjected to logit analysis. This reversal of th©
hypothesis-testing procedure requires particular cara in the
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interpretation of the model, since it is easier to find hypoth¬
eses to fit statistical results than vice versa. Nevertheless,
the interpretation of this model is most interesting.
The inclusion of the TJT CA variable with a positive
sign is net unreasonable since it implies sircpiy that if the
journey time by car increases, so will the probability of choos¬
ing the train. Each of the other three variables represents the
negative affect of a disagreeable aspect of the train journey:
the walking and waiting, the excess of journey units over the
car journey and the cost of travel to and from the station.
Thus, this model may be interpreted as implying that, for a
longer journey, the traveller compares the absolute speed of
the car with the sum of the inconveniences resulting from the
journey by train.
8.3: Assessment of the Models
Having considered both the implications of the variable
combinations represented by these models and the rationality of
the signs of the estimated coefficients, it is now necessary to
assess the models in terras of their statistical efficiency.
The following criteria will be used: the first selection will
be carried out on the basis of the values of the likelihood ra¬
tios; further selection will depend upon the level of signifi¬
cance attained by the individual variables in each model.
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At this point, a word of caution is appropriate: the
nature of the likelihood ratio test leads to a situation in which
significance becomes easier to achieve as the sample size in¬
creases. In this case, the sample size is so large that all
the models estimated are significant at the 0.01 significance
level. Clearly the likelihood ratio test in this form is un¬
reliable for indicating the relative significances of a number
of models. It is suggested, therefore, that the absolute value
of the likelihood ratio be used as a rough guide to the perfor¬
mance of each model, while it is acknowledged that the exis¬
tence of stochastic elements renders such a measure imperfect
for distinguishing between values which are close together,
it is argued that it provides at least a crude guide to the
relative performances of the various models.
In the light of this caveat. the models can be assessed.
Ranking the models by their likelihood ratios (Table 8.3.1) pro¬
duces three distinct categories which stand out even when the
problems of ranking by likelihood ratio have been taken into
account. On the basis of this ranking, Models 1, 2, 3, 7 and 8
will be rejected as being demonstrably less good than the other
models. In contrast, Model 11 has a likelihood ratio which is
so much greater than any of the others that, on this criterion,
it must be selected as the best model. The remaining models are
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so close together in terms of their likelihood ratios that the
secondary criterion must be applied to them. On this basis,
Models 4, 5, 6 and 9 are rejected on the grounds that in each
of them at least one variable vas irBignificant at the 0.05 level.
Model 10 is acceptable since all the variables are significant
at the 0.01 level.
Thus, out of the eleven models, Models 10 and 11 are se¬
lected as the best pair; nevertheless, Model 11 is regarded as
the better of the two on the grounds that the likelihood ratio is
so much greater.
8.4: Implications of the Assessment
The results of this assessment have two interesting im¬
plications. The first is that the models of time and cost dif¬
ferences which have been successfully used in the analysis of
the mode choices of commuters perform badly in models of the
choices involved in longei journeys for non-commuting purposes.
When a difference formulation is used successfully, it is a
modified version which takes into account the fact that, for
example, a five minute difference is less important on a long
journey than on a short one. The second implication stems from
the fact that the best model does not include a single variable
in a difference formulation. The interpretation of Model 11
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presented above would imply that what may be called the pseudo
system characteristics, such as walking/waiting time and incon¬
venience are more important than the more obvious characteris¬
tics, such as times and costs. Some possible explanations of
these results will be discussed in the next chapter.
8.5; Introduction of User Characteristics
In this section, the two best models of system charac¬
teristics will be used as a base, and to them will be added a
number of user characteristic variables in order to investigate
the extent to which the inclusion of such variables may improve
the models. The variables to be added are age, sex, tne number
of adults in the party, tne number of children in the party,
and a composite variable of party size, (i.e., # of children/#
of adults).^" Since the effects of the user characteristics are
the same when applied to both system models, the results of the
augmented models will be presented in pairs.
*The treatment of the income variable will be considered in tie
next section.
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8.5.1: Dummy Variables for Age
Variable Coefficient T Value
Level of
Significance
TD REL -.3509 -2.76 .01
CD REL -.2529 -3.92 .01
WW REL -1.9525 -7.50 .01
JU DIF -.0362 -2.95 .01
AGE 1 -.8101 -6.35 .01
AGE 2 -1.1705 -8.34 .01
AGE 3 -1.2590 -8.69 .01
AGE 4 -1.1072 -7.33 .01
AGE 5 -1.1042 -5.12 .01
CONST. 1.4402 9.69 .01
Likelihood Ratio Test = 215.34 .01
Variable Coefficient T Value
Level of
S _gnif icance
JU TRA -.1130 -5.88 .01
SUBCOS -.2572 -4.95 .01
WW TIM -.0137 -6.97 .01
TJT CA .0056 6.53 .01
AGE 1 - 8C62 -6.23 .01
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8.5.1: Dummy Variables for Age (continued)
Level of
Variables Coefficient T Value Significance
AGE 2 -1.1253 -7.94 .01
AGE 3 -1.2357 -8.45 .01
AGE 4 -1.0817 -7.08 .01
AGE 5 -1.0779 -4.89 .01
CONST. 1.5336 7.78 .01
Likelihood Ratio Test 250.176 .01
These two models represent the inclusion of a series of
dummy variables to take account of the age factor. The age dummy
variables were constructed in the following way:
AGE 1 AGE 2 AGE 3 AGE 4 AGE 5
< 21 0 0 0 0 0
21 - 30 1 0 0 0 0
31 - 40 0 1 0 0 0
41 - 50 0 0 1 0 0
51 - 60 0 0 0 1 0
61 1 0 0 0 0 1
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Thus, the base is the "under 21 years old" group and the
signs on the coefficients indicate that if a subjec tails into
any of the "over 21 years" groups, then the probability that he
will choose the train will be diminished. Given that, in Great
Britain, few people under 21 years old would have access to a
car, this result is not unreasonable. It is also interesting
that the amount by whicn the probability is diminished is not
constant for each age group; it increases up to the "41 - 50
years old" group and then decreases. This can be interpreted
as meaning that up to that age group the subject is increasingly
less likely to choose the train (as compared with the "under 21"
group) but that this effect is diminished in the "51 - 60" and
"61 and over" age groups.
Two factors may help to explain this result. The first
is that the upper two age groups are more likely to include a
number of people who, because of age and/or infirmity are less
likely to drive. However, such characteristics would also tend
to make train travel difficult. The second factor is that the
upper age groups may include many people who grew up before tne
automobile boom and thus r.over learned to drive or never acquired
a car. Such an explanation is, of necessity, only partial, but
these two factors may help to explain the diminished coefficients
for the upper two income groups.
8.5.2: Dummy Variable for Sex
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Variable Coefficient T Value
Level of
Significance
TD REL -.3640 -2.84 .01
CD REL -.2625 -4.03 .01
WW REL -1.9019 -7.26 .01
JU DLF -.0399 -3.26 .01
AGE 1 -.7937 -6.15 .01
AGE 2 -1.0960 -7.72 .01
AGE 3 -1.1708 -8.00 .01
AGE 4 -1.0273 -6.71 .01
AGE 5 -.9959 -4.58 .01
SEX 2 .5329 5.73 .01
CONST. 1.278a 8.47 .01
Likelihood Ratio Test: = 248.33 .01
Variable Coefficient T Value
Level of
Significance
JU TRA -.1209 -6.24 .01
SUBCOS -.2551 -4.93 .01
WW TIM -.0135 -6.82 .01
TJT CA .0055 6.42 .01
AGE 1 -.7388 -6.03 .01
AGE 2 -1.0439 -7.29 .01
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8.5.2; Dummy Variable for Sex (continued)
Variable Coefficient T Value
Level of
Significance
AGE 3 -1.1456 -7.7S .01
AGS 4 - .99£G -6.45 .01
AGE 5 - .9708 -4.37 .01
SEX 2 .5438 5.SI .01
CONST. 1.4447 7.20 .01
Likelihood Ratio Test 284.13 .01
This pair of models includes a dummy variable to take
account of the sex factor, the variable taking the value "0"
for male subjects and "1" for female subjects. The results
indicate that the probability of choosing the train is increased
if the subject is female. The facts that, in Great Britain,
fewer women drive and that it is safe for a woman to travel
by train would seem to explain this result.
8.5.3: Variables of Party Size
254
Variable Coefficient T Value
Level of
Signilicance
TD REL -.3121 -2.40 .01
CD REL -.2433 -3.69 .01
WW REL -1.8C70 1 ON co Ni .01
JU DIF -.0355 -2.85 .01
AGE 1 -.7989 -6.12 .01
AGE 2 -1.180/ -8.15 .01
AGE 3 -1.2196 -8.19 .01
AGE 4 -1.0619 -6.81 .01
AGE 5 -1.0116 -4.61 .01
SEX 2 .5915 6.28 .01
ADULTS -.7184 -6.28 .01
CONST. 2.5666 9.90 .01
Likelihood Ratio Test = 288.62 .01
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8.5.3: Variables of Party Size (continued)
Level of
Variable Coefficient T Value Significance
JU TRA -.1073 -5.44 .01
SUBCOS -.2766 -5.04 .01
WW TIM -.0129 -6.40 .01
TJT CA . 0053 6.11 .01
AGE 1 -.7969 -6.01 .01
AGE 2 -1.1325 -7.73 .01
AGE 3 -1.1974 -7.95 .01
AGE 4 -1.0412 -6.59 .01
AGE 5 -1.0009 -4.46 .01
SEX 2 .6043 6.36 .01
ADULTS -.7412 -6.38 .01
CONST. 2.7303 9.42 .01
Likelihood Ratio Test 325.85 .01
The addition of the variable representing the numbers of
adults in the travelling party poses interpretational problems.
The variable would seem to imply that as the number of adults
in the party increases, the probability of choosing the train
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will diminish, but it is by no means intuitively obvious that
this is a reasonable result. Moreover, the addition of a fur-
ther variable representing the number of children in the party
merely complicates the issue, viz. :
Variable Coefficient T Value
Level of
Significance
TD REL -.31C8 -2.39 .01
CD REL -.2436 -3.69 .01
WW REL -1.8099 -6.83 .01
JU DIF -.0349 -2.81 .01
AGE 1 -.7991 -6.12 .01
AGE 2 -1.1775 -8.13 .01
AGE 3 -1.2207 -8.20 .01
AGE 4 -1.0666 -6.34 .01
AGE 5 -1.0141 -4.62 .01
SEX 2 .5903 6.27 .01
ADULTS -.7578 -6.26 .01
KIDS .2375 1.01 I
CONST. 2.1694 4.61 .01
Likelihood Ratio Test 289.64 .01
or
Level of
Variable Coefficient T Value Significance
JU TRA -.1068 -5.41 .01
SUBCOS -.2814 -5.06 .01
WW TIM -.0128 -6.38 .01
TJT CA .0054 6.16 .01
AGE 1 -.7967 -6.01 .01
AGE 2 -1.1292 -7.71 .01
AGE 3 -1.1976 -7.96 .01
AGE 4 -1.0458 -6.61 .01
AGE 5 -1.0025 -4.46 .01
SEX 2 .6029 6.34 .01
ADULTS -.7866 -6.37 .01
KIDS .2661 1.11 I
CONST. 2.2799 4.49 .01
Likelihood Ratio Test 327.10 .01
Not only is the coefficient of the "number of children"
variable statistically insignificant, but the sign is difficult
to interpret, since it implies that the probability of choosing
the train will increase if the number of children in the party
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increases. It is difficult to see why this should be so; indeed,
it would be argued that the more children there are, the more
likely it would be that the car would be chosen (subject, of
course, to capacity constraints).
In order to test the possibility that the children and
adult variables acted together, a composite variable was con¬
structed such that it comprised the ratio of children to adults
in the travelling party, i.e., KIDRAT # of children in party/
# of adults in party. Although the coefficient was statistically
significant, its inclusion resulted in a reduction in the like¬
lihood ratio and its interpretation that the more children per
adult the more likely it is that the train will be chosen is,
at best, difficult to understand.
\
It is argued, therefore, that the variables of party
size do not add anything to the models in the sense that either
their coefficients are statistically insignificant or the vari¬
ables are impossible to interpret.
8.6: Assessment of the Augmented Models
It is intended to assess the augmented models using the
criteria previously used. The models involving party size vari¬
ables are all rejected on the grounds that they do not improve
the basic models. Thus, the problem of selecting which models
to use for the investigation of the income effect resolves itself
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to one of deciding whether to add the age and sex variables.
Since the series of age dummy variables are all highly signifi¬
cant statistically and, moreover, the addition of the five dummy
variables increases the likelihood ratio substantially, from
112.03 to 215.34 and from 157.80 to 250.18, it is argued that
such an increase represents an improvement in the model and
that the age variables should, therefore, be included.
The decision as to the inclusion of the sex variable is,
in effect, a value judgment, since it is not possible to state
categorically that the increase in the likelihood ratio result¬
ing from its addition is or is not significant. It has been
decided, therefore, to include the variable.
8.7: The Effect of Inccraa
For reasons set out in Chapter 4 it was decided not to
include the income variable in the model, either as a dummy vari¬
able in the equation or as a multiplicative term attached to
another variable, but to substratify the sample into income
groups and to estimate the models separately for each income
group. It can then be discovered whether any differences exist
in the coefficients. Following the results presented in pre¬
vious sections of this charter, the models to be estimated will
be the following:
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System 1 System 2
TD REL JU TRA
CD REL SUBCOS
WW REL WW TIM
JU DIF TJT CA
AGE 1 AGE 1
AGE 2 AGE 2
AGE 3 AGE 3
AGE 4 AGE 4
AGE 5 AGE 5
SEX 2 SEX 2
The data set has been divided into five income groups;
the details of each group are presented in Table 8.7.1. Each
of the two model systems is estimated using each of the income
groups, and the results are set out in Tables 8.7.2 anu 8.7.3.
It should be remembered that, when these model systems were
estimated using the complete data set, all the coefficients
were significant at the 0.01 level; in these tables an "#" in¬
dicates that the coefficient is significant at only the 0.05
level and an indicates that the coefficient is insignifi¬
cant at this level. (Coefficients without these signs are sig¬
nificant at the 0.01 level.)
8.7.1: Behaviour of Coefficient Estimates Across Income Groups
The new estimates will be considered less in terms of
their individual significance and more in terras of the implica¬
tions of changes in significance across income groups This
being the case, the variables in each model system wi-1 be con¬
sidered in order.
Table 8.7.1: Stratification by Income Group
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Group Limits Car Travellers Train Travellers Total
# %
Y1 > 1,000 p.a. 189 54.1 160 349
Y2 1,001-1,500 p.a. 118 37.2 199 317
Y3 1,501-2,000 p.a. 70 31.1 155 225
Y4 2,001-2,500 p.a. 30 22.9 101 131
Y5 2.501 £ 84 35.7 151 235
Total 491 39.1 766 1257
Table 8.7.2: System 1 - All Income Grc'.ps
Variable Y1 Y2 Y3 Y4 Y5
TD REL -0.0914* -0.0795* -0.1736* -1.3313
CD REL -0.3611// -0.1984* -0.3047* FAILED TO -0.2078*
WW REL -2.5356 -3.1118 -2.239 REACH A -0.0490*
JU DIF -0.0227* -0.0207* -0.0582 MAXIMUM -0.1336
AGE 1 -0.7520 -0.2336* -3.7366 AFTER 25 -1.3159#
AGE 2 -1.3658 -0.4271* -3.8279* ITERATIONS -1.8346
AGE 3 -1.3936 -0.8277# -3.4823* -1.8225
AGE 4 -0.9075 -0.4807* -4.3342* 1.5850
AGE 5 -1.4C71 -0.1634* -3.8048* -1.5227#
SEX 2 0.6399 0.5/22 0.3819* 1.733*
Likelihood
Ratio 84.63 62.15 32.90 61 06
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Table 8.7.3: System 2 - All Income Groups
Variable Y1 Y2 Y3 Y4 Y5
JU TRA -0.0501* -0.0965 -0.1171# -0.2258
SUBCOS -0.3764 -0.2712 -0.3129* FAILED TO -0.2585
WW TIM -0.0138 -0.0202 -0.0139 REACH A -0.0075*
TJT CA 0.0064 0.0068 0.0075 MAXIMUM 0.0025*
AGE 1 -0.7239 -0.3191* -4.0283* AFTER 25 -1.0859*
AGE 2 -1.3578 -0 4787 -4.0687* ITERATIONS -1.5059
AGE 3 -1.3088 -0.9601# -3.7628* -1.4621
AGE 4 -0.8020 -0.6335* -4.5775* -1.1497#
AGE 5 -1.3397 -0.1157* -4.3086* -1.0402*
SEX 2 0.6189 0.5745 0.4764* -0.0463*
Likelihood
Ratio 87.4b 74.58 40.89 56.82
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At this stage of the analysis, it is appropriate to make
two points. First, the results cannot be considered complete in
the sense that no estimates are available for the fourth income
group (Y4). The maximum likelihood procedure used to estimate
this model failed to reach a maximum after twenty-five iterations.
It is possible that this is due to either the small sample size
Or the small number of positive values (car travellers). Second,
on only one occasion did a coefficient change sign, (i.e., SEX 2
in System 1 - Y5) ; with this or.e exception all the coefficxents
have the same sign as they did in the original estimations with
the complete data set.
Model System 1
TP REL
In the case of the relative time difference variable, it
is interesting to note that only in the Y5 model is it signifi¬
cant. This may be interpreted as indicating that only travellers
in the upper income group tilace any importance on the travel time
difference when making mode choice decisions.
CP REL
Conversely, the relative cost difference variable is
only significant in the Y1 model, (and then only at the 0.05
level), which can be gi en an analogous interpretation, i.e.,
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that while only travellers in the lowest income group consider the
cost difference to be of importance, even they do not attach much
importance to it.
WW REL
The relative walking and waiting time variable is strongly
significant in all models except that of the highest income
group, which would imply that upper income group travellers do
not consider walking and waiting time to be of importance. Such
a contention may appear at first glance to be implausible, but a
possible explanation is that such travellers, by the use of car,
taxis and limousines minimise walking and waiting time in such a
way that it is, in absolute terms, so small that it is unimpor¬
tant. Thus the effect demonstrated in the models is the result
of action taken because walking and waiting time is important,
rather than a demonstration that it is unimportant.
JU DIF
It should be remembered that the journey unit difference
variable is a proxy variable for inconvenience. Thus the re¬
sults imply that inconvenience is not considered to be an impor¬
tant factor for the lower income groups, and that it is only
taken into account by the highest income group. Thus it behaves
much like the TD REL variable.
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AGE
Even considering the dummy variables for age together, the
combinations of different levels of insignificance do not reveal
any trend across income groups. It is likely that the relation¬
ship between age and income is such that its effect is more com¬
plex than this analysis can reveal.
SEX
It is interesting that the importance of sex, both in
terms of statistical significance and of the magnitudes of the
coefficients diminishes as income increases, resulting finally
in a change of sign. Given that it is more likely that a fe¬
male in a higher income group would have access to a car,




The results indicate that the journey units by train
variable (another proxy for the inconvenience of the train) is
unimportant for the lower income group, and of increasing im¬
portance as income increases.
SUBCOS
The cost of access and egress variable maintains its
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significance, (with the exception of model Y3). This is inter¬
preted as meaning that the importance of this variable shows no
consistent trend as income changes, and is thus of equal impor¬
tance to all income groups.
WW TIM
The original walking and waiting time variable also main¬
tains significance except in the upper income group model (Y5).
An explanation for this phenomenon has already been suggested in
the remarks on WW REL in System 1.
TJT CA
The total journey time by car is similar to the WW TIM
variable in its changes across income groups. It is more diffi¬
cult, however to explain the effect in this case, and, in fact,
no plausible explanation has been found.
AGE/SEX
The remarks previously made with respect to AGE and SEX
in Model System 1 apply equally here.
8.7.2: Modifications
As a result of the findings of the attempts to estimate
separate income group models and in light of the discussion of
the previous section, it has been decided that there is suffi¬
cient evidence to demonstrate that one model cannot be used for
INCOME GROUP 1
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Variable Coefficient T Value
Level of
Significance
CD REL -0.3734 -2.59 .01
WW REL -2.4768 -5.26 .01
AGE 1 -0.7556 -4.56 .01
AGE 2 -1.3901 -3.82 .01
AGE 3 -1.4035 -3.87 .01
AGE 4 -0.8988 -3.03 .01
AGE 5 -1.4182 -2.99 .01
CONST. 1.0902 5.38 .01
Likelihood RslIo Test = 84.24 .01
Variable C oefficient T Value
I ->vel cf
SigT ificance
SUBCOS -0.3797 -2.97 .01
WW TIM -0.0150 -4.63 .01
TJT CA -0.0061 -3.68 .01
AGE 1 -0.7328 -4.41 .01
AGE 2 -1.4068 -3.79 .01
AGE 3 -1.3322 -3.61 .01
AGE 4 -0.7786 -2.64 0_
AGE 5 -1.3663 1 K> oo CO .01
SEX 2 0.6i59 4.06 .01
CONST. 0.4340 1.99 .01
Likelihood Ratio Test - 85.72 .01
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each income group. Thus, the models will be modified and the
best combination of variables for each income group selected.
The procedure will be to delete all variables whose coefficients
proved to be insignificant and to induce only tentatively those
whose level of significance was reduced to the 0.05 level. The
results will be presented for each income group.
Given that ooth of these models comprise variables which
are all significant, other criteria must be used to select the
better model. Moreover, since the likelihood ratio tests are
almost identical, the value of the ratio cannot be used. This
being the case, the first model is regarded as better since it
can achieve the same livelihood ratio with fewer variables. How¬
ever, it must be acknowledged that there is little to ci.oose be¬
tween the models, and thus, should other considerations, such as
ease of data collection, weigh strongly, then either may be used.
INCOME GROUP 2
Levd of
Variable Coefficient T Value Significance
WW REL -3.1150 -6.12 .01
SEX 2 0.5143 2.92 .01
CONST. 0 5226 2.76 .01
Likelinood Ratio Test 51.88 .01
269
INCOME GROUP 2 (continued)
Variable Coefficient T Value
Level
Significance
JU TRA -0.0981 -2.66 .01
SUBCOS - 0.2357 -2.38 .05
WW TIM -0.0201 -4.69 .01
TJT CA 0.0067 3.78 .01
SEX 2 0.5536 3.09 .01
CONST. 0.4*26 1.33 I
Likelihood Ratio Test 64.48 .01
As in the previous models for Income Group 1, it is ar¬
gued that the likelihood ratios are insufficiently different to
discriminate between the two models, and thus other more subjec¬
tive criteria must be utilized. It is tempting to use the
"principle of parsimony" and select the first model or the
grounds that it requires oniy two variables, but the implication
that the second income group only considers relative walking
and waiting time is somewnat implausible. It is argued that
the second model should be selected, since it comprises tho





Variable Coefficient T Value Significance
WW REL -1.9807 -3.14 .01
CONST. 0.4339 1.49 I
Likelihood Ratio Test 14.67
level of
Variable Coefficient T Value Significance
CD REL -0.3289 -2.09 .05
WW REL -2.3200 3.55 .01
CONST. 0.3478 1.17 I
Likelihood Ratio Test 21.40
Ie el of
Variable Coefficient T Value aigiixficance
WW TIM -0.0149 -3.18 .01
TJT CA 0.0041 lc 96 .00
CONST. -0.4053 -1.49 1
Likelihood Ratio Test 15.26
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INCOME GROUP 3 (Continued)
Variable Coefficient T Value
Level of
Significance
JU TRA - 0.1060 000•(N1 .05
WW TIM -0.0134 -2.58 .01
TJT CA 0.0069 2.59 .01
CONST. 0.1960 0.44 I
Likelihood Ratio Test 28.44
The results for Income Group 3 are somewhat confusing; the likeli¬
hood ratios are much smaller, and the levels of significance
change from model to model. While it is not unusual to find a
change of significance when other variables are added, this phe¬
nomenon has not been apparent in the other models estimated. It
is argued, therefore, that the models for this income group ap¬
pear to be rather weak and thus the fourth model is selected
since it maximises the likelihood ratio arid, by the inclusion
of JU TRA, brings the level of the two other variables up to the
0.01 significance level.
INCOME GROUP 4
No results are available fcr this income croup, Lii.t_e tne




Variable Coefficient T Value'
Level of
Significance
JU DIF -0.1469 -3.53 .01
CD REL -1.3298 -4.08 .01
AGE 1 -1.2346 -2.10 .05
AGE 2 -1.6620 -3.03 .01
AGE 3 -1.6668 -3.08 .01
AGE 4 -1.4265 -2.62 .01
AGE 5 -1.3634 -2.19 .05
CONST. 2.2265 -2.19 .05
Likelihood Ratio Test - 60.34 .01
Variable Coefficient T Value
level cf
3:gnificance
JU TRA -0.2202 -5.73 .01
SUBCOS -0.2098 -2.34 .05
CONST. 1.5064 4.65 .01
Likelihood Ratio Test = 39.55 .01
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INCOME GROUP 5 (continued)
Level of
Variable Coefficient T Value Significance
JU TRA -0.2260 -5.14 .01
SUBCOS -0.2575 -2.60 .01
AGE 1 -1.0733 -1.86 I
AGE 2 -1.4943 -2.75 .01
AGE 3 -1.4508 -2.73 .01
AGE 4 -1.1393 -2.14 .05
AGE 5 -1.0364 -1.70 I
CONST. 2.7823 4.22 .01
Likelihood Ratio Test 56.81 .01
In this set of models, the age variables were left in
the System 1 reduced variable set, as cnly two of them tailed
to achieve significance at the higher level. In the mcdei es¬
timated with System 1 variables they maintain the C.05 level
of significance, whereas in the models using System 2 variables
two of the age dummy variables are insignificant. Since the
inclusion of age raises the likelihood ratio, the first model
is selected as the boot o.»e fcr this income group.
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The results of the model modifications are presented in
Table 8.7.4. On the basis of these results it is argued that
the evidence is sufficiently conclusive to warrant the conclu¬
sion that the effect of the income variable in models of model
choice is sufficiently strong to justify the construction of
different models for each income group. The models estimated
for this data set indicate clearly that the models estimated
for each income group may be quite different and lead to the
conclusion that the inclusion of income as a dummy variable or
as a multiplicative terra with other variables is unreasonable,
since it conceals the raore complex effects of the income variable.
Table 8.7.4: The Selected Model for Each Income Group
YI Y2 Y3 Y4 Y5
CD REL JU TRA JU TRA JU DIF
WW REL SUBCOS WW TIM TD REL
AGE 1 WW TIM TJT CA ACE 1
AGE 2 TJT CA ACE 2
AGE 3 SEX 2 AGE 3
AGE 4 ACE 4
AGE 5 ACE 5
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8.8: The Derivation of a Value of Time
In Chapter 2 the procedure for deriving a value of time
from a model of mode choice was developed, based on the premise
that the desired value represented the change in cost required
to just compensate for a one unit change in timey where "just
compensate" is interpreted as meaning that the net effect of
the changes is to leave the probability unchanged. The deriva¬
tion in Chapter 2 was set out in terms of cost and time variables
expressed as differences. As the course of the analysis re¬
vealed, the time and cost difference variables were not satis¬
factory in the sense that models using them were not statistic¬
ally significant when estimated with the inter-city data set.
Thus it is necessary to derive a value of time from the relative
difference variables. The derivation is as follows.
ability of choosing the train and the relative time and cost
differences is:




x + (;G (x)
where G(x)
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Tt = Time by Train
Tc = Time by Car
Ct = Cost by Train
Cc = Cost by Car
Since the G(x) function is linear, the non-linearities
in the relationship may be ignored. Thus the value of time is
defined as the change in the cost variable required to just com¬
pensate for a one unit change in the time variable. If the net
result of the changes is to leave G(x) unchanged, then P(T) will
also be unchanged.
The function can be made more manageable by simplifying to:
(8.8.3) G (x) = ct0 + + 2 a.2
Taking the total differential with respect to Tt gives:
(8.8.5)





Taking total differentials with respect to Tc, Ct, and
Cc gives, respectively;
(8.8.7) dG(x) =











It will be remembered that the value of time is defined
as the change in cost required to just compensate for a one unit
change in time. Thus, if the differentials with respect to,






then the expression for dCt can be derived:
(8.8.11) dCt = - (~±\ (??] (Ct + cc)
\^2/ \Cc) yiz + Tc/
dT t
If dTt is set equal to one (for a one unit change ^.n time) , then
d(d can be evaluated at the mean values of the ether variables.
It will be noted that this value of time reprise .ts the
change in tne cost of the train which is required to compensate
for a one unit change in the train time. Clear.y, tr.e cuange in
the car ccst required to compensate for a one unit cleave in
train time can be derived, as can the changes i t b^tn train ai d
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car costs required to compensate for a change in car time. These
expressions are, respectively:
(8.8.12) dec . (|f) (gv-fS dTt
(8-8-"> dct = © ($ 2




Thus, four values of time can be derived. It wilj. Le clear that
the consumer will, at the margin, equate these values, so that,
for example, if the train time changes, he will be indifferent
between making tne compensating cost adjustment in terms of
train cost or car cost. Consider, then, the effect of a change
in the train time. The expression for the value of time reduces
to the ratio of the coefircients multiplied by an adjustment fac¬
tor. The expressions are.




(8.8.16) dCc — (0.00313)
c.2
The two adjustment ractors are very timilar and lead to
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values of time of^O.3954 per hour1 (dct) and^/o.4644 per hour (dec) ,
respectively.
Similarly, the effects of a change in the car time can
be shown to be:
(8.8.16) dCt = — (0.00693)
«2
and
(8.8.17) dCc = — (0.00813)
yielding values of time of ^0.5766 per hour and jfo.6 762 per hour
respectively, once again, the two adjustment faetorc are simi¬
lar, indicating that the cost adjustment may be made either to
the car cost or the train cost.
While the pairs of adjustment factors (and thus, values
of time) are similar there is a distinguishable difference be¬
tween the cost adjustment required to compensate for a car time
change and that required for a train time change, and it may be
argued that this indicates that car time and train time are
valued differently. It is, however, difficult to ass ss the
magnitude of the difference due to the existence stochastic
elements in the derivation. It is argued, therefore, that the
difference is not large enough to justify the strong conclusion
that car txrae and train t are valued differently:- it is
conceded, however, th-it these results could be cons'.ra d as
indicating such a possibility.
^-Evaluated using the coefficients from the best au^mentod njouel
(Section 8.5.2).
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Given this possibility, the value of time for train time
can be derived by taking the average of the two values. Thus,
the value is £0.4309 per hour. Similarly the value of car time
is £0.6264 per hour. The over-all value of time can be calcu¬
lated as the average of the value of train time and the value of
car time, and is £0.5286 per hour. This value of time is con¬
sidered to be the value of time spent travelling for non¬
business and non-journey-to-work purposes in the For h-Clyde
Corridor.
It was indicated earlier in this study thac one objec¬
tive was to derive values of time for each income group, in
order to examine the benaviour of the value of time across in¬
come groups. It is unfoxtunate that it is not possible to
achieve this objective, since the time ar.d ccst vanaoies did
not appear together in any of the models estimated for the
separate income groups.
8.9: Conclusions
A number of conclusions can be drawn from this analysis.
1) The models of simple time and cost difference variables
found to be satisfactory in commuting studies are not satisfac¬
tory for analysing this data set.
2) If difference variables are required, then the relative
difference formulation ■'s preferable.
3) The same model cannot be used for each income group,
since the effect of income is so complex that it modifies not
individual variables, but the actual selection of variables.
4) A value of time can be derived for the data set as a
whole.
5) Values of time cannot be derived for each income group
since the necessary variables do not appear in the models for
any of the income groups.
Chapter 9: Conclusions
Having completed the analysis, it is now appropriate to
consider what conclusions may be drawn from this study. Since
the various steps in the analysis have been considered *n some
detail in the preceding chapters, the aim of this chapter will
be to summarise rather than reiterate the findings.
9.1: Models and Economic Tneory
An important conclusion of this study concerns the at¬
tempts to derive the rationale for a mode choice model from the
theory of consumer demand. The fact that it has been shown that
behavioural models of mode choice are net inconsistent witn the
theory of consumer demand is considered to be an important re¬
sult. It may be inferred from either a utility maximisation
or a cost minimisation approach that the first order conditions
may be met by trading off time against good3. Thus a model
based on a hypothesised trade-off between time and cost is
shown to be consistent with the theory of the consumer and
need no longer be justified solely in te^ms of a hypothesis
based on casual empiricism.
9.2: Data Collectioi
Before this study vas undertaken, dcubts were expressed
as to the feasibility of collecting data on journeys which was
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sufficiently detailed to allow the analysis to be carried out.
That such an undertaking has been carried out successfully is
ample testimony to its feasibility. It is now clear that trav¬
ellers can be motivated to complete a lengthy and complicated
questionnaire.
9.3: Methods of Analysis
The problem of selecting an appropriate method for
analysing a mode choice situation is one which has troubled
analysts for some time. The statistical comparison of tne
four available methods demonstrated the advantages ana disad¬
vantages associated with the use of each method. The comparison
of the alternative methods resulted in a complex evaluation of
the good and bad points of each method. On balance, logit analy¬
sis was deemed to be the most appropriate tool and it was used
in the analysis of the E.G.A.M.S.S. data.
9.4; Model Content
Perhaps the most interesting finding of thxs study con¬
cerns the content of the models which were estimated success¬
fully. The starting point of the time and cost difference
variables which had been used in commuting models cf mode choice
were found to be unsatisfactory. Modifications to the form of
the difference variables, which converted them to relative
differences achieved some degree of success, but the best models
included no variables in a difference formulation. In contrast,
they contained variables which represented the inconvenience of
the access and egress sections of the journey by train. It is
concluded that, for journeys of this type, i.e., medium range,
inter-city social and recreational trips, tne traveller is con¬
cerned more with comfort and convenience than with mere times
and costs. This conclusion clearly illustrates the dangers en¬
countered when models of commuting behaviour are extended to
other situations. Further, it is clear that metnous oi util¬
ising additional variables, representing comfort, convenience,
safety, etc., require to be developed.
9.5: The Effect of Income
One of the aira3 of this study was to consider the ef¬
fects of income on the mode choice decision. Thus, the better
models were estimated using sub-samples resulting from a strati¬
fication by income. The results indicate quite clear<y that in¬
come strongly influences mode choice decision behaviour. The
fact that certain variables proved to be insignificant in the
sub-models was not unexpected; what was interesting vai the
very complex manner in which the stratification by ir.cume rcoci-
fied the models, resulting in a completely differen* for
each income group. The strength of the effect of income and
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the manner in which it operates indicate that the question of
the treatment of the income variable requires further study.
9.6; The Value of Time
In the light of the fact that one of the primary aims of
this study was to produce a value of time for inter city,
social/recreational trips and to obtain different values of time
for each income group, the results on the value of time are some¬
what disappointing. Nevertheless, the results are extremely in¬
teresting. A value of time could not be derived from the best
model, since the requisite time and cost variables diei i.ot ap¬
pear in that model; nor could a value of time be derived from
any of the income stratified sub-models, for the same reason.
This result is itself valuable since it indicates that the
derivation of a value of time from an apparent time-cost trad-
off situation may not be universally valid, since, in some
cases, what appears to be a trade-off situation may not be per¬
ceived as such by the travellers. Nonetheless, a value of time
has been derived, aloeit from a sub-optimum model. Tne value
of DO.5286 (ten shillings and seven old pence) per hour, or 67.5
percent of the average wage-rate,"1' is considerably higner than
^he average wage-rate is calculated on the basis cf income
group mid-points and an assumed 2,000 hour year.
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the values found in commuting studies. Considering only British
results (to avoid exchange rate problems) and comparing the
values as a percentage of the wage rate (to minimise the problems
of inter-temporal comparisons), the following results emerge:
Study1 VQT as % of wage-rate






Clearly, the commuting values have quite a h.gu vari¬
ance, and it is acknowledged that the final value may be some¬
what unreliable since it is derived from a sub-optimal model.
Nevertheless, the social/recreational value is sufficiently dif¬
ferent to indicate that the use of a value of time derived from
a commuting model in a non-commuting situation is a dangerous
procedure, and may lead to serious errors in the evaluation of
time savings.
One of the objectives of this study was to snow tnat
"commuting values of tima" may not be universally valid. There
is now evidence to justify this conclusion.
9.7: General Conclusion
This study was one of a series of studies d93ic »od to
1Beesley, (5); Stcpher, (G4); Quarraby, (55); L.G.C.R U., (41).
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investigate mode choice modelling and the valuation of time in
non-commuting contexts, since it was suspected that the differ¬
ences in the study situations may lead to differences in the
models themselves and in the values of time derived from them.
On the basis of this study, it may be concluded that this sus¬
picion was fully justified; different situations require dif¬
ferent modelling efforts and attempts to transfer results from
one area to another are fraught with danger.
APPENDIX A: DATA TABULATIONS
TABLE A.1
Train: Edinburgh - Glasgow; Mon. 22nd 1969
Departure Time # of Passengers // of Edinburgh - % of % Res¬
(*= surveyed) on Train Glasgow Passengers Questionnaires ponse









1030 102 80* 67 83.7
1100 77 74
1130 69 53
1200 84 79* 62 78.5
1230 46 29
1300 85 80
1330 57 35* 42 >100
1400 128 119
1430 147 77

















TOTAL 4137 3013 585 73.9
Total on trains surveyed = 792
Daily Total from Edinburgh - Glasgow = 6138
*Trains used in survey
TABLE A.2 290














0735 241 184* 130 70.6
0810 282 261
0830 121 114
0900 190 179* 109 60.9
0930 90 67
1000 123 120* 84 70.0
1030 89 67
1100 94 92* 55 59.8
1130 66 53
1200 65 64
1230 48 32* 28 87.5
1300 136 135
1330 69 56
1400 49 46* 35 76.1
1430 72 55
1500 88 81
1530 128 90* 6J 72.2
1600 198 163
1620
1640 275 128* 68 53.1
1700 311 223











TOTAL 3752 2882 716 66 .6
Total on trains surveyed = 1C75
Daily total from Edinburgh - Glasgow = 5882
*Trains used in survey
TABLE A.3 291
Train: Edinburgh - Glasgow: Wed. 24th 1969
Departure Time # of Passengers # of Edinburgh - # of %





0810 292 278* 160 57.5
0830 98 93
0900 231 213




1130 61 40* 27 67.5
1200 64 62
1230 68 46
1300 98 93* 59 63.4
1330 85 56
1400 90 80
1430 91 60* 47 78.3
1500 100 97
1530 163 104






1745 182 136* 70 51.5
1800 148 80* 46 57.5
1830 141 59
1900 131 116





TOTAL 3866 2902 588 58.0
Total on trains surveyed = 1-14
Daily Total from Edinburgh - Glasgow = 5937
* Trains used in survey
TABLE A.4 292
Train: Edinburgh - Glasgow: Thurs. 25th 1969
Departure Time # of Passengers # of Edinburgh - # of %






0830 122 115* 68 59.1
0900 233 216
0930 102 84




1200 57 55* 36 65.4
1230 48 36
1300 108 102
1330 81 61* 32 52.5
1400 74 69
1430 103 61









1800 146 90* 51 56.7
1830 142 72* 44 61.1
1900 149 123
1930 82 32
2000 60 57* 18 31.6
2030 62 20
2100
TOTAL 1937 3019 484 59.4
Total on trains surveyed = 815
Daily total from Edinburgh - Glasgow = 6143
*Trains used in survey
TABLE A.5 293
Train: Edinburgh - Glasgow: Fri. 26th 1969
Departure Time # of Passengers ! # of Edinburgh - # of %







0900 177 161* 89 55.3
0930 86 66
1000 94 91




1230 74 47* 42 89.4
1300 130 122
1330 73 55
1400 111 107* 44 41.1
1430 165 130
1500 206 188
1530 153 91* 50 54.9
1600 254 226
1620 199 134* 55 41.0
1630 220 96






1900 169 152* 104 68.4
1930 1G8 51
2000 26o 59* 43 69.5
2030 57 39* 39 100.0
2100 110 96
2130
TOTAL 4533 3539 606 52.8
Total on trains surveyed = 1147
Daily total from Edinburgh = Glasgow = 8604
* Trains used in survey
TABLE A.6 294
Train: Edinburgh - Glasgow : Sat. 27th 1969
Departure Time # of Passengers # of Edinburgh - # of %





0810 69 64* 32 50.0
0830 72 68
0900 129 118
0930 90 70* 42 60.0
1000 108 107
1030 132 100




1300 102 91* 39 42.9
1330 119 61
1400 97 78
1430 152 78* 57 55.9
1500 104 89
1530 132 73










1930 195 102* 43 42.2
2000 X48 133
2030 108 55
2100 119 99* #
2130
TOTAL 3731 2747 494 58.7
Total on trains surveyed = 683
Daily total from Edinburgh - Glasgow = 7552
* Trains used in survey
# Drunken football supporters made distribution impossible
TABLE A.7
Train: Edinburgh - Glasgow: Sun. 28th 1969
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Departure Time # of Passengers # of Edinburgh - # of %
(* = surveyed) on Train Glasgow Passengers Questionnaires Response
0700
0720





0930 70 70* 31 44.3
1000
1030 99 96* 47 49.0
1100




1330 76 66* 35 53.0
1400
1430 126 102* 45 44.1
1500
1530 117 107* 33 30.8
1600
1620






1830 185 172* 56 32.6
1900
1930 281 248* 29 11.7
2000
2030 184 167* 48 28.7
2100 87 75
2130 121 95* 43 45.3
TOTAL 2039 1782 445 34.6
Total on trains surveyed = 1285
Daily total from Edinburgh - Glasgow - 3964
* Trains used in survey
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TABLE A.8











0700 172 155* 84 54.2
0730 154 67
0800 299 254




1030 180 159* 85 53.5
1100 126 119
1115
1130 103 80 ♦




1330 117 61* 52 85.2
1400 96 77
1430 152 86

















TOTAL 4621 3125 657 73.8
Total on trains surveyed = 890
* Trains used in survey
TABLE A.9
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Train; Glasgow - Edinburgh : Tues. 23rd 1969
Departure Time // of Passengers # of Glasgow - # of %
(* = surveyed) on Train Edinburgh Passengers Quest-onnaires Response
0700 146 128
0730 165 46* 75 >100
0800 225 172
0830 144 93




1100 95 90* 52 57.8
1115
1130 115 80* 39 48.7
1200 114
1215
1230 157 91* 64 70.3
1300 120 112
1330 109 53
1400 85 80 48 60.0
1430 111 68
1500 105 95






1730 232 176* 90 51.1
1745 227 83* 37 44.6
1800 217 95
1830 146 52






TOTAL 4281 3000 6t>4 71.3
Total on trains surveyed = 931
* Trains used in survey
TABLE A.10
Train: Glasgow - Edinburgh: Wed. 24th 1969
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Departure Time # of Passengers # of Glasgow - Edin¬ # of %
(* = surveyed) on Train burgh Passengers Questionnaires Response
0700 137 128
0730 140 49
0800 219 185* 63 34.0
0830 137 97
0900 232 217









1300 112 95* 68 71.6
1330 113 71
1400 li2 103




1600 160 136* 64 47.1





1800 156 72* 61 84.7
1830 208 69
1900 104 75
1930 90 41* 49 >100
2000 68 54
2030 84 44
2100 47 37* 28 75.7
2130
TOTAL 4491 3035 547 64.1
Total on trains surveyed = 854
* Trains used in survey
TABLE A.11
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Train: Glasgow - Edinburgh: Thurs. 25th 1969
Departure Time # of Passengers . # of Glasgow - # of %




0830 147 84* 54 64.3
0900 208 196
0930 106 78









1330 97 61* 43 70.5
1400 81 76
1430 145 98




1630 139 82* 44 53.7





1830 210 83* 49 59.0
1900 108 90
1930 132 53
2000 69 52* 23 44.2
2030 84 40* 34 85.0
2100 75 70
2130
TOTAL 4540 3124 552 54.4
Total on trains surveyed = 1014
* Trains used in survey
TABLE A.12
Train: Glasgow - Edinburgh: Fri. 26th 1969
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Departure Time # of Passengers # of Glasgow - # of %





0900 179 166* 81 48.8
0930 101 81
1000 174 167
1030 185 157* 87 55.4
1100 137 ] 22
1115
1130 95 64* 29 45.3
1200 196 191
1215
1230 262 208* 87 41.8
1300 219 197
1330 187 133
1400 157 149* 53 35.6
1430 295 230
1500 204 180





1700 179 128* 49 38.3
1730
1745 418 221* 85 38.5
1800 363 234
1830 350 244
1900 384 372* 127 34.1
1930 162 103
2000 183 178
2030 90 62* 42 67.7
2100 91 78
2130
TOTAL 6330 5065 752 43.8
Total on trains surveyed - 1713
*Trains used in survey
TABLE A.13
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Train: Glasgow - Edinburgh ; Sat. 27th 1969
Departure Time # of Passengers # of Glasgow- # of %






0930 184 159* 79 49.7
1000 338 309* 115 37.2
1030 379 313
1100 379 365* 117 32.0
1115 117 117
1030 230 149
1200 3 7 292
1215 137 137
1230 2o6 137
1300 326 303* 94 31.0
1330 298 205
1400 201 182
1430 240 164* 55 33.5
1500 220 196
1530 204 103 1
1550 85









1930 141 77* #
2000 100 86
2030 124 75
2100 103 89* 24 27.0
2130
TOTAL 6144 4811 611 37.6
Total on trains surveyed = 1626
* Trains used in survey
# Unruly football supporters made distribution impossible.
TABLE A. 14
302
Train: Glasgow - Edinburgh : Sun. 28th 1969
Departure Time # of Passengers # of Glasgow- # of %
(* = surveyed) on Train Edinburgh Passengers Questionnaires Response
0700
0730
0800 118 90* 12 13.3
0830









1230 209 160* 46 28.7
1300
1330 168 108* 35 32.4
1400
1430 133 108* 45 41.7
1500
1530 168 140* 33 23.6
1550
1600
1630 134 107* 20 18.7
1650
1700
1730 149 129* 56 43.4
1745
1800
1830 225 190* 29 15.3
1900
1930 223 182
2000 1C5 94* 48 51.1
2030 192 173
2100
2130 171 149* 43 28.9
TOTAL 2602 2182 593 28.0
Total on trains surveyed = 1591
* Trains used in survey
1800 1900 385 455 357 424 415 402 456 477 428 448
TABLEA.15
TrafficFlows:PrivateVehicl s
0700- 0800 133 86 233 348 356 347 299 226 105 405
0800- 0900 204 89 402 627 580 627 678 188 126 593
0900- 1000 215 143 396 396 360 394 315 235 200 392
1000- 1100 306 237 434 312 331 313 325 260 182 276
1100- 1200 380 330 474 254 261 236 243 277 243 256
1200- 1300 322 372 296 230 232 238 252 338 219 221
1300- 1400 373 289 317 272 341 306 245 311 278 256
1400- 1500 369 409 262 349 319 350 396 326 359 296
1500- 1600 304 322 295 408 381 391 394 340 317 304
































































































































































Saturday, September 13th, 1969
Sunday, September 14th, 1969
Monday, September 15th, 1969
Tuesday, September 16th, 1969
Wednesday, September 17th, 1969
Thursday, September 18th, 1969
Friday, September 19th, 1969
Saturday, September 20th, 1969
Sunday, September 21st, 1969


































































































































Figures All - A22: Frequency Distributions
Figure All: Total Time Difference
Figure A12: Total Cost Difference
Figure A13: Journey Unit Difference
Figure A14: Subsidiary Transit Time (by Train)
Figure A15: Total Journey Time by Train
Figure A16: Total Journey Cost by Train
Figure A17: Journey Units by Train
Figure A18: Total In-Transit Time by Train
Figure A19: Subsidiary Transit Cost by Train
Figure A20: Walk/Wait Time Difference
Figure A21: Total Journey Time by Car
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