The so-called Picard-Lindelöf theorem (also known as the Cauchy-Lipschitz theorem), which is named afterÉmile Picard, Ernst Lindelöf, Rudolf Lipschitz, and Augustin-Louis Cauchy, delivers an answer for (Q2). This fundamental theorem is presented below.
Picard-Lindelöf Theorem ([9, Theorem 8.13] ). If the function f is continuous in D and is Lipchitz continuous in its second component in D , i.e. |f (t, y) − f (t, z)| ≤ L|y − z| for all (t, y), (t, z) ∈ D , where L > 0, then the initial value problem (1) has a unique solution defined in some neighborhood of a .
In this paper, we are concerned with the dynamic initial value problem
where T is a time scale (a nonempty closed subset of reals), a, b ∈ T with b > a , α ∈ R and f : [a, b]∩T×I → R for some interval I ⊂ R.
As far as we know, [8, Theorem 3.1] is the first answer for (Q1). However, in [2, Example 1], a counterexample (for [8, Theorem 3.1]) was presented to show that the Picard-Lindelöf theorem is not straightforward for time scales. Later, this result was salvaged, particularly after assuming that f (t, ·) is continuous for each t ∈ [a, b] T . An answer to (Q2) for (2) was presented in [3, Theorem 8.16 ] and [6, Theorem 2.1].
Here we introduce new techniques to provide answers to (Q1) and (Q2) for (2) . More precisely, we prove the time scales generalization of the well-known Cauchy-Peano theorem. Our method follows the classical technique and neither requires Carathéodory conditions as in [2] nor applies the fixed point theorem as in [5] , and hence it provides a new approximation technique for the solutions of the IVP (9) . Then we present some examples similar to those due to Peano, where the initial value problems have more than one solution. We also give a uniqueness theorem without requiring the right-hand side function to be Lipschitzian. Finally, we combine the Cauchy-Peano theorem with the Lipschitz condition and give two proofs for the Picard-Lindelöf theorem. In the last section of the paper, we make our final comments to conclude the paper.
Preliminaries 2.1. Time scales essentials
A time scale, which inherits the standard topology on R, is a nonempty closed subset of reals. Here, and throughout this paper, a time scale is denoted by the symbol T , and for an interval J ⊂ R, J T denotes the intersection of the usual interval with T , i.e. J T := J ∩ T. For t ∈ T , we define the forward jump operator
; otherwise, it is called right-scattered, and similarly left-dense and left-scattered points are defined with respect to the backward jump operator. The set T κ is defined by T κ := T\{sup T} if sup T is finite and left-scattered; otherwise, T κ := T. For f : T → R and t ∈ T κ , the ∆ -derivative f ∆ (t) of f at the point t is defined to be the number, provided it exists, with the property that, for any ε > 0 , there is a neighborhood U of t such that
where f σ := f • σ on T . We mean the ∆-derivative of a function when we only say derivative unless otherwise specified. A function f is called rd-continuous provided that it is continuous at right-dense points in T and has a finite limit at left-dense points, and the set of rd-continuous functions is denoted by C rd (T, R). The set of functions C 1 rd (T, R) includes the functions whose derivative is in C rd (T, R) too. For a function f ∈ C 1 rd (T, R), the so-called simple useful formula holds:
For s, t ∈ T and a function f ∈ C rd (T, R), the ∆ -integral of f is defined by
Letting p ∈ R(T, R), then the exponential function e p (·, s) on a time scale T is defined to be the unique
with the convention that h 0 (t, s) :≡ 1 for s, t ∈ T .
Readers are referred to [3] for further interesting details on time scale theory. 
Functional preliminaries
Lemma 2. An alternative form for h 2 is given by
for all t ∈ T, and then
which implies that f is a constant function on T . Thus, f (t) = f (s) = 0 for all t ∈ T . This completes the proof.
Background for existence/uniqueness results

Definition 3 (Solution)
. A function φ : [a, b] T → R is said to be a solution of the differential equation
Definition 4 (Initial Value Problem). A function φ : [a, b] T → R is said to be a solution of the initial value problem (2) provided that φ is a solution of (5) with φ(a) = α . 
Then we say that f is rd-continuous on T × R. 
Proof The proof is clear and is omitted.
Then we say that f is uniformly rd-continuous on T × I .
The following example shows that rd-continuity on a compact set does not imply uniformly rd-continuity. Figure 1 ).
Example 2. Let T be any time scale and define f (t, y) := sgn(y)p(t)|y| λ , where p is an rd-continuous function
and λ ∈ R + 0 . Then f is rd-continuous on T × R if λ ∈ (1, ∞) R while it is uniformly rd-continuous on T × R if λ ∈ (0, 1] R and p is bounded on T (see [3,
Theorem 1.60 (ii) and Theorem 1.65]).
Note that if f is uniformly rd-continuous on T × I , then it is rd-continuous on T × I .
Then we say that f is Lipschitz rd-continuous on T × I .
Note that if f is Lipschitz rd-continuous on T × I , then it is uniformly rd-continuous on T × I .
Cauchy-Peano existence theorem
For h ∈ R + , we define
Proof Since the case where ξ = a is trivial, below we let ξ > a . It follows from [4, Lemma 2.7] that
Fix m ∈ N and consider the partition P 1 m .
1. The approximating sequence. Recall that y(t 0 ) = y(a) = α , and we recursively define the function φ m :
Suppose now that φ m is well defined on [t 0 , t k ] T for some k ∈ {1, 2, · · · , n − 1} . We will prove that φ m is also well defined on [t 0 , t k+1 ] T . To this end, let t ∈ (t k , t k+1 ] T , and then
Without loss of generality, we let s, t ∈ [a, ξ] T with t > s. We consider the following two possible cases.
This proves (8) , which justifies the equicontinuity of the sequence of functions {φ m } .
The sequence {φ
Then, by the Ascoli-Arzela theorem, there exists a subsequence of {φ m } that converges uniformly on [a, ξ] T .
For simplicity of notation, we may (and do) suppose that {φ m } itself is that uniformly converging subsequence.
The error function converges uniformly to zero on
It is obvious for each fixed m ∈ N that E m is piecewise continuous on [a, ξ] κ T . Let ε ∈ R + , and then it follows from (P3) that there exists δ ∈ R + such that |f (t, 
which shows that φ m satisfies the integral equation
which by Lemma 3 proves that φ is a solution that exists on [a, ξ] T .
7.
Extending the solution to [a, σ(ξ)] T . By using the so-called simple useful formula in (3), we now define the function ψ by
Therefore, ψ is the desired solution of (2), which exists on [a, σ(ξ)] T .
The proof is therefore completed. On a particular time scale, we will show below for linear equations that the approximating sequence converges to a single function, which is the unique solution of the equation on the entire time scale. 
where p ∈ C rd (T, R) and α ∈ R. For each m ∈ N, there corresponds s = s(m) ∈ T κ such that µ(s) < 1 m and µ(σ(s)) ≥ 1 m . Consider the partition P 1 m : a < s < σ(s) < σ 2 (s) < · · · < σ n (s) = b , where b := max T . Thus, the approximating sequence is
which yields by repeating the recursion that
Thus, in general, we have
As m → ∞ implies s → a, we see that
which is (known to be) the unique solution of (11).
The existence interval (which is the entire time scale) of the solution of the equation in Example 3 follows from application of Corollary 1 several times in Section 7, while the uniqueness of the solution follows from Corollary 2 in Section 7.
Some examples similar to Peano's
It is known that the solutions of the IVP (2) always exist and this is unique on isolated time scales. The following example demonstrates that the uniqueness of solutions may be lost even if there is a single right-dense point in the time scale. ∈ (1, ∞) R . We see that T has the single right-dense point 0 . For some fixed λ ∈ N 0 , consider the initial value problem
In Figure 2 , the graphic of a prototype of the function z = f (t, y) for (t, y) ∈ T × R is given. Clearly, φ(t) :≡ 0 for t ∈ [−1, 1] T is a solution. On the other hand, consider the function
Obviously, both ψ and ψ ∆ are continuous on [−1, 1] T . By [3, Theorem 1.24 (i) ] and the fact that
Hence, ψ is also a solution of the initial value problem.
For the continuous case, it is known that if f (t, ·) is nonincreasing on R for each fixed t ∈ [a, b] R , then (2) can have at most one solution on [a, b] R (see [1, Theorem 10.2] ). This, combined with the Cauchy-Peano theorem, provides existence and uniqueness. Now we will illustrate with the following example that the nonincreasing nature of f on the right-dense points of the time scale is not sufficient for guaranteeing uniqueness of solutions under the conditions of the Cauchy-Peano theorem.
whose graphic is given in Figure 3 . Clearly, f is continuous on T × R and f (t, ·) is decreasing on R for each fixed t ∈ (−∞, 0] T . For the initial value problem
it is obvious that φ(t) :≡ 0 for t ∈ [−1, 1] T is a solution. As in Example 4, we can show that ψ defined by
is another solution of the initial value problem (12).
Peano's uniqueness theorem
In this section, we will provide a uniqueness result that can be regarded as time scales generalization of the monotonicity condition mentioned in Section 4 (see [9, Theorem 8 .36]).
Theorem 3. Assume that f is rd-continuous and satisfies
for some h 0 ∈ R + . Then (2) can admit at most one solution on any subinterval [a, ζ] T of [a, b] T whose graph lies in R h0 .
Proof Suppose the contrary, that (2) admits two different solutions φ and ψ on [a, ζ] T whose graphs are in
which yields ω(t) ≡ 0 for t ∈ [a, ζ] T . Therefore, the proof is completed.
Remark 3. This result can be extended to any even power of ω by using the formula Consider the initial value problem
where l ∈ R + and the function f is defined by
) h 1 (t, 0), t ∈ (0, l] P α,β and 0 < y ≤ 2h 1 (t, 0) −2h 1 (t, 0), t ∈ [0, l] P α,β and y ≥ 2h 1 (t, 0).
(16)
Clearly, f is rd-continuous on [0, l] P α,β × R (see Figure 4 ).
Thus, φ satisfies (15). Further, we compute that 
which, by Lemma 2, is equivalent to
Letting t = k(α + β) + α and k ∈ N 0 , then
which is nonnegative provided that k = 0 and β ≤ 2α , or k = 1 and β ≤ √ 2α ≈ 1.414α , or k = 2 and
098α , or k = 3, 4, · · · . By (14), we see that (16) holds for all k ∈ N 0 . Therefore, φ := 2 3 h 2 (·, 0) is the unique solution of (15) on [0, l] P α,β (see Remark 5 for when (14) may not hold).
Picard-Lindelöf existence and uniqueness theorem
for some h 0 ∈ R + and M ∈ R + satisfy (6) . Then the initial value problem (2) admits a unique solution on
Proof [Proof by Cauchy-Peano Theorem] It follows from the Cauchy-Peano theorem that there exists at least one solution on [a, ξ] T . Suppose that there exist two different solutions φ and ψ of (2). We define
Then, for all t ∈ [a, ξ] T , we see that
which yields
This shows by an application of the Grönwall inequality that ω(t) ≤ 0 for all t ∈ [a, ξ] T . Since ω is nonnegative on [a, ξ] T , we see that ω(t) ≡ 0 for t ∈ [a, ξ] T . Therefore, (2) , which has at least one solution, can at the same time have at most one solution. The proof is therefore completed.
Proof [Direct Proof of Theorem 4] We will only give the proof of existence since uniqueness will follow verbatim with steps given above (cf. [6, Theorem 2.1]).
Picard iterates. We define recursively the sequence of functions {φ
where φ 0 (t) :≡ α for t ∈ [a, ξ] T .
2.
For each fixed m ∈ N, φ m is well defined on [a, ξ] T . It is easy to show for each fixed m ∈ N that
Uniform convergence of Picard iterates. By induction, we can show that
where h m is defined by (4). Now we prove that the {φ m } m∈N converges uniformly. For t ∈ [a, ξ] and m ∈ N , we have
which proves by Weierstrass M -test that the series
The associated integral equation.
Letting m → ∞ in (18) and using [4, Theorem 3.11] , we arrive at (9) , which completes the proof by Lemma 3. Hence, in general, we find
Letting m → ∞ , we see that the unique solution is
On the other hand, we know that ψ(t) := αe p (t, a) for t ∈ [a, b] T is a solution. Thus, due to the uniqueness by Theorem 4, we obtain the Taylor series expansion
Final discussion
From the main results of the paper, we can deduce the following corollaries. Now we make our final comments on the condition (14) in Example 6.
Remark 5.
For any h ∈ R + , the number of points in [0, l] P α,β whose graininess is greater than √ 2α is finite.
Thus, (14) holds for all points t ∈ [a, b] P α,β for which µ(t) ≤ √ 2α holds. Therefore, for any α ∈ R + and β ∈ R + 0 , the IVP (15) admits the unique solution φ := 2 3 h 2 (·, a) on [0, l] P α,β . On the other hand, it is obvious that f defined by (16) is not Lipschitz rd-continuous since |f (t, = ∞.
