Abstract-Identity recognition encounters with several problems especially in feature extraction and pattern classification. Electrocardiogram (ECG) is a quasi-periodic signal which has highly discriminative characteristics in a population for subject recognition. The personal identity verification in a random population using kernel-based binary and one-class Support Vector Machines (SVMs) has been considered by other biometric traits, but has been so far left aside for analysis of ECG signals. This paper investigates the effect of different parameters of data set size, labeling data, configuration of training and testing data sets, feature extraction, different recording sessions, and random partition methods on accuracy and error rates of these SVM classifiers. The experiments were carried out with defining a number of scenarios on ECG data sets designed rely on feature extractors which were modeled based on an autocorrelation in conjunction with linear and nonlinear dimension reduction methods. The experimental results show that Kernel Principal Component Analysis has lower error rate in binary and oneclass SVMs on random unknown ECG data sets. Moreover, one-class SVM can be robust recognition algorithm for ECG biometric verification if the sufficient number of biometric samples is available.
INTRODUCTION
Biometric technology develops a secure system based on human inherent behavioral or physiological features for human identity recognition in both identification and verification or authentication modes [1] . Electrocardiogram (ECG) has been introduced as a new generation of biometric recognition modalities in the last decades, which acquires information over time from heart muscle and body functions. The major benefits of using the ECG for subject recognition are including universality, uniqueness, liveness detection and robustness to attacks. However, there are notable challenges with this technology due to changing ECG pulses over time regarding cardiac conditions and long-time duration to capture data. The experiments of prior studies in ECG biometric system have been generally carried out on the recordings which were acquired by either in standard channels using clinical setup (clinical source data) or the hands and/or fingers with non-clinical electrical equipment (non-clinical source data) in different operational scenarios and channels [2] [3] [4] .
Performance is an important issue to assess biometric systems. Since the ECG is a non-periodic signal, the ECG based biometric systems meet with a number of challenges in designing an accurate and reliable identity recognition system. The problems are primarily in extraction of feature from ECG recordings as well as recognition [5] . The statistical techniques, data mining and machine learning algorithms are proper to handle these problems to prevent overfitting and enhance generalization ability.
Overall, there are two feature extraction approaches in ECG biometrics. The feature extraction based on fiducial approach determines the reference points' localization in each heartbeat trace to design feature set, while non-fiducial based approaches are able to extract independently discriminative features within ECG trace without having any information about locations of fiducial points in heart beat cycles. The main advantage of non-fiducial approach is in its computation simplicity over fiducial ones because it does not need to detect heartbeat boundaries and reference points. However, the non-fiducial based approaches deal with a large number of redundant information that requires to be removed to minimize intra-subject variability and maximize inter-subject variability. In literature, some methodologies have been suggested non-fiducial approaches based on a combination of Autocorrelation (AC) with linear and nonlinear dimension reductions to extract discriminative attributes from ECG windows rather than heartbeats [2, 3, [6] [7] [8] [9] [10] .
Furthermore, the choice of a robust classification algorithm can be severely influenced on predictive accuracy of biometric systems. Some learning algorithms have been employed in ECG biometric such as Euclidean distance measure [3, 6] , ݇-Nearest Neighbors (݇-NN) [4, 7, 8, [11] [12] [13] , binary and multi-class Support Vector Machines (SVMs) [4, [9] [10] [11] [12] [13] [14] , Artificial Neural Networks (ANN) [13] and other classification techniques [5] . To the best of our knowledge, the personal identity verification in a random population using kernel-based binary and one-class classification SVM has been investigated by other traits, but it has been unheard of in ECG-based biometric system [15] . One-class classification can perform well when target data (genuine or imposter) are only available for identity recognition. So, it seems that one-class SVM can be suited as unsupervised learning algorithm to separate the target data from origin or outlier.
On the other hand, intra-subject variability (the variability observed in the feature set of an individual) is a universal challenge in the biometric modalities due to appearance of physiological, psychological, and environmental changes. Time-varying (time dependency) nature of the ECG signal can cause difficulties in biometric security. So, the central consideration of the ECG biometric systems is often minimizing the effect of intra-subject variability on the recognition processor investigation of the sources of the changes. A useful feature set exhibits small intra-subject variation for achieving robust and reliable biometric system for practical applications [4] . Based on above study, this paper evaluates the effect of different influential parameters of data set size, labeling data, configuration of training and testing data sets, feature extraction, recording sessions, and random partition methods on identify recognition performance and error rates to determine whether the pattern classification algorithms (oneclass and two-class SVMs) are robust in identity verification for subject recognition. To achieve these aims, ECG data sets are designed through linear and nonlinear feature extractors (a combination of autocorrelation and linear and nonlinear dimension reduction methods). The experiments are performed over one and two recording sessions of a set of healthy ECG signals captured based on non-clinical source data.
II. METHODOLOGY
The fundamental concept of underlying biometric technologies involves in different phases of signal processing, feature extraction and classification which are presented in the following.
A. ECG signal preprocessing
Experiments were conducted on ECG recordings captured at the BioSec.Lab 1 , at the University of Toronto in order to investigate system performance proposed. The database includes 68 recordings which were collected from 52 normal subjects in the same session (one session). Two recording sessions (two different times) were only available for the 16 volunteers. Each signal was recorded in a 3-minute from lead I [4, 9] .
Any changes in cardiac procedure leads to create a series of different positive and negative pulses in each ECG cycle including P, QRS complex and T waves, which is shown in Fig.1(a) . However, the acquired ECG data are typically corrupted by various noise sources and therefore, it leads to 1 http://www.comm.utoronto.ca/~biometrics/ perform inaccurately both feature extraction and subject recognition (classification). In this paper, the noisy ECG signals are denoised experimentally by discrete wavelet transform of Coif3 with Rigrsure rule of hard thresholding method at level 4 as shown in Fig. 1(b) [9] . 
B. Feature extraction process
The normalized autocorrelation method computes an automatic shift invariant vectors that represents repetitive characteristics over multiple heartbeat cycles. After ECG signal processing, the AC method is employed with each non-overlapping window to detect discriminative vectors. [6] [7] [8] [9] [10] . Each ECG signal has been windowed into 1028 coefficients corresponding to about 5 sec duration [9, 10] .
Although the extracted autocorrelation coefficients can be employed directly for recognition, undesirable template size of AC vectors can affect adversely computational efficiency and false nonmatch rate [7] . It is essential to adequately handle the curse of dimensionality challenge by constructing a meaningful low-dimensional feature space of high-dimensional data space while significant information is preserved. This paper evaluates the effect of different feature extraction algorithms of AC/LDA (Linear Discriminant Analysis), AC/PCA (Principal Component Analysis), and AC/KPCA (Kernel PCA) on recognition performance of one-class and binary SVM methods. More mathematical concepts of every one of the stated methods were generally considered in the studies of [9, 10] .
C. ECG biometric recognition
The SVM algorithms classify data points to determine a set of support vectors and minimize the structural risk. The SVM classifiers learn a separating hyperplane between different classes to attain predictive accuracy with reduced generalization error. ‫-ܥ‬Support vector (‫-ܥ‬SVC) classification as two-class SVM method is employed in this study for recognition problem. On the other hand, there are two approaches to design a decision function in one-class SVM. The first approach describes a hypersphere boundary between outliers and target class, whereas second approach trains the decision boundary as a hyperplane between the data points and the origin [16] . This paper proposes ECGbased recognition models relying ‫-ܥ‬SVC and one-class SVM (second approach) with the use of Gaussian RBF kernel function. Table I . Each one is tested by varying model-parameters' configuration of the Gaussian kernel parameter ߪ , the regularization constant ‫ܥ‬ of ‫-ܥ‬SVC classifier, and parameter ߥ in one-class SVM. For one-class classification models, the results of two values of ߥ parameter in {0.01, 0.1} have been selected to more evaluation in each scenario. Then, 3 random data sets are generated from every ECG data set predefined for each pair of (‫ܥ‬ǡ ߪ) and ሺߥǡ ߪሻ. The means and standard deviations of results have been displayed in Figs. 2 and 3.
III. EXPERIMENTS AND DISCUSSIONS
It can be observed from Table I that the first four scenarios (S1, S2, S3, S4) are portioned as holdout methods, while 10-fold cross validation technique is used for the remained scenarios. The scenarios S1 and S5 are presented only 52 ECG signals in one recording session. The 31 ECG signals (ൎ1085 feature vectors) are only labeled as genuine users (clients) and the rest signals (ൎ735 feature vectors) are considered as imposter subjects (attackers) for binary classification. Each of ECG data sets is split randomly into the training and testing sets by holdout method (60-40%) in scenario S1. The number of training data is 1092 samples while the 728 other ones formed unknown test data sets for binary classification. The performance comparison of oneclass SVM is carried out on genuine samples, which was split into 651 training data and the rest of 434 samples are used for testing. In scenarios S2, S3 and S7, the 16 subjects with two recording sessions (ൎ1120 feature vectors) are labeled as genuine data and the 36 subjects with one-session ECG signals (ൎ1260 feature vectors) are set as imposter samples. For binary classification, the training set in scenarios S2 consists of a summation of a record from each subject with two recording sessions (ൎ560 feature vectors from first session) and a random 60 percent of imposter data (ൎ756 samples), while testing set is formed by remaining ones of genuine (second session) and imposter feature vectors. It can be seen from Table I that training and testing datasets of one-class classification in the scenario S2 are respectively formed according to first and second recording sessions of 16 subjects. However, the training and testing data sets in scenarios S3 for two-class and one-class SVM classifiers are achieved according to holdout method (60-40%). In scenarios S4 and S6, the 15 ECG signals of subjects with only having one recording session (ൎ525 feature vectors) and the 16 two-session recordings (ൎ1120 feature vectors) are labeled as genuine instances, and remaining ones of one-session data (ൎ((52-16)െ15)ൈ35)ൌ735) feature vectors) is considered as imposter data. The training set is including a summation of 525 feature vectors, 16 ECG signals from equal session of two recording sessions (ൎ560 feature vectors from first session), and a random 60 percent of imposter (ൎ441 feature vectors), and remaining ones is used for testing set.
In this study, the term of Recognition Rate (RR) for both ‫-ܥ‬SVC and one-class SVM classifier (OCSC) is measured based on the number of samples which match truly. Also, misclassification rates are only evaluated for binary SVM models by biometric errors of False Nonmatch Rate (FNMR) and False Match Rate (FMR).
A. Performance Evaluation of Two-class Recognition Model
The parameter of sample size can be influenced on the complexity and computational efficiency of the learning algorithms. The variance and scattering data can be decreased if training set size is large enough, while bias is independent on sample size. However, the experimental results of scenarios S1 and S3 in Fig. 2 indicate that, despite the increase in data set size in scenario S3, the lower prediction error FMR occurred in this scenario. It can be seen that these experiments are performed on two unbalanced data sets which their density of majority class instances is different. The majority class in the ECG data sets of scenarios S1 and S3 is a genuine and imposter class, respectively. The binary SVM classifiers on imbalanced ECG data sets could learn optimal models which are biased towards their majority classes and have low performance on their minority classes. So, it cannot be conclusively stated that a recognition model based on Gaussian binary SVM classifier is a reliable solution for ECG recognition system when data sets are imbalanced.
On the other hand, the some experiments are conducted using different operational configurations of within-session analysis (scenario S1) or across-session analysis (scenarios S2, S3 and S4) for designing the training and testing sets. There are many other factors involving challenges of timevarying ECG signals and labeling data, which can highly affect system performance. The performance comparison of the different operational scenarios indicates that time dependency and intra-subject variability challenges (related to recording sessions) have adversely affect the FNMR biometric error. The within-session analysis S1 has lower FNMR than across-session scenarios S2, S3, and S4, so it had the lowest intra-subject variability and the highest permanence (due to S1 only involved one recording session). However, the lowest permanence is happen in across-session scenarios due to the highest intra-variability between different recording sessions.
Apart from these the predictive recognition rates of scenarios S5, S6, and S7 with 10-fold cross-validation are better than holdout partition method due to reducing the variance. It can be also seen that the Gaussian binary SVMs with cross-validation method are sensitive to the data sets with imbalanced class distributions, so they may not detect effectively samples of the minority classes. On the other hand, similar to holdout method, it seems that nonlinear feature extractors can have better influence on the Gaussian binary SVM recognition rates and generalization ability compared with linear feature extraction algorithms.
Moreover, it can be seen from Fig. 2 that AC/KPCA feature extractors (with different features) have the highest average recognition performance rates and less overfitting than others in both within-session and across-session configurations.
B. Performance Evaluation of One-class Recognition Model
Regarding Fig. 3 , the results obtained of holdout scenarios S1, S2, S3, and S4 reveal that Gaussian one-class SVM classifier is very susceptible to data set size. When a number of training instances in a data set are not large enough (including scenarios S1, S2, and S3), the one-class SVM classifier is involved underfitting problem in value ߥ ൌ ͲǤͳ. Underfitting problem occurs when variance term is zero but bias is very large, so it can cause a subject recognition model to miss relationship between input vectors and target outputs. Indeed, instability in the recognition models occurs due to the small sample size. In addition, the poor performance on the training sets could be due to simplicity of model. It can be seen also that decreasing the value of parameter ߥ in 0.01 can affect to increase model flexibility. So, if the value of model-parameter ߥ is not selected properly, underfitting problem can be occurred where sample size is not large enough. On the other hand, the effect of different random partition methods on predictive error and recognition performance rates of oneclass SVM models is similar to the Gaussian binary SVMs mentioned in previous section.
As Fig. 3 shown, the 10-fold cross-validation is reliable models compared with others in only parameter value ߥ = 0.01, which gives a highly accurate estimate of the generalization error of a Gaussian one-class model. Additionally, another evaluation which can be performed on all scenarios (S1-S7) is that the ECG data sets designed by AC/KPCA feature extractors can have better influence on recognition performance rates of Gaussian one-class SVM models than AC/PCA and AC/LDA algorithms. However, unlike the Gaussian binary SVM classifiers mentioned, different operational scenarios of within-session analysis (scenario S1) and across-session analysis (scenarios S2, S3, and S4) have no impact on the recognition performance of the one-class SVM models. Lastly, it seems that one-class classification has superiority over binary SVM classifiers regarding a predictive performance comparison between results of Figs. 2 and 3. However, one-class classification approach encounter underfitting problem when the sufficient number of biometric instances are not available. Although it is often very difficult or costly to collect enough biometric templates to estimate all of the influential factors reliably which appear in the recognition model, one-class SVM method could be a reliable and secure solution for verification problem if a number of feature vectors are large enough. 
I. CONCLUSION
This study has presented an experimental study on ECG biometric authentication system based on Gaussian oneclass and binary SVM classifiers. Seven scenarios were proposed to investigate the effects of different data set size, data labeling, hold-out and cross-validation partition methods, feature extractors AC/LDA, AC/PCA and AC/KPCA, and within-session and across-session analysis after signal processing of 52 subjects with wavelet transform. Overall, a systematic analysis demonstrates that Gaussian KPCA based feature extractor has the highest effect on recognition for the both classifiers. The experimental evaluation results also show that one-class classification outperforms for verification problem when a sufficient number of feature vectors is available.
