The independence number of a square matrix A, denoted by α(A), is the maximum order of its principal zero submatrices. Let S + n be the set of n × n nonnegative symmetric matrices with zero trace, and let J n be the n × n matrix with all entries equal to one. Given any integers n, t with 2 ≤ t ≤ n − 1, we prove that a linear map φ : S + n → S + n satisfies φ(J n − I n ) = J n − I n and α(φ(X)) = t ⇐⇒ α(X) = t for all X ∈ S + n if and only if there is a permutation matrix P such that φ(X) = P T XP for all X ∈ S + n .
Introduction and main result
Linear preserver problems on matrices and operators have a long history, which concern the characterization of linear maps on matrices or operators preserving special properties. In 1897, Frobenius [5] showed that a linear operator φ : M n → M n satisfies det(φ(A)) = det (A) for all A ∈ M n if and only if there are M, N ∈ M n with det(M N ) = 1 such that φ has the form
where M n denotes the set of n × n complex matrices. Since then, lots of linear preserver problems have been investigated. There are many new directions and active research on preserver problems motivated by theory and applications; see [6, 7, 8, 10, 12] . Particularly, Minc [9] characterized those linear transformations that maps nonnegative matrices into nonnegative matrices and preserves the spectrum of each nonnegative matrix. In [1, 2, 3, 4] , linear maps preserving certain combinatorial properties of matrices are studied.
The independence number of a square matrix A, denoted by α(A), is the maximum order of its principal zero submatrices. Let S + n be the set of n × n nonnegative symmetric matrices with zero trace, and let J n be the n × n matrix with all entries equal to one. In this paper, we study the following problem.
Problem 1 Let n and t be positive integers with 1 ≤ t ≤ n. Characterize the linear map φ : S + n → S + n such that φ(J n − I n ) = J n − I n and α(φ(X)) = t ⇐⇒ α(X) = t for all X ∈ S + n .
Note that Problem 1 is trivial when t = 1 or n, since the matrix A with α(A) = 1 or n is unique. So we only consider the case 2 ≤ t ≤ n − 1.
We state the main result of this paper as follows.
Theorem 1 Let n and t be positive integers with 2 ≤ t ≤ n − 1. Then a linear map φ : S + n → S + n satisfies φ(J n − I n ) = J n − I n and (1) if and only if there is a permutation matrix P such that
We will first study a linear preserver problem on graphs and then apply the result to prove Theorem 1.
Linear maps on graphs preserving a given independence number
In this section, we study a linear preserver problem on graphs. Graphs in this paper are simple. We denote by n = {1, 2, . . . , n} and by G n the set of graphs with vertex set n . For a graph G, we always denote its vertex set by V (G) and denote its edge set by E(G). The order of a graph is its number of vertices and the size of a graph is its number of edges.
For two graphs G 1 , G 2 ∈ G n , its union G 1 ∪ G 2 is the graph with vertex set n and edge set
, then G 1 is said to be a subgraph of G 2 , which is denoted as G 1 ⊆ G 2 . An independent set of a graph G is a subset of V (G) such that no two vertices in the subset are adjacent. An independent set of a graph G is said to be maximum if G has no independent set with more vertices. The independence number of a graph G, denoted by α(G), is the cardinality of a maximum independent set of G.
Moreover, if φ maps the complete graph K n to itself, i.e. φ(K n ) = K n , then we call φ a complete linear map.
Linear maps on graphs were introduced by Hershkowitz in [4] , in which he characterized the linear maps that map the set of all graphs which contain no cycle of length greater than or equal to k into or onto itself. Following Hershkowitz's direction, we investigate the following problem on graphs in this section.
Problem 2 Given positive integers n and t, determine the complete linear maps φ :
Note that the only graph in G n with independence number n is the empty graph. The above problem is trivial when t = n. So we only consider the case 1 ≤ t ≤ n − 1.
Given i, j ∈ n , denote by G ij the graph in G n with edge set {(i, j)}. Let φ : G n → G n be a linear map. If there is a permutation σ of n such that
then φ is said to be a vertex permutation; if φ(K n ) = K n and each φ(G ij ) contains exactly one edge for all distinct i, j ∈ n , then φ is said to be an edge permutation.
The main result of this section is the following.
Theorem 2 Let n, t be positive integers such that t ≤ n − 1. Then a complete linear map φ : G n → G n satisfies (2) if and only if one of the following holds.
(i) t = 1 and φ is an edge permutation.
(ii) t ≥ 2 and φ is a vertex permutation.
We present some properties on the independence number of graphs in Section 2.1 and then apply these properties to prove Theorem 2 in Section 2.2.
Properties on the independence number
Now we present some elementary properties on the independence number of graphs, which are of independent interests. For two sets V 1 , V 2 , we define
We denote by |V | the cardinality of a set V .
Lemma 3 Let G ∈ G n with independence number α ≥ n/2 + 1. Then the maximum independent sets of G have at least 2α − n common vertices.
Proof. Suppose {V 1 , V 2 , . . . , V k } is the set of all the maximum independent sets of G. Then
It suffices to prove q k ≥ 2α − n.
We claim that
Otherwise, suppose p i < q i−1 − q i for some i ∈ {3, . . . , k}. Let
It follows that
Proof. Suppose V 1 and V 2 are maximum independent sets of G 1 and G 2 , respectively. Then
✷ Especially, let G ′ be a graph obtained by adding an edge to a graph G. Then
The (unlabled) Turán graph T (n, r) is a complete r-partite graph on n vertices in which each vertex partition has size ⌈n/r⌉ or ⌊n/r⌋. The complement of a graph G is the graph with vertex set V (G) such that two distinct vertices are adjacent if and only if they are not adjacent in G. We denote by T ′ (n, r) the complement of T (n, r), which is the union of r complete graphs whose orders are ⌈n/r⌉ or ⌊n/r⌋.
An isomorphism of graphs G and H is a bijection f :
If an isomorphism exists between two graphs G and H, then G and H are said to be isomorphic and denoted as G ∼ = H. The following result is well known [11] .
with equality if and only if G ∼ = T (n, r).
The clique number of a graph G, denoted by ω(G), is the maximum number of vertices in a complete subgraph of G. Since the independence number of a graph is the clique number of its complement, by Lemma 5 we have the following corollary.
Corollary 6 Let G ∈ G n with m edges and α(G) = r. Then
with equality if and only if G ∼ = T ′ (n, r).
Proof of Theorem 2
Next we present the proof of Theorem 2. We need the following lemmas.
Lemma 7 Let n, t be integers such that 1 ≤ t ≤ n − 1. Suppose φ : G n → G n is a complete linear map satisfying (2) . Then φ(G ij ) is not an empty graph for all i, j ∈ n with i = j.
Proof. Suppose there exist distinct i, j ∈ n such that E(φ(G ij )) = ∅. Let G ∈ G n be the smallest graph with independence number t such that (i,
✷
Two distinct edges are said to be adjacent if they share a common vertex. Otherwise they are said to be separate.
Lemma 8 Let n, t be integers such that 1 ≤ t ≤ n − 1. Suppose φ : G n → G n is a complete linear map satisfying (2) . Then φ(G ij ) contains no separate edges for all i, j ∈ n with i = j.
Proof. If t = n − 1, then G ∈ G n contains no separate edges when α(G) = t, and hence the result holds. Now we assume 1 ≤ t ≤ n − 2.
Suppose there exist i 1 , j 1 ∈ n such that φ(G i 1 j 1 ) contains two separate edges (s 1 , t 1 ) and (s 2 , t 2 ). Without loss of generality, we may assume (s 1 , t 1 ) and (s 2 , t 2 ) are edges in a graph H ∼ = T ′ (n, t), since we can obtain H by adding edges to
Since φ is complete, for any p, q ∈ n , there is a graph G uv such that (p, q) ∈ E(φ(G uv )). Let γ be the size of H. We construct new graphs G k in φ(G n ) for k = 1, . . . , γ − 1 as follows. Take
and H ⊆ G γ−1 . By (3) we see that
Moreover, since the size of G ′ is less than γ, applying Corollary 6 we have
If α(G γ−1 ) = t, then (4) and (5) contradicts (2) . If α(G γ−1 ) < t, then we can add edges to G ′ one by one to get a graph H 1 with α(H 1 ) = t and α(φ(H 1 )) < t, which contradicts (2). Therefore, φ(G ij ) contains no separate edges for all i, j ∈ n with i = j. ✷ If a graph G contains a vertex u such that E(G) = {(u, x) : x ∈ V (G) \ {u}}, then G is said to be a star with center u.
Lemma 9 Let n, t be integers such that 1 ≤ t ≤ n − 1. Suppose φ : G n → G n is a complete linear map satisfying (2). Then |E(φ(G ij ))| = 1 f or all i, j ∈ n with i = j.
Proof. Since φ is complete, by Lemma 7 and Lemma 8, it suffices to prove that φ(G ij ) contains no adjacent edges for all i, j ∈ n . If t ≤ ⌈ (ii) φ(G ij ) is the union of a star of order ≥ 3 and some isolated vertices; (iii) φ(G ij ) is the union of an edge and n − 2 isolated vertices.
Let G 0 = G ij . If t = n − 1 or n − 2, then (7) contradicts (2) . Therefore,
which implies n ≥ 5. By Lemma 3, there are two vertices u 1 , v 1 ∈ n such that they are in all maximum independent sets of φ(G 0 ). Since φ is complete, there exist s 1 , t 1 ∈ n such that
If α(φ(G 1 )) = t, then α(G 1 ) > t contradicts (2) . If α(φ(G 1 )) < t, then we may add new edges to G 1 to construct a graph H 1 such that
which also contradicts (2) . If α(φ(G 1 )) > t, then repeating the above process by adding new edges to G 1 we can deduce a contradiction. Therefore, (i) does not hold.
Suppose (ii) holds. Let s be the center of φ(G ij ). Firstly, we conclude that all edges of φ(G ik ) and φ(G jk ) are incident with s for all k ∈ n \{i, j}, i.e., φ(G ik ) and φ(G jk ) are two stars with center s. Otherwise, suppose an edge of φ(G ik ) or φ(G jk ) is not incident with s for some k ∈ n \ {i, j}. Let G = G ij ∪ G ik and H = G ij ∪ G jk . Then by Lemma 4, we have
If t = n − 1 or n − 2, then one of (8) and (9) contradicts (2). If t < n − 2, then we can apply the same argument on G or H as in the previous paragraph to deduce a contradiction.
is a star with center s and
Applying Lemma 3, we can add edges to G 1 one by one to obtain new graphs G 2 , . . . , G n−t−1 such that
On the other hand, by the previous arguments we see that φ(G pq ) is a star for all p, q ∈ n . Applying Lemma 4 we have
Hence we have α(G n−t−1 ) = t and α(φ(G n−t−1 )) ≥ t + 1, a contradiction. Hence, (ii) does not hold.
Therefore, φ(G ij ) does not contain adjacent edges and we have (6) . ✷ From Lemma 9 we have the following corollary.
Corollary 10 Let n, t be integers such that 1 ≤ t ≤ n − 1. Then a complete linear map on G n satisfying (2) is bijective.
Lemma 11 Let n, t be integers such that 2 ≤ t ≤ n − 1. Suppose φ : G n → G n is a complete linear map satisfying (2). Then for any distinct i, j, k ∈ n , E(φ(G ij ) ∪ φ(G ik )) consists of two adjacent edges.
Proof. Let i, j, k ∈ n be distinct. By Lemma 9, φ(
If 2 ≤ t ≤ n − 3, suppose φ(G jk ) = G uv with u, v ∈ n . Then we can construct a graph H ∼ = T ′ (n, t) by adding edges to φ(G ij ) ∪ φ(G ik ) such that (u, v) ∈ H. Recall that any minimum graph of order n with independence number t is isomorphic to T ′ (n, t). Since (i, j), (i, k) ∈ E(φ −1 (H)), (j, k) ∈ E(φ −1 (H)) and |E(φ −1 (H))| = |E(H)| = |E(T ′ (n, t))|, we see that φ −1 (H) is not isomorphic to T ′ (n, t). Hence we have Lemma 12 Let n, t be integers such that 2 ≤ t ≤ n − 1. Suppose φ : G n → G n is a complete linear map satisfying (2) . Then for every i ∈ n , there exists i ′ ∈ n such that
Proof. By Lemma 11, the result is clear for n = 3. Now we suppose n ≥ 4. Given any i ∈ n , choose distinct j 1 , j 2 ∈ n \ {i}. By Lemma 11, there exist distinct i ′ , p, q ∈ n such that
Suppose there exists j 3 ∈ n \ {i,
contradicts (2) whenever t = 2 or 3.
If n ≥ 5, choose j ∈ n \ {i, j 1 , j 2 , j 3 }. By Lemma 11, we have φ(G ij ) = G rs with (r, s) ∈ E(K n ) \ {(i ′ , p), (i ′ , q), (p, q)} being adjacent with (i ′ , p), (i ′ , q) and (p, q), which is impossible. Therefore, for all j ∈ n \ {i}, we have φ(G ij ) = G i ′ k for some k ∈ n . Applying Corollary 10 we get (10) . ✷ Now we are ready to present the proof of Theorem 2.
Proof of Theorem 2. The sufficiency part of this theorem is obvious. It suffices to prove the necessity part.
Suppose φ is a complete linear map on G n satisfying (2). If t = 1, then by Lemma 9 and Corollary 10, φ is an edge permutation. Suppose 2 ≤ t ≤ n − 1. Applying Lemma 12, for each i ∈ n , there exists i ′ ∈ n such that (10) holds. Denote by σ : n → n the map such that σ(i) = i ′ . Since φ is bijective, i ′ = j ′ whenever i = j. Hence, σ is a permutation of n . Applying Lemma 12 we have
which means φ is a vertex permutation. ✷ From Theorem 2 we have the following corollary.
Corollary 13 Let n be a positive integer. Then a linear map φ :
if and only if φ is a vertex permutation.
Proof. Note that the only graph in G n with independence number one is K n . (11) implies that φ is complete and (2) holds for all t ∈ n . Applying Theorem 2 we see that (11) holds if and only if φ is a vertex permutation. ✷ Remark. Let n and t be positive integers such that 2 ≤ t ≤ n. Applying similar arguments with Theorem 2, we can characterize the complete linear maps such that
It is also interesting to characterize linear maps on G n which preserve other functions on graphs, say, the chromatic number. We leave these problems for future work.
Proof of Theorem 1
Given a matrix B = (b ij ) ∈ S + n , we define its graph G(B) by the graph with vertex set n and edge set {(i, j) : b ij = 0}. Conversely, we can define the adjacency matrix of a graph G, which is denoted by A(G). Then α(B) = α(G(B)) for any matrix B ∈ S + n . Now we are ready to present the proof of Theorem 1.
Proof of Theorem 1. Suppose φ is a linear map satisfying the conditions of Theorem 1. We define a map ϕ : G n → G n as ϕ(X) = G(φ(A(X))) for all X ∈ G n .
Then for any graphs X, Y ∈ G n , we have ϕ(X ∪ Y ) = G(φ(A(X ∪ Y ))) = G(φ(A(X))) ∪ G(φ(A(Y ))) = ϕ(X) ∪ ϕ(Y ).
If α(X) = t, then α(X) = α(A(X)) = α(φ(A(X))) = α(G(φ(A(X)))) = α(ϕ(X)).
Moreover, since φ(J n − I n ) = J n − I n , we have ϕ(K n ) = G(φ(A(K n ))) = G(φ(J n − I n )) = G(J n − I n ) = K n .
Therefore, ϕ is a completely linear map on G n satisfying (2) . By Theorem 2, ϕ is a vertex permutation. Therefore, there is a permutation matrix P such that A(ϕ(X)) = P T A(X)P for all X ∈ G n .
Denote by sign(B) = A(G(B)) the sign matrix of B ∈ S + n . Then for any matrix B ∈ S + n , we have sign(φ(B)) = A(ϕ(G(B))) = P T BP.
It follows that there is a matrix R ∈ S + n such that φ(B) = R • (P T BP ) for all B ∈ S + n , where • denotes the Hadamard product. Note that φ(J n − I n ) = J n − I n . We have R = J n − I n and φ(X) = P T XP for all X ∈ S + n . This completes the proof. ✷
