Abstract. Parameter control is still one of the main challenges in evolutionary computation. This paper is concerned with controlling selection operators on-the-fly. We perform an experimental comparison of such methods on three groups of test functions and conclude that varying selection pressure during a GA run often yields performance benefits, and therefore is a recommended option for designers and users of evolutionary algorithms.
Introduction
Evolutionary computing (EC) has become a proven problem solving technology over the past few decades [6] . However, the performance of evolutionary algorithms (EAs) depends largely on their parameters, such as population size, selection pressure, crossover and mutation rates. Choosing good values for EA parameters before an EA run (parameter tuning) and/or appropriately varying parameter values during an EA run (parameter control) is still one of the main challenges of the field [4] . The ultimate goal is to develop methods that are capable of adjusting the parameter values to a given problem, and also to the different stages of the search process. Traditionally, most attention has been paid to parameters of the variation operators (in particular the crossover and mutation rates) and -to a much lesser extent-to population size [3, 13] . In contrast, on-the-fly control of selection operators has received little attention, and the few available results are scattered throughout the literature. Note that in EAs that use evolution strategy-like population management, that is, (µ, λ) or (µ+λ), the offspring population size λ determines the selection pressure, and can thus be used to control the selection operator [11] . However, in this study we focus on genetic algorithms (GAs), in particular steady-state GAs that inherently feature two selection mechanisms: one for parent selection and one for survivor selection (replacement). To keep things simple, we keep the replacement strategy fixed and focus on parent selection. The objectives of this paper are twofold: To present an overview of known parameter control methods for (parent) selection operators, and to perform an experimental comparison of these methods with each other and a benchmark GA (a simple GA with K-tournament selection). To broaden the support base of our empirical findings we use three groups of test functions: (1) a collection of popular test functions for EA research, (2) known "GA teasers", and (3) a set of abstract fitness landscapes created by a randomized generator. The results show that the winning policy 1 largely depends on the group of test functions. Consequently, the overall winner depends on the relative weights these groups are given when calculating the final score for each policy. However, the data provides sufficient support for the superiority of onthe-fly control of selection pressure (as opposed to keeping it constant during a GA run) and an indication of a control mechanism that is capable of regulating selection pressure by itself.
Parameter control for selection operators
In this section we present the contestants of our experimental comparison, including K-tournament selection with a fixed K (benchmark), K-tournament selection with changing values of K (new method, introduced here), and three control methods from the literature. Despite an extensive literature study we could not find any other existing control methods, except variations on the Boltzmann selection, e.g., [14] . Fixed tournament size: As a benchmark for the parameter control methods, we use a simple genetic algorithm (SGA) with tournament selection with fixed tournament size K. We consider 10 values, K = 1, 2, 4, 6, 8, 12, 16, 24, 32, 64, for a comparison with the control methods, where K = 1 amounts to uniform random selection (compensated by the replacement strategy). Deterministic tournament-size control: This method (DTC) is the most straightforward way of adjusting the selection pressure during the search. The tournament size K is a deterministic function of the time step (generation) t:
where p 1 and p 2 are parameters of the method. In words, the tournament size increases linearly from p 1 to p 2 (or decreases if p 1 > p 2 ) for the first 1000 generations, after which it stays fixed at p 2 . Boltzmann selection with annealing: A more sophisticated deterministic parameter control method is Boltzmann selection with a Riemann-Zeta annealing schedule (BSR). The probability p(x, t) of selecting an individual x from the population P t at time step t is calculated as:
where γ t is the annealing temperature. γ 0 and α are parameters of the method. Self-adaptive tournament size: It is also possible to let the parameter value be controlled by the evolutionary process itself. In [5] , a self-adaptive tournament size (SAT) method was introduced, where an extra parameter k ∈ (0, 1) is added to each individual's chromosome, which represents this individual's contribution to the overall tournament size parameter K = N i=1 k i , where N is the population size. Note that K ∈ [1, N ]. The self-adaptive mechanism for mutation rates in GAs as described in [2] is then used to mutate the individual values of k:
where γ is a learning rate which allows for control of the adaptation speed. This mutation mechanism has the desirable property that if k ∈ (0, 1), then also k ∈ (0, 1). A variant of this, called hybrid self-adaptive tournament size (HSAT; see [5] for details) adjusts an individual's parameter value k according to whether its fitness value is better or worse than that of its parent:
otherwise (4) where x represents the parent and x the offspring. Of course the ≥ sign will be a ≤ for minimization problems. Again, γ is a learning rate. This method is self-adaptive as in the original SAT method, but it also uses feedback from the search (in particular the fitness values of parents and offspring). Fuzzy tournament selection: This method (FTS) is based on the adaptation of selection in [8] . The concept of fuzzy logic (FL) itself was conceived by Zadeh [7] . Here, we use two inputs, genotypic and phenotypic diversity, and one output, µ, the modification parameter. Genotypic diversity (GD) is calculated as follows:
where N is the population size, D(x, y) ∈ [0, 1] is the (normalized) Hamming distance of genomes x and y, and C best is the chromosome of the best individual in the population. Phenotypic diversity (PD) is calculated as follows:
The modification parameter µ is calculated using the fuzzy logic rules shown in figure 1 . The tournament size K in generation t is set to
The label set for the output is {Low, Medium, High} (figure 1), calculated as follows: 
Test suite
To compare the different parameter control methods for selection operators, we have composed an extensive test suite that includes (1) some popular (mostly difficult) functions such as Ackley's function and Rastrigin's function, (2) well known "GA teasers" such as the long path problem and the royal road function, and (3) a set of instances from the multimodal problem generator of Spears. In this section, a brief review of the used test functions is presented.
Popular test functions
These functions are used very often in experimental EC research. Therefore, we restrict ourselves to simply listing them: the Sphere, Generalized Rosenbrock, Generalized Ackley, Rastrigin, and Griewank functions [16, 1] . These are all defined as minimization problems on real numbers in L dimensions.
GA teasers
These functions where either specifically constructed to be deceptive or to test certain assumptions about how the genetic algorithm performs its search. They are all defined as maximization problems on bit strings of length L.
Long path: This function [9] is difficult mainly because (at least from a hillclimbing point of view) the only way to the global optimum is very long and narrow, with the length of this path increasing exponentially with the problem size L. So, even though this problem is unimodal, it may take an exponentially long time to reach the optimum. Ugly: This function [18] presents a deceptive function. To calculate an individual's overall fitness value F , first its chromosome is cut into 3-bit substrings b i b i+1 b i+2 , and each of these substrings is assigned a fitness value f . The overall fitness of an individual is the average over all the substrings:
Royal road: This function [15] was originally introduced to investigate the validity of the building block hypothesis [10] . The main idea of the function is to compare a given individual with a set of schemata with a varied number of defined bits and containing various pre-defined building blocks. For each of the schemata that the individual is an instance of, it receives one point. The overall fitness value of the individual is then a weighted sum of the received points.
Random landscapes by the multimodal problem generator A useful and tunable test suite for testing GAs can be created with the multimodal problem generator (MPG) of Spears [12, 17] . Here, we generate problem instances with P = 1, 2, 5, 10, 25, 50, 100, 250, 500, and 1000 peaks whose heights are linearly distributed and where the lowest peak has height 0.5. The fitness of an individual is measured by the Hamming distance (HD) between the individual and the nearest peak, scaled by the height of that peak. The nearest peak is determined by
In case of multiple peaks at the same (minimum) distance, the highest of these peaks is chosen. The evaluation function of an individual is then:
Experimental setup
We used all parameter control methods for selection described in section 2 on all test functions in the test suite described in section 3. For each method, 100 runs are performed on each problem instance (with different random seeds for each run), for a maximum of 5000 fitness evaluations per run. Three standard performance measures are used: Success Rate (SR; fraction of times the global optimum was found), Average number of Evaluations to Solution (AES; only calculated over those runs where the global optimum was found), and Mean Best Fitness (MBF). These performance measures are calculated over the 100 runs for each combination of control method and problem instance. We used two variants of the simple genetic algorithm, one with a floating point representation and one with a bit string representation.
For the popular test functions we use a floating point GA, cf. table 1. Note that all problems in this group are minimization problems in L = 30 dimensions/variables. Float vector mutation works as follows. Individuals are represented as x = x 1 , x 2 , . . . , x L . The mutation rate p ∈ [0, 1] determines whether a particular value x i will be mutated. If so, then x i is drawn from a uniform random distribution from the interval I = [x i − r, x i + r], where r is defined as: Since the GA teasers and the multimodal problems are defined in terms of bit strings, we use a GA with a bit-string representation here, see Table 1 , right column. The chromosome lengths depend on the individual problem, and here we use L = 29 for the long path, L = 30 for the ugly problems, L = 64 for the royal road problem (with the "building blocks" being of length 8), and L = 100 for the multimodal problem instances. The parameter values come from the definition of the functions and most relevant articles. If there were no sufficient and accepted parameter values in the literature (BSR, SGA and DTC), we tried to cover the parameter space by using multiple values.
Finally, the parameter values for the various control methods need to be specified. For the deterministic tournament-size control (DTC) method, we use p 1 , p 2 ∈ {2, 7, 17}, i.e., six combinations of p 1 and p 2 values such that p 1 = p 2 . 
Results
For a direct comparison, we calculated a normalized score for each method. On each test function, the worst method gets a score of 0, the best one gets 1, and the remaining ones get a score that is linearly dependent on their result (RES A,T ):
where A is a selection method and T a test function. Recall that there are three groups of test funtions (Popular, Teasers, and MPG). Each method gets a score between 0 and 1 for each group by averaging the scores over all test functions in the group. The total score of a method is the average of its scores for all three groups. This total score is calculated for each of the performance measures (SR, AES, MBF ). The average of these three scores is then the final score of a method ( Table 2 , last column). Of course we can also calculate a total score for each performance measure first, and then calculate the final score as an average over these three scores. Table 2 shows the results of both these calculations, i.e., either by performance measure (columns 2-4) or by test function group (columns 5-7), both leading to the same final score (last column). As the table shows, the best overall score is achieved by the HSAT method. Table 2 . Scores of selection methods by the three performance measures and by the three groups of test functions. The final score is the average of these.
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Assigning equal weights to each group of test functions or performance measures is rather arbitrary, and obviously the overall winner could change if we use different weights (which would reflect different relative importances for the different types of test functions or performance measures). In Figure 2 we present the overall winner for all possible combinations of weights. In the three corners of each graph either the three test function groups (left) or the three performance measures (right) are shown, representing a weight of 1 for the group belonging to this corner and 0 for the other two. The equally-weighted average (as given in table 2) is the point in the center. As the figure shows, HSAT remains the best method for a wide range of relative weights (in both cases). The SGA 1 method also performs quite well, but mostly on the GA teasers group, which represents the most difficult test functions. On these functions, a low selection pressure works best (allowing for more exploration), and with the SGA 1 method there is no selection pressure at all (parents are chosen at random with uniform probability). As far as we know, Figure 2 introduces a new way of presenting EA performance results which provides useful insights for algorithm comparisons relative to importance given to different test functions or performance measures. Given these results, we are now able to answer the question on which test functions does each selection method perform well, and why? SGA: This is the benchmark for the parameter control methods. Our results show that the optimal tournament size depends strongly on the test function. There are some easy landscapes where the GAs with higher selection pressure perform better (MPG), and there are difficult landscapes where the SGA behaves in the opposite way (GA teasers). However, the optimal tournament size can be anywhere in between, so we can conclude that there is no prefect (constant) tournament size. DTC: The results show clearly that there exist landscapes where DTC performs better than the SGA. On the Ackley function, e.g., the gradual increase in tournament size leads to a much better performance than all of the SGA variants. This confirms that the optimal tournament size indeed requires adaptation during the runtime of the GA. BRS: This proves to be a good method on MPG problems. However, since it uses a deterministic parameter control, it does not work well on more difficult problems. Due to the parameter settings, the BRS method reaches a very high selection pressure when the population is close to the optimum, which makes the method very fast. Nevertheless, if the landscape does not need a high selection pressure, this method does not give satisfactory results. HSAT: Overall, this method performs well on all test functions. For the Spears functions, the control parameter (K) increases very much at first, and then drops down again when the population is very close to a peak. This is due to the fact that recombination can initially create better offspring quite easily, so a higher selection pressure converges more quickly to a good area in the landscape, whereas once it becomes more difficult to find better offspring, a lower selection pressure could be beneficial (allowing for more exploration). On more difficult problems, like the GA teasers, the parameter value stays low all throughout, because it is always difficult to find fitter offspring, and a low selection pressure (more exploration) is better -as the good score of SGA 1 indicates. Whenever a landscape requires a high selection pressure, the control parameter always reaches the upper limit (e.g., on most popular functions). FTS: Although this method is not performing as well as the others, its adaptation is handled quite easily. The fuzzy system does actually not directly control the selection parameter, but it merely multiplies it. Therefore, it usually becomes too high, and thus the selection parameter can not converge to an optimal value. Finally, we can answer similar questions about the test functions: How "difficult" is a test function and which methods perform well on it? Popular functions: This group of functions has a variety of difficulty levels, but are overall easier than the GA-teasers. Our results suggest that those methods which can adjust the selection pressure quickly work better. The HSAT method appears to perform the best overall. GA-teasers: These are the most difficult test functions. Generally speaking, the methods that maintain a low selection pressure perform better, because the population can leave the (bad) local minima more easily. The SGA 1 method appears to be the best in this respect, with HSAT being second. MPG: Because of the special properties of these functions, the greedy methods found the optimum faster. A high selection pressure gives an advantage on these functions. Here, the DTC (7, 2) method is the best.
Conclusions
The main conclusions that can be drawn from our comparison of the different selection methods are as follows: 1) On-the-fly adjustment of the parameter(s) regulating selection is superior to using a constant value. First, because this enables the GA to use different levels of selection pressure on different landscapes without human tuning. Second, because using different parameter values at different stages of the GA search can significantly improve the performance.
2) The best method to control selection depends on the problem (type), but our results indicate that HSAT is the generally best policy. It is capable of appropriately adjusting the selection pressure according to the search results so far and to the given landscape.
3) The general strategy of the HSAT method is that as long as improvements are found, the selection pressure will increase to exploit good solutions. However, when the population is stuck or has converged too much, the selection pressure will decrease to encourage more exploration. These parameter adjustment decisions can be made based on genotypic and/or phenotypic diversity, or from the fitness differences between parents and offspring. Here we only tested one possible implementation of the main idea.
In the future, more detailed investigations will have to be done, but our experiments have already provided useful results and a proof-of-principle. In general, the use of parameter control for selection operators is a recommendable design heuristic for EA users.
