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АНОТАЦІЯ 
 
 Маньківський В.Б. Методи розрахунку пропускної здатності та 
продуктивності гілок мережі MPLS при обслуговуванні голосових повідомлень. 
– Кваліфікаційна наукова праця  на правах рукопису. 
Дисертація  на  здобуття  наукового  ступеня  кандидата  технічних  наук 
(доктора філософії) за спеціальністю 05.12.02 «Телекомунікаційні системи та 
мережі». – Національний технічний університет України «Київський 
політехнічний інститут імені Ігоря Сікорського», Київ, 2017. 
У дисертаційній роботі отримано такі нові наукові результати: 
1. Розроблено математичну модель функціонування мережі MPLS в 
режимі обслуговування голосових повідомлень, особливістю якої є те, що дана 
модель дозволяє провести декомпозицію мережі на окремі напрямки зв'язку, 
простежити проходження навантаження в процесі обслуговування, поставити у 
відповідність кожному шляху передачі інформації відповідний LSP мережі 
MPLS, привести модель до стандартної СМО. 
2. Досліджено поведінку мережі зв’язку MPLS при обслуговуванні 
голосових повідомлень, мережа представлена у вигляді багатоканальної, 
багатофазної, багатолінійної, розімкнутої системи.  
3. Удосконалено метод розрахунку пропускної здатності мережі MPLS 
відмінністю від існуючих є те, що введено етап прогнозування імовірності 
втрат на тунелях мережі до етапу розподілу навантаження. Це дозволяє 
зменшити обчислювальну складність і виключити невизначеності, які 
притаманні існуючим методикам, а також проводити оцінку завантаженості 
елементів мережі MPLS і може бути використане як рекомендації для 
прийняття рішення в процесі управління мережею. 
4. Запропоновано вирішення задачі врахування всіх напрямків зв’язку при 
зміні навантаження. Оскільки, в досить зв'язаних мережах одну і ту ж гілку для 
передачі інформаційних потоків використовують 60% і більше напрямків 
зв'язку для передачі. При динамічній маршрутизації, зміна напрямку потоку з 
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тунелю першого вибору на тунель другого вибору, відразу ж призводить до 
зміни сумарних значень величини навантаження ряду гілок мережі. Так як, 
якість обслуговування на кожній гілці мережі залежить від її продуктивності та 
навантаження, цей показник якості починає сильно пульсувати по всій мережі 
при зміні порядку використання напрямку зв’язку. 
5. Удосконалено метод розрахунку необхідної продуктивності гілок 
мережі MPLS за показниками пропускної спроможності. Відмінність цього 
результату від відомих раніше в тому, що визначає його новизну і сутність 
поліпшення полягає в тому, що враховано взаємодію напрямків зв'язку на 
гілках мережі MPLS, зменшена обчислювальна складність при однозначному 
визначенні порядку вибору для розрахунку напрямків зв'язку, а також 
підвищена точність отриманих результатів.  
6. Розроблено аналітичну модель дослідження залежності КВК 
(коефіцієнта використання каналів) від співвідношення виконаного 
навантаження, величини втрат і продуктивності гілок телекомунікаційних 
мереж. Дана модель дозволяє однозначно визначити, який шлях доцільно 
призначити шляхом першого вибору. А це в свою чергу впливає на розподіл 
навантаження по гілках і на якість обслуговування у мережі в цілому. 
Практичне значення результатів дисертаційної роботи полягає в тому, що: 
1. Розроблено математичну модель функціонування мережі MPLS в 
режимі обслуговування голосових повідомлень, особливістю якої є те, що 
дана модель дозволяє провести декомпозицію мережі на окремі напрямки 
зв'язку, простежити проходження навантаження в процесі обслуговування, 
поставити у відповідність кожному шляху передачі інформації відповідний 
LSP мережі MPLS, привести модель до стандартної СМО. 
2. Удосконалено метод розрахунку пропускної здатності мережі 
MPLS відмінністю від існуючих є те, що введено етап прогнозування 
імовірності втрат на тунелях мережі до етапу розподілу навантаження. Це 
дозволяє зменшити обчислювальну складність і виключити невизначеності, які 
притаманні існуючим методикам, а також проводити оцінку завантаженості 
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елементів мережі MPLS і може бути використане як рекомендації для 
прийняття рішення в процесі управління мережею. 
3. Удосконалено метод розрахунку необхідної продуктивності гілок 
мережі MPLS за показниками пропускної спроможності. Відмінність цього 
результату від відомих раніше в тому, що визначає його новизну і сутність 
поліпшення полягає в тому, що враховано взаємодію напрямків зв'язку на 
гілках мережі MPLS, зменшена обчислювальна складність при однозначному 
визначенні порядку вибору для розрахунку напрямків зв'язку, а також 
підвищена точність отриманих результатів. 
Для перевірки точності та коректності закладених в алгоритми 
присвячено оцінки ефективності використання запропонованого методу для 
розрахунку параметрів якості обслуговування в мережі MPLS. Саме тому 
метою даної роботи є створення простого алгоритму, який в доповнення  до  
рішень  трафік  інжинірингу  дозволить  операторам  оцінити  ефективність 
використання  мережі. В якості одного з основних показників якості 
обслуговування обрано параметр RTT та джиттер.  
Якщо не враховувати додаткові часові витрати на формування тунелів, то 
технологія MPLS  завжди  буде  переважати  технологію  IP  з  погляду  часу  
затримки  пакетів  у  тракті передачі. Однак, у реальних умовах експлуатації, 
перш ніж приступитися до процесу обміну інформацією між джерелами й 
споживачами інформації, необхідно сформувати тунель, що відповідає заданим 
вимогам по якості обслуговування. 
Порівняльну  оцінку  ефективності  захищаємої методики для мережі 
MPLS  проведено  за сумарним  часом  обробки  пакетів  на  всіх  вузлах  тракту  
передачі  від  відправника  до одержувача.  У  якості  критерію  переваги  
пропонується  використовувати відносне значення відхилення (∆t) доставки 
повідомлення в одній і тій же мережі MPLS, яка розрахована на основі 
представленого методу.  
Процес  передачі  інформації  при  використанні  технології  MPLS  
характерний  тим,  що обслуговування кожної заявки починається з 
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формування тунелю.  При цьому, якщо тунель уже існує, то проводиться 
корекція його параметрів з метою забезпечення  заданої  якості  
обслуговування.  При  цьому,  може  відбутися  відмова  у встановленні тунелю, 
а відповідно й обслуговування, якщо користувач не має достатніх прав або 
відсутні ресурси в необхідному обсязі. 
Ключові слова: телекомунікаційна мережа, MPLS, розподіл 
навантаження, пропускна здатність, напрямки зв’язку. 
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SUMMARY 
 
Mankivskiy V.B. Evaluation method quality of service and bandwidth abilities 
in tunnel of MPLS network at service voice load. - Qualifying scientific work, the 
manuscript.  
Thesis  for  a  candidate  degree  (PhD)  in  specialty  05.12.02  
"Telecommunication systems and networks ". – National Technical University of 
Ukraine “Igor Sikorsky Kyiv Polytechnic Institute”, Kyiv, 2017. 
 
In the thesis the following new scientific results are received: 
1. The mathematical model of functioning of the MPLS network in the 
mode of service of voice messages is developed. The peculiarity of this is that this 
model allows to decompose the network into separate directions of communication, 
to trace the passage of the load in the process of service, to match each way of 
transmission of information to the appropriate LSP network MPLS, bring the model 
to the standard mass service system. 
2. The behavior of the MPLS communication network in the service of 
voice messages was studied, the network is presented in the form of multichannel, 
multiphase, multilinear, open system. 
3. The method of calculating MPLS network bandwidth is improved by the 
fact that the stage of forecasting the probability of losses on the tunnels of the 
network to the stage of load distribution is introduced. This reduces the 
computational complexity and eliminates the uncertainties inherent in existing 
methods, as well as evaluates the load on the MPLS network elements and can be 
used as recommendations for decision making in the network management process. 
4. The solution of the problem of taking into account all directions of 
communication when changing the load is proposed. Because, in rather connected 
networks, one and the same branch for the transmission of information flows use 
60% or more communication lines for transmission. With dynamic routing, the 
change in the direction of the flow from the first-tunnel tunnel to the second-order 
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tunnel immediately results in a change in the aggregate values of the load size of a 
number of network branches. Since, the quality of service on each branch of the 
network depends on its performance and load, this quality indicator starts to strongly 
pulsate all over the network when changing the order of using the direction of 
communication. 
5. The method of calculating the required productivity of MPLS network 
branches on the parameters of bandwidth is improved. The difference between this 
result and the previously known fact that determines its novelty and the essence of 
the improvement is that the interaction of communication lines on the branches of the 
MPLS network is taken into account, the computational complexity is reduced with 
unambiguous determination of the order of choice for calculating the directions of 
communication, as well as increased the accuracy of the results obtained. 
6. An analytical model of the research of the dependence of the KVN 
(channel usage coefficient) on the ratio of the performed load, the size of losses and 
the productivity of the branches of the telecommunication networks has been 
developed. This model makes it possible to uniquely determine which path it is 
expedient to assign by the first choice. And this in turn affects the distribution of the 
load on the branches and the quality of service in the network as a whole. 
The practical significance of the results of the dissertation work is that: 
1. A mathematical model of functioning of the MPLS network in the mode of 
service of voice messages is developed, the feature of which is that this model allows 
to decompose the network into separate directions of communication, to trace the 
passage of the load in the process of service, to match each transmission path of the 
corresponding LSP network MPLS, bring the model to a standard SMO. 
2. Improved method of calculating bandwidth network MPLS difference from 
the existing is that the stage of forecasting the probability of losses on the tunnels of 
the network to the stage of load distribution introduced. This reduces the 
computational complexity and eliminates the uncertainties inherent in existing 
methods, as well as evaluates the load on the MPLS network elements and can be 
used as recommendations for decision making in the network management process. 
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3. The method of calculating the required productivity of MPLS network 
branches on the parameters of bandwidth is improved. The difference between this 
result and the previously known fact that determines its novelty and the essence of 
the improvement is that the interaction of communication lines on the branches of the 
MPLS network is taken into account, the computational complexity is reduced with 
unambiguous determination of the order of choice for calculating the directions of 
communication, as well as increased the accuracy of the results obtained. 
To verify the accuracy and correctness of the algorithms laid down, the 
evaluation of the effectiveness of the proposed method for calculating the quality of 
service parameters in the MPLS network is devoted. That is why the purpose of this 
work is to create a simple algorithm, which in addition to the decisions traffic 
engineering will allow operators to evaluate the effectiveness of the network. The 
RTT and jitter parameters are selected as one of the main service quality indicators. 
If you do not take into account additional time costs for the formation of 
tunnels, then MPLS technology will always prevail over IP technology in terms of 
packet delay time in the transmission path. However, in real conditions of operation, 
before proceeding with the process of information exchange between sources and 
consumers of information, it is necessary to form a tunnel that meets the set 
requirements for the quality of service. 
The comparative estimation of the effectiveness of the protected method for the 
MPLS network is based on the total time of packet processing at all nodes of the 
transmission path from the sender to the recipient. As the preferred criterion, it is 
proposed to use the relative value of the delivery message deviation (Δt) in the same 
MPLS network, which is calculated on the basis of the presented method. 
The process of transmitting information using MPLS technology is 
characterized by the fact that the service of each application begins with the 
formation of the tunnel. In this case, if the tunnel already exists, then a correction of 
its parameters is carried out in order to provide a given quality of service. At the same 
time, the tunnel can be refused, and accordingly, the service, if the user does not have 
sufficient rights or lack of resources to the required extent. 
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ПЕРЕЛІК УМОВНИХ ПОЗНАЧЕНЬ І СКОРОЧЕНЬ 
 
Hop-by-hop – шаг за шагом – способ транспортировки пакетов 
ISP – Internet Service Provider – провайдер услуг Интернет 
Label – метка  
Label swapping – замена меток 
LER – MPLS Edge Router – пограничный узел сети MPLS 
LDP – Label Distribution Protocol – протокол распределения меток  
LIB – Label Information Base – информационная база меток 
Loop detection – выявление закольцованных маршрутов  
Loop prevention – предотвращение образования закольцованных 
маршрутов  
LSP – Label Switched Path – коммутируемый по меткам тракт 
LSR – Label Switching Router – маршрутизатор коммутации по меткам 
MPLS –  Multi-Protocol Label Switching  –Многопротокольная 
коммутация по меткам 
NGN – Next Generation Network – сеть следующего поколения 
OSPF – Open Shortest Path First – открытый протокол маршрутизации по 
принципу «первый выбирается кротчайший путь» 
QoS – Quality of Service – качество обслуживания 
PPP – Poin-to-Point Protocol – протокол «точка-точка» 
RSVP – resource reSerVation Protocol – протокол резервирования 
ресурсов 
TE – Traffic Engineering – инжиниринг трафика 
TTL – Time To Live – «время жизни» 
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ВСТУП 
 
Обґрунтування вибору теми дослідження. 
Зростання потреб в обсязі інформаційних потоків і послуг веде до 
перевантаженню існуючих телекомунікаційних мереж. Тому сьогодні 
оператори зв’язку вимушені приймати рішення по зміну мережевої архітектури, 
оскільки традиційна архітектура вже не задовольняє вимоги, тобто інтеграція 
мереж стає неминучою. 
Для ефективного обслуговування абонентів необхідно мати запас 
пропускної здатності на транспортному рівні. Сьогодні потреба в широкій смузі 
пропускання виникає на найнижчих рівнях телекомунікаційних мереж, і перш 
за все це стосується організації виділеного каналу для доступу в Інтернет. У 
зв'язку з цим питання побудови мережі з найбільш оптимальною ієрархією 
стало одним з самих обговорюваних.  
Раніше модель телекомунікаційної мережі була досить складною, 
складалася з дуже великого набору рівнів і підрівнів. Фактично, якщо брати в 
розрахунок сумарне число всіх рівнів і підрівнів, практично визначуваних для 
конкретної мережі зв'язку, то воно може скласти добрий десяток, а то і більше. 
Це рівні послуг, мережевих елементів, мереж доступу, а також різні варіанти 
транспортних/магістральних рівнів.  
Актуальність теми. Однією з гілок виробництва, що найшвидше розвивається, 
є телекомунікації. Вони дозволяють операторам отримувати стабільні і значні 
прибутки. Це досягається за рахунок надання користувачам великої кількості 
різноманітних послуг. Практично щодня з'являються все нові і нові пропозиції. 
При цьому і самі користувачі стали висувати вимоги за якістю і виду нових 
послуг і додатків. 
Але якими б не були бажання користувачів, а також досягнення в науці і 
техніці, жоден оператор зв'язку не встановлюватиме нове устаткування або не 
вводитиме нові сервіси, якщо при цьому не буде забезпечена економічна 
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ефективність. Тому, основними завданнями, що стоять перед операторами, є 
створення телекомунікаційної системи, яка дозволила б :  
- швидко і дешево створювати нові послуги, що дозволить постійно притягати 
нових абонентів;  
- знизити витрати на розгортання і обслуговування обладнання;  
- не бути прив'язаним до одного постачальника устаткування;  
- бути конкурентоздатними в умовах появи все нових і нових технологій в 
телекомунікаційній гілки.  
При цьому важливо, щоб була створена єдина мережева архітектура, яка 
забезпечувала б надання трьох основних видів послуг : передача мови, передача 
відео, передача даних. Комітетом ITU-T для реалізації усієї різноманітності 
послуг на базі універсального транспорту була запропонована концепція мереж 
наступного покоління(NGN). У основу NGN покладена концепція побудови 
телекомунікаційних мереж, що забезпечують надання необмеженого набору 
послуг з гнучкими можливостями по їх управлінню, персоналізації і створенню 
нових послуг за рахунок уніфікації мережевих рішень, що припускає реалізацію 
універсальної транспортної мережі з розподіленою комутацією, винесення 
функцій надання послуг в крайові мережеві вузли і інтеграцію з традиційними 
мережами зв'язку. Базовим принципом концепції NGN є відділення один від 
одного функцій перенесення і комутації, функцій управління викликом і 
функцій управління послугами. Перед NGN стоїть завдання об'єднати усі 
існуючі мережі (телефонні мережі загального користування, мережі передачі 
даних, мережі мобільних видів зв'язку та ін.). Вона повинна мати наступні 
характеристики: 
- мережа на базі комутації пакетів, яка має розділені функції управління і 
перенесення інформації, де функції послуг і додатків відокремлені від функцій 
мережі;  
- мережа компонентної побудови з використанням відкритих інтерфейсів;  
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- мережа, що підтримує широкий спектр послуг, включаючи послуги в 
реальному часі і послуги доставки інформації(електронна пошта), у тому числі 
мультимедійні послуги;  
- мережа, що забезпечує взаємодію з традиційними мережами 
електрозв'язку;  
- мережа, що має загальну мобільність, тобто що дозволяє окремому 
абонентові користуватися і управляти послугами незалежно від технології 
доступу і типу використовуваного терміналу і що надає абонентові можливість 
вільного вибору постачальника послуг.  
Слід зазначити, що в якості транспортної технології на перших етапах 
розробки рекомендацій по створенню NGN розглядалися різні технології, такі 
як АТМ, Frame Relay, IP, MPLS і інші. Проте, останніми роками з'явилася 
стійка тенденція по орієнтації на використання як основна транспортна 
технологія саме технології MPLS.  Крім того, технологія MPLS завойовує все 
більшу популярність і на рівні мереж доступу. Тому, на сьогодні технологія 
MPLS вважається найбільш перспективною в найближчій перспективі. 
Одним з основних завдань при створенні транспортної архітектури будь-
якої мережі є мінімізація необхідного об'єму каналоутворюючого і лінійного 
устаткування. Це може бути досягнуто за рахунок широкого використання 
обхідних шляхів в кожному напрямі зв'язку в сукупності з динамічним 
управлінням процесами розподілу інформації. 
Незважаючи на перспективність таких рішень, на сьогодні ще не 
розроблені комплексні математичні моделі і не створені ефективні засоби 
аналізу і проектування такого типу мереж. Це пов'язано в першу чергу із 
складністю  рішення подібного класу завдань і неможливістю чіткого 
математичного опису процесу функціонування транспортних мереж з число 
вузлів і кількістю каналів більше чотирьох.  
Існуючі методи математичного аналізу і синтезу телекомунікаційних 
мереж мають ряд обмежень, які дозволяють вирішувати завдання такого типу зі 
значними обмеженнями. Так, у відкритій науково-технічній літературі не 
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опубліковані методи, які дозволяли б при розрахунках основних показників 
функціонування мереж врахувати особливості використовуваної технології, 
зокрема технології MPLS.  
Крім того, в процесі розрахунків може виникнути ряд невизначеностей, 
які можуть привести до помилок в розрахунках. Ці помилки, як правило, 
виявляються після закінчення розрахунку, не етапі перевірки отриманих 
результатів. Це вимагає повернення до початкового етапу розрахунку. 
Слід зазначити, що завдання подібного типу слабо структуровані і процес 
повної автоматизації отримання рішення не завжди вдається. Внаслідок цього 
поява помилки може значно ускладнити процес отримання рішення.  
Таким чином, вдосконалення математичного апарату, що дозволяє 
враховувати особливості функціонування мереж з конкретною технологією і 
усунення невизначеностей в процесі рішення завдань дозволяє підвищити 
ефективність застосування вже існуючих методик.  
Складність і висока вартість планування, розгортання і введення в 
експлуатацію сучасних мереж NGN на базі ефективних телекомунікаційних 
технологій вимагають вдосконалення науково-методичного апарату, який 
дозволив би приймати обґрунтовані рішення з урахуванням мінімізації витрат 
на каналоутворююче і лінійне устаткування з урахуванням забезпечення 
заданих норм по пропускній спроможності і якості обслуговування.  
Все вище сказане, визначило необхідність подальших наукових 
досліджень в цій предметній області, а саме, рішення актуальної наукової 
задачі по розробці вдосконалених методів оцінки якості обслуговування і 
пропускної спроможності  мережі MPLS, що тунелює, при обслуговуванні 
навантаження реального часу. 
Однією з технологій, які сприяли згаданої революції є технологія MPLS. 
Незважаючи на свій досить молодий вік, вона стала дуже популярною і їй 
навіть пророкують місце технології передачі даних в мережах наступного 
покоління NGN. Успіх технології MPLS викликаний тим, що вона дозволяє 
ефективно управляти мережами, побудованими на базі найбільш значущого і 
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поширеного протоколу IP. Ця технологія зараз впроваджується в мережах 
високорозвинених країнах і починає домінувати в мережах передачі даних. 
Саме це послужило спонукальним моментом вибору теми дипломної роботи - 
розглянути можливість надання послуг зв'язку саме на базі технології MPLS. 
Надання мультисервісних послуг можна умовно підрозділити на дві 
окремі завдання: організація доступу та організація такої інфраструктури 
опорної мережі оператора, що дозволить здійснювати трансляцію трафіку в 
мережу доступу. MPLS-технологія магістральних мереж, тому що наводяться в 
даній роботі дослідження будуть присвячені тільки другий із зазначених 
завдань.  
Основний мережний структурою для надання послуг у магістральної 
мережі давно стали різноманітні віртуальні мережі, які дозволяють розділити 
користувачів вузькосмугових і широкосмугових послуг, управляти якістю при 
надання всього спектру послуг та оптимізувати використання ресурсів мережі. 
В рамках технології MPLS на поточний момент існує три можливих 
варіанти організації віртуальних мереж: це BGP-MPLS VPN, VR VPN і VPLS. 
Перші два підходи відносяться до класу VPN, організованих на третьому рівні 
моделі OSI, а останній - до класу VPN, організованих на другому рівні. Низька 
поширеність і прогнозоване відсутність перспектив у підходу VR VPN дозволяє 
обмежити дослідження тільки двома підходами. 
Зв’язок роботи з науковими програмами, планами, темами. Розробка 
основних положень дисертаційної роботи проводилася відповідно до плану 
науково-дослідних робіт кафедри телекомунікацій Національного технічного 
університету України “КПІ” в рамках наступних держбюджетних НДР, а саме 
кафедри телекомунікацій: 
–   № 2712-ф «Дослідження методів підвищення ефективності 
неперервної передачі обслуговування в системах широкосмугового радіо 
доступу», номер державної реєстрації 0114U002534. 
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–   № 2918-п «Гетерогенні телекомунікаційні системи на базі 
стратосферної платформи з використанням сучасних технологій і засобів 
телекомунікацій», номер державної реєстрації 0116U003771. 
 
Мета і задачі дослідження 
Метою роботи є розробка методів оцінки якості обслуговування  і 
пропускної спроможності мережі MPLS, що тунелює, при обслуговуванні 
навантаження реального часу, що дозволяють забезпечити визначення міри 
відповідності якості обслуговування абонентів в мережі нормованим значенням 
і визначити необхідні матеріально-технічні витрати на розгортання мережі з 
необхідною пропускною спроможністю. 
Відповідно до мети, основними завдання дослідження є: 
1. Аналіз стану і перспектив розвитку технологій сучасних 
телекомунікаційних мереж. 
2. Аналіз існуючих методів розрахунку необхідної продуктивності гілок 
телекомунікаційних мереж. 
3. Аналіз існуючих методів оцінки пропускної спроможності 
телекомунікаційних мереж. 
4. Розробка математичної моделі функціонування тунельованої мережі 
MPLS. 
5. Розробка моделі функціонування тунельованої мережі MPLS в процесі 
обслуговування навантаження реального часу. 
6. Розробка методу розрахунку необхідної продуктивності гілок 
тунельованої мережі MPLS для забезпечення заданої пропускної спроможності 
напрямів зв'язку. 
7. Розробка методу оцінки якості обслуговування абонентів тунельованої 
мережі MPLS. 
Об'єктом дослідження в дисертаційній роботі є тунельована мережа 
MPLS в процесі обслуговування навантаження реального часу. 
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Предметом дослідження є методи визначення необхідної продуктивності 
гілок і оцінки якості функціонування тунельованої мережі MPLS за 
показниками пропускної здатності. 
Методи дослідження: Рішення поставленої в дисертаційній роботі задачі 
здійснювалося із застосуванням наступних методів дослідження : 
математичного апарату теорії графів, теорії масового обслуговування, теорії 
телетрафіку, теорії математичного моделювання, чисельних методів аналізу, 
теорії вірогідності. 
Наукова новизна отриманих результатів. Результатом рішення 
сформульованої вище загальної наукової і приватних завдань дисертаційної 
роботи являються наступні нові наукові результати, які виносяться на захист: 
1. Метод розрахунку необхідної продуктивності гілок тунельованої 
мережі MPLS. 
Вперше розроблений метод розрахунку необхідної продуктивності гілок 
тунельованої мережі MPLS, який дозволяє обґрунтувати чисельні значення 
необхідної швидкості передачі в гілках проектованої мережі, що забезпечують 
обслуговування заданого об'єму навантаження реального часу в напрямах 
зв'язку і усунути невизначеності, властиві існуючим методам рішення цієї 
задачі на етапі формування плану розподілу навантаження, чим досягається 
усунення можливості появи помилок в процесі розрахунку, підвищити 
швидкість отримання результату рішення, врахувати особливості 
функціонування мережі динамічний розподіл потік інформація. 
2. Вдосконалений метод розрахунку пропускної спроможності 
тунельованої мережі MPLS.  
Вдосконалений метод розрахунку пропускної спроможності тунельованої 
мережі MPLS, який дозволяє оцінити пропускну спроможність напрямів зв'язку 
мереж що вже знаходяться в експлуатації і оцінити відповідність показників 
якості обслуговування абонентів задекларованим нормованими значеннями, 
який дозволяє понизити обчислювальну складність завдання за рахунок 
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прогнозування вірогідності втрат на гілках до етапу розподілу навантаження і 
сформувати пропозиції по оптимізації плану розподілу навантаження. 
3. Модель функціонування мережі тунельованої MPLS. 
Розроблена модель функціонування мережі MPLS, що відбиває реальний 
процес обслуговування навантаження реального часу на гілках мережі MPLS 
при використанні динамічного управління розподілу потоків інформації в 
тунельованої мережі, і забезпечити перехід до аналітичних залежностей якості 
обслуговування в напрямах зв'язку багатополюсної, багатофазної, 
багатопродуктивної мережі, коли на її гілках одночасно обслуговуються 
сумарні потоки навантаження різних напрямів зв'язку. 
  Наукові результати дисертаційної роботи розвивають і удосконалюють 
методи аналізу і проектування телекомунікаційних мереж за показниками 
пропускної спроможності і якості обслуговування. 
Практичне значення отриманих результатів дисертаційної роботи 
визначається її спрямованістю на рішення завдань, які виникають на етапах 
аналізу, проектування, розгортання, будівництва і експлуатації мереж MPLS, 
виражається в наступному: 
1. Метод розрахунку необхідної продуктивності гілок тунельованої 
мережі MPLS дозволяє на етапі проектування зробити науково обґрунтований 
розрахунок необхідних матеріально-технічних витрат, необхідних для 
розгортання тунельованої мережі MPLS з необхідними показниками пропускної 
спроможності. 
2. Запропонований метод розрахунку пропускної спроможності 
тунельованої мережі MPLS може бути використаний для аналізу процесу 
функціонування вже існуючих мереж MPLS, оцінити якість обслуговування 
абонентів і його відповідність задекларованим нормативам, здійснити 
прогнозування місць виникнення перевантажень і визначити можливі шляхи їх 
усунення. 
3. Розроблені методи можуть бути доведені до програмної реалізації з 
використанням 
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Особистий внесок здобувача. Основні теоретичні положення і 
результати дисертаційної роботи отримані автором самостійно. У співавторстві 
з науковим керівником сформульовані мета і задачі досліджень, висновки. 
Особистий внесок автора в наукових працях, опублікованих у співавторстві, 
такий: математична модель функціонування мережі MPLS при обслуговуванні 
голосових повідомлень [6, 13, 17]; аналіз часу обробки повідомлень в системі 
управління телекомунікаційною мережею [2]; оцінки якості обслуговування в 
мережі [11]; аналітична модель оцінки пропускної здатності мережі MPLS [8, 
14]; методи розрахунку операційних витрат при обслуговуванні пакетів на 
магістралях IP/MPLS [15]; методи підвищення пропускної здатності мережі на 
базі протоколу IP [18]; регресійна модель коефіцієнта використання каналів 
гілки телекомунікаційної мережі [1, 7]; аналітична модель оцінки 
продуктивності гілок мережі MPLS за показниками пропускної здатності 
мережі MPLS [12]; метод оцінка часу обслуговування повідомлень в мережах IP 
і MPLS [5]; алгоритм оптимізації часу перебування повідомлень в мережі MPLS 
[9]; розробка імітаційної моделі GNS3 оцінки параметрів якості обслуговування 
в мережі MPLS [16]. 
Апробація результатів дисертації. Основні ідеї і результати роботи 
докладалися, обговорювалися і отримали схвалення на таких конференціях і 
наукових семінарах: 
– Пасько С.П., Чистякова А.В., Маньковский В.Б. Оптимизация времени 
пребывания сообщений в тунелированной сети MPLS. XV Міжнародна 
науково-практична конференція 25-26 лютого 2010.  Інформаційні  технології в 
економіці, менеджменті та бізнесі. Проблеми науки, практики освіти, м.Київ, 
2010, С. 306-307 
– Кутырь С.С., Маньковский В.Б. Алгоритм расчета ймовірність ошибки в 
системе, построенной на базе технологии DWDM. 19-22 квітня 2011 V 
міжнародна науково-технічна конференція «Проблеми телекомунікацій», 
м.Київ, 2011, С. 99-98. 
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– Нестеренко М.М., Маньківський В.Б. Методика оцінки якості 
обслуговуваня DWDM – системи на базі Q-фактора. VI-й научно-практический 
семинар «приоритетные направления развития телекомуникационных систем и 
сетей специального назначения» 20 октября 2011, С. 76-78. 
– Романов А. И., Маньковский В.Б. Метод расчета требуемой 
производительности вервей туннелированной сети MPLS. Материалы 22-й 
Международной Крымской конференции «СВЧ-техника и 
телекоммуникационные технологии» 10 – 14 сентября 2012 г. – Москва-Киев-
Минск-Севастополь, том 1 С.399-400, 2012 
–  Романов А. И., Маньковский В.Б. Модель сети MPLS/ Материалы 23-й 
Международной Крымской конференции «СВЧ-техника и 
телекоммуникационные технологии» 8 – 13 сентября 2013 г. – Москва-Киев-
Минск-Севастополь, том 1 С.488-489, 2013 
– Маньковский В.Б. Метод оценки пропускной способности сети MPLS. 
шоста Міжнародна науково-технічна конференція «Проблеми телекомунікацій» 
2012 р. С 85-88 
–  Нестеренко М.М., Маньківський В.Б., Хазрон І.О., Куриленко Д.М. 
Порівняльна характеристика операційних витрат при обслуговуванні пакетів на 
магістралях IP/MPLS. Шоста Міжнародна науково-технічна конференція 
«Проблеми телекомунікацій» 2012 р. С 103-105. 
– Романов О.І., Куриленко Д.М., Маньківський В.Б., Хазрон І.О. 
Імітаційна модель GNS3 оцінки параметрів якості обслуговування в мережі 
IP/MPLS. Сьома Міжнародна науково-технічна конференція «Проблеми 
телекомунікацій» 2013 р. С 90-91. 
–  Маньківський В.Б., Романов О.І. Аналітична модель мережі MPLS. 
Сьома Міжнародна науково-технічна конференція «Проблеми 
телекомунікацій» 2013 р. С 62-63. 
–  Маньковский В.Б., Рудько Н.Д. Оценка пропускной способности сети 
Ethernet  и способы ее повышения. Сьома Міжнародна науково-технічна 
конференція «Проблеми телекомунікацій» 2013 р. с. 68-69. 
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– Маньковський В.Б. Оценка производительности трафика в сети MPLS с 
использованием Traffic Engeneering. Десята Міжнародна науково-технічна 
конференція «Проблеми телекомунікацій» 2016 р. с. 118-121. 
Публікації. За результатами досліджень опубліковано 21 наукову працю, 
у тому числі 8 статей у наукових фахових виданнях України, з них 1 стаття у 
виданнях України, які включені до міжнародних наукометричних баз, 13 тез 
доповідей в збірниках матеріалів конференцій. 
Структура  та  обсяг  дисертації. Дисертаційна  робота  складається  із 
вступу, анотацій,  переліку  умовних  позначень, п’ятьох  основних  розділів, 
загальних висновків по роботі, списку використаних джерел із 143 найменувань 
та 7 Додатків. Загальний  обсяг  роботи 179 сторінок. Основний зміст  роботи  
становить  144 сторінки друкованого тексту, в тому числі 47 рисунків і 10 
таблиць. 
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1.1. Аналіз сучасного стану ринку телекомунікаційних послуг 
   
З 2000-х років спостерігається стрімке зростання обсягу трафіку даних і 
значне зростання потреб у розмірах інформаційних потоків в процесі надання 
нових видів послуг. Це призвело до того, що існуючі телекомунікаційні мережі 
виявабося неспроможними або підійшли до межі своїх можливостей по 
обслуговуванню абонентів з заданими показниками якості обслуговування. 
Тому сьогодні телекомунікаційні оператори змушені приймати рішення щодо 
вдосконалення мережної архітектури 
Для ефективного обслуговування абонентів, з урахуванням генерується 
ними трафіку, необхідно мати запас пропускної здатності на транспортному 
рівні. Сьогодні потреба в широкій смузі пропускання виникає на найнижчих 
рівнях телекомунікаційних мереж, і насамперед це стосується організації 
виділеного каналу для доступу в Інтернет. У зв'язку з цим, останнім часом 
питання побудови мережі з найбільш раціональною ієрархією став одним з 
найбільш актуальних.  
У минулому столітті вертикальна модель телекомунікаційних мереж була 
досить складною, складалася з великої кількості рівнів і підрівнів, часто носила 
суперечливий характер. Сумарне число всіх рівнів і підрівнів досягала десяти, а 
то й більше. Це були рівні послуг, мережевих елементів, мереж доступу, а 
також різні варіанти зонових і магістральних рівнів. 
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Сьогодні у відповідності з рекомендаціями ITU-T, рекомендовано 
використовувати чотирьох-рівневу архітектуру мереж наступного покоління 
NGN: 
• рівень послуг; 
• рівень управління, агрегації, сигналізації; 
• транспортний рівень; 
• рівень доступу. 
Рівень 
послуг
Рівень управління
Транспортний рівень
Рівень доступу
 
Рис.  1.1. Архітектура мережі слідуючого покоління  
Рівень послуг містить функції управління логікою послуг і додатків і є 
розподіленою обчислювальної середовищем, яка забезпечує: 
• надання різних послуг і контенту; 
• управління послугами; 
• створення і впровадження нових послуг; 
• забезпечення взаємодії різних послуг. 
Даний рівень дозволяє реалізувати специфіку послуг і застосовувати одну 
і ту ж програму логіки послуг незалежно від типу транспортної мережі і 
способи доступу. Наявність цього рівня дозволяє вводити нові послуги без 
втручання у функціонування інших рівнів.  
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Рівень управління, агрегації та сигналізації може включати багато 
незалежних підсистем, які базуються на різних технологіях, мають своїх 
абонентів і використовують свої внутрішні системи адресації. 
Операторам зв'язку потрібні механізми, які дозволяють швидко і гнучко 
впроваджувати, а також замінювати послуги в залежності від індивідуальних 
потреб користувачів. 
Якщо зупинитися на чисто технічних аспектах, то сьогодні домінуючою є 
проста модель мережі на базі сімейства протоколів TCP/IP. Основний плюс 
TCP/IP - його універсальність і гнучкість. Ось вже три десятки років цей 
протокол є основним для мережі Internet, що поєднує в даний час більше 500 
мільйонів користувачів. За цей час сімейство TCP/IP, з одного боку, 
поповнилося протоколами прикладного рівня, (такими як HTTP - 
гіпертекстовий протокол SMTP - поштовий протокол FTP - протокол 
пересилання файлів і багато інших), а з іншого боку забезпечує сумісність з 
усіма популярними стандартами фізичного, канального і мережевого рівнів, у 
тому числі і X.25. 
Однак широкі можливості мережі TCP/IP не скасовують її недоліки. 
Основні з них - це проблеми безпеки і гарантії якості зв'язку. І якщо завдання 
забезпечення безпеки ip-мереж можна вирішити, використовуючи різні 
механізми шифрування і захисту (наприклад стандарти IPSec), то проблему 
забезпечення гарантованої якості обслуговування, особливо даних чутливих до 
величиною затримки, поки вирішити складно. 
Що стосується протоколу X.25, то в ньому спочатку була закладена 
висока надійність. Коли X.25 створювався, переважали аналогові системи 
передачі даних і мідні лінії зв'язку. Прагнучи нівелювати невисока якість 
каналів того часу, стандарт використовує систему виявлення та виправлення 
помилок. Це істотно підвищує надійність зв'язку, але зате уповільнює загальну 
швидкість передачі даних. Крім того, кожен комутатор, через який проходить 
інформаційний пакет, проводить аналіз його вмісту. Це вимагає часу і великих 
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витрат продуктивності процесорів. З появою оптоволокна високі вимоги щодо 
надійності, які реалізує X.25 стали зайвими. Гідність протоколу перетворилося 
в його недолік. Швидкість передачі по протоколу Х.25 не перевищує 64 Кб/с. 
Протокол, який повинен був усунути недоліки X.25, став Frame Relay. Він 
використовує той же принцип віртуальних каналів, однак аналіз помилок 
здійснюється тільки на прикордонних точках мережі. Це дозволило значно 
збільшити швидкість передачі - до 45 Мб/с. Істотною перевагою протоколу є 
можливість забезпечення пріоритетності різнорідного трафіку (включаючи 
дані, голос і відео). Тобто пакетів різного призначення можуть надаватися різні 
класи обслуговування, завдяки чому пакети з вищим пріоритетом 
доставляються "поза чергою". Ці переваги Frame Relay були розвинені при 
створенні технології асинхронної передачі (АТМ). 
Протокол АТМ розбиває трафік на пакети строго фіксованої довжини (їх 
називають осередками), які асинхронно мультиплексуються в єдиний цифровий 
тракт згідно з присвоєним пріоритетом. Завдяки малій довжині комірок (53 
байти), можна організувати одночасну передачу потоку даних одразу кількох 
служб, критичних до часу доставки, - комірки з даними різного призначення 
вставляються в потік поперемінно, забезпечуючи кожному необхідну швидкість 
обміну даними. Технологія АТМ забезпечує обслуговування трафіку на 
швидкостях від 1,5 Мб/с до 40 Гб/с. Як Frame Relay, так і АТМ, забезпечують 
високий рівень безпеки. Це пов'язано з тим, що трафік у магістральної мережі 
не LSPизуется, а комутується на основі локальних міток DLCI (Frame Relay) 
або VPI/VCI (АТМ) по віртуальних каналів, до яких несанкціонований 
користувач не може підключитися, не змінивши таблицю комутації вузлів 
мережі. 
Однак, при створенні мереж з великою кількістю точок доступу по 
віртуальних каналів, той же "телефонну" принцип з'єднання, закладений ще в 
технології X.25 починає приносити певні незручності для користувачів. 
Віртуальні мережі (VPN) на основі протоколів Frame Relay та АТМ стають 
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дуже громіздкими і важко керованими. Щоб забезпечити зв'язок "кожен з 
кожним" необхідно виконати операції по конфігурації кожного каналу. Тобто, 
при збільшенні числа точок доступу ймовірність помилки в мережі росте в 
квадратичної прогресії. Та й вартість такої мережі досить висока. Це пов'язано з 
тим, що оператори зазвичай беруть оплату в залежності від кількості каналів. 
Побудова мережі на основі протоколу АТМ обходиться дорого, так як 
дана технологія сама по собі досить дорога. Крім того, витрати зростають за 
рахунок необхідності адаптації крайового обладнання до АТМ. Тому в даний 
момент цей протокол використовується в основному для надання послуг на 
магістральному рівні, для передачі великих обсягів інформації в мережах, 
побудованих раніше. 
Економічний спад останніх років і надмірна пропускна здатність базових 
мереж змусабо провайдерів послуг і операторів зв'язку серйозно проаналізувати 
окупність витрат на мережеві ресурси. Оскільки фактична пропускна здатність 
стала товаром, увагу гілки зосередилося на надання додаткових послуг, 
необхідних споживачеві. В результаті появи нових технологій в лідери почали 
виходити ті провайдери, які змогли об ’ єднати раніше несумісні мережі. 
У 1996 році Ipsilon, Cisco, IBM і інші компанії, об'єднали свої розробки і 
створабо технологію мультипротокольний комутації на основі міток (MPLS - 
Multiprotocol Label Switching). Основна ідея розробки полягала в тому, щоб 
реалізувати можливість передачі трафіку по найменш завантаженим LSPами IP-
мережі і забезпечити більш просту систему конфігурації VPN з одночасною 
підтримкою гарантій якості передачі, а також присвоєння пріоритету різних 
видів трафіку. 
Очевидно, що перехід до MPLS йде повним ходом. Кожен великий 
оператор зв'язку в США і багато в міжнародному масштабі розгорнули або 
планують розгорнути магістральні мережі MPLS. Дослідження, проведені 
дослідницьким центром Infonetics в 2003 році, показали, що 62% провайдерів 
послуг в той час було зайнято конвергенцією мереж передачі даних по IP або 
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IP/MPLS, 86% планували зробити це в 2004 році [5]. Оскільки традиційні 
служби, такі як ретрансляція кадрів і АТМ, можуть транспортуватися мережі 
MPLS, така конвергенція мереж часто залишається прозорою для підприємства 
кінцевого користувача. Рух вперед до новітніх недорогим служб, таких як 
Ethernet, додатково сприяє просуванню нових технологій.  
Крім мереж великих операторів, MPLS знаходить також свій шлях у 
великих корпоративних мережах організацій, таких як підприємства роздрібної 
торгівлі, інвестиційні компанії, урядові органи і збройні сабо, організації 
охорони порядку, промислові підприємства. 
Таким чином, намітилася тенденція збільшення ефективності мереж за 
рахунок застосування нових технологій, що підвищують їх можливості. Саме в 
цьому сенсі технологія MPLS дуже приваблива для провайдерів. З її допомогою 
можна обробляти безліч служб, як традиційних, так і нових в межах однієї 
мережі. 
 
 1.2. Характерні особливості технології MPLS 
 
MPLS (Multiprotocol Label Switching) багатопротокольна комутація з 
використанням міток. Суть MPLS полягає в спрощення процесу LSPизації 
пакетів даних при проходженні через магістральну мережу провайдера. Для 
клієнта і його структури мереж нічого не змінюється, однак завдяки MPLS-
технології, мережа клієнта набуває додаткові позитивні властивості.  
Від інших способів побудови віртуальних приватних мереж, подібно VPN 
на базі ATM/FR або IPSec, MPLS VPN вигідно відрізняє висока 
масштабованість, можливість автоматичної конфігурації і проста інтеграція з 
іншими сервісами IP, які сьогодні є обов'язковими для будь-якого успішного 
провайдера: 
- доступом до Internet; 
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- Web і поштові служби; 
- хостинг. 
Застосування MPLS дозволяє створювати ізольовані, незалежні один від 
іншого, мережі клієнтів. МРLS забезпечує ізольованість мереж шляхом 
застосування тунелів для передачі клієнтського трафіку з внутрішньої мережі 
провайдера. Це досягається за рахунок того, що LSPні повідомлення від мережі 
клієнта перестрибують через внутрішню мережу провайдера за допомогою 
протоколу BGP. Після чого, завдяки особливостям його конфігурації (з 
використанням розширеної версії MultiProtocol BGP, MP BGP) вони 
потрапляють тільки в мережі цього клієнта. В результаті Маршрутизатори 
різних клієнтів не мають LSPної інформації один про одного і тому не можуть 
обмінюватися пакетами, тобто досягається бажана ізоляція клієнтських мереж 
один від одного.  
Для зв'язку територіально рознесених мереж клієнта в єдину VPN 
застосовуються тунелі між прикордонними LSPизаторами внутрішньої мережі 
провайдера. Перевагою тунелів MPLS VPN є автоматичний спосіб їх прокладки 
і переваги, які отримуються за рахунок застосування технології MPLS: 
- прискорене просування пакетів по мережі провайдера; 
- управління рівнем якості обслуговування (COS-Classes of Service); 
- трафік інжиніринг.  
Головна особливість MPLS - це відділення процесу комутації пакету від 
аналізу IP-адреси, Це дозволяє здійснювати комутацією пакетів значно 
швидше, ніж їх LSPизацію. Згідно з протоколом MPLS Маршрутизатори та 
комутатори привласнюють на кожній точці входу в таблицю LSPизації мітку і 
повідомляють її значення сусіднім пристроїв. 
Наявність міток дозволяє LSPизаторів і комутаторів, які підтримують 
технологію MPLS, визначати наступний крок у LSPі пакету без виконання 
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процедури пошуку з використанням адреси. На сьогоднішній день існують три 
основні області застосування MPLS: 
• управління трафіком; 
• підтримка класів обслуговування (COS); 
• організація віртуальних приватних мереж (VPN). 
Розташування технології MPLS в семирівневої моделі показано на рис 1.2 
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Рис. 1.2 Розміщення технології MPLS в 7-рівневій моделі OSI 
 Мережевий рівень - це рівень, який забезпечує вибір LSPу між двома 
кінцевими системами, підключених до різних "підмереж" і знаходяться в різних 
географічних пунктах. Так як дві кінцеві  системи може розділяти значне 
географічне відстань і безліч підмереж, мережевий рівень є доменом LSPизації. 
Протоколи LSPизації вибирають оптимальні LSPи. Традиційні протоколи 
мережевого рівня передають інформацію по цих Маршрутів. 
Канальний рівень забезпечує надійний транзит даних через фізичний 
канал. Канальний рівень вирішує питання фізичної адресації (в протилежність 
мережевий або логічної адресації), питання впорядкованої доставки блоків 
даних і керування потоком інформації. 
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Фізичний рівень визначає електротехнічні, процедурні та функціональні 
характеристики активації, підтримки і дезактивації фізичного каналу, між 
кінцевими системами. Специфікації фізичного рівня визначають такі 
характеристики, як рівні напруги, синхронізацію, швидкість передачі фізичної 
інформації, максимальні відстані передачі інформації, фізичні з'єднання та інші 
аналогічні характеристики. 
"Multiprotocol" у назві технології означає "багатопротокольний". Це 
говорить про те, що технологія MPLS може застосовуватися в будь-якому 
протоколі мережевого рівня. Тобто MPLS - це свого роду інкапсулює протокол, 
здатний транспонувати інформацію безлічі інших протоколів вищих рівнів 
моделі OSI. Таким чином, технологія MPLS не залежить від протоколів рівнів 2 
і 3 в мережах IP, АТМ і Frame Relay, а також взаємодіє з існуючими протоколів 
LSPизації, такими як протокол резервування ресурсів RSVP або мережевий 
протокол вибору найкоротших Маршрутів OSPF. 
Представлена на рис. 2.1 площину пересилання даних MPLS не утворює 
повноцінний рівень. Вона "вклинюється" в мережі IP, АТМ або Frame Relay між 
2-і 3-м рівнями моделі OSI, залишаючись незалежним від цих рівнів. Можна 
сказати, що одночасне функціонування MPLS на мережному рівні і на рівні 
ланки даних призводить до утворення так званого рівня 2.5, де, власне, і 
виконується комутація по мітках. 
Мережа MPLS VPN ділиться на дві області: 
• мережі IP клієнтів; 
• внутрішня (магістральна мережа MPLS провайдера, яка необхідна для 
об'єднання мереж клієнтів. 
В магістральній MPLS-мережі провайдера пакети IP просуваються на 
основі IP-адреса, а локальних міток. 
В даний час існують два основних способи створення магістральних ip-
мереж: 
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- з допомогою IP-LSPизаторів, сполучених каналами «один з одним»; 
- на базі транспортної мережі АТМ, поверх якої працюють IP-
Маршрутизатори. 
За даними операторів мереж, до 90% від інформації, що пересилається в 
мережах Frame Relay та АТМ, становить IP-трафік. Таким чином, абсолютно 
логічною виглядає ідея об'єднати в одній технології ті переваги, що дає 
протокол IP, одночасно надаючи гарантію якості і надійність протоколів АТМ і 
Frame Relay. 
Застосування MPLS виявляється вигідним в обох випадках. У 
магістральної мережі АТМ воно дає можливість одночасно надавати клієнтам 
як стандартні сервіси АТМ, так і широкий спектр послуг ip-мереж, разом з 
додатковими послугами. Такий підхід істотно розширює пакет послуг 
провайдера, помітно підвищуючи його конкурентоспроможність. Тандем IP і 
АТМ, сполучених з допомогою MPLS, сприяє ще більшого поширення цих 
технологій і створює основу для побудови великомасштабних мереж з 
інтеграцією сервісів. 
До цих пір тільки мережі з комутацією каналів могли надавати якість 
обслуговування, гарантовану пропускну здатність і надійність. З появою MPLS 
ситуація змінилася, оскільки ця технологія дозволяє надати порівнянний рівень 
сервісу в мережах IP. Розглянемо за і проти технології MPLS. 
1. Впровадження нових керуючих протоколів часто вимагає внесення 
змін до обладнання LSPизації. MPLS зводить до мінімуму необхідність таких 
змін за рахунок розділення функцій LSPизації та комутації. В результаті 
LSPизація може бути змінена незалежно від комутації. Це значно полегшує 
впровадження нових протоколів LSPизації. 
2. Голос і відео найкращим чином забезпечуються використанням систем 
з комутацією каналів, так як цей вид комутації зводить до мінімуму варіацію 
затримки. MPLS дозволяє спростити контроль за якістю передачі аудіо та відео 
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за рахунок забезпечення заданого класу обслуговування трафіку на транзитних 
вузлах.  
3. MPLS має можливість зарезервувати пропускну здатність і динамічно 
визначати шлях. На відміну від звичайного IP, де потрібно робити спеціальні 
заходи для проходження трафіку до адресата уздовж одного і того ж шляху, 
MPLS вирішує цю задачу автоматично. 
4. MPLS дозволяє при розрахунку Маршрутів враховувати вимоги до їх 
пропускної здатності. 
5. Формування трафіку вимагає встановлення з'єднання, щоб він міг бути 
ідентифікований і потім відповідним чином обслужений. Трафік MPLS містить 
мітку, на підставі якої формування трафіку згідно з потоками здійснюється 
апаратним способом так само легко, як в АТМ. 
6. Програм з високими потребами в найдіності потрібні тверді гарантії 
обслуговування та LSPизації, які можуть надати тільки мережі з комутацією 
каналів. MPLS забезпечує ранжування індивідуальних потоків, щоб у разі збою 
або при відсутності доступною пропускної здатності більш важливі потоки 
мали пріоритет - або за рахунок LSPизації в обхід, або за рахунок закриття 
менш важливих потоків.  
7. VPN необхідні контрольовані ефективні тунелі. Транспорт MPLS не 
читає заголовків пакетів, які їм транслюється. Тому що використовується в цих 
пакетах адресація може носити прихований характер. 
Таким чином перевагами MPLS є: 
1. Відділення процесу вибору LSPу від аналізу IP-адреси (дає можливість 
надавати широкий спектр додаткових сервісів при збереженні масштабованості 
мережі) 
2. Прискорена комутація (скорочує час пошуку в таблицях) 
3. Гнучка підтримка QоS, інтеграція сервісів і віртуальних приватних 
мереж 
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4. Ефективне використання явного LSPу. 
5. Збереження інвестицій у встановлене обладнання - АТМ, Frame Relay 
та інше. 
6. Розподіл функцій між ядром і прикордонної областю мережі. 
 
 1.3. Взаємодія технології MPLS з мережами інших технологій 
 
Для розуміння сутності технології MPLS необхідно зрозуміти відмінність 
між MPLS і IP, яка полягає у способі LSPизації при передачі даних по мережі. 
Завдяки технології IP MPLS-пакети комутуються, а не LSPизуються, що різко 
збільшує швидкість їх передачі. Тому порівняно з іншими технологіями, на базі 
яких також будуються VPN (наприклад, Frame Relay, виділені підключення, 
шифрування трафіку в Інтернет), MPLS є найбільш ефективною для передачі 
IP-трафіку і, відповідно, оптимальна для роботи в мережі IP-орієнтованих 
застосувань. 
Дійсно, при традиційній передачі IP-пакетів використовується IP-адреса 
пункту призначення в заголовку пакету, щоб дозволити кожному LSPизатора 
до мережі приймати незалежне рішення про передачу. Ці послідовні рішення 
базуються на протоколах LSPизації мережевого рівня, таких як протокол 
LSPизації з визначенням найкоротшого LSPу (технологія OSPF) або протокол 
прикордонної LSPизації (технологія BGP). Ці протоколи LSPизації призначені 
для визначення найкоротшого шляху через мережу і не розглядають інші 
фактори, такі як час затримки або перевантаження мережі. На відміну від них 
при технології MPLS створюється модель встановлення з'єднання, що дозволяє 
накладати на традиційну, не орієнтовану на встановлення з ’ єднань, структуру 
ip-мереж на нову архітектуру мережі для організації комутації IP-пакетів. Ця 
архітектура, орієнтована на встановлення як би комутованого з'єднання, яке 
відкриває нові можливості для керування трафіком у IP-мережах.  
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Звідси випливає, що технологія MPLS будується на технології IP, 
поєднуючи інтелект процесу LSPизації, який є основою для роботи Інтернету і 
сучасних ip-мереж, з високою продуктивністю процесу комутації. Крім 
застосовності MPLS в організації ip-мереж, дана технологія буде поширюватися 
на більш загальні застосування в узагальненій формі MPLS (GMPLS) з областю 
застосування в оптичних мережах і мережах з тимчасовим поділом каналів 
(TDM).  
Крім того, технологія MPLS є синтезом технологій рівня 2 (АТМ, Frame 
Relay, Ethernet) і LSPизації рівня 3 пакетних мереж. Незважаючи на те, що 
технологія MPLS розробляється і позиціонується як спосіб побудови 
високошвидкісних IP-магістралей, однак сфера її застосування не обмежується 
протоколу IP, а поширюється на трафік будь-якого мережевого протоколу, який 
підлягає LSPизації. 
Технологія MPLS тісно пов'язана з протоколами LDP, CR-LDP, RSVP, 
RSVP-TE, OSPF, BGP-4, IS-IS, GMPLS, які припускають наявність приватної 
мережевої служби. Тобто там, де до складу входять віртуальні приватні мережі 
(VPN). 
MPLS базується на IP, тому його впровадження повинно бути не 
складніше, ніж будь-якого іншого протоколу на базі IP. Однак потрібно 
враховувати кілька важливих моментів. Зокрема, кожен LSPизатор по шляху 
LSP повинен підтримувати протокол MPLS. 
Одна з основних проблем протоколи LSPизації з фіксацією шляху, такого, 
як MPLS полягає в переривання обслуговування при збої. Проте багато 
виробники розробляють алгоритми й протоколи для зведення до мінімуму 
можливість переривання.  
На даний момент ведуться роботи над визначенням механізмів 
оптимізації Маршрутів, щоб LSP можна було динамічно змінювати без втрат 
трафіку. Разом з тим протокол CR-LDP має механізми для реалізації динамічної 
зміни LSP по запросу оператора або при зміні параметрів LSP, таких, як вимоги 
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до пропускної здатності, якості обслуговування або інших обмежень. Ці 
механізми часто характеризуються як «відкриття до розриву», оскільки нове 
підключення встановлюється до того, як буде розірвано існувало.  
Інші нововведення спрямовані на рішення проблем LSPизації з 
урахуванням обмежень на проходження інформації через кордони автономних 
систем (Autonomous System, AS). В даний час вони пронизуються тунелями CR-
LDP або RSVP, але з втратою переваги обчислення шляху по обидві сторони 
AS. Це пов'язано з тим, що в цілях транспортування інформації про пропускної 
здатності через мережу наявні протоколи використовують OSPF та IS-IS, але за 
межі AS дана інформація не передається[6].  
В ідеалі програмне і апаратне забезпечення MPLS буде реалізовуватися в 
центральній частині мережі і розповсюджуватися зовні або, як варіант, уздовж 
переважної LSPу першого LSP і в сторони від нього. Програмне забезпечення 
MPLS спочатку буде встановлюватися на високошвидкісних комутаторах АТМ, 
вже наявних у більшості накладених мереж. Для цього комутатори АТМ 
повинні будуть функціонувати як Маршрутизатори ще до того, як MPLS буде 
активовано. Поступово, з появою нових високошвидкісних LSPизаторів з 
підтримкою MPLS на інших інтерфейси, що комутує ядро можна буде 
нарощувати з допомогою включення багато інших типів каналів і розширювати 
по мірі необхідності - не тільки на ті області, де використовується АТМ. 
Технологія MPLS дуже перспективна. І хоча роботи в цьому напрямі ще 
не завершена, багато компанії, такі як Cisco Systems, Nortel Networks і Ascend 
(підрозділ Lucent), вже практично використовують рішення на базі MPLS, а 
постачальники послуг AT&T, Hongkong Telecom, vBNS і Swisscom оголосабо 
про впровадження й експлуатації мереж MPLS[8]. 
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1.4. Формулювання цілей і завдань дослідження 
 
Сьогодні перспективність технології MPLS не викликає сумніву. Вона 
має переваги перед іншими технологіями і на магістральних мережах, і на 
мережах доступу, і при створенні віртуальних приватних мереж, і при 
забезпечення сумісності вже розгорнутих мереж ТDM, АТМ, Frame Relay та 
інших з мережами на базі протоколу IP. 
Розгортання та практична експлуатація мереж MPLS вимагає розробки 
математичного апарата, що дозволяє розраховувати основні показники 
функціонування мереж MPLS і оцінити їх відповідність необхідним нормам. На 
сьогоднішній день багато операторів зв'язку отримують велику частину доходу 
за рахунок обслуговування навантаження реального часу - голосу, відео та ін. 
Тому в першу чергу доцільно розвивати математичний апарат для оцінки саме 
даного типу навантаження.  
Виходячи з вищевикладеного можна сформулювати мета роботи - 
розробка методів оцінки якості обслуговування і пропускної здатності 
тунельованої мережі MPLS при обслуговуванні навантаження реального часу, 
що дозволяють забезпечити визначення ступеня відповідності якості 
обслуговування абонентів у мережі нормативним значенням і визначити 
необхідні матеріально-технічні витрати на розгортання мережі з необхідної 
пропускною здатністю. 
Звідси випливають наступні основні задачі дослідження: 
1.аналіз стану та перспектив розвитку технологій сучасних 
телекомунікаційних мереж. 
2. Аналіз існуючих методів розрахунку необхідної продуктивності гілок 
телекомунікаційних мереж. 
3. Аналіз існуючих методів оцінки пропускної здатності 
телекомунікаційних мереж. 
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4. Розробка математичної моделі функціонування тунельованої мережі 
MPLS. 
5. Розробка моделі функціонування тунельованої мережі MPLS в процесі 
обслуговування навантаження реального часу. 
6. Розробка методу розрахунку необхідної продуктивності гілок 
тунельованої мережі MPLS для забезпечення заданої пропускної здатності 
напрямків зв'язку. 
7. Розробка методу оцінки якості обслуговування абонентів тунельованої 
мережі MPLS. 
Висновки до розділу: 
1. Головна особливість технології MPLS полягає у відділенні процесу 
комутації пакету від аналізу IP-адреса в його назві (додавання тегів), яке 
відкриває ряд можливостей при яких IP-пакети комутуються, а не LSPизуються, 
що різко збільшує швидкість їх передачі. 
2. Технологія MPLS дозволяє ефективно вирішувати ряд завдань: 
• прискорювати просування пакетів за рахунок заміни на магістралі 
мережі LSPизації на комутацію; 
• вирішувати завдання Traffic Engineering, тобто конструювати шляху 
проходження трафіку через мережу так, щоб добитися максимально 
ефективного використання LSPизаторів і каналів зв'язку; 
• забезпечувати необхідні параметри якості обслуговування (QоS) за 
рахунок резервування пропускної здатності для трафіку, який проходить по 
коліях MPLS; 
• будувати масштабовані віртуальні приватні мережі (VPN). 
3. Область застосування технології MPLS постійно розширюється. 
З'явабося перспективи перенесення методів вибору і встановлення шляхів, на 
первинні транспортні мережі, такі як SDH, СWDM і DWDM, за допомогою 
стандарту Generalized MPLS (GMPLS). 
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РОЗДІЛ 2. РОЗРОБКА МОДЕЛІ ФУНКЦІОНУВАННЯ ТЕНУЛЬОВАНОЇ 
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2.1. Аналіз узагальненої моделі функціонування телекомунікаційної 
системи 
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2.1. Узагальнена модель функціонування телекомунікаційної системи 
 
Лише 10-20 років тому мережі передачі даних, голосу й відео будувалися 
незалежно друг від друга, базувалися на різних технологіях й інфраструктурах. 
Стрімке зростання пропускної здатності мережі Інтернет, передача голосу з 
використанням технології ІP-телефонії, висока щільність покриття території 
країни мережами мобільного зв'язку, поява послуг, для реалізації яких потрібні 
різні значення параметрів якості обслуговування, - все це привело до 
необхідності розробки й впровадження нових технологій. Їхнім основним 
завданням є надання широкого спектра послуг. Внаслідок цього ми можемо 
спостерігати розширення можливостей надання широкого спектра 
різноманітних послуг за рахунок конвергенції різних видів і типів мереж. 
Внаслідок цього ми можемо спостерігати розширення можливостей надання 
широкого спектра різноманітних послуг за сче 
У загальному випадку, під конвергенцією розуміють злиття мереж 
передачі мови й відео з мережами передачі даних, і в першу чергу з Інтернет, з 
метою надання однакового набору послуг користувачам будь-якої мережі. І 
хоча сьогодні між окремими видами комутації бачиться більше розходжень, 
ніж подібності, уже завтра ситуація зміниться. 
Як  альтернатива побудови роздільних по видах інформації 
телекомунікаційних мереж запропонована концепція побудови мереж зв'язку 
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наступного покоління NGN, що припускає передачу всіх видів трафіка від 
мереж різного типу в єдиному виді. Таке рішення дозволяє відмовитися від 
дублюючих один одного мереж, а в перспективі дозволить впроваджувати нові 
послуги, забезпечуючи виконання їхніх специфічних вимог до пропускної 
здатності і якості обслуговування. 
Таким чином, ми приходимо до мультисервисной телекомунікаційної 
системи, що об'єднає в собі звичайну телефонну мережу, стільниковий зв'язок, 
Інтернет, ІP-телефонию, кабельне телебачення, послуги інтелектуальних мереж, 
доступ до інформаційних ресурсів, одержання аудио- і відео-програм і багато 
чого іншого. Один з можливих варіантів побудови такий мультисервисной 
телекомунікаційної системи, представлений на рис. 2.1. 
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Рис. 2.1. Аріхтектура мультисервісної мережі 
Всі переваги, які дає мультисервисная система, можна підрозділити на 
можливості для користувача й можливості для оператора. 
З погляду  користувача вона дає такі переваги: 
- можливість одержати набір послуг за допомогою одного термінала, 
включеного в одну мережу; 
42 
 
- мати єдиний договір з оператором на весь комплекс послуг й, як 
наслідок, економію засобів у порівнянні з використанням декількох різнорідних 
служб електрозв'язку. 
Операторові мультисервисная система дозволить: 
- спростити побудова мережі, завдяки чому зникне необхідність мати 
кілька різних мереж для різних служб; 
- підвищити ефективність використання дорогих засобів і споруджень, що 
дозволить знизити тарифи; 
- розширити набір послуг,  надаваних для користувачів; 
- підвищить гнучкість мережі при впровадженні нових послуг і служб; 
- підвищити конкурентноздатність. 
Останнім часом  найбільше стрімко росте трафик передачі даних. У 
зв'язку із цим, процес конвергенції розглядається на базі засобів пакетної 
передачі даних, а саме: на базі протоколу ІP. 
Аналіз завдань, рішення яких покладає на телекомунікаційні системи й 
мережі, дозволяє віднести їх до класу складних систем. Відповідно до  наявним 
у науково-технічній літературі визначенням цих систем [7,10,12,15], їм 
властивий ряд властивостей, основними з яких є: 
- різнорідність складових елементів, кожний з яких вирішує своє 
приватне завдання в рамках єдиної мети функціонування всієї системи; 
- складність взаємозв'язків між елементами системи і  їхніх параметрів, 
що описують; 
- багатоплановість рішення завдань; 
- випадковий характер    процесів, що протікають у системі; 
- многопараметрическое опис системи; 
- залежність якості функціонування системи від безлічі різнорідних   
фактів, що впливають, і т.д. 
Численні дослідження показують [6,20], що систему розглянутого класу 
практично неможливо точно описати й пророчити її поводження в кожен 
заданий момент часу. 
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Тому найбільш прийнятним способом, що дозволяє дати опис такої 
системи, є математичне моделювання. При цьому під моделлю розуміється 
математичний опис процесу функціонування мережі, що відбиває основні 
властивості й показники її функціонування, що представляють інтерес для 
проведених досліджень. 
При побудові моделі доцільно дотримуватися наступних принципів: 
1. Кінцівка математичного опису. Даний принцип припускає, що в кожен 
момент часу повинна оброблятися інформація про кінцеве число змінних 
станів. 
2. Иерархичность математичного подання. Даний принцип пов'язаний з 
розбивкою досліджуваної ТС на кілька ієрархічних рівнів із властивим ним 
математичним описом. 
3. Модульність математичного опису. Реалізація цього принципу 
припускає закінченість математичного опису на кожному рівні. 
4. Еквівалентність математичного подання. Даний метод відбиває той 
факт, що кожне з наступних за рівнем розгляду описів процесів повинне 
приводити до спрощення всіх властивостей системи, крім підметів 
дослідженню. 
Відповідно до  існуючого досвіду моделювання складних систем, 
досліджувані процеси представляються у вигляді блоків, кожний з яких 
відбиває специфіку функціонування розглянутого рівня опису. При цьому 
математичні моделі технічних-організаційно-технічних систем прийнято 
становити по реально реалізованим функціонально відособленим 
компонентамам даної системи, з обліком    факторів, що впливають на них. 
Аналіз процесу функціонування складних телекомунікаційних систем 
дозволяє виділити чотири компоненти: телекомунікаційну мережу, систему 
забезпечення заданих показників функціонування телекомунікаційної мережі 
(СОПФ), система керування доставкою повідомлень (СУДС) і    фактори, що 
впливають на них. 
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ТС є об'єктом керування і являє собою сукупність функціонально 
зв'язаних і взаємодіючих між собою й абонентами елементів. СУДС являє 
собою сукупність органів й об'єктів керування. СУДС виступає у двоякому 
виді. З одного боку, для телекомунікаційної мережі, це сукупність органів 
керування. З іншого боку, для СОПФ вона виступає в ролі об'єкта керування. 
Між цими компонентами здійснюється постійний інформаційний обмін. 
Від об'єктів керування передається інформація про стан елементів, їхньому 
завантаженню, якості обслуговування абонентів, відхиленні значень основних 
показників від необхідних норм. В органах керування ця інформація 
обробляється, і у зворотному напрямку передаються відповідні команди, що 
дозволяють знизити вплив негативних процесів. 
У процесі функціонування, як на органи, так і на об'єкти керування 
впливають різного роду фактори. При цьому характер такого впливу може 
проявлятися різним образом. 
Фактори, що визначають характер функціонування ТС, можна розділити на три 
групи [11,18]: 
- пов'язані із плановими морфологічними змінами мережі (n1, 
n2,...,ni,...N; m1, m2,..., mi...M) - розгортання й згортання елементів 
мережі, уведення в експлуатацію й переміщення КЦ, зміни структури 
мережі й т.д.; 
- обумовлені виходом з ладу елементів керованої ТС, внаслідок 
агресивних впливів зовнішнього середовища й технічних відмов (1, 
2,...,i,...) - поразка елементів або ділянок мережі, виникнення 
несправностей у засобах зв'язку; 
- обумовлені потребами абонентів в інформаційному обміні 
(1,2,...,i,...) - зміна интенсивностей інформаційних потоків і часу 
обслуговування заявок. 
У процесі функціонування ТС між її елементами, що є об'єктами 
керування, і СУДС, що містить органи керування, здійснюється інформаційний 
45 
 
обмін, що характеризується наявністю різного типу даних. Так від об'єктів 
керування в органи керування можуть передаватися наступні дані: 
- про відновлення режиму нормального функціонування елементів 
мережі (h1,h2,...,hi,...H); 
- про поразку елементів ТС і виникаючих технічних відмовах, що 
ведуть до погіршення якості функціонування напрямків зв'язку 
(j1,j2,..,ji,...J) - вихід з ладу елементів або ділянок мережі, систем 
передачі, лінійного й станційного встаткування КЦ, експлуатаційні 
помилки й ін.; 
- про зниження показників якості обслуговування абонентів різних 
категорій (q1,q2,..,qi,..Q) - перевищення величини втрат і збільшенні 
часу доставки повідомлень у напрямках або на гілках мережі в 
порівнянні з нормованими значеннями, збільшення інтенсивності 
вступник навантаження. 
Від органів керування на об'єкти керування можуть передаватися наступні 
команди: 
- на систему керування доставкою повідомлень (u1,u2,...,ui,...U)- про 
необхідність корекції програм роботи керуючих пристроїв КЦ із метою зміни 
порядку вибору шляхів передачі інформації в напрямках зв'язку; 
- на елементи телекомунікаційної мережі (s1,s2,..,si,...S) - про 
необхідність видачі результатів контролю їхнього технічного стану; 
- на керуючі пристрої КЦ (b1, b2,..., bi,...В) - з метою здійснення 
перемикань на КЦ, що забезпечують маневр каналами й трактами, для 
підтримки заданої пропускної здатності або живучості напрямків зв'язку 
керованої мережі; 
- на використання необхідних резервних сил і засобів (v1,v2,...,vi,...V) - 
для відновлення ушкоджених елементів або ділянок мережі; 
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- на систему керування доставкою повідомлень (d1,d2,...,di,...D) - про 
необхідність введення або скасування певних додаткових видів обслуговування 
й категорій пріоритету. 
Функціонування телекомунікаційної системи в процесі обслуговування 
інформаційних потоків можна представити у вигляді узагальненої моделі, 
представленої на рис. 2.2. 
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Рис. 2.2 Узагальнена модель ТКС 
Аналіз узагальненої моделі показує, що на процес функціонування ТС 
впливає  безліч різнорідних факторів. Облік даних факторів, зниження їхнього 
негативного впливу, використання можливостей адаптації до змін на мережі за 
допомогою оперативного переформування плану розподілу навантаження 
дозволить підвищити ефективність функціонування ТС і знизити витрати на 
створення й експлуатацію мережі. 
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2.2. Розробка моделі функціонування тенульованої мережі MPLS 
 
Телекомунікаційна мережа ставиться до класу складних систем [11 ] й її 
опис, подання математичною моделлю, з урахуванням особливостей її 
функціонування є досить складним завданням. З теорії системного аналізу 
відомо, що будь-яка система може бути представлена за допомогою сукупності 
елементів системи й зв'язків які їх поєднують [6,13,22]. Графічно будь-яка 
складна телекомунікаційна система може бути представлена графом ),( MNG , 
де N   - вузли (комутаційні центри), а M  - гілки мережі або пучки каналів, які 
їх з'єднують.  
При математичному описі ТС необхідно, аналізувати сукупність гілок у 
кожному шляху передачі інформації  ),1,( Nji
ijg
  й сукупність шляхів у 
кожному напрямку зв'язку ),1,( Njigij  . Використання теорії графів 
дозволяє виконати дану процедуру, а саме: 
- при використанні мінімальних  коефіцієнтах, що зважують, на ребрах 
графа; 
- по мінімальній кількості ліній (ребер) або кількості транзитних вузлів, 
у шляху встановлення з'єднання ;     
- за допомогою спрощений симплекс методу визначити найбільш 
економічні по якому-небудь параметрі шляху;     
- представити граф у вигляді модифікованої матриці связности й 
методом послідовного зведення матриці в ступінь, визначити всю 
сукупність шляхів передачі інформації в напрямках зв'язку. 
Однієї з найбільш важливих характеристик мережі, є її пропускна 
здатність. У класичному розумінні пропускна здатність - це здатність мережі 
обслуговувати заданий обсяг навантаження в одиницю часу, в усіх напрямках 
зв'язку, при виконанні вимог по якості обслуговування, які задані по кожному із 
цих напрямків.  
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Ряд авторів у своїх роботах, наприклад Г.Б. Давидов, В.Г. Рогинский, В.А. 
Толчан, пропускну здатність шляхів або ємність безлічі шляхів визначають 
пропускною здатністю перетину (квазисечения), що має мінімальну пропускну 
здатність або канальну ємність для заданої безлічі шляхів.  
Даний підхід не зовсім коректний тому, що: 
1. У реальних системах на елементи мережі впливають, і повинні аналізуватися   
)1( N потоків, тобто всі потоки, які функціонують у мережі . 
2. Така модель не враховує імовірнісні процеси, які протікають у ТКС, а саме 
нерегулярність потоків заявок, які надходять на обслуговування в мережу. 
3. У представленій моделі відсутній показник якості обслуговування 
навантаження, а це відразу переводить показник пропускної здатності в розряд 
показника функціонуючого навантаження. 
Тому, для адекватного подання процесів у реальній мережі, повинна 
використатися модель, що містить у собі всі перераховані особливості. Рішення 
даної проблеми, можливо при використанні математичного апарата систем 
масового обслуговування.  
Для системи масового обслуговування необхідно визначити показники 
якості обслуговування, які дозволяють судити про її придатність до виконання 
покладених функцій, і вибрати оптимальне значення параметрів системи. А 
саме, при рішенні завдання синтезу, необхідно визначити мінімальне число 
обслуговуючих приладів у гілках мережі (число логічних каналів у гілках, 
продуктивність гілок або необхідна сумарна швидкість передачі в гілках 
мережі)  [15,33,41], що забезпечують обслуговування вступник у мережу 
навантаження із заданими показниками якості. Тобто реальна якість 
обслуговування в мережі перебуває в межах необхідних норм. 
Для мереж, що обслуговують навантаження реального часу, як правило, 
як  модель використаються СМО з явними втратами. У цьому випадку 
показником якості обслуговування може виступати величина q- імовірність 
обслуговування, тобто  ймовірність надання для обслуговування логічного 
каналу з необхідною швидкістю передачі. На практиці, звичайно нормується й 
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використається зворотна величина р = 1- q. Це ймовірність відмови в наданні 
для обслуговування логічного каналу з зі швидкістю передачі. Або величину р 
= 1- q називають просто ймовірністю втрат.  
Відповідно до класифікації систем масового обслуговування (СМО) і 
відповідно до  символіки по Кендалу [6,19], дана система буде мати вигляд: 
),0///( VMM  
де: 
М - експонентний розподіл між моментами надходження заявок;    
М - розподіл тривалості заняття приладів підлеглий експонентному закону;    
V - кількість обслуговуючих каналів у мережі;  
0 - відсутність черги, тому що використовувана система із втратами;  
Проведемо аналіз процесу функціонування дванадцяти вузлової мережі, 
структура якої представлена на рис. 2.2 
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Рис 2.2 Граф моделі ТКС 
Зробимо перший етап формалізації опису мережі. Для цього гілки мережі 
представимо її у вигляді сукупності систем масового обслуговування. Тоді 
модель М/М/V/0 даної мережі буде мати вигляд, представлений на рис. 2.3. 
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Рис. 2.3 Розподілення показників в мережі 
Розглянемо поводження даної моделі в умовах, що відбивають реальні 
умови експлуатації телекомунікаційних мереж. 
Показник якості  ),( ZVfp 
 
має нелінійну характеристику зміни залежно 
від  параметрів V й Z. Крім того, зміна даного параметра хоча б в одній гілки 
мережі приводить до перерозподілу навантаження, практично, в 60 % 
напрямках зв'язку. І, отже, модель дуже чутлива до змін розглянутих 
показників і параметрів у будь-якій крапці мережі.  
Для кожного напрямку зв'язку може бути складене розрахункове 
вираження визначення показника якості обслуговування. Якщо в напрямку 
тільки один шлях, що має До гілок, то ймовірність втрат Pіj у такому напрямку 
зв'язку визначається в такий спосіб: 



k
n
m
p
ij
P
n
1
)1(1
 
Якщо в напрямку зв'язку є χ  незалежних шляхів, то показник якості 
обслуговування Pіj дорівнює: 
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Слід зазначити, що телекомунікаційна мережа складається із сукупності 
напрямків зв'язку. До кожного напрямку зв'язку можуть пред'являтися свої 
специфічні вимоги по надійності функціонування, пропускній здатності і якості 
обслуговування. Тому процес визначення й оцінки відповідності основних 
показників функціонування мережі, таких як пропускна здатність, надійність, 
живучість, якість обслуговування виробляється в три етапи: 
1. Визначення основних показників функціонування мережі окремо для 
кожного напрямку зв'язку. 
2. Облік взаємного впливу напрямків зв'язку один на одного. 
3. Загальний висновок про відповідність параметрів функціонування мережі 
заданим вимогам. 
Як показують численні дослідження, аналіз процесу функціонування 
доцільно починати з напрямків зв'язку, що мають найбільш тверді вимоги до 
показників функціонування. Крім того, телекомунікаційна мережа є 
багатофазної, багатолінійною, розімкнутої (заявки залишають систему після 
обслуговування) системою. Подальша деталізація моделі функціонування 
мережі, представленої на рис.2.3, з урахуванням багатофазності, 
многолинейности й розімкнення досліджуваної системи, дозволяє перейти до 
моделі, представленої на рис. 2.4 
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Рис. 2.4 Функціональна модель НЗ мережі MPLS 
 
Варто мати через, що для тенульованої мережі MPLS кожна багатофазна 
горизонталь моделі, відбиває один тунель (один шлях передачі інформації) 
досліджуваного напрямку зв'язку (рис. 2.5). 
 
Рис. 2.5 Організований тунель мережі MPLS 
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Якщо в напрямку зв'язку кілька шляхів передачі інформації, то кожний з 
них буде являти собою тунель на базі сукупності встаткування, аналогічно 
представленому на рис.2.5. Для того, щоб показники функціонування напрямків 
зв'язку були близькі до оптимальних значень, бажано використати незалежні 
шляхи. 
Розглянемо процес функціонування напрямку зв'язку відповідно до  
моделі, представленої на  рис. 2.4. 
Кожна гілка мережі MPLS є многоканальной системою масового 
обслуговування, тому що складається із сукупності тунелів різних напрямків 
зв'язку. А кожен тунель складається із сукупності віртуальних каналів. Кожен 
шлях (тунель) у напрямку зв'язку складається з декількох гілок. Звідси й треба 
багатолінійність СМО. При цьому в кожному напрямку зв'язку з метою 
забезпечення високої надійності і якості обслуговування, як правило, 
передбачається кілька шляхів передачі інформації. 
Порядок обслуговування вступників заявок наступний. Спочатку заявка 
надходить на обслуговування в шлях (тунель) першого вибору, що є 
найкоротшим і використає мінімальний ресурс мережі. Заявки, що одержали 
відмову в обслуговуванні на шляху першого вибору, надходять на шлях 
другого вибору й т.д. 
Слід зазначити що, такий же принцип функціонування властивий для всіх 
інших напрямків зв'язку. При цьому необхідно враховувати взаємозалежність 
різних напрямків, тому що вони можуть використати одні й тієї ж гілки в 
процесі обслуговування заявок по шляхах перших і наступних виборів. 
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2.3. Показники функціонування телекомунікаційних мереж 
 
Для опису телекомунікаційних мереж можуть використатися три групи 
показників [22,47,60]:  
- морфологічні; 
- характеристики функціонування; 
- економічні. 
Морфологічні характеристики мереж зв'язку. 
До морфологічного ставляться характеристики, що описують 
телекомунікаційні мережі з погляду  їхнього складу, конфігурації й 
взаємозв'язку елементів. Такими характеристиками є: структура, топологія й 
стереологія [22,56]. Найчастіше  при дослідженнях використаються структурні 
характеристики мереж. 
Під структурою мережі розуміється характеристика, що описує взаємозв'язок 
комутаційних центрів, що забезпечують розподіл потоків інформації в 
напрямках зв'язку, незалежно від фактичного розташування елементів мережі 
на місцевості [29,35,41]. Звичайно на структурах мереж показуються тільки ті 
КЦ, які забезпечують оперативну комутацію. При створенні баз даних для 
обслуговування й експлуатації мереж, при проектуванні мереж, при рішенні 
специфічних завдань, пов'язаних з розгортанням і нарощуванням базових 
мереж, на структурах можуть бути показані КЦ із комутацією, які здійснюють 
виділення й розподіл каналів в інтересах більших груп користувачів або інших 
операторів зв'язку. 
Структура телекомунікаційних мереж може бути задана числом 
комутаційних центрів N, кількістю гілок М и потужністю гілок V. Під 
потужністю гілок варто розуміти їхня продуктивність у ширині смуги 
пропущення, у числі фізичних або віртуальних каналів. Основними формами 
опису структури мереж зв'язки є графи, матриці й схеми взаємозв'язку 
[15,48,75]. 
Схема взаємозв'язку може мати вигляд, представлений на рис. 2.6. 
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Рис. 2.6 Схема взаємозв’язку 
Основні переваги такого подання структури: 
- наочність: 
- компактність зображення при відбитті всіх основних параметрів: 
- при наявності в мережі однобічних каналів, гілки показуються на схемі 
зі стрілками.  
У процесі різних досліджень структуру мереж зручно представляти у 
вигляді графа. Тоді як  інструмент дослідження може бути використаний 
математичний апарат теорії графів.. 
Запис граф G(N, M) - це кінцева непуста безліч вершин N і ребер М. При 
цьому N відповідає числу комутаційних центрів у мережі, а М - єднальної ці КЦ 
галузям. Граф називається позначеним, якщо його вершини й ребра мають деякі 
відмітні друг від друга напису. 
Якщо існує ребро mіj, то говорять що вершини nі й nj суміжні. Ребро mіj є 
инцидентным для вершин nі і nj. 
При наявності в графі орієнтованих ребер, позначених стрілками, граф 
називається орієнтованим. 
Підграфом графа G(N, M) називається граф G1(N1, M1), для якого N1 N, 
M1 M.  
Та сама   структура мережі може бути зображена різними ізоморфними 
графами. Дві графи називаються ізоморфними, якщо між їхніми безлічами 
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вершин і ребер існує однозначна відповідність. На рис.3.2 графи G (N, M) і Г 
(N, М ) ізоморфні, якщо є відповідність вершин nі nі1 і ребер mіj mіj1. 
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Рис. 2.7 Структура ізоморфних графів 
Важливими поняттями в мережах зв'язку є поняття LSPу (шляхи) і 
связности графів. 
LSPом   у графі називається  послідовність, що чергується, вершин і 
ребер. Ця послідовність починається й кінчається вершиною. При цьому кожне 
ребро послідовності инцидентно двом вершинам. Тому що будь-яке ребро 
графа позначається через   вершини, що зв'язують їм,,  = n1n2n3...nk-
1nk,, де nkN. На рис. 2.7 одним зі шляхів між вершинами n1 й n3 є 
{ n1, n2, n3}k                                                                     (2.1) 
Шляхи в графі можуть бути незалежними й залежними [81,133]. При 
наявності двох будь-яких шляхів  1 й  2, що належать одному напрямку зв'язку, 
безвідносно до їхньої взаємної залежності повинне виконуватися умова 
n1(1)=n1(2 ) и nk(1)=nk(2 ). 
Вважається, що шляхи  1 й  2 є незалежними, якщо ni (1)N (2 ) и 
ni (2)N (1). Тобто  для незалежних шляхів перетинання складових їхніх 
підмножин N (1)/N (2 )=,, а для залежних N (1)/N (2)= N (2)N (1).  
Шлях називається простим ланцюгом, якщо всі його вершини різні. 
Замкнутий ланцюг називається циклом. Тоді { n1, n2, n3 }   називається 
ланцюгом, а { n1, n2, n3, n1} - простим циклом. 
Граф називається зв'язаним, якщо будь-яка пара його вершин з'єднана 
простим ланцюгом.  
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Довжиною шляху у графі називається число вхідних у нього ребер. 
Довжина найкоротшого шляху між двома вершинами графа є мінімальну 
відстань між цими вершинами, виражена в числі ребер. Позначається d i j( , ) .  
Для графа, представленого на рис. 2.7 довжина найкоротшого шляху між 
вершинами n1 й n3 дорівнює   .2)3,1( d  
Діаметром графа D називається мінімальна відстань між найбільш 
вилученими вершинами:  
 D i j
i j
 min max ,
,  
Діаметр графа, представленого на рис. 2.7, дорівнює D=2. 
З кожною вершиною графа зв'язане число - ступінь вершини, рівне числу 
инцидентных ребер deg nі: 
degn
i
i
M


1
=2N. 
При deg nі = 2N/M = a граф є однорідним ступеня  . Величина 
deg /n M a
i
i
M







1  
називається середнім ступенем вершини графа, де [x] - ціла частина  величини 
х. Якщо deg nі = 1, то вершина оконечная.  
Будь-який граф може характеризуватися перетином. Перетин графа 
G(N,M ) по вершинах nі являє собою  N (c ) N вершини, видалення яких 
приводить до утворення незв'язних подграфов G(H) і G(N -H-N (c )). 
Максимальне число Пmax(i,j) незалежних шляхів у напрямку зв'язку Jij=Jji 
визначається співвідношенням: 
Пmax(i,j)N (c )min(i,j), 
де  i G H ( ) , 
jG(N-H-N (c )). 
Мінімальне число елементів {nk}, видалення яких приводить до розриву 
связности графа G(N,M), утворить його мінімальний перетин. 
Сукупність ребер, видалення яких приводить до утворення двох не-не-
залежних подграфов G(H) і G(N-H-N (c )), називається реберним перетином. 
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Мінімальне число ребер, видалення яких порушує связность графа, називається 
мінімальним перетином по ребрах - N(c)mіn. Як і при розгляді N (c )іj перетин 
по ребрах прив'язують до відповідного напрямку Jіj зв'язку - N (c )іj.  
Подання структури у вигляді графа є зручним при моделюванні 
комбінаторних властивостей мереж зв'язку, при математичних перетвореннях з 
метою одержання яких або еквівалентних параметрів. 
В аналітичних методах, застосовуваних для опису структур мереж зв'язку, 
зручно використати матричні форми [28,35,108] їхнього подання. Із цією метою 
можуть бути використані матриці связности ||A||, потужностей гілок ||V|| й 
инциденций ||B||. Матриці ||A|| й ||V|| мають розмірність N N: 
A=
a a a a
a a a a
a a a a
a a a a
j N
j N
i i ij iN
N N Nj NN
11 22 1 1
21 22 2 2
1 2
1 2
... ...
... ...
... ... ... ... ... ...
... ...
... ... ... ... ... ...
... ...
, V=
V V V V
V V V V
V V V V
V V V V
j N
j N
i i ij iN
N N Nj NN
11 12 1 1
1 22 2 2
1 2
1 2
... ...
... ...
... ... ... ... ... ...
... ...
... ... ... ... ... ...
... ...
. 
Елемент матриці може приймати наступні значення: 
a
КЦ КЦ
КЦ КЦ
ij
i j
i j




1
0
, ;
, .
если  и  соединены ветвью
если  и  не соединены ветвью
 
Элемент ij  представляет собой параметр мощности, равный количеству 
каналов в гілці mij. 
Если ij=ji, то матрицы могут быть записаны в треугольной форме: 
A=
a a a a
a a a
a a
a
j N
j N
ij iN
NN
11 22 1 1
22 2 2
... ...
... ...
... ... ... ...
...
... ...
, V=
V V V V
V V V
V V
V
j N
j N
ij iN
NN
11 12 1 1
22 2 2
... ...
... ...
... ... ... ...
...
... ...
. 
Слід зазначити, що 
aij,Vij = 
0,  если внутренняя связь между абонентами КЦ  отсутствует 
     или не рассматривается;
> 0,  если внутренняя связь есть.
i




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Матрицею инциденций, називається матриця   розмірності N   M, елементами 
якої є: 
bij = 
1,  если ветвь  инцидентна ;
0,  если ветвь  не инцидентна .
m n
m n
ij i
ij i



. 
Між матрицями связности й инциденций того самого   графа існує 
взаємно однозначна відповідність 
A=BTB-2I, 
где  BT – транспортированная матрица инциденций; 
I – одинична матриця розміром MM  . 
Використовуючи математичний апарат теорії матриць можна досить 
строго й повно досліджувати принципи побудови й можливості мереж зв'язку 
різного виду. 
 
 
2.4. Характеристики функціонування телекомунікаційних мереж 
Характеристики функціонування описують ступінь відповідності 
телекомунікаційної мережі своєму цільовому призначенню. До основних 
характеристик даного типу ставляться [19,33,65,89]: 
- пропускна здатність; 
- живучість; 
- функціонуюче навантаження; 
- надійність функціонування; 
Пропускна здатність телекомунікаційної мережі визначає обсяг 
навантаження, що може бути переданий від джерел до споживачів при 
виконанні вимог до заданих показників якості обслуговування [45,46,106]. 
Таким чином, пропускна здатність повинна виражатися через два параметри: 
величину Yі інтенсивності виконує навантаження, що, і задана якість 
обслуговування pіj у кожному напрямку зв'язку. 
Як уже було відзначено вище, телекомунікаційна мережа й складові її 
напрямку зв'язки є багатофазними многолинейными системами масового 
обслуговування. Тут інтенсивність виконаного навантаження Yіj може бути 
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виражена через інтенсивність виконаного потоку вхідних заявок Cіj у кожному 
напрямку зв'язку й середній час обслуговування tc цих заявок, тобто Yіj= Cіj tc 
[8,110]. Якість обслуговування заявок обумовлюється прийнятим на мережі 
способом обслуговування.  
У телекомунікаційних мережах, що обслуговують навантаження 
реального часу (наприклад, мова) у більшості випадків приймається 
[2,24,29,108] спосіб обслуговування заявок із втратами, для якого показником 
якості є величина p - імовірність відмови в обслуговуванні через відсутність 
можливості надання споживачеві ресурсу необхідного обсягу. Якщо в напрямок 
зв'язку Jіj значення інтенсивності вступник навантаження дорівнює Zіj, то 
пропускна здатність даного напрямку дорівнює 
Yij (pij)= Zij (l-pij,).                                                                        (2.2) 
Пропускна здатність телекомунікаційної мережі оцінюється за 
результатами функціонування кожного напрямку зв'язку. Відповідно до  
визначення пропускної здатності, вона є характеристикою телекомунікаційної 
мережі, її напрямків і гілок зв'язку. При цьому параметри пропускної здатності 
не залежать від значень інтенсивності вступник навантаження Zіj. 
У завданнях оцінки параметрів телекомунікаційної мережі чисельне 
значення пропускної здатності Yіj(pіj) може бути отримане з вираження 
[108,133]: 
Y(P)=   
 
N
i
N
j
ijij pY
1 1
,                                                             (2.3) 
где: N – число коммутационных центров в сети; 
Yij(pij) – значение пропускной способности направления зв’язку Jij. 
У завданнях контролю за функціонуванням телекомунікаційної мережі 
оцінка значень параметрів цієї характеристики займає одне із провідних місць. 
При цьому можуть проводитися безпосередні виміри як величини Yіj, так і 
величини pіj. Як треба з визначення пропускної здатності і  його вираження, що 
розкриває (2.3), основним елементом керованої мережі, по якому здійснюється 
оцінка параметрів розглянутої характеристики є напрямок зв'язку.  
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Гілки телекомунікаційних мереж, у більшості випадків, забезпечують 
обслуговування навантаження різних напрямків зв'язку. При цьому, реальна, 
так називана функціонуюче навантаження мережі Yф, перевищує (іноді 
істотно) пропускну здатність мережі. Відповідно до  визначення [108,113], 
чисельне значення функціонуючого навантаження може бути розраховане в 
такий спосіб: 
Yф= 

M
i
iY
1
, 
где:  М – число гілок сети зв’язку; 
YI  – интенсивность навантаження, исполняемая i-й гілкою сети. 
Разом з тим, об'єктом контролю, як правило, є реальне навантаження 
елементів мережі (функціонуюче навантаження) і (або) показники якості 
обслуговування заявок на цих елементах (гілках і комутаційних центрах). У 
зв'язку із цим, практично значимою завданням оцінки пропускної здатності 
напрямків зв'язку, є завдання перерахування величини реального навантаження 
в гілках мережі в значення пропускних здатностей напрямків зв'язку, що 
включають ці гілки. Одним з основних параметрів, що становлять напрямки 
зв'язку шляхів установлення з'єднань, є число вхідних у них транзитів b 
[66,113]. 
Нехай напрямок зв'язку Jіj складається з одного шляху встановлення 
з'єднань  іj і цей шлях між оконечными КЦ nі0 й nj0 не містить жодного  
транзитного КЦ, тобто b=0. Тоді, мабуть, що пропускна здатність Yіj (pіj ) цього 
напрямку зв'язку буде чисельно дорівнює навантаженню Ymrj гілки mіj між 
розглянутими оконечными КЦ і в остаточному підсумку величині 
функціонуючого навантаження Yф: 
Yij (pij ) = Ymrj =Yф. 
На шляху ij = { ni0, n1,T nj0 }, содержащем один транзитный КЦ ( n1,T ), 
b=1, а навантаження Yij (pij ) обусловливающая пропускную способность, 
фиксируется дважды, на гілках mi1 и m1j , тобто  
Yф= 2Yij (pij ). 
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На шляху ij = { ni0, n1 T, n2T, nj0 }, два транзитних КЦ, b = 2, а Yф= 3Yij (pij ). 
На ij - b транзитних КЦ  
Yф= (b+1)Yij (pij ). 
В НЗ, з двух незалежних шляхів встановлено з’єднань на шляху першого 
вибору (1) будет обслужена навантаження 
Yij
(1)(pij )= Yij (pij )[1-p (1)], 
де: р (1) – втрати заявок на шляху (1). 
При цьому 
Yф =( b 
(1) + l) Yij (pij)[ 1-p (1)], 
де: b(1) - число транзитних КЦ на шляху  (1). 
На шляху другого выбору  (2)- 
Yij
(2)(pij )= Yij (pij )p (1) И Yф =( b 
(2) + l) Yij (pij )p (1), 
де: b  - число транзитних КЦ на шляху (2). 
Таким чином, для шляху к-го вибору 
Yij 
()(pij )=Yij (pij ) 


1
1
)(

k
kp  И Yф=( b 
() + l) Yij (pij ) p k
k
( )



1
1
, 
де:  – число шляхів встановлення з’єднань в НЗ; 
p (k ) – потери заявок в k-м шляху. 
Переходячи до середніх значень [65,105] числа транзитів  , що доводяться 
на одну заявку (одне передане повідомлення), для мережі в цілому можна 
записати 
Yф=(b + l)Y(p). 
Дане співвідношення пропускної здатності й реального функціонуючого 
навантаження мережі зв'язку дозволяє здійснювати контроль за станом окремих 
елементів мережі й на основі результатів контролю робити оцінку відповідності 
реальної пропускної здатності напрямків зв'язку їхнім нормованим значенням. 
Важливою техніко-експлуатаційною характеристикою мережі зв'язку є 
надійність функціонування. Як  показник надійності функціонування мережі 
приймається [21,51,55] імовірність W(t) безвідмовного обслуговування 
вступників у мережу заявок. Для гілки мережі зв'язку, імовірність 
безвідмовного обслуговування може бути визначена як 
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),()( mmm pRtW  1                                                            (2.4) 
где:  Rm –  ймовірність безвідмовної роботи; 
pm - потери заявок на данной гілці. 
Дана характеристика не є основною для проведених у даній роботі 
досліджень. Тому детально розглядатися не буде. Однак, слід зазначити, що в 
даній характеристиці об'єднані два показники - імовірність відмови в 
обслуговуванні через технічну надійність елемента (наприклад, гілки) і 
ймовірність відмови в обслуговуванні через відсутність вільного канального 
ресурсу в тій же гільці.  
Функціонування телекомунікаційної мережі можливо й в умовах зовнішніх 
агресивних впливів. До таких впливів можуть бути віднесені різного роду 
стихійні природні явища (землетрусу, повені, селеві потоки й т.п.), помилкові 
дії обслуговуючого персоналу й цілеспрямовані зловмисні дії (диверсії, вплив 
різних видів зброї, прицільні перешкоди й.т.буд.).  
Характеристикою, що розкриває властивості телекомунікаційної мережі 
виконувати варті перед нею завдання в умовах агресивних зовнішніх впливів, 
хоча б і з погіршенням якості обслуговування вступників у неї заявок, 
називається живучість [22,48]. 
Виділяють два види живучості мережі зв'язку [20,22] - структурну й 
функціональну. Перший вид визначає верхню (теоретично досяжну) границю 
живучості. Уважають, що мережа має структурну живучість, якщо можна 
вважати (з певною ймовірністю), що граф мережі, що описує її структуру, 
залишиться зв'язковим після впливу на цю мережу певних агресивних 
зовнішніх факторів, тобто якщо в зазначених умовах у кожному напрямку 
зв'язку зберігається (з певною ймовірністю) хоча б один шлях установлення 
з'єднань, що забезпечує передачу повідомлень між оконечными КЦ. Зі шляху в 
розглянутому випадку здійснюється за структурою мережі. Це завдання можна 
вважати тотожної відомої з теорії графів [19,38,49] завданню зі шляхів на графі.  
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У реальній мережі не кожен шлях, певний по її з, може бути використаний 
для передачі повідомлень. Це обумовлюється обмеженнями, що накладають 
функціональними можливостями використовуваних засобів зв'язку. 
Такими обмеженнями можуть із використання детермінованого процесу 
пошуку шляхів на комутаційних з (як оконечных, так і транзитних), а також 
гранично припустиме число переприйомів, установлене для даного типу систем 
передачі. Властивість телекомунікаційної мережі з передачу повідомлень у 
напрямках зв'язку при виході з ладу в результаті зовнішніх впливів її елементів 
й (або) ділянок, з урахуванням функціональних можливостей устаткування 
називається функціональною живучістю.  
За показник кількісної оцінки живучості приймається ймовірність 
виживання (збереження связности) напрямків зв'язку. Для оцінки структурної 
живучості - це W(G), для оцінки функціональної живучості - це Wіj(F). 
Живучість Wіj (F) будь-якого шляху встановлення з'єднань, як сукупності 
послідовно включених його елементів (КЦ, гілок), визначається добутком 
імовірностей виживання кожного із цих елементів: 
Wij
(F )= W W
k
k
n
l
l
L
 
 
1 1
,                                                          (2.5) 
где:  n - число КЦ в шляху ; 
Wk - ймовірність выживания k-го КЦ в заданных условиях; 
L - число гілок в шляху ; 
Wl - ймовірність выживания  1-й гілці в заданных условиях. 
 
Висновки до розділу: 
1. Дослідження таких складних систем, як мережі MPLS, вимагає 
формалізованого опису    процесів, що протікають у них, і розробки 
математичних моделей, що дозволяють відбити основні властивості й 
показники її функціонування мережі, одержати їхні значення в необхідних 
режимах експлуатації. 
2. Проаналізовані зміни поведінки моделей імітаційного моделювання при 
застосуванні протоколів розподілу міток LDP і RSVP на основі розрахунків 
65 
 
основних показників мережі транспортного ядра NGN на базі узагальненої 
моделі функціонування телекомунікаційної системи. 
3. Розроблено модель функціонування тенульованої мережі MPLS у вигляді 
багатофазної, многолинейной, розімкнутої системи. Показано, що загальний 
висновок про відповідність параметрів функціонування мережі заданим 
вимогам можна дати лише після визначення основних показників 
функціонування кожного напрямку зв'язку й оцінки взаємного впливу 
напрямків зв'язку один на одного, що ускладнює процес дослідження. 
4. Проаналізовано основні характеристики телекомунікаційних мереж, що 
дозволяють кількісно оцінити ступінь їхньої відповідності своєму цільовому 
призначенню. 
5. Частка доходу, одержувана від обслуговування навантаження реального часу 
(мова, відео й ін.), сьогодні становить більше 60%. Тому ефективність 
використання встаткування телекомунікаційних мереж буде багато в чому 
визначатися способом комутації й обслуговування саме цього виду інформації. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
66 
 
РОЗДІЛ 3. РОЗРОБКА МЕТОДУ ОЦІНКИ ЯКОСТІ ОБСЛУГОВУВАННЯ 
НАВАНТАЖЕННЯ РЕАЛЬНОГО ЧАСУ В ТУНЕЛЬОВАНОЇ МЕРЕЖІ 
MPLS 
3.1 Аналіз методів оцінки функціонування телекомунікаційних мереж за 
показниками ефективності 
3.2 Розробка моделі і дослідження залежності коефіцієнта використання 
канального ресурсу від параметрів гілок мережі MPLS 
3.3 Розробка методу оцінки якості обслуговування навантаження 
реального часу в тунельованої мережі MPLS 
 
3.1. Аналіз методів оцінки функціонування телекомунікаційних мереж 
за показниками ефективності 
 
Аналіз і синтез телекомунікаційних мереж безпосередньо пов'язаний з 
оцінкою ефективності прийнятих рішень. Кожне прийняте рішення повинно 
пройти етап порівняння з уже відомими рішеннями, опублікованими в інших 
джерелах і пройшли етап апробації на практиці. Тому важливо використовувати 
наочні показники, що дозволяють прийняти правильні рішення. 
Можливі два підходи до оцінки ефективності складних систем. Перший 
підхід передбачає отримання результату у вигляді відношення ступеня 
відповідності отриманого ефекту ЕП до необхідної величини ефекту при якій 
система зможе вирішити покладені на неї завдання Пов: 
= ЭП/ЭТ                                                                        (3.1) 
Другий підхід передбачає отримання результату у вигляді відношення 
ступеня відповідності отриманого ефекту ЕП до величини витрат З на 
отримання необхідного ефекту: 
= ЭП/3                                                                                     (3.2) 
При цьому необхідно мати на увазі, що бажаний результат задається 
може хадаваться діапазоном [Eміп - Eмах] мінімального Eміп і максимального 
Эмах значень очікуваного ефекту. Система у цьому випадку відповідає може 
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виконувати покладені на неї завдання, якщо досягається нею ефект Е 
знаходиться в діапазоні між Эміп і Эмах: 
Эmin < Э< Эmах                                                                 (3.3) 
Якщо система не досягає Эміп, тобто Е < Эміп, система придатна до 
використання. Якщо система перевищує Эмах , тобто Е < Эмах , то величина 
Е'=Е - Эмах ефекту не затребувана і вона не враховується. Тому прийнято 
вважати, що Е=Эмах.  
Як показують дослідження, вираз (3.1) доцільно використовувати при 
виконанні умови (3.3). Широке використання вираження (3.1) для оцінки 
ефективності утруднене, оскільки воно не відображає величину матеріальних 
витрат на отримання необхідного ефекту. Тому при практичної оцінки 
ефективності систем може використовуватися показник (3.2) з урахуванням 
умови (3.3). Тоді він прийме наступний вигляд: 
=Э/3                                                                           (3.4) 
На величину ефекту впливають: 
- величина витрат на створення та експлуатацію; 
- спосіб використання; 
- реалізовані алгоритми функціонування; 
- що впливають зовнішні фактори. 
Важливу роль при оцінці ефективності систем грає вибір приватних 
показників, що визначають як ефект, так і витрати.  
При виборі показників необхідно, щоб вони містабо кількісну міру ефекту і 
витрат, мали однозначне числовий вираз і фізичний сенс, були досить прості і 
могли б бути реально отримані. 
У процесі вирішення такого типу завдань можуть використовуватися 
показники можуть бути розбиті на дві групи: 
- показники цільового призначення; 
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- показники матеріально-технічних витрат. 
Для мереж, де ефект і витрати можуть бути виражені в кількості 
використаних коштів ця задача може бути вирішена досить просто. Вираз (3.4) 
в цьому випадку приймає вигляд: 
= Ед/ЕЗ,                                                                     (3.5) 
де:  
Ед - дохід, отриманий в результаті надання послуг телекомунікаційною 
мережею за певний період у певних грошових одиницях; 
Ез - витрати, які мав оператор зв'язку на побудову та експлуатацію мережі за 
той же період. 
Для мереж, у яких висловити в грошовій формі ефективність і витрати 
складно або неможливо, застосування розглянутого вище методу має значні 
труднощі або взагалі неможливо. Для отримання практичного результату в 
цьому випадку у першу групу доцільно включити показники пропускної 
здатності Y(p) (величина виконаної навантаження Y, якість обслуговування 
q=1-p), структурної W(G) та функціональної W(F) живучості, надійності W(t), а 
також деякі інші показники , задані, як правило, за напрямками зв ’ язку. 
У другу групу показників можуть включатися: 
- кількість елементів мережі зв'язку, що визначають склад шляхів 
встановлення з ’ єднань; 
- кількість цих шляхів у напрямках зв'язку; 
- необхідна канальна ємність гілок та ін.  
На практиці часто в якості показника витрат використовують число 
каналів в мережі. Це досить наочно визначає обсяг обладнання мережі. 
Зупинившись на цьому показнику другої групи, можна отримати ряд приватних 
відносних показників ефективності використання телекомунікаційної мережі. 
Так, якщо: 
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Э=
Y п и q const
q п и Y const
W G W F
W t п и Y p const
р
р
( ), ( )
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

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

, 
то приватними відносними показниками при З =V є: 
constpV
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Э
constpV
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constYV
q
Э
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Y
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






)(
)(
4
321
           (3.6) 
З метою більш повного обліку особливостей побудови та функціонування 
телекомунікаційної мережі в цілому або її елементів, може бути використаний 
показник наступного виду: 
Э= 

K
i
iiЭ
1
ζ ,                                                                        (3.7) 
де:  
ζi - ваговий коефіцієнт i - го показника, що визначає його значимість при 
функціонуванні в даних умовах; 
Эі - значення i - го показника; 
К - кількість використовуваних показників. 
На практиці, найбільш часто використовується показник Э1. Це пов'язано 
з тим, що він має яскраво виражений фізичний сенс, як для окремої гілки, так і 
для всієї мережі в цілому. 
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3.2. Розробка моделі і дослідження залежності коефіцієнта 
використання канального ресурсу від параметрів гілок мережі MPLS 
 
Через складність мереж, систем масового обслуговування, досить часто 
складно, а іноді і неможливо отримати рішення різного роду завдань, що 
виникають у процесі дослідження або проектування телекомунікаційних мереж. 
У роботах [18,19], у таких випадках рекомендується оцінювати напрям зміни 
коефіцієнта використання канального ресурсу гілок (КВК) телекомунікаційних 
мереж. Якщо в ході вирішення завдання прийняте рішення веде до збільшення 
загального коефіцієнта використання канального ресурсу гілок, то таке рішення 
можна вважати вірним. Якщо прийняте рішення веде до зниження загального 
коефіцієнта використання канального ресурсу гілок, то воно може вважатися не 
вірним і доцільно від нього відмовитися. 
Проаналізуємо показник КВК для окремої гілки.  
Під коефіцієнтом використання канального ресурсу гілки розуміється 
величина, яка чисельно дорівнює математичного сподівання часу заняття 
кожної фізичної або віртуального каналу гілки за певний період часу. Для 
телекомунікаційних мереж це величина навантаження, виконувана кожним 
фізичним або віртуальним каналом в години найбільшого навантаження. 
За величиною КВК можна об ’ єктивно оцінити пропускну здатність 
гілки, а при обліку числа транзитів в кожному напрямку зв'язку і пропускну 
здатність всієї мережі в цілому.  
Згідно з визначенням коефіцієнт використання канального ресурсу К 
гілки мережі може бути представлена у вигляді: 
const p
V
Y
К                                                                     (3.8) 
Не важко помітити, чим більша величина K, тим більше пропускна 
здатність гілки. Чинниками, що впливають на ступінь використання каналів в 
гілки, є: потужність гілки V, число каналів в гілки, і допустиме якість р 
обслуговування. 
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Відомо, що при рівних значеннях р величина К більше на гілках, 
потужність V яких більше (мал. 3.1) [10]. 
 
Рис. 3.1 Залежність значення р при різних К на гілках, в залежності від V  
 
При рівних (рис. 3.2) значеннях V величина К більше на гілках, де 
допускається більше низке якість обслуговування (р більше) [10]. Особливо 
сильно якість обслуговування впливає на ступінь використання каналів мережі 
в області малих значень потужності її гілок. 
  
Рис. 3.2 Залежність значення V при різних К на гілках, в залежності від р 
 
Телекомунікаційні мережі є складними системами масового 
обслуговування. Отримання рішення багатьох практичних завдань у прямій 
постановці, як правило, є досить складною, а часто і неможливою завданням. 
Тому необхідний пошук наближених методів, які б на основі врахування 
реальних процесів, що протікають в мережах, дозволяли б отримати прийнятні 
по точності рішення. 
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У роботі [115] рекомендується при вирішенні різних мережевих завдань 
враховувати напрям зміни коефіцієнта використання каналів (КВК) в мережі. 
Якщо прийняте рішення веде до підвищення КВК телекомунікаційної мережі, 
то його можна оцінювати як раціональне. В іншому випадку, тобто якщо 
прийняте рішення веде до зниження КВК в телекомунікаційній мережі, то його 
слід розцінювати як не раціональне. 
Проведемо дослідження поведінки КВК. З цією метою розробимо 
аналітичну модель залежності КВК від параметрів мережі зв'язку. 
Якщо розглядати цю задачу в прямій постановці, то провести дослідження 
КВК від параметрів телекомунікаційної мережі складно. Так, для мережі з 
комутацією каналів і найпростішому вхідний потік навантаження, аналітичну 
залежність величини втрат від навантаження і числа каналів в гілки описується 
формулою Ерланга: 
   ,
i
Y
V
Y
p
V
i
i
V



0 !
!
                                                 (3.9)                                  
 
Один з можливих шляхів визначення КВК, це отримання відносини 
                          const p
V
Y
К                                             (3.10)                                                      
 Отримати аналітичну залежність цього виразу складно. Також складно 
проаналізувати залежності К = f (Y) при V=const К = f (V) при р = const К = f (p) 
при Z = const. Для того, щоб оцінити швидкість зміни ВИКИНУТИ від 
параметрів мережі необхідно не тільки отримати аналітичні залежності, але і 
щоб вони були диференціюємі. 
Для вирішення цієї задачі був використаний математичний апарат 
чисельного аналізу. А саме, завдання вирішувалася за допомогою емпіричних 
формул. 
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Побудова емпіричної формули складається з двох етапів: 
1. З'ясування загального вигляду цієї формули. 
2. Визначення найкращих її параметрів. 
Для заданої системи значень ),( ii VK , ),( ii pK  и ),( ii ZK  
( ni ....,,2,1 )була обрана формула виду: 
fy
~
 ( cbax ,,; ),                                                          (3.11) 
де cba и,,  – деякі константи. 
А, саме була обрана для апроксимації степенева залежність: 
caxy b  .                                                                       (3.12) 
Звідси 
.baxcy   
Після логарифмування отримаємо: 
xbacy lglglg                       0 cy , 0a  
Звідси: 
Ycy lg  и Xx lg  
Отримаємо лінійну залежність: 
abXY lg                                                                       (3.13) 
 
Визначення параметрів формули (3.10) починаємо з знаходження 
значення c. Для цього складаємо середнє геометричне ns xxx 1 , де 1x  и nx  
крайні значення змінної, а також користуючись методом лінійної інтерполяції 
для sx , знайдемо значення )(
1
1
is
ii
ii
is xx
xx
yy
yy 




 , 
де ix и 1ix  - проміжні значення, між якими міститься sx  ( 1 isi xxx ). 
Припускаючи, що точки 1M ( 11, yx ), sM ( ysxs , ), nM ( nn yx , ) розташовані на 
кривий (3.10), будемо мати три рівності: 
baxcy
11
 , 
b
ss axcy  , 
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b
nn axcy  . 
Підносячи ns xxx 1  до степеня b  і множачи на a , отримаємо: 
b
n
bb
s axaxax 1  
або  
  .1 cycycy ns   
Розв’язуючи останнє рівняння відносноc , знаходимо: 
.
21
2
1
sn
sn
yyy
yyy
c


  
Коли визначено, будуємо точки iN =( ii XY , ), где ii xX lg , 
 cyY ii  lg  ( ni ....,,2,1 ). Так як вони розташовуються майже 
прямолінійно, то залежність (3.10) обрана, вірно. 
Визначення параметрів a , b  було проведено методом найменших 
квадратів. Вибір даного методу обумовлений тим, що його застосування дає 
найменше відхилення, з вихідними даними, порівняно з методом середніх. 
Також, метод найменших квадратів володіє важливою перевагою, що якщо 
сума S квадратів ухилень мала, то самі ці ухилення також малі за абсолютною 
величиною.  
Згідно з методом найменших квадратів (МНК) найкращими 
коефіцієнтами вважаються ті, для яких сума квадратів ухилень: 
  min),....,,;(~),....,,(
2
1
2121  

n
i
imim yaaaxfaaaS
                      (3.14) 
буде мінімальною. Звідси, використовуючи необхідні умови екстремуму 
функції декількох змінних, отримуємо так звану нормальну систему 
,,....,2,1  ,0),......,,( 21 miaaaS
x
m
i






                                           (3.15) 
для знаходження параметрів (коефіцієнтів) maaa ,....,, 21  [3]. Система 
спрощується якщо емпірична функція  ),....,,,(
~
21 maaaxf  
лінійна щодо 
параметрів. Дійсно вважаючи 
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),(.....)()( ),....,,,(
~
11021 xaxaxaaaxf mmm   
будемо мати 
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де 
).(0 iii xyY   
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Введемо скорочені позначення : 

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ikijkj xx
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1
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n
i
iijj YxY  
систему (3.14) можна записати у вигляді нормальної системи: 
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Звідси маємо ][),(
1
kj
n
i
kj
ikj xx



   
і ][),(),(
1
j
n
i
j
ijj xxyY  

 
Відповідно, нормальна система буде мати вид: 
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       (3.18) 
Так, як після логарифмування [4] емпірична формула (3.10) має лінійний 
вигляд (3.11) то нормальну систему рівнянь можна записати у вигляді: 
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2 XYbXaX
YbXan
                                             (3.19) 
де n – кількість аналізуємих точок;  
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),....,2,1,0( ni 
. 
Рішення системи нормальних лінійних рівнянь (3.17) з симетричною 
квадратної матрицею коефіцієнтів, було зроблено за допомогою формул 
Крамера [5]. Тесть систему лінійних рівнянь записуємо з допомогою 
визначників: 
 







,
;
                                                                   (3.20) 
де для нашого випадку
][
][
][
2X
X
X
n
  – визначник системи (3.17); 
][
][
][
][
2X
X
XY
Y
 ; 
][
][
][ XY
Y
X
n
 .  
Причому при 0  система нормальних лінійних рівнянь (3.17) має одне 
рішення: 
,;






                                                          (3.21) 
де alg , b  – шукані постійні емпіричної формули (3). 
Причому повинно виконуватись умова (3.20) при кінцевому составленні 
емпіричної формули: 






.0,если),1(
;0,если),1(
cycya
cyyca
ii
ii
                                (3.22) 
На основі розглянутого теоретичного матеріалу визначимо вид 
емпіричної формули для функції КВК )( iZfK   при 
05,0 constp . Певні 
значення шуканої залежності представлені в таблиці 3.1. 
Таблиця 3.1. Певні значення шуканої залежності КВК 
Ki 0,1810 0,2847 0,4214 0,5394 0,6111 0,6734 0,7594 0,8054 0,8461 
Zi 2 3 5 8 11 15 25 35 50 
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Як было отмечено выше, для аппроксимации будем использовать 
степенную функцию (3.10): 
caxy b ~                                                     (3.23) 
Для этого определим 10502 sx , 
5872,0)810(
811
5394,06111,0
5394,0 


sy
, 
.3013,1
5872,028461,01810,0
)5872,0(8461,01810,0 2



c
 
Визначати параметри ba,
 
емпіричної формули будемо МНК, але для 
того, щоб скласти так звану систему нормальних рівнянь (10) необхідно 
зробити деякі додаткові розрахунки. У таблиці 3.2 представлені проміжні 
розрахунки. 
Таблиця 3.2 Проміжні значення параметрів a , b 
n X(lgVi) X
2 lg(Ki-c)=Y XxY 
1 0,3010 0,0906 0,0494 0,0149 
1 0,4771 0,2276 0,0072 0,0034 
1 0,6990 0,4886 -0,0556 -0,0388 
1 0,9031 0,8156 -0,1181 -0,1066 
1 1,0414 1,0845 -0,1610 -0,1677 
1 1,1761 1,3832 -0,2021 -0,2376 
1 1,3979 1,9542 -0,2661 -0,3720 
1 1,5441 2,3841 -0,3046 -0,4703 
1 1,6990 2,8865 -0,3418 -0,5807 
9 9,2387 11,3150 -1,3926 -1,9554 
 
Складемо систему нормальних рівнянь: 





9554,13150,11lg2387,9
,3926,12387,9lg9
ba
ba
 
Розв’язуючи цю систему методом Крамера, отримуємо:  
14,0lg a , 2872,0b  з цього випливає, що 3926,1a . Так, як 
ii KKc  3013,1,  то відповідно до умови (3.21) 3926,1a . Кінцево 
емпірична формула має вигляд: 
3013,13926,1
~ 2872,0  xK  
В таблице 3.3 приведені значення відхилень i від вихідних даних та 
середньоквадратичне відхилення S  емпіричної формули. 
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Таблиця 3.3. Відхилення i від вихідних даних та середньоквадратичне 
відхилення емпіричної формули 
Vi iK
~
 iK  )
~
( iii KK    
2)
~
( iii KKS   
2 0,1701 0,1810 -0,010857 0,000118 
3 0,2945 0,2847 0,009784 0,000096 
5 0,4319 0,4214 0,010441 0,000109 
8 0,5417 0,5394 0,002288 0,000005 
11 0,6080 0,6111 -0,003059 0,000009 
15 0,6671 0,6734 -0,006225 0,000039 
25 0,7537 0,7594 -0,005754 0,000033 
35 0,8041 0,8054 -0,001314 0,000002 
50 0,8525 0,8461 0,006408 0,000041 


n
i
iS
1
 
 
0,000452 
 
Виходячи зі значення середньоквадратичного відхилення, можна зробити 
висновок, що воно дуже мале та емпірична формула підібрана вірно.  
Також були проведені і визначені емпіричні формули для )( iZfK   при 
constp  ; )( ipfK   при constV  ; )( iVfK   при constZ  ,а їх значення і 
сумарні середньоквадратичні відхилення зведені в таблицю 3.4. 
 
 
Таблиця 3.4. Емпіричні формули для )( iZfK   
const  K
~
 


n
i
ii KK
~
1
2
)(  
1. 2. 3. 
001,0p  3399123591 12410 ,x, ,   0,001576 
005,0p  2477837538 02740 ,x, ,    0,001501 
01,0p  6440,27669,2 0983,0  x  0,000919 
02,0p  7115,18281,1 1769,0  x  0,000732 
05,0p  3013,13926,1 2872,0  x  0,000452 
 
3V  0068,09419,0 4079,0 x  0,000007 
5V  0268,09497,0 0268,0 x  0,000006 
8V  733,0)ln(07,0 x  0,000984 
25V  8952,0)ln(053,0 x  0,002276 
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На основі отриманих даних були побудовані графіки залежностей на 
рисунках 3.3, 3.4, 3.5. 
Рис. 3.3 Графики апроксимации K  МНК при p =const
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Рис. 3.3. Графіки апроксимації К МНК при р=const 
 
Рис. 3.4 Графики апроксимации K  МНК при V =const
y = 0,0700Ln(x) + 0,7330
y = 0,053Ln(x) + 0,8952
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Рис. 3.4. Графіки апроксимації К МНК при V=const 
 
5Z  2550,06039,0 2337,0 x  0,000004 
8Z  3336,06934,0 2724,0 x  0,000152 
10Z  3838,08670,0 3362,0 x  0,000245 
20Z  4361,06124,0 2100,0 x  0,000015 
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Рис. 3.5  Графики апроксимации K  МНК при Z =const 
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Рис. 3.5. Графіки апроксимації К МНК при Z=const 
 
Для вирішення задач аналізу якості функціонування телекомунікаційних 
мереж і розрахунку необхідної канальної ємності за параметрами пропускної 
здатності представляє інтерес швидкість зміни КВК. Це досить наочно 
демонструє перша похідна від функції [6]. Так як емпіричні формули знайдені і 
вони мають вигляд: 
caxy b ~ , 
то ее первая похідна равна:  
1~  babxy .                                                                     (3.24) 
Використовуючи залежності (3.22) при тих же значеннях аргументів були 
отримані графіки залежностей const)(  piZfK , 
,)(
~
constVipfK   
constZipfK  )(
~
 які зображені на рисунках 3.6, 3.7, 3.8. 
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Рис. 3.6. Графіки залежності відношення К’/К’max при р=const 
 
 
 
Рис. 3.7. Графіки залежності відношення К’/К’max при V=const 
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Рис. 3.8. Графіки залежності відношення К’/К’max при Z=const 
 
Отримані результати будуть використані при розробці методики аналізу 
якості функціонування мереж і методики визначення канальної ємності гілок 
мереж за параметрами пропускної здатності. 
 
3.3. Розробка методу оцінки якості обслуговування навантаження 
реального часу в тунельованої мережі MPLS 
 
По мірі експлуатації телекомунікаційних мереж збільшується кількість 
абонентів у мережі, зростає обсяг телекомунікаційних послуг, які замовляють 
абоненти, вводяться в дію нові ділянки мережі. Все це може привести до того, 
що задеклароване оператором зв'язку якість обслуговування абонентів буде не 
відповідати нормативним показникам. Тобто, показники якості обслуговування, 
під які проектувалася і здавалася в експлуатацію телекомунікаційна мережа, не 
будуть відповідати необхідним нормам. Визначення таких фактів державними 
органами, наприклад національною комісією НКРЗ, дозволить своєчасно 
реагувати на дії операторів зв'язку і підтримувати телекомунікації України на 
рівні вимог світових стандартів. А це вимагає розробки відповідного 
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математичного апарату оцінки якості функціонування телекомунікаційних 
мереж за параметрами пропускної здатності..  
Існуючі в даний час методики не повною мірою вирішують цю задачу і не 
в повному обсязі. Частина опублікованих в літературі методик [6,7,8,42], 
вирішують цю задачу, використовуючи в якості показника пропускної здатності 
швидкість передачі інформації по трактах, гілках і каналах зв'язку або кількість 
фізичних і віртуальних каналів зв'язку між кінцевими LSPизаторами. Однак у 
всіх випадках, результат не враховує показника якості обслуговування. З теорії 
масового обслуговування відомо, що пропускна здатність пучка фізичних або 
віртуальних каналів тим менше, чим вище якість обслуговування. Справедливо 
і зворотне твердження - пропускна здатність тим більше, чим гірше якість 
обслуговування. Таким чином, той хто пропонує телекомунікаційні послуги, 
може підвищити свій дохід за рахунок погіршення якості обслуговування 
споживачів телекомунікаційних послуг. Показник якості обслуговування є тим 
вододілом між постачальником і споживачем телекомунікаційних послуг, який 
дозволяє зафіксувати права та обов'язки обох сторін. 
Складність математичного опису процесу функціонування мережі MPLS 
створює певні труднощі в отриманні ефективних рішень виникаючих завдань. 
Тому в даний час, при достатньо глибокої теоретичної опрацювання таких 
питань як визначення сукупності шляхів передачі інформації в напрямках 
зв'язку, оперативне коригування плану розподілу навантаження у разі 
структурних змін в мережі, мало прийнятних для практики рішень таких 
важливих питань, як визначення відхилень якості обслуговування від 
необхідних норм. 
Розглянемо один з можливих шляхів вирішення задачі визначення 
показників якості функціонування і пропускної здатності тунельованої мережі 
MPLS. 
Вихідними даними для рішення задачі є: 
1. Cтруктура мережі, задана матрицею connectivity А = {аij}; 
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2. Величина навантаження Z = {Zij}, що надходить в кожен напрямок 
зв'язку для обслуговування в ГНН; 
3. Продуктивність гілок тунельованої мережі vij , виражена в ширину 
смуги пропускання або швидкості передачі, задана матрицею потужностей 
гілок F = { fij }. 
4. Вимоги до смуги пропускання віртуального каналу для обслуговування 
одного абонента ∆f ОЦК . 
4. Алгоритм вибору шляхів встановлення з’єднань в напрямках зв'язку. 
5. Максимально допустимі ймовірність втрат в напрямках зв'язку, які 
задані матрицею РДОП = {PДОПij}. 
В результаті вирішення задачі повинні бути визначені: 
1. Якість обслуговування заявок qij = 1-Pij в кожному напрямку зв'язку. 
2. Пропускна здатність кожного напряму зв'язку Yij(p) = Zij (1-Pij) 
У процесі вирішення завдання централізованого управління мережами 
зв'язку використовується ряд припущень: 
- потік даних, що надходять на обслуговування в кожен тунель LSP, є 
найпростішим; 
- система перебуває в стані статистичного рівноваги; 
- система приймається з явними втратами; 
- втрати, що виникають в LSPизаторах із-за зайнятості малі порівняно з 
втратами із-за зайнятості каналів в гілках мережі і не враховуються; 
- ймовірність зайнятості каналів всіх гілок мережі взаємно незалежними; 
- час встановлення з'єднання дорівнює нулю; 
Рішення поставленої вище завдання передбачає виконання ряду етапів: 
1. Визначення числа віртуальних каналів в гілках мережі MPLS. 
2. Визначення сукупності шляхів передачі інформації в напрямках зв'язку. 
3. Розподіл навантаження по коліях першого вибору і визначення 
орієнтовних значень якості обслуговування на гілках мережі. 
4. Корекція значень ймовірність втрат і навантаження на гілках мережі. 
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5. Визначення якості обслуговування і сповненою навантаження в 
напрямках зв'язку і порівняння з заданими вимог.  
Перейдемо до розгляду основного змісту перерахованих вище етапів. 
Етап 1. Визначення числа віртуальних каналів в гілках мережі MPLS. 
Вихідні дані для вирішення цієї задачі: 
- продуктивність гілок тунельованої мережі fij , виражена в ширину смуги 
пропускання або швидкості передачі, задана матрицею потужностей F = || fij ||. 
- вимоги до смуги пропускання віртуального каналу для обслуговування 
одного абонента f ОЦК . 
Спрощений алгоритм вирішення даної задачі може бути наступним. За 
основу вимог абонентів до своєї віртуальним каналах може бути взятий, 
наприклад, основний цифровий канал (ОЦК). Стандартна швидкість передачі 
інформації в ОЦК складає 64 кбіт/с. Для організації тракту в потоці Е1 (2 048 
Мбіт/с) необхідно 32 каналів ОЦК. 
Тоді, порядок визначення кількості віртуальних каналів в гілки може бути 
наступний: 
][, каналы
f
F
V
ОЦК
c                                       (3.25)
 
Прийнявши такий підхід, визначаємо кількість віртуальних каналів у 
кожної гілки мережі MPLS та представляємо їх сукупність у вигляді матриці V 
= {vij }. 
Етап 2. Визначення сукупності шляхів передачі інформації в напрямках 
зв'язку 
У сучасній науково-технічної літератури [28,108] розглядається ряд 
методів, які дозволяють матриці А={аij} робити визначення сукупності шляхів 
передачі інформації в напрямках зв'язку. Однак для вирішення завдань 
управління найбільш прийнятним є метод, розглянутий у [29,33]. Його 
особливість полягає в тому, що оперують не матрицею А = {аij}, а її 
модифікацією || M ||. 
86 
 
Для переходу від || A || до || M || необхідно: 
Елементи aij = 0, за винятком головної діагоналі замінити на елементи mij. 
Елементи головної діагоналі || M || залишити рівними 0, тобто mij = 0. 
Елементи aij = 1 замінити на mij. 
В результаті операцій над матрицею || M || отримують матрицю 
Маршрутів, кожен елемент якої ij являє собою сукупність шляхів передачі 
інформації в напрямку зв'язку з переліком, що входять до них гілок. 
37 = 
m m m m
m m
m m m
31 12 26 67
35 57
39 92 27
  



 
















                                        (3.26) 
Приписування надалі кожному елементу значення його пропускної 
здатності, живучості та якості обслуговування така форма запису дозволяє 
спростити процес розрахунку необхідних характеристик мережі зв'язку. 
Таким чином, результатом виконання даного етапу є матриця M = {ij } 
сукупності шляхів передачі інформації. 
Етап 3. Розподіл навантаження по шляхам першого вибору і визначення 
орієнтовних значень якості обслуговування на гілках мережі.  
Вихідні дані для вирішення цієї задачі: 
- матриця Маршрутів, визначена на етапі 2; 
- алгоритм вибору шляхів в кожному напрямку зв'язку. 
Спрощений алгоритм розв’язання задачі наступний: 
1.Обирається будь-який напрямок зв'язку (LSP) Jij наприклад, має 
мінімальний номер. 
2. За алгоритм вибору шляхів передачі інформації в напрямках зв'язку 
(вихідні дані) визначаються гілки шляху першого вибору. 
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3. Визначаэться навантаження Zij, що надходить в даний напрямок 
зв'язку(LSP), та її значення приписується гілкам шляху першого вибору. 
4. Обирається наступний напрям зв'язку(LSP), і виконуються операції 
п.п.1-3 до тих пір, поки не буде розподілена навантаження у всіх напрямках 
зв'язку. 
5. Визначається сумарне значення zmij навантаження що обслуговується 
кожної гілкою шляхом підсумовування приписаних їм значень навантаження, 
що надходять з усіх напрямків зв'язку. Отриманий результат записується у 
відповідну матрицю Zm={Zmij}. 
Згідно з рекомендаціями, при розрахунках пропускної здатності 
телекомунікаційних мереж доцільно оперувати не математичним очікуванням 
zm навантаження, а його розрахунковим zmр значенням, визначаються таким 
чином: 
 zmр = zm+ῆ mz ,                                      (3.27) 
де ῆ = 0,6742 - коефіцієнт, що враховує коливання середнього значення 
навантаження. 
Отримані результати записується у відповідну матрицю Zmр={Zmрij}. 
6. За розрахованих значень zmij або zmрij і заданим числом каналів у 
кожної гілки мережі зв'язку визначаються ймовірність втрат на цих гілках з 
відомим залежностей (наприклад, таблиць Ерланга): 
рmij = f (Vmij, zmij)                                                           (3.28) 
Отримані значення записуються в матрицю Pm={Pmij} втрат на гілках 
мережі. 
Етап 4. Корекція значень ймовірність втрат і навантаження на гілках 
мережі. 
Отримані на попередньому етапі значення величини навантаження і 
ймовірність втрат на гілках мережі є орієнтовними, так як вони розраховані без 
урахування навантаження, що надходить на обслуговування в дорозі другого і 
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наступних виборів. Тому необхідно провести корекцію значень навантаження і 
ймовірність втрат на гілках мережі з урахуванням цього чинника 
Вихідні дані для вирішення цієї задачі: 
- матриця Маршрутів (1 етап); 
- матриця втрат (етап 2); 
- канальна ємність гілок V={vij} та алгоритм вибору шляхів у напрямках 
зв'язку (вихідні дані).  
Корекція величини навантаження на гілках мережі, здійснюється 
наступним чином: 
1. Із всієї сукупності напрямків вибирається яке з них, наприклад з 
найбільшою заданої що надходить навантаженням. 
2. Для вибраного напряму зв'язку відшукується шлях першого вибору. 
3. Першій гілки цього шляху приписується значення навантаження Zij, 
що дорівнює значенню заданої для даного напрямку що надходить 
навантаження. Другої гілки - значення Zij(l - pm1), де pm1 - імовірність втрат, 
визначена для першої гілки шляху. Третьої гілки - значення Zij(l - pm1)(1 - pm2), 
де pm2 - ймовірність втрат, визначена для другої гілки шляху, і т.д. 
4. Для того ж напрямку зв'язку(LSP) вибирається шлях другого вибору, 
першої гілки якого приписується навантаження рівна 



k
l
mlij pZ
1
)]1(1[                                               (3.29)
 
де pml - втрати на гілках шляху першого вибору. Другий і подальшим 
гілкам шляху другого вибору приписуються значення навантажень так само, як 
для гілок шляху першого вибору. Таким же чином здійснюються операції з 
гілок шляхів наступних виборів. 
5. В послідовності, викладеної для першого напряму зв'язку, проводиться 
розподіл навантаження для всіх інших напрямів зв'язку. 
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6. Значення навантаження від кожного напряму зв'язку, приписані гілок, 
складаються з кожної гілки. Отриманий результат записується у відповідну 
матрицю Zm={Zmij}.  
Сумарне значення навантаження по всіх гілках мережі зв'язку являє 
собою функціонуючу навантаження. 
За розрахованих значень Zmрij, (а при необхідності за Zmij) і заданим 
числом каналів у кожної гілки мережі зв'язку визначаються ймовірність втрат 
на цих гілках Pmij = f (Vmij, Zmij). 
Отримані значення записуються в матрицю Pm={Pmij} втрат на гілках 
мережі. 
Для отримання остаточних результатів із заданою точністю на цьому 
етапі виконується ітераційна процедура повторення розрахунків. Практично 
кількість ітерацій в більшості випадків не перевищує двох - трьох. 
Етап 5. Визначення якості обслуговування і сповненою навантаження в 
напрямках зв'язку і порівняння з заданими вимог. 
Рішення цієї задачі передбачає виконання наступних операцій: 
1. Для кожного напряму складається розрахунковий паралельно - 
послідовний граф. Його ребрах приписуються значення втрат pmij на гілках. 
2. Для кожного напряму зв'язку Jij, складається розрахункове вираз. Якщо 
у напрямку тільки один шлях, який має до гілок, то ймовірність втрат Pij 
дорівнює: 

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Якщо в напрямку   незалежних шляхів, то Pij рівна: 
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.                                  (3.31) 
3. Розраховуються Pij і записуються в матрицю Р={Рij}. 
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4. Отримані результати Р={Рij} порівнюються з заданими вимог РДОП = 
{PДОПij} для всіх напрямків зв'язку: 
∆ij = PДОПij - Рij 
Якщо у всіх напрямків зв'язку ∆ij =  0, то якість обслуговування відповідає 
необхідним нормам. 
5. За відомими значеннями навантаження Zij, що надходить на 
обслуговування в кожен напрямок зв'язку Jij, і значенням показника якості 
обслуговування в ньому Pij визначається величина пропускної здатності: 
Yij(p) = Zij (1-Pij)                                                 (3.32) 
Розраховані значення записуються в матрицю пропускної здатності 
напрямків зв'язку розглянутої мережі Y(p)={Yij(p)}. 
Граф - схема вирішення завдання має вигляд, представлений на рис. 3.10. 
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Рис. 3.10 Схема алгоритму формування і корекції ОТР. 
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Висновки до розділу: 
1. Проведено аналіз показників оцінки ефективності функціонування 
телекомунікаційних мереж. В якості основного показника обраний показник 
ефективності використання фізичних або віртуальних каналів в гілках мережі. 
2. Складність аналізу мережі, представленої у вигляді сукупності систем 
масового обслуговування, і труднощі при вирішенні завдань оцінки пропускної 
здатності і якості обслуговування, що виникають в процесі проектування, 
вимагає пошуку методів наближеного розв’язання цих завдань. З цією метою 
розроблена аналітичну модель дослідження коефіцієнта використання фізичних 
і віртуальних каналів гілок мережі. 
3. Проведений аналіз поведінки КВК на основі першої похідної. Отримані 
результати показали, що найбільший приріст КВК спостерігається в область 
малих втрат і числі каналів в гілках рівному 8-15. При величині втрат більше 
10-20 проміле і числі каналів більше 10-15 рівність втрат на гілках забезпечить 
КВК, близьке до максимального. 
4. На основі проведених досліджень розроблено метод оцінки якості 
обслуговування навантаження реального часу в тунельованої мережі MPLS що 
дозволяє оцінити відповідність параметрів мережі вже перебуває в експлуатації 
нормативним показникам пропускної здатності і якості обслуговування. 
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РОЗДІЛ 4. МЕТОД РОЗРАХУНКУ НЕОБХІДНОЇ ПРОДУКТИВНОСТІ 
ГІЛОК ТУНЕЛЬОВАНОЇ МЕРЕЖІ MPLS ДЛЯ ЗАБЕЗПЕЧЕННЯ 
ЗАДАНОЇ ПРОПУСКНОЇ ЗДАТНОСТІ НАПРЯМКІВ ЗВ'ЯЗКУ 
 
4.1. Аналіз існуючих методів розрахунку продуктивності гілок 
телекомунікаційних мереж для забезпечення заданої пропускної здатності 
напрямків зв'язку 
4.2. Розробка методу розрахунку необхідної продуктивності гілок 
тунельованої мережі MPLS для забезпечення заданої пропускної здатності 
напрямків зв'язку 
 
4.1. Аналіз існуючих методів розрахунку продуктивності гілок 
телекомунікаційних мереж для забезпечення заданої пропускної здатності 
напрямків зв'язку 
 
Телекомунікаційна мережа є складною системою, з точки зору 
функціональності. Тому одним з основних завдань, що вирішуються в процесі 
аналізу, синтезу, проектування і експлуатації телекомунікаційних мереж, є 
забезпечення ефективного використання її обладнання. Це дозволяє скоротити 
загальний обсяг устаткування мережі, підвищити якість обслуговування 
абонентів, знизити кількість обслуговуючого персоналу і витрати на 
розгортання і експлуатацію системи зв'язку. 
В даний час відомий ряд робіт [7,8,40,68], що дозволяють вирішувати цю 
задачу для різного типу телекомунікаційних мереж. У багатьох з них, як 
правило, використовується припущення, що план розподілу навантаження 
задано. Реально це не так і в залежності від оптимальності сформованого плану 
розподілу навантаження, багато в чому залежить ефективність використання 
обладнання телекомунікаційної мережі. Це допущення знижує складність розв ’ 
язання задачі, але може привести до збільшення обсягу необхідного обладнання 
для розгортання мережі. 
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У роботах [19,22,36] це факт враховується і план розподілу навантаження 
формується в ході рішення задач проектування телекомунікаційних мереж. 
Однак, задачі такого класу відрізняються досить великою складністю і слабо 
піддаються структуризації та автоматизації. Тому, нерідко в ході вирішення 
задачі проектування мережі виникають ситуації невизначеності (), коли не 
можна однозначно прийняти рішення про наступний крок подальшого 
вирішення задачі. 
Помилкове прийняття рішення при виборі наступного кроку в алгоритмі 
розрахунку призводить до помилки, яка виявляється тільки по закінченні 
рішення задачі. А точніше, на етапі перевірки отриманих результатів. 
Виявлення помилки призводить до необхідності повернення до початку 
алгоритму і повторення етапів розрахунку. Враховуючи, що такого типу 
завдання вирішуються з використанням ітераційних процедур, це може 
призвести до значного збільшення часу, необхідного для отримання 
необхідного результату. Як показують розрахунки, тимчасові витрати можуть 
збільшитися на 30-40%. 
Розглянемо, коли використання існуючих методів призводить до 
виникнення помилок, які виявляються тільки на кінцевому етапі розрахунку. В 
результаті цього, необхідно повертатися в початок алгоритму. Наслідком 
помилки є збільшення кількості ітерацій і відповідно подовження процесу 
розрахунку. 
Методи розв'язання задач синтезу [39,42] - визначення мінімально 
необхідного канального ресурсу гілок телекомунікаційної мережі при 
виконанні вимог щодо якості обслуговування в напрямках зв'язку, дозволяють 
проводити розрахунки для більшості типів телекомунікаційних мереж зі 
стандартним набором вихідних даних. Однак, при проектуванні 
телекомунікаційних мереж з великим числом напрямків зв'язку, які мають 
декілька рівнозначних за числом транзитів найкоротших шляхів передачі 
інформації, мають місце невизначеності. А саме, на етапі нормування якості 
обслуговування на гілках мережі, необхідно визначити черговість розрахунку 
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напрямків зв'язку. Ця невизначеність може призвести до помилкового вибору 
напрямку вирішення задачі. При цьому помилка, як правило, виявляється 
тільки на кінцевому етапі розрахунку. Що і призводить до збільшення часу 
розрахунку і непродуктивного використання обчислювальних ресурсів. 
Проаналізуємо певні недоліки методів більш детально. 
Задача визначення необхідного канального ресурсу гілок телекомунікаційної 
мережі, якщо план розподілу навантаження задано, може бути сформульована 
таким чином [26]. 
Заданих: 
–  структура мережі у вигляді графа G (N, M), где N – кількість КЦ, а M - 
кількість гілок в мережі; 
– навантаження Z = |Zij|, поступає в кожний напрямок 
зв’язку
)  ;( 1 jiNjiJ    ,,ij 
 для обслуговування в час найбільшого 
навантаження (ЧНН); 
– необхідні показники якості обслуговування 
) (
max  ;1 j i  N,ji,PP jij i 
, які виражаються ймовірністю відмови для 
встановлення з’єднання в напрямках зв’язку;  
– план розподілу навантаження (ПРН), що є матрицею
ν
ν μijM   
)1ν ; 1( k,j i  ;N,ji, 
 сукупність незалежних шляхів передачі 
інформації 
),(
ν 1νμ kij 
 по гілкам мережі, з вказанням черговості 
)1,(νν k 
 
заняття шляхів;  
– обмеження на канальний ресурс гілок ij
mV
відсутні. 
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Необхідно визначити:  
– Мінімально-необхідний ресурс 
*
mijV
 гілок ij
m
телекомунікаційної  
мережі, котрый забезпечує задану пропускну здатність
з
ijYijY   в напрямках 
зв’язку.  
Формалізований запис даної задачі можна представити  в наступному виді: 
min
1 1
*
  
 
N
i
N
j
ijij mm
VV
          (4.1) 
 
– при системі рівнянь та обмежень: 
 
– 
,
;;1
з
;;1
max
)(11
;;1
max
;1ν;;1
ν
ν
1 1
][
|| μ







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





  


 
j  i   N,ji,,ijYijY
j  i   N,ji,,iZZ
im
p
i
P
j  i   N,ji,,iPP
k, j  i  N,ji,,
ij
M
jij
N
i
N
j
jj
jij
                  (4.2) 
– де 
max
ijP  – допустима ймовірність втрат в напрямках зв’язку;  
– ij
P
 – реальна якість обслуговування в інформаційних напрямках зв’язку;  
– ij
Y
 – реальна пропускна здатність в напрямках зв’язку;  
– 
з
ijY  – задана пропускна здатність в інформаційних напрямках задається як 
max
ijZ *(1-
max
jiP ); 
– ij
mp
 – ймовірність втрат на гілках мережі визначається за формулою: 
– 
,
0
!
!
a
ijm
V
a
aZ
mV
mV
Z
mp
ij
ij
ij



                                                                (4.3) 
– де ij
mV
 – кількість обслуговуючих фізичних або віртуальних каналів. 
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Рішення завдання у вигляді (4.1), (4.2) використовується при розрахунках, 
однак, як було зазначено раніше, дає низьку точність рішення. Задати план 
розподілу навантаження в якості вихідних даних не є доцільним тому, що від 
оптимуму сформованого ОТР багато в чому залежить ефективність 
функціонування телекомунікаційної мережі. З урахуванням цього формування 
ОТР повинне проводитися в ході вирішення завдання і як наслідок, більш 
коректна постановка завдання, буде мати наступний вигляд (4.3) (4.4): 
min
1 1
*
  
 
N
i
N
j
ijij mm
VV
 
)(
ν
ν 1ν ; 1μ )|(  ,ijfm k,j i  ;N,ji,MV |
*
ij  ,                 (4.4) 
 
при следующих ограничениях: 
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




  
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 
;;1
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;;1
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)(11
;;1
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1 1
][
j  i   N,ji,,ijYijY
j  i   N,ji,,iZZ
im
p
i
P
j  i   N,ji,,iPP
jij
N
i
N
j
jj
jij
.                                (4.5) 
 
У свою чергу метод [26] складається з наступних етапів, які є окремими 
самостійними підзадачами: 
1. Визначення сукупності шляхів передачі інформації в напрямках зв'язку, 
тобто формування ОТР. 
2. Нормування значень якості обслуговування на гілках мережі. 
3. Розподіл навантаження по гілках, які складаються з шляхів першого та 
наступних виборів. 
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4. Визначення числа каналів на гілках мережі і при необхідності їх 
типізація. 
5. Корекція значень ймовірність втрат на гілках мережі. 
6. Перевірочний розрахунок втрат і виконаної навантаження, тобто 
пропускної здатності, на напрямках зв'язку. 
Невизначеності, в процесі вибору черговості напрямків зв'язку, виникає на 
етапі нормування значень якості обслуговування на гілках мережі (п. 2). Це 
пов'язано з тим, що в телекомунікаційних мережах, які мають декілька шляхів 
передачі інформації в напрямках зв'язку, якості обслуговування на будь-якої 
гілки залежать від якості обслуговування на всіх інших гілок мережі. Цю 
залежність з урахуванням певної сукупності незалежних шляхів у напрямках 
зв'язку (матриця ) можна представити у вигляді системи нерівностей: 
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                                                 (4.6) 
де ij
P
 , klP , mtP  – допустима якість обслуговування (величина втрат) в 
напрямках зв’язку; 
)1,νν k(  
 – кількість незалежних шляхів (LSP) в напрямках зв’язку;  
n – кількість гілок в -м шляху встановлення з’єднання; 
pij, pkl, ..., pmk – якість обслуговування (ймовірність втрат) на гілках, котрі 
необхідно розрахувати. 
При цьому, втрати на гілках мережі (pij, pkl, ..., pmk) будуть визначатися 
виходячи з теорії систем масового обслуговування, за формулою Ерланга. Тоді 
система нерівностей в кінцевому підсумку буде мати вигляд: 
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При чому, кількість нерівностей системи (4.5), (4.6) визначається кількістю 
напрямків зв'язку в мережі. 
Рішення системи нерівностей і визначення імовірності (pij, pkl, ..., pmk) втрат 
на гілках за відомими значеннями досить складне і трудомістке завдання. У 
роботах [2, 3] запропоновані евристичні алгоритми рішення цієї задачі з 
достатньою для практики точністю. 
Суть такої методики [2], на етапі нормування якості обслуговування на 
гілках мережі, полягає в наступному: 
1. Вибирається нерівність, відповідне напрямку зв'язку, найкоротший шлях 
якої має максимальну довжину. 
2. Якщо таких напрямів декілька, то вибирають той, у якого шлях другого 
вибору більш довгий чи іншим формальною ознакою. 
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3. Для отримання однозначного рішення переходять від нерівності до 
рівняння: 
 
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
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1 1
11
i
n
j
mpP ijij
                                           (4.8) 
4. Припускають рівність втрат на всіх гілках напрями зв'язку за умови 
виконання вимог щодо якості обслуговування. У цьому випадку рівняння (4.7) 
може бути перетворене в рівняння: 
 



  ν111
m
pP
ij
.                                                (4.9) 
5. Всім гілкам напрями зв'язку mij присвоюється значення ймовірність 
втрат, отриманого в результаті рішення першого рівняння (4.8). 
6. Аналогічним чином дозволяють друге і наступні рівняння до тих пір, 
поки всім гілкам мережі не буде привласнених розрахованих для них значень 
ймовірність втрат. Результати розрахунку зводяться в матрицю ij
mp
. 
7. Проводиться перевірочний розрахунок значень ймовірність втрат в 
напрямках зв'язку. Перевіряється, чи задовольняють розраховані значення 
вимогам, які висуваються (отримані показники якості обслуговування повинні 
бути не гірші або краще заданих вимог). 
З цією метою визначається різниця між нормованими і дійсними 
значеннями втрат у всіх напрямках зв'язку за формулою: 
ij = 
ijij
PP 
max .                                                             (4.10) 
8. Дані значення повинні бути ij → 0. Якщо в будь-якому напрямку 
зв'язку ij  0, то це означає, що в процесі розрахунку були порушені умови за 
якістю обслуговування і переходять до п. 1. 
Більшість напрямків зв'язку в мережі є взаємозалежними. Тобто, в процесі 
обслуговування заявок одна і та ж гілка може використовуватись декількома 
напрямками. Тому, нормування втрат на гілках важливо проводити з 
урахуванням найбільш жорстких вимог до якості обслуговування.  
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Фізичний зміст, перших етапів розглянутого вище алгоритму - це 
визначення напрямків зв'язку з найбільш жорсткими вимогами до якості 
обслуговування. Однак, алгоритм допускає похибки в процесі вибору напрямку 
зв'язку з найбільш жорсткими вимогами до якості обслуговування на 
поточному етапі обчислень. 
Розглянемо на конкретному прикладі, як виникає похибка. Нехай задана 
завдання розрахунку мережі, при наступних початкових даних: 
3 4 5
1 2
6 7
 
Рис. 4.1 Граф )( 107,G  
– мережа MPLS з LSP-тенелями, задана структурою (рис. 4.1); 
– для кожного LSP дані допустимі значення втрат інформації (див. табл. 
4.1 колонку 4); 
– канали в гілках мережі односпрямовані, кожна гілка має канали в обох 
напрямках. У цьому випадку кількість напрямків зв'язку в мережі тому, що 
мережа складається з семи комутаційних центрів; 
– однозначно визначено алгоритм вибору шляхів встановлення з'єднання 
на напрямках зв'язку. 
Розрахунки проводяться за таких припущеннях: 
1. Потік викликів, які надходять на обслуговування, на кожен напрямок 
зв'язку, є самим простим. 
2. Система перебуває в стані статичної рівноваги. 
3. Система приймається з втратами. 
4. Втрати, які виникають на комутаційних центрах малі порівняно з 
втратами з-за зайнятості каналів і не враховуються. 
5. Ймовірність зайнятості каналів всіх гілок взаємно-незалежні. 
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6. Час встановлення з'єднання дорівнює нулю. 
7. Кількість способів встановлення з'єднання, для кожного напряму зв'язку 
(НЗ), беремо два. Причому шляху між собою незалежні (по гілках мережі або 
транзитних вузлів) і найкоротші, для певного НЗ. Це пояснюється тим, що 
найбільший приріст живучості мережі буде у випадку використання першого 
обхідного шляху, а використання незалежних шляхів передачі, у свою чергу, 
дає найбільший приріст надійності мережі, що проектується [22]. 
Проведемо розрахунок згідно вище встановленої методики: 
1. Визначаємо сукупність двох найкоротших і незалежних шляхів передачі 
інформації для кожного напряму зв'язку (ОТР) (колонка 2) і кількості гілок 
(колонка 3), які входять до їх складу (згідно структури мережі та алгоритму 
встановлення з'єднання). 
2. Знаходимо середні втрати на гілках  ij
срmp
 мережі (колонка 5) для всіх 
напрямків зв'язку, за допомогою рівняння (4.8). 
3. Проводимо ранжування (колонка 5) показника ij
срmp
  (від min ij
срmp
до 
max ij
срmp
). 
4. Визначаємо черговість порядку розрахунку напрямків зв'язку, при 
використанні критерію мінімальних втрат в гілках (min ij
срmp
), що відповідає 
списку ранжирування (колонка 6) і проводимо нормування гілок мережі згідно 
з рівнянням (4.7). При чому нерозрахованим гілкам мережі 
ijсрm
p
прирівнюється ij
срmp
, а потім пронормированые (прийняті) значення 
втрат на гілках використовуються в подальших розрахунках. 
5. Виконуючи розрахунок втрат на гілках мережі ij
срmp
 в черговості 
згідно таблиці 4.1 (колонка 6), і пропускаючи напрямки, в яких значення 
допустимих втрат на всіх гілках відомі, знайдемо наступні значення: 
– 0,0241
361321765725
mpmpmpmpmpmp ;   
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– 0,0261
4374676312415452
mmmmmmmm pppppppp ; 
– 0,0279
4714 mm
pp .  
– 0,05
75
mp ;  
– 0,0261
45
mp ; 
– 0,0522
31
mp ;  
– 0,0578
34
mp .  
6. Для перевірки виконання умови забезпечення якості обслуговування 
розраховуємо загальні втрати напрямків зв'язку за формулою (4.7) і заносимо в 
таблицю 4.1 (колонка 7). Ці значення відповідно з умовами (4.4) 
)(
max
 PP j i   N,ji,ijij
 ;1
не повинні перевищувати заданих (нормованих) 
величин. 
7. Виконаємо перевірочний розрахунок у відповідності з заданими та 
знайденими вірогідністю втрат на НЗ, за формулою (4.9) значення ij 
представлені в табл. 4.1 (колонка 8). Для напрямків  J71 ,  5J7 значення ij 
негативні, тобто при отриманих значеннях втрат на гілках для цих напрямків 
умови забезпечення якості обслуговування не виконується. 
8. Необхідно провести повторний перерахунок тому, що порядок 
розрахунку певний в табл. 4.1 (колонка 6), вже не відповідає критерієм 
мінімальних вимог щодо втрат на НР, тобто переходять до п. 1. 
Таблиця 4.1 Перерахунок параметрыв з урахуванням коригування 
НС Jij 
Состав шляхів в 
напрямку 
зв’язку 
(ПРН) 
Количес
тво mij в 
каждом 
μgij 
max
ij
P  
[‰] 
ijсрm
p  
[‰] 
Очеред-
ность 
расчета 
Рассчитан-
ные 
ijg
P [‰] 
ij = 
ijij
PP max [‰
] 
1 2 3 4 5 6 7 8 
2-6 
25-57-76  /  21-
13-36 
3/3 
5 24,1 
1 4,9800 0,0190 
7-6 76  /  74-43-36 1/3 2 26,1 4 1,7920 0,2070 
6-3 63  /  67-74-43 1/3 2 26,1 3 1,9910 0,0090 
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1 2 3 4 5 6 7 8 
5-2 52  /  54-41-12 1/3 2 26,1 2 1,9910 0,0090 
1-7 
14-47  /  13-36-
67 
2/3 
4 26,3 
5 3,9880 0,0120 
5-3 
54-43  /  52-21-
13 
2/3 
4 26,3 
6 3,7340 0,2660 
1-6 
13-36  /  14-47-
76 
2/3 
5 29,5 
7 3,7050 1,2950 
7-1 
74-41  /  75-52-
21 
2/3 
5 29,5 
8 5,0020 -0,0020 
4-3 43  /  41-13 1/2 2 31,9 9 1,2940 0,7060 
4-5 45  /  47-75 1/2 2 31,9 10 0,1997 0,0030 
4-7 47  /  45-57 1/2 2 31,9 11 1,3830 0,6160 
5-4 54  /  57-74 1/2 2 31,9 12 0,1294 0,7060 
6-2 
63-31-12  /  67-
75-52 
3/3 
10 34,5 
13 9,9960 0,0030 
2-4 21-14  /  25-54 2/2 5 36,0 14 2,5440 2,4550 
1-2 12  /  14-45-52 1/3 4 37,2 15 2,0350 1,9640 
3-5 
34-45  /  36-67-
75 
2/3 
8 37,6 
16 8,0000 0,0000 
7-5 75  /  74-45 1/2 3 39,1 17 2,5760 -0,5750 
2-5 25  /  21-14-45 1/3 5 41,7 18 1,8340 3,1660 
6-7 67  /  63-34-47 1/3 5 41,7 19 2,8190 2,1810 
2-3 
21-13  /  25-54-
43 
2/3 
10 42,1 
20 3,5420 6,5480 
2-7 
25-57  /  21-14-
47 
2/3 
10 42,1 
21 3,7050 6,2950 
3-2 
31-12  /  34-45-
52 
2/3 
10 42,1 
22 8,1820 1,8180 
5-6 
57-76  /  54-43-
36 
2/3 
10 42,1 
23 3,5420 64,5800 
6-1 
63-31  /  67-74-
41 
2/3 
10 42,1 
24 5,8680 4,1310 
6-5 
67-75  /  63-34-
45 
2/3 
10 42,1 
25 7,9540 2,0460 
7-2 
75-52  /  74-41-
12 
2/3 
10 42,1 
26 5,7050 4,2950 
1-3 13  /  14-43 1/2 5 50,6 27 1,2840 3,7160 
5-7 57  /  54-47 1/2 5 50,6 28 1,2840 3,7160 
1-5 14-45  /  12-25 2/2 10 51,3 29 2,6410 7,3590 
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Аналіз та багаторазові практичні розрахунки показали, що при виникненні 
подібного роду невизначеності, а саме вибору порядку розрахунку напрямків 
зв'язку, необхідно для всіх ще не розрахованих напрямків провести повторну 
перевірку вимог до середнім втрат на гілках (тільки не розрахованим ще 
гілкам). 
Дана ситуація пов'язана з тим, якщо при нормуванні втрат в гілки, 
виходячи з рівняння втрат (4.7), в напрямку зв'язку (НС) невідома тільки одна 
гілка, то це призводить до ослаблення вимог щодо втрат в даній гілки. Надалі 
ця обставина негативно позначається при розрахунку чергових напрямків 
зв'язку, де задіяна ця гілка. Це пояснюється тим, що значення втрат на гілках, 
які були отримані при виконанні перших кроків розрахунку, у наступних 
рівняннях комбінуються різним чином, тобто прийняті значення втрат на гілках 
використовуються для подальших розрахунків. 
Якщо зробити таку модифікацію у методиці розрахунку канальної ємності 
гілок телекомунікаційних мереж з встановленням з'єднання, то подібного роду 
невизначеностей не виникає.  
Для даного прикладу після розрахунків знайдено шістнадцять гілок згідно 
з рівняннями втрат (4.7) і розглянуто сім НС. На восьмому кроці виникла 
1 2 3 4 5 6 7 8 
3-7 36-67  /  34-47 2/2 10 51,3 30 4,1680 5,8310 
4-2 41-12  /  45-52 2/2 10 51,3 31 2,6540 7,3450 
4-6 47-76  /  43-36 2/2 10 51,3 32 2,5440 7,4450 
5-1 52-21  /  54-41 2/2 10 51,3 33 2,5540 7,4460 
6-4 63-34  /  67-74 2/2 10 51,3 34 4,2450 5,7550 
7-3 74-43  /  76-63 2/2 10 51,3 35 2,5540 7,4460 
2-1 21  /  25-54-41 1/3 10 59,5 36 1,7920 8,2070 
3-6 36  /  34-47-76 1/3 10 59,5 37 1,8340 8,1660 
1-4 14  /  13-34 1/2 7 60,1 38 2,2460 4,7530 
3-1 31  /  34-41 1/2 10 72,0 39 4,3010 5,6990 
3-4 34  /  31-14 1/2 10 72,0 40 4,5460 5,4540 
4-1 41  /  43-31 1/2 10 72,0 41 2,0080 5,4540 
7-4 74  /  75-54 1/2 10 72,0 42 1,9520 8,0470 
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ситуація, коли не розрахована (не проведена нормировка) тільки одна гілка 
75m
p . Це говорить про те, що необхідно для всіх ще не розрахованих 
напрямків зв'язку провести повторну перевірку вимог до середнім втрат на 
гілках. Результат такого „повторного” ранжирування наведено в таблиці 4.2. 
Таблиця 4.2. Результат повторного ранжування параметрів мережі 
Старое 
ранж. 
Новое 
ранж. 
НС ij J  
max
ij
P  
[‰] 
Состав шляхів в 
напрямку зв’язку 
(ПРН) 
ijсрm
p  
(для неизвесных 
гілок) 
[‰] 
1 2 3 4 5 6 
8 12 7-1 5 74-41 / 75-52-21 49,958 (75) 
9 18 4-3 2 43 / 41-13 все извесны 
10 8 4-5 2 45 / 47-75 33,219 (45, 75) 
11 11 4-7 2 47 / 45-57 48,770 (45) 
12 19 5-4 2 54 / 57-74 все извесны 
13 9 7-5 2 75 / 74-45 33,855 (45, 75) 
14 13 6-2 10 63-31-12 / 67-75-52 51,115 (31, 75) 
15 20 2-4 5 21-14 / 25-54 все извесны 
16 15 1-2 4 12 / 14-45-52 105,6 (45) 
17 10 3-5 
8 
31 -45 / 36-67-75 
44,524 (31, 45, 
75) 
18 16 2-5 5 25 / 21-14-45 120,85 (45) 
19 17 6-7 5 67 / 63-34-47 146,1 (34) 
20 21 2-3 10 21-13 / 25-54-43 все извесны 
21 22 2-7 10 25-57 / 21-14-47 все извесны 
22 14 3-2 
10 
31-12 / 34-45-52 
53,604 (31, 34, 
45) 
 
Напрямок зв’язку в таблиці 2 обмежені 22, так як на цьому шагу 
розрахунку значення втрат на всіх гілках будуть вже відомі. В результате 
аналізу напрямків 45J и 75J будуть визначені значення втрат на гілках: 
33,219
7545 mm
pp
[‰] 
В напрямку 35
J
 знову виникає ситуація, коли невідомо значення втрат 
лише на одній гільці. Оскільки далі є напрямки зв’язку з більшою кількістю 
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невідомих гілок, то знову проводимо повторне ранжування напрямків від 10 і 
далі з врахуванням вже відомих значень втрат на гілках. Результат заносимо в 
таблицю 4.3.  
Таблица 4.3. Результати завершаючого етапу ранжування 
Старое 
ранж. 
Новое 
ранж. 
НС ij J  
max
ij
P  
[‰] 
Состав шляхів в 
напрямку зв’язку 
(ПРН) 
ijсрm
p  
(для неизвесных 
гілок) 
[‰] 
1 2 3 4 5 6 
10 11 3-5 0,008 31 -45 / 36-67-75 67,66 (31) 
11 14 4-7 0,002 47 / 45-57 все извесны 
12 15 7-1 0,005 74-41 / 75-52-21 все извесны 
13 12 6-2 0,01 63-31-12 / 67-75-52 72,70 (31) 
14 10 3-2 0,010 31-12 / 34-45-52 61,475 (31, 34) 
15 13 6-7 0,005 67 / 63-34-47 146,1 (34) 
16 16 1-2 0,004 12 / 14-45-52 все извесны 
17 17 2-5 0,005 25 / 21-14-45 все извесны 
 
В результаті аналізу напрямку 3-2 будуть визначені значення втрат на гілках: 
 61,475
3431
mm pp [‰]. 
Значення якості обслуговування розраховано для всіх гілок 
телекомунікаційної мережі MPLS. Тобто, здійснено нормування всіх двадцяти 
гілок мережі: 
 0,0241
361321765725
mmmmmm pppppp ;   
 0,0261
4374676312415452
mmmmmmmm pppppppp ; 
 0,0279
4714 mm
pp ;  
 0,0332
7545 mm
pp ; 
 0,0614
3431
mm pp . 
Розрахунок закінчено. 
Таким чином, запропонована модифікація дозволяє усунути 
невизначеність, яка виникає в ході вирішення завдання нормування якості 
обслуговування на гілках телекомунікаційної мережі. З урахуванням отриманих 
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результатів допрацюємо метод розрахунку необхідної продуктивності гілок 
тунелированной мережі MPLS за показниками пропускної здатності. 
4.2. Розробка методу розрахунку необхідної продуктивності гілок 
мережі MPLS для забезпечення заданої пропускної здатності напрямків 
зв'язку 
 
Крім розглянутого вище структурного фактора, є ще ряд особливостей, які 
вимагають особливої уваги. По-перше, розглянутий вище метод не враховує 
особливості функціонування тунельованої мережі MPLS. До даних 
особливостям слід віднести, що напрями зв'язку тут представляють собою 
сукупність тунелів, сформованих з використанням протоколів OSFP, LDP, 
RSVP, LDP-TE, RSVP-TE. Відразу визначимося, що тунелі будуються з 
використанням незалежних ресурсів мережі. По-друге, канальний ресурс гілок 
в мережі MPLS, як правило, визначається у вигляді набору широкосмугових 
трактів. В процесі обслуговування заявок цей ресурс розбивається на віртуальні 
канали необхідної пропускної здатності. Для зменшення складності і 
розмірності завдання будемо вважати, що нормованими вимог до смуги 
пропускання віртуального каналу для обслуговування одного абонента буде f 
ОЦК . 
У третіх, застосовувані в даний час методи, використовують припущення, 
що потоки заявок в мережі найпростіші на всіх етапах її функціонування. 
Однак у роботах (33,56) показано, що при вихідних найпростіших потоках на 
вході мережі, через брак канального ресурсу у шляхах першого вибору 
виникають так звані надмірні потоки, Це потоки втраченої навантаження на 
шляхах першого вибору, які надходять на обслуговування на шляху 
подальшого вибору. Характеристики цих потоків вже відрізняються від 
найпростіших. Для опису цих потоків необхідно використовувати сукупність 
параметрів - математичного сподівання і дисперсії. Оскільки у цих потоків 
дисперсія більше математичного сподівання, то вони більш складні в 
обслуговуванні, ніж найпростіший потік. А отже, для їх обслуговування 
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потрібна більша кількість каналів, ніж при простому потоці. Облік цього 
чинника дозволить отримати більш високу точність результату. 
 
Розглянемо метод розрахунку необхідної продуктивності гілок з 
урахуванням всіх перерахованих вище особливостей.  
Вихідними даними для рішення задачі є: 
1. структура мережі, задана матрицею зв’язності А = {аij}; 
2.Величина навантаження Z = {Zij}, що надходить в кожен напрямок 
зв'язку для обслуговування в ГНН; 
3. Допустимі ймовірність втрат в напрямках зв'язку, задані матрицею РДОП 
= {PДОПij}. 
4. Вимоги до смуги пропускання віртуального каналу для обслуговування 
одного абонента f ОЦК . 
В результаті рішення повинні бути визначені: 
- Продуктивність гілок тунельованої мережі vij , виражена в ширину 
смуги пропускання або швидкості передачі, задана матрицею 
потужностей гілок F = { fij }; 
- Алгоритм вибору шляхів передачі інформації в напрямках зв'язку, 
що представляє собою матрицю M = {ij } Маршрутів, в якій 
визначено порядок заняття шляхів. 
- У процесі вирішення використовується ряд припущень: 
- Потік викликів, які надходять на обслуговування в кожен напрямок 
зв'язку (НС), є найпростішим або примітивним. 
- Система перебуває в стані статистичного рівноваги. 
- Система приймається з втратами. 
- Втрати, які виникають всередині мережевих елементів (комутатори, 
Маршрутизатори і т.д.) малі порівняно з втратами на гілках 
телекомунікаційної мережі і не враховуються. 
- Система управління постійно моніторить стан мережі тунелів і 
автоматично виключає зі списку допустимих шляхів несправні 
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тунелі, при цьому вся навантаження без втрат перерозподіляється 
між працездатними тунелями мережі MPLS. 
- Тунелі в напрямках зв'язку використовують взаємно незалежний 
ресурс, чим досягається виключення циклів, петель і ефекту «пінг-
понг». 
- Ймовірність заняття фізичних і віртуальних каналів гілок мережі 
взаємно незалежними. 
- Час створення тунелів напрямках зв'язку значно менше часу передачі 
голосового повідомлення та приймається рівним 0. 
Рішення даної задачі являє собою виконання ряду етапів, кожен з яких 
передбачає розгляд окремої самостійної підзадачі: 
1. Визначення сукупності шляхів передачі інформації в напрямках зв'язку. 
2. Прогнозування значень ймовірностей втрат на гілках мережі. 
3. Формування ОТР і розподілу навантаження по гілках мережі. 
4. Визначення ємності гілок мережі MPLS в числі віртуальних каналів і 
корекція значень ймовірностей втрат і інтенсивності виконуваної навантаження 
в напрямках зв'язку. 
5. Визначення необхідної продуктивності гілок тунельованої мережі MPLS 
для забезпечення заданої пропускної здатності напрямків зв'язку. 
Розглянемо основний зміст перерахованих етапів. 
 1. Визначення сукупності шляхів передачі інформації в напрямках зв'язку 
З метою збільшення живучості мережі зв'язку, а також підвищення якості 
обслуговування заявок, в кожному напрямку зв'язку передбачається кілька 
шляхів передачі інформації. Визначення цієї сукупності шляхів передачі 
інформації проводиться по структурі мережі зв'язку. Для зменшення 
розмірності розв'язуваної задачі [115] доцільно структуру мережі, описувану 
графом G(N,M ), розбити на два підграфа: GТ(NТ,МТ ) і GО(NО,МО). При цьому 
повинно виконуватися умова: 
G (N,M ) = GТ(NТ,МТ ) ∩ GО(NО,МО) 
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До графи GТ (NТ,МТ ) відносять частина мережі, що складається з 
транзитних комутаційних центрів та зв'язують їх гілок. Всі КЦ  GТ (NТ,МТ) 
мають не менше двох інцидентних гілок. 
До графи GО (NО,МО ) відносять сукупність прикінцевих КЦ з 
инцидентными їм гілками. Всі КЦ  GО (NО,МО), як правило, мають одну 
інцидентну гілку.  
Сукупність шляхів передачі інформації визначається щодо КЦ  GТ 
(NТ,МТ), бо тільки ця частина мережі забезпечує кілька шляхів передачі 
інформації в напрямках зв'язку. 
Шляхи можуть бути незалежними і залежними. Використання залежних 
шляхів передачі інформації вимагає вжиття спеціальних заходів боротьби з 
виникненням “петель”, що веде до збільшення службової навантаження на 
мережу зв'язку і ускладнення керуючих пристроїв КЦ. Передача інформації по 
незалежним шляхам вільна від цього недоліку. Крім того, як зазначено в [8,40], 
використання числа обхідних шляхів більше двох не призводить до істотного 
ефекту. А так як структура мережі зв'язку, описувана графом GТ (NТ,МТ ), 
дозволяє організувати 2 і більше незалежних шляху встановлення з'єднання, то 
використання залежних шляхів у ряді випадків недоцільно.  
Задача визначення сукупності незалежних шляхів встановлення з ’ єднань 
в напрямках зв'язку може вирішуватися різними шляхами: 
- візуально, на підставі структури мережі; 
- спрощеним симплекс-методом лінійного програмування матриці 
пов'язаності [48,62]; 
- за модифікованої матриці пов'язаності методом послідовного зведення її 
в ступінь [48,63,65] та ін. 
Визначена одним зі способів сукупність незалежних шляхів 
представляється у вигляді матриці || M ||: 
 M=|| ij ||, 
где  ij – состав гілок, входячих в шлях встановлення з’єднання; 
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 - число незалежних шляхів встановлення з’єднання. 
2. Прогнозування значень ймовірностей втрат на гілках мережі Поділ 
мережі зв'язку, з графом G (N,M ), на дві складові частини, описувані графами 
GТ(NТ,МТ ) і GО(NО,МО), дозволяє спростити рішення поставленої задачі. Це 
пов'язано з тим, що у КЦ  GО (NО,МО ) є лише одна інцидентна їм гілка. Отже, 
доцільно з умови допустимої вірогідності встановлення з'єднання провести 
розподіл величини допустимих втрат між гілками прив'язки прикінцевих КЦ  
GО (NО,МО ) і ділянкою мережі, описуваним графом GТ (NТ,МТ ). Тоді завдання 
зведеться до визначення втрат на гілках мережі, з графом GТ (NТ,МТ ). 
Дана мережа допускає використання декількох незалежних шляхів 
встановлення з'єднання. Це дозволяє забезпечити невеликі (одиниці проміле) 
втрати в напрямках зв'язку, при відносно високих (десятки проміле) втрати на 
гілках мережі зв'язку. Тому розподіл збитків між гілками мережі МТ  GТ 
(NТ,МТ ) і гілками прив'язки прикінцевих КЦ слід виробляти наступним чином 
[115]: 
P1 = 0,2 - 0,25 (1-q0 ) на мережу, описувану графом GТ (NТ,МТ ); (4.10) 
P2 = 0,8 - 0,75 (1-q0 ) на дві гілки прив'язки, 
де q0 - допустима ймовірність встановлення з ’ єднань в напрямках зв'язку. 
При цьому необхідно мати на увазі, що 
Р0=1 - q0=1 - (1 - P1)(1 - P2 )2.                              (4.11) 
Розглянемо  порядок визначення втрат на гілках МТ  GТ (NТ,MТ ). 
Комутована мережа характеризується тим, що ймовірність втрат в будь-
якому напрямку зв'язку є функцією ймовірність втрат на всіх гілках, що входять 
до складу шляхів передачі інформації в даному напрямку зв'язку. Цю 
залежність з урахуванням певної сукупності шляхів передачі інформації в 
напрямках зв'язку ( матриця || M || ) можна представити у вигляді системи 
рівнянь: 
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,                                (4.12) 
где   - число незалежних шляхів в напрямку зв’язку;  
n - число гілок в -м шляху встановлення з’єднання; 
pij, pkl, ..., pmk- допустима ймовірність втрат на гілках; 
Pij, Pkl, ..., Pmk - допустимі величини втрат в напрямах зв’язку. 
Число рівнянь системи визначається числом інформаційних напрямків у 
мережі зв'язку. 
Так як (4.12) є системою рівнянь, заданих в явному вигляді, одним з 
можливих шляхів визначення ймовірностей втрат на гілках є її рішення. Однак 
пряме рішення системи (4.12) отримати досить складно, а в більшості випадків 
неможливо, так як на практиці величини Pij, Pkl, ..., Pmk не задаються, а 
нормується допустима величина втрат P1 в напрямках зв'язку. Отже, система 
(4.12) при таких вихідних даних буде представляти собою систему нерівностей: 
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                                     (4.13) 
Умова рівності буде виконуватися лише для найбільш довгих за кількістю 
транзитів шляхів. Для більшості більш коротких шляхів буде виконуватися 
умова нерівності. 
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Рішення системи нерівностей (4.13) в прямій постановці є досить складним 
і трудомістким завданням. Тому для спрощення визначення орієнтовних 
значень якості обслуговування на гілках мережі можна скористатися 
рекомендаціями роботи [115].  
В даній роботі рекомендується при вирішенні різних мережевих завдань і 
виникнення різного роду невизначеностей, аналізувати напрям зміни 
коефіцієнта використання каналів (КВК) в мережі. Якщо прийняте рішення 
веде до підвищення КВК телекомунікаційної мережі, то його можна оцінювати 
як раціональне. В іншому випадку, тобто якщо прийняте рішення веде до 
зниження КВК в телекомунікаційній мережі, то його слід розцінювати як не 
раціональне.  
Проаналізуємо залежність коефіцієнта використання каналів (КВК) від 
співвідношення zij навантаження і втрат pij на гілки mij . 
З цією метою скористаємося апроксимацією залежності КВК від величини 
втрат на гілки при фіксованій навантаженні функціями виду: 
caxK b 
~
.                                                                     (4.14) 
Так як емпіричні формули знайдені таблиця (4.4) і вони мають вид (4.13), то її 
перша похідна рівна:  
,
~ 1 babxK                                                                  (4.15) 
где  a  и b – коефіцієнты аппроксимации; 
pij – величина втрат на гілці; 
zij – навантаження, яке обслужене гілкою; 
K – коефіцієнт использования каналов. 
Виходячи з даних емпіричних формул, таблиця 4.4 і при тих же значеннях 
аргументу (x=pij) були побудовані графіки на рисунках (4.2), (4.3). 
Таблица 4.4. розрахункові параметри мережі 
constZ  K
~
 K 
~
 
1. 2. 3. 
5Z  2550,06039,0 2337,0 x  12337,02337,06039,0  x  
8Z  3336,06934,0 2724,0 x  12724,02724,06934,0  x  
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Рис. 3.5  Графики апроксимации K  МНК при Z =const 
0,30
0,35
0,40
0,45
0,50
0,55
0,60
0,65
0,70
0,75
0,80
0,00 0,01 0,02 0,03 0,04 0,05
p
K
Z=5
apr_Z=5
Z=8
apr_Z=8
Z=10
apr_Z=10
Z=20
apr_Z=20
 
 
1. 2. 3. 
10Z  3838,08670,0 3362,0 x  13362,03362,08670,0  x  
20Z  4361,06124,0 2100,0 x  12100,02100,06124,0  x  
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Аналіз швидкості зміни КВК може бути зроблений на основі приватної 
похідної першого порядку функції [115]: 
const
~ 1


ij
b
ij ZpabK                                               (4.15) 
Діапазон зміни величини навантаження і втрат доцільно взяти найбільш 
характерний для ТКС передачі мови в режимі віртуальних каналів. Тобто: 
- діапазон зміни величини zij навантаження - 
0,9 ≤ zij ≥ 35 Ерл, 
- діапазон зміни величини pij втрат - 
0,001 ≤ pij ≥ 0,1. 
Отримані результати показали, що без істотного впливу на точність 
кінцевого результату доцільно допустити рівність втрат на гілках шляхів 
передачі інформації за умови виконання вимог щодо якості обслуговування в 
напрямку зв'язку. Похибки, які при цьому виникнуть, можуть бути скориговані 
на етапі визначення канальної ємності гілок мережі. Це дозволяє 
рекомендувати наступний метод рішення системи нерівностей (4.12): 
1. В матриці || M || вибирається напрямок зв'язку Jij(1), найкоротший за 
кількістю транзитів шлях якого, має максимальну кількість гілок  m 
(позначення l1 говорить про те, що в напрямку Jij зв'язку може бути 1 >1 
(декілька) рівнозначних найкоротших за кількістю транзитів шляхів): 
Jij ( 1)  maxmin {ij; i,j=1,N }. 
2. З системи нерівностей (4.12) вибирається рівняння втрат для 
направлення Jij зв'язку: 
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где  m - число гілок в -том шляху передачі інформації, 
 - число шляхів передачі інформації. 
3. Решается уравнение (4.16) при условии равенства pij = p1 втрат на гілках, 
входящих в напрям Jij   1  зв’язку: 
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Это уравнение может быть преобразовано к виду: 
 1 1 1 1P p
m
  
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   .     (4.18) 
4. Всем ветвям mij направления зв’язку Jij(1) присваивается значение 
ймовірність втрат p1, тобто 
pij = p1. 
5. Якщо в ході нормування (прогнозування) якості обслуговування на 
гілках мережі в напрямках зв'язку невизначено значення втрат тільки однієї 
гілки, то необхідно провести рейтингу всіх ще не розрахованих напрямків 
зв'язку. Ранжування ведеться на основі розрахунку вимог до середнім втрат на 
гілках, які ще не розраховані. При цьому, отриманні значення ймовірність втрат 
при попередніх розрахунках, підставляються в аналітичні вирази з своїми 
значеннями. Тобто провести повторний розрахунок середніх втрат на гілках 
згідно формули (4.17) і ранжування згідно з критерієм мінімальних втрат. 
Даний підхід визначає черговість розрахунку НС, для нормування гілок мережі, 
і дозволяє зменшити кількість необхідних ітерацій і, як наслідок, час отримання 
необхідного результату. 
6. З системи нерівностей (4.12) вибирається таке рівняння, що відповідає 
вимогам пункту 1 на даному етапі обчислень, і в якому є невідомі значення 
ймовірностей втрат на гілках. Розраховані на попередніх етапах ймовірність 
втрат на гілках входять до рівняння зі своїми значеннями, а невідомі значення 
прирівнюються між собою. Отримане рівняння вирішується аналогічно 
розглянутій у пункті 3. 
Відповідно до пп. 1-6 розрахунки проводяться до тих пір, поки не 
залишиться гілок з невідомими значеннями ймовірностей втрат. 
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Результати розрахунків зводяться в матрицю Pm = {pmij }. Там де параметр 
матриці connectivity ∆=ij = 0, відповідний параметр матриці Pm = {pij } 
приймається рівним 1, тобто pij = 1.  
Після визначення ймовірності pij втрат на всіх гілках mij мережі 
проводиться перевірка відповідності якості обслуговування у всіх напрямках 
зв'язку висунутим вимогам. З цією метою визначається ∆=ij різниця між 
нормованими і дійсними значеннями ймовірностей втрат у всіх напрямках 
зв'язку: 
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Данные величины должны быть ij 0. Якщо в якому-небудь напрямку 
зв’язку ij< 0, значить в процесі рішення були порушені умови п. 1 и 
необходимо повторно вернуться к решению системы неравенств (4.12).  
3. Формування ПНР і розподіл навантаження по гілках мережі 
Певна на попередніх етапах сукупність шляхів || M || передачі інформації в 
напрямках зв'язку і розраховані ймовірність втрат на гілках дозволяють перейти 
до формування ОТР плану розподілу навантаження. З цією метою матриці || M || 
проводиться визначення шляхів першого і подальшого вибору. При цьому з 
міркувань економічності, забезпечення високої якості тракту і збільшення 
швидкості обслуговування як шляхів першого вибору використовуються 
шляху, що мають мінімальне число транзитів [30,45]. Це дозволяє мінімізувати 
величину функціонуючої навантаження. 
Однак мережі зв'язку взагалі, а мережі зв'язку військового призначення 
особливо, мають, як правило, досить багато напрямків зв'язку, у яких кілька 
рівнозначних, найкоротших за кількістю транзитів шляхів передачі інформації. 
У мережах зв'язку військового призначення, в залежності від їх структури, 60-
80% напрямків зв'язку мають кілька рівнозначних, найкоротших за кількістю 
транзитів шляхів передачі інформації. Це ускладнює однозначне визначення 
шляхів першого вибору, і як наслідок, формування оптимального плану 
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розподілу навантаження. Тому необхідна розробка додаткових умов, що 
дозволяють визначити доцільні шляху першого вибору. 
З цією метою можна скористатися рекомендаціями роботи [115], і при 
вирішенні цього завдання орієнтуватися на напрям зміни КВК. При прийнятті 
рішень будемо прагнути до того, щоб запропоновані пропозиції приводили до 
підвищення коефіцієнта використання каналів. 
З теорії масового обслуговування відомо, що КВК тим вище, при рівних 
втрати, чим більше навантаження, що обслуговується цією гілкою. Для 
проведення більш докладного аналізу цієї залежності, доцільно розглянути 
швидкість зміни КВК, як функцію навантаження при постійних втрати: 
К' = f (Z) при p=const,                                           (4.20) 
де: К' – перша похідна КВК; 
p – втрати на гілках; 
К – коефіцієнт використання каналів. 
Аналіз (4.20) показує: 
- значний приріст КВК досягається при збільшенні навантаження до 4 Ерл. 
- при збільшенні навантаження > 5 Ерл приріст КВК практично постійне. 
Розглядаючи отримані результати стосовно до мережі з комутацією 
каналів в режимі віртуальних сполук для передачі мови, де величини 
навантажень в напрямках зв'язку невеликі, необхідно прагнути до рівномірному 
розподілу навантаження по гілках мережі, що дасть можливість мінімізувати 
кількість віток з низьким КВК і дозволить скоротити сумарну кількість каналів.  
Таблиця 4.5. Розрахункові параметри 
constp  K
~
 K 
~
 
1. 2. 3. 
001,0p  3399123591 12410 ,x, ,   
11241,01241,02359,1  x  
005,0p  2477837538 02740 ,x, ,    
)10274,0()0274,0()3753,8(  x  
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Рис. 4.2 Графики апроксимации K  МНК при p =const
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1. 2. 3. 
01,0p  6440,27669,2 0983,0  x  
)10983,0()0983,0()7669,2(  x  
02,0p  7115,18281,1 1769,0  x  )11769,0()1769,0()8281,1(  x  
05,0p  3013,13926,1 2872,0  x  
)12872,0()2872,0()3926,1(  x  
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З урахуванням сказаного вище алгоритму формування вибору шляхів 
передачі інформації і розподіл навантаження по гілках мережі може 
здійснюватися таким чином: 
1. В матриці || M || вибирається напрямок зв’язку Jij (1), яке має один 
короткий шлях по кількістю транзитів в шлях. 
2. Якщо таких напрямків декілька, то обирається напрям, в котрому 
найкоротший шлях ij складається з максимального числа m гілок: 
ij  m = max {mij }. 
3. У обраному напрямку зв’язку LSP ij, маючого мінімальне число 
транзитів, відмічається як шлях  1ij першого вибору: 
1ij =maxmin { ij; i,j=1,N }. 
4. Відмічений шлях записується в матрицю M={ij } зі значенням =1. 
5. Навантаження Zi,j, поступаючого на обслуговування в Jij (1), 
розподіляється по гілкам mij шляху 1ij. При этом: 
 першій гілці mij цього шляху приписується значення zi,j = Zi,j, 
 другій гілці mij приписується zi,j =Zi,j (1-p1), де p1 - ймовірність втрат 
для mij, 
 третьої гілці mij приписується zi,j=Zi,j(1-p1)(1-p2), де p2 - ймовірність 
втрат, визначеного для mij і т.д. 
6. На шлях 2ij другого вибору поступить надлишкове навантаження z2i,j, 
яке втрачено на шляху першого вибору: 
 Z Zij pij i
i
n
2
1
1 1  




 ,                                     (4.21) 
де  pi - ймовірність втрат на гілках шляху першого вибору. 
7. В напрямку Jij (1) визначається LSP, який має мінімальне число 
транзитів після шляху 1ij и відмічається як шлях 2ij другого вибору: 
1ij < 2ij < 3ij. 
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Аналогічно визначаються шляхи наступних виборів. 
8. Даний шлях записується в M={ij } з значенням  =2 (або  =3,  =4 і 
т.д.). 
Навантаження Z2,i,j, визначена за (7.10), розподіляється по гілках шляху 
другого (третього, четвертого і т.д.) вибору так же, як і для гілок шляху 
першого вибору (див. п. 5). 
Таким чином проводиться формування алгоритму вибору шляхів передачі 
інформації і розподіл навантаження по гілках напрямків зв'язку, які мають один 
найкоротший за кількістю транзитів шлях. Для напрямків зв'язку, які мають 
декілька рівнозначних найкоротших за кількістю транзитів шляхів вирішення 
задачі має деякі особливості, які полягають в наступному: 
1. В матриці || M || обирається Jij (>1) напрям зв’язку, у своєму складі 
декілька рівнозначних, найкоротших по числу транзитів шляхів і маючих 
максимальне число гілок в найкоротшому шляху передачі інформації на даному 
етапі рішення задачі, тобто  
Jij (>1)  maxmin {ij; i,j=1,N }, 
2. Якщо таких напрямках декілька, то обирається Jij (>1, Zmax), у котрого 
навантаження Zi,j, поступаючого на обслуговування, максимальна: 
Jij (>1,Zmax)  maxmin {ij; i,j=1,N }, Zmax,i,j. 
3. В кратчайших шляхах  обраного Jij (>1,Zmax) визначається гілка mij, 
котрій на даному етапі рішення задачі приписано мінімальне значення zi,j 
навантаження: 
mij  min { z,i,j }. 
4. Шлях ij, котрому належить гілка mij, відмічається як шлях першого 
вибору 1ij: 
1ij = ij. 
5. Даний шлях записується в матрицю M={ij} зі значенням   . 
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6. В напрямку Jij (>1,Zmax) зв’язку визначається LSP, маючий мінімальне 
число транзитів після 1ij і відмічається як 2ij: 
1ij < 2ij < 3ij . 
Аналогічно відмічаються шляху наступних виборів. 
7. Відмічений шлях записується в M={ij } зі значенням   2 (або   3, 
  4 і т.д.). 
Таким чином, визначається алгоритм заняття шляхів і розподіл 
навантаження по гілках напрямків зв'язку, які мають декілька рівнозначних, 
найкоротших за кількістю транзитів шляхів передачі інформації. 
Після закінчення розгляду всіх напрямків зв'язку буде сформована матриця 
M={ij }, яка визначає алгоритм вибору шляхів передачі інформації в 
напрямках зв'язку і визначено сумарне значення надходить навантаження Zi,j 
для кожної гілки mij мережі зв'язку. 
4. Визначення ємності гілок мережі MPLS в числі віртуальних каналів і 
корекція значень ймовірностей втрат і інтенсивності виконуваної навантаження 
в напрямках зв'язку. 
Розраховані на попередніх етапах значення величини навантаження і 
ймовірностей втрат на гілках є вихідними даними для розрахунку числа 
каналів. При цьому згідно з рекомендаціями [27,68] доцільно оперувати не 
математичним очікуванням Z навантаження, а його розрахунковим Zp 
значенням, визначаються таким чином: 
Zp =Z+ Z ,                                                    (4.22) 
где  = 0,6742 – коефіцієнт, який враховує середнє значення навантаження. 
У відповідності з прийнятими припущенням про те, що потоки 
поступаючих на обслуговування заявок простіше, число каналів vij в гілках сети 
визначається по методу Ерланга: vij = Zij, pij . 
Однак, передумови про простіший потік справедливо тільки для входячих 
потоків і шляхів першого вибору. Як показано в [66, 68, 82] надлишкові потоки 
124 
 
мають дисперсію більшу, ніж математичне очікування. Це дає погрішності, 
котрі необхідно враховувати при розрахунках. Якщо надлишковий потік рівний 
Zизбij, то його дисперсія Dизбij визначається вираженням (Катс): 
Dизбij = Zизбij pij  (1 - Zизбij pij + Zизбij / Vij +1+ Zизбij pij - Zизбij   (4.23) 
Якщо дисперсія більше математичного очікування, то говорять про те, що 
для обслуговування такого навантаження необхідно збільшити число каналів 
[92].  
Відмінності дисперсії і математичного сподівання особливо сильно 
позначаються на напрямках зв'язку з невеликими навантаженнями, що 
характерно для ССВН. Як показують розрахунки, залежно від величини 
навантаження і кількості обслуговуваних надлишкових потоків число каналів в 
гілки може відрізнятися на 12 - 28%. 
Спрощений алгоритм вирішення даної задачі може бути наступним. Як 
вже зазначалося вище, за основу вимог абонентів до своєї віртуальним каналах 
був узятий стандартний основний цифровий канал (ОЦК). У ОЦК стандартна 
швидкість передачі інформації складає 64 кбіт/с. Для організації тракту в потоці 
Е1 (2 048 Мбіт/с) необхідно 32 каналів ОЦК. Тоді, порядок необхідної 
продуктивності гілок тунельованої мережі MPLS для забезпечення заданої 
пропускної здатності напрямків зв'язку: 
VfF ОЦК                                                   (4.24) 
Прийнявши такий підхід, визначаємо необхідну продуктивність F у кожної 
гілки мережі MPLS і представляємо у вигляді матриці F = {fij }. 
 
Висновки до розділу: 
1. Одним з найважливіших етапів планування ТЗ є визначення структури, 
що забезпечує потреби в передачі потоків інформації. Рішення цієї задачі 
спирається на розрахунки необхідної продуктивності гілок, які забезпечують 
обслуговування надходить навантаження з заданим якістю. 
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2. Розроблений у цій главі метод, відрізняється від відомих наступними 
перевагами: 
- враховує особливості функціонування тунельованої мережі MPLS; 
- усуває невизначеності відомих алгоритмів рішення задачі по структурі 
мережі. В результаті цього усуваються помилки в ході вирішення завдання, які 
в колишніх методи виявлялися тільки по закінченню розрахунків. Це дозволяє 
скоротити час вирішення завдання на 18-25% і зменшити кількість необхідного 
обчислювального ресурсу. 
- дозволяє враховувати вплив надлишкових потоків навантаження на 
канальну ємність гілок ТЗ. Надмірні потоки навантаження відрізняються від 
найпростіших. Їх дисперсія більше математичного сподівання навантаження. 
Тому необхідний облік даного фактору при розрахунку кількості каналів, що і 
закладено в запропонованої методики. 
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РОЗДІЛ 5. АНАЛІЗ ЕФЕКТИВНОСТІ ВИКОРИСТАНОЇ МЕТОДИКИ 
5.1. Теоретичне обґрунтування використаної моделі 
5.2. Середовище для практичного підтвердження моделі 
5.3. Результати моделювання оцінки параметрів якості 
обслуговування в мережі MPLS 
 
5.1. Теоретичне обґрунтування використаної моделі 
   
Оператори  і  провайдери  телекомунікаційних  систем  намагаються  знайти  
способи збільшення рентабельності існуючих інфраструктур.  Про що свідчать 
публікації і рішення пропоновані  на  конференціях  присвячених  питанням  
MPLS.  Але  пропоновані  рішення досить складні в реалізації,  потребують 
значних матеріальних вкладень в мережу,  іноді навіть значні модернізації,  
тому питання підвищення рентабельності мереж  MPLS,  – самих масових 
первинних мереж в світі,  на даний час,  залишається відкритим.  Поставлена 
задача ускладняється  тим,  що  в  мережах  MPLS  застосовуються  підходи  
інжинірінгу  трафіку,  методи  їх  покращення  пропонують  Гольдштейн  [67],  
також  різноманітні  рішення розробляються  компаніями-вендорами  
обладнання  [88, 124].  Проте  суттєвим  недоліком  цих пропозицій  є  знасна  
складність  матапарату,  і  як  наслідок  значна  вартість  і   складність 
реалізації. Саме тому метою даної роботи є створення простого алгоритму, який 
в доповнення  до  рішень  трафік  інжинірингу  дозволить  операторам  оцінити  
ефективність використання  мережі,  і  як  наслідок  збільшити  чистий  
прибуток,  за  рахунок  використання оптимальних протоколів. Технологія 
MPLS дозволяє підвищити швидкість обробки пакетів у порівнянні  з  
технологією  IP  за  рахунок  заміни  процесу  маршрутизації  пакетів  на  
процес комутації при проходженні даних через магістральну мережу 
провайдера. 
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Це  досягається  створенням  LSP-тунелів  між  граничними  
маршрутизаторами магістральної мережі, де процес обробки пакетів і аналіз 
адресної інформації здійснюється з використанням  спеціальних  міток  [69].  
Довжина  мітки  в  технології  MPLS  менше  довжини адресної частини пакета 
IP. Крім того, процес звертання до пулу з  мітками вимагає значно менше  
обчислювальних  і  часових  затрат,  чим  розв’язок  завдань  розподілу  
інформації  на основі матриці маршрутів.   
 Якщо не враховувати додаткові часові витрати на формування тунелів, то 
технологія MPLS  завжди  буде  переважати  технологію  IP  з  погляду  часу  
затримки  пакетів  у  тракті передачі. Однак, у реальних умовах експлуатації, 
перш ніж приступитися до процесу обміну інформацією між джерелами й 
споживачами інформації, необхідно сформувати тунель, що відповідає заданим 
вимогам по якості обслуговування. 
 Це  вимагає  певних  обчислювальних  і  часових  затрат.  У  загальному  
випадку,  по сформованому  тунелю  може  бути  передане  не  одне,  а  кілька  
повідомлень. Використання одного  тунелю  різними  видами  повідомлень  
можливо  в  тому  випадку,  якщо  в  них збігаються вимоги до всіх показників 
якості обслуговування, крім того тунелю дозволяють краще захищати 
інформацію від зловмисників [35]. Руйнування тунелів відбувається в тому 
випадку, якщо на протязі певного часу відсутні пакети з необхідною міткою або 
надходить відповідний сигнал на звільнення ресурсів, задіяних даним тунелем. 
У статті пропонується розглянути  „найгірший”  для  MPLS  випадок,  при  якім  
обміну  інформацією  між  кінцевими пунктами  завжди  передує  процес  
створення  тунелю.  А  по  закінченню  інформаційного обміну, тунель завжди 
підлягає руйнуванню (рекомендації IETF по MPLS [94-115]). 
Початкові умови, допущення. Порівняльну  оцінку  ефективності  
захищаємої методики для мережі MPLS пропонується  провести  за сумарним  
часом  обробки  пакетів  на  всіх  вузлах  тракту  передачі  від  відправника  до 
одержувача.  У  якості  критерію  переваги  пропонується  використовувати 
відносне значення відхилення (∆t) доставки повідомлення в одній і тій же 
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мережі MPLS, яка розрахована на основі представленого методу а також 
методом запропонованим Гольдштейном [30]. 
У процесі розв’язку завдання передбачається використовувати ряд 
допущень:   
– продуктивність вузлів і ліній на всіх ділянках мережі однакова й не 
залежить від часу;  
– довжина  пакета  не  залежить  від  типу  й  виду  переданої  інформації  
і  є  величиною постійної;  
– не  залежно  від  технології,  що  використовується,  пакети  одного  
повідомлення передаються по шляхах, що мають однакову довжину й 
параметри обслуговування;  
При  проведенні  розрахунків  для  реальних  телекомунікаційних  мереж,  
необхідно здійснити прив’язку до структури мережі, урахувати конкретні 
характеристики вузлів і ліній зв'язку,  а  так  само  зробити  попередній  
розрахунки  завантаження  кожного  вузла  з врахуванням більш складних, але 
більш близьких до реальних потоків навантаження.  
Для  більшої  наочності  уточнимо  алгоритми  роботи  IP  і  MPLS  на  
прикладі  мережі, наведеної на рис. 5.1[32]: 
 
Рис.5.1. Приклад MPLS мережі 
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Процес обслуговування заявок по ТЕ-тунелям. Процес  передачі  
інформації  при  використанні  технології  MPLS  характерний  тим,  що 
обслуговування кожної заявки починається з формування тунелю.   
При цьому, якщо тунель уже існує, то проводиться корекція його 
параметрів з метою забезпечення  заданої  якості  обслуговування.  При  цьому,  
може  відбутися  відмова  у встановленні тунелю, а відповідно й 
обслуговування, якщо користувач не має достатніх прав або відсутні ресурси в 
необхідному обсязі. Формування тунелю проводиться в три етапи:  
1)  на  основі  стандартних  протоколів  маршрутизації,  в  
маршрутизаторах  будується матриця маршрутів; 
2) у необхідному напрямку зв'язку створюється звичайний LSP-тунель без 
врахування обмежень на показники якості обслуговування;  
3) на основі  LSP-тунелю  (розподіл  міток  по протоколу  LDP), 
створюється  RSVP-TE-Тунель, який закріплює необхідний мережний ресурс, 
що забезпечує задані вимоги по якості обслуговування.  Тунель  
розформовується  по  команді  відправника  або  після  закінчення певного часу 
простою.    
1.  Етап.  Основним  завданням  даного  етапу  є  формування  матриць  
маршрутів  на основі  стандартних  протоколів  маршрутизації  OSPF;  IS-IS;  
BGP.  Сформовані  на  основі одного із протоколів матриці маршрутів надалі є 
вихідними даними для формування тунелів.  
2.  Етап.  На  цьому  етапі  включається  спеціально  розроблений  для  
технології  MPLS   протокол розподілу міток LDP ( Label  Distribution  Protocol). 
Даний протокол забезпечує поширення атрибутів ресурсів мережі й формує 
LSP  (Label  Switching  Path)  тунелі, які, у загальному випадку, можуть  не  
забезпечувати  задану  якість  обслуговування.  Розподіл  міток  проводиться  
від одержувача  до  відправника  після  надходження  запиту.LER5  знає  (має  
маршрут)  про підключену безпосередньо до нього мережу NET B. LER 5 
довільно призначає для мережі NET  B  вхідну  мітку  LABEL  =  X,  наприклад,  
і  прописує  це  у  свою  LFIB  (таблицю маршрутизації  по  мітках),  рис. 5.2  а).  
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За  допомогою  протоколу  LDP    маршрутизатор  LER5 повідомляє сусідній 
LSR4 про призначення мітки X для мережі NET B, яку LSR4 уписує у свою 
бібліотеку міток (LFIB) як вихідну для інтерфейсу, рис.2 б).   
Так  триває  до  останнього  маршрутизатора  MPLS  -  маршрутизатор  
LER1  заповнює свою LFIB записом про мережу NET B, рис. 5.2 в). 
 
Рис. 5.2. Процес розподілу міток LDP 
Процес  формування  LSP  тунелю  з  вказанням  часу  виконання  кожної  
операції представлений на рис. 5.3. 
 
Рис. 5.3 Процес формування LSP тунелю 
При проведенні аналізу будуть використовуватися наступні позначення: 
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t1,2 ,t3,2   –  час  передачі  запиту  Label  Request  між  вузлами  (LSR,  LER).  
Залежить  від швидкодії модуляторів/демодуляторів, фізичного носія, довжини 
шляху, і т.д.  
tдр4  – час на обробку передачі пакета в маршрутизаторі  в дейтаграмному 
режимі 
 tобр4  – час аналізу й заміни мітки в маршрутизаторі, який приймемо 
рівним tдр4.  
Тоді загальний час встановлення LSP- тунелю буде рівний: 
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де: N – кількість вузлів в LSP-тунелі.  
Час  передачі  в двох напрямках ( t і,і+1 та  t і+1,і )  практично  однаковий,  
тому  що  довжина повідомлення не змінюється = 32*5 біт [16].  
Для нашого прикладу: 
)()()(2)5( 234543215,44,33,22,1 обробробробрдрдрдрдрLSP ttttttttttttt   (5.2) 
де 1, iit  дорівнює відношенню довжини повідомлення до пропускної 
здатності лінії. 
Етап 3. Формування RSVP-TE тунелю. На  основі  LSP-тунелю,  
створюється  RSVP-TE-тунель.  На  даному  етапі  проводиться закріплення  
необхідного  мережного  ресурсу  по  всьому  шляхову  проходження  пакетів  у 
пункт призначення з урахуванням заданих вимог до якості обслуговування.   
Для визначеності аналізу приймемо, що шлях проходження пакетів 
задається в явному вигляді.  Це  дозволяє  робити  автоматичну  
ремаршрутизацію  в  обхід  аварійних  ділянок, перевантажених областей і 
„вузьких” місць мережі.  Розподіл міток буде здійснюватися  від одержувача до 
відправника повідомлення. Процес розподілу міток представлений на рис.4.  
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Рис. 5.4. Процес формування RSVP-TE тунелю 
 
Будемо використовувати наступні позначення: 
t rsvp2,3 ,  t rsvp3,2   –  час  передачі  запиту  протоколу  RSVP  між  2  та  3  
вузлом,  дорівнює відношенню довжини повідомлення до пропускної здатності 
лінії. 
t ф  – час, необхідний для формування запиту Path, списку явно заданих 
маршрутизаторів ERO (фіксований шлях з маршрутизаторів).  
t пр4  – час на просування Path, модернізацію ERO (поля, яке містить явний 
маршрут).  
t рез4  – час який витрачається на аналіз прав на резервування й 
резервування ресурсів.  
Тоді загальний час встановлення тунелю RSVP-TE буде рівний: 
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Для нашого прикладу: 
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Врахування одночасної обробки пакетів одного повідомлення в гілках 
мережі враховується  одночасність  обробки  пакетів,  які рухаються один за 
одним, без затримок. 
Представимо ланцюг з 5 вузлів. Пакети входять в 1-й вузол  і виходять  із 
останнього (ланцюг  –  транзитний).  Пакети  одного  потоку  рухаються  один  
за  одним  без  розривів (розкиду в часі). Приймемо, у гілках мережі час 
передачі пакетів рівний нулю, а виникаючу при передачі затримку перерахуємо 
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на маршрутизатори. Позначимо величину затримки на одному маршрутизаторі 
рівною t 1 .  
Час  затримки одного пакета,  за  умови що в шляху  передачі  інформації 
5  транзитних вузлів,  визначається в такий спосіб.   
Для одного пакету час затримки рівний  Т 1 =5t 1 =Nt 1  (для n вузлів в 
ланцюгу). Для  двох  пакетів  час затримки рівний   Т2 =5  t1 +  t1 =(N+1)  t 1  (для  
n вузлів  в  ланцюгу).  Для  трьох  пакетів  час  затримки  рівний    Т 3 =5  t 1 +2  t 
1 =(N+2)  t 1  (для  n  вузлів  в ланцюгу).Тоді, узагальнимо: для К пакетів час 
затримки рівний  Т К =Nt 1  +(К-1) t 1 , (де N кількість вузлів в ланцюгу), Nt 1 - 
час необхідний для передачі одного пакету по ланцюгу із N вузлів. 
Оцінка часу доставки в MPLS-мережі К пакетів при використанні 
протоколу IP по  RSVP-TE  тунелю,  стиль  FF  Загальний  час  доставки  К  
пакетів  в  MPLS-Мережі  при використанні RSVP-TE тунелю й стилю FF 
дорівнює сумі часів встановлення тунелю LSP,  на його основі тунелю RSVP, 
передачі пакетів.   
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де  змtK  )1(   –  компонент,  який  ураховує  одночасне  обслуговування  
пакетів  на  різних ділянках мережі.  
Для нашого прикладу: 
           (5.6) 
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FECзмі tt   – середній показник tзм 
Врахування навантаження в мережі. У зв’язку з тим, що процес 
навантаження в мережі підкоряється випадковому закону, то в якійсь момент 
часу ресурс мережі простоює, а в якійсь момент часу на маршрутизаторах 
виникають черги. Це приводить до появи додаткової складової часу затримки. 
Для спрощення розрахунків припустимо що має місце аналітична модель 
системи масового обслуговування типу М/М/1. Кожний маршрутизатор можна 
описати за допомогою вхідного λ і вихідного µ потоків. Відповідно при µ< λ 
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виникають черги. Завантаження вузла дорівнює відношенню µ/λ=  ρ.  Функція  
χ(ρ)  –  це  функція,  яка  враховує  величину  завантаження  вузлів.  Її  зміст 
полягає  в  тому  що  при  завантаженні  мережі  (вузла)  рівному  ρ,  час  
передачі  пакета збільшується  в  χ(ρ)  раз.  Найпростіший  її  вид  [16]    
χ(ρ)=1/(1-  ρ),  де  ρ  –  завантаження маршрутизатора (лінії), рис. 5.5.   
 
Рис. 5.5. Графік функції χ(ρ)=1/(1- ρ) 
Для нашого прикладу: 
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Аналітичний опис процесів функціонування телекомунікаційних мереж 
нерідко призводить до досить складних математичних виразів. Тому, як 
правило, використовуються різного роду обмеження, що дозволяють отримати 
наближене рішення різного ступеня точності. Так, в роботі для вирішення 
задачі пропонується розв’язок системи нерівності (4.12) на основі 
запропонованих методів. Для кожного НЗ пропонується  розрахувати час 
перебування  пакету в мережі (5.7), як система значень для нерівності (4.12). 
Отримані значення зображені на рис. 5.5. 
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 Теоретична база для аналізу мереж передачі інформації була 
запропонована в роботах Клейнрока і Гольдштейна. У роботах Клейнрока 
отримані аналітичні співвідношення (як рішення задачі з монографії - отримано 
Гольдштейном) для мереж передачі даних, що працюють в дейтаграмному 
режимі. У роботі Гольдштейна [30] була отримано аналітичне співвідношення 
для тунелюватись мережі MPLS, при обслуговуванні найпростішого потоку і 
використанні мат.ап. Ерланга.  
У роботі Гольдштейна[32] представлений методу аналізу ефективності 
організації LSP тунелю в MPLS мережі на підставі показника часу перебуваючи 
пакета. Представлення  MPLS-тунелю  у  вигляді  системи  масового  
обслуговування  з послідовними  чергами  дозволяє  використовувати  формулу  
для  моделі  M/M/m  обчислення середнього часу перебування пакета в тунелі з 
N вузлів: [1] 
              (5.9) 
де:  N > 2, γ – постійна Ейлера, γ =0,577, ρ- коефіцієнт завантаженості. 
 
Рис. 5.5. Графік розрахунків при р = 0,75 
 
136 
 
 
Рис. 5.6. Графік розрахунків при р = 0,8 
 
 
 
Рис. 5.7. Графік розрахунків при р = 0,9 
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5.2. Середовища для практичного підтвердження моделі. 
 
В даному розділі описується критерій вибору програмних засобів для 
розробки імітаційно-комп’ютерної моделі оцінки якості обслуговування в 
мережі MPLS з описом складових частин імітаційної моделі та їх взаємне 
функціонування. 
Критерії вибору програмних засобів: 
 можливість повнофункціонального конфігурування сервісів VPN в мережі MPLS; 
 можливість перенесення мережевої конфігурації імітаційної моделі на фізичне обладнання; 
 наявність інструментів створення навантаження трафіком абонентів; 
 наявність інструментів представлення результатів моделювання; 
 можливість застосування програмних засобів в реальних мережах зв’язку; 
Дослідження параметрів якості обслуговування в мережі IP/MPLS була 
розроблена імітаційна модель, що розгортається на персональному комп’ютері. 
На рис. 5.6. представлена модульна структура описаної імітаційної моделі. 
 
Рис. 5.8. Модульна структура описаної імітаційної моделі 
 
Дослідження параметрів якості обслуговування в мережі MPLS методами 
управління трафіком передбачає реалізацію наступних п’яти модулів: 
конфігурація ядра мережі MPLS у віртуальному середовищі;  
• конфігурація границі на ядрі мережі MPLS; 
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• конфігурація мережі IP у віртуальному середовищі; 
• конфігурація мережі на рівні доступу, що передбачає підключення 
джерел трафіку користувачів. 
В моделі досліджується параметри якості обслуговування в опорній 
(транзитній) мережі MPLS (модуль 2) та порівнюються з відповідними 
теоретичними значеннями (розділ 5.1). Джерела тестового трафіку (модуль 4) 
винесені за межі транзитної мережі та знаходяться на рівні доступу до опорної 
мережі. Потоки користувачів створюють навантаження на опорну мережу. За 
результатами проходження тестового трафіку виноситься висновок про рівень 
якості обслуговування в мережі при обслуговуванні голосового трафіку. 
Головними складовими мережі, що моделюється, є маршрутизатори. Для 
моделювання роботи маршрутизаторів необхідно застосування 
спеціалізованого програмного продукту. 
В якості середовища для моделювання роботи опорної мережі 
використано програмне забезпечення GNS3 (Global Network Simulator 3), яке 
дозволяє повністю відтворити роботу мережевих пристроїв компаній Cisco 
Systems, емулюючи їх мережеві операційні системи IOS (Internetwork Operating 
System), на власному комп’ютері. Також  GNS3 дозволяє гнучко налаштовувати 
роботу маршрутизаторів та переносити  конфігурації мережі імітаційної моделі 
на реальне обладнання. Важливо відмітити, що для успішного моделювання  і 
подальшого застосування конфігурації на реальній мережі, необхідно, щоб 
операційна система IOS Cisco Systems пристроїв підтримувала функції MPLS, 
QoS, RSVP. 
Модуль 4, що представлений на рис. 5.6, призначений для генерування 
голосового трафіку користувачів. В якості генератора TCP та UDP трафіку 
виступає кросплатформена консольна клієнт-серверна програма Jperf.  
Створена імітаційна модель призначена для функціонування на одному 
персональному комп’ютері. Для цієї мети використана операційна система 
Windows 7 Professional x64 в якості основної. Модулі 1 - 3 (див. рис. 5.6) 
встановлені на основній операційній системі. Для імітації модуля 4 була 
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використана операційна система Windows XP х32, що встановлена на обох 
віртуальних машинах і підключені до основної за допомогою програмного 
рішення VMware Workstation. 
MPLS стала ключовою технології інтеграції для здійснення передачі 
трафіку даних по тій же мережі, і ця технологія, яка відіграє важливу роль в 
мережах наступного покоління, шляхом надання якості обслуговування (QoS) і 
TE (Traffic Engineering). В мережі MPLS, LSPs (Label Switched Path) 
встановлюються з вхідного вузла до вузла вихідного трафіку до початку 
передачі. Кожен LSP може бути заданий з функціями, які включають 
обмеження і надійність за часом доставки [32]. Тому додатки, орієнтовані на 
складання канал, можуть скористатися "віртуальним з'єднанням", встановленим 
MPLS. 
На рис. 5.9. представлено зв’язки між програмними засобами імітаційної 
моделі на базі одного персонального комп’ютера. 
 
Рис. 5.9. Взаємозв’язки між програмними засобами імітаційної моделі на 
базі персонального комп’ютера 
Мережа оператора зв’язку складається з ділянки опорної мережі, що 
функціонує на базі технології MPLS та рівня агрегації (дистрибуції), що 
об’єднує потоки користувачів – Споживач. 
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На рівнях агрегації використовуються L3-комутатори СЕ1, СЕ2. Опорна 
мережа (ядро) складається з 4 маршрутизаторів, де ELSR1, ELSR2 – граничні 
комутуючі по мітках маршрутизатори, LSR1, LSR2 – транзитні комутуючі по 
мітках комутатори (див. Рис. 5.7). 
В якості магістральної технології оператором обрано сервіс віртуальних 
приватних мереж канального рівня відомий як ATOM (Any Transport over 
MPLS). 
Між точками 1 та 2 Споживача  побудовано однонаправлений тунель за 
шляхом ELSR1-LSR1-ELSR2, що включає 3 маршрутизатори (Додаток В). За 
цим маршрутом зарезервовано за допомогою протоколу RSVP смугу 
пропускання, рівну 512 кбіт/с. 
 
 
 
 
Рис. 5.10. Топологія мережі, що досліджується, в GNS 3 
 
В Додатку Г представлена інформація щодо образу маршрутизатора 
Cisco, який використано для побудови моделі в GNS3. Образ обрано з огляду 
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підтримки необхідних функцій для виконання поставленої задачі 
функціонування мережі MPLS. Конфігурування маршрутизаторів імітаційної 
моделі представлено в Додатку Б. 
Основні налаштування конфігурації опорної MPLS-мережі: 
1. Технологія MPLS розгортається на базі працюючої IP-мережі. В якості 
протоколу внутрішньої маршрутизації налаштований протокол OSPF. 
2. На маршрутизаторах та відповідних інтерфейсах вмикаються технології MPLS 
та протокол LDP. 
3. На маршрутизаторах розгортається мережа LSP-каналів у відповідності до 
побудованих шляхів (розділ 4). 
4. Налаштування відокремлених тунелів для передачі даних користувачів. 
5. Налаштування протоколу резервування RSVP на ділянках мережі між 
маршрутизаторами. 
6. Налаштування архітектури диференційованих послуг для тестових потоків 
даних. 
 
5.3. Результати моделювання оцінки параметрів якості обслуговування 
в мережі MPLS 
 
Середовище Інтернет виступає в ролі мережі доступу в режимі реального 
часу для додатків, які працюють в режимі реального часу. Основний критерій 
роботи для таких додатків визначається в першу чергу їх функціональним 
призначенням - передача відео і аудіо трафіку. Основна вимога до мереж, на 
яких розгорнуті мережеві архітектури з підтримкою трафіку реального часу - 
мінімально можлива тимчасова затримка при передачі пакетів від джерела до 
споживача. Такі додатки оперують даними, які мають малий розмір пакета, але 
більшу інтенсивність передачі. Ці додатки вимагають широку пропускну 
здатність каналу для того, щоб забезпечити необхідні затримки, і даний 
показник не відноситься до підвищення економічної ефективності. 
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Для дослідження параметрів якості обслуговування в мережі IP / MPLS 
була розроблено імітаційна модель, що розгортається на персональному 
комп'ютері. На рис. 1. представлена модульна структура описаної імітаційної 
моделі. В інтерактивних додатках при передачі трафіку в реальному часі, 
загальна затримка в одному напрямку повинна бути коротка, щоб дати 
додатком стану on-line. 
В рамках даного дослідження необхідно виміряти параметри якості 
обслуговування (затримка, джитер, втрати пакетів) при проходженні трафіку 
через мережу MPLS із застосуванням:  
1) визначеного LSP представленими методиками в роботі;  
2) при побудові LSP на базі OSPF протоколу; 
3) при побудові LSP на базі RSVP протоколу; 
В Сценарії 1 MPLS реалізується шляхом створення LSPs, і визначення 
того, що трафік призначається відповідним LSP. Перед тим як LSPs 
налаштовані, статус MPLS на інтерфейсах, які працюють з протоколом OSPF 
основних маршрутизаторів, встановлюється для включення. Прикордонні 
маршрутизатори, LER1 і LER2 розглядаються як джерело і призначення LSP 
відповідно.  
Порівняти отримані результати та зробити висновок про доцільність 
застосування запропонованих методики на мережі MPLS.  
Досліджувана мережа представлена на рис. 5.11. 
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Рис. 5.11. Досліджувана MPLS-мережа, де: CE1/2 – граничне обладнання 
користувача, ELSR1/2 – граничне обладнання провайдера (MPLS-мережі),  
 
Налаштування Jperf. Cтворити штучне навантаження для тестування 
каналів зв’язку дозволяє програма Jperf. Вона часто застосовується 
операторами та Інтернет-провайдерами. Дана утиліта є кросплатформеною, 
тобто працює на різних операційних системах. В досліджуваній імітаційній 
моделі Jperf використовується з метою імітування трафіку користувачів. 
Схема, що демонструє роль Jperf в імітаційній моделі показана на рис. 
5.12. 
 
Рис. 5.12. Принцип генерування трафіку за допомогою Jperf 
 
Jperf застосовують для генерування трафіку по протоколам TCP та UDP. 
При генеруванні тестового UDP-трафіку є можливість гнучко 
налаштовувати: 
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– довжину пакетів, що передаються; 
– швидкість передачі інформації; 
– роботу на односторонніх каналах; 
Jperf дозволяє створити декілька паралельних потоків трафіку, передаючи 
потоки даних на різні порти. Параметри конфігурації наведені в Додатку Д. На 
рис. 5.13. представлено «відловлений» за допомогою Wireshark один з кадрів 
MPLS, що передаються по MPLS-мережі від точки 1 до точки 2. Кадр містить 
одну мітку MPLS, значення мітки – 19. 
Рис. 5.13. «Відловлений» кадр з міткою MPLS 
На рис.5.14. представлено «відловлений» один з RSVP-пакетів MPLS-
мережі, у тунелі LSP1 із зарезервованою смугою пропускання рівною 512 
кбіт/сек.  
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Рис. 5.14  «Відловлений» пакет із RSVP-каналу 
 
Переконаємося в тому, що трафік між клієнтами філій пересувається 
маршрутом, зображеним на рис.5.11. Для цього достатньо  скористатися 
утилітою tracert, яка надає користувачу інформацію про порядок проходження 
маршрутизаторів всередині мережі. Виконаємо цю операцію для прямого та 
зворотного трафіку. Із результатом роботи утиліти можна ознайомитися на 
рисунку 5.15 і рисунку 5.16 для прямого та зворотного трафіку відповідно. 
 
 
Рисунок 5.15.  Результат роботи утиліти tracert на віртуальному комп’ютері  
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Рисунок 5.16. Результат роботи утиліти tracert на віртуальному комп’ютері  
Таким чином, легко впевнитися, що маршрут трафіку в прямому та 
зворотному напрямку пролягає саме через маршрутизатори PE1, P4, P3, PE3. 
Для реалізації механізму перерозподілу трафіку було сконфігуровано 
тунель перерозподілу трафіку між маршрутизаторами PE1 та PE3, який 
проходить через маршрутизатори P1, P2 обхідного шляху. До певного часу цей 
тунель є адміністративно вимкненим і не використовується, але крайові 
маршрутизатори знають про них. Це можна побачити на рисунку 5.17.  
 
Рисунок 5.17. Крайовий маршрутизатор про тунель перерозподілу трафіку 
Відмітимо, відомості про тунель. Ключовими з них є точка призначення 
(Destination:10.0.2.3), відомості про вимкнення тунелю (admin-down). До 
параметрів конфігурування тунелю відносяться: зарезервована полоса 
пропускання, пріоритетність серед інших тунелів, ідентифікатор тунелю. Також 
у відомостях про тунель зазначений явний маршрут, який і використовується. 
При аналізу побудови LSP-маршрутів на основі викладеної методики, 
необхідно перерозподілити трафік в мережі, направивши трафік від PE1 до PE3 
через тунель. Для цього вмикається тунель LSP (рисунок 5.18). 
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Рисунок 5.18. Ввімкнення тунелю перерозподілу трафіку 
Варто зауважити, що ввімкнення тунелю є односторонньою процедурою. 
Тому команда на рисунку 5.15 викликає перерозподіл трафіку від PE1 до PE3  в 
той час, як трафік зворотному напрямі не змінює маршрут. Проілюструємо за 
допомогою рисунку 5.16 новий маршрут трафіку по мережі MPLS. 
 
Рисунок 5.19. Графічна ілюстрація нового маршруту трафіку  
Даний шлях обраний на основі розрахунків в попередніх розділах роботи. 
Варто звернути увагу на те, що перерозподіл відбувається в декілька етапів.  
Етап 1. Від VPC1 до PE1 зловлений пакет є пакетом IP, що відображено в 
заголовку канального рівня Еthernet (Type = 0x0800). Також можна побачити, 
заголовок мережевого рівня IP, який характеризується версією, довжиною, 
типом та інше. Варто звернути увагу на те, що тип протоколу – ICMP, що 
характерно для утиліти ping, а сам пакет являє собою запит (type 8 - request).  
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Рисунок 5.19. Вигляд пакету що надійшов від Virtual PC1  
 
Етап 2. Від PE1 до P1. Маршрутизатор PE1 був першим маршрутизатором 
в мережі провайдера, тобто перший, на якому використовується технологія 
MPLS, і першим в сформованому тунелі. Перевіримо, як змінилися дані в 
пакеті після проходження PE1 (рис. 5.20). 
 
Рисунок 5.20. Вигляд пакету на виході крайового маршрутизатора PE1 
Звернемо увагу на тип  пакету, що вказується в заголовку канального 
рівня (0x8847- MPLS label switched packet). Видно, що між заголовками 
канального та мережевого рівня з’явився заголовок MPLS. Він містить в собі 
стек міток MPLS. Перша з них (31) є засобом маршрутизації пакету всередині 
прокладеного тунелю і є саме тою міткою 31, яку отримав маршрутизатор в 
пакеті RSCP-RESV (рисунок 5.18). Друга мітка (36) слугує для ідентифікації 
приватної мережі VPN. Також можна побачити ідентифікатори кінця стеку (0 в 
першому, та 1 в другому заголовку) та час життя, що використовується для 
запобігання утворення петель. Таким чином, можемо засвідчитися, що 
маршрутизація в мережі тепер виконується не просто завдяки заголовку MPLS, 
що знаходиться між канальним та мережевим рівнями, а ще й за маршрутом, 
який був прокладений та зарезервований при запуску тунелю. 
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Етап 3. Від P1 до P2. Хоча, маршрутизатор P1 на цьому етапі виконує 
заміну мітки, але мітка залишається незмінною (31), що є характерним для 
сформованого тунелю, в чому можемо пересвідчитися на рис. 5.21. 
 
Рисунок 5.21. Вигляд пакету на виході маршрутизатора P1 
 
Підтвердженням саме такої роботи маршрутизатора слугує його таблиця 
пересилання за міткою, яку можна побачити на рисунку 5.19.  Видно, що при 
надходженні пакету із міткою 31, маршрутизатор пересилає пакет на свій 
нульовий інтерфейс маршрутизатору із адресою 10.0.0.3, при цьому не 
змінюючи мітку (Outgoing tab 31). 
Етап 4. Від P2 до PE3. Проаналізуємо за допомогою аналізатору 
протоколів вигляд пакету на шляху між цими двома маршрутизаторами. 
 
 
Рисунок 5.22. Таблиця пересилання за міткою маршрутизатора P1 
 
Як бачимо на рисунку 5.22, хоча пакет ще залишається пакетом MPLS, з 
нього було видалено верхню мітку. Так відбувається через процедуру 
витіснення мітки на передостанньому переході. Щоб впевнитися у вірності 
такого припущення перевіримо таблицю пересилання за міткою 
маршрутизатора P2 (рис. 5.23). В цій таблиці встановлено відповідність між 
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приходом пакету із міткою 31 та її видаленням при пересиланні пакету на 
третій інтерфейс маршрутизатору із адресом 10.0.0.16. 
 
 
Рисунок 5.23. Вигляд пакету після проходження другого маршрутизатора P2 
Мітка що залишилися автоматично стала верхньою і досі є 
ідентифікатором віртуальної приватної мережі, який буде аналізуватися на 
крайньому маршрутизаторі. 
 
Рисунок 5.24.  Таблиця пересилання за міткою LFIB на маршрутизаторі P2 
 
Етап 5. Від PE3 до Virtual PC2 філіалу 2 компанії 1. В даному випадку 
маршрутизатор PE3 є крайовим маршрутизатором. Тому ще на попередньому 
етапі було видалено мітку, що відповідала за маршрутизацію всередині 
магістральної мережі. Залишалася лише мітка-ідентифікатор віртуальної 
приватної мережі. Щоб впевнитися у її відсутності при потраплянні пакету на 
віртуальний комп’ютер філіалу 2 компанії 1скористаємося аналізатором 
протоколу (рисунок 5.25). 
Таким чином до користувача, що знаходиться в філіалі 2 компанії 1 
надходить звичайний пакет IP. Так як пакет був ICMP-запитом у відповідь на 
нього формується пакет ICMP-відповідь, що надсилається ініціатору запита, а 
саме VPC1 в філіалі 1 компанії 1. Зауважимо, що, тунель відкривається в 
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односторонньому порядку. Тому зворотній трафік направляється за старим 
маршрутом, у чому можна впевнитися на рисунку 5.25. 
 
Рисунок 5.25. Вигляд пакету після проходження маршрутизатора PE3 
Вимірювання параметрів якості обслуговування. В Додатку Ж наведено 
основні характеристики, що можуть бути виміряні за допомогою IP SLA. 
UDP Jitter – найбільш часто використовуваний тест Cisco IOS IP SLA. В 
тестах UDP Jitter вимірювання часу затримки в одному напрямку вимагає 
синхронізації між маршрутизаторами (джерело і одержувач). 
Особливістю Cisco IOS IP SLA є можливість працювати в мережі MPLS 
або MPLS VPN [140] мережі. IP SLA здатна розрізнити, які з таблиць 
маршрутизації використовується для переадресації. Ця особливість 
використовується для передачі тестових IP SLA пакетів від маршрутизатора 
Cisco до іншого постачальника устаткування, що підтримує RFC 2547 або ж для 
передачі пакетів між маршрутизаторами Cisco в MPLS/VPN мережі.  
В якості IP SLA тестів в MPLS мережах використано: 
 ICMP Echo; 
 ICMP Path Echo; 
 UDP Echo; 
 ICMP Path Jitter; 
 UDP Jitter. 
Основні етапи конфігурації IP SLA полягали в: 
1. Створення сесії IP SLA. 
2. Визначення типу трафіку IP SLA. 
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3. Визначення пункту призначення IP SLA (маршрутизатор на стороні 
одержувача IP SLA повинна бути увімкнута відповідна функція). 
4. Встановлення частоти повторення тесту. 
5. Вивід результатів тесту. 
 
Результати виміру параметрів QoS при застосуванні ріхних методів 
організації MPLS: RSVP, OSPF, власний метод.  
На маршрутизаторі ELSR1 запущено наступний тест: 
ip sla 1 
 udp-jitter 192.168.2.12 49152 source-ip 192.168.1.12 source-port 49152 codec 
g711 
 tag TEST1 
 frequency 30 
ip sla schedule 1 life forever start-time now 
Даний тест з моменту зпуску з інтерфейсу 192.168.1.12 до інтерфейсу 
192.168.2.12 передає аудіо-трафік кодеку g711.  
З іншого боку запущено респондер: 
ELSR2#sh ip sla responder 
 
Порівнюючи показники Jitter, ping і відсоток втрат пакетів для аудіо-
трафіку до і після активування LSP-тунелю,який побудований на власних 
розрахунках, можна зробити висновки, що в умовах моделювання є деяке 
покращення показників якості обслуговування. Детальніше: 
Середні показники затримки пакетів при проходженні від точки 1 до 
точки 2 без тунелю з зарезервованими ресурсами складають 35-40 мс, втрати 
пакетів відсутні за час моделювання, що склав 300 секунд, тобто, 5 хвилин. 
Після увімкнення одностороннього тунелю Tunnel1, в якому 
зарезервована смуга пропускання рівна 512кбіт/с, маємо наступні результати: 
затримка пакетів при проходженні від точки 1 до точки 2 по тунелю складає в 
середньому 20 мс за 5 хвилин моделювання. Показник jitter складає 5-7 мс.  
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На рисунку 5.26. показано залежність затримки від часу моделювання при 
MPLS (власний метод розрахунку LSP)та комбінації MPLS з RSVP (OSPF). 
Рис. 5.26. Залежність затримки від часу моделювання при MPLS 
 
Для дослідження взаємодії архітектури з MPLS при побудові LSP 
власними методами, трафік у тунелі  Tunnel0 класифіковано вищим 
пріорітетом, яке реалізовано за схемою ELSP, тобто пріорітет виставляється у 
полі EXP мітки MPLS.  
Пропускна здатність між LSP1 та ELSR1 має обмеження в 100 кбіт/с, що 
реалізується завдяки функції шейпінгу VоIP-трафіку. Час моделювання, як  і 
попередні рази, склав 5 хвилин. 
Оскільки вхідний у ELSR1 трафік перевищив наявну пропускну здатність, 
перші декілька секунд (близько 2 сек) були зафіксовані незначні втрати пакетів. 
Потім за рахунок спрацювання шейперу, втрати завершились, але зросла 
затримка при передачі трафіку від точки 1 до точки 2. Якщо раніше затримка 
складала в середньому 20 мс по тунелю з RSVP, то за нових умов сягнула до 55 
мс.  
На рис. 5.27. представлені результати моделювання оцінки параметрів 
якості обслуговування при проходженні трафіку від точки 1 до точки 2, при 
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застосуванні чистого MPLS та  комбінації MPLS з RSVP, та власними методами 
подубови тунелів за допомогою реалізації ELSP. 
Рис. 5.27. Залежність джитеру від часу моделювання при застосуванні 
 
При застосуванні на MPLS-мережі LSP-тунелю виділяється гарантована 
сміга пропускання, завдяки чому відсутні втрати пакетів, але необумовлена 
послідовність обробки пакетів. Використання махенізму шейперу також 
запобігає втратам пакетів зарахунок зменшення швидкості передачі. Таким 
чином, для VoIP-трафіку смуга пропускання зберігається, а непріорітетний 
трафік передається більш повільно у разі перевантаження каналу.  
При застосуванні на MPLS-мережі RSVP окрім резервування смуги 
пропускання є можливість задати пріорітетність обробки пакетів 
маршрутизатором. На практиці, VoIP-пакети оброблялись в першу чергу, таким 
чином зменшивши час їхнього перебування у буферах маршрутизаторів по 
шляху слідування. А це, в свою чергу, зменшило показники якості 
обслуговування: джитер та затримку.  
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Висновки до розділу: 
1. Можна зробити висновок про покращення параметрів якості 
обслуговування, таких як затримка та джитер, при застосуванні алгоритмів 
побудови LSP-тунелыв запропонованими методами. 
2. Для оцінки якості голосу зазвичай використовують якісні оцінки, 
але крім якісного опису досить зручно використовувати кількісні методи, що 
виражають оцінку в числовому вигляді. Така оцінка існує і називається MOS 
(Mean Opinion Score) – усереднена оцінка розбірливості мови. MOS дає 
чисельне уявлення про якість переданої медіа-інформації після стиснення за 
допомогою кодеків і передачі по каналах зв’язку. МOS приймає значення від 1 
(найгірше) до 5 (найкраще). 
3. Ще одним показником виступає ІCPIF (Impairment/Calculated 
Planning Impairment Factor) – оцінка погрішення якості зв’язку. Розраховується 
за формулою: 
                                              AIeIddICPIF  ,                                       (5.10) 
де Idd – погіршення, що вноситься наскрізною затримкою; 
Ie – погіршення, що вноситься втратою пакетів та залежить від типу 
кодека; 
A – коефіцієнт очікуваного погіршення якості зв’язку, який залежить від 
типу каналу зв’язку, що використовується. Чим менше значення оцінки ICPIF, 
тим краще якість зв’язку. 
Дані оцінки отримані завдяки тесту IP SLA з підключеним кодеком 
g729a.З часом моделювання, що складав 300 секунд, MOS для кодека g729a з 
позначки 4,0 зменшився до 1,5. Отже, тест IP SLA дозволяє оцінити параметри 
якості передачі голосового трафіку по мережі MPLS.  
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ВИСНОВОК 
Актуальність даного напрямку досліджень підкреслюється значною 
увагою фахівців у всьому світі до питань розробки методів оцінки основних 
показників мережі MPLS.  
В роботі запропонована математична  модель функціонування мережі 
MPLS в режимі обслуговування голосових повідомлень, яка описує мережу як 
сукупність систем масового обслуговування. Основний елемент системи – 
мережа MPLS, структурна модель, яка складається з сукупності напрямків. 
Кожен напрямок представляє собою сукупність шляхів передачі інформації у 
вигляді сформованих LSP, в свою чергу LSP – сукупність вузлів і гілок, які є 
телекомунікаційним ресурсом. 
Розробка даної математичної моделі мережі MPLS дозволила вирішити 
нові складні задачі, такі як розробка методу розрахунку пропускної здатності 
мережі MPLS та методу розрахунку необхідної продуктивності гілок мережі 
MPLS (за показниками пропускної здатності).  
1. Розроблено математичну модель функціонування мережі MPLS в 
режимі обслуговування голосових повідомлень, особливістю якої є те, що дана 
модель дозволяє провести декомпозицію мережі на окремі напрямки зв'язку, 
простежити проходження навантаження в процесі обслуговування, поставити у 
відповідність кожному шляху передачі інформації відповідний LSP мережі 
MPLS, привести модель до стандартної СМО. 
2. Досліджена поведінка мережі зв’язку MPLS при обслуговуванні 
голосових повідомлень, мережа представлена у вигляді багатоканальної, 
багатофазної, багатолінійної, розімкнутої системи.  
3. Удосконалено метод розрахунку пропускної здатності мережі MPLS 
відмінністю від існуючих є те, що введено етап прогнозування імовірності 
втрат на тунелях мережі до етапу розподілу навантаження. Це дозволяє 
зменшити обчислювальну складність і виключити невизначеності, які 
притаманні існуючим методикам, а також проводити оцінку завантаженості 
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елементів мережі MPLS і може бути використане як рекомендації для 
прийняття рішення в процесі управління мережею. 
4. Запропоновано вирішення задачі врахування всіх напрямків зв’язку при 
зміні навантаження. Оскільки, в досить зв'язаних мережах одну і ту ж гілку, для 
передачі інформаційних потоків, використовують 60% і більше напрямків 
зв'язку. При динамічній LSPизації зміна напрямку потоку з тунелю першого 
вибору на тунель другого вибору, відразу ж призводить до зміни сумарних 
значень величини навантаження ряду гілок мережі. Так як, якість 
обслуговування на кожній гілці мережі залежить від її продуктивності та 
навантаження, цей показник якості починає сильно пульсувати по всій мережі 
при зміні порядку використання напрямку зв’язку. 
5. Удосконалено метод розрахунку необхідної продуктивності гілок 
мережі MPLS за показниками пропускної спроможності. Відмінність цього 
результату від відомих раніше і що визначає його новизну, полягає в тому, що 
враховано взаємодію напрямків зв'язку на гілках мережі MPLS, зменшено 
обчислювальну складність при однозначному визначенні порядку вибору для 
розрахунку напрямків зв'язку, а також підвищено точність отриманих 
результатів.  
6. Розроблено аналітичну модель дослідження залежності КВК 
(коефіцієнта використання каналів) від співвідношення виконаного 
навантаження, величини втрат і продуктивності гілок телекомунікаційних 
мереж. Дана модель дозволяє однозначно визначити, який шлях доцільно 
призначити шляхом першого вибору. А це, в свою чергу, впливає на розподіл 
навантаження по гілках і на якість обслуговування у мережі в цілому. 
Обґрунтованість і достовірність наукових результатів, висновків та 
рекомендацій, поданих у дисертаційній роботі, обумовлена адекватним 
використанням методів дослідження (зокрема математичного апарату), 
підтверджена результатами імітаційного обчислювального моделювання 
досліджуваних систем. 
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ДОДАТКИ 
 
Додаток А 
Конфігурування маршрутизаторів імітаційної моделі 
Розглянемо типову мережеву конфігурацію маршрутизаторів імітаційної 
моделі в GNS 3 на прикладі MPLS-маршрутизатора ELSR1 (див. рис. 3.3.). 
Конфігурація СЕ не приведена, оскільки в GNS3 дані вузли представлені 
примітивними L2/L3-комутаторами.  
Налаштування протоколу OSPF: 
router ospf 1 – налаштування протоколу динамычної маршрутизації OSPF; 
passive-interface default – оберемо, на які інтерфейси відправляти 
періодичні пакети OSPF; 
no passive-interface fastEthernet x/y; 
network [ip-add] [wild mask] area X – обираємо мережі для оголошення; 
налаштування ТЕ для OSPF area X: 
mpls traffic-eng area X;  
mpls traffic-eng router-id LoopbackN (обов'язкова маска: 255.255.255.255). 
MPLS налаштвується в два етапи: глобально і локально на інтерфейсах. 
Глобальні налаштування виконуються за допомогою команд: 
mpls lable protocol ldp - включення протоколу розподілу міток LDP; 
mpls ip 
mpls traffic-eng tunnels 
Для локального налаштування: 
interface fastEthernet x/y 
mpls ip 
mpls traffic-eng tunnels 
ip rsvp bandwidth 512 - налаштування резервування смуги пропускання в 
512 кбіт/с за допомогою RSVP 
Налаштування тунелю: 
interface Tunnel0 
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ip unnumbered Loopback0  
tunnel destination [ip add Lo_destination] - назначає кінцевою адресою 
Loopback; 
tunnel mode mpls traffic-eng 
tunnel mpls traffic-eng autoroute announce - для анонсування маршруту по 
IGP; 
tunnel mpls traffic-eng priority x y - x - приорітет для сигнального 
протоколу при виборі шляху; у - другорядний приорітет при недоступності 
іншого шляху; 
tunnel mpls traffic-eng bandwidth [] -  смуга пропускання, що виділена для 
тунелю; 
tunnel mpls traffic-eng path-option 1 explicit LSP1 - назва тунелю, 
наприклад, LSP1. 
ip explicit-path name LSP1  
next address [ip-add net interface] - налаштування послідовності 
інтерфейсів для тунелю. 
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Додаток Б 
Образ маршрутизатора Cisco для моделювання  
Таблиця Б.1. Образ маршрутизатора Cisco для GNS3 
Назва образу c7200-jk9su2-mz.123-23.bin 
Тип ОС IOS 
Версія ОС 12.3(23) 
Платформа 7200 
Набір функцій SP SERVICES 
Код продукту S72SPSK9-12233SRC 
DRAM/Min flash: 256 / 64 
 
 
 
 
 
 
 
 
 
 
 
 
172 
 
Додаток В 
Локальна IP-адресація користувача 
Точка 1: 
IP Address: 192.168.1.11; 
Subnet Mask: 255.255.255.0; 
Default Gateway: 192.168.1.1; 
Точка 2: 
IP Address: 192.168.2.11; 
Subnet Mask: 255.255.255.0; 
Default Gateway: 192.168.2.1. 
 
 
 
 
 
Додаток Г 
Конфігурації Jperf 
Конфігурації Jperf включають: 
1. В ОС Windows XP-2 (яка працює через систему віртуалізації VMware 
Workstation) Jperf запусщено в якості клієнта з наступними параметрами-
ключами: 
Jperf  -s -u -P 1 -i 1 -p 5001 -f k, 
де s – сервер Jperf; 
u – прийом трафіку по протоколу UDP; 
p – номер порту клієнта; 
l – розмір буферу зчитування/запису в байтах. 
2. В основній ОС Windows XP-1 Jperf запущено в якості сервера з 
наступними параметрами-ключами: 
Jperf  -c 192.168.2.11 -u -P 1 -i 1 -p 5001 -f k -b 1.0M -t 300 -T, 
де с – клієнт Jperf; 
u – передача трафіку по протоколу UDP; 
t – час моделювання в с; 
b – швидкість передачі інформації в біт/c; 
l – розмір пакетів, що надсилаються в байтах; 
p – номер порту клієнта. 
3. Параметри запуску приймача: 
 
#ttcp 
transmit or receive [receive]: 
buflen [8192]: 
bufalign [16384]: 
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bufoffset [0]: 
port [5001]: 
sinkmode [y]: 
rcvwndsize [2144]: 4096 
show tcp information at end [n]: 
ttcp-r: buflen=8192, nbuf=2048, align=16384/0, port=5001, rcvwndsize=4096 
tcp 
 
 
4. Параметри запуску передавача(сервера): 
#ttcp 
transmit or receive [receive]: trans 
Target IP address: 192.168.0.254 
buflen [8192]: 
nbuf [2048]: 50 
bufalign [16384]: 
bufoffset [0]: 
port [5001]: 
sinkmode [y]: 
buffering on writes [y]: 
show tcp information at end [n]: 
ttcp-t: buflen=8192, nbuf=50, align=16384/0, port=5001 tcp -> 
192.168.0.254 
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Додаток Д 
Основні характеристики мережі 
Таблиця Д.1. Основні характеристики мережі, які вимірюються за 
допомогою IP SLA 
 
Тест Cisco 
IOS IP SLA 
Параметри, що вимірюються Показники, що оцінюються 
UDP Jitter – час передачі по мережі по шляху 
джерело-одержувач-джерело; 
– час затримки;– джитер;  
– кільк. втрачених пакетів при передачі 
пакета в одному напрямку; 
– перевірка доступності та можливості 
встановлення. 
– основні показники мереж 
передачі голосу і даних; 
– загальна оцінка продуктивності 
IP-мережі. 
ICMP Path 
Jitter 
– джитер;  
– рівень втрат пакетів; 
– час відгуку для кожної ділянки IP-
мережі.  
– осн. показники мереж передачі 
голосу і даних; 
– заг. оцінка продукт.і IP-мережі та 
визначення вузького місця на 
шляху проходження пакетів 
Тест Cisco 
IOS IP SLA 
Параметри, що вимірюються Показники, що оцінюються 
UDP Jitter 
для VoIP 
– час передачі по мережі по шляху 
джерело-одержувач-джерело; 
– час затримки; 
– джитер;  
– кількість втрачених пакетів при 
передачі пакета по мережі в одному 
напрямку (джерело-одержувач); 
– перевірка доступності та можливості 
встановлення з’єднання в IP-мереж для 
VoIP трафіку; 
– імітація кодеків G.711 u-law, G.711 a-
law, G.729A.  
– можливість оцінювати якість мови з 
використанням MOS і ICPIF. 
– основні характеристики мережі 
при передачі VoIP з використанням 
різних кодеків. 
UDP Echo – час відгуку між маршрутизатором і 
будь-яким IP-пристроєм для UDP 
трафіку. 
– основні показники роботи 
серверів та IP-додатків; 
– можливість встановлення 
з’єднання в IP-мережах. 
ICMP Echo – час відгуку між маршрутизатором і 
будь-яким IP-пристроєм. 
– продуктивність IP-мереж; 
– перевірка доступності і 
можливості встановлення 
з’єднання. 
ICMP Path 
Echo 
– час відгуку між маршрутизатором і 
будь-яким IP пристроєм; 
– час відгуку для ділянок на шляху. 
– перевірка доступності; 
– визначення вузьких місць на 
шляху. 
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Додаток Ж 
Акти впровадження результатів дисертаційної роботи 
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Додаток З 
Список публікацій здобувача за темою дисертації та відомості про 
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