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Resumen
La gran cantidad y variedad de información disponi­
ble en formato digital, junto con la evolución de las tec­
nologías de informacion y comunicacion, han llevado al 
surgimiento de nuevos repositorios no estructurados de 
informacion, en los cuales los datos son no estructura­
dos y no se adaptan fácilmente al modelo relacional. A 
tipos de datos tales como texto libre, imagenes, audio, 
video, secuencias biológicas de ADN o proteínas, entre 
otros; no se los puede estructurar facilmente en claves 
y registros (tanto manual como computacionalmente), o 
tal estructuracion carece de sentido practico , y restringe 
de antemano los tipos de consultas que luego se pueden 
realizar. Por lo tanto, es cada vez mas evidente en la ac­
tualidad la necesidad de procesar grandes conjuntos de 
datos, para obtener informacion útil a partir de ellos.
Así, dada una base de datos y una consulta, el objetivo 
de un sistema de recuperación de informacion es obtener, 
desde la base de datos, lo que podría ser util o relevan­
te para el usuario, usando alguna estructura de almace­
namiento sobre dichos datos que permita responder a la 
consulta de manera eficiente. Estas estructuras necesitan 
ser diseñadas especialmente para ese proposito.
Palabras Claves: bases de datos masivas, computacion 
de alto desempeno, recuperacion de informacion.
1. Contexto
Esta línea de investigación se encuentra enmarca­
da dentro del Proyectó Consolidado 3-03-2018 de 
la Universidad Nacional de San Luis (UNSL) y en 
el Programa de Incentivos (Codigo 22/F834): “Tec­
nologías Avanzadas Aplicadas al Procesamiento de 
Datos Masivos”, dentro de la línea “Recuperacion 
de Datos e Informacion”, desarrollada en el Labo­
ratorio de Investigacion y Desarrollo en Inteligencia 
Computacional (LIDIC) de la UNSL. Este proyec­
to ha sido aprobado en la UNSL por Resolucion del 
Consejo Superior 126/18 y finaliza en 2021.
En esta línea de investigacion se busca desarro­
llar herramientas eficientes para sistemas de recupe- 
racion de información sobre bases de datos masivas, 
conteniendo datos no estructurados. Por lo tanto, se 
analizan nuevas tecnicas que permitan una buena in- 
teraccion con el usuario, nuevas estructuras de datos 
(índices) capaces de manipular eficientemente datos 
no estructurados y que puedan utilizarse para admi­
nistrar bases de datos masivas que contienen este ti­
po de datos.
Por lo tanto, el objetivo principal de esta línea es 
el diseño y desarrollo de índices que sirvan de apo­
yo a sistemas de recuperacion dedicados a conjun­
tos de datos no estructurados masivos tales como: 
datos multimedia, texto, secuencias de ADN, etc. , 
favoreciendo en ellos la disponibilidad de estructu­
ras de datos eficientes y escalables, para memorias 
jerárquicas, que ademas aprovechen, cuando sea ne­
cesario, la aplicacion de tecnicas de computacion de 
alto desempeño (HPC).
2. Introducción y Motivación
En nuestros días, el uso masivo de internet y la 
disponibilidad de dispositivos electrónicos en diver­
sos aímbitos, ha generado una significativa acelera- 
cion tanto en el crecimiento del volumen de datos 
capturados y almacenados, como la variedad de ti­
pos de datos que aparecen. En este escenario, surge 
la necesidad de redefinir las teícnicas tradicionales 
para el procesamiento, analisis y obtención de infor- 
macion útil, para formular nuevas metodologías de 
abordaje y lograr una mayor aplicabilidad.
Como se sabe, aún en la actualidad, los sistemas 
tradicionales de computación utilizan principalmen­
te información estructurada. Este tipo de informa­
ción puede organizarse en claves y registros, sobre 
los cuales las busquedas tradicionales tienen senti­
do y donde la estructura misma de los datos puede 
interpretarse y utilizarse en programas casi directa­
mente. Sin embargo, como se ha mencionado, dado 
el volumen y variedad de los datos actualmente dis­
ponibles, dos de las características que aparecen en 
los datos en el contexto de problemas de “big data”, 
no es posible restringir las busquedas sobre datos 
estructurados a las busquedas tradicionales, porque 
obligaría a representar una visión parcial del proble­
ma, dejando fuera información que podría ser rele­
vante para la resolución efectiva del mismo. Por lo 
tanto, en la era de “big data” es necesario administrar 
eficientemente información no estructurada y consi­
derar tipos de busqueda mucho mas generales, que 
puedan servir de apoyo, por ejemplo, en la toma de 
decisiones. Las busquedas por similitud son un tipo 
de busqueda mas general, que se sustentan, para lo­
grar eficiencia en las respuestas, sobre métodos de 
acceso o índices métricos [5].
Por ello, si se consideran conjuntos masivos de 
datos no estructurados, dada la gran cantidad de da­
tos con los que se trabaja, se pueden utilizar estos 
índices para lograr eficiencia en la respuesta cuando 
se presentan al sistema consultas de recuperación de 
informacion . Dichos índices pueden tener distintas 
características que los hacen adecuados para aplica­
ciones reales: eficientes, dinamicos, escalables, re­
sistentes a la maldicion de la dimensión, entre otras.
Un enfoque util para sistemas de recuperación 
usando busqueda por similitud es “la busqueda ba­
sada en contenidos”. Dicho tipo de busqueda usa el 
dato no estructurado en sí mismo para describir lo 
que se busca. La similitud entre dos objetos se calcu­
la mediante una función de distancia, la cual intenta 
describir realmente la disimilitud entre ellos.
El modelo habitual para las busquedas por simili­
tud es el de espacios meítricos. Este modelo, ademaís 
de brindar un marco formal, es independiente del do­
minio de la aplicación. Un espacio metrico esta com­
puesto por un universo U de objetos y una funcion de 
distancia d : U x U —> R+, la cual cumple con las 
propiedades de una meítrica. Sobre una base de da­
tos SQU, se pueden considerar dos tipos basicos de 
busqueda por similitud: la busqueda por rango y la 
bUsqueda de los k vecinos mas cercanos. La función 
de distancia permite medir el mínimo esfuerzo (cos­
to) necesario para transformar un objeto en otro. Sin 
embargo, para algunos de los tipos de datos no es­
tructurados, el caílculo de la distancia puede ser muy 
costoso. Por lo tanto, un objetivo de todo meítodo de 
acceso es ahorrar caílculos de distancia y en su gran 
mayoría para lograrlo aprovechan que la función de 
distancia satisface la desigualdad triangular.
Si se considera que la base de datos S posee n ob­
jetos, cualquier consulta puede responderse de ma­
nera trivial realizando n evaluaciones de distancia. 
Sin embargo, en la mayoría de las aplicaciones so­
bre grandes voluímenes de datos y siendo las dis­
tancias costosas de computar (por ej.: comparación 
de huellas digitales), no es factible aplicar la solu­
ción trivial. Por lo tanto, si el objetivo es responder 
consultas realizando la menor cantidad de caílculos 
de distancia posibles, se debe construir un índice a 
traveís del preprocesamiento de la base de datos. En 
algunos casos particulares, es probable que la base 
de datos, el índice, o ambos, no puedan almacenarse 
en memoria principal y deban hacer uso de niveles 
mas bajos de la jerarquía de memorias, como es la 
memoria secundaria. Pero ello acarrea altos costos 
en las operaciones de E/S. Por lo tanto, para lograr 
eficiencia, se debe minimizar el numero de opera­
ciones de E/S, considerar el nivel de la jerarquía de 
memorias sobre la que se trabaja y en algunos casos 
admitir respuestas no exactas; utilizando, cuando sea 
posible, teícnicas de computacioín paralela.
En este contexto, se considera como objetivo prin­
cipal obtener herramientas de recuperación de infor­
mación para procesar conjuntos masivos de datos, 
desarrollando nuevas tecnicas y aplicaciones que so­
porten la interacción con el usuario, diseñando índi­
ces que permitan la manipulación eficiente de gran­
des volumenes de datos no estructurados y faciliten 
la realización de diferentes tipos de consultas. De es­
ta manera, se espera contribuir al desarrollo de apli­
caciones reales para problemas de big data.
3. Líneas de Investigación
Dado que en esta investigación se pretende contri­
buir a distintos aspectos de los sistemas de recupe­
ración de información sobre grandes volumenes de 
datos no estructurados, se ha considerado el diseño 
de nuevas medidas de similitud, de nuevos índices y 
la resolución de distintas consultas sobre estos tipos 
de bases de datos y cómo lograr eficiencia y escala- 
bilidad para grandes voluímenes de datos.
✓I n di c es
L os  í n di c es m étri c os  r es ult a n a pr o pi a d os  p ar a  r e a­
li z ar b ús q u e d as  s o br e b as es  d e  d at os  c o nt e ni e n d o  
d at os  n o  estr u ct ur a d os [ 5]. T o d os  ell os a pr o v e c h a n  
q u e  l a f u n ci o n d e  dist a n ci a  d e b e  c u m plir  l a pr o pi e ­
d a d  d e  d esi g u al d a d  tri a n g ul ar p ar a  a h orr ar  al g u n os  
c al c ul os  d e  dist a n ci a  y,  d e  est a  m a n er a,  a h orr ar  ti e m­
p o.  L a  d esi g u al d a d  tri a n g ul ar p er mit e  esti m ar  l a dis ­
t a n ci a e ntr e  c u al q ui er  o bj et o  d e  c o ns ult a  q  y  l os o b ­
j et os d e  l a b as e  d e  d at os,  si s e m a nti e n e n  al g u n as  dis ­
t a n ci as pr e c al c ul a d as  e ntr e  l os el e m e nt os  d e  l a b as e  
d e  d at os  y  el e m e nt os  disti n g ui d os.  L os  d os  e nf o q u es  
m aís  c o m u n es s e dif er e n ci a n  e n  si es os  o bj et os  dis ­
ti n g ui d os s o n pi v ot es  o  c e ntr os. Si  s o n pi v ot es  s e 
al m a c e n a n  l as dist a n ci as  d e  t o d os l os o bj et os  d e  l a 
b as e  d e  d at os  a  ell os y  si p or  el c o ntr ari o s o n c e n ­
tr os s e p arti ci o n a  el es p a ci o  e n  z o n as  d e n o mi n a d as  
p arti ci o n es  c o m p a ct as, p or  c er c a ní a a  l os c e ntr os,  
al m a c e n a n d o  u n  r a di o d e  c o b ert ur a  q u e  d et er mi n a  l a 
z o n a  d e  c a d a  c e ntr o.
L os  as p e ct os q u e  s e c o nsi d er a n d e  i nt er es al di ­
s e ñ ar í n di c es i n cl u y e n: di n a mis m o,  e n  q u e  ni v el  d e  
l a j er ar q uí a d e  m e m ori as  d e b e n  al m a c e n ars e, si p u e ­
d e n  a pli c ar  t e c ni c as d e  c o m p ut a ci o n  d e  alt o  d es e m ­
p e ñ o  p ar a  m ej or ar  l os ti e m p os d e  r es p u est a, si d e ­
b e n  pr o p or ci o n ar  u n a  r es p u est a e x a ct a  o  b ast a  c o n  
u n a  r es p u est a a pr o xi m a d a  y  l a di m e nsi o n ali d a d  d el  
es p a ci o  m eítri c o  c o nsi d er a d o.
C o m o  l os c o nj u nt os d e  d at os  m asi v os  d e  i nt er es 
e n est e c as o s o n a q u ell os q u e  c o nti e n e n d at os  n o  
estr u ct ur a d os, l os v ol u m e n es d e  i nf or m a ci o n c o n  
l os q u e  s e d e b e  tr a b aj ar ( p or ej e m pl o, mill o n es  d e  
i m a g e n es e n  l a W e b)  h a c e n  n e c es ari o  q u e  l os í n di c es 
s e a n al m a c e n a d os e n  m e m ori a  s e c u n d ari a. E n  est e  
c as o,  p ar a  l o gr ar efi ci e n ci a,  n o  s ol o s e d e b e  c o nsi d e ­
r ar q u e  l as b us q u e d as  r e ali c e n el  m e n or  n u m er o  d e  
c al c ul os d e  dist a n ci a  si n o t a m bi e n, d a d o  el  c ost o  d e  
l as o p er a ci o n es  d e  E/ S,  q u e  ef e ct ó e n  l a m e n or  c a nti ­
d a d  p osi bl e  d e  o p er a ci o n es  s o br e el  dis c o.  P or  ell o,  
est a  lí n e a s e d e di c a  a  dis e ñ ar  í n di c es es p e ci al m e nt e  
a d a pt a d os  p ar a  tr a b aj ar e n  m e m ori a  s e c u n d ari a, c u ­
y o  d es e m p e ñ o  e n  l as b us q u e d as  s e a b u e n o.  E n  p ar ­
ti c ul ar, s e h a  dis e ñ a d o  e  i m pl e m e nt a d o u n a  v ersi ó n  
p ar al el a  d el  C o nj u nt o  Di n á mi c o  d e  Cl ust ers  ( D S C)
[ 1 3].  Est e  í n di c e, b as a d o  e n  l a List a  d e  Cl ust ers  ( L C)
[ 4],  est á  es p e ci al m e nt e dis e ñ a d o  p ar a  m e m ori a  s e­
c u n d ari a  y  es c o m pl et a m e nt e di n aí mi c o,  a d mit e  i n­
s er ci o n es y  eli mi n a ci o n es y  ti e n e u n  b u e n  d es e m ­
p e ñ o  e n  l as b us q u e d as,  pri n ci p al m e nt e  e n  l a c a nti ­
d a d  d e  o p er a ci o n es  d e  E/ S.  D S C  h a  d e m ostr a d o  s er 
m u y  c o m p etiti v o  fr e nt e a  otr as  d e  l as b u e n as  estr u c ­
t ur as d el  est a d o  d el  art e.  P or  l o t a nt o, s e  b us c ar á  a pli ­
c ar  y  c o m p ar ar  disti nt as  estr at e gi as  d e  p ar al eli z a ci o n  
c o n  el  fi n d e  d et er mi n ar  l a m as  a d e c u a d a.
El  Ar b ol  d e  A pr o xi m a ci ó n  Es p a ci al  Dist al  ( Di­
S A T),  b as a d o  e n  el  Ar b ol  d e  A pr o xi a ci ó n  Es p a ci al  
[ 1 1], es u n  í n di c e est ati c o q u e  n o  n e c esit a  si nt o ni ­
z ar  ni n g U n  p ar al  m etr o  y  es m u y  efi ci e nt e gr a ci as  a  
d efi nir  u n a  p artii ci o n  d e  hi p er pl a n os  c o n  m u y  b u e ­
n as  c ar a ct erísti c as [ 3]. L a  r aí z el e gi d a  p ar a  el  Di S A T  
d efi n e  u n a  p arti ci o n  s o br e el  es p a ci o,  d o n d e  l as z o ­
n as  q u e  s e o bti e n e n  s o n m u y  c o m p a ct as  y l os hi p er-  
pl a n os  q u e  l as d efi n e n  p er mit e n  dif er e n ci arl as  m u y  
bi e n.  P or  ell o, s e b us c a  a pr o v e c h ar  l a i nf or m a ci o n 
q u e  bri n d a n  disti nt as  p arti ci o n es  s o br e el  es p a ci o  p a ­
r a cl asifi c ar l os el e m e nt os d e  a c u er d o a  l as z o n as  
e n  l as q u e  c a d a el e m e nt o c a e e n  l as disti nt as  p ar ­
ti ci o n es c o nsi d er a d as.  E n  est e  c as o,  a  c a d a  el e m e n ­
t o s e l e asi g n a  u n a  s e c u e n ci a d e  bits,  d e n o mi n a d a  
“ s k et c h” , d o n d e  c a d a  bit  i n di c a d e  q u e  l a d o d el  hi-  
p er pl a n o  c o nsi d er a d o s e e n c u e ntr a  el  el e m e nt o.  Es ­
t e c o nj u nt o d e  “ s k et c h es ” c o nstit u y e el  í n di c e e n  sí 
mis m o.  C u a n d o  s e c o nsi d er a  u n a  c o ns ult a,  s e c al c u ­
l a el  s k et c h d el  el e m e nt o  d e  c o ns ult a  q  y  s e l o c o m ­
p ar a  c o n  l os s k et c h es d e  t o d os l os el e m e nt os  d e  l a 
b as e  d e  d at os,  si n c al c ul ar  r e al m e nt e dist a n ci as  e n ­
tr e o bj et os  si n o e ntr e  s k et c h es y  s e r e vis a n l u e g o l os 
o bj et os  m aís  pr o m et e d or es  pri m er o.  S e  es p er a  q u e  u n  
el e m e nt o  si mil ar a  q  est ar á  e n  u n a  p arti ci o n  si mil ar  
e n  el  es p a ci o.  E n  est e c as o, s e p u e d e  li mit ar d e  a n ­
t e m a n o el  mi m er o  d e  dist a n ci as  r e al es q u e  s e p er mi ­
t e c al c ul ar,  l o gr a n d o u n a  r es p u est a a pr o xi m a d a  a  l a 
c o ns ult a  p or  si milit u d c o n  p o c o  c ost o.
P or  otr a  p art e,  s e est a  est u di a n d o c o m o a pr o v e ­
c h ar l os í n di c es p ar a  b us q u e d as  p or  si milit u d s o ­
br e  c o nj u nt os m asi v os  d e  d at os  n o  estr u ct ur a d os,  
p ar a  s ol u ci o n ar u n  pr o bl e m a  d e  est a ci o n a mi e nt o  d e  
v e hí c ul os,  us a n d o  e n  est e  c as o  l os í n di c es c o m o  h e ­
rr a mi e nt a d e  a p o y o e n  u n  sist e m a d e  r e c u p er a ci ó n 
d e  d at os  e  i nf or m a ci ó n.
N u e v as  M e di d as  d e  Si milit u d
E xist e m  n u m er os os  al g orit m os q u e  p er mit e n  r e­
s ol v er efi ci e nt e m e nt e l as b us q u e d as  c u a n d o  s e c o n ­
si d er a n  es p a ci os  d e  b aj a  di m e nsi oí n.  Si n  e m b ar g o,  s u  
d es e m p e ñ o  e m p e or a  a  m e di d a  q u e  l a di m e nsi o n ali ­
d a d  i ntrí ns e c a d el  es p a ci o cr e c e [ 5, 1 2].  M as  a u n,  
e n  b as es  d e  d at os  c u y a  di m e nsi o n ali d a d  i ntrí ns e c a 
es  alt a,  el d es e m p e ñ o  s e p u e d e  d e gr a d ar  d e  t al f or­
m a  q u e  s e a e q ui v al e nt e al d e  h a b er  r e ali z a d o u n a  
b us q u e d a  e x h a usti v a  s o br e  l a b as e  d e  d at os  c o m pl et a
[ 5].  P or  l o t a nt o, el  d es afí o  s e e n c u e ntr a  e n  es a  cl as e  
de base de datos, donde el histograma de las distan­
cias entre los objetos es muy concentrado; es decir, 
donde todas las distancias entre pares de objetos de 
la base de datos son casi iguales.
Una aproximacion practica sobre este tipo de base 
de datos es resignarse a no obtener la respuesta por 
similitud exacta para las consultas. En su lugar, es 
posible conformarse con respuestas aproximadas; lo 
cual significa que se admite que se pierdan algunos 
objetos relevantes desde el conjunto de objetos de 
la respuesta o que se reporten en dicho conjunto al­
gunos elementos que no sean relevantes [6]. Así, el 
objetivo es diseñar metodos eficientes cuya calidad 
de la respuesta este dentro de ciertos límites.
En [1], se presenta un nuevo metodo aproximado 
para busquedas por similitud, cuyo desempeño es in­
superable en bases de datos de alta dimension [10]. 
Sin embargo, se puede mejorar aun mas su desem­
peño si se considera una medida diferente de simili­
tud entre permutaciones [7].
La medida mas utilizada de distancia entre per­
mutaciones es Spearman Footrule, la cual se define 
como sF(n„,n9) = ^i<i<m |n-1(í) - n-1(í)|, 
donde II,, y nq son las permutaciones de u y q.
Las nuevas medidas de similitud entre permuta­
ciones que en particular, como se demuestra en [7], 
no cumplen con ser una meítrica sino una semimeítri- 
ca, se basan en particionar las permutaciones en tro­
zos y utilizar en los trozos significativos (el inicial 
y el final) un factor que permita amplificar las gran­
des diferencias de posiciones de los permutantes y 
descartar el trozo medio menos significativo.
DBMS para Bases de Datos Multimedia
A pesar de que las operaciones mas comunes so­
bre bases de datos multimedia son las busquedas por 
rango o de k-vecinos mas cercanos, existen otras 
operaciones de intereís tales como las distintas va­
riantes del join por similitud. La operación de join 
por similitud se considera una de las operaciones 
que debería brindar típicamente un sistema adminis­
trador para bases de datos multimedia [15].
Existen diferentes variantes para el join por simi­
litud, dependiendo del criterio de similitud (b utiliza­
do, pero ellas tienen en comun que se aplican entre 
dos bases de datos A y B, ambas subconjuntos del 
mismo universo del espacio metrico U que modela 
a la base de datos multimedia. El resultado de cual­
quiera de las variantes del join por similitud entre 
A y B obtendrá el conjunto de pares formados por 
un objeto de A y otro de B, tales que entre ellos se 
satisface el criterio de similitud (b considerado. Las 
variantes mas conocidas son: el join por rango, el 
join de k-vecinos mas cercanos y el join de k pares 
de vecinos maís cercanos; entre otras.
Formalmente, dadas A, B CU, se define el join 
por similitud entre A y B (A N B) como el conjun-
$
to de todos los pares (x, y), donde x E A e y E B; 
es decir, (x, y) E A x B, tal que í(x, y) es verda­
dero (se satisface el criterio de similitud (b entre x 
e y). Al resolver el join por similitud es posible que 
ambas, una o ninguna de la bases de datos posean 
un índice; o que ambas bases de datos se indexen 
conjuntamente con un índice diseñado para el join. 
Calcular cualquiera de las variantes del join por si­
militud de manera exacta es muy costoso [14], por lo 
tanto vale la pena analizar posibilidades de obtener 
una respuesta aproximada al join, mas rápidamente, 
aunque siempre buscando buena calidad en la res­
puesta.
PostgreSQL es el primer sistema de base de da­
tos que permite realizar consultas por similitud so­
bre algunos atributos, particularmente indexa para 
busquedas de k-vecinos mas cercanos (índices KNN- 
GiST). Estos índices pueden ser usados sobre tex­
to, comparacion de ubicación geoespacial, etc. Sin 
embargo, los índices K-NN GiST proveen plantillas 
solo para índices con estructura de arbol balancea­
do (B-tree, R-tree), pero el “balance” no siempre es 
bueno para los índices que se utilizan en busquedas 
por similitud [2]. Por otro lado, no se dispone de es­
te tipo de consultas para todo tipo de datos meítricos. 
Así, es importante proveer un DBMS para todos los 
posibles datos metricos y sus operaciones [9].
Mas aun, dado que las respuestas a consultas de 
join suelen ser conjuntos muy grandes de pares de 
objetos y muchos de esos pares son muy similares 
entre sí, se planea introducir sobre las operaciones 
de join la posibilidad de diversificar las respuestas 
[16]; es decir, un operador de join por similitud que 
asegure un conjunto mas pequeño, mas diversifica­
do de respuestas titiles y, de ser posible, mas rápido 
de obtener. Estos desarrollos, entre otros, permitiraín 
tener un DBMS con mayores posibilidades de apli- 
cacion en sistemas de información reales.
4. Resultados
Se ha publicado en [7] una familia de medidas de 
similitud para permutaciones que permiten mejorar 
el desempeño de los algoritmos basados en permuta­
ciones [1]. Ademas, se ha publicado en [8] una nue­
va estructura para busquedas aproximadas, especial­
mente diseñada para trabajar con grandes volúmenes 
de datos en memoria secundaria.
Actualmente se esta evaluando experimentalmen­
te la versión paralela del índice DSC, que trabaja con 
grandes volumenes de datos, diseñada especialmen­
te para memoria secundaria, que admite inserciones 
y eliminaciones de elementos y que permitirá res­
ponder eficientemente a lotes de consultas por si­
militud. Ademas, se encuentra tambien en proceso 
de evaluacion la propuesta de sketches basados en 
el DiSAT. Se continua trabajando en la extension de 
PostgreSQL para que brinde facilidades de soporte 
a mas tipos de consultas por similitud, sobre distin­
tos tipos de datos y considere opciones de respuesta 
aproximada, como tambieín la posibilidad de diver- 
sificacion de respuestas para los joins por similitud.
5. Formación de Recursos
En esta línea se estan realizando las siguientes te­
sis de Maestría en Ciencias de la Computacion:
1 - “Estructuras Eficientes sobre Datos Masivos 
para Busquedas en Espacios Metricos”,
2 - “Computo Aproximado del Grafo de Todos los 
k-Vecinos”,
3 - “Sistema Administrador para Bases de Datos 
Meítricas”.
Ademaís, estaí en desarrollo un trabajo final de la 
Ingeniería en Computacion.
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