Abstract. We determine the maximal dimension of totally geodesic subalgebras of Ngraded filiform Lie algebras, and we show that these bounds are attained.
Introduction
Consider a finite-dimensional Lie algebra g. If g is equipped with an inner product ·, · and h is a Lie subalgebra of g, we denote its orthogonal complement h ⊥ . We say that h is totally geodesic if The definition is chosen so that the corresponding Lie subgroup is totally geodesic in the usual sense. This paper is the sequel to [1] , in which we gave a number of results concerning totally geodesic subalgebras of nilpotent Lie algebras. In particular, we showed that in each dimension n ≥ 3, there is up to isomorphism only one filiform nilpotent Lie algebra that possesses a totally geodesic subalgebra of codimension two. We showed that in filiform nilpotent Lie algebras, totally geodesic subalgebras that leave invariant their orthogonal complements have dimension at most half the dimension of the algebra. And we gave an example of a 6-dimensional filiform nilpotent Lie algebra that has no totally geodesic subalgebras of dimension > 2, for any choice of inner product.
In this paper, we focus on an important natural family of nilpotent Lie algebras.
Definition 1.
We say an n-dimensional nilpotent Lie algebra g is N-graded filiform, if it can be decomposed in a direct sum of one dimensional subspaces g = n i=1 V i with [V 1 , V i ] = V i+1 for all i > 1 and [V i , V j ] ⊂ V i+j for all i, j ∈ N, where for convenience we set V i = 0 for i > n.
These algebras have been completely classified by Millionshchikov [5] . There are 6 natural sequences of algebras of arbitrary large dimension, and in addition, in each dimension from 7 through to 11, there is a one parameter family of exceptional algebras. The purpose of our paper is to establish the following result:
Theorem 1. Suppose that h is a subalgebra of an N-graded filiform Lie algebra g and that h is totally geodesic with respect to some inner product on g. Then one of the following conditions holds:
(a) g has a presentation with basis X 1 , . . . , X n and relations [X 1 , X i ] = X i+1 for all 1 < i < n. In this case dim(h) ≤ dim(g) − 2. (b) g has a presentation with basis X 1 , . . . , X 2k+1 and relations [X 1 , X i ] = X i+1 for all 1 < i < 2k + 1 and [X l , X 2k+1−l ] = (−1) l+1 X 2k+1 for all 1 < l < k + 1. In this case dim(h) ≤ dim(g) − 4. (c) g is not isomorphic to one of the algebras in parts (a) and (b), in which case dim(h) ≤ ⌊dim(g)/2⌋. Moreover, each of the above bounds is attained for some inner product and subalgebra h.
The paper is organised as follows. In the next section we recall some background information, including Millionshchikov's classification. In Section 3 we establish some general preliminary results. Section 4 deals with the 6 natural families of N-graded filiform Lie algebras. Finally, Section 5 treats the exceptional algebras in dimension 7 through to 11.
Background
In 1983, Fialowski classified all infinite-dimensional N-graded filiform Lie algebras, and later some of her results were rediscovered by Khakimdjanova and Khakimdjanov in [4] .
Theorem 2 ([2]). Let g be an infinite-dimensional N-graded filiform Lie algebra. Then g is isomorphic to precisely one of the following Lie algebras:
(a) m 0 = Span(X i , i ∈ N | [X 1 , X j ] = X j+1 , ∀j ≥ 2), (b) m 2 = Span(X i , i ∈ N | [X 1 , X j ] = X j+1 , ∀j ≥ 2, [X 2 , X j ] = X j+2 , ∀j ≥ 3), (c) V = Span(X i , i ∈ N | [X i , X j ] = (j − i)X i+j , ∀i, j).
V i is an infinite-dimensional N-graded filiform Lie algebra, then the quotient algebra g(n) = g/ ∞ i=n+1 V i is an n-dimensional N-graded filiform Lie algebra. Therefore, in this way we can obtain three natural sequences of finite-dimensional algebras, that we denote: m 0 (n), m 2 (n), V n . In 1991, Khakimdjanov proved in [3] that there only exists a finite number of non-isomorphic N-graded filiform Lie algebras over C in dimensions ≥ 12. Then, in 2004, Millionshchikov classified all finite-dimensional N-graded filiform Lie algebras over an arbitrary field K of characteristic zero [5] .
Theorem 3 ([5]). Let g be a finite-dimensional N-graded filiform Lie algebra. Then g is isomorphic to a Lie algebra from the following list:
(a) the six sequences m 0 (n), m 2 (n), V n , m 0,1 (2k + 1), m 0,2 (2k + 2), m 0,3 (2k + 3), defined by the basis {X 1 , . . . , X n } and commutation relations given in Table 1 ; (b) the 5 one-parameter families g n,α of dimensions n = 7, . . . , 11 respectively, defined by their basis and commutation relations given in Table 2 .
Remark 1. For α = −2 we have g 7,−2 ∼ = m 0,1 (7), g 8,−2 ∼ = m 0,2 (8) and g 9,−2 ∼ = m 0,3 (9). These isomorphisms seem to have been overlooked in [5] . Apart from these, the algebras in Tables 1  and 2 are pair-wise non-isomorphic. However, if we drop the restrictions on dimensions of the algebras in Table 1 , then we also have the following isomorphisms:
, and for α = 8 we have g n,8 ∼ = V n where n = 7, . . . , 11, as one can see by examining the basis {X 1 , Table 1 . Six infinite sequences of N-graded filiform Lie algebra
Preliminaries
Throughout this paper, g is an N-graded filiform Lie algebra of dimension n. We fix the
where for convenience, we set V i = 0 for i > n. Introduce the ideals g i := ⊕ j≥i V j , for i = 1, . . . , n. For Y ∈ g, we define the degree of Y , denoted deg(Y ), to be the largest natural number k such that Y ∈ g k , and for convenience, we set deg(0) = ∞.
We choose a basis B = {X 1 , . . . , X n } for g with
Remark 2. If we take an inner product on g for which X 1 , . . . , X n are orthonormal, then the subalgebra h generated by {X i : i is even} is a totally geodesic subalgebra of dimension ⌊n/2⌋. Now assume g is equipped with an arbitrary inner product ·, · . Applying the GramSchmidt orthonormalisation procedure to B, starting with the element of the largest degree, we obtain an orthonormal basis E = {E 1 , . . . , E n }, where for each i one has deg(
relations of g 7,α and:
, −2 relations of g 8,α and:
relations of g 9,α and:
, −1, −3 relations of g 10,α and: Table 2 . Five one-parameter families of N-graded filiform Lie algebra Furthermore, [E 1 , E i ], E i+1 = 0 for all 1 < i < n. So E 1 has maximal nilpotency. For more details see [1] . Now let h be a totally geodesic subalgebra of g of dimension greater than 1. We will repeatedly use the following facts:
Proof. (a) By [1, Lemma 4.4] , the elements of degree one have maximal nilpotency. Then by [1, Lemma 4.6 
which would contradict (1). Therefore, there exists an element Z ∈ h ⊥ of degree 2 or 3, since otherwise E 2 , E 3 ∈ h.
(c) From (1) we have 0 = [ Proof. If X n ∈ h and there are elements Y i ∈ h with deg(Y i ) = i for i = p, . . . , n − 1, then by taking linear combinations if necessary, we may take Y i := E i + a i E n for some a i ∈ R. Note that a n−1 = 0 by Lemma 1(c), so E n−1 ∈ h. Moreover a n−2 = 0, as otherwise we would have E n−2 , E n−1 ∈ h, contradicting Lemma 1(b). So there are no elements of degree n − 1 or n in h ⊥ . The rest of the proof is done by induction. Assume that for some k with p + 2 < k < n, there are no elements of degree k, . . . , n in h ⊥ , but there is some Z k−1 ∈ h ⊥ with deg(Z k−1 ) = k − 1. Since Z k−1 and Y k−1 are orthogonal, we have a k−1 = 0 and Z k−1 , E n = 0. Then from the orthogonality of h ⊥ and h we obtain a k−2 , a k−3 = 0 giving E k−2 , E k−3 ∈ h, which is impossible, by Lemma 1(b).
Let O 1 be the family of n-dimensional N-graded filiform Lie algebras for which the basis B = {X 1 , . . . , X n } may be chosen so that
Additionally, denote by O 2 the subfamily of O 1 comprised of algebras for which B may be chosen so that conditions (2) and condition
are satisfied.
Lemma 3.
Suppose that X n ∈ h and that n ≥ 5.
Proof. (a) Suppose g belongs to O 1 . Since X n ∈ h, there is no elements of h of degree n and if there is an element of h of degree k, then as h is a subalgebra, there are no elements of h of degree n − k except if n is even and k = n 2
. Therefore, if n is odd, dim(h) ≤ n−1 2
, and if n is even, dim(h) ≤ 
) ∈ h and deg(V 2 ) = n, respectively. In each case, we get a contradiction with the assumption. Let us discuss the case n = 6. By Lemma 1(a), we have E 1 ∈ h ⊥ . Then from the above argument, we may assume that
which is impossible by (1) . If there is
is also impossible. The remaining case is h = Span(E 2 , E 3 , E 5 ), which is impossible by Lemma 1(b).
If there are no elements of degree 2 in h then E 2 ∈ h ⊥ and in order to be a totally geodesic subalgebra of dimension n 2 , h has to contain an element of degree n − 1 as well as an element of degree n − 2, say Y n−1 and Y n−2 respectively. By (1), conditions Suppose that i = (i∩h)⊕(i∩h ⊥ ). Then there is an inner product on g for which h := π(h) is a totally geodesic subalgebra.
Proof. (a) Let Z be a vector from the center of g and let
As h is a subalgebra, it is an invariant subspace of the operator ad(Z h ). Moreover, the restriction of ad(Z h ) to h is both nilpotent and skew-symmetric, hence is zero, so [Z h , h] = 0.
(b) Let h ′ and h ′ ⊥ be the orthogonal complements to i in h and in h ⊥ respectively and let
We equip the linear space g ′ with the inner product induced from that on g and with a bilinear skew-symmetric map [ 
′ is a Lie bracket, which turns g ′ into a Lie algebra isomorphic to g, with h ′ ⊂ g ′ a subalgebra isomorphic to h. Moreover, as π
, the validity of condition (1) for the vectors from h ′ and h ′ ⊥ follows from that for the vectors from h and h ⊥ .
Lemma 5. Suppose that X n ∈ h and that n ≥ 6.
Proof. Consider the quotient map π : g → g := g/ Span(X n ). By Lemma 4(b), there is an inner product on g for which h := π(h) is a totally geodesic subalgebra. Let X i := π(X i ) for all i = 1, . . . , n − 1. Note that X n−1 ∈ h since otherwise we would have X n−1 , X n ∈ h, contradicting Lemma 1(b). Hence if n is even and
4. Algebras from Table 1 We treat the algebras in the order they appear in Table 1 . First recall that by [1, Theorem 1.17], for all n ≥ 3, the Lie algebra m 0 (n) possesses an inner product relative to which m 0 (n) has a totally geodesic subalgebra of codimension two. This result is optimal since by [1, Proposition 1.13], filiform Lie algebras have no totally geodesic subalgebras of codimension one. 
Theorem 4. If h is a proper totally geodesic subalgebra of
Proof. Suppose that m 2 (n) has an inner product ·, · for which h is a totally geodesic subalgebra and assume that dim(h) > n 2 . First assume that there are no elements in h of degree two. So there exist elements of h ⊥ of the following form:
This is a contradiction. It remains to consider the case where there exists Y 2 ∈ h with deg(Y 2 ) = 2. First suppose that E n ∈ h. If n is odd then, since h has an element of degree 2, h can have no elements of odd degree and so dim(h) ≤ n−1 2 . If n is even then h can have no elements of even degree ≥ 4, and consequently dim(h) ≤ n 2 . Now suppose that E n ∈ h. Note that by Lemma 1(b), h has no elements of degree n − 1. Hence, if n is even, h can have no elements of odd degree, and so dim(h) ≤ n 2 . If n is odd, h can have no elements of even degree ≥ 4, and consequently dim(h) ≤ n+1 2
. Suppose therefore that n is odd and that h has dimension n+1 2
; so there are elements Y i for i = 3, 5, 7, . . . , n such that Y i has degree i and h = Span(Y 2 , Y 3 , Y 5 , . . . , Y n ). Without loss of generality, we may assume that for each i = 3, 5, 7, . . . , n, the vector Y i has no components in the E j direction for all odd j > i.
Note that h ⊥ has no elements of degree 2. Indeed, if W were such an element, then [W, Y n−2 ] would have degree n, but we would also have
which is impossible.
We claim that h ⊥ has no elements of odd degree ≥ 3. Indeed, suppose that h ⊥ has an element W of odd degree i ≥ 3. Note that [W, Y 2 ] has degree i + 2 and for each odd j ≥ 3, we have Y j , W ∈ Span(X 3 , X 4 , . . . , X n ) and so [W,
⊥ . By induction, we obtain an element of h ⊥ of degree n, contradicting the assumption that E n ∈ h. From what we have just seen, since dim(h
, there are necessarily elements W i for i = 4, 6, 8, . . . , n − 1 such that W i has degree i and h ⊥ = Span(E 1 , W 4 , W 6 , . . . , W n−1 ). We may assume that for each i = 4, 6, 8, . . . , n − 1, the vector W i has no components in the E j direction for all even j > i. Note that as W n−1 has degree n − 1, we have W n−1 ∈ Span(E n−1 , E n ). So, as W n−1 is perpendicular to Y n , which is a multiple of E n , we must have that W n−1 is a multiple of E n−1 . Continuing by induction, it is clear that W i is a multiple of E i for all i = 4, 6, 8, . . . , n−1, and Y i is a multiple of E i for all i = 2, 3, 5, 7, . . . , n. But then as Y 2 , Y 3 ∈ h we have E 2 , E 3 ∈ h, which contradicts Lemma 1(b). This completes the proof of the theorem.
Theorem 5. If h is a proper totally geodesic subalgebra of
Proof. By [1, Proposition 1.13], filiform Lie algebras have no totally geodesic subalgebras of codimension one. So the result is true for n ≤ 4. For n = 5 the claim follows from Theorem 4 and the isomorphism from Remark 1. Suppose n ≥ 6. By Lemma 3 we may assume that X n ∈ h and then the required result follows immediately from Lemma 5, as
Theorem 6. The minimal codimension of a proper totally geodesic subalgebra h of m 0,1 (2k + 1), k ≥ 3, is four.
Proof. Let h be a proper totally geodesic subalgebra of m 0,1 (2k + 1), k ≥ 3. If X 2k+1 ∈ h, then Lemma 3(a) gives dim(h) ≤ k, since m 0,1 (2k + 1) ∈ O 1 for every k ≥ 3. So we may assume that X 2k+1 ∈ h. Hence, by Lemma 1(b), there are no elements of degree 2k in h. By Lemma 1(a), h ⊂ Span(X 2 , . . . , X 2k+1 ). Moreover, by [1, Proposition 1.13, Theorem 1.18], the codimension of h is at least 3. If the codimension of h is 3, there exists 2
We may then choose a basis for the subspace
. . , 2k −1, for some a j ∈ R, hence g ′ is a Lie algebra isomorphic to the Heisenberg algebra. It follows from (1) that h is totally geodesic in g ′ , with the induced inner product, but this is a contradiction with [1, Proposition 1.13]. Hence h has codimension at least 4 in m 0,1 (2k +1).
In the following, we will exhibit an example of a totally geodesic subalgebra h of m 0,1 (2k + 1) of codimension exactly four. Fix k ≥ 3 and let m = R 2k+1 , equipped with an inner product ·, · and an orthonormal basis {E 1 , . . . , E 2k+1 } . Introduce the subspace m ′ = Span(E 2 , . . . , E 2k+1 ), and define a bilinear skew-symmetric map [ 
where the operators N, K ∈ End(m ′ ) are defined by their matrices relative to the basis E 2 , . . . , E 2k+1 for m ′ as follows:
where I k−1 is the identity matrix, u, p ∈ R k−1 , and S is a symmetric nonsingular (k − 1) × (k − 1)-matrix such that the matrix
We postpone the question of the existence of such S and u and of a correct choice of p to a little later. The map [·, ·] given by (4) can be extended to m by skew symmetry and bilinearity (note that K is skew-symmetric). The claim of the theorem is established in the following four steps:
⊥ is a totally geodesic subalgebra of m, where 0 m denotes the row vector of m zeros. (iii) There exists u ∈ R k−1 and a symmetric nonsingular matrix S satisfying (6). (iv) There exists p ∈ R k−1 such that the Lie algebra m defined by (4, 5, 6), with S and u constructed as in (iii), is isomorphic to m 0,1 (2k + 1).
(i). To see this, it suffices to check the Jacobi identities. As [m, E 2k+1 ] = 0 and [m ′ , m ′ ] = Span(E 2k+1 ), they are satisfied for any triple of vectors from m ′ . By (4), the Jacobi identity on a triple (E 1 , X, Y ), X, Y ∈ m ′ , is equivalent to KNX, Y = KNY, X , for all X, Y ∈ m ′ , which is true, as KN is symmetric (from (5)).
(ii). Note that by (6), u = 0 as S is nonsingular, so codim(h) = 4. The subspace h is a subalgebra since
To see that h is totally geodesic, we have to check that (1) is satisfied. If X ∈ m ′ , equation (1) is equivalent to KX, Y E 2k+1 , Z + KX, Z E 2k+1 , Y = 0. As K is skew-symmetric, this is equivalent to X, E 2k+1 , Z KY + E 2k+1 , Y KZ = 0, which is true since KY, KZ ∈ h, as h ⊂ m ′ is K-invariant (see (4) ).
If X = E 1 , then by (4), condition (1) is equivalent to NY, Z + NZ, Y = 0, for all Y, Z ∈ h, which follows from the form of N given in (4) and the definition of h.
(iii). Suppose that a nonsingular symmetric operator S and a vector u satisfy (7) rk(S −1 u, S −3 u, . . . , S 3−2k u) = k − 1,
Then by the second condition of (7), T S −1 u = S(−S + uu t )S −1 u = 0, and then T 2 S −3 u = T S(−S +uu t )S −3 u = −T S −1 u = 0, and, by induction,
and in particular,
As by the first condition of (7) the vectors S −1 u, . . . , S 3−2k u form a basis for R k−1 , we obtain T k−1 = 0, as required. To construct S and u satisfying (7), consider a diagonal matrix S with distinct positive diagonal entries d i , for i = 1, . . . , k − 1, and a vector u = (u 1 , . . . , u k−1 ) t none of whose entries are zero. The first condition of (7) is equivalent to the condition that the (k − 1)
, where V is the Vandermonde determinant, the first condition is satisfied since d
The second condition of (7) is equivalent to the following condition:
To obtain this, we choose the u i 's and adjust the signs of the d i 's in such a way that d
To see that this works, we employ the following combinatorial result:
Setting m = k − 1 and
, the lemma gives
which gives (9) as required. This completes (iii).
(iv). We first consider the requirement that m be filiform, with E 1 having maximal nilpotency. Note that m ′ contains the derived algebra of m and is isomorphic to the direct product of the Heisenberg algebra Heis(2k − 1) and the one-dimensional abelian ideal spanned by E 2k (and hence is nilpotent). It therefore suffices to show that the restriction of ad(E 1 ) to m ′ is nilpotent and has a maximal rank, that is, that N is a nilpotent matrix and that N 2k−1 = 0. For m ≥ 1, we have by induction: Let us assume for the moment that (12) is satisfied. To show that m is isomorphic to m 0,1 (2k+ 1), we have to find a vector X 2 ∈ m ′ such that the vectors X i = N i−2 X 2 , i = 2, . . . , 2k +1, are nonzero and satisfy [X i , X j ] = (−1) i+1 δ i+j,2k+1 X 2k+1 , for all i, j = 2, . . . , 2k + 1. We choose the vector X 2 whose coordinates relative to the basis E 2 , . .
Then X 2k+1 = N 2k−1 X 2 = −E 2k+1 by (11), so by (4), the vector q has to be chosen in such a way that
, for all i, j = 2, . . . , 2k + 1. Note that the matrix KN is symmetric, so N t K = −KN. It follows that if i+j is even (say i+j = 2s), then
i+1 KN 2s−3 X 2 , X 2 . So we require KN 2s−3 X 2 , X 2 = −δ sk , for all s = 2, . . . , k. By (10) and the choice of X 2 , the latter equation is equivalent to S(T t ) m q, q = δ m,k−2 , for all m = 0, . . . , k − 2 (note that T k−1 = 0 anyway). As ST t = T S, this is equivalent to
Define q = S 2−2k P (S 2 )u, where P (t) = a 0 + a 1 t + · · · + a k−2 t k−2 is a polynomial which we will specify a little later. By (8), T m S 1−2i u = 0, for 1 ≤ i ≤ m ≤ k − 1. Moreover, since T = S(−S + uu t ) one obtains by induction using (7) that
where [P 2 ] M is the coefficient of t M in the polynomial P 2 (t), and where we changed the upper limit in the second summation from k − 2 to k − m − 2, since for m ≤ k − 2 and
To choose the polynomial P , we need the following lemma.
Lemma 7. Let χ(t) be a polynomial of degree r with a positive constant term. Then there exists a polynomial P (t) of degree r, such that
Proof. Let χ(t) = a 2 + b 1 t + · · · + b r t r , a = 0. Formally, P (t) is just the truncation of the formal power series a(1 + (a −2 b 1 t + · · · + b r t r )) 1/2 up to the term t r . Informally, for P (t) = c 0 + c 1 t + · · · + c r t r , we have c 0 = a, and then 2c 0 c 1 = b 1 , which can be solved for c 1 ; then 2c 0 c 2 + c 2 1 = b 2 , which can be solved for c 2 , and so on. Now in Lemma 7, take r = k−2 and χ(t) = det(S 2 −tI k−1 )+(−1) k t k−1 (note that deg(χ) = k − 2), and choose the corresponding P (t). Then
, by the Cayley-Hamilton theorem. Then from (15) and from (7) we obtain that for all m = 0, . . . , k − 2,
as required by (14). As by (14), the vector (T m S) t q is clearly nonzero, we can find p ∈ R k−1 satisfying (13), and then (12) will be satisfied automatically. This proves the last step, and hence, completes the proof of the theorem.
Theorem 7. The maximal dimension of a proper totally geodesic subalgebra
Proof. As m 0,2 (2k + 2) ∈ O 1 , we have dim(h) ≤ k + 1 by Lemma 3(a), if X 2k+2 ∈ h. So we may suppose that X 2k+2 ∈ h, in which case the claim follows from Lemma 5(a), as m 0,2 (2k + 2)/ Span(X n ) ∼ = m 0,1 (2k + 1) ∈ O 1 .
Theorem 8. The maximal dimension of a proper totally geodesic subalgebra
Proof. Let g = m 0,3 (2k + 3), k ≥ 3, with the inner product ·, · and let h ⊂ g be a proper totally geodesic subalgebra. First note that if X 2k+3 ∈ h, then we have the quotient map
and by Lemma 4(b), there is an inner product on g for which h := π(h) is a totally geodesic subalgebra. Then by Theorem 7, we have dim(h) ≤ k + 1 and so dim(h) ≤ k + 2. On the other hand, if X 2k+3 ∈ h, then for all m = 3, . . . , k + 1, since [X m , X 2k−m+3 ] is a nonzero multiple of X 2k+3 , the subalgebra h cannot have an element of degree m and an element of degree 2k − m + 3. Thus, using Lemma 1(a), we again have dim(h) ≤ k + 2. So in either case, we have dim(h) ≤ k + 2, while we require dim(h) ≤ k + 1. Consider the subalgebra g ′ = Span(X 2 , . . . , X 2k+3 ). Note that g ′ is two-step nilpotent and
We have the following lemma, which roughly says that although the two-step algebra g ′ is not non-degenerate, its degeneracy can be tightly controlled.
Proof. The subspace b has a basis (possibly non-orthonormal) of the form
, for all i, j = 2, . . . , 2k. The matrix of the operator J N relative to the orthonormal basis E i , i = 2, . . . , 2k, for b is given by
where B is the transformation matrix between the bases Y i and E i , and the skew-symmetric matrices K α , α = 1, 2, 3, are given by the defining relations of m 0,3 (2k + 3), relative to the basis X i (that is, [X i , X j ] = 3 α=1 (K α ) i−1,j−1 X 2k+α , for i, j = 2, . . . , 2k). Explicitly, they are given by
for l, m = 1, . . . , 2k − 1. We have J N = B(aK 1 + bK 2 + cK 3 )B t , where a = X 2k+1 , N , b = X 2k+2 , N , c = X 2k+3 , N . As B is nonsingular, it suffices to prove all four assertions of the lemma, with the J N 's replaced by the matrices aK 1 + bK 2 + cK 3 . From (16),
(a) As aK 1 + bK 2 + cK 3 is skew-symmetric and as dim(b) = 2k − 1 is odd, dim(ker(aK 1 + bK 2 + cK 3 )) is odd. Assume that it is of dimension at least three. Suppose that c = 0. Then there exists a nonzero vector x = (x 1 , x 2 , . . . , x 2k−1 ) t ∈ ker(aK 1 +bK 2 +cK 3 ) whose first two coordinates are zero: x 1 = x 2 = 0. Multiplying the matrix given by (17) by such an x we obtain x 3 = 0 from the second last row, then x 4 = 0 from the third last row, and so on (note that all the entries on the sub-antidiagonal are nonzero by (16) We can find that kernel explicitly, namely (18) ker(aK 1 + bK 2 + cK 3 ) = Span(x), where x = (x 1 , . . . ,
To prove this, assume that x = (x 1 , . . . , x 2k−1 ) t is a nonzero vector from ker(aK 1 + bK 2 + cK 3 ) and define y j = x 2k−1−j for j = 0, . . . , 2k − 2. Then from (16) we obtain
cj(2k − j − 1)y j−1 = 0, for all j = 0, . . . , 2k − 2 (with the understanding that y −1 = y 2k−1 = 0). Multiplying by t j /j! and summing up by j = 0, . . . , 2k − 2 we obtain ap
It follows that the polynomial p(t) satisfies the equation (a−tb+
, a solution to which is (a−bt+ 
in the space of polynomials in t of degree less than or equal to 2k − 2. The subspace S is spanned by the polynomials (
c 2 t 2 ) j , j = 0, . . . , k − 1. If they were linearly dependent, then there would exist a nontrivial relation of the form
c 2 t 2 ) satisfies a nontrivial polynomial equation
First of all, note that d cannot equal 3. Indeed, otherwise we would have X 2k+2 , X 2k+3 ∈ h, contradicting Lemma 1(b). Therefore d ≤ 2.
Let N ∈ n be a unit vector orthogonal to h ∩ n. As h is a subalgebra and as [h, h] ⊂ n, we have [h, h], N = 0. As n is in the center of g ′ , we obtain J N V, V = 0, where 
, where E 1 is the unit vector orthogonal to g ′ , and
Although the vectors w j may not be linearly independent, we have
Now by equation (1), with
By Lemma 8(a), dim(ker(J Nα )) = 1, and so ker(J Nα ) ⊂ V . By the same reasoning, ker(J Nα ) ⊂ W and so ker(J Nα ) ⊂ V ∩ W . Since dim(b) = 2k − 1 and dim(V ) = dim(W ) = k, we have dim(V ∩ W ) = 1. Hence ker(J Nα ) = V ∩ W , for α = 2, 3. But this contradicts Lemma 8(c).
Next suppose that dim(W ) = k −1. Specifying the basis for h ⊥ we can assume that w k = 0 and that w 1 , . . . , w k−1 ∈ b are linearly independent, so h ⊥ = Span(E 1 , w 1 , . . . , w k−1 , N). Then w j , v i = 0, so W is the orthogonal complement to V in b. It now follows from J Nα V, W = 0, for α = 2, 3, that V and W are complementary invariant subspaces of both J N 2 and J N 3 , hence of any J Z , where Z is a nonzero linear combination of N 2 and N 3 . By Lemma 8(a), dim(ker(J Z )) = 1. As the projections of the kernel to invariant subspaces again lie in the kernel, we obtain that ker(J Z ) is a subspace of either V or W . By continuity, the union U of the kernels of J Z , taken over all nonzero Z ∈ Span(N 2 , N 3 ), lies either in V or in W . But by Lemma 8(d), dim(Span(U)) = k, so Span(U) = V (as dim(V ) = k and dim(W ) = k −1). Now take any two nonproportional X, Y ∈ U. There exist nonzero vectors Z 1 = aN 2 + bN 3 , Z 2 = cN 2 + dN 3 such that ker(J Z 1 ) = Span(X), ker(J Z 2 ) = Span(Y ) and moreover, by Lemma 8(a), Z 1 and Z 2 are nonproportional, so Span(Z 1 , Z 2 ) = Span(N 2 , N 3 ). As J Z 1 X, Y = J Z 2 X, Y = 0, we obtain that J N 2 X, Y = J N 3 X, Y = 0, for any pair of nonproportional vectors X, Y ∈ U, hence, for arbitrary any pair of vectors X, Y ∈ U, hence, for arbitrary vectors X, Y ∈ V = Span(U). It follows that J Nα V, V = 0, for α = 2, 3. As from the above, J Nα V, W = 0, where W is the orthogonal complement to V in b, we obtain that ker(J Nα ) contains the k-dimensional space V, which strongly contradicts Lemma 8(a).
Algebras from Table 2
We treat the algebras g n,α in the order they appear in Table 2 . In this section there are numerous cases and subcases. For convenience, we adopt the following notational convention throughout this section: the expression Y i denotes an element of h of degree i. Similarly, the expression Z i denotes an element of h ⊥ of degree i. Furthermore, when we choose a basis
Theorem 9. Let h be a proper totally geodesic subalgebra of g 7,α . Then, for all α ∈ R\{−2},
Proof. By Remark 3, our goal is to show that h cannot have dimension 4. First suppose that X 7 ∈ h. As g 7,α / Span(X 7 ) ∼ = m 2 (6) ∈ O 2 , we have dim(h) ≤ 3 by Lemma 5(b). Hence, we may suppose that X 7 ∈ h. Note that if α = −1, then g 7,α ∈ O 1 , and Lemma 3(a) gives the required result. So it remains to treat the case α = −1. Suppose that h has dimension 4. Since [X 3 , X 4 ] = X 7 ∈ h and E 1 ∈ h ⊥ by Lemma 1(a), we can choose a basis so that
), where i = 3 or 4. Note that by Lemma 1(c), Y 6 = E 6 . Then we have Y 5 = E 5 + a 5 E 7 , for some a 5 ∈ R, where a 5 = 0 by Lemma 1(b). So we may assume that Y 2 , Y i have no components in the E 5 and E 6 directions. Moreover, the projection of E 7 to h is nonzero, as a 5 = 0 and has degree at least 5, as it lies in the center of h by Lemma 4(a) and as [X 2 , X 3 ] and [X 2 , X 4 ] are both nonzero. It follows that π h (E 7 ) = )(π h (E 7 ) − E 7 ) = a 5 E 5 − E 7 belongs to h ⊥ . Then both Y 2 and Y i have no component in the E 7 direction. Now if i = 3, we have Y 3 = E 3 by Lemma 1(c) and we may take Y 2 = E 2 + cE 4 , where c = 0 by Lemma 1(b). But then Z 2 = E 4 − cE 2 ∈ h ⊥ and we get a contradiction with (1),
and we may take Y 2 = E 2 + bE 3 , so Y 2 = E 2 by Lemma 1(c). Then E 3 ∈ h ⊥ and we get a contradiction with (1), as [
Theorem 10. Let h be a proper totally geodesic subalgebra of g 8,α . Then, for all α ∈ R\{−2}, we have dim(h) ≤ 4.
Proof. First suppose that X 8 ∈ h. Note that g 8,α /Span(X 8 ) ∼ = g 7,α . Consider the quotient map π : g 8,α → g 7,α . By Lemma 4(b), there is an inner product on g 7,α for which h := π(h) is a totally geodesic subalgebra. Thus by Theorem 9, we have dim(h) ≤ 3, so dim(h) ≤ 4. So we may suppose that X 8 ∈ h. If α = 0 we have that g 8,α ∈ O 1 so Lemma 3(a) implies that dim(h) }, then g 9,α ∈ O 1 and Lemma 3(a) implies that dim(h) ≤ 4 if X 9 ∈ h. Furthermore, g 9,α / Span(X 9 ) ∼ = g 8,α and if α ∈ {−1, 0}, then g 8,α ∈ O 2 and Lemma 5(b) implies that dim(h) ≤ 4 if X 9 ∈ h. So there are three remaining cases:
(a) α = 0 and
and X 9 ∈ h. . So we may assume there is no elements of degree 2 in h ⊥ . In this case, E 2 ∈ h and by Lemma 1(b), there must be an element Z 3 ∈ h ⊥ of degree 3. Then by Lemma 1(e), h has no elements of degree 5. Consequently, since [X 2 , X 3 ] = X 5 , the algebra h also has no elements of degree 3. So h must have an element of degree 6. However, Y 7 , E 9 = 0 by Lemma 1(b), so ∇ Y 6 Y 7 , Z 3 = 0 contradicting (1). This completes the proof of the theorem. Proof. If X 10 ∈ h and α = −2 we may consider the quotient Lie algebra g 10,α / Span(X 10 ) ∼ = g 9,α and the required result follows from that by Theorem 11.
Suppose that X 10 ∈ h and α = −2. By Lemma 1(b), there are no elements of degree 9 in h. Note that [X 3 , X 6 ] = −2X 9 and [X 4 , X 5 ] = 3X 9 . If there is an element of degree 2 in h ⊥ , Lemma 1(d) implies that there are no element in h of degree 8, from which it follows that dim(h) ≤ 5. On the other hand, if there are no elements of degree 2 in h ⊥ , there exists an element of degree 3 in h ⊥ , by Lemma 1(b). It follows that there are no elements of degree 7 in h, again giving that dim(h) ≤ 5. So we may suppose that X 10 ∈ h.
If α ∈ { 1 2 , −1}, then g 10,α ∈ O 1 , hence by Lemma 3(a) we get dim(h) ≤ 5. So there are two special cases that remain to be considered: α = ). But then we may take Y 9 = E 9 by Lemma 1(b), so h ⊥ has no elements of degree 2 or 4 by Lemma 1(e), and hence h ⊥ has at least two linearly independent elements in g 5 , contradicting the fact that dim(h ∩ g 5 ) = 5 and dim(g 5 ) = 6. Likewise, if m = 6 and α = 1 2 , then h contains no elements of degree 2, 3 or 4, so dim(h) ≤ 5, and if m = 6 and α = −1, then h contains no elements of degree 2 or 4, so dim(h)
⊥ and we may take Y 9 = E 9 by Lemma 1(b). By Lemma 1(e) we get a contradiction with the fact that Y 7 ∈ h. Finally, if m = 7 and α = −1, then h contains no elements of degree 2 or 3, so dim(h)
and we may take Y 9 = E 9 by Lemma 1(b), which leads to a contradiction with Lemma 1(e), as Y 7 ∈ h.
It remains to consider the cases when either m = 7 and α = 1 2 or m = 8. Note that in both cases h contains the vector Y = π h (E 10 ) of degree m, and then h ⊥ contains the vector Z = Y − E 10 , also of degree m. Consider two cases.
The Case α = −1. Then both h and h ⊥ contain an element of degree 8, say Y 8 and Z 8 respectively. Since [X 4 , X 6 ] = −[X 3 , X 7 ] = X 10 ∈ h, the subalgebra h cannot have elements of both degree 3 and degree 7, and nor can it have elements of both degree 4 and degree 6. So dim(h) ≤ 6. Suppose that dim(h) = 6. Since [X 2 , X 4 ] = X 6 , we have
. In both cases, the threedimensional ideal (g 10,−1 ) 8 = Span(X 8 , X 9 , X 10 ) ⊂ g 10,−1 contains linearly independent vectors Y 8 , E 9 ∈ h and Z 8 ∈ h ⊥ , hence (g 10,−1 ) 8 = Span(Y 8 , E 9 , Z 8 ). Then by Lemma 4(b), there is an inner product on the algebra g 10,−1 /(g 10,−1 ) 8 ∼ = g 7,−1 , for which h = π(h) is a totally geodesic subalgebra. But dim(h) = 4, which contradicts Theorem 9.
The Case α = . Then both h and h ⊥ contain either an element of degree 7 or an element of degree 8. (1) . It follows that h ⊥ has no elements of degree 8, and therefore, by Lemma 1(e), we have h ⊥ = Span(E 1 , E 2 , Z 3 , Z 7 ). Arguing as before, we obtain E 5 ∈ h. We have Y 4 := E 4 + a 4,6 E 6 + a 4,10 E 10 for some a 4,6 , a 4,10 ∈ R. Then . We may assume that Y 5 := E 5 + a 5,6 E 6 + a 5,10 E 10 and Y i := E i + a i,10 E 10 , i = 7, 8. By Lemma 1(e) there are no elements of degree 4 or 6 in h ⊥ . Moreover, by the same argument used in subcase (ii), h ⊥ has no elements of degree 8. It follows that h ⊥ contains an element Z 7 of degree 7. Then we have E 5 ∈ h and so h ⊥ = Span(E 1 , Z 2 , Z 3 , Z 7 ). Moreover, without loss of generality we may assume that Y 3 , E j = 0 for j = 7, 8, 9, 10. The contradiction with (1) is then obtained from
Theorem 13. Let h be a proper totally geodesic subalgebra of g 11,α . Then, for all α ∈ {− 5 2 , −1, −3}, we have dim(h) ≤ 5.
Proof. Consider two cases: X 11 ∈ h and X 11 ∈ h.
Case X 11 ∈ h: Consider the quotient map π : g 11,α → g 11,α / Span(X 11 ). For α ∈ {−2, 0, ] are all nonzero multiplies of X 10 , so h cannot have elements of both degree 2 and degree 8, nor can it have elements of both degree 3 and degree 7, nor of both degree 4 and degree 6. Then h necessarily contains elements Y 5 , Y 9 . By Lemma 1(c) we may take Y 9 = E 9 . Then by Lemma 1(d), h ⊥ has no elements of degree 2, and so we have E 2 ∈ h. Consequently, h has no elements of degree 8. Since Y 5 ∈ h and [X 3 , X 5 ] = X 8 , [X 2 , X 5 ] = (1 + α)X 7 , we conclude that h has an element of degree 7, but no elements of degree 3. It follows that h = Span(E 2 , Y j , Y 5 , Y 7 , E 9 , E 11 ), where j = 4 or 6. First suppose α = −2. Since [X 2 , X 6 ] = −2X 8 and h has no elements of degree 8, h has no elements of degree 6. Hence h has an element of degree 4. Then by Lemma 1(d), h ⊥ has no elements of degree 2, 4, 6, 7 or 9. So we can write h ⊥ = Span(E 1 , E 3 , Z 5 , Z 8 , E 10 ). But then since [X 4 , X 5 ] = 3X 9 , we have ∇ Y 4 E 9 , Z 5 = 0, contradicting (1) . Now suppose α = 0. Since h does not have elements of both degree 4 and 6, and since [X 2 , X 4 ] = 2X 6 , the subalgebra h has no elements of degree 4, and hence it must have one of degree 6. So we have h = Span(E 2 , Y 5 , Y 6 , Y 7 , E 9 , E 11 ). But since E 3 ∈ h ⊥ and [X 3 , X 6 ] is a nonzero multiple of X 9 , we have ∇ Y 6 E 9 , E 3 = 0, again contradicting (1) . Now suppose α = of X 7 . Then h = Span(E 2 , Y 4 , Y 6 , Y 8 , Y 9 , E 10 ). We may take Y 9 = E 9 + aE 11 . Then a = 0 by Lemma 1(b), and in particular, X 11 / ∈ h ⊥ . It follows that h ⊥ = Span(E 1 , Z 3 , Z 5 , Z 7 , Z 9 ). But as [X 5 , X 6 ] is a nonzero multiple of X 11 , we have 2 ∇ Y 6 (E 9 +aE 11 ), Z 5 = a [Z 5 , Y 6 ], E 11 = 0, contradicting (1) .
Finally, suppose α = α 2 , so that 4α 3 + 8α 2 − 8α − 21 = 0. Then there exist Y 3 , Y 8 ∈ h. By Lemma 1(e), h ⊥ has no elements of degree 2, so E 2 ∈ h. But then h contains an element ad 4 (E 2 )(Y 3 ) of degree 11, which is a contradiction.
