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chological processes and clinical outcomes using fMRI and relatedmethods. Suchmethods can be used to predict
or ‘decode’ psychological states in individual subjects. Single-subject MVPA approaches, however, are limited by
the amount and quality of individual-subject data. In spite of higher spatial resolution, predictive accuracy from
single-subject data often does not exceed what can be accomplished using coarser, group-level maps, because
single-subject patterns are trained on limited amounts of often-noisy data. Here, we present amethod that com-
bines population-level priors, in the form of biomarker patterns developed on prior samples, with single-subject
MVPAmaps to improve single-subject prediction. Theoretical results and simulationsmotivate aweighting based
on the relative variances of biomarker-based prediction—based on population-level predictive maps from prior
groups—and individual-subject, cross-validated prediction. Empirical results predicting pain using brain activity
on a trial-by-trial basis (single-trial prediction) across 6 studies (N = 180 participants) conﬁrm the theoretical
predictions. Regularization based on a population-level biomarker—in this case, the Neurologic Pain Signature
(NPS)—improved single-subject prediction accuracy compared with idiographic maps based on the individuals'
data alone. The regularization scheme that we propose, which we term group-regularized individual prediction
(GRIP), can be applied broadly to within-personMVPA-based prediction.We also show howGRIP can be used to
evaluate data quality and provide benchmarks for the appropriateness of population-levelmaps like theNPS for a
given individual or study.
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Tremendous progress has beenmade in fMRI research over the past
10 years. Much of the beneﬁt has resulted from multivariate pattern
analysis (MVPA) based studies of mental representations, which havert of NIH, which supported this
76136 (TDW), R01DA027794
w.columbia.edu/cu/psychology/
and Neuroscience, University of
.
al., Group-regularized indivi
.10.074enhanced the ability to identify brain patterns that are predictive of
behavioral and psychological outcomes (Chang et al., in press; Davis
and Poldrack, 2013; Haxby et al., 2001, 2014; Kay et al., 2008;
Poldrack et al., 2009; Wager et al., 2013; Woo et al., 2015). In standard
brain mapping analyses, many regions of the brain might respond to a
given task. However, for a pattern of brain activity to be considered
useful as a representation of a psychological or behavioral state, it must
be predictive of (i.e., be sensitive and speciﬁc to) that state.
Recent studies have identiﬁed provisional representations for many
kinds of psychological states, including perception of low level visual
features (Kamitani and Tong, 2005) and higher-order object properties
(Haxby et al., 2001), knowledge of semantic categories (Huth et al.,
2012; Mitchell et al., 2008), memory (Kuhl et al., 2011; Rissman et al.,
2010; Xue et al., 2010), affective states such as pain (Brodersen et al.,dual prediction: theory and application to pain, NeuroImage (2015),
2 M.A. Lindquist et al. / NeuroImage xxx (2015) xxx–xxx2012; Cecchi et al., 2012;Marquand et al., 2010;Wager et al., 2013), and
emotion (Baucom et al., 2012; Chang et al., in press; Kassam et al.,
2013), and identiﬁcation of individuals with clinical disorders
(Arbabshirani et al., 2013; Craddock et al., 2009; Doehrmann et al.,
2013; Fu et al., 2008; Siegle et al., 2006;Whelan et al., 2014). Once rep-
resentations of speciﬁc percepts (e.g., objects) or experiences
(e.g., emotion) are identiﬁed, studies can examine how these represen-
tations are shaped by contextual, psychological, and neurobiological
processes—e.g., how object representations are maintained in working
memory during a delay (Harrison and Tong, 2009), how items are recol-
lected during memory recall and compete with other memories (Kuhl
et al., 2011), or how pain representations are modiﬁed by cognitive re-
appraisal (Woo et al., 2015). Identifying patterns of fMRI activity that
can serve as proxies for representations requires multivariate analyses
that are predictive of outcomes in individual subjects. In this paper,
we develop a method for improving such single subject, MVPA-based
predictions.
Most single subject predictive analyses utilize only data from one
participant in developing the predictive model (e.g., Horikawa et al.,
2013). The theory behind this approach is that brain representations
are idiographic (i.e., different individual subjects have different multi-
variate brain patterns that predict outcomes). For example, the pattern
of fMRI activitywithin V1 that predicts line orientation,may be different
for different individuals (Freeman et al., 2011; Kamitani and Tong,
2005), and only patterns at broader spatial scales may be conserved
across individuals (Heeger and Ress, 2002; Norman et al., 2006). If
brain topography is truly idiographic and varies dramatically across
individuals, individualized training to derive the best predictive multi-
variate brain pattern is likely the optimal strategy. However, often,
there is information at multiple spatial scales, including much informa-
tion conserved across individuals (Chang et al., in press; Kassam et al.,
2013; Poldrack et al., 2009; Rissman et al., 2010; Shinkareva et al.,
2008; Wager et al., 2013; Woo et al., 2014). In addition, the quantity
and quality of fMRI data are limited in single subject datasets, and
often high-quality single subject prediction requires hours of scanning
for each individual over multiple days (Gonzalez-Castillo et al., 2012;
Nishimoto et al., 2011). Often, perhaps surprisingly, models that are
trained to predict out-of-sample individuals perform as well or better
than models trained on individual subject data (Chang et al., in press;
Poldrack et al., 2009; Shinkareva et al., 2008; Wager et al., 2013) when
the spatial topography of predictive information is shared across
individuals. In such cases, using normative group maps based on other
individuals may help to regularize single subject predictive patterns
using information conserved across subjects, constraining the single
subject solution in ways that improve prediction accuracy and prevent
overﬁtting.
This paper develops a principled scheme for combining normative
groupmaps based on previously deﬁned predictive patterns (i.e., signa-
tures) and single subject idiographic maps. In addition to improving
prediction accuracy, this procedure regularizes individual subject
maps towards prior expectations, therefore improving the quality of
single subject predictive maps, and allowing for a principled updating
of normative population-based maps as more data are accumulated.
This weighting can be expressed in both frequentist and Bayesian
frameworks, which are shown to be mathematically equivalent.
Marquand et al (2014) addressed a similar problem, by recasting the
decoding problem in a multi-task learning framework, allowing them
to extract information from the data by sharing information between
subjects. This was found to be extremely beneﬁcial when only a small
number of trials were available for each subject.
The method we develop here, which we term group-regularized
individual prediction (GRIP), combines group and idiographic maps in
proportion to their respective variances, in accordance with theory on
empirical Bayes estimation. It can be applied prospectively to individual
subjects' data to improve prediction accuracy and stabilize individual-
subject predictive maps. Thus, one main use is in improving singlePlease cite this article as: Lindquist, M.A., et al., Group-regularized indivi
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provide quality control estimates and benchmarks for a given individual
or study paradigm. The quality of idiographic predictions can be used
to benchmark data quality for individual persons, and the accuracy of
prediction using a population-level map can provide benchmarks
on the appropriateness of the map for a given population, sample, or
study paradigm. Such cross-study metrics are valuable as fMRI data
are increasingly used in multi-site and translational settings.
The GRIPmethod can be applied to any domain and is agnostic with
respect to the training algorithm used. However, in this paper, we eval-
uate its utility in predicting pain intensity ratings. Pain is an interesting
application domain for three reasons. First, it is associated with
enormous cognitive, social, and economic costs (IOM, 2011), but its
neurological bases are not yet well understood (Tracey, 2011). Develop-
ing brain models capable of predicting pain intensity and dissociating
different types of neurological contributions to pain is a high-priority.
Second, pain is currently assessed primarily by means of self-report, a
behavioral measure of subjective experience that is compromised in
many vulnerable populations (e.g., the very old or very young, persons
with cognitive impairment, and those who are minimally conscious)
and inﬂuenced by a number of complex sociocultural factors. Brain-
based predictive models could complement self-report by providing
measures of neurophysiological systems that contribute to pain, and
ultimately identify sub-types of pain and sub-types of patients based di-
rectly on brain information. And third, population-levelmaps predictive
of pain intensity are available (Wager et al., 2013), providing priors to
use in regularizing individual-subject predictions. Several groups have
published innovative work on single subject prediction (Brodersen
et al., 2012; Cecchi et al., 2012; Marquand et al., 2010). Complementing
these approaches, we have developed a normative population-based
pattern that classiﬁes stimuli differing moderately in pain intensity
with over 90% accuracy, across multiple sites and scanners and in
new, out-of-sample individuals (Wager et al., 2013). Here, we combine
information from this population-normed signature pattern—called the
Neurologic Pain Signature (NPS)—with idiographic MVPA maps to
improve the accuracy of predicting pain intensity from brain activity.
We begin by developing the statistical theory underlying empirical
Bayes regularization and the GRIP model. We then present brief theo-
retical simulations that characterize the conditions under which
weighting towards individuals versus group maps is optimal. Then we
apply the method to combine data from six studies of experimental
thermal pain (N = 180), comparing the accuracy of (a) cross-
validated idiographic predictive maps, (b) a population-level map, the
NPS, and (c) the GRIP combination of the NPS prior and idiographic
maps (see Fig. 1 for an overview). Predictions aremade about single tri-
als, i.e., individual periods of thermal stimulation lasting 1.85 to 15 s,
using time series-appropriate cross-validation methods. The results
show that the GRIP estimator outperforms both the population-level
NPS map and the idiographic, single-subject prediction map.
Method
Theory
Supposewehave a set of observations fromm trials of a certain stim-
ulus applied to a single subject, which we denote (xj, yj) for j=1,…m.
Here, xj is a vector of features of length V, and yj is a scalar outcome
variable. In our example, we assume that each trial consists of a thermal
stimulus. Thus, xj is a summary of the brain response, and yj is the
reported pain corresponding to that trial.
Now, suppose we seek to use these observations to create a predic-
tive model from which we can estimate pain report from brain activa-
tion for the subject in question. Using standard machine learning
techniques (the approach is agnostic to the speciﬁc type of technique,
though we assume that it is linear in the continuation) we can ﬁnd a
set of idiographic brain weights ŵI that can be used to predict thedual prediction: theory and application to pain, NeuroImage (2015),
Fig. 1. Schematic representation of the group-regularized individual prediction (GRIP) framework as applied to pain data. This illustrates the framework and procedure, which can in
principle be applied to data from any domain or task. (A) Single-trial images are estimated using a ﬁrst-level general linear model with a separate regressor per trial. These images,
which are composed of pain-related activation estimates from each gray matter voxel, are used to predict trial-by-trial reports of pain intensity. (B) Idiographic maps for each individual
participant are constructed by regressing pain reports on single-trial voxel values. We use LASSO-PCR (Wager et al., 2013; see text) with leave-one-run-out cross-validation, so that all
predictions are out-of-run. Population-based predictions are obtained by applying the Neurologic Pain Signature (NPS;Wager et al., 2013), a normative signature trained on independent
data (from Study 1) to predict pain in out-of-sample individuals. In both idiographic and population-based methods, predicted responses can be obtained by calculating the dot product
between the predictive map and an input image; this is the standard way of calculating predicted responses in linear regression. In the case of idiographic prediction, the predicted pain
intensities (ŶI) are based onweights obtained from training data from other runs. In the case of population-based prediction, the predicted pain intensities (ŶP) are based onweights from
the NPS.Weight maps can be applied to any image (a contrast map, a single-trial image, or single time-point image), though here they are applied to single-trial images. (C) Tomaximize
prediction accuracy, GRIP predictions (ŶG) are generated by combining trial-by-trial predictions, based on subject-speciﬁc idiographic predictive maps (ŶI), with predictions based on
population-level predictive maps (ŶP). The relative weight allotted to each map is controlled by the shrinkage factor λ.
3M.A. Lindquist et al. / NeuroImage xxx (2015) xxx–xxxoutcome. Using these weights, we can predict the pain response corre-
sponding to features x* as follows:
Y^ I ¼ w^TI x: ð1Þ
In the continuation we will refer toŵI as the idiographic map. Given
inﬁnite amounts of training data, it may be difﬁcult to improve on ŶI
without improving themodel basis fundamentally; if themodel is spec-
iﬁed correctly, ŶI will be unbiased (accurate) for subject I. With limited
data, however, ŶI may be quite noisy (low precision), and provide a
poor approximation of YI.
Further, suppose that prior research has provided us with a
population-level based biomarker ŵP, which we can similarly use to
predict the outcome. Using these group-level weights, we can predict
the pain response corresponding to features x* as follows:
Y^P ¼ w^TPx: ð2Þ
In the continuation we will refer to ŵP as the population-level map.
To the degree that subject I differs from the population mean, ŶP
provides a biased (inaccurate) estimate of YI. However, because ŶP has
generally been estimated using signiﬁcantly more data, i.e., many sub-
jects, it may be substantially more precise. The smaller the differences
between subject I and the population mean, the more using ŵPT will
improve on ŶI.
Now we have predictions for the same trials based on both a single-
subject idiographicmap and a population-levelmap, eachwith different
strengths and limitations. The goal is to ﬁnd away to combine these twoPlease cite this article as: Lindquist, M.A., et al., Group-regularized indivi
http://dx.doi.org/10.1016/j.neuroimage.2015.10.074measures in a principled manner that increases the prediction accuracy
compared to using each of the maps in isolation.
Shrinkage estimators (Efron and Morris, 1975; James and Stein,
1961) are adaptive weighting schemes that have been shown to im-
prove upon many traditional statistical estimators — in terms of mean
squared error (MSE) — by shrinking these estimators towards some
ﬁxed constant value. Shrinkage is implicit in Bayesian inference, penal-
ized likelihood inference, and multi-level models (Lindquist and
Gelman, 2009), and is directly related to the empirical Bayes estimators
commonly used in neuroimaging data analysis (Friston and Penny,
2003; Friston et al., 2002; Mejia et al., 2014; Shou et al., 2014; Su et al.,
2009). In all Bayesian analyses, posterior estimates are ‘shrunk’ towards
prior expectations. In empirical Bayes shrinkage, posterior estimates are
shrunk towards a prior derived by estimating a population-level
(group) distribution.
In this work, we illustrate how shrinkage estimators can be used to
improve upon the prediction accuracy obtained using idiographic
maps developed on single subject data. We do so by shrinking the
prediction towards that obtained using population-level maps.
Our approach combines such group-level priors, in the form of
biomarker patterns developed on prior samples, with individual
MVPA predictive weights. This combination can be used to improve
single-subject prediction accuracy compared with idiographic training
based on the individual's data alone. The regularization scheme that
we propose, which we term group-regularized individual prediction
(GRIP), can be applied broadly to within-person MVPA-based
prediction.dual prediction: theory and application to pain, NeuroImage (2015),
4 M.A. Lindquist et al. / NeuroImage xxx (2015) xxx–xxxIn general, the GRIP estimator corresponds to the shrinkage estima-
tor deﬁned as follows:
Y^G ¼ λY^ I þ 1−λð ÞY^P ð3Þ
where λ— the shrinkage factor— can take any value in the range [0, 1];
see Fig. 1 for an illustration. When λ= 0, the subject-speciﬁc data are
considered completely unreliable and the estimator is reduced to the
group result (reducing to ‘between-participant’ prediction). In contrast,
when λ=1, the subject-speciﬁc data are deemed perfectly reliable and
the estimate is not shrunk towards the group value at all. In practice, of
course, data are seldom perfectly reliable, which makes applying some
shrinkage towards the population mean a good alternative in many
situations.
A major question is how to estimate the appropriate value for the
shrinkage factor λ associated with the GRIP estimator. In this paper
we explore two different approaches towards choosing the appropriate
shrinkage factor. The ﬁrst uses a standard empirical Bayes approach
based on the ratio of the within- and between-subject variances, and
the second is based upon the cross-validated prediction accuracy of
the idiographic and group training, respectively. Below, we describe
each approach in turn.
Empirical Bayes approach
In the Empirical Bayes (EB) approachwe base the shrinkage factor on
the ratio of the within- and between-subject variances. To quantify
these values let us assume that the true pain report (Y) for subject i
on the jth trial, where j= 1,…M, can be modeled as follows:
Yi j  N μ i;σ2W;i
 
μ i  N μ;σ2B
  ð4Þ
Inwords this implies that the reported pain in trial j follows a normal
distribution with subject-speciﬁc mean μi and variance σW,i2 . The subject
mean is, in turn, drawn from a normal distribution with population
mean μ, and variance σB2.
In our problem, the term μi represents the true reported pain in sub-
ject i to a stimulus, while the term μ represents the correspondingmean
reported pain in the population. Similarly, the variation of the reported
pain across trials around the subject mean is given by σW,i2 , and the
variation of the true subject-speciﬁc report around the population
mean is given by σB2.
Here we assume that μi can be estimated by ŶI, as shown in Eq. (1),
and μ can be estimated by ŶP, as shown in Eq. (2). The within-subject
variance can be estimated by computing the variance of the observed
pain reports and those predicted by the idiographic map, which we de-
note σ^2W;i. The variance of the observed pain reports to those predicted
by the population-level map, in turn, gives us an estimate of the total
variance σW,i2 + σB2, which we denote ŝ2. Using these two results we
can estimate the between-subject variance as σ^2B ¼ maxf0; s^2−σ^2W;ig,
with the maximum taken to ensure non-negative estimates.
With these values in handwe can now compute the shrinkage factor
for a given subject as follows:
λi ¼
σ^2B
σ^2B þ σ^2W;i
: ð5Þ
Here, if the between-subject variance is large relative to the within-
subject variance, then λ= λiwill be close to 1 and the idiographic map
is weighted higher. If, in contrast, the within-subject variance domi-
nates, then λ will be close to 0 and the idiographic map is weighted
lower. This approach is equivalent to the Best Linear Unbiased Predictor
(BLUP) of μ ij, as well as the mode of the posterior distribution in a nor-
mal–normal model where μ is the posterior mean. Hence, the proposed
method can be understood both within a frequentist and BayesianPlease cite this article as: Lindquist, M.A., et al., Group-regularized indivi
http://dx.doi.org/10.1016/j.neuroimage.2015.10.074framework. The term λ is estimated for each subject based on the preci-
sion of the estimates of σ^2W;i (e.g., the residual variance from single-
subject prediction). With many variables in the predictive model, min-
imally biased estimates can be obtained based on cross-validation. In
neuroimaging experiments, for example, there are typically many pre-
dictors (voxels) and σ^2W;i is estimated based on leave-one-run out
cross-validation.
Using the estimate of the shrinkage factor, and assuming a linear
classiﬁer as those shown in Eqs. (1) and (2), we can obtain the
subject-speciﬁc GRIP map as follows:
w^G ¼ λw^I þ 1−λð Þw^P ð6Þ
This weight can now be applied to independent data from that
particular subject to predict their pain ratings associated with speciﬁc
observed features x* in test data.
Cross-validated Approach
In the cross-validated approach we base the shrinkage factor on the
prediction accuracy obtained using the idiographic and population-
level maps, respectively. This requires performing a two-level nested
cross-validation procedure. To elaborate, we begin by splitting the
data into K-folds (e.g., K runs). We then perform an outer cross-
validation loop, which consists of K steps. For each step, K-1 folds are
used as training data and a single fold is left out and used as test data.
A second, inner cross-validation loop is then performed on the training
data, providing us with pain predictions for each trial in the training
data. Next, we use the population-levelmap to predict the same pain re-
ports. We then ﬁnd the best linear combination of the idiographic and
population-level predictions in terms of optimizing the correlation
with the true reported pain in the training data (which is assumed to
be known).
To illustrate, let ŶI and ŶP be vectors of the idiographic and
population-level predictions in the training data, while Y is the vector
of true responses. We now set λ to be the value that maximizes:
maxv corr vY^I þ 1−vð ÞY^P ;Y
 n o
: ð7Þ
This procedure is repeated for each step in the outer loop, with each
fold rotating as the training data, giving us a different shrinkage factor
for each of the K folds. Finally, we average the shrinkage factor across
folds, and use this value to compute the GRIP weight as described in
Eq. (6). This weight can now be applied to independent data from that
subject to predict the pain associated with the observed features x*.
Simulation
In this section we provide two brief theoretical simulations to
illustrate the properties of the Empirical Bayes approach. In the ﬁrst
simulationwe assume that themagnitude, variancewithin participants,
and variance betweenparticipants are all ﬁxed (μ=1,σwithin=1.2, and
σbetween = 0.3, respectively, based on reasonable values from prior
studies), and allow the number of trials per participant to vary. Fig. 2A
shows the single-trial prediction accuracy as a function of the number
of trials per participant. Here it is clear that group-level predictions are
unaffected by the number of trials, while idiographic predictions
improve as the number of training trials per participant increases. As a
result, the GRIP prediction, which is a combination of both the group
and idiographic maps, will also increase with more training trials per
participant. Eventually, (in results not shown here) the idiographic
predictions will converge to the GRIP results as the number of trials
increase.
In the second simulationwe assume themagnitude, number of trials
per participant, and variance between participants are all ﬁxed (μ= 1,
n = 50, σbetween = 0.3, respectively), while the variance withindual prediction: theory and application to pain, NeuroImage (2015),
Fig. 2. Simulation results for group-regularized individual prediction (GRIP) based on Empirical Bayes regularization. (A) The results of a theoretical simulation showing single-trial
prediction accuracy as a function of the number of trials per participant. Here we assume a ﬁxed variance magnitude within and between participants based on reasonable values from
prior studies. Group predictions use a static, a priori map and are thus not affected by the number of trials, while idiographic predictions are very poor with low amounts of data but
improve with more training trials per participant. As a result, the GRIP prediction, which is a combination of both the group and idiographic maps, will also increase with more training
trials per participant and eventually will converge with the idiographic prediction. (B) The results of a theoretical simulation showing single trial prediction accuracy as a function of the
shrinkage factor λ, which varies from 0 (100% group estimate) to 1 (100% individual estimate). When the within participant variance is high, predictive accuracy will peak for λ values
closer to 0, whereas when the within participant variance decreases, prediction accuracy peaks for λ values closer to 0.
5M.A. Lindquist et al. / NeuroImage xxx (2015) xxx–xxxparticipants is allowed to vary. Fig. 2B shows single trial prediction accu-
racy as a function of λ, which is the GRIPweighting factor for combining
group and idiographic weight maps. When the within participant vari-
ance is high (i.e., the yellow curve), the optimal value of λ tends to be
closer to 0, weighting the group estimate more than the idiographic es-
timate. In contrast, when the within-subject variance is lower (i.e., the
red curve), λ will peak closer to 1, thus weighting the idiographic data
higher.Materials and procedures
Participants
The analysis included a total of 209 healthy participants (before
exclusion criteria were applied) from 7 independent studies, with
sample sizes ranging from N = 17 to N = 50 per study. Descriptive
statistics on the age, sex, and other features of each study sample are
provided in Table 1. Participants were recruited from New York City
and Boulder/Denver Metro Areas. The institutional review board of
Columbia University and the University of Colorado Boulder approved
all the studies, and all participants provided written informed consent.
Preliminary eligibility of participantswas determined through an onlineTable 1
Demographics.
Study♦ Sample size Sex Mean age in y
NPS training data
Study 1 (NSF) 26 9 F 27.8
NPS testing data
Study 2 (BMRK3) 33 22 F 27.9 (9.0)
Study 3 (BMRK4) 28 10 F 25.2 (7.4)
Study 4 (IE) 50 27 F 25.1 (6.9)
Study 5 (ILCP) 29 16 F* 20.4 (3.3)**
Study 6 (EXP) 17 9 F 25.5
Study 7 (SCEBL) 26 11 F 28 (9.3)
Note. ♦Internal study codes to facilitate tracking of datasets; *Gender of oneparticipant is unknow
et al., 2014; Wager et al., 2013; Woo et al., 2015).
Please cite this article as: Lindquist, M.A., et al., Group-regularized indivi
http://dx.doi.org/10.1016/j.neuroimage.2015.10.074questionnaire, a pain safety screening form, and a functional Magnetic
Resonance Imaging (fMRI) safety screening form.
We applied several exclusion criteria for analysis purposes. Partici-
pants with psychiatric, physiological or pain disorders, neurological
conditions, and MRI contraindications were excluded prior to enroll-
ment. For these analyses, participants from Study 1 (N = 26) were ex-
cluded because these data were used to compute the population-level
biomarker (i.e., Neurologic Pain Signature; NPS). They are included in
this report (e.g., Table 1) so that readers can compare stimulation and
pain levels with the other studies. In addition, to have enough data for
within-person cross-validation, we required participants to have at
least 23 trials with low variance inﬂation factors (b2.5; see below),
and non-missing painful heat rating and stimulation intensity data.
Based on these criteria, an additional 3 participants were excluded,
resulting in a total of 180 participants for the ﬁnal analyses.
Procedures
In all studies, participants received a series of contact-heat stimuli
and rated their experienced pain following each stimulus. The number
of trials, stimulation sites, inter-trial intervals, rating scales, and stimu-
lus intensities and durations varied across studies, but were compara-
ble; these variables are summarized in Tables 2 and 3. Each study alsoears (Std. deviation) Prior publications
Atlas et al. (2014), Pain; Wager et al. (2013) NEJM
Woo et al. (2015), PLOS Biology
Wager et al. (2013) NEJM
Krishnan et al. (Under Review)
Roy et al. (2014), Nature Neuroscience
Liane Schmidt et al. (In Prep.)
Atlas et al. (2010), Journal of Neuroscience
Koban et at. (In Prep.)
n; **Age of one participant is unknown. Publications include: (Atlas et al., 2010, 2014; Roy
dual prediction: theory and application to pain, NeuroImage (2015),
Table 2
Stimulation parameters.
Study Intensities Mean temperature by
intensity level (within
subject SE)
Rating scale Mean ratings by intensity level
(within subject SEM)
NPS training data
Study 1 (NSF) PT, L, M, H
(Calibrated)
40.8, 43.1, 45.1, 47.0 (0.16) 0–10 VAS (0, no sensation; 1, non-painful warmth; 2, low
pain; 5, moderate pain; 8, maximum tolerable pain)
2.0, 2.8, 4.2, 6.6 (0.14)
NPS Testing Data
Study 2 (BMRK3) 6 levels (Fixed) 44.3, 45.3, 46.3, 47.3, 48.3, 49.3 Pain or no-pain decision, followed by 0-100 VAS for
warmth or pain rating
49.1, 56.6, 74.3, 99.4, 133.0, 159.3
(3.12)
Study 3 (BMRK4) L, M, H (Fixed) 46.0, 47.0, 48.0 0–100 VAS (0, no sensation; 1.4, barely detectable; 6.1,
weak; 17.2, moderate; 35.4, strong; 53.3, very strong; 100,
strongest imaginable sensation)
UL: 31.7, 40.5, 53.6 (0.9787) LL: 31.5,
40.2, 53.3 (0.96)
Study 4 (IE) L, M, H (Fixed) 46.0, 47.0, 48.0 0–100 VAS (0, no pain; 100, worst imaginable pain) 29.4, 38.9, 51.9 (0.64)
Study 5 (ILCP) L, H (Calibrated) 44.7, 46.7 (0) 0–100 VAS (no pain to worst pain imaginable) 24.3, 46.7 (1.14)
Study 6 (EXP) L, M, H (Calibrated) 41.2, 44.4, 47.2 (0.21) 0–10 VAS (0, no sensation; 1, non-painful warmth; 2, low
pain; 5, moderate pain; 8, maximum tolerable pain)
2.5, 4.3, 7.4 (0.13)
Study 7 (SCEBL) L, M, H (Fixed) 48, 49, 50 0–100 VAS (0, no pain; 100, worst imaginable pain) 26.0, 33.3, 40.4 (1.12)
Note: Heat/pain levels: PT = pain threshold, L = Low, M =Medium, H = High. Sites of stimulation: UL = Upper Limb, LL = Lower Limb. VAS = visual analog scale.
6 M.A. Lindquist et al. / NeuroImage xxx (2015) xxx–xxxcomprised a speciﬁc psychological manipulation, such as placebo treat-
ment, which will be or has been reported elsewhere (Table 3). In the
present paper, we focus on cross-validated prediction of pain report
across all trials, irrespective of the study-speciﬁc psychological and
physical manipulations that inﬂuenced pain.
Thermal stimulation
In each studywe delivered thermal stimulation tomultiple skin sites
using a TSA-II Neurosensory Analyzer (Medoc Ltd., Chapel Hill, NC)with
a 16 mm Peltier thermode endplate (Study 7: 32 mm). On every trial,
after the offset of stimulation, participants rated the magnitude of the
warmth or pain they had felt during the trial on a visual analog scale.
Other thermal stimulation parameters varied across studies, with
stimulation temperatures ranging from 40.8 °C to 50 °C and stimulation
durations from 1.85 to 12.5 s. Most studies applied thermal stimulation
to the forearm. See Table 2 for stimulation intensity levels, mean
temperature for each intensity level, and details of the rating scales.
See Table 3 for stimulation duration, duration of inter-stimulus interval,
number and location of stimulation sites, and number of trials per
subject.
fMRI analysis
Preprocessing
Structural T1-weighted imageswere co-registered to themean func-
tional image for each subject using the iterative mutual information-
based algorithm implemented in SPM (Ashburner and Friston, 2005),
andwere then normalized toMNI space using SPM. SPMversions varied
across studies (Studies 1 and 6 used SPM5; all other studies used SPM8Table 3
Task characteristics.
Study Duration
(seconds)
Inter-heat
interval (seconds)
Locations
(number of sites)
Range of numbe
trials per subject
NPS training data
Study 1 (NSF) 10 38 Arm (3) 35–48
NPS testing data
Study 2 (BMRK3) 12.5 20.5–28.5 Arm (2) 97
Study 3 (BMRK4) 11 25–27 Arm (4), Foot (4) 81
Study 4 (IE) 11 36–38 Arm (6) 48
Study 5 (ILCP) 10 17–25 Arm (2) 64
Study 6 (EXP) 10 38 Arm (4) 61–64
Study 7 (SCEBL) 1.85 26–37 Leg (6) 96
Note: Trials with high variance inﬂation factors were excluded from analysis.
Please cite this article as: Lindquist, M.A., et al., Group-regularized indivi
http://dx.doi.org/10.1016/j.neuroimage.2015.10.074(http://www.ﬁl.ion.ucl.ac.uk/spm/). Following SPM normalization,
Studies 1 and 6 included an additional step of normalization to the
group mean using a genetic algorithm-based normalization (Atlas
et al., 2010, 2014; Wager and Nichols, 2003).
In each functional dataset, we removed initial volumes to allow
for image intensity stabilization (see Table 4 for number removed in
each study). Prior to processing functional images, we removed
volumes with signal values that were outliers within the time series
(i.e., “spikes”). To identify outliers, we ﬁrst computed both the mean
and the standard deviation of intensity values across each slice, for
each image. Mahalanobis distances for the matrix of (concatenated)
slice-wise mean and standard deviation values by functional volumes
(over time) were computed. Any values with a signiﬁcant χ2 value
(corrected for multiple comparisons based on the more stringent of
either false discovery rate or Bonferroni methods) were considered
outliers. In practice, less than 1% of images were deemed outliers. The
outputs of this procedure were later included as nuisance covariates in
the ﬁrst level models. Next, functional images were corrected for differ-
ences in the acquisition timing of each slice and weremotion-corrected
(realigned) using SPM. The functional images were warped to SPM's
normative atlas (warping parameters estimated from co-registered,
high-resolution structural images), interpolated to 2 × 2 × 2 mm3
voxels, and smoothed with an 8 mm FWHM Gaussian kernel.
Single trial analysis (Except Study 3 and Study 6)
For each study we employed the single trial, or “single-epoch”, de-
sign and analysis approach to model the data. Quantiﬁcation of single-
trial response magnitudes was done by constructing a GLM design ma-
trix with separate regressors for each trial, as in the “beta series”r of Mean proportion of trials
excluded (Std. Deviation)
Other experimental manipulations
0.08 (0.07) Masked emotional faces fully crossed with
temperature
0.1 (0.04) Cognitive self-regulation up and down
0.08 (0.06) Heat-predictive visual cues (low, medium, or high)
N/A Heat-predictive visual cues; placebo manipulation
0.05 (0.03) Agency (make choice, observe choice), Certainty
(80% low pain, 50% low pain)
0.03 (0.04) Heat-predictive auditory cues
0.04 (0.03) Heat-predictive visual cues (low or high) and
unreinforced social information
dual prediction: theory and application to pain, NeuroImage (2015),
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http://dx.doi.org/10.1016/j.neuroimage.2015.10.074approach (Mumford et al., 2012; Rissman et al., 2004). First, boxcar re-
gressors, convolvedwith the canonical hemodynamic response function
(HRF), were constructed to model cue, pain, and rating periods in each
study. Then, we included a regressor for each trial, as well as several
types of nuisance covariates. Because each trial consisted of relatively
fewvolumes, trial estimates could be strongly affected by acquisition ar-
tifacts that occur during that trial (e.g. suddenmotion, scanner pulse ar-
tifacts, etc.). Therefore, trial-by-trial variance inﬂation factors (VIFs; a
measure of design-induced uncertainty due, in this case, to collinearity
with nuisance regressors) were calculated, and any trials with VIFs
that exceeded 2.5 were excluded from the analyses. For Study 1, we
also excluded global outliers (trials that exceeded three standard devia-
tions (SDs) above the mean), and employed a principal components
based denoising step during preprocessing to minimize artifacts. This
approach generated single trial estimates that reﬂect the amplitude of
the ﬁtted HRF on each trial and refer to the magnitude of anticipatory
and pain-period activity for each trial in each voxel.
Single trial analysis (Only Study 3 and Study 6)
For Studies 3 and 6, single trial analyseswere based on ﬁtting a set of
three basis functions, rather than the standard HRF used in the other
studies. This ﬂexible strategy allowed the shape of the modeled hemo-
dynamic response function (HRF) to vary across trials and voxels. This
procedure differed from that used in other studies because (a) it main-
tains consistency with the procedures used in the original publication
on Study 6 (Atlas et al., 2010), and (b) it provides an opportunity to
examine predictive performance using a ﬂexible basis set. For both
Study 3 and Study 6, the pain period basis set consisted of three curves
shifted in time andwas customized for thermal pain responses based on
previous studies (Atlas et al., 2010; Lindquist et al., 2009). To estimate
cue-evoked responses for Study 6, the pain anticipation period was
modeled using a boxcar epoch convolved with a canonical HRF. This
epoch was truncated at 8 s to ensure that ﬁtted anticipatory responses
were not affected by noxious stimulus-evoked activity. As with the
other studies, we included nuisance covariates and excluded trials
with VIFs N 2.5. In Study 6 we also excluded trials that were global out-
liers (those that exceeded 3 SDs above themean).We reconstructed the
ﬁtted basis functions from the ﬂexible single trial approach to compute
the area under the curve (AUC) for each trial and in each voxel.We used
these trial-by-trial AUC values as estimates of trial-level anticipatory or
pain-period activity.
Predictive model
For each subject, the input data consisted of their single trial data.
Throughout the analyses, we used amachine-learning-based regression
technique, least absolute shrinkage and selection operator-regularized
principal components regression (LASSO-PCR; Wager et al., 2011), to
predict pain reports from the fMRI activity. The LASSO-PCR procedure
is a combination of several established techniques chosen to work
well for fMRI data. It ﬁrst uses principal components analysis (PCA) to
reduce the dimensionality of the data ﬁrst, and thereafter applies
LASSO regression (Hastie et al., 2005) to the component scores. The lat-
ter step provides a principled way of selecting a subset of distributed
components and weights that together best explain the training data.
We do not expect the results to vary strongly as a function of the algo-
rithm used, as LASSO-PCR has produced virtually identical results to
support vector regression in our previous work (Wager et al., 2013).
The idiographic estimates were obtained by performing a cross-
validated HV block (Racine, 2000) to estimate pain reports in the test
dataset. We begin by ordering the trials in temporal order. For a given
trial, we selected the v observations immediately before and after it,
thus creating a test dataset consisting of 2v + 1 trials. Thereafter, we
removed the h trials collected immediately before and after the test set
as a buffer, and used the remaining elements to form the training set.
Hence, the value of v controls the size of the test set and the value ofh con-
trols the dependence between the training and test set, following the ideadual prediction: theory and application to pain, NeuroImage (2015),
8 M.A. Lindquist et al. / NeuroImage xxx (2015) xxx–xxxthat the correlation between trials decreases as they become further apart
from each other. The procedure was performed in a manner so that each
trial was represented in the test data one time. In our application, we
chose both h and v to take the value 4. This approach is consistent for sta-
tionary observations, as the probability of selecting the model with the
best predictive properties converges to 1 as the total number of observa-
tions becomes large. Using this approach cross-validated idiographic esti-
mates were obtained for each trial. The NPS estimates were obtained by
directly applying the NPS map to the data.
A total of three combination GRIP estimates were obtained for
comparison purposes. The ﬁrst estimate, whichwe denote the ‘Oracle’ es-
timate, was obtained by ﬁnding the linear combination of NPS and
idiographic predictions that maximizes the correlation with the true
pain reports (see Eq. (7)). Note that this approach assumes that the true
pain reports are known. So, while the approach is not feasible in practice,
in our setting it provides a benchmark of how much improvement
shrinkage-based approaches can potentially give. The second estimate
was obtained using the ‘CV-approach’ described above. Here, for each
step in an outer cross-validation loop, created using the same cross-
validated HV blocks procedure as described above, we performed an
inner 10-fold cross-validation step. Within each step of the inner loop
we computed an ‘oracle’weighting as described above. This allowed us
to compute the optimalweight for each partition,whichwe subsequentlyFig. 3. Idiographic predictive maps (weights) for each study and results for an example subjec
(Studies 2–7, N = 180, top row), as well as study-speciﬁc averages for each study (bottom ro
other studies (the Neurologic Pain Signature; Wager et al., 2013), so is not included here. In ad
included both before and after shrinkage to the study mean. Yellow/orange values indicate p
negative weights; greater activation predicts less reported pain. “All studies” refers to the aver
Please cite this article as: Lindquist, M.A., et al., Group-regularized indivi
http://dx.doi.org/10.1016/j.neuroimage.2015.10.074applied to test data. The third estimate was computed using the ‘EB-ap-
proach’, in which weights are computed according to Eq. (5).
Results
Idiographic brain maps
Idiographic (single-subject) predictive weight maps were subjected
to group analyses to identify consistently predictive regions. Each
weight map was obtained using the model ﬁt on the whole data.
Bootstrap tests were used to provide p-values for voxel weights in
order to threshold predictive weights for display and interpretation.
First, we constructed 5,000 bootstrap samples (with replacement)
consisting of paired brain and outcome data and ran LASSO-PCR on
each. Two-tailed, uncorrected p-values were calculated for each voxel
based on the proportion of weights below or above zero. Fig. 3 shows
average predictive maps for all subjects in all test samples (Studies 2–
7; Study 1 was not included because it was the training dataset for the
Neurologic Pain Signature prior map) and for each individual study,
thresholded at .010444, which corresponds to the q b .05 False Discov-
ery Rate corrected p-value across all 180 subjects. In addition, it shows
one example subject (from Study 2, with idiographic predictive accura-
cy r= .5) both before and after shrinkage (using λ=0.65) to the studyt. Shown are the average brain weights across all subjects and studies in the test datasets
ws). Study 1 was the training dataset for the population-level map used to regularize the
dition, an example subject (from Study 2, with idiographic predictive accuracy r = .5) is
ositive weights; greater activation predicts increased reported pain. Blue values indicate
age weight across studies.
dual prediction: theory and application to pain, NeuroImage (2015),
9M.A. Lindquist et al. / NeuroImage xxx (2015) xxx–xxxmean. The average maps show that the basis for single-subject predic-
tions is reproducible across individuals, particularly within a core set
of brain regions associated with encoding noxious stimuli and correlat-
ed with pain reports in a number of previous studies. As this paper fo-
cuses primarily on methodology, we do not interpret these patterns
beyond noting their inter-subject consistency, though we describe
them brieﬂy below.
Increased activity predicted increased pain (yellow in Fig. 3) in a
number of regions directly and indirectly targeted by nociceptive affer-
ents. Those that are direct targets include ventrolateral thalamus, medi-
al thalamus, periaqueductal gray and surrounding midbrain nuclei,
hypothalamus, and medullary activity consistent with the parabrachial
complex. Other regions with positive weights are often considered
part of ‘pain processing’ systems and receive direct input from regions
targeted by primary nociceptive afferents, including bilateral dorsal
posterior insula (dpINS), primary somatosensory cortex (S1), secondary
somatosensory cortex (S2), anterior dorsal and ventral insula, the dorsal
anterior cingulate and mid-cingulate, and large areas of the cerebellum.
In addition, some regions are predictive of pain but do not, to our
knowledge, have direct projections from nociceptive systems, including
portions of the dorsomedial prefrontal cortex and parahippocampal
cortex extending into occipital regions. These systems may contribute
to pain independent of nociceptive input.
In addition, decreased activity predicted increased pain (blue in
Fig. 3) in a number of brain regions. These included reproducible contri-
butions from the ventromedial prefrontal cortex, precuneus, medial
orbitofrontal cortex, ventrolateral and dorsolateral prefrontal cortices,
lateral parietal and sensorimotor cortices, more anterior portions of
the hippocampus/parahippocampal cortex, superior temporal cortices,
and lateral occipital regions.
There appear to be some visible differences in the average weights
across studies, though a full analysis of inter-study variability requires
much more detailed analyses and is beyond the scope of the present
paper. The paradigmswere similar, but differed in the nature of the psy-
chological and behavioral manipulations performed in addition to vari-
ations in noxious stimulus intensity. Of particular note, however, are the
maps for Study 7, which was the only study to use heat pain on the leg
rather than the arm for all trials. Notably, this study was the only one toFig. 4. Predictive accuracy as a function of regularization method and study using violin plots
accuracies (n = 180) as measured by the correlation between pain ratings (outcome) and pr
idiographic map, and three regularized combination maps (using the cross-validated (CV), em
on linear regularization. The EB regularization is better than any other model besides the oracle, a
and EBmaps for each of the six studies included. Allmethods predicted single-trial pain reports su
the NPS for 3 of the 6 studies, and predictions were approximately equally accurate for the othe
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http://dx.doi.org/10.1016/j.neuroimage.2015.10.074show reproducible positive weights in medial somatosensory regions,
which is where somatosensory input from the foot and leg is mapped
within S1. However, as our goal here is primarily to develop the GRIP
method, we do not assess inter-individual and inter-study variability
further. For present purposes, many of the core ‘pain-processing’ re-
gions (e.g., dpINS and anterior cingulate) showed consistent, positive
predictive weights in all six studies. This consistency demonstrates
that the predictive maps are reproducible and interpretable in the
sense that the regions involved are associated with nociceptive path-
ways as corroborated by neuroanatomical and functional measures in
invasive animal and human studies.
Prediction accuracy across studies
All four methods were substantially above chance, on average and for
each individual study, in predicting single-trial pain ratings. Our primary
accuracy measure was correlations between predicted and observed
pain reports across single trials, averaged across participants. These values
were r=0.32, 0.34, and 0.38 for NPS, idiographic, and GRIP methods (all
p b .0001), respectively. These correlations are calculated across single tri-
als; if correlations are computed on the averages over several repeated tri-
als (e.g., averaged pain over 8 trials, with correlations calculated across
intensity levels), the correlation values will be substantially higher. As
the classiﬁcation analyses below show, these effect sizes can yield highly
accurate classiﬁcation of high vs. low pain in individual participants, and
in fact are consistent with the effect sizes reported in previous studies
(e.g., Wager et al., 2013), which report correlations in the range of r =
0.5–0.8 when on the order of 4–11 trials per condition are averaged.
Comparing these accuracy values across shrinkage methods pro-
vides a way of evaluating their performance. Fig. 4A shows a violin
plot (i.e., a box plot with a rotated kernel density plot appearing on
each side) of the single-trial prediction–outcome correlations across
the entire dataset (N = 180) for each approach computed using the
NPS map, an idiographic map, and three combination maps (using the
cross-validated, empirical Bayes and oracle approaches). Not unexpect-
edly, the oracle approach outperforms the other four methods, as it is
able to ﬁnd the optimal post hoc combination of individual-subject
and group predictive map weights; thus, this serves as our benchmark.(i.e., a box plot with a rotated kernel density plot appearing on each side). (A) Prediction
edictions computed using the Neurologic Pain Signature (NPS) population-level map, an
pirical Bayes (EB) and oracle approaches). The oracle method provides an upper bound
nd so it the preferredmethod. (B) Prediction–outcome correlations for the NPS, idiographic
bstantially above chance (0) in all studies. Using idiographic predictivemaps outperformed
r 3 studies. The EB method was the best method for all 6 studies.
dual prediction: theory and application to pain, NeuroImage (2015),
Fig. 5. Regularization parameter estimates. (A) Average shrinkage factors (λ, n= 180) for the combined empirical Bayes (EB) and cross-validated (CV) approaches. (B) Average shrinkage
factors for the empirical Bayes (EB) and cross-validated (CV) approaches for each of the 6 studies. The results indicate a relatively uniform shrinkage value across studies, with a balance
between population and individualized (idiographic) predictivemaps and amoderate bias towards the individualizedmaps. Notably, shrinkage factors in Study 7 favor individualmaps to
a greater degree; this study was the only one to deliver a different type of painful heat on a different body site (leg) from the population map. Error bars correspond to ±1 s.e.
Fig. 6. Prediction accuracy for high vs. low pain forced-choice classiﬁcation for NPS, idio-
graphic, and combined empirical Bayes (EB) approaches as a function of the number of trials
averaged. Accuracy depends on the effect size, or how strongly the predictive map is related
single-trial outcome measures, and the number of trials averaged. Forced-choice accuracy
is the proportion of correct decisions made when two maps from a single participant are
compared and they differ by one standard deviation in outcome (pain report).
10 M.A. Lindquist et al. / NeuroImage xxx (2015) xxx–xxxHowever, of the methods that can be applied a priori, the EB approach
performs best. It outperforms the CV-approach (t(179) = 3.84, p b
0.0005), which in turn outperforms the idiographic estimate
(t(179)=2.06, p b 0.05). Finally, the idiographic estimate performs sig-
niﬁcantly better than the NPS estimate (t(179) = 13.13, p b 0.0001).
Fig. 4B shows similar results for the NPS, Idiographic, CV, and EB maps
separated by study. Though, the relative quality of the NPS and Idio-
graphic maps vary across studies, the CV and EB approaches consistent-
ly outperform both. In addition, the difference in the predictive
performance of each approach varies signiﬁcantly across studies. For ex-
ample, Study 7 for which painful stimuli were applied to the leg (and
not the forearm) and were signiﬁcantly shorter in duration (1 s as op-
posed to 10 s durations), showed signiﬁcantly lower prediction accura-
cies for all approaches.
Fig. 5 shows the average shrinkage factors across subjects for the EB
and CV approaches, both combined and separated by study. Both pro-
duce similar weights for the idiographic versus population-level maps,
with weights around 0.6 for nearly all studies, indicating a moderate
bias towards using idiographic data but strong contributions from
both sources. Values of 0.5 would indicate equal contributions from
the idiographic and population-level maps. One would expect the
weights to favor the population-level maps with smaller amounts of in-
dividual data, higher individual noise, or higher model dimensionality
(more independent voxels). Conversely, one would expect the weights
to favor the idiographic maps when the population-level model is a less
accurate description of the individual's basis for pain, caused either by
differences in the type or location of pain or perhaps individual differ-
ences in cortical organization. Notably, Study 7 also shows a stronger
bias towards idiographic maps, indicating that the NPS is a weaker
predictor of pain in this study. This is sensible because, as noted
above, Study 7 was the only one to involve leg pain.
In order to provide an interpretable metric for predictive accuracy
beyond prediction–outcome correlations, we calculated the equivalent
forced-choice accuracy in classifying high vs. low pain given the effect
sizes observed in our studies. In other words, we sought to determine
how often one would classify a more painful condition as being more
painful than a less painful one, given the signature response (i.e., the ex-
pression of the signature pattern) associatedwith each.We startedwith
the signature response–pain report correlation across single trials for
each approach, averaged across participants and studies. These values,
r=0.32, 0.34, and 0.38 for NPS, idiographic, andGRIP, respectively, con-
stitute a measure of effect size that can be converted into classiﬁcation
accuracy for any given number of trials. First, we converted the average
Pearson's r values to Cohen's d, using the formula:d ¼ 2r=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1−r2
p
. Then,
assuming equal numbers of trials (n) for both conditions being
compared, an effect magnitude of 1 standard deviation increase in
pain, and equal variances in the high and low pain conditions, we ob-
tained a z value for the sampling distribution of the difference between
the average pattern response in high and low conditions: z ¼ d ﬃﬃﬃﬃﬃﬃﬃﬃn=2p .Please cite this article as: Lindquist, M.A., et al., Group-regularized indivi
http://dx.doi.org/10.1016/j.neuroimage.2015.10.074The accuracy is based on the long-term average proportion of the
correct responses, acc = Φ(z), where Φ represents the cumulative
distribution function of the normal distribution.
Fig. 6 shows the resulting forced-choice accuracy curves, which
provide an estimate of accuracy (y-axis) as a function of number of trials
(x-axis) that may provide a useful and interpretable benchmark for fu-
ture studies. The curves show the classiﬁcation accuracy for the original
NPS, Idiographic prediction, and GRIP Empirical Bayes combination.
Accuracy depends on the effect size, or how strongly the predictive
map is related to single-trial outcome measures, and the number of
trials averaged. The plot shows that to achieve 90% accuracy with the
NPS, one needs at least 7 trials per condition, or 14 trials. To achieve
90% accuracy with the Idiographic maps, one needs at least 6 trials per
condition, or 12 trials. Finally, to achieve 90% accuracy with the GRIP
combination, one needs only 5 trials per condition, or 10 trials. This is
approximately 30% fewer trials to achieve this criterion. Conversely,
greater accuracy is possible for a given amount of data, depending on
the effect size. While all models converge on high accuracy with larger
numbers of trials (N20 per condition, or 40 trials) in Fig. 6 due to the
large effect size, with smaller effect sizes the beneﬁts of the GRIP meth-
od will be appreciable even for situations with larger numbers of trials.dual prediction: theory and application to pain, NeuroImage (2015),
Fig. 7. Relationship between the prediction accuracies obtained using idiographic and population-level maps. Prediction accuracies aremeasured by the trial-by-trial correlation between
pain ratings (outcome) and brain-based predictions. Every dot corresponds to one participant. Each study is coded with a different color. A threshold of r = 0.2 was used to deﬁne four
quadrants of prediction accuracy (quadrant I (top-right): high-high; quadrant II: high-low, quadrant III: low-low, quadrant IV: low-high). Though a heuristic, it is based on the fact
that on average, within-person correlations of 0.2 will be signiﬁcant in our studies.
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Fig. 7A demonstrates a theoretical approach for assessing certain as-
pects of data quality and model ﬁt. The predicted outcomes for partici-
pants based on the idiographic weight maps can be plotted against their
predicted outcomes based on theNPSweightmap. Four quadrants are de-
termined based on the predictions on each axis. Participants in the top
right quadrant have highly predictive population-level and idiographic
weight maps. These “canonical good” participants have high data quality
and normative brain function that is reﬂective of the population's brain
function. In contrast, participants in the lower left quadrant have low
data quality, resulting in a bad model ﬁt with both population and idio-
graphicmaps. The lowdata quality could be due to badbehavioral ratings,
noisy brain data, or data processing errors. “Idiosyncratic” participants in
the lower right quadrant have highly predictive idiographicweightmaps,
but the population-levelweightmap is not very predictive. The successful
idiographic prediction indicates good data quality, while failed
population-level prediction may reﬂect non-normative brain function
and organization. Finally, the participants in the upper left quadrant
show good prediction by the population-level weight map, but poor pre-
diction from their idiographic maps. Such individuals are likely to have
good data quality with minimal processing errors, but there is either in-
sufﬁcient training data for successful idiographic prediction or variation
in prediction–outcome relationships across cross-validation folds (runs).
Individuals in this quadrant illustrate the value of using population-level
data even when individualized predictive maps are available. Combining
population-level and idiographic prediction may thus be informative for
determining data quality.
These are plots of predictive accuracy, which can serve to identify
cases in which data quality or model ﬁt is poor. For example, a subject
with low predictive accuracy for both idiographic and group-based
maps is likely to have one of several problems, including (a) poor data
quality/artifacts, (b)modelmis-ﬁt ormis-speciﬁcation at the time series
level, (c) rating biases, such that ratings do not reﬂect underlying expe-
rience/processes, among other possibilities. We cannot distinguish
among these alternatives, but the plots are useful in checking whether
there are problems that could be addressed more systematically with
additional analyses and quality control checks. In addition, other types
of patterns in the predictive plots can place other kinds of constraints
on inferences about data quality and model ﬁt. For example, high
idiographic but low group-based predictive accuracy rules out all
three of the problems (a–c) above, and suggest that the individual has
a non-normative brain basis for the outcome (pain experience).Please cite this article as: Lindquist, M.A., et al., Group-regularized indivi
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from six out of the seven studies (Study 1 was not included because it
was the training dataset for the Neurologic Pain Signature prior map).
The four theoretical quadrants are identiﬁed using a threshold of
r N 0.2 for the predicted outcome from idiographic and NPS weight
maps. The upper right quadrant includes participants with highly
predictive outcomes from both idiographic and NPS weight maps
(proportion of participants per study—Study 2: 63%; Study 3: 71%;
Study 4: 66%; Study 5: 72%; Study 6: 71%; Study 7: 35%). The lower
right quadrant includes participants with highly predictive outcomes
from the idiographic maps, but non-predictive outcomes from the NPS
(Study 2: 13%; Study 3: 21%; Study 4: 12%; Study 5: 7%; Study 6: 0%;
Study 7: 15%). The upper left quadrant includes participants with insuf-
ﬁcient training data for idiographic prediction, but good population-
level data (Study 2: 10%; Study 3: 4%; Study 4: 14%; Study 5: 14%;
Study 6: 18%; Study7: 4%). The lower left quadrant includes participants
with non-predictive outcomes for both idiographic and NPS weight
maps, and these might be considered for exclusion (Study 2: 13%;
Study 3: 4%; Study 4: 8%; Study 5: 7%; Study 6: 11%; Study 7: 46%).
These results suggest that Study 7 differs from the NPS prior more
than other studies. Study 7 was the only study in which the stimulus
was applied to the leg instead of the arm, and the stimulation time
was signiﬁcantly shorter in duration (1 s as opposed to ~10 s duration).
Idiographic predictions were also lower for Study 7, which is consistent
with the reduced time-on-task with brief stimulus durations. However,
the reduced power in single-trial analyses is balanced by the fact that
more trials can be obtained with brief stimulation. Thus, it is correct
that data quality per trial is lower in Study 7, though overall assessment
of quality should also consider how much data can be collected and
what the study goals are (e.g., single-trial prediction vs. prediction or
mapping of trial averages).
Discussion
This paper proposes a simple and robust method for combining
normative population-level predictive maps with idiographic maps
in order to optimize brain-based prediction and classiﬁcation of
individual-subject outcomes. We apply this method to prediction of
pain intensity, using trial-by-trial brain maps to predict trial-by-trial
ratings of pain intensity either idiographically (within-subject) or using
idiographic predictive maps regularized (shrunk) towards the NPS, a
population-level predictive map trained on independent data (Wager
et al., 2013). In six independent test datasets (N = 17-50 each), using adual prediction: theory and application to pain, NeuroImage (2015),
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within- and between-subject variances (an Empirical Bayes approach)
gives a signiﬁcant increase in prediction accuracy compared to using
single-subject training data alone. Though we tested the model on pain,
the procedure we applied could be useful for brain-based prediction
and classiﬁcation in any domain—e.g., identiﬁcation of face- or place-
selective regions (Haxby et al., 2001) or other perceptual mapping
(Formisano et al., 2008; Kamitani and Tong, 2005), predicting subsequent
memory (Johnson et al., 2009; Rissman et al., 2010; Xue et al., 2010), and
semantic classiﬁcation (Huth et al., 2012; Mitchell et al., 2008), among
others. In addition, because our method effectively regularizes predictive
maps, it could be used to improve single-subject estimates of brain repre-
sentations (patterns) as well as prediction accuracy. However, as neuro-
imaging data can exhibit substantial inter-subject variability in
functional anatomy (Frost and Goebel, 2012), it may not always be opti-
mal to directly link the predictive weights to a common average. In
these situations it may be required to map subjects into a common refer-
ence space such that the activity patterns from different subjects can be
meaningfully coupled (Haxby et al., 2011).
Below, we discuss (a) our recommended method for regularization;
(b) principles governing when our ﬁndings are likely to generalize and
how to apply them in new domains; (c) additional uses of the method
in establishing data quality and quality control; and (d) applications to
single subject single trial settings.
Regularization method
We compared two regularization methods to both the use of the
population-based NPS map alone or idiographic map alone. The former
constitutes the use of a group-level map to make predictions for out-of-
sample individuals, and is approximated by “between-participant”
cross-validation (Chang et al., in press; Poldrack et al., 2009; Shinkareva
et al., 2008;Wager et al., 2013). The latter useswithin-participant training
and cross-validation, which is the “classic”way MVPA has been used in
most neuroimaging studies (Baucom et al., 2012; Brodersen et al., 2012;
Cecchi et al., 2012; Haxby et al., 2001; Kamitani and Tong, 2005;
Kassamet al., 2013; Rissman et al., 2010; Xue et al., 2010). The two hybrid
methods both estimated an optimal weighting of the population-based
and idiographic predictive maps for a given individual participant. They
were: (a) the use of Empirical Bayes weighting based on the ratio of
between-participant and within-participant accuracy, and (b) the use of
nested cross-validation to estimate the optimal weighting for each indi-
vidual. Both methods require some cross-validation to determine the
within-participant accuracy, but (b) requires two-level nested cross-
validation to estimate both the within-participant accuracy and the
shrinkage factor. The Empirical Bayes approach is theoretically preferred
to the degree that the Normal model that underlies it is a good approxi-
mation of the underlying data distribution. The nested cross-validation
approach makes fewer assumptions, but is likely to be less precise with
limited data.
Here, the Empirical Bayes approach outperformed the nested cross-
validation approach, and we recommend it as a default approach
towards estimating the shrinkage factor. However, in some applications,
such as prospective prediction or predictive map estimation with limited
training data, it may be desirable to choose a shrinkage factor a priori, ob-
viating the need for any cross-validated variance estimation. Here, the
shrinkage factor was relatively consistent across studies (though see
below), and a default value of 0.6 (i.e., 60% individual, 40% population)
is a reasonable starting point. The optimal value will of course depend
strongly on the appropriateness of the population-level map for the test
participant, which we discuss in more detail below.
Generalization and applications to new domains
We tested each of the approaches—population-based, idiographic,
and the two hybrids—using six fMRI studies of thermal pain, whichPlease cite this article as: Lindquist, M.A., et al., Group-regularized indivi
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Speciﬁcally, the studies differ in the intensity of the painful stimuli
(different temperatures), the duration of the stimuli, body stimulation
sites, the number of pain trials, inter-trial intervals, and, importantly,
the presence of different psychological manipulations (e.g., placebo
interventions and expectancy manipulations) that aimed at changing
the experience of pain by potentially utilizing different brain networks
and processes than the ones considered when deriving the NPS norma-
tive population-level map.
These differences may inﬂuence the results to varying degrees for
the different studies. For example, even if for all studies, the combined
empirical Bayes approach appears to be the one showing the highest
cross-validated predictive accuracy, the predictive performance of
each of these approaches, and the differences between them (NPS-pop-
ulation based, idiographic or GRIP approach) varies signiﬁcantly across
studies. For example, the study for which painful stimuli were applied
to the leg (and not the forearm) and were signiﬁcantly shorter in dura-
tion (1 s as opposed to 10 s durations), showed signiﬁcantly lower pre-
diction accuracies for all three of the predictive approaches (NPS,
idiographic and GRIP). However, GRIP clearly outperformed the other
two approaches. This speciﬁc study showed the worst NPS-population
prediction performance, suggesting that the speciﬁc characteristics of
the brain response to pain in this study were less well represented by
the NPS population norm than for any of the other studies. This is in
agreement with the fact that the NPS was developed using signiﬁcantly
longer stimuli, which were applied to the forearm (instead of the leg,
which evokes less pain intensity perceptions). Had the population-
based signature been developed using a more similar painful stimulus
and bodily location, the population-based predictor would have no
doubt shown much higher performance for this particular study. The
observation that the idiographic predictor also performed signiﬁcantly
worse than the average of the other studies suggests that indeed this
study has the least reliable within-subject pain-evoked brain signal,
when compared with the other. This points towards the neurobiology
of pain processing suggesting that, in accordance with previous evi-
dence, stimulation applied to the leg is less salient and perceived as
less painful than stimulation applied to the forearm, which is in agree-
ment with the larger neuron receptive ﬁelds observed for the leg, as
well as the overall reduced amount of brain resources destined to pro-
cess this input. Lastly, the observation that the combined approach (reg-
ularized approach) provides the highest prediction gain comparedwith
any other study suggests that indeed the normative population-level
predictive maps and idiographic maps provide different information,
the combination of which increases predictive accuracy. Overall, the
comparison of results across studies suggests that the quality of the
data, the neurobiology of the studied phenomenon (more robustly
evoked perceptions/ sensations/ emotions/ cognitionswill bemore reli-
ably predictable than less robust ones, e.g., pain in the forearm vs. in the
leg), the characteristics of the population based predictor and the simil-
itude of the to-be-predicted individual to the population fromwhich the
normative map was developed, may signiﬁcantly inﬂuence the predic-
tive accuracy obtained with the normative group-level, idiographic
and combined (regularized) maps.
With regards to the speciﬁc example topicwithwhichwe have devel-
oped and applied the regularized prediction approach in this study,
i.e., pain perception in healthy subjects, a number of potential future
directions emerge. One way to increase the power of the GRIP approach
over the idiographic approach would be to develop a set of new “popula-
tion-based” maps that are more speciﬁc for the stimulus being applied
(e.g., in our case, having different population-basedmaps for the different
stimulation modalities, heat, pressure, chemical, ischemic, incision), and
which consider the dynamics of the pain response for different stimula-
tion modalities, durations and frequencies of presentation. For example,
though use of the canonical HRF has proven very useful in prediction, it
is known that brain responses to both painful heat (Lindquist et al.,
2009; Moulton et al., 2005) and pressure (e.g. López-Solà et al., 2010)dual prediction: theory and application to pain, NeuroImage (2015),
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hemodynamic response function. On a different note, the population of
study appears as another important factor to optimize regularized-
based prediction models. In our studies, the subjects were all healthy
young individuals. It is to be expected that predicting pain perception
for subjects that pertain to different populations, such as chronic pain pa-
tients, psychiatric patients for which the perception of pain is distorted in
various ways, or older subjects, would be much more precise if we de-
rived population-speciﬁc normative population-level maps.
As mentioned above, some of our studies included psychological ex-
perimental manipulations aimed at modifying the experience of pain
potentially via brain circuits that, albeit potentially common across sub-
jects, may not be represented in the normative NPSmap. Therefore, the
development of a new normative map controlling for the phenomena
already accounted for by the NPS (nociceptive, stimulus-intensity de-
pendent brain processing of pain), could account for pain-modulatory
brain processes that are mechanistically independent of the more
basic nociceptive ones, therefore signiﬁcantly increasing predictive
performance.
Establishing data quality and quality control
Beyond the demonstrated improvement of brain representations by
using the GRIP method, this approach can also be used for data quality
estimates for a given individual or paradigm. As shown in this set of
studies, the predictive quality varies not only between methods (NPS
vs. idiographic), but also between studies and between participants.
Setting a benchmark for a given paradigm, population or study allows
for detecting outliers, which e.g. show a stronger prediction based on
the idiographic vs. a group based (e.g. NPS) approach. Equivalently,
the GRIP method can be used as a quality control tool within a subject
across trials, in this case comparing single trial predictions to e.g., a pre-
diction based on all of the subjects' trials or to a group based prediction.
Such a quality control procedure will of course highly depend on
the comparison dataset(s), but offers the possibility for detecting task-
irrelevant variation in a new way.
Single subject single trial applications
Our results have applications to a number of situations in which
brain-based predictions are made from limited amounts of data
(e.g., single trials). Brain-based classiﬁers are increasingly used
in brain-computer interface and neuroprosthetic applications, allowing
people or animals to manipulate external events via decoding of single-
event data. For example, the “Brain Spell” paradigm allows individuals
to efﬁciently write messages without typing or speaking by manipulat-
ing their attention, which produces corresponding electroencephalo-
graphic activity patterns that are decoded and translated into
alphanumeric characters and printed on-screen. Another increasingly
popular application is real-time fMRI, in which brief epochs of data
(on the order of a few seconds) are prospectively decoded into predic-
tions about mental states. This technique has potential clinical utility;
for example, Monti et al. (2010) used an a priori pattern based on
prior literature on spatial cognition to allow minimally conscious pa-
tients to answer yes or no questions, and thereby communicate with
the outside world for the ﬁrst time in years. Patients answered yes/no
by imaginingplaying tennis orwalking around their house, respectively,
and their responses were classiﬁed based on differences in ventral vs.
dorsal posterior cortical activity.
What is common to all these applications is the need to perform
decoding based on very limited amounts of data. Decoding is inherently
noisy when based on limited data. In addition, when predictive maps
are based on training on a single individual with limited amounts of
training data, they are inherently noisy aswell, and contribute addition-
al instability to decoding results. In some cases, predictive maps based
on limited numbers of trials can be less accurate than using group-Please cite this article as: Lindquist, M.A., et al., Group-regularized indivi
http://dx.doi.org/10.1016/j.neuroimage.2015.10.074level maps; this was the case in a recent study from our group, in
which idiographic emotion-predictive maps were less accurate than a
predictive map trained across participants (Chang et al., in press).
Thus, using population-based maps could help to provide more stable
solutions in many cases where it is not possible to obtain large amounts
of training data from individual participants.References
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Predictive map (a.k.a. whole-brain MVPA weight map): Multivariate brain map, with
different predictive weights assigned to each voxel in the brain, optimized to predict a
psychological effect or other functional outcome.
Idiographic map (a.k.a. individual-subject predictive map): Predictive map developed on
data froma single individual. Predictions are suitable for out-of-sample observationsmade
on the same individual.
Population-level map (a.k.a. brain signature): Predictivemap developed on group (multi-
subject) data, whose weights constitute estimates of population-level associations
between fMRI activity and outcomes. Predictions are suitable for out-of-sample individ-
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