A hidden truncation hyperbolic (HTH) distribution is introduced and finite mixtures thereof are applied for clustering. A stochastic representation of the HTH distribution is given and a density is derived. A hierarchical representation is described, which aids in parameter estimation. Finite mixtures of HTH distributions are presented and their identifiability is proved. The convexity of the HTH distribution is discussed, which is important in clustering applications, and some theoretical results in this direction are presented. The relationship between the HTH distribution and other skewed distributions in the literature is discussed. Illustrations are providedboth of the HTH distribution and application of finite mixtures thereof for clustering.
Introduction
Broadly, cluster analysis is the process of identifying groups of similar observations within a data set. Model-based clustering is a method for performing cluster analysis that involves the fitting of a finite mixture model. Recently, attention has focused on mixtures of flexible asymmetric distributions and, to this end, we develop a hidden truncation hyperbolic (HTH) distribution and use a mixture thereof to perform flexible model-based clustering. This mixture model is more general than other mixture models based on truncated distributions that have appeared in the literature. A finite mixture model has density
such that ϑ = (π 1 , ..., π G , θ 1 , ..., θ G ), π g > 0, and G g=1 π g = 1, where x is a p-dimensional data vector, π g is the gth mixing proportion, and f g (x | θ g ) is the gth component density.
Mixture models have been employed for decades in cluster analysis (e.g., Day, 1969; Wolfe, 1963 Wolfe, , 1965 and, in fact, McNicholas (2016a) traces the association of mixture models with clustering back to Tiedeman (1955) . The Gaussian mixture model has been the most popular approach and work in this direction has focused on approaches that reduce the number of free parameters in the component covariance matrices (e.g., Banfield and Raftery, 1993; Celeux and Govaert, 1995; McNicholas and Murphy, 2008) . Over the past fifteen years or so, these Gaussian mixture modelling approaches have been extended in various ways to accommodate increasingly complicated applications. Many of these extensions involve using non-Gaussian distributions to accommodate component skewness and/or concentration (e.g., Franczak et al., 2014; Lee and McLachlan, 2014; Lin et al., 2007; McNicholas et al., 2017; Montanari and Viroli, 2010; Murray et al., 2014) . Interestingly, beyond certain formulations of the skew-normal and skew-t distributions (e.g., Lee and McLachlan, 2014; Lin, 2009 Lin, , 2010 , models based on truncated distributions have remained relatively unexplored in the clustering literature. A recent review of model-based clustering is given by McNicholas (2016b) .
The mixture of HTH distributions developed herein is based on a truncated hyperbolic random variable and contains both mixtures of certain formulations of mixtures of skewt and mixtures of skew-normal distributions as special cases. Some background on hidden truncation is provided in Section 2 and the HTH distribution is developed in Section 3, along with a derivation of the moments of the truncated symmetric hyperbolic distribution. Then, identifiability of finite mixtures of HTH distributions is proved (Section 4.2) and convexity is discussed (Section 5). An expectation-conditional maximization (ECM) algorithm is used for fitting mixtures of HTH distributions (Section 6), and clustering performance is illustrated on both real and simulated data (Section 7).
Background 2.1 Generalized Inverse Gaussian Distribution
To formulate the HTH distribution, introduce a latent variable W following the generalized inverse Gaussian (GIG) distribution. The random variable W has density f GIG (w | ψ, χ, λ) = (ψ/χ) λ/2 w λ−1
for w > 0 with (ψ, χ) ∈ R 2 + and λ ∈ R. We write W ∼ GIG(ψ, χ, λ) to indicate that a random variable W follows a GIG distribution.
Generalized Hyperbolic Distribution
The generalized hyperbolic distribution (GHD; McNeil et al., 2005) has density
where x is a p-dimensional data vector, K λ (·) is the modified Bessel function of the third kind with index λ, and θ = (µ, Σ, α, λ, χ, ψ) is a vector of parameters. This density function contains a p-dimensional skewness parameter α. The GHD is mean-variance mixture and has a variety of limiting and special cases (see McNeil et al., 2005) . Setting λ = 1 gives a multivariate generalized hyperbolic distribution such that its univariate margins are onedimensional hyperbolic distributions. Fixing λ = (p + 1)/2 gives a p-dimensional hyperbolic distribution, and λ = −1/2 gives the inverse-Gaussian distribution. For λ > 0 and χ → 0, we have a limiting case known as the variance-gamma distribution (Barndorff-Nielsen, 1978) . If λ = 1, ψ = 2 and χ → 0, we get the asymmetric Laplace distribution (see Kotz et al., 2001 ) and if α = 0, we have the symmetric hyperbolic distribution (Barndorff-Nielsen, 1978) . Other special and limiting cases include the multivariate normal-inverse Gaussian (MNIG) (Karlis and Meligkotsidou, 2007) , a skew-t (Demarta and McNeil, 2005) , the multivariate-t and the Gaussian distribution. Barndorff-Nielsen (1978) introduced generalized hyperbolic distributions to model the grain sizes of sand and diamonds. Eberlein and Keller (1995) used the hyperbolic distribution to model returns of German equities. Tortora et al., 2015; Morris and McNicholas, 2016) applied the GHD to the context of model-based clustering.
The GHD given in (2) is not identifiable because for any η > 0 we have that the parameters θ = (µ, Σ, α, λ, χ, ψ) and θ * = (µ, ηΣ, ηα, λ, χ/η, ηψ) yield the same density. To ensure identifiability, we follow Browne and McNicholas (2015) and set χ = ω and ψ = ω such that W ∼ GIG(ω, ω, λ). Using this parameterization and setting the skewness to zero (i.e., α = 0) we obtain an identifiable symmetric hyperbolic distribution with density
where δ(x|µ, Σ) = (x−µ) Σ −1 (x−µ). The symmetric hyperbolic distribution has stochastic representation
where W ∼ GIG(ω, ω, λ) and K ∼ N p (0, I p ).
The Skew-Normal Distribution
In the past several years, much work has been done on mixture modeling using asymmetric distributions. One form of the skew-normal distribution that has appeared often in this literature is the well-known skew-normal distribution of Sahu et al. (2003) which has the characterization
where |Z| = (|Z 1 |, . . . , |Z p |) for Z ∈ R p , X is a p-variate skew-normal random variable, Λ is a diagonal matrix that plays the role of a skewness parameter, and
Note that |Z 0 | is a half-normal random variable, i.e., |Z 0 | = U ∼ HN (I q ). Lee and McLachlan (2013b) refer to this as an "unrestricted" skew-normal distribution because Z 0 in the stochastic representation (4) is a random vector rather than a scalar. This is in contrast to what they call a "restricted" skew-normal distribution, like that of Pyne et al. (2009) , which has the characterization
where
Note that in the stochastic representation in (5), the random variable Z 0 is a scalar and the skewing parameter λ is a vector. Azzalini et al. (2016) discuss why it is preferable to avoid using the terms "restricted" and "unrestricted" in this way. As such, we will refer to the skew-normal distribution of Sahu et al. (2003) as the SDB distribution herein, referring to the authors' initials, and we will refer to the skew-normal distribution of Pyne et al. (2009) as the classical skew-normal distribution. Models based on the classical formulation are less computationally challenging to fit than their SDB counterparts. However, Lee and McLachlan (2014) argue the SDB distribution is better at modelling asymmetric data. The HTH distribution contains special cases that we will call HTHu (q = 1) and HTHm (1 < q ≤ p) which contain the classical and SDB distributions, respectively, as special cases. Here "u" in HTHu refers to the univariate integral in the HTH density (7) while the "m" in HTHm refers to a multivariate integral (see Section 3).
Herein a hyperbolic random variable is obtained via a relationship with a skew-normal random variable Y. A slightly more general formulation of the SDB skew-normal distribution is the canonical fundamental skew-normal (CFUSN) distribution (Arellano-Valle and Genton, 2005) which has density
with location vector µ, scale matrix Σ, and p × q skewness matrix Λ such that Λ z < 1 for any unitary vector z ∈ R p , where
are the density and cumulative distribution function of the multivariate normal distribution, respectively. The CFUSN density (6) is an special case of the "closed skew-normal" (also called SUN) distribution, and Arellano-Valle and Azzalini (2006) gives an overview and give some the properties of the SUN distribution.
Note that the SDB skew-normal distribution uses a less general form of this density with q = p (Sahu et al., 2003) . Arellano-Valle et al. (2007) show we can obtain a p-dimensional skew-normal random variable Y by
where U ∼ HN(I q ), K ∼ N p (0, I p ), and Σ 1/2 denotes the square root of the matrix Σ. Note that HN(I q ) denotes the half-normal distribution with scale matrix I q . We write Y ∼ SN p (µ, Σ, Λ) to denote Y is a skew-normal random variable with density (6). This variant of the skew-normal distribution will be used herein to obtain a HTH random variable X. Arslan (2015) introduce a mean-variance mixture using a GIG distribution and a skewnormal distribution. The resulting model includes a GHD and a skew-normal distribution as special cases.
The Hidden Truncation Hyperbolic Distribution

Overview
Hidden truncation models describe observed variables that are truncated with respect to some hidden variables; see Arnold and Beaver (2000) ; Arnold et al. (2002 Arnold et al. ( , 1993 . The hidden truncation hyperbolic distribution is developed using a hidden truncated random variable and is a "super distribution" as discussed in Section 3.6. We begin by considering the symmetric hyperbolic distribution, which is a special case of (2) with zero skewness, i.e., α = 0. The hidden truncation hyperbolic (HTH) distribution introduced herein regulates skewness by means of a p × q skewness matrix Λ, where 1 ≤ q ≤ p. Therefore, we can fit special cases of our distribution by changing the value of q.
Stochastic Representation
We generate a p-dimensional random variable X following the HTH distribution through the stochastic representation
is the density of a pdimensional symmetric hyperbolic random variable and H q (·|µ, Σ, λ, ω, ω) is the corresponding q-dimensional cdf. Notice that skewness is introduced into this distribution through the p × q skewness matrix Λ. The distribution is also parameterized by a p-dimensional location parameter µ, p × p scale matrix Σ, ω ∈ R + , and λ ∈ R. To derive this density, we make use of Proposition 1.
See Supplementary Material S.3 for a proof. Then, to derive the HTH density, we write out the joint density of X and W and then integrate out W . The conditional density is X|w ∼ SN p (µ, wΣ, √ wΛ) and W ∼ GIG(ω, ω, λ) which gives
Then, applying Proposition 1, we obtain the HTH density given in (7).
Hierarchical Representation
A random variable X ∼ HTH p (µ, Σ, Λ, λ, ω, ω) can be represented hierarchically by
There follows a listing of the joint and conditional densities pertaining to the variables X, U, and W :
where the support of U is R q + and
(u) = 0 otherwise. In this way, the symmetric hyperbolic distribution is truncated to exist only within R q + .
Free Parameters and Identifiability
A permutation matrix is a square matrix with exactly one entry of 1 in each row and each column and 0s elsewhere. Now, if P is a permutation matrix, then P U has the same distribution as U ∼ HN (I q ). Therefore, Λ in our HTH distribution is unique up to permutations applied to the right, i.e., f HTH (x | θ) = f HTH (x | θ * ) for all x ∈ R p , where θ = (µ, Σ, Λ, λ, ω) and θ * = (µ, Σ, Λ * , λ, ω), if there exists a permutation matrix P such that Λ * = ΛP. Because Λ is unique up to permutations applied to the right, it has pq free parameters -the permutation matrix simply changes the position of the elements and not the actual values of the elements. Accordingly, sorting the Λ by the norm of the columns or some other sorting method is needed to ensure that our factor-like model is identifiable, i.e., to take away the caveat about permutations applied to the right.
Moments 3.5.1 Notation
In this section, we derive the first two moments of the truncated symmetric hyperbolic distribution. These moments have not previously appeared in the literature. Here we introduce the notation used in this section. Consider an n-vector b and an n × n matrix C. Use b r to denote the rth element of b, and let b −r denote the (n−1)-vector that results from removing the rth element from b. Let b rs denote the 2-vector (b r , b s ) , and use b −rs to denote the (n − 2)-vector that results from removing the rth and sth elements from b. Let c rs denote the element in the rth row and sth column of C, and use C −rs to denote the (n − 2) × (n − 2) matrix that results from removing the rth row and sth column from C. Use C rs to denote the 2 × 2 matrix c rr c rs c sr c ss ,
and let [C] rs denote the element in the rth row and sth column of C.
Univariate Case
Where Y is a univariate random variable following the truncated symmetric hyperbolic distribution, i.e., Y ∼ TH 1 (µ, σ 2 , λ, ω, ω), and truncated to exist on the domain [l 1 , l 2 ], the first and second moments of Y are given by
respectively, where
Note that, to fit a HTH mixture model, we let l 1 = 0 and l 2 = ∞.
Multivariate Case
Suppose Y is a multivariate random variable following a truncated symmetric hyperbolic distribution, truncated to exist in the region R
The first moment of the multivariate truncated symmetric hyperbolic distribution is given by
and the rth entry of is
where a = (a 1 , . . . , a q ) and γ(r) = (a r − µ r ) 2 /σ rr . The second moment is given by
where c is as defined in (10), H is a q × q matrix with zeros on the diagonal and (r, s)th off-diagonal entry given by
rs (a rs − µ rs ), D is a q × q diagonal matrix with the rth diagonal entry given by σ
For a mixture of HTH distributions, we set a = 0. Note that in the bivariate case, the second moment is equivalent to the second moment in the multivariate case (p > 2) with the exception that H is a q × q matrix with zeros on the diagonal and the (r, s)th off-diagonal entry given by
See Supplementary Material S.1 for proofs pertaining to the moments derived in this section.
Note that results on double-truncation for the multivariate t-distribution Ho et al. (2012) could be extended to the multivariate truncated symmetric hyperbolic distribution.
Special cases
The HTH distribution can be considered as a special case of the canonical fundamental skew-spherical distribution (Arellano-Valle and Genton, 2005) . Naturally, for all asymmetric distributions that exist as special or limiting cases of the HTH distribution, the value of q may vary in the skewness parameter. Arellano-Valle and Genton Arellano-Valle and Genton (2005) introduced a canonical fundamental skew-normal distribution (CFUSN) whereby skewness is modeled by a p × q skewness matrix. They also introduce a canonical skew-t distribution (CFUST) that can capture both the classical and SDB versions of the skew-t and skew-normal distributions as special cases. Our HTH distribution includes the CFUST distribution as a special case and, as a consequence, the CFUSN as a limiting case.
A Finite Mixture of HTH Distributions
A Finite Mixture Model
To facilitate the modelling of heterogeneous data in general, we develop a finite mixture of HTH distributions. The model has density
such that ϑ = (π 1 , ..., π G , θ 1 , ..., θ G ), π g > 0 is the gth mixing proportion such that
), and f HTH (x|θ g ) is the density of the HTH distribution.
Finite Mixture Identifiability
We prove the identifiability of our model and, therefore, identifiability of all mixture models that exist as special cases of our model. The identifiability of mixtures of distributions has been studied by Teicher (1963) and Holzmann et al. (2006) , among others. In the fitting of mixture models, identifiability is necessary for consistent estimation of the parameters of the mixing distribution. Holzmann et al. (2006) point out that previous literature was lacking formal proofs of identifiability of mixture models, and they provide proofs of identifiability for elliptical finite mixtures. Definition 1. A mixture distribution has the form
where F (x|y, θ F ) is a distribution function for all y ∈ S y , θ = (θ F , θ G ) ∈ Ω and G is a distribution function defined on S y , and the mixture density H is said to be identifiable if and only if there is a unique G yielding H.
One famous example is the t-distribution being a scale mixture of a Gaussian distribution where F is Gaussian with mean µ and variance σ 2 /y, G is a gamma distribution with parameters (ν/2, ν/2) where ν is the degrees of freedom. That is θ F = (µ, σ 2 ) and θ G = (ν). Similar to this example the H mixture distribution (12) can depend on parameters through F and G and these parameters are identifiable if there is a unique G yielding H.
Other examples include the skew-normal density (6), its skew-t analogue, and the HTH density (7), all hidden truncated densities that can be represented as a mixture distribution
and y is a realization of a q-dimensional random variable Y. Note that the integrating constant k q does not depend on the parameter θ and the support of the latent variable Y is the hypercube defined by the positive plane R q + . Also, for these models g(y) does not depend on any parameters.
Another example but special case of Definition 1 is when the distribution function G(·) consists of a finite number of elements, that is,
which is a finite mixture where π g > 0, G g=1 π g = 1, and ϑ = (π 1 , . . . , π G , θ 1 , . . . , θ G ). If, in this special case, H is found to be identifiable then H is said to be finite mixture identifiable or equivalently is said that a finite mixture of F (x | θ g ) is identifiable.
Theorem 1. A finite mixture of H(x|θ) is identifiable if the distribution
is identifiable where G(·) is a distribution function defined on S y and a finite mixtures of F (x|y, θ) is identifiable for all y ∈ S y and any x ∈ S x . Proof. A finite mixture of H(x|θ) is given by
where G * (u) is the distribution function for u = (y, z) defined over S u = S y × Θ and Θ = {θ 1 , . . . , θ G }. G(y) is unique because H(x|θ) is identifiable. The measure on z is unique because a finite mixture of F (x|y, θ) is identifiable. Therefore, G * (u) is unique and so a finite mixture of H(x|θ) is identifiable. Corollary 1. Finite mixtures of the skew-normal, skew-t, and HTH distributions are identifiable.
The proof of Corollary 1 follows by Theorem 1 and the following facts. Skew-elliptical or hidden truncated elliptical distributions are identifiable mixture distributions (see Pyne et al., 2009; Sahu et al., 2003) . Multivariate linear regression using finite mixtures of Gaussian and t distributions are identifiable (see Soffritti, 2011, 2014) . Note that multivariate linear regression using finite mixtures of symmetric hyperbolic distributions and/or elliptical distributions can be shown to be identifiable using a similar technique to Galimberti and Soffritti (2014) and thus is omitted for brevity.
A section on identifiability would not be complete without some discussion of the wellknown label switching problem. The term label switching is used by Redner and Walker (1984) in reference to "the invariance of the likelihood under relabelling of the mixture components" (Stephens, 2000) . As Stephens (2000) points out, label switching can lead to difficulties when model-based clustering is carried out within the Bayesian paradigm. Yao and Lindsay (2009), Celeux et al. (2000) , and Yao (2012) also discuss label switching in the Bayesian mixture context. In the present work, the maximum likelihood inferential paradigm is used and label switching has no practical implications and arises only as a theoretical identifiability issue that can usually be resolved by specifying some ordering on the mixing proportions, e.g., π 1 > π 2 > · · · > π G . Note that in cases where mixing proportions are equal, a total ordering on other model parameters can be considered.
s-concavity of the Truncated Hyperbolic Distribution
When using mixtures of non-elliptical distributions for clustering, it is important to understand whether the component contours are convex. If not, it will be possible that one component corresponds to multiple clusters, e.g., an x-shaped component, and this leads to results that are difficult to interpret. Note that this is especially problematic when the data are not sufficiently low-dimensional to visually understand what is happening. In this section, the convexity, or quasi-concavity, of the truncated hyperbolic (TH) distribution is discussed. A function f (x) is quasi-concave if each upper-level set
is a convex set. If the density is quasi-concave then it is unimodal. Tortora et al. (2015) point out that the generalized hyperbolic distribution has a quasi-concave density and, if λ > (p + 1)/2, it has a log-concave density. Because the HTH distribution is obtained by integrating out a set of variables from the symmetric hyperbolic distribution, we can show that the HTH distribution is quasi-concave if the symmetric hyperbolic density is s-concave or log-concave -note that, in general, s ∈ R. Next, we will show that the symmetric generalized hyperbolic distribution is an s-concave density. In particular, we will show that the density is −1/p-concave when λ ≤ −p/2. A density, f , is s-concave on an open convex set C ⊂ R m if, for every x 0 and x 1 in C and α ∈ (0, 1), we have
For a discussion of s-concave densities, see Dharmadhikari and Joag-Dev (1988) . We begin with the fact that the symmetric hyperbolic distribution is proportional to the composition f {g(x)} = g(x)
τ K τ {g(x)}, where τ = λ − p/2 and the function g(x) = a + b × δ (x, µ|Σ) is convex with a and b both positive. Then, we apply the following theorem.
Theorem 2. If f is a non-negative and convex function defined on the convex set C and h is s-concave and monotone decreasing then h{f (x)} is a s-concave function.
Proof. Let x 0 and x 1 ∈ C and α ∈ (0, 1), then
A density f is s-concave for s ∈ (0, ∞) if and only if f s is convex. Then we are required to show that the function, f, is s-concave. The function f (u) = u τ K τ (u) is s-concave for s ∈ (0, ∞) if and only if the function q(u) = f (u) s is convex where s < 0. The first derivative of q can be written as
and second derivative of q has the relation
From Baricz (2009), we have the inequality uK τ (u)/K τ (u) < − √ u 2 + τ 2 , which holds for all u > 0 and τ ∈ R; applying this inequality gives the following bound on the second derivative when τ s − 1 ≤ 0:
This implies that s ≤ 1/τ , which means that we need λ ≤ −p/2 for the symmetric hyperbolic density to be −1/p-concave. The HTH is formed by integrating out q latent variables from a symmetric hyperbolic distribution with p + q variables, as shown in Section 3.3. We have two cases:
• If λ < −(p + q)/2, the symmetric hyperbolic density is −1/(p + q)-concave. Then, by Theorem 3.21 in Dharmadhikari and Joag-Dev (1988) , we have that the truncated hyperbolic distribution is s * -concave, where
• If λ > (p + q + 1)/2, the symmetric hyperbolic density is log-concave which implies the truncated hyperbolic distribution is also log-concave.
For −(p + q)/2 < λ < (p + q + 1)/2, concavity cannot be proven. However, as of yet we have not been able to identify any parameter set that leads to non-concave density contours.
Refer to the appendix for examples of contours generated for λ in this range.
Parameter Estimation
An expectation-conditional maximization (ECM) algorithm (Meng and Rubin, 1993 ) is developed for parameter estimation for the mixture of HTH distributions. All maximum likelihood estimates for the model parameters are derived from the complete-data log-likelihood
where C is a constant with respect to the model parameters and z ig denotes component membership so that z ig = 1 if observation i belongs to component g and z ig = 0 otherwise. The algorithm alternates between the following two steps.
. To obtain the maximum likelihood estimates of the model parameters, we require the expectations E (W ig |x i , z ig = 1) =: a ig , E (1/W ig |x i , z ig = 1) =: b ig , and E(ln(W ig )|x i , z ig = 1) =: c ig . A method for estimating E{ln W ig |x i , z ig = 1} via series expansions is detailed in Supplementary Material S.5, and additional information pertaining to the E-step calculations is given in Supplementary Material S.4. In addition, we need
Note that it is convenient to use the relationships
See Supplementary Material S.2 for the proof of this result. At each E-step, we update the values of a ig , b ig , c ig , d ig , and E ig . The component membership indicator variable Z ig is updated by
As usual, all expectations are conditional on the current parameter estimates.
M-step
At each M-step, we update the model parameters sequentially and conditionally on each other. The gth location parameter is updated by
and we update the gth skewness matrix by
The updates for ω g and λ g are
, respectively, where
ig b ig /n g , and c g = n i=1ẑ ig c ig /n g . Finally, the covariance parameter Σ g is updated by
Note that, by Jensen's inequality,
where A B means that A − B is positive semi-definite. Now if we replace M 1g by (15), we get
and it follows that Σ g Σ * g 0. Therefore, Σ g is positive semi-definite.
Illustrations
Unboundedness of the Likelihood
While a class of mixture densities may have an unbounded likelihood, a sequence of roots of the likelihood equation with the properties of consistency, efficiency, and asymptotic normality may still exist (see McLachlan and Peel, 2000) . When a class of mixtures is identifiable, regularity conditions can be given that ensure that this is the case (see Redner and Walker, 1984) . As pointed out by (McLachlan and Peel, 2000 , Section 2.5), these conditions are essentially multivariate analogues of the conditions given by Cramér (1946) and so they should hold for many parametric families provided they are identifiable. Whether the HTH mixtures are identifiable, however, was an open question until we proved its identifiability here. To avoid degenerate solutions arising due to the unboundedness of the likelihood, we choose the root associated with the largest local maximum in our analyses. Note that other approaches exist to avoid spurious solutions. Hathaway (1985) constrains the ratio of the smallest and largest variance parameters among the components in the case of a univariate normal distribution. Chen et al. (2008) use a penalized maximum likelihood estimator, and Yao (2010) uses a profile likelihood approach.
Starting Values and Model Selection
For the data analyses, the group memberships are initialized using k-means clustering results. We initialize µ g and Σ g by the weighted mean and covariance matrix, respectively. We initialize Λ g with values randomly generated from a normal distribution with mean 0 and standard deviation 1, and ω g and λ g are initialized as 1. The Bayesian information criterion (BIC; Schwarz, 1978) is used to select the number of components G and the value of q. The BIC is given by BIC = 2l(x,θ) − ρ ln n, where l(x,θ) is the maximized log-likelihood,θ is the maximum likelihood estimate of the model parameters ϑ, ρ is the number of free parameters in the model, and n is the number of observations. The BIC is commonly used for model selection in model-based clustering with support given by (Campbell et al., 1997; Fraley and Raftery, 2002; Leroux, 1992) .
Simulation Studies
The purpose of the first simulation study is to demonstrate the difference in fit between the HTHu and HTHm distributions. For this illustration, we initialized the models as described above and used a deterministic annealing algorithm (Ueda and Nakano, 1998; Zhou and Lange, 2010) to help overcome the issue of selecting good starting values. The deterministic annealing method flattens the likelihood surface, returning it to its original shape over several iterations of the ECM algorithm. This helps to avoid convergence to a local maxima rather than the global maximum. To implement deterministic annealing, the update for the group membership labels takes the form
where d is increased at each iteration following a sequence of values from d = 0 to d = 1. First, data are simulated from a G = 1 component mixture model with n = 250, p = 2, and q = 1. A HTH distributions is then fitted to the simulated data for q = 1 (HTHu) and q = 2 (HTHm), respectively. From the contour plots (Figure 1) , we see that both the HTHu and HTHm models obtain a very good fit to the data. Although, the contours of the HTHu model are softer compared to those of the HTHm model, both models capture the skewness well.
Next, data is simulated from a G = 1 component mixture model with n = 250, p = 2, and q = 2. Again HTHu and HTHm distributions are fitted to these data. Looking at the resulting contour plots (Figure 2) , we see a more drastic difference between the HTHu and HTHm models in the shapes of the contours. The HTHu model appears to have difficulty capturing the skewness in this instance and the contours take on a rounder shape. Given that the HTHm model has additional parameters in the skewness matrix, it may be expected that this model would be better able to capture the skewness in data simulated from a HTHu distribution than the HTHu model when fit to data simulated from a HTHm distribution.
A second simulation study, given in Supplementary Material S.6, illustrates that the HTHu and HTHm mixtures perform well in terms of parameter estimation and clustering when data are generated from skew-t or HTH distributions. From these simulations, we also see that the HTHu and HTHm mixtures perform comparably to the SDB and classical skew-t mixtures in this regard. 
Data Analyses
The performance of our HTH mixture models is assessed on two real data sets. Although use no knowledge of the true class labels in these analyses, they are known and so the adjusted Rand index (ARI; Hubert and Arabie, 1985) can be used to compare the true and predicted classifications. Note that an ARI value of 1 corresponds to perfect agreement between the two sets of labels, the expected value of the ARI under random classification is zero, and a negative ARI value indicates classification that is worse than would be expected by chance. The hematopoietic stem cell transplant (HSCT) data was collected by the British Columbia Cancer Agency and contains measurements on 9,780 cells obtained via flow cytometry. Note that 78 cells were identified as "dead" and were removed prior to analysis. In the remaining 9,702 cells, four clusters were detected by manual expert clustering. Charytanowicz et al. (2010) report measurements on 210 kernels from combine-harvested wheat grains collected from experimental fields. The kernels belong to three varieties of wheat: Kama, Rosa, and Canadian. Measurements were collected using a soft X-ray visualization technique to study the internal structure of the kernels. These data are available via the UCI Machine Learning Repository and is hereafter referred to as the seeds data. We consider a subset of three variables, compactness of kernel, length of kernel, and length of kernel groove, and attempt to cluster the kernels based on variety. Lee and McLachlan (2013b) used the HSCT and seeds data sets to illustrate the clustering ability of the SDB and classical skew-t mixture approaches.
We compare our results to those obtained by fitting a classical skew-t mixture model and an SDB skew-t mixture model using the EMMIXskew (Wang et al., 2013) and EMMIXuskew (Lee and McLachlan, 2013a) packages, respectively, for R. In all cases, k-means starts are used and data are scaled prior to analysis. The purpose of these analyses is to compare the clustering ability of the models introduced herein to that of the classical and SDB skew-t mixture models; the SDB skew-t mixture model is regarded by some as the state of the art approach (see Lee and McLachlan (2013b) ). The best way to do a direct comparison of clustering ability is to take the issue of selection of the number of components "out of the equation" so to speak and so we G equal to the number of classes in these analyses. Where applicable, the BIC is used to select q.
The results (Table 1) show that the HTHu and HTHm mixture models outperform both the classical and SDB skew-t mixtures for both data sets. This is crucial when one considers that the HSCT and seeds data sets were used by Lee and McLachlan (2013b) to illustrate the excellent clustering performance of the SDB and classical skew-t mixture approaches. For both data sets, the the HTHu and HTHm mixture models give similarly excellent clustering performance. Notably, the classical skew-t mixture approach gives much better clustering performance than the SDB skew-t mixtures for the seeds data; however, the SDB skew-t mixtures performs better than the classical skew-t mixture approach for the HSCT data. This supports the view of Azzalini et al. (2016) that neither one of these skew-t formulations should be considered superior to the other. 
Conclusion
The HTH distribution was introduced. This distribution models skewness via a p×q skewness matrix where p is the dimension of the data and 1 ≤ q ≤ p. In this way, the HTH distribution encapsulates both HTHu and HTHm forms of the hyperbolic distribution -as well as some formulations of the skew-t and skew-normal distributions -as special cases. We proved identifiability, discussed convexity, and derived the first two moments of the truncated symmetric hyperbolic distribution. In a true clustering problem it is desirable to model the data using a flexible distribution that approximates other distributions as special or limiting cases. In this way, it is advantageous to avoid making unnecessary and invalid assumptions regarding the distribution of the data. In this paper, we demonstrate excellent clustering results on two real data sets using the HTHu and HTHm mixture approaches, respectively. In the fitting of a mixture of HTH distributions, we are required to compute several integrals on each iteration of our algorithm. Naturally, this can be quite computationally burdensome, particularly in high dimensions. Currently, we have implemented our ECM algorithms in serial R; future work will focus on developing a parallel implementation. Further work will also focus, inter alia, on obtaining information-based standard errors for Λ -perhaps in an analogous fashion to Wang and Lin (2016) . 
