Although Richards' equation (RE) generally provides a good description of infiltration and water redistribution in soils, its numerical solutions can be computationally intensive or suffer from numerical instability and require extensive soil data. Simplified physically based approaches are often used in many practical settings after validation against RE used as a benchmark. The purpose of this research was to develop and test an approximated physical model for simulating transient point-source infiltration and redistribution in a quasi three-dimensional flow domain. An existing three-dimensional Green-Ampt model that simulates only the infiltration phase is extended based on the one-dimensional modified Green-Ampt with redistribution (MGAR) method to calculate the three-dimensional soil water redistribution phase between point-source events. Comparison with the HYDRUS-2D numerical solution of RE showed the proposed model (3DMGAR) to provide satisfactory results for a broad range of soils. The ability of 3DMGAR to accurately and robustly simulate infiltration and redistribution for point-source water application time series is particularly important for cases with difficult Richards solutions, such as in sandy soils, to improve water application efficiency and decrease chemical leaching in many settings like crop fertigation, waste water disposal, and mitigation of climate-induced coastal salinization.
Point-source water application in soils produced by trickle or drip irrigation is widely used in intensive, high-yield bed management horticultural production systems. Recently, drip irrigation has been proposed as a beneficial use of pure or blended co-produced water from coal bed gas extraction (CH 4 and others) (Flores, 2014) . The wastewater, with high Na content but naturally high soluble Ca and Mg, has been suggested as a natural way of preventing loss of soil permeability. When properly applied, the wastewater is expected to be "parked" below the root zone depth, where it will not affect crop growth or contaminate the shallow groundwater (Thakur et al., 2014) . Drip irrigation has also been proposed as a central strategy for climate mitigation to manage the effects of increasing salinization in coastal areas affected by sea level rise such as Bangladesh (Paul and Rashid, 2016) .
Combined with plastic beds and high-frequency and low-volume application systems, drip irrigation can improve water application efficiency and reduce chemical leaching, all while delivering desirable crop yields (e.g., Muñoz-Carpena et al., 2008; Venot et al., 2018) . However, irrigation water losses and chemical leaching below the crop root zone is of particular concern in coarse soils where the high soil conductivity and limited capillarity and chemical adsorption (low water and chemical holding capacity) can result in elongated soil water and chemical redistribution patterns developing between water application events. Clothier et al. (1991) found that the soil water redistribution patterns from point sources exhibit a marked difference to those observed from regular vertical infiltration experiments and concluded that the transient analysis of soil water redistribution from these sources needs to be addressed via analytical or numerical means. Accurate modeling of point-source infiltration and redistribution to identify water application and frequency rates that avoid leaching is critical in designing efficient irrigation systems and assessing water quality impacts.
Core Ideas
• Good design of point-source irrigation systems needs simplified quasi-spherical wetting models.
• Efficient irrigation with minimal impact, requires robust estimates of infiltration and redistribution.
• 3DMGAR is based on robust GreenAmpt infiltration and redistribution concepts for irrigation series.
• 3DMGAR tested favorably with benchmark 2D Richards simulations for a wide range of soils.
• Provided 3DMGAR source code is easy to apply and parameterize with readily available information.
Good design and analysis tools can support the selection of irrigation best management practices for farmers and other mitigation uses (wastewater disposal, climate mitigation) under specific settings. The combination of the continuity equation with DarcyBuckingham's Law (Darcy, 1856; Buckingham, 1907) in Richards' (Richards, 1931) equation (RE) best describes soil vadose zone infiltration and redistribution. However, RE lacks a general analytical solution and requires numerical solutions that demand extensive soil property information, are computationally intensive, involve extensive parameterization in fine spatial and temporal scales, and at times suffer from mass balance or convergence errors (Skaggs and Khaleel, 1982; Ogden and Saghafian, 1997; Cook et al., 2006) . As an alternative, physically based approximated methods are used in many practical settings to simulate vertical (one-dimensional, 1D) infiltration (Haan et al., 1993; Ravi and Williams, 1998; Singh and Woolhiser, 2002) , but there is a dearth of physically based approximated redistribution methods (Smith et al., 1993; Jury and Horton, 2004) . Smith et al. (1993) developed a physically based approximated method to simulate the continuous vertical infiltration and soil water redistribution cycle for multi-storm time series. The Parlange et al. (1982) equation was used for simulating the infiltration phase to test their method, with good results. Based on this general model, Ogden and Saghafian (1997) implemented the Green-Ampt with redistribution (GAR) method based on the Green-Ampt (Green and Ampt, 1911 ) equation for simulating the infiltration phase. Some disadvantages (increasing errors for coarse soil) of the GAR methodology were addressed by Gowdish and Muñoz-Carpena (2009) , who proposed two modifications to the GAR methodology: a redistribution coefficient, G, and a multiple redistributing wetting front scheme. This approach, the modified Green-Ampt with redistribution (MGAR) method, provided excellent results when compared with a numerical solution of RE.
For the case of point-source water infiltration, the soil water flow path follows a quasi-spherical (three dimensional, 3D) in shape and therefore requires a quasi-3D description (Warrick, 1974; Healy and Warrick, 1988; Clark and Smajstrla, 1993) . Numerous approximated, physical models exist for simulating infiltration for point-source systems (Bresler et al., 1971; Raats, 1971; Philip, 1984; Taghavi et al., 1984; Ben-Asher et al., 1986; Healy and Warrick, 1988; Chu, 1994; Revol et al., 1997a Revol et al., , 1997b , but there are only a few models that simulate the redistribution phase as well (Šimůnek et al., 1999; Healy, 1987) . However, often the highest risk of water percolation below the root zone is achieved during the redistribution phase between water application events (Clothier et al., 1991) .
To address this, MGAR could become an attractive, physically based redistribution approach when combined with the existing 3D Green-Ampt (3DGA) model (Chu, 1994) and extended to the quasi-3D domain. 3DGA uses the same underlying assumptions as the original Green-Ampt method but assumes that water flows in a radial direction from a small ponded cavity that is formed beneath the emitter. The combination of 3DGA with an extended MGAR would provide a physically consistent water redistribution approach, i.e., based on the same underlying assumptions as the 3DGA infiltration method. In Gowdish (2007) , this model was successfully tested against published data and two other quasi-3D point-source models based on RE (Warrick, 1974; Healy and Warrick, 1988) . However, one drawback of the 3DGA is that the flow rate from the emitter cavity is implicit because it is built into the emitter supply radius parameter.
The objective of this study was to develop and evaluate a quasi-3D infiltration and redistribution model from a point source based on the MGAR methodology (Gowdish and Muñoz-Carpena, 2009 ) for a wide range of soil types and to be applied in scenarios under intensive bed management (point-source) systems. The capability of the method to predict average moisture content within the soil profile was tested against the two-dimensional numerical solution of RE used as a benchmark.
Infiltration and Redistribution Calculations

Three-Dimensional Green-Ampt Infiltration Approach
Under point-source emitters, 3DGA assumes that a small ponded area similar to a hemispherical cavity is formed (Fig. 1) , providing uniform flux into the soil (Chu, 1994) . In addition to the cavity source, the 3DGA (Chu, 1994 ) model also assumes: (i) water flows in a radial direction from the cavity source; (ii) water enters the soil as a sharp wetting front that separates a saturated wetted zone from an unwetted zone; (iii) the soil is deep and homogeneous; and (iv) the soil is at a uniform initial water content. Under these conditions, the shape of the wetting front is described by (Chu, 1994) 
where 
The flow rate from the emitter is implicit in that it is built into the emitter supply radius (r o ) parameter.
Because an equation defining this parameter was not included in the original development, an alternative equation for the supply radius was proposed by Gowdish (2007) as a generalized form of the Philip (1969) (Gowdish, 2007) .
Modified Green-Ampt with Redistribution Method
While initial testing of the 3DGA model with the proposed supply radius (Eq. [4]) provided good results, it does not consider the redistribution process. A physically based approximated vertical (1D) Green-Ampt redistribution (GAR) method was developed by Ogden and Saghafian (1997) as a specific case of the Smith et al. (1993) conceptual model. They proposed the redistribution of soil water content during the rainfall hiatus, i.e., the period between rainfall events or when rainfall is less than the soil saturated hydraulic conductivity K s (0 < r h < K s ) and all ponded surface water has been infiltrated (Smith et al., 1993) as
where t is time since the beginning of the simulation;
are the values of the unsaturated hydraulic conductivity for the initial and surface water contents (q i and q o ), respectively; Z av [L] is the depth to the wetting front; r h [L T −1 ] is the rainfall rate during the hiatus (or evapotranspiration when r h < 0); and
is the capillary drive function integrated over the saturated front. Although GAR generally performed well against the RE numerical solution, for coarse soils the water content resulted in substantial prediction errors (Ogden and Saghafian, 1997) . The errors increase with time and redistribution period and are larger for coarse soils, >20% of the soil relative moisture content range (Gowdish and Muñoz-Carpena, 2009 ). To limit this error, Gowdish and Muñoz-Carpena (2009) proposed two modifications to the original GAR: (i) increase the number of redistributing wetting fronts to better approximate the nonlinear soil water redistribution profile with depth; and (ii) add a new redistribution coefficient G (dimensionless):
where N R is the number of redistribution events from the beginning of the simulation, T R (dimensionless) is the relative redistribution time for that event, k i (i = 1-3) (dimensionless) are the hydraulic conductivity attenuation factors calculated from parameters c i , d i , and e i ( Table 1) . The modified GAR (MGAR) method yielded excellent results (Nash and Sutcliffe [1970] coefficient of efficiency C eff > 0.93) for surface water content and cumulative infiltration against RE and measured values, correcting the original GAR deficiencies. In addition, MGAR also provided acceptable estimates of average soil water for three soil layers inside the profile during the infiltration and redistribution phases (Gowdish and Muñoz-Carpena, 2009) .
While MGAR provides good results, it is a one-dimensional (vertical) model. Its application to point source systems requires extension of Eq.
[5] to a quasi-spherical flow domain. 
Three-Dimensional Green-Ampt with Redistribution Approach
To modify the 1D form of the MGAR model, the length (Z av ) in Eq.
[5] is replaced by the wetted volume from the 3DGA model and the equation converted to volumetric terms. This yields the 3DMGAR equation as
where
are the volume and surface area of the wet bulb, respectively; Q h [L 3 T −1 ] is the inflow rate at the point source during the hiatus (between events, typically Q h £ 0, where Q h < 0 represents net evapotranspiration from the wet bulb), and
is the average radius of the wet bulb. If R b,avg was a perfect hemisphere, it could be defined as
However, many studies have shown that the wet bulb cross-section does not form a circle. Instead, for calculating the volume V b in Eq.
[8], the 3DGA shape obtained from Eq. [1-3] can be approximated efficiently by an ellipse (Hachum et al., 1976) that is defined as
where x and z [L] are the rectangular coordinates, (x 0 ,z 0 ) is the offset of the center of the ellipse from (0,0), and a and b [L] are the maximum distances from the center of the ellipse to the circumference of the ellipse (Fig. 2a) . The wet bulb is symmetric about the z axis; however, not necessarily symmetric about the x axis. Therefore, the x coordinate of the center of the ellipse is set equal to zero (x 0 = 0). To accurately define the elliptical shape of the wet bulb, the radii that are calculated from Eq. [1-3] are converted from polar coordinates to rectangular coordinates, x and z, by
The maximum x (x max ) and its corresponding z coordinates (z x-max ) are determined next (Fig. 2b) . The x max corresponds to the value of a, while the z x-max corresponds to the y coordinate of the center of the ellipse, z 0 . Lastly, the maximum distance from the center of the ellipse in the z direction is found by
where, again, R 1 corresponds to the maximum wetted depth (Fig. 2b) .
Next, the volume of the wet bulb is calculated by use of the disk method as
The function f (z) is found by solving for x in Eq.
[10]:
Substituting Eq.
[15] into Eq.
[14], integrating from 0 to R 1 and simplifying, the wet bulb volume is calculated as
Lastly, the wet bulb surface area (A b ) is calculated by revolving Eq.
[15] around the z axis by
where f ¢(z) is deduced from Eq.
[15] such that
The integral of Eq.
[20] is calculated using a Gauss-Legendre five-point quadrature formula (Press et al., 1996) . After calculating the volume, surface area, and average radius, R b,avg , Eq. [8] can then be solved using a fourth-order Runge-Kutta adaptive step size solution with a tolerance of 1.0 ´ 10 −4 (Press et al., 1996) .
Next, the MGAR multiple redistributing wetting front scheme (Gowdish and Muñoz-Carpena, 2009 ) needs to be adapted for the 3D domain. Similar to the vertical infiltration case (Fig. 3a) , when a new irrigation event occurs, an additional wetting front is formed. Any new infiltration will feed only the new wetting front until the two fronts are at the same equivalent radii, at which time they will merge into one profile at saturated water content. If the two fronts do not merge before the irrigation event has ceased, the new front is allowed to redistribute as well. The fronts continue to redistribute until they are at the same equivalent radii, at which time the fronts are merged into one front at water content q o . The process of forming new fronts, redistributing fronts, and merging fronts is continued until the end of the simulation. The same approach is assumed for the 3D water redistribution (Fig. 3b) .
Notice that fitting the 3DGA wet front to an ellipse for the V b and A b calculations induces errors in the corresponding value of R 0 and the calculated volume (which is proportional to the total infiltrated water), especially for small values of S av /r o . However, in our tests, the ellipse fitted the simulated wetting front profiles closely, with negligible errors. Since in the proposed 3DMGAR scheme the multiple wetting fronts are continuously recalculated during the simulation, this approximation results in good computational efficiency. Although it was not tested formally, in our study 3DMGAR was found to be two to 10 times faster than HYDRUS-2D (H2D) for the same cases when running on a PC desktop computer.
Prediction of Average Water Content of an Observation Cell
From a practical point of view, in addition to tracking the maximum wetted depth (R 1 ) and ground surface radius (R 0 ) through Eq. [1-3], it is also interesting to know the water content below the point source at a specific observation point or area. The average water content of a particular point in the quasi-3D domain can be calculated by converting the polar coordinates to rectangular coordinates and constructing a rectangular grid (Fig. 4) .
To estimate the average water content of a cell in the grid, it is necessary to determine if that cell is contained within a wetting front, between multiple wetting fronts, or outside of the wet bulb. For example, in Fig. 4 , Cell 1 is completely contained within Wetting Front 2 (WF2), while Cell 2 is between multiple wetting fronts, and Cell 3 is outside of the wet bulb all together. If a cell is completely contained within one wetting front, such as Cell 1, then the average water content of that observation cell is the water content of that wetting front. If, instead, the cell is outside of the wet bulb, such as Cell 3, the average water content for that observation cell is the initial water content. Lastly, if the cell is between multiple wetting fronts, such as Cell 2, the area that each wetting front occupies within the cell must be calculated.
To determine the area occupied by each front, it is necessary to determine where the wetting front crosses the edges of the cell by using the equation of the shape of the wetting front (Eq. [10]). A wetting front crosses the top or bottom of a cell if
where z 1/2 is equal to the y coordinate of the top (z 1 ) or bottom (z 2 ) of the cell, respectively, and if the value of x i 2 1/2 0
is between the left and right x coordinates of the cell. Similarly, a wetting front crosses the left or right edge of a cell if
where x 1/2 is equal to the x coordinate of the left (x 1 ) or right (x 2 ) edge of the cell, respectively, and if the value of z i
is between the top and bottom x coordinates of the cell. If z 0 > 0, it is also necessary to check if z 0 is greater than the y coordinate of the top of the cell. If it is, the value of z i is then calculated as
Next, the area that the wetting front occupies in the cell is calculated by drawing a straight line between the two intersecting points and calculating the areas of the triangles and/or rectangles that are formed. For example, if the wetting front intersects the top and left edge of the observation cell, such as Cell 2, then the wetting front area, A WF , is calculated as
The average water content of the ith observation cell (q avg,i ) (dimensionless) is then calculated by a weighted average of water contents of each wetting front occupying the cell and the respective areas of each. For example, q avg,2 , the average water content of Cell 2, is calculated as
where q 1 and q 2 (dimensionless) are the water contents of Wetting Fronts 1 and 2, respectively; A WF1 [L 2 ] is the area of Wetting Front 1; and A cell [L 2 ] is the total area of the observation cell, i.e., Cell 2. The full 3DMGAR computer source code in FORTRAN with sample input and output files are provided in the Supplemental Material.
Verification of 3DMGAR
The performance of the proposed 3DMGAR model was compared with the RE numerical solution provided by the H2D (Šimůnek et al., 1999) program. In H2D, RE governing equations are solved numerically using a Galerkin-type linear finite element method applied to a network of triangular elements. HYDRUS-2D has several options for the parameterization of the unsaturated soil hydraulic properties, including Brooks and Corey (1964) and van Genuchten (1980) . Eleven soil types from the USDA's soil textural classifications were selected (Table 2 ). All the profiles were considered homogeneous, isotropic, and of semi-infinite depth. Each soil was assumed to have initial water content equal to the wilting point water content (q wp ) given in Table 2 . The parameters of the soil water characteristic curves (saturate and residual water contents q s and q r , h b , l, K s , and q wp ) were selected for each soil texture according to Rawls et al. (1982 Rawls et al. ( , 1983 . The value for S av was calculated from Brooks and Corey (1964) parameters according to Fig. 4 . Rectangular coordinate grid for calculating the average water contents of observation cells. Cells 1 to 3 were used to calculate the water content in Fig. 7 ; WF1 and WF2 are examples of wetting fronts calculated during the 3DMGAR simulations.
where h b is the bubbling pressure and l is the pore size distribution index.
To obtain H2D RE convergence for all the soils, it was necessary to use the van Genuchten (1980) model to describe the soil water hydraulic properties. The corresponding van Genuchten parameters a and n were obtained using the RETC program (van Genuchten et al., 1991 ) based on the curves described by the Brooks and Corey parameters (Table 3) . Once the parameters were obtained, the soil water retention curves for both models were compared to ensure that they were equivalent. Similar methods for converting Brooks and Corey (1964) parameters to van Genuchten (1980) parameters have been researched and shown to provide similar results (van Genuchten and Nielsen, 1985; Lenhard et al., 1989; Stankovich and Lockington, 1995; Morel-Seytoux et al., 1996) .
For each soil type, the simulation consisted of 12 irrigation events, each followed by a redistribution period (where Q h = 0.0 L h −1 , Eq. [8]) for a total simulation time of 96 h. As a result, each irrigation event had a duration of 2 h and each redistribution period had a duration of 6 h. Table 4 provides the emitter flow rates (Q, Eq. [4]) for the infiltration (irrigation) phase used for each soil type. The flow rates were chosen following typical irrigation design practice based on the typical range of commercial emitter flow rates for drip irrigation systems (0.5 £ Q £ 2.0 L h −1 ), and the Table 2 . Soil textures and hydraulic parameters used in the three-dimensional modified Green-Ampt with redistribution (3DMGAR) model simulations: saturated, residual, and wilting point soil moisture (q s , q r , and q wp , respectively), bubbling pressure (h b ), pore size distribution index (l), saturated hydraulic conductivity (K s ), and the average suction at the wetting front (S av ). Rawls et al. (1982 Rawls et al. ( , 1983 . ‡ Calculated from the Brooks and Corey (1964) equation .   Table 3 . The van Genuchten water characteristic curve parameters used in the HYDRUS-2D Richards' numerical solutions: saturated, residual, and wilting point soil moisture (q s , q r , and q wp , respectively), saturated hydraulic conductivity (K s ), and shape parameters a and n. soil saturated hydraulic conductivity (Q < K s ) to avoid ponding and lateral water losses at the surface. The emitter flow rate increased with increasing K s , with the exception of the sandy soil texture, where Q = 1.0 L h −1 was selected. For this soil, numerical convergence could not be achieved with the RE solution for the maximum emitter flow rate (Q = 2.0 L h −1 ) after trying a wide range of soil discretization (finite-element nodes spacing) options and consulting with the software authors. This is probably due to the extreme slope of the soil water characteristic curves for this soil and the restricted ability of the user to set the spatial and temporal discretization steps. Similar instability problems were reported by Cook et al. (2006) . The goodness-of-fit of the soil water simulations against the RE results were evaluated using the Nash and Sutcliffe (1970) coefficient of efficiency (C eff ) and the root mean squared error (RMSE) to test the accuracy of the proposed model (refer to the appendix for further details). Values of C eff ³ 0.5 to 0.65 indicate that the model provides a satisfactory fit against the RE benchmark (Moriasi et al., 2007; Ritter and Muñoz-Carpena, 2013) . The average water contents (q avg ) for the observation cells along the 90, 60, 45, 30, and 0° lines were selected to correspond to the q avg of observation nodes along the same lines for the RE solution. The configuration of the grid, size, and location of the observation cells for the 3DMGAR model shown in Fig. 5 were chosen based on the location of the observation nodes so that the nodes were centered within the cells.
Results and Discussion
The multiple redistributing wetting front scheme is presented in Fig. 5 . In this case, the 3DMGAR simulation for the sandy clay texture at t = 73 h is illustrated. Four fronts have formed, all of which are at varied water contents: 0.321, 0.281, 0.272, and 0.321 m 3 m −3 from the emitter outward. The ability to have multiple water contents allows the 3DMGAR model to better approximate the RE wetted soil profile.
Examples of the transient evolution of the average water content simulated by 3DMGAR and RE are depicted in Fig. 6 . The observation cells in Fig. 3 were chosen to show a variety of dynamics and locations, both below and to the side of the emitter. By visual inspection of the q avg time series, it can be observed that 3DMGAR closely matches the RE solution. The goodness-of-fit Fig. 5 . Layout of the 3DMGAR observation cells and the HYDRUS-2D (H2D) observation nodes used in the simulations and results of the multiple redistributing wetting front scheme for the sandy clay soil at t = 73 h. Four wetting fronts from oldest to newest (WF1-WF4) with different water contents (q 1 -q 4 ) allow the simulation of the spatial representation of water content. indices of the entire simulation against the RE results (C eff and RMSE) of q avg for the observation cells along the 90, 60, 45, 30, and 0° lines of interest (Fig. 5) , as well as the overall q avg for all lines combined, are tabulated in Table 5 . Figure 7 depicts the C eff values of Table 5 in the range 0 to 1, with the thresholds for satisfactory fitting (C eff ³ 0.5 and 0.65) indicated by the dashed lines. For all the 66 cases studied, 85% yielded satisfactory results, with the median for all cases of C eff = 0.80. The RMSE values were typically low (<0.07 m 3 .m −3 ), less than half the standard deviation of q avg *, particularly for the finer textures (RMSE < 0.03 m 3 m −3 ). Overall, 3DMGAR succeeded in predicting the water content redistribution in all soils and locations except for sand. For the coarsest soil, 3DMGAR anomalously predicts fast increases in average water content during irrigation events. This artifact is the result of the fast advance of wetting fronts in coarse soils due to their high saturated hydraulic conductivity and the Green-Ampt assumption of each wetting front having a homogeneous water content. This causes the observation cells to become saturated too quickly during irrigation events compared with the RE solution.
Interestingly, the results in Fig. 5a support the observations of Clothier et al. (1991) , who found that, compared to 1D infiltration, the water content near the point source during the redistribution phase dropped more rapidly to a near-constant value. They explained the rapid decline in their observations based on the geometrically enhanced effect of capillarity over gravity during the 3D redistribution, in contrast with the 1D case. 3DMGAR effectively reproduces the rapid soil water decline by providing this 3D geometrically enhanced effect of the capillarity (wet bulb surface area terms in Eq. [8]). In doing so, 3DMGAR addresses the need for transient analysis of redistribution from 3D sources using analytical or numerical tools stated by these authors.
Conclusions
The soil water movement from drip irrigation (pointsource) systems typically follows a quasi-3D "wet bulb" pattern and requires different approaches than the common 1D vertical infiltration and redistribution methods. A physically based approximated model for simulating point-source time series infiltration and redistribution was developed and tested for a wide variety of soils. The infiltration phase is modeled using the 3DGA model proposed by Chu (1994) , and the calculation of the change in water content during the redistribution phase is based on the 1D MGAR method (Ogden and Saghafian, 1997; Gowdish and Muñoz-Carpena, 2009 ). In addition, equations were developed for calculating the point-source cavity radius based on the pointsource flow rate, and for approximations for calculation of the volume and surface area of the soil water wet bulb. Furthermore, a method for calculating the average water content of an observation cell was proposed. The results showed that the proposed quasi-3D infiltration and redistribution model (3DMGAR) is a viable model for predicting the water content as well as describing the time evolution of the wet bulb shape.
3DMGAR has intrinsic limitations derived from its GA assumptions (i.e., saturated wetting front, initial homogenous soil water content, and ponding on the surface). While these limitations did not significantly influence the performance of the model for most soils tested, they degraded the results for the sand soil. Future research should address the refinement of the MGAR scheme with a different number of fronts for this soil to more closely approximate the fast water redistribution response. In its current form, the model does not consider boundary effects like those introduced by overlapping wet bulbs from closely positioned drip emitters, a shallow water table presence, or vase wall effects in horticultural pots. Future research should explore the modifications needed to account for these effects. Despite its limitations, 3DMGAR was found to provide an accurate description of point-source infiltration and redistribution for a wide range of unsaturated soils. While Richards' 2D/3D numerical solution provides a more general and potentially accurate option, it requires extensive parameter information, is computationally intensive, and can suffer from numerical stability and accuracy problems (Cook et al., 2006) . In contrast, the satisfactory and robust results obtained with 3DMGAR for a wide range of soils support its use as an efficient and competent framework for practical applications where the full RE solution is not desired. These include irrigation design and evaluation problems, as well as wastewater point-source disposal problems and mitigation schemes for climate-induced coastal salinization.
6 Appendix: Goodness-of-Fit Indicators
The RMSE allows quantification of the error in terms of the units of the variable (here q avg ) and is given by where q avg (t i ) and q avg *(t i ) are the average water content computed at time t i with the 3DMGAR model and the RE solution, respectively, and D is the duration of the simulation. A RMSE = 0 indicates a perfect agreement, and according to Singh et al. (2004) , RMSE values less than half the standard deviation of q avg *(t i ) can be considered low.
The coefficient of efficiency, C eff (Nash and Sutcliffe, 1970) , also known as the Nash-Sutcliffe coefficient, is defined as the ratio of the mean square error to the variance of the observed data, subtracted from unity (Legates and McCabe, 1999) . Here, it was expressed as ( ) where avg ) ( i t q is the average of the benchmark values (Richards' equation) . The C eff compares the variance about the 1:1 line (perfect agreement) to the variance of the observed data. This goodness-of-fit indicator ranges from −¥ to 1, such that a C eff = 1 implies a perfect fit, while C eff < 0 indicates that the mean of the Richards' solution values avg ) ( i t q is a better predictor than the 3DMGAR model. Satisfactory model fits are suggested for C eff ³ 0.5 (Moriasi et al., 2007) . This model adequacy threshold has been recently revised to C eff ³ 0.65 based on more stringent statistical criteria (Ritter and Muñoz-Carpena, 2013 
Supplemental Material
The supplemental material file contains a description of the 3DMGAR input and output files and FORTRAN source code. 
