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Abstract
We find a representation of smooth solutions to the Cauchy problem for a scalar
multidimensional conservation law as small diffusion limit of a stochastic perturba-
tion along characteristics. It helps, in particular, to study the process of singularities
formation. Further, we introduce an associated system of balance laws that can be
interpreted as describing the motion of a continuum with some specific pressure
term. This term arises only after the instant when the solution to the initial Cauchy
problem looses its smoothness. Before this instant the system coincides partly with
the one known as pressure free gas dynamics.
Key words: scalar conservation law, the Cauchy problem, representation of
solution, associated conservation laws, stochastic perturbation
1991 MSC: 35L65, 35L67
1 Partially supported by RFBR Project Nr. 12-01-00308 and by the government
grant of the Russian Federation for support of research projects implemented by
leading scientists, Lomonosov Moscow State University under the agreement No.
11.G34.31.0054.∗ Corresponding author
Email address: rozanova@mech.math.msu.su (Olga Rozanova).
Preprint submitted to Elsevier July 15, 2018
Introduction
We consider the initial value problem
ut +
n∑
i=1
ai(t, x, u) uxi = 0, u(0, x) = u0(x), u0(x) ∈ C1b (Rn;R), (1)
where t ∈ R+, x ∈ Rn, ai(t, x, u), i = 1, ..., n, is a real-valued C1 function
defined on some open subset of (R+ × Rn × R). For a technical reason the
functions ai(t, x, u) are assumed to grow at infinity not quicker than a linear
function in u.
A particular important special case is given by the scalar conservation law in
the form
ut + divF (t, u) = 0,
where F (t, ·) = (F1(t, ·), ..., Fn(t, ·)) is a C2 vector-function defined on some
open subset of R, for any t ∈ R+, and ai(t, u) = ∂Fi(t,u)∂u , i = 1, ..., n.
The main aim of this paper is to obtain an asymptotic formula for the solution
of the Cauchy problem (1) for the case of a scalar conservation law. The for-
mula is obtained by the limit for vanishing perturbation of the corresponding
stochastically modified equation (small diffusion limit).
Nevertheless, let us first consider the general case.
Let us write the associated characteristic ODE:
dxi
dt
= ai(t, x, u),
du
dt
= 0, i = 1, ..., n.
Its stochastic analog is
dXi(t) = ai(t, X(t), U(t))dt + σ1d(W
1
i )t, dU(t) = σ2d(W
2)t, (2)
Xi(0) = xi, U(0) = u, t > 0,
i = 1, ..., n, X(t) and U(t) are considered as random variables with given
initial distributions, (X(t), U(t)) runs in the phase space Rn×R1, σ1 and σ2 are
nonnegative constants such that |σ| 6= 0 (σ = (σ1, σ2)) and ((W 1)t, (W 2)t) =
(W 11 , . . . ,W
1
n ,W
2)t is an n+1 - dimensional Brownian motion, i.e. theW
1
i ,W
2,
i = 1, ..., n, are independent one-dimensional standard Brownian motions.
Let P (t, dx, du), t ∈ R+, x ∈ Rn, be the probability of the joint distribution
of the random variables (X,U), subject to the initial data
P0(dx, du) = δu(u0(x)) ρ0(x)dx, (3)
2
where ρ0 is a bounded nonnegative function from C(R
n) and dx is Lebesgue
measure on Rn, δu is Dirac measure concentrated on u. P (t, dx, du) has the
form P (t, x, du)dx, where P (t, x, du) is a positive measure with respect to u
and a function with respect to x (density function of P (t, dx, du) with respect
to Lebesgue measure).
We look at P = P (t, dx, du) as a generalized function (distribution) with
respect to the variable u. It satisfies the Fokker-Planck equation
∂P
∂t
=
[
−
n∑
k=1
∂
∂xk
ak(t, x, u) +
n∑
k=1
1
2
σ21
∂2
∂x2k
+
n∑
k=1
1
2
σ22
∂2
∂u2k
]
P, (4)
subject to the initial data (3).
There is a standard procedure for finding the fundamental solution for (4) (see,
e.g. [9]). This procedure consists in a reduction of the equation to a Fredholm
integral equation, the solution of which can be found in the form of series.
We are going to show that for a(t, x, u) = a(t, u) one can also find an explicit
solution to the Cauchy problem (4), (3).
Let us introduce, still in the general case, the functions, for t ∈ R+, x ∈ Rn,
depending on σ = (σ1, σ2):
ρσ(t, x) =
∫
R
P (t, x, du), (5)
uσ(t, x) =
∫
R
uP (t, x, du)∫
R
P (t, x, du)
, (6)
aσ(t, x) =
∫
R
a(t, x, u)P (t, x, du)∫
R
P (t, x, du)
, (7)
the integrals in the numerator being assumed to exist in the Lebesgue sense.
It will readily be observed that uσ(0, x) = u0(x) and aσ(0, x) = a(0, x, u0(x)).
We denote
ρ¯(t, x) = lim
σ→0
ρσ(t, x), u¯(t, x) = lim
σ→0
uσ(t, x), a¯(t, x) = lim
σ→0
aσ(t, x),
provided these limits exist.
3
1 Case of a conservation law
Now we dwell on the simpler case of a conservation law, where a = a(t, u). Here
the equation (4) can be solved explicitly. Moreover, for the sake of simplicity
we set σ2 = 0 and denote σ1 = σ.
Proposition 1 If a = a(t, u), then problem (4), (3) has the following solution:
P (t, x, du) =
1
(
√
2pitσ)n
∫
Rn
δu(u0(y)) ρ0(y) e
−
n∑
i=1
|
t∫
0
ai(τ,u0(y))dτ+yi−xi|
2
2σ2t dy, (8)
t ≥ 0, x ∈ Rn, or, in other words,
∫
R
φ(u)P (t, x, du) =
1
(
√
2pitσ)n
∫
Rn
φ(u0(y)) ρ0(y) e
−
n∑
i=1
|
t∫
0
ai(τ,u0(y))dτ+yi−xi|
2
2σ2t dy,
(9)
for all φ(u) ∈ C0(R).
Proof. We act as in [3], [4]. Namely, we apply the Fourier transform to
P (t, x, du) in (4), (3) with respect to the variable x and obtain the Cauchy
problem for the Fourier transform P˜ = P˜ (t, λ, du) of P (t, x, du):
∂P˜
∂t
= −(1
2
σ2|λ|2 + i(λ, a(t, u)))P˜ , (10)
P˜ (0, λ, du) =
∫
Rn
e−i(λ,y)δu(u0(y))ρ0(y)dy, λ ∈ Rn. (11)
Equation (10) can easily be integrated and we obtain the solution given by
the following formula:
P˜ (t, λ, du) = P˜ (0, λ, du)e
− 1
2
σ2|λ|2t+i
t∫
0
(λ,a(τ,u))dτ
. (12)
The inverse Fourier transform (in the distributional sense) allows to find the
density function P (t, x, du), t > 0:
P (t, x, du) =
1
(2pi)n
∫
Rn
ei(λ,x)P˜ (t, λ, du) dλ =
=
1
(2pi)2n
∫
Rn
ei(λ,x)

∫
Rn
e−i(λ,y)e
−i
t∫
0
(λ,a(τ,u))dτ
δu(u0(y)) ρ0(y)dy

 e− 12σ2|λ|2tdλ =
4
=
1
(2pi)n
∫
Rn
δu(u0(y)) ρ0(y)
∫
Rn
e
− 1
2
σ2t

λ−
i|x−
t∫
0
a(τ,u)dτ−y|
σ2t


2
−
|
t∫
0
a(τ,u)dτ+y−x|2
2σ2t
dλdy =
=
1
(
√
2pitσ)n
∫
Rn
δu(u0(y)) ρ0(y) e
−
|
t∫
0
a(τ,u0(y))dτ+y−x|
2
2σ2t dy, t ≥ 0, x ∈ Rn.
The third equality is satisfied by Fubini’s theorem, which can be applied by
the absolute integrability and the bound on the function involved. Thus, the
proposition is proved.
Remark 1 In the general case σ2 6= 0 an analogous formula can be obtained
in a similar way.
Corollary 1 The functions ρσ, uσ and aσ defined in (5) – (7) can be repre-
sented by the following formulae:
ρσ(t, x) =
∫
Rn
ρ0(y) e
−
n∑
i=1
|
t∫
0
ai(τ,u0(y))dτ+yi−xi|
2
2σ2t dy, (13)
uσ(t, x) =
∫
Rn
u0(y)ρ0(y) e
−
n∑
i=1
|
t∫
0
ai(τ,u0(y))dτ+yi−xi|
2
2σ2t dy
∫
Rn
ρ0(y) e
−
n∑
i=1
|
t∫
0
ai(τ,u0(y))dτ+yi−xi|
2
2σ2t dy
, (14)
aσ(t, x) =
∫
Rn
a(t, u0(y))ρ0(y) e
−
n∑
i=1
|
t∫
0
ai(τ,u0(y))dτ+yi−xi|
2
2σ2t ds
∫
Rn
ρ0(y) e
−
n∑
i=1
|
t∫
0
ai(τ,u0(y))dτ+yi−xi|
2
2σ2t ds
. (15)
Proof. The result is obtained by substitution of P (t, x, du) as given by (8)
in (5), (6) and (7).
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1.1 Asymptotic formula for smooth solutions
Let us define the following subset Λ of R:
t ∈ Λ if inf
y∈Rn
t∫
0
n∑
i=1
(ai)u(τ, u0(y))(u0(y))yidτ > −1, (16)
where u0 ∈ C1b (Rn). It is not difficult to show the Λ is an open set. Denote
t∗(u0) = supΛ.
The following theorem holds:
Theorem 1 Let u(t, x) be a solution to the Cauchy problem
ut +
n∑
i=1
ai(t, u) uxi = 0, u(0, x) = u0(x), (17)
where ai, i = 1, ..., n, are C
1- functions defined on some open subset of (R+×
R) and u0 ∈ C1b (Rn). Assume t∗(u0) = supΛ > 0, Λ being defined by (16).
Then for t ∈ [0, t∗(u0)),
u(t, x) = u¯(t, x) = lim
σ→0
uσ(t, x),
where uσ(t, x) is given by (6) and the limit exists pointwise.
Proof. The proof is similar to the one given in [4] for a related problem.
According to the classical theory (see, e.g. [6]), Theorem 5.1.1), the solution
u of (17) exists on some maximal interval [0, T ), T ≤ ∞ and is a C1 - smooth
function. Since u is constant along characteristics, its value at any point (t, x),
with x ∈ Rn, t ∈ R+, satisfies the implicit relation
u(x, t) = u0(x−
t∫
0
a(τ, u)dτ). (18)
In particular, the range of u coincides with the range of u0.
Differentiating (18) yields
∂xiu(t, x) =
∂yiu0(y)
1 +
t∫
0
n∑
i=1
(ai)u(τ, u0(y))(u0(y))yidτ
, y = x−
t∫
0
a(τ, u)dτ. (19)
This imply T = t∗(u0). If 0 < t∗(u0) < +∞, then the solution to the Cauchy
problem blows up at the instant t∗(u0). Otherwise, the solution keeps its
smoothness for all t > 0.
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The formula (6) implies, using the weak convergence of measures and the fact
that ρ0 and u0 are continuous and bounded and independent of σ
lim
σ→0
uσ(t, x) =
∫
Rn
u0(y)ρ0(y) lim
σ→0
1
(
√
2pitσ)n
e−
|
t∫
0
a(τ,u0(y))dτ+y−x|
2
2σ2t dy
∫
Rn
ρ0(y) lim
σ→0
1
(
√
2pitσ)n
e−
|
t∫
0
a(τ,u0(y))dτ+y−x|
2
2σ2t dy
=
∫
Rn
u0(y)ρ0(y)δp(t,x,y)dy∫
Rn
ρ0(y)δp(t,x,y)dy
,
with
p(t, x, y) :=
t∫
0
a(τ, u0(y))dτ + y − x, (20)
where δp is the Dirac measure at p ∈ Rn. We can use locally the implicit func-
tion theorem and find y = yt,x(p) from p(t, x, y). The condition for existence
of this function is the invertibility of the matrix
Cij(t, y) =
∂pi(t, x, y)
∂yj
, i, j = 1, ..., n.
This matrix fails to be invertible for t = t∗(u0). For t < t∗(u0)
u¯(t, x) = lim
σ→0
uσ(t, x) =
∫
Rn
u0(yt,x(p))ρ0(yt,x(p)) det(C(t, yt,x(p)))
−1 δp (dyt,x)∫
Rn
ρ0(yt,x(p)) det(C(t, yt,x(p)))−1 δp (dyt,x)
= u0(yt,x(0)).
Let us introduce the new notation y0(t, x) ≡ yt,x(0). Then (20) implies the
following vectorial equation:
t∫
0
a(τ, u0(y0(τ, x)))dτ + y0(t, x)− x = 0, t ≥ 0, x ∈ Rn. (21)
Let us show that u(t, x) = u0(y0(t, x)) satisfies equation (1), that is
n∑
j=1
∂j(u0)(y0,j)t +
n∑
j,k=1
aj(t, u0)∂k(u0)(y0,k)xj = 0. (22)
and u0(y0(0, x)) = u0(x). Here we denote by y0,i the i - th components of the
vector y0.
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For t < t∗(u0) we can differentiate (21) with respect to t and xj to get the
matrix equations:
n∑
j=1
Cij (y0,j)t + u0,i = 0, i = 1, ..., n,
and
n∑
k=1
Cik (y0,k)xj + δij = 0, i, j = 1, ..., n,
where δij is the Kronecker symbol. The equations imply
(y0,j)t = −
n∑
i=1
(C−1)ij u0,i, (y0,k)xj = − (C−1)jk. (23)
It remains now only to substitute (23) into (22) to see that u¯(t, x) satisfies the
first equation in (17).
Further, (21) implies u0(y0(0, x)) = u0(x), thus Theorem 1 is proved.
Remark 2 For ai = ai(u) (i.e. ai is independent of variable t) we have the
Conway’ criterium [5]:
t∗(u0) = sup
y∈Rn

− 1n∑
i=1
(ai)u(u0(y))(u0(y))yi

 .
Note that if the denominator vanishes, then t∗(u0) =∞ and the solution does
not blow up. If t∗(u0) < 0, then the solution is globally smooth for t ≥ 0, as
well.
Proposition 2 Under the assumptions of Theorem 1 the vector
a¯(t, x) = lim
σ→0
aσ(t, x),
where aσ(t, x) is given by (7), solves the multidimensional Burgers equation
(a¯(t, u))t + (a¯(t, u),∇)a¯(t, u) = 0
with initial data a¯(0, u(0, x)) = a(0, u0(x)).
Proof. This fact follows directly from Proposition 2.1 of [4].
Remark 3 The introduction of a small perturbation of deterministic equation
to study then the original equation in the limit of vanishing noise has appeared
in several contexts, particularly for equations of the reaction-diffusion type,
see, e.g. [1], [7] and references therein.
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1.2 Associated system of balance laws
Now we consider the following question: what system of equations do the
triple (ρσ, uσ, aσ) and its limit (ρ¯, u¯, a¯) satisfy before and after the blow up
time t∗(u0)?
The following proposition holds:
Proposition 3 The functions ρσ, uσ and aσ, given by (5), (6) and (7), satisfy
for t ≥ 0 the following PDE system:
∂ρσ
∂t
+ divx(ρσaσ) =
1
2
σ2
n∑
k=1
∂2ρσ
∂x2k
, (24)
∂(ρσuσ)
∂t
+ divx(ρσ uσ aσ) =
1
2
σ2
n∑
k=1
∂2(ρσuσ)
∂x2k
− Iuσ , (25)
where
Iuσ =
∫
Rn
(u− uσ(t, x))((a(t, u)− aσ(t, x)),∇xP (t, x, du));
∂(ρσaσ,i)
∂t
+ divx(ρσaσ,i aσ) =
1
2
σ2
n∑
k=1
∂2(ρσaσ,i)
∂x2k
− Iaσ,i, (26)
i = 1, .., n, where
Iaσ,i =
∫
Rn
(ai(t, u)− aσ,i(t, x)((a(t, u)− aσ(t, x)),∇xP (t, x, du))+
∫
Rn
ai(t, u))tP (t, x, du).
Proof. The equation (24) follows from the Fokker-Planck equation (4) di-
rectly.
Let us prove (26) (the derivation of (25) is analogous). We note that the
definitions of aσ(t, x) and ρσ(t, x) imply
∂(ρσaσ)
∂t
=
∂
∂t
∫
Rn
a(t, u)P (t, x, du) =
∫
Rn
a(t, u)Pt(t, x, du) =
−
∫
Rn
a(t, u)(a(t, u),∇xP (t, x, du)) + 1
2
σ2
n∑
k=1
∂2aσρσ
∂x2k
, (27)
where Pt ≡ ∂∂tP.
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Further, we have
∂(ρσ aσ,k aσ,i)
∂xk
= aσ,i(t, x)
∂
∂xk
( ∫
Rn
ak(t, u)P (t, x, du)
)
+
∫
Rn
ak(t, u)P (t, x, du)
∂
∂xk


∫
Rn
ai(t,u)P (t,x,du)∫
Rn
P (t,x,du)

 = ∫
Rn
aσ,i(t, x) ak(t, u)Pxk(t, x, du) +
∫
Rn
ak(t, u)P (t, x, du)
∫
Rn
ai(t,u)Pxk (t,x,du)
∫
Rn
P (t,x,du)−
∫
Rn
ai(t,u)P (t,x,du)
∫
Rn
Pxk (t,x,du)(∫
Rn
P (t,x,du)
)2 =
∫
Rn
(ak(t, u) aσ,i(t, x) + ai(t, u) aσ,k(t, x) − aσ,k(t, x) aσ,i(t, x))Pxk(t, x, du),
i, k = 1, ..., n, with Pxk ≡ ∂∂xkP.
Equation (26) follows immediately from (27) and (28). Thus, Proposition 3 is
proved.
Corollary 2 Before the instant t∗(u0), the blow up time of the solution to the
Cauchy problem (17), the triple (ρ¯, u¯, a¯), which constitutes the limit as |σ| → 0
of the triple (ρσ, uσ, aσ), solves the following system:
∂tρ¯+ divx(ρ¯a¯) = 0, (28)
∂t(ρ¯u¯) +∇x(ρ¯u¯a¯) = 0, (29)
∂t(ρ¯a¯) +∇x(ρ¯a¯⊗ a¯) = 0. (30)
Proof. Equation (28) follows from the properties of parabolic differential
equations with a small parameter in front of the derivatives of second order ([8],
Theorem 3.1), since until the instance t∗(u0) the coefficients of equation (24)
are differentiable. Equation (29) follows from (28) and Theorem 1, Proposition
2 implies (30).
Remark 4 System (28) and (30) constitutes the so called pressureless gas
dynamics system , the simplest model introduced to describe the formation of
large structures in the Universe, see, e.g. [10].
Remark 5 As it has been shown in [4] on an example, for discontinuous
solutions to (17) the limits as σ → 0 of the terms Iaσ and Iuσ do not vanish as
σ → 0 and yield some specific pressure.
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Remark 6 The method of special stochastic perturbations, applied here, was
used in [2], [3] for studying other deterministic problems.
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