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ABSTRACT
Pattern formation in ecological systems refers to a nonuniform distribution of animal and
plant species across a landscape. Pattern formation can be observed in many aquatic
and terrestrial systems and can help understand their dynamics and ability to cope with
environmental and anthropogenic changes. In this dissertation, we focus on pattern
formation in tidal marshes and oyster reefs, two important habitats that provide a number
of essential ecosystem services. Both of these systems have also experienced dramatic
losses, prompting the investigation of their dynamics and viable restoration and
management strategies.
The first part of this dissertation focuses on understanding the spatial patterning of the
marsh shoreline. We present a mathematical framework for modeling the spatial
variation of the shoreline as a result of interactions between marsh vegetation, ribbed
mussels and their impact on marsh sedimentation and erosion. While both marsh
vegetation and mussels are known to significantly impact marsh dynamics, no
mathematical model describing this phenomenon has been previously proposed.
Numerical and analytical investigation of our model indicates that the interactions
between marsh vegetation and mussels can drive the spatial variation of the marsh edge,
increase the system’s productivity and allow it to withstand harsh erosion conditions.
The second part of this dissertation focuses on pattern formation in intertidal oyster reef
communities, where both round and elongated reefs of various orientations dominate the
landscape. Most of what is currently known about reef geometry has been anecdotal,
with no comprehensive, quantitative study of reef pattern formation carried out. In
particular, the interaction of oyster reefs of various geometric configuration with tidal flow
remains poorly understood. This is important in reef restoration, where understanding
the interaction of reef geometry with flow and other environmental factors can inform the
construction of artificial oyster reefs. In this dissertation, we present a comprehensive
analysis of remotely sensed aerial imagery of an intertidal oyster reef network in
conjunction with information on tidal flow dynamics and bathymetry. Using texture and
color properties of the aerial imagery, we identify and delineate over six thousand
individual reefs. We then classify reefs into natural classes based on geometric
attributes such as reef shape, size and orientation. Finally, we use multiple spatial
analysis techniques to determine the spatial clustering of different reef types and
investigate the role of flow and bathymetry in their spatial distribution. As a result of this
study, a large database of information containing information on over 6000 individual reef
structures, characteristics of their shape, size, orientation as well as nearby flow and
depth conditions. Using this information, we find that the reef distribution is tied to the
underlying flow and depth conditions, with larger and more elongated reefs occurring in
deeper waters with faster flow dynamics. However, the analysis presented in this
dissertation is largely exploratory, and serves as a starting point for future investigation.
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Chapter 1
Introduction
This dissertation focuses on two important marine systems - tidal marshes and oyster
reef habitats. Both of these habitats are important because of the many ecosystem services they provide, protecting coastal regions from erosion, providing a refuge and nursery
for other wildlife species and playing an important role in water quality (Barbier et al., 2011;
Coen et al., 2007; Peterson et al., 2003). In addition, the oyster species studied here is of
high commercial value, supporting the economy of many coastal communities, while the
tidal marsh habitat supports a variety of commercially viable fisheries (Kirby, 2004; Barbier et al., 2011). Unfortunately, as a consequence of human activity, pollution and climate
change, both of these systems have suffered tremendous losses with tidal marshes disappearing on a global scale (Fagherazzi et al., 2013; Kirwan and Megonigal, 2013; Crosby
et al., 2016), and the oyster population collapsing to less than one percent of its original
population (Kirby, 2004; Woods et al., 2005). Because of the importance of these habitats, their degradation has sparked many restoration efforts and encouraged the research
community to focus on their restoration, preservation and management.
Investigating the distribution of animal and plant species across a landscape can
help us understand the mechanisms underlying a particular spatial structure and how it
may influence the system’s resilience and adaptation to environmental and anthropogenic
changes. In this dissertation, we apply two different approaches to investigate the spa1

tial dynamics of tidal marshes and oyster reef habitats, with the goal of gaining a deeper
understanding of their spatial dynamics and informing restoration efforts. This chapter
gives a brief introduction to pattern formation observed in ecological systems, its significance and two particular approaches used to investigate it: mathematical modeling and
geospatial analysis using remotely sensed data.
For the tidal marsh habitat, we are interested in the processes underlying the spatial heterogeneity of the sedimentation and erosion dynamics of the marsh shoreline. We
propose a mathematical framework to model the dynamics that take place on the marsh
edge as a possible result of the interactions between two species commonly found there.
The results of this investigation are presented in Chapter 2 and Chapter 3. In Chapter
2, we perform a numerical investigation of the proposed model to understand under what
conditions the marsh configuration changes and how the spatial patterning of the marsh
edge plays a role in the adaptation of the marsh to emerging environmental conditions.
In Chapter 3, we focus on a related model with only one species and conduct a mathematical analysis of the nature of the spatial heterogeneity and the conditions underlying
it. Beyond the ecological significance, the results presented here also add to the existing
mathematical theory of pattern formation.
Most of what is currently known about oyster reef geometry has been anecdotal, with
no previous quantitative study of reef pattern formation carried out. In particular, the interaction of oyster reefs of various geometric configurations with tidal flow remains poorly
understood. In Chapter 4, we use a Geographic information science (GIScience) approach
to study pattern formation in an extensive oyster reef network using remotely sensed aerial
imagery and additional data on tidal flow and depth in the region. This is particularly important in reef restoration, where understanding the interaction of reef geometry with flow
and other environmental factors can inform the construction of artificial oyster reefs. Using texture and color properties of the aerial imagery, we identify and delineate over six
thousand individual reefs. We then classify reefs into natural classes based on geometric
attributes such as reef shape, size and orientation. Finally, we use multiple spatial analysis
2

Figure 1: Various patterns observed in nature. a) Belcher Islands in Canada’s Hudson
Bay. Credit: USGS/NASA/Landsat 5. b) Sea Ice Patterns in the Arctic Ocean. Credit:
NASA/Kathryn Hansen. c) Wreck coral reefs in the Coral Sea. Credit: NASA. d) Linear
Dunes and Playas in South Australia. Credit:JSC/NASA. e) Tiger Bush in Niger. Credit:
U.S. Geological Survey, Department of the Interior/USGS.
techniques to investigate the spatial distribution of the different reef types in conjunction
with tidal flow and depth. In Chapter 5, we summarize and discuss the significance of the
work presented here.

1.0.1

Pattern formation in ecology

Pattern formation in ecological systems refers to the nonuniform distribution of individuals across a landscape, with many examples spanning terrestrial, aquatic and marine
ecosystems (Figure 1). Of particular interests are self-organized patterns, which result
from the interactions between individuals, and which may not depend strictly on underlying environmental heterogeneity (Rietkerk et al., 2004; Rietkerk and Van de Koppel,
2008a). In marine systems specifically, examples of spatial patterns include fish schools
(Parrish et al., 2002), patchy phytoplankton (Steele, 1978), seagrass beds (Van Der Heide
et al., 2010; van der Heide et al., 2012), mudflats (Weerman et al., 2012), mussels beds
(van de Koppel et al., 2005; Liu et al., 2012) and tidal marshes (Temmerman et al., 2005;
3

van de Koppel et al., 2005). Not only is spatial self-organization a common feature of
many ecological systems, but it can provide important insight into their resilience, adaptation to environmental change (Rietkerk et al., 2004; Dakos et al., 2011; Scheffer et al.,
2015; Dakos et al., 2015) and impact of human activity (Gowda et al., 2018). In the cases
where environmental conditions gradually worsen (e.g., resource depletion, erosion intensified by storms, drought), some ecological systems may collapse to an irreversible state
once a “tipping point” is reached. One interesting idea that has come out of the research in
this field is that spatial patterning may be one way for such systems to optimize resource
distribution and cope with these disturbances (Siteur et al., 2014; de Paoli et al., 2017;
Chen et al., 2015).
Anticipating and predicting a system’s proximity to a tipping point has also become of
great interest in recent years. Mathematically, such shifts are associated with saddle-node
bifurcations and the phenomenon of hysteresis (Dakos et al., 2012). Various general indicators to anticipate critical transitions and serve as measures of ecosystem resilience have
been proposed for time series and spatial data (Kéfi et al., 2007; Guttal and Jayaprakash,
2009; Dakos et al., 2012; Dakos and Soler-Toscano, 2017; Eby et al., 2017). One of the
most promising indicators has been the change in the shape of the spatial patterns near a
critical transition, although other indicators such as spatial variance and aspatial metrics
such as correlation and skewness have been considered (Guttal and Jayaprakash, 2009;
Dakos et al., 2011; Kéfi et al., 2014; Dakos and Soler-Toscano, 2017). The prevalence
of pattern formation in ecological systems and the insight that can be gathered from it
motivate the work presented in this dissertation.

1.0.2

Mathematical models of pattern formation in ecology

The mathematical framework of pattern formation is generally attributed to Alan Turing and
his 1952 paper in which he used a system of reaction-diffusion equations to explain pattern
formation in morphogenesis (the study of biological processes that facilitate development)
(Turing, 1952). Turing postulated the existence of substances, called morphogens, that
4

could display spatially varying distributions (or spatial patterns) as they reacted and diffused through a medium in a particular way, acting as signaling molecules that dictate
patterns of differentiation for other cells (Kondo and Miura, 2010). The conditions for the
emergence of spatial patterns are contingent on the idea that the species in the model diffuse at significantly different rates, with the activator species diffusing much more slowly
than the inhibitor species. Since then, Turing’s pattern formation mechanism has been
widely accepted as a plausible theory and shown to exist in a number of biological systems (Castets et al., 1990; Nakamasu et al., 2009; Economou et al., 2012; Sick et al., 2006;
Sheth et al., 2012). A few decades after Turing’s seminal paper, this idea has resurfaced
in the field of ecology, where a similar mechanism was suggested to explain patterns
in ecological systems (Gierer and Meinhardt, 1972; Green and Sharpe, 2015; Hiscock
and Megason, 2015; Rietkerk and Van de Koppel, 2008b). In particular, the presence of
positive and negative species interactions occurring at different spatial scales (deemed
scale-dependent feedbacks) was suggested to be essential for the formation of spatial
patterns (Gierer and Meinhardt, 1972; Green and Sharpe, 2015; Hiscock and Megason,
2015). Since then, pattern formation thought to be driven by such scale-dependent feedbacks has been observed and modeled in arid grasslands (Lefever and Lejeune, 1997;
Yokozawa et al., 1999; Couteron and Lejeune, 2001; Borgogno et al., 2009; van der Heide
et al., 2012; Pringle and Tarnita, 2017; Dibner et al., 2015), intertidal mussel beds (van de
Koppel et al., 2005; Liu et al., 2012, 2014; Sherratt, 2016) and other multi-species communities (Rietkerk and Van de Koppel, 2008b) using Turing’s principle.
In ecological systems, scale-dependent feedbacks are often manifested as shortrange facilitation and long-range inhibition. Short-range facilitation occurs when species
help each other survive through facilitation over short distances (e.g., decreasing likelihood of predation and disturbances in mussel patches, higher water infiltration due to
higher vegetation density). Long-range inhibition typically arises as a result of resource
depletion (e.g., roots taking up water from surrounding patches and inhibiting vegetation
spread).
5

Both of the habitats studied here house important ecosystem engineer species that
have a drastic impact on their environment and the ability to modify their surroundings
through such scale-dependent feedbacks. The common marsh grass (Spartina alterniflora), ribbed mussels (Geukensia demissa) and Eastern oysters (Crassostrea virginica),
are all examples of such ecosystem engineers (Altieri et al., 2007; Watt et al., 2010; Bouma
et al., 2009; Scyphers et al., 2011).
There are three classes of deterministic mathematical models that explain pattern formation as a result of scale-dependent feedbacks: Turing-style activator inhibitor models,
kernel-based models and differential flow models (Borgogno et al., 2009). In Turing-style
activator inhibitor models, the pattern formation arises as a result of differences in the diffusion coefficients of the activator and inhibitor species (Turing, 1952; White, 1998; Parshad et al., 2014; Klausmeier, 1999). Kernel-based models are typically integro-differential
equations where the pattern formation arises from the spatial interactions modeled using a
kernel function, describing the nature of the short-range and long-range interactions (Britton, 1990; Gourley et al., 2001; Murray, 2001; Billingham, 2003; Ninomiya et al., 2017).
This kernel-based approach is a common feature in neural models (Amari, 1977), and has
also been used in models of vegetation patterns in arid and semi-arid climates (D’Odorico
et al., 2006; Borgogno et al., 2009; Merchant and Nagata, 2011; Martínez-García et al.,
2013, 2014; Martínez-García and Lopez, 2018). Finally, in contrast to Turing models,
the pattern formation in differential flow models arises not from the differences in diffusion coefficients, but from the differences in the flow rates of the species, reflected in the
additional advection terms (Rovinsky and Menzinger, 1993; Siero et al., 2015).
The marsh model we investigate in Chapters 2 and 3 combines elements of both the
Turing model and kernel-based model. To model the scale-dependent feedbacks in this
system, we use a Mexican-hat kernel function, ideally suited to capture the positive shortrange interactions and negative long-range interactions present in the system (Fuentes
et al., 2003; D’Odorico et al., 2006; Borgogno et al., 2009; Siebert and Schöll, 2015).
Similar kernel-based approaches have been used to model nonlocal interactions in the
6

context of predator-prey and competition dynamics (Merchant and Nagata, 2011; Bayliss
and Volpert, 2015; Banerjee and Volpert, 2016). The interactions in our model are mostly
cooperative and the impact of nonlocal interactions in such systems has not been studied
in depth. Therefore, the work presented in this dissertation provides a novel approach and
general results for the emergence of pattern formation in highly cooperative systems.

1.0.3

Spatial analysis and GIS approach to pattern formation

Geographic information systems (GIS) allow one to store, manipulate and analyze multiple
layers of spatial (along with non-spatial) data to visualize and investigate important spatial
processes. While the term GIS as we know it today stems from the 1960s, there are other
examples of this in earlier history. One example is the 1834 mapping of a cholera outbreak
by Charles Picquet (De Châteauneuf, 1834), which resulted in the first example of a “heat
map” being used. A similar approach was also carried out in 1854 by John Snow to depict
cholera deaths in London and also to identify the source of the contamination (Snow,
1855). Modern day spatial analysts, predominantly under the umbrella of Geographic
Information Science, have continued to explore a wide range of applications of GISystems.
The use of GIS naturally appeals to applications of urban planning, utilities management, epidemiology, development and public health (Yeh, 1999; Hall et al., 2001; Zou et al.,
2006; Cromley and McLafferty, 2011). Increasingly, it has been used to approach problems in ecology such as mapping of various habitats and populations (Garvis et al., 2015;
NOAA Coastal Services Center, 2003; Hansen et al., 2001; Lyon et al., 2001; Skole and
Tucker, 1993), monitoring and planning protected areas (Lathrop Jr and Bognar, 1998;
Aswani and Lauer, 2006), evaluating habitat suitability (Rotenberry et al., 2006; Store
and Kangas, 2001) and evaluating the impact of environmental and anthropogenic factors
(Şahin and Kurum, 2002; Alkharabsheh et al., 2013; Geri et al., 2010; ?; ?). As remotely
sensed data is becoming cheaper and more available, this trend will likely continue.
Here, we are interested in understanding the emerging landscape patterns of oyster
reefs. A similar framework has been previously proposed where large scale area-class
7

maps (such as land use maps) were analyzed using such landscape feature attributes
as type, orientation, shape and size (TOSS method) to understand the geographic processes underlying the spatial distribution of urban and geological patterns (Williams and
Wentz, 2008). The investigation undertaken here was loosely inspired by some aspects
of the TOSS approach and used to study intertidal oyster reef communities at the scale of
individual reefs.
The two approaches used to study spatial pattern formation presented here, mathematical modeling and the use of GIS, can and should be used in conjunction with each
other, particularly in pattern formation research. One example of this is the study of large
scale banded vegetation patterns in the Horn of Africa (Gowda et al., 2018), where analysis
of remotely sensed spatial (and time-series) data was used to further refine a mathematical model and test the observed scenarios regarding the interaction of vegetation with the
underlying topography and environmental conditions. Given the rich theory of mathematical pattern formation that has been developed, the insight that can be gathered from GIS
can further supplement and refine the mathematical models that exist, to gain a deeper
understanding of spatial variability in ecological systems.
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Chapter 2
Numerical study of a general model of
marsh ecosystem dynamics with two
ecosystem engineers1

2.1

Introduction

Tidal marshes support a diversity of wildlife, protect coastal regions from the impact of
storms and erosion, improve water quality and provide many other ecosystem services
(Barbier et al., 2011). Despite efforts to protect and restore marsh ecosystems (Broome
et al., 1988; Van Hulzen et al., 2007; Silliman et al., 2012), marshes around the world
remain vulnerable to erosion, sea level rise, and direct human impacts (Fagherazzi et al.,
2013; Kirwan and Megonigal, 2013; Crosby et al., 2016). While sea level rise may contribute to marsh deterioration through the increase of wave energy on marsh boundaries
(Morris et al., 2002; Mariotti et al., 2010; Fagherazzi et al., 2012), marsh collapse can occur even in the absence of sea level rise (Fagherazzi et al., 2013). In general, marshes
are more stable along the vertical direction than horizontal (Mariotti and Fagherazzi, 2010;
1 Sofya

Zaytseva, Leah Shaw, Romuald Lipcius, Junping Shi, and Matthew A Kirwan. ”Pattern
formation in marsh ecosystems modeled through the interaction of marsh vegetation, mussels and
sediment”. Manuscript submitted for publication, 2018.
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Kirwan et al., 2010), (Leonardi and Fagherazzi, 2014). Horizontal evolution of the marsh is
a dynamic process that involves various counteracting forces such as wave erosion, vegetation growth, sediment deposition and seaward marsh expansion (Mariotti and Fagherazzi, 2010; Marani et al., 2011; Fagherazzi et al., 2013; Fagherazzi, 2013)). Therefore,
insight into the balance between these forces is crucial for understanding and modeling
the evolution of the marsh in the horizontal direction. In addition, common marsh dwelling
species such as ribbed mussels and smooth cordgrass, deemed ecosystem engineers,
are capable of modifying their habitat and altering the hydrodynamic forces from waves
and currents (Bouma et al., 2007). Through their facilitatory interactions and positive feedbacks, they have a significant effect on marsh development and proliferation (Bertness,
1984; Bertness and Grosholz, 1985; Altieri et al., 2007; Watt et al., 2010). Given the recent focus on the importance of facilitation in ecosystem dynamics and restoration efforts
(van de Koppel et al., 2001; Halpern et al., 2007; Silliman et al., 2015; Kéfi et al., 2016),
it is important to consider the impact such ecosystem engineers may have on marsh dynamics.
In this chapter, we focus on the spatial self-organization (pattern formation) of the
marsh shoreline, which can range from a uniform to a more wave-like shoreline. While
previous marsh models have carefully explored the effects of wave activity, sediment
fluxes and the underlying hydrodynamics with and without marsh vegetation (Tonelli et al.,
2010; Mariotti and Fagherazzi, 2010; Fagherazzi et al., 2012), we investigate the selforganization on the marsh edge as a result of interactions between sedimentation and
two common marsh species — ribbed mussels (Geukensia demissa) and smooth cordgrass (Spartina alterniflora) (Figure 2). As sea-level rise continues to contribute to marsh
deterioration by increasing wave energy on marsh boundaries, investigating the marsh
system’s response to such changes in erosion intensity becomes of interest. Given the
presence of multiple positive feedbacks in our system, it is especially necessary to consider these questions as such feedbacks are commonly associated with alternative stable
states, saddle-node bifurcation and consequently critical transitions (Kéfi et al., 2016).
10

MARSH GRASS

Decreases erosion
Promotes sediment
accumulation
Diverts waterflow
to nearby patches

Promotes growth
Reduces
disturbances

Facilitate growth
through nutrient
enrichment

SEDIMENT

Facilitates
survivorship

MUSSELS

Reduce
disturbances
Intraspecific competition
Constant
deposition

Sedimentation
through biodeposition
Reduce erosion*

Figure 2: Diagram of interactions between mussels, sediment, and marsh grass adapted
from (Bertness, 1984). Non-local interactions are indicated in color, with green corresponding to short-range activation and red to long-range inhibition. The effect of mussels on reducing erosion is marked with an asterisk because while significant, it does not
change the dynamics qualitatively and is modeled indirectly through grass for simplification.
1

Since the combined effect of mussels with vegetation on the evolution of marsh boundaries and its resilience to erosion has not yet been considered, our goal is twofold. First,
we propose a mathematical framework for modeling the self-organization of an eroding
marsh shoreline based on realistic assumptions of three-way interactions between sediment volume and two ecosystem engineers (smooth cordgrass and ribbed mussels). Second, using biologically reasonable parameter values, we perform a numerical investigation
of the system to address questions of marsh stability and the role that spatial organization
plays in the system’s adaptation to varying erosion conditions.
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2.2

A model of marsh edge dynamics

We model the three-way interactions between ribbed mussels, smooth cordgrass, and
sediment (Figure 2). Mussels bind the sediment and stabilize the marsh edge, while their
filtering activities and pseudofeces production stimulate the growth of cordgrass through
soil enrichment, and significantly contribute to the sediment budget (Smith and Frey, 1985;
Ysebaert et al., 2008; Angelini et al., 2016). Cordgrass enhances the growth and reproductive success of mussels by decreasing physical stress and providing attachment substrate
(Bertness and Grosholz, 1985; Bertness et al., 2015; Honig et al., 2015). In addition, cordgrass binds sediment with its rhizomes, further stabilizing the marsh edge and attenuating
wave energy, which increases resistance to erosion (Gedan et al., 2011; Ysebaert et al.,
2011; Silliman et al., 2012; Möller et al., 2014). As a consequence of reduced erosion, the
increased sediment levels promote vegetation growth by decreasing tidal currents (Nyman
et al., 1993; van de Koppel et al., 2005; Van Wesenbeeck et al., 2007). These interactions highlight the important role of smooth cordgrass and ribbed mussels as ecosystem
engineers, the positive feedbacks of which can be valuable in preventing degradation and
loss of resilience (Bertness et al., 2015; Silliman et al., 2015; Angelini et al., 2016).
Along with these local interactions, cordgrass and mussels exhibit some scale-dependent
(nonlocal) interactions that can change from positive to negative, depending on the spatial scale. Mussels tend to self-organize into dense aggregations as this configuration
leads to greater survivorship due to protection from harsh winters, diminished physical
disturbances and predation (Bertness and Grosholz, 1985; van de Koppel et al., 2008;
Liu et al., 2012). This interaction constitutes short-range activation. However, as mussel
aggregations become large, intra-specific competition for resources intensifies, causing
the aggregations to break up into smaller clusters, which constitutes long-range inhibition
(Bertness, 1980; Bertness and Grosholz, 1985; van de Koppel et al., 2008; Liu et al., 2012,
2014). Cordgrass also displays scale-dependent effects as cordgrass enhances sediment
accretion through attenuation of hydrodynamic energy at short distances, while forming
12

erosion troughs farther away (Bouma et al., 2007; K. van Wesenbeeck et al., 2008; Balke
et al., 2012; Bouma et al., 2013; Schwarz et al., 2015). In this case, the nearby accumulation of sediment constitutes short range activation, whereas erosion of adjacent patches
reflects long-range inhibition. These scale-dependent interactions are important as their
presence may lead to self-organization.
We include the interactions discussed above and propose the following set of reactiondiffusion equations:
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Grass-dependent net deposition/erosion

where
F(M, S) =

r(G − l2 )
ψ (G + ks g)
p1 (M)(S − l1 )
, H(G) =
, L(G) =
,
∗
∗
S + l1
G + l2
G + ks

and
p1 (M) =

pM + ω1
.
M + ω2

We model the changes in cordgrass shoot density G (shoots m−2 ), mussel density
M (mussels m−2 ) and the height of the sediment layer S (m) in a one-dimensional slice
parallel to the marsh edge. Although the cordgrass rhizome structure stabilizes the marsh
edge, we use shoot density as a measure of cordgrass vegetation abundance since shoot
density is proportional to the root and rhizome structure (Darby and Turner, 2008; Mudd
et al., 2009; Kirwan and Guntenspergen, 2015). Each equation includes a diffusion term
with diffusion coefficients (DG , DM , DS ) to quantify spread along the shoreline. The cord-
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grass diffusion coefficient DG accounts for the spread of the rhizomes, while the diffusion
coefficient for mussels DM is close to zero, as ribbed mussels do not move much after
settlement ((Bertness, 1984)). For both cordgrass and mussel equations, we use logistictype growth terms with additional threshold parameters l1 , l2 accounting for the obligatory
nature of cordgrass-sediment and mussel-cordgrass interactions. The parameter l1 specifies the minimum amount of sediment needed to allow the growth of cordgrass, while l2
specifies the minimal cordgrass density needed for mussel persistence. We model the
erosion of sediment as a decreasing function of cordgrass density with g ≥ 1. The erosion
rate is highest in the total absence of cordgrass (Silliman et al., 2012; Mariotti and Fagherazzi, 2010) and lowest at maximum grass abundance. The efficiency of mussels’ filtering
activity is controlled by parameter d, while the parameter η gives a constant baseline
sediment deposition rate (van de Koppel et al., 2005; Liu et al., 2012, 2014).
Further, in both the mussel and sediment equations, we include a term accounting for the corresponding scale-dependent feedbacks. To model the mussel-mussel and
cordgrass-sediment scale-dependent interactions, we use a Mexican hat influence kernel
function (Figure 3A) (Siebert and Schöll, 2015; D’Odorico et al., 2006; Borgogno et al.,
2009; Fuentes et al., 2003) which quantifies both the strength and scale of the positive
and negative feedbacks between neighboring individuals. This approach has been previously used to model nonlocal interactions in vegetation in arid climates (D’Odorico et al.,
2006; Borgogno et al., 2009; Merchant and Nagata, 2011) where it was limited to a single
species case.
We define the interaction kernels N(x) and P(x) as follows:


1 h 1
x2 
x2 i
1
N(x) = √
exp − 2 −
exp − 2 ,
σ12
2σ11
2σ12
2π σ11


x2 
x2 i
1 h 1
1
P(x) = √
exp − 2 −
exp − 2 ,
σ22
2σ21
2σ22
2π σ21
with

σ11 < σ12 , σ21 < σ22 .
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(2.2.2)

Both Mexican hat kernels N(x) and P(x) are functions of two normalized Gaussians, in2 ,σ 2 and σ 2 ,
corporating nonlocal excitatory and inhibitory interactions with variances σ11
21
12
2 respectively. The parameters α , λ control the strength (or amplitude) of the musselσ22

mussel and cordgrass-sediment interactions. In this way, for our simulations, we can
control both the width and the strength of the scale-dependent interactions to explore the
system behavior. The functions P(x) and N(x) are symmetric and satisfy:
R∞

−∞ P(x)dx

= 0,

R∞

−∞ N(x)dx

= 0.

For simulation, we consider x ∈ (−∞, ∞), looking for spatially periodic solutions of (3.2.1)
(Refer to appendices A and B for details on parameter values used and numerical methods). We investigate both the three-way (cordgrass-mussel-sediment) as well as the twoway (cordgrass-sediment) interactions to understand the self-organization taking place on
the marsh edge.

2.3
2.3.0.1

Model results
Cordgrass-mussel-sediment dynamics

We first investigate the full system based on the three-way interactions between cordgrass, mussels and sediment (System 3.2.1). Biologically realistic parameters are used
where possible to numerically simulate and study this system (see Table 1 in the Appendix 2.5.1 for parameter values and details). While the scale of cordgrass-sediment
scale-dependent interactions is generally longer than that of mussel scale-dependent interactions, the exact spatial scales (corresponding to the widths of the Mexican hat kernel)
and relative strengths of these interactions (corresponding to the amplitudes of the Mexican hat kernels given by α and λ , respectively) are difficult to estimate and can vary
substantially. Harsh environmental conditions may impact the degree of aggregation by
mussels (de Jager M. et al., 2017) while the nature and strength of the cordgrass-sediment
scale-dependent interactions depends on the underlying hydrodynamics, sediment com15

Figure 3: (A) Diagram of Mexican-hat kernel and scale-dependent feedback adapted from
(Rietkerk and Van de Koppel, 2008b). (B) Schematic of types of patterns for various
strengths of the scale-dependent interactions.
position, patch size and interpatch distance (Vandenbruwaene et al., 2011; Balke et al.,
2012; Bouma et al., 2013; Schwarz et al., 2015). For this reason, we choose from a range
of values of the kernel strengths α and λ to investigate the system’s dynamics in four
different parameter regimes. The results of these simulations are presented in Figures 3
and 4.
We observe four general types of model dynamics depending on the strengths of the
scale-dependent interactions. Type I corresponds to a case where the scale-dependent
16
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Figure 4: Simulations for different strengths of mussel and cordgrass-sediment scaledependent interactions α and λ , respectively corresponding to Type I (A), II (B), III
(C) and IV (D) behaviors. The following values were used for simulation: Type I α = 0.0002, λ = 0.01, Type II - α = 0.00068, λ = 0.01, Type III - α = 0.0002, λ = 0.2, Type
IV - α = 0.00068, λ = 0.2. Other parameter values used in simulations: DG = 0.06, DM =
0.0000001, DS = 0.9, p = 2, l1 = 0.02, l1∗ = 0.06, ω1 = 1050, ω2 = 700, c = 0.0057, l2 = 5, l2∗ =
50, a = 0.0002, d = 0.00003, r = 0.3, η = 0.006, g = 5, ks = 30; ϕ = 0.15, σ11 = 0.25, σ12 =
0.4, σ21 = 0.43, σ22 = 0.68. All simulations were run on a domain of size 7π or approximately 22 m.
interactions for both mussels and cordgrass-sediment are weak (Figures 3B,4A) and do
not contribute significantly to the erosion of the shoreline, resulting in a flat, uniform marsh
edge. This is expected as scale-dependent feedbacks are necessary for self-organization.
Type II is characterized by strong scale-dependent mussel interactions, and weak scaledependent interactions between cordgrass and sedimentation (Figures 3B,4B). Given the
stronger nature of mussel interactions, the spatial scale of their interactions related to
the width of the mussel kernel drives the characteristic length scale of the emerging patterns and results in more narrow inundations. Type III is characterized by strong scale17

dependent interactions between cordgrass and sedimentation and weak-moderate mussel
scale-dependent interactions (Figures 3B,4C). Here, the spatial scale of the protrusions
on the marsh edge is driven by the scale of the cordgrass-sediment interactions given
by the width of the cordgrass-sediment kernel. Type IV is characterized by strong scaledependent interactions for both mussels and cordgrass-sediment (Figures 3B,4D). As expected, the patterning of the marsh edge occurs on two spatial scales, driven by both the
mussel and cordgrass-sediment kernels.
Next, for each of the four types, we explore the system’s tolerance to erosion by
investigating how much erosion the system is able to withstand before degrading (Figure
5A). Here, degradation is characterized as marsh recession with little sediment remaining
and no vegetation or mussels. To investigate this, we track the equilibrium densities for
cordgrass and mussels as well as sediment elevation as functions of the erosion rate ψ . In
addition, spatial variance and wavelength (defined as the distance from peak to peak) of
the spatial patterns are plotted as a function of erosion rate ψ in Figure 5B to understand
how the spatial characteristics of the patterns change as erosion worsens and the system
approaches degradation (Dakos et al., 2011; Kéfi et al., 2014; Dakos and Soler-Toscano,
2017; Dakos et al., 2012).
We find that the the system is able to cope with harsher erosion in patterned configurations (Type II, Type III, Type IV) than otherwise would be possible with a uniform
shoreline (Type I). Cordgrass and mussels persist at erosion rates up to 0.34 yr−1 , 0.68
yr−1 , 0.70 yr−1 for type II, III and IV patterned regimes but fail to persist at erosion rates
greater than 0.32 yr−1 for the type I uniform shoreline (Figure 5A). While equilibrium densities decline with erosion rate in all cases, the decline is more gradual for the patterned
regimes than in the uniform case. In addition, the equilibrium densities are higher in the
patterned regimes than in the uniform state, suggesting that the system is more productive
and is able to sustain higher densities through self-organization.
While the Type II regime does not display changes in the shape of the patterns for
varying erosion rates, both Type III and IV regimes exhibit this phenomenon. We find that
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Figure 5: A) Equilibrium densities from numerical simulations for grass and mussels as
well as equilibrium sediment elevation versus erosion rate ψ . While the plots only show
cordgrass density, the behavior is the same for mussel density and sediment elevation.
The final point in each plot corresponds to the last erosion rate at which the system is able
to persist before degradation. Dashed line corresponds to the erosion rate at which the
system collapses in the uniform shoreline (Type I) case. The system is able to persist for
higher erosion rates in all three of the patterned states (Type II, III and IV). The average
density is also higher in patterned states compared to uniform state. Parameters are the
same as in figure 4 with all simulations run on a domain of size 7π with dx = 0.04π , dt = 0.1.
B) Wavelength and variance of spatial patterns for Types II-IV regimes before onset of
degradation.
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both Type III and Type IV regimes display overall decreases in pattern wavelength and
increases in spatial variance as erosion is varied and the system moves towards degradation (Figure 5B). In the Type II regime, the variance decreases as the system moves
towards degradation. This is expected given that the spatial organization of the mussels
does not change and the variance naturally decreases as the system degrades. Further,
the Type III regime is the only one of the three patterned regimes that does not display spatial patterning for extremely weak erosion rates. This is explained by the fact that mussel
interactions in the other two regimes (Type II and Type IV) are strong enough to contribute
to spatial patterning even in the absence of significant erosional forces. In the Type III
regime, the cordgrass-sediment scale-dependent interactions, which are responsible for
the generation of spatial patterns, do not have significant impact for extremely low erosion
rates and result in a uniform marsh edge with spatial patterns emerging for low-moderate
erosion rates.
2.3.0.2

Cordgrass-sediment dynamics

We investigate the nature of self-organization in the absence of mussels and considered
the effect of erosion on the self-organization on the marsh edge. Taking M = 0, the musselfree subsystem becomes:





∂τ G = DG ∂x2 G + G F(S) − cG ,


 ∂τ S = DS ∂x2 S + η − SL(G) + λ S

Z ∞
−∞

P(x′ )G(x − x′ )dx′ ,

(2.3.1)

where F(S) and L(G) are defined as before. Given that the cordgrass-sediment feedback
is the only scale-dependent feedback in this system, we find that as in the full system,
the strength of this interaction dictates whether or not spatial patterning arises. The system displays Type I behavior in the absence of significant scale-dependent feedbacks and
Type III behavior in the presence of significant scale-dependent interactions (same values
of λ are chosen as in the full system). We again investigate the spatial structure of the
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Figure 6: (A) We vary system 3.2.4 for erosion rate ψ for Type I and III regimes. As in
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1050, ω2 = 700, c = 0.0057, η = 0.006, g = 5, ks = 30; ψ = 0.15, σ21 = 0.43, σ22 = 0.68 (B) Wavelength and variance of the spatial patterns are plotted as a function of ψ . As erosion increases, wavelength of the patterns decreases while variance increases, same as Type
III behavior in the full system.
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marsh edge under different erosion conditions by varying erosion rate ψ and calculating
spatial variance and wavelength as the system approaches degradation (characterized
by very little sediment and no grass). The results of the simulations are presented in figure 6 and are similar to the Type III behavior in the full system. Starting from a spatially
uniform steady state, i.e., a flat shore line, a spatially heterogeneous shoreline develops
as erosion becomes stronger. Eventually, erosion is too strong and the marsh collapses
to a degraded unvegetated state consisting of low sediment elevations. As erosion increases, wavelength decreases while spatial variance increases before the system collapses. Again, the system is able to tolerate harsher erosion in a patterned state than
otherwise would be possible in the spatially uniform state.
When we compare Type III patterns in the full and the mussel-free system, we observe
that the spatial patterns in the full system are characterized by slightly shorter wavelengths
than those in the subsystem. This suggests that the presence of mussels modulates the
spatial scale of the spatial patterns, allowing for more narrow peaks to form than is possible
in the absence of mussels.

2.4

Discussion

Ecogeomorphic models of marshes have focused primarily on plant-sediment interactions
(van de Koppel et al., 2005; Priestas and Fagherazzi, 2011; Balke et al., 2012), despite
evidence that ecosystem engineer species can influence the productivity, trophic interactions and stability of the system (Jones et al., 1997; Altieri et al., 2007; Watt et al.,
2010). While the interactions between two such ecosystem engineers, smooth cordgrass
Spartina alternifora and ribbed mussels Geukensia demissa, have been investigated in
the field (Bertness, 1984; Bertness et al., 2015; Angelini et al., 2016), no mathematical
framework of their interactions has been proposed to our knowledge. Here, we propose
a mathematical framework that includes known scale-dependent positive and negative
feedbacks between the species to investigate the resulting spatial heterogeneity.
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Figure 7: (A) An example of a flat, uniform shoreline reminiscent of Type I behavior.
Credit—NOAA National Ocean Service (B) Wide “round” protrusions on the marsh edge.
Photo credit: Chris Neill (C) More narrow “finger-like” protrusions on the marsh edge.
Photo credit: Romuald Lipcius
Despite the relatively simple dynamics of our one-dimensional model, it was able to
capture the self-organization on the marsh edge as a result of scale-dependent feedbacks
between vegetation, mussels and sediment accumulation. The model displays four general types of behavior dictated by the relative strengths of the scale-dependent musselmussel and cordgrass-sediment interactions. The resulting self-organization our model
captures is similar to marsh configurations observed in nature, which range from a uniform shoreline (Figure 7A) to patterns with varying spatial scales, both wide (Figure 7B)
and narrow (Figure 7C). The agreement between the model simulations and field obser23

vations suggests that important pattern-generating processes have been captured in the
model and non-local interactions between plants, mussels, and sediment can drive the
formation of shoreline patterns. The model thus provides further evidence that the presence of scale-dependent interactions is essential for self-organization (Type II, Type III
and Type IV) and that heterogeneous patterns cannot occur in the presence of very weak
scale-dependent interactions (Type I). A key finding is that self-organizations allows the
system to delay degradation and withstand higher erosion rates than otherwise would be
possible in the spatially uniform state. In addition, the system appears to be more productive and is able to sustain greater densities through self-organization. One limitation of our
model is the lack of multiple spatial dimensions as only the dynamics on a one-dimensional
cross-section of the marsh edge were considered. Hence, we were not able to observe
the geometry of the protrusions. In addition, the model is meant to be phenomenological
in nature, omitting processes such as the effect and variation of hydrodynamics and wave
action, more rigorously modeled previously (Fagherazzi et al., 2012).
While it may be difficult to deduce exact erosion conditions from the nature of the spatial patterns, the model can give us some insight nonetheless. First, we find that spatial
variation of marsh boundaries tends to emerge for low to medium erosion rates, whereas
the marsh erodes uniformly for extremely low or severe erosion rates, consistent with previous findings (Leonardi and Fagherazzi, 2014). In addition, the model suggests that the
spatial patterns become more sinusoidal with increasing wave action and erosion rates,
consistent with a previous study in which a significant positive correlation was found between small-scale marsh boundary sinuosity and erosion rate (Priestas et al., 2015). As
erosion increases, the wavelength of the spatial patterns of Type III and IV decreases, resulting in a transition from more wide ”round” patterns to more narrow, finger-like patterns.
This is consistent with field observations as finger-like patterns (Figure 7C) are commonly
associated with areas of moderate to high erosion rates, whereas the more rounded undulations (Figure 7B) are characteristic of areas with low or very high erosion rates. This
change in the wavelength as well as variance of the spatial patterns from wide to more
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narrow patterns at moderate to high erosion provides useful insight into how the system
may adapt to harsh environmental conditions and serve as a warning sign for degradation
(Kéfi et al., 2014; Siteur et al., 2014).
While mussels are commonly found in tidal marsh communities, we find that selforganization of the marsh edge can also occur in their absence from the two-way interactions between vegetation and sediment accumulation. The self-organization in this case
is similar to Type III behavior of the full system, in which the cordgrass-sediment scaledependent interaction is strong while the mussel-mussel scale-dependent interaction is
much weaker. We again find that self-organization allows the marsh edge to cope with
harsher erosion than otherwise would be possible with a uniform shoreline. Apart for
stabilizing the marsh edge, the presence of mussels in the system appears to modulate
the spatial scale of the resulting patterns, allowing for spatial patterns with shorter wavelengths.
Previous studies found that the balance between positive and negative feedbacks
acting on different spatial scales may explain self-organization in mussel beds, semiarid
ecosystems, and various estuarine communities (Klausmeier, 1999; van de Koppel et al.,
2008; Weerman et al., 2010; van de Koppel et al., 2012)) and help increase persistence
and stability of these ecosystems ((Liu et al., 2014; de Paoli et al., 2017). Our model
extends these results to marsh ecosystems and the self-organization that occurs on the
marsh edge. From previous experimental and observational evidence, self-organization
on the marsh edge in the form of undulations with peaks and troughs has been suggested
to improve the stability of the marsh edge on short timescales, while leading to degradation
over longer time scales (Gleason et al., 1979; van de Koppel et al., 2005; Fagherazzi
et al., 2013). Soil nutrient levels increasing due to filtration by mussels can in turn lead to
an increase in aboveground density of cordgrass and a decrease in the overall root and
rhizome structure, eventually facilitating marsh collapse over longer time scales (Deegan
et al., 2012). While our model cannot detect the long-term evolution of the spatial patterns,
it suggests that spatial heterogeneity may increase the system’s short-term stability and
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allow it to withstand conditions of harsher erosion than otherwise would be possible on a
uniform shoreline. As sea-level rise continues to contribute to worsening environmental
conditions, our findings extend important results regarding the mechanism and function
of self-organization to wetland communities and demonstrate the potential value of self
organization for wetland management and restoration.
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2.5
2.5.1

Appendix
Parameterization of model

The erosion rate given by L(G) in the sediment equation in system (3.2.1) represents a
proportion of eroded sediment from the marsh edge. Since erosion rates are usually given
for horizontal marsh erosion, we need to relate that to our measurement of proportion of
vertical sediment erosion. To calculate the total eroded volume of sediment, we multiply
the value of horizontal marsh erosion by the erosion depth (referring to the height of sediment that gets eroded away, roughly equivalent to the height of the marsh above low tide)
and the width of our box (since everything is considered per cubic meter, the width of the
box is 1 m). Finally, we use this to calculate the total eroded volume of sediment. Erosion
depth is usually about 0.5 − 1 m for the microtidal York River and the Chesapeake Region
(Tonelli et al., 2010; Priestas et al., 2015), while typical erosion rates are on the order
of 0.1 − 1m/yr (Fagherazzi, 2013; Rosen, 1980; Hardaway and Byrne, 1999). In addition,
studies following the BP oil spill have investigated the effect of marsh grass on erosion and
concluded that erosion approximately doubles following a transition from average marsh
grass values to a complete loss of marsh vegetation (Silliman et al., 2012), while being five
times higher for no vegetation versus with maximum vegetation (Mariotti and Fagherazzi,
2010). We take this into consideration when choosing parameter values for ψ , g, ks .
We refer to literature regarding the spatial effect of marsh vegetation on sedimentation
dynamics (Bouma et al., 2007, 2009) to estimate the width and strength of the cordgrasssediment kernel. Less is known about the spatial interactions of ribbed mussels; therefore,
the estimates of the mussel kernel are less accurate. The spatial scale of mussel aggregations is much smaller than that of the cordgrass-sediment interactions, and we choose
the mussel kernel width according to this assumption.
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2.5.2

Numerical simulations

All numerical simulations were performed using MATLAB. For the simulation of both the
full system and the mussel-free subsystem, we used an implicit finite difference scheme
to numerically integrate the equations. Although this scheme is more computationally
intensive, it was chosen because it is numerically stable and convergent. The integration
was done over a spatial domain (−l, l) with periodic boundary conditions. Because domain
size plays an important role in the system’s ability to form patterns, a large enough domain
has to be chosen to be able to fit patterns with their characteristic wavelength. We chose
a domain of about 22 m for physical realism. Since the kernel widths and amplitudes
influence the general scale of the patterns, we adjusted the domains accordingly to provide
adequate space for patterns to develop. The integrals were evaluated using the trapz
function in MATLAB, which performs numerical integration using the trapezoidal rule. We
applied Turing’s idea of diffusion driven instability and used a spatially periodic perturbation
of the stable steady state of the corresponding system of ODEs as the initial condition for
our simulations. To simulate dynamics for erosion rates at which the constant steady state
of the corresponding ODEs doesn’t exist, we used the last possible positive steady state
value for subsequent erosion rates. Each new simulation then uses the previous final
state as the initial condition. This continues until the dynamics show a shift to a degraded
state.
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Table 1: Biologically realistic parameters for the full marsh system
Symbol
DˆG
DˆM
D̂S
c
a

ψ

Meaning
cordgrass diffusion coefficient
mussel diffusion coefficient
sediment diffusion coefficient
self-limiting growth rate of
cordgrass
self-limiting growth rate of
mussels
minimum erosion rate

Unit
m2 yr−1
m2 yr−1
m2 yr−1
m2 shoots−1 yr−1
m2
yr−1
yr−1

mussels−1

Value
0.06 - 0.135
0.0
0.876
0.0057

Source
(Adams et al., 2012)
(Liu et al., 2012)
(Liu et al., 2014)
(Yang et al., 2014)

0.0002

(Hardaway and Byrne, 1999)

0.002-0.3

(Hardaway and Byrne, 1999;
Rosen, 1980)
estimated

cordgrass density at which
marsh erosion is halfmaximal
erosion constant in the absence of cordgrass

shoots m−2

30-50

non-dimensional

5

η

sediment deposition rate

m yr−1

0.002-0.006

d

sediment deposition rate of
mussels
intrinsic growth rate of cordgrass
intrinsic growth rate of mussels
controls the rate of increase of
intrinsic cordgrass growth
number of mussels at which
cordgrass growth is halfmaximal
sediment threshold for cordgrass persistence
sediment elevation at which
cordgrass growth is halfmaximal
cordgrass density threshold
for mussel persistence
cordgrass density at which
mussel growth is halfmaximal
strength of nonlocal mussel
interactions
strength
of
nonlocal
cordgrass-sediment
interactions
standard deviation of the excitatory feedback for mussels
standard deviation of the inhibitory feedback for mussels
standard deviation of the excitatory feedback for cordgrass
standard deviation of the inhibitory feedback for cordgrass

m3
yr−1
yr−1

ks

g

p∗
r

ω1
ω2

l1
l1∗

l2
l2∗

α
λ̂
σ11
σ12
σ21
σ22

1.5

(Mariotti and Fagherazzi,
2010; Sheehan and Ellison,
2015)
(Stumpf, 1983; Goodman
et al., 2007)
(Bertness, 1984; Galimany
et al., 2013)
(Yang et al., 2014)

yr−1

0.2-0.4

(Liu et al., 2012)

mussels yr−1 m−2

1050

estimated

mussels m−2

700

estimated

m

0.02

estimated

m

0.06

estimated

shoots m−2

5

estimated

shoots m−2

50

estimated

m2 mussel−1 yr−1

0.0002-0.0008

estimated

m2 shoots−1 yr−1

0.0004-0.3

(Bouma et al., 2007)

m

0.25

(van de Koppel et al., 2008)

m

0.4

(van de Koppel et al., 2008)

m

0.43

(Bouma et al., 2007)

m

0.68

(Bouma et al., 2007)

mussels−1
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Chapter 3
A model of marsh pattern formation
with one ecosystem engineer:
mathematical analysis1

3.1

Introduction

In the previous chapter, we proposed a mathematical framework to investigate the evolution of the marsh edge as a result of scale-dependent interactions between sedimentation dynamics and two common marsh species, ribbed mussels (Geukensia demissa)
and smooth cordgrass (Spartina alterniflora), whose facilitatory nature and positive feedbacks have a significant effect on marsh development and proliferation (Bertness, 1984;
Bertness and Grosholz, 1985; Watt et al., 2010; Altieri et al., 2007). While mussels are
commonly found in tidal marshes, that is not always the case. Since we are interested
in the marsh edge dynamics in the absence of mussels, in this chapter, we focus on the
related model without the mussel population. The goal is to understand which conditions
lead to a spatially varying marsh shoreline versus a spatially uniform marsh shoreline and
1 Sofya

Zaytseva, Junping Shi, and Leah B Shaw. ”Model of pattern formation in marsh ecosystems with nonlocal interactions”. Manuscript submitted for publication, 2019.
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what may be the implications of this spatial heterogeneity. As this system is more mathematically tractable than the original system proposed in Chapter 2, we can obtain more
insight into the model dynamics by studying it analytically and deriving general conditions
for pattern formation.
The interactions in our system are mostly cooperative and the impact of nonlocal
interactions in such systems have not been studied in depth. Given the importance of
facilitation in ecosystem dynamics (Bertness and Callaway, 1994; Halpern et al., 2007;
Silliman et al., 2015; He et al., 2013), it therefore becomes imperative to study nonlocal
interactions in largely cooperative systems. In addition, cooperative systems are likely to
display bistable dynamics and the phenomenon of hysteresis (Kéfi et al., 2016; van de
Koppel et al., 2001). This makes such systems especially prone to collapsing to an irreversible state as environmental conditions gradually worsen and a tipping point is reached
(Dakos et al., 2011; Kéfi et al., 2014, 2016). Pattern formation has previously been suggested as a possible coping mechanism, allowing such systems to escape degradation
past their tipping point (Chen et al., 2015). In the previous chapter, we explored this aspect
in our model numerically and also found this to be the case. In this chapter, we are able
to derive analytical results regarding the observed pattern formation, allowing us understand the nature of the pattern formation in more details. Due to the reported degradation
of tidal marsh habitats around the world, the study of pattern formation in these systems
becomes particularly important.
This chapter is organized as follows: In Section 3.2, we introduce the nonlocal reactiondiffusion model. Section 3.3 includes analysis and simulation results. By approximating
our model using a steady state biharmonic approximation, we are able to derive conditions
for the emergence of spatial patterns in our system. We then use numerical simulations
to confirm our theoretical findings. Some concluding remarks are made in Section 3.4.
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3.2

Model

We consider the two-way interactions between marsh grass and sediment. Marsh grass
binds sediment, stabilizes the marsh edge and attenuates wave energy, helping to mitigate effects of erosion (Gleason et al., 1979; Gedan et al., 2011; Ysebaert et al., 2011;
Möller et al., 2014). As a consequence of reduced erosion, the increased sediment levels promote vegetation growth by decreasing tidal currents (Nyman et al., 1993; van de
Koppel et al., 2005). Along with these local interactions, there is a nonlocal interaction
that occurs between marsh vegetation and sediment (K. van Wesenbeeck et al., 2008;
Schwarz et al., 2015; Bouma et al., 2009; Van Hulzen et al., 2007). Over short distances,
marsh vegetation enhances sediment accretion through the attenuation of hydrodynamic
energy, contributing to short-range activation. However, as the water gets diverted to
the surrounding areas, those areas erode more quickly, contributing to long-range inhibition (Bouma et al., 2007; Balke et al., 2012; Bouma et al., 2013; Fagherazzi et al., 2013;
Fagherazzi, 2014). Incorporating all the above mentioned interactions, we obtain the following system:
















∂τ Ĝ = D̂Ĝ ∂x2 Ĝ + Ĝ F̂(Ŝ) − cĜ ,
|
{z
}
Logistic growth

x ∈ R, τ > 0,
Z ∞

∂τ Ŝ
η
− ŜL̂(Ĝ) + λ̂ Ŝ
P(x′ )Ĝ(x − x′ )dx′ , x ∈ R, τ > 0,

|{z}
|
{z
}
−∞


{z
}

Deposition Erosion |


Nonlocal deposition/erosion





Ĝ(x, 0) = Ĝ0 (x, 0) ≥ 0, Ŝ(x, 0) = Sˆ0 (x, 0) ≥ 0,
x ∈ R.
= D̂Ŝ ∂x2 Ŝ +

where
F̂(Ŝ) =

p∗ (Ŝ − l1 )
ψ (Ĝ + ks g)
, L̂(Ĝ) =
,
∗
Ŝ + l1
Ĝ + ks

with
p∗ , c, l1 , l1∗ , ψ , ks , g, η , λ̂ ≥ 0.
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(3.2.1)

We consider the change in grass shoot density Ĝ(x,t) (shoots/m2 ) and sediment height
Ŝ(x,t) (meters) on an infinite domain with x ∈ R, which represents the one-dimensional
horizontal cross-section of the marsh edge (see Figure 8). We assume logistic growth
for the grass density and make an adjustment for the obligatory nature of grass-sediment
interactions where below some minimum sediment height l1 , grass cannot persist. For the
sediment equation, we include the baseline sediment deposition η (van de Koppel et al.,
2005; Liu et al., 2012, 2014). The erosion term is a decreasing function of grass density
with g > 1 where ψ g corresponds to the minimum erosion rate in the total absence of grass
(Mariotti and Fagherazzi, 2010; Silliman et al., 2012). In addition, each equation also
includes a diffusion term to quantify spread along the shoreline with diffusion coefficients
D̂Ĝ and D̂Ŝ . To model the scale-dependent interactions, we use a convolution term with a
Mexican-hat kernel function P(x):


x2  1
x2 i
1 h1
P(x) = √
exp − 2 − exp − 2 , σ1 < σ2 .
σ2
2σ1
2 σ2
2π σ1

(3.2.2)

The choice of the kernel function is appropriate given the nature of the scale-dependent
feedback with short-range positive interactions and long-range negative interactions. There
are three main parameters that control the shape of the kernel: λ̂ , which modulates the
amplitude and variances σ12 and σ22 , which specify the scale of the excitatory and inhibitory
interactions, respectively. Further, the kernel function P(x) is symmetric and satisfies the
following property:

Z ∞
−∞

P(x)dx = 0.

(3.2.3)

For mathematical simplification, we non-dimensionalize system (3.2.1) by using the
following rescaling:
t = p∗ τ , G =

c
ψg
Ĝ, S =
Ŝ.
∗
p
η
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Figure 8: Illustration of the cross-section of marsh edge used to model the marsh dynamics.
Then the original system (3.2.1) becomes:










∂t G = DG ∂x2 G + G F(S) − G ,
Z


2
∂t S = DS ∂x S + ϕ − L(G)S + 1 + λ S

x ∈ R,t > 0,
∞


−∞




G(x, 0) = G (x, 0) ≥ 0, S(x, 0) = S (x, 0) ≥ 0,
0
0

P(x′ )G(x − x′ )dx′ , x ∈ R,t > 0,

(3.2.4)

x ∈ R.

with
F(S) =

S − e1
δ G + e3
, L(G) =
,
S + p1
G + e3

(3.2.5)

and P(x) still defined as before. The new parameters are all positive with the following
rescaling:

ψ gl1∗
ks c
1
ψ gl1
, p1 =
, e3 = ∗ , δ =
η
η
p
g
ψg
λ̂
D̂G
D̂S
ϕ = ∗ , DG = ∗ , DS = ∗ , λ = .
p
p
p
c

e1 =

Not only does this rescaling simplify the notation, but it also allows for an easier interpretation of the functional forms of F(S) and L(G) (See Figure 15 in the Appendix 3.5).
The scaled intrinsic growth rate of grass is now between 0 and 1, and we can think of the
threshold e1 as the minimum amount of sediment necessary for the persistence of grass.
Similarly, the erosion term given by L(G) is scaled to be between δ and 1 for ease of
interpretation.
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3.3

Results

In classic Turing models, spatially patterned solutions result from symmetry-breaking instability in which an otherwise stable spatially uniform steady state can become destabilized by the addition of diffusion and lead to the emergence of spatial patterns. The
condition for the emergence of spatial patterns is contingent on the idea that the species
in the model diffuse at significantly different rates, with the activator species diffusing much
more slowly than the inhibitor species. The conditions for such a Turing-instability can be
derived by performing a linear stability analysis around the positive steady state to obtain
conditions under which the addition of diffusion acts to destabilize the system. Our model
differs from the classic Turing model in that it lacks the classic activator-inhibitor dynamics
and includes an additional kernel function term that models the scale-dependent feedback
between grass and sediment volume. Assuming that the kernel function has a limited effect at relatively large distances, we can perform a biharmonic approximation of our system
and decompose the integral term into two terms involving just partial derivatives, corresponding to short-range positive interactions and long-range negative interactions. We
can then perform a linear stability analysis around the positive steady state and derive
conditions under which this state is destabilized and leads to the emergence of a spatially
periodic solution. Therefore, we first consider the spatially independent dynamics of our
model and derive conditions under which the positive steady state is stable in the corresponding system of ODEs and then use these results to understand the spatial dynamics
of the full model.

3.3.1

Spatially homogeneous model

Let’s assume that G and S do not vary and are spatially constant. Then, we can use the
property in (3.2.3) and drop both the diffusion and integral terms. In this way, we are left
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with the following spatially independent system:



dG


= G F(S) − G , t > 0,
dt

 dS = ϕ (−L(G)S + 1), t > 0.
dt
We look for spatially uniform steady states (G∗ , S∗ ) of (3.3.1) which satisfy

(3.3.1)

dG
dt

= 0 and

dS
dt

=

0. There are two such types of steady states: the degraded (grass-free) state ES = (0, 1)
1
and the coexistence state EGS = (G∗ , L(G
∗ ) ) with both grass and sediment present, where
1
G∗ satisfies G = F( L(G)
). Since we are interested in physically realistic positive steady

states, the coexistence state EGS exists if and only if

1
L(G∗ )

> e1 .

We first consider the degraded state ES = (0, 1) and its stability. This result is summarized below.
Proposition 3.3.1. The degraded steady state ES = (0, 1) is locally asymptotically stable
with respect to (3.3.1) if e1 > 1 and is unstable with respect to (3.3.1) if e1 < 1.
Proof. The Jacobian matrix J of (3.3.1) evaluated at ES = (0, 1) is given by:




0 
 F(1)
JES = 
.
dL
−ϕ dG −ϕ L(0)
1−e1
The two corresponding eigenvalues are λ1 = F(1) = 1+p
and λ2 = −ϕ L(0) = −ϕ . It is clear
1

that λ2 is always negative. Further, λ1 =

1−e1
p1 +1

is negative for e1 > 1. Therefore, the steady

state ES is locally asymptotically stable for e1 > 1 and unstable for e1 < 1.
The parameter e1 is the minimal steady state sediment elevation needed for the persistence of grass. For the trivial steady state ES = (0, 1), as long as e1 > 1, its value will
exceed the steady state value of sediment, leading to a negative growth rate for grass and
a stable trivial state.
1
∗
We now consider the positive coexistence steady state EGS = (G∗ , L(G
∗ ) ) where G
1
satisfies G = F( L(G)
) and obtain the following theorem:
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Theorem 3.3.2. Suppose that p1 , e1 , e3 , ϕ > 0 and 0 < δ < 1. Let
A = 1 + p1 δ , B = −1 + e3 + p1 e3 .

(3.3.2)

1. (Case I) If B + δ < 0, then there exists a saddle-node bifurcation point e1 = e∗1 > 1
such that (3.3.1) has one positive steady state (G∗+ , L(G1 ∗ ) ) for 0 < e1 ≤ 1 and e1 = e∗1 ,
+

two positive steady states

(G∗± , L(G1 ± ) )

for 1 < e1 <

e∗1 ,

and no positive steady state for

e1 > e∗1 . The bifurcation point e∗1 is defined as follows:
q
2e3 A(δ 2 + Bδ − Ae3 ) + (2Ae3 − Bδ ) A2 e23 − Ae3 δ (B + δ )
q
e∗1 =
.
δ 2 A2 e23 − Ae3 δ (B + δ )

(3.3.3)

2. (Case II) If B + δ ≥ 0, then there exists a unique positive steady state (G∗+ , L(G1 ∗ ) ) for all
+

0 < e1 < 1, and no positive steady state for e1 ≥ 1.
1
Proof. We can rewrite G = F( L(G)
) as

G=

1
L(G) − e1
1
L(G) + p1

1−G
− p1 G
L(G)
e3 − BG − AG2
=⇒ e1 =
:= K(G),
Gδ + e3
=⇒ e1 =

(3.3.4)

where A and B are defined as in (3.3.2). The function K(G) from (3.3.4) crosses the horizontal axis at
G±
K

=

−B ±

p
B2 + 4e3 A
.
2A

(3.3.5)

Since A ≥ 0, the roots in (3.3.5) have to be of opposite sign. Therefore, the graph of
K(G) has one positive and one negative root. Note that the vertical asymptote of K(G) is
irrelevant as it is located where G is negative and outside of the physically realistic range.
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K(G)

K(G)

e∗1
1

1

Grass

Grass

Case I
(a)

Case II
(b)

Figure 9: Schematics representations of parameter regimes for the positive coexistence
steady state EGS . Case I corresponds to the scenario where marsh vegetation is very
1−δ
efficient at reducing erosion and e3 < 1+p
. The horizontal values represent various values
1
of e1 . We see that for e1 > 1, we have two real, positive steady states. They eventually
collide and disappear in a saddle node bifurcation e∗1 . For Case II, the case of less efficient
vegetation, we see that for e1 ≥ 1, there are no positive steady states and for e1 < 1, there
is only one.
Differentiating K(G) in (3.3.4) with respect to G yields:
−B − 2AG − δ K(G) −AG(2e3 + δ G) − e3 (B + δ )
=
δ G + e3
(δ G + e3 )2
−L(G) − L′ (G)(1 − G)
=
− p1 ,
L(G)2

K ′ (G) =

(3.3.6)

and
K(0) = 1, K ′ (0) =

−(B + δ )
,
e3

(3.3.7)

Further, we can set K ′ (G) = 0 to obtain the maximum and minimum points of the function:

G̃± =

q
δ)
−e3 ± e23 − e3 δ (B+
A

δ

.

(3.3.8)

We then have two cases arising depending on the sign of K ′ (0) in (3.3.7) (Figure 9).
Case I. The first case corresponds to B + δ < 0 and a more physically realistic parameter
regime where grass is more effective at attenuating erosion. In this parameter regime,

δ is smaller and therefore, the erosion rate decays faster as a function of grass. From
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(3.3.8), it is clear that G̃− < 0 < G̃+ and there exists only one peak for positive values of G,
given by the value of G̃+ . Further, since K(0) = 1, this means that for e1 < 1, there exists
only one positive steady state and for e1 > 1, there exist two positive steady states (Figure
9a). The two positive steady states collide and annihilate each other at the saddle-node
bifurcation point e∗1 , given by:

e∗1 = K(G̃+ ) =

2e3

A(δ 2 + Bδ

q
− Ae3 ) + (2Ae3 − Bδ ) A2 e23 − Ae3 δ (B + δ )
q
.
δ 2 A2 e23 − Ae3 δ (B + δ )

Case II Case II corresponds to B + δ ≥ 0, a parameter regime in which cordgrass is less
effective at attenuating sediment erosion. From (3.3.8), it is clear that G̃− < G̃+ < 0 and
there exist no peaks for positive values of G. Therefore, since K(0) = 1, for e1 < 1, we have
one positive steady state, while for e1 > 1 there is no positive steady state (Figure 9b).
Now that we know how many positive steady states can be expected, we evaluate
their stability and obtain the following theorem:
Theorem 3.3.3. Suppose that p1 , e1 , e3 , ϕ > 0, 0 < δ < 1 and let A and B be defined as in
∗ ) defined as:
(3.3.2). For the positive steady states EGS = (G∗± , S±

G∗± =
∗
S±
=

−(e1 δ + B) ±
G∗± + e3
,
δ G∗± + e3

p

(e1 δ + B)2 − 4Ae3 (e1 − 1)
,
2A

(3.3.9)

we have the following cases:
1. (Case I) Let B + δ < 0. For 1 < e1 < e∗1 where e∗1 is defined as in (3.3.3), the high density
positive steady state (G∗+ , L(G1 ∗ ) ) is locally asymptotically stable and the low density
+

positive steady state

(G∗− , L(G1 ∗ ) )
−

is unstable. For 0 < e1 ≤ 1, there is only one positive

steady state (G∗+ , L(G1 ∗ ) ) which is locally asymptotically stable.
+

2. (Case II) Let B + δ ≥ 0. Then, for all 0 < e1 < 1, the unique positive steady state
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(G∗+ , L(G1 ∗ ) ) is locally asymptotically stable.
+

Proof. We first evaluate the Jacobian matrix J of system (3.3.1) at the positive steady state
EGS . This is given by:



1
−G∗
G∗ F ′ ( L(G
∗ ) )

J(EGS ) = 
.
1
∗
′
∗
−ϕ L(G∗ ) L (G ) −ϕ L(G )
This is just the general form of the Jacobian evaluated at the positive steady state type.
From Theorem 3.3.2, we can have either two such positive states (high and low) or just
one, depending on the parameter regime. We will consider both cases in this proof. We
note the special form of the Jacobian matrix, reflecting the cooperative nature of our sys

− +
J=
.
+ −

tem:

From J, we can define the trace and determinant as follows:
Tr J = −G∗ − ϕ L(G∗ ),

 1 
1
∗ ′
∗ ′
G L (G )F
.
Det J = ϕ G L(G ) + ϕ
L(G∗ )
L(G∗ )
∗

∗

In order for EGS to be locally asymptotically stable, we need Tr J < 0 and Det J > 0. Since
L(G∗ ) ≥ 0 and G∗ is a positive quantity, the trace of J is always negative. Note that since
Tr J < 0, a Hopf bifurcation cannot occur from the positive steady state. Therefore, to
assess stability, we need to determine the sign of Det J. Using (3.3.4) and (3.3.6), we can
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rewrite Det J in terms of K ′ (G) to obtain:

Det J = ϕ G∗ L(G∗ ) +

1
1 
′
∗ ′
L
(G
)F
(
)
L(G∗ )
L(G∗ )

1
p1 + e1 
′
∗
= ϕ G∗ L(G∗ ) +
L
(G
)
1
2
L(G∗ )
( L(G
∗ ) + p1 )


= ϕ G∗ L(G∗ ) +

= ϕ G∗ L(G∗ ) +

∗

1−G
∗
p1 + L(G
∗ ) − p1 G
1
′
∗
L (G )
1
2
L(G∗ )
( L(G
∗ ) + p1 )
L′ (G∗ )(1 − G∗ ) 

1 + L(G∗ )p1

′
∗ 2
∗ 
∗ −K (G )L (G )
= ϕG
.
1 + L(G∗ )p1

From equation (3.3.4), we can solve the steady states explicitly as in (3.3.9). We now
consider two cases from Theorem 3.3.2. For Case I, both low and high steady states
∗ ) and (G∗ , S∗ ) are positive, while for Case II, only the high positive steady state
(G∗+ , S+
− −
∗ ) is positive. These are the steady states we consider and assess their stability.
(G∗+ , S+

Case I For Case I (B + δ < 0), we have the following scenarios:
∗ ) and (G∗ , S∗ ). From the
• (i) For 1 < e1 < e∗1 , there are two positive steady states (G∗+ , S+
− −

definitions of the steady states in (3.3.9), it follows that
q
−e1 δ − B > (e1 δ + B)2 − 4Ae3 (e1 − 1) > 0,

(3.3.10)

(e1 δ + B) > 4A(e1 e3 − e3 ).
2

Evaluating K ′ (G) from equation (3.3.6) at G = G∗+ and G = G∗− yields:
K ′ (G∗+ ) =
K

with

′

(G∗− ) =

−2δ (−e1 δ − B)2 − 2δ (−e1 δ − B)C + 8δ Ae3 (e1 − 1) − 4Ae3C
,
4A(δ G∗+ + e3 )2
−2δ (−e1 δ − B)2 + 2δ (−e1 δ − B)C + 8δ Ae3 (e1 − 1) + 4Ae3C
,
4A(δ G∗− + e3 )2
q
C = (e1 δ + B)2 − 4Ae3 (e1 − 1) > 0.
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(3.3.11)

Using conditions from (3.3.10), we can show:

K

′

(G∗+ ) =

−2δ (−e1 δ − B)2 − 2δ (−e1 δ − B)C + 8δ Ae3 (e1 − 1) − 4Ae3C
4A(δ G∗+ + e3 )2

−2δ (−e1 δ − B)2 − 2δ (−e1 δ − B)C + 2δ (e1 δ + B)2 − 4Ae3C
4A(δ G∗+ + e3 )2
−2δ (−e1 δ − B)C − 4Ae3C
=
< 0,
4A(δ G∗+ + e3 )2
<

(3.3.12)

and
K ′ (G∗− ) =

−2δ (−e1 δ − B)2 + 2δ (−e1 δ − B)C + 8δ Ae3 (e1 − 1) + 4Ae3C
4A(δ G∗− + e3 )2

−2δ (−e1 δ − B)2 + 2δ C2 + 8δ Ae3 (e1 − 1) + 4Ae3C
4A(δ G∗− + e3 )2
4Ae3C
=
> 0.
4A(δ G∗− + e3 )2
>

(3.3.13)

∗ ) branch, Det J evaluated at (G∗ , S∗ ) is positive
Therefore, since K ′ (G) < 0 on the (G∗+ , S+
+ +
∗ ) is locally asymptotically stable. Similarly, since K ′ (G) > 0 on the (G∗ , S∗ )
and (G∗+ , S+
− −
∗ ) is negative and (G∗ , S∗ ) is unstable.
branch, Det J evaluated at (G∗− , S−
− −

• (ii) For 0 < e1 ≤ 1, there is only one positive steady state branch corresponding to
(G∗+ , L(G1 ∗ ) ). Further, we can show that
+

0 < −δ − B < −e1 δ − B.
∗ ) is
From (3.3.11), it then follows that K ′ (G∗+ ) < 0. Since Det J evaluated at (G∗+ , S+
∗ ) is locally asymptotically stable.
positive, (G∗+ , S+

Case II For Case II (B + δ ≥ 0) , there is a unique positive steady state branch correspond∗ ). From equation (3.3.6) it is clear that K ′ (G) < 0 for all positive values of G.
ing to (G∗+ , S+
∗ ) is positive, the steady state (G∗ , S∗ ) is locally
Therefore, since Det J evaluated at (G∗+ , S+
+ +

asymptotically stable.
The results from Proposition 3.3.1, Theorem 3.3.2 and Theorem 3.3.3 are summa42
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Figure 10: Bifurcation diagrams plotted using MatCont (Dhooge et al., 2008) for Case I with
a saddle-node (SNB) bifurcation happening at e1 = 1.16 and a transcritical (TB) bifurcation
happening at e1 = 1 and Case II with only a transcritical bifurcation happening at e1 = 1.
Parameters used in Case I: p1 = 3.5, ϕ = 0.14, e3 = 0.1140, δ = 1/7. Parameters used in
Case II: p1 = 0.5, ϕ = 0.14, e3 = 0.5, δ = 0.3.
rized in Figure 10. In Case I, the system displays bistability for values 1 < e1 < e∗1 , where
both the high positive steady state and the trivial steady state are stable, separated by
an unstable positive steady state branch. The two positive steady states then merge in a
saddle-node bifurcation at e∗1 , after which only the stable trivial steady state ES remains.
Bistability is not surprising given the highly cooperative nature of this system and large
role that the grass plays in erosion mitigation. In Case II, which corresponds to the scenario where grass is less effective at attenuating erosion, the unique stable positive state
gradually decreases and eventually undergoes a transcritical bifurcation at e1 = 1 at which
it exchanges stability with the trivial steady state ES . Note that the positive steady state in
Case II ceases to exist for smaller values of e1 than in Case I. This is intuitive as Case I
corresponds to a more cooperative parameter regime that makes population persistence
more possible.

3.3.2

Generalized cooperative system with nonlocal interactions

We now consider the spatially extended system to investigate the emergence of a patterned solution. Given the complexity of the spatially extended system (3.2.4), we carry
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out a steady state biharmonic approximation of this system, allowing us to perform linear
stability analysis on the approximated system and gain insight into the dynamics of the
original system (3.2.4) (Murray, 2001; D’Odorico et al., 2006; Borgogno et al., 2009).
Let’s consider the following general form of our system (3.2.4):








∂t u = d11 ∂x2 u + f (u, v),
∂t v = d22 ∂x2 v + g(u, v) + λ v

Z ∞

x ∈ R,t > 0,
P(x − x′ )u(x′ )dx′ , x ∈ R,t > 0,


−∞




u(x, 0) = u (x) ≥ 0, v(x, 0) = v (x) ≥ 0,
0
0

(3.3.14)

x ∈ R.

where P(x) is defined the same as in (3.2.2), and f , g are general smooth functions. Following standard procedure, we assume the kernel has a limited effect at relatively large
distances and perform a Taylor’s expansion of the integral term around x′ = x (Murray,
2001, pages 482-489):
Z ∞
−∞
Z ∞

′

′

′

P(x − x )u(x )dx =

Z ∞

P(z)u(x − z)dz

−∞
z2

h
i
∂ u(x)
∂ 2 u(x) z3 ∂ 3 u(x) z4 ∂ 4 u(x)
+
−
+
− · · · dz.
=
P(z) u(x) − z
∂x
2! ∂ x2
3! ∂ x3
4! ∂ x4
−∞
This is a reasonable assumption in the context of our model as the scale-dependent grasssediment feedback is thought to occur on a relatively small spatial scale (1 − 4 meters).
We can then define the moments Pm in the following way:
1
Pm =
m!

Z ∞
−∞

zm P(z)dz, m = 0, 1, 2, · · ·

Given the symmetry of the kernel P(x), the odd-power moments vanish, as does P0 since
R∞

−∞ P(x

′ )dx′

= 0. From the specific form of the Mexican-hat kernel in (3.2.2), we can obtain

exact expressions for P2 and P4 in term of the variances σ1 and σ2 of the excitatory and
inhibitory effects, respectively:

P2 =

σ12 − σ22
σ 4 − σ24
< 0, P4 = 1
< 0.
2
8
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(3.3.15)

Truncating the expansion at the fourth partial derivative, the original system (3.3.14) can
now be approximated by the following biharmonic system (Bates and Ren, 1996, 1997;
Couteron and Lejeune, 2001):








∂t u = d11 ∂x2 u + f (u, v),

x ∈ R,t > 0,

∂t v = d22 ∂x2 v + g(u, v) + λ v(P2 ∂x2 u + P4 ∂x4 u), x ∈ R,t > 0,





u(x, 0) = u0 (x, 0) ≥ 0, v(x, 0) = v0 (x, 0) ≥ 0,
x ∈ R.

(3.3.16)

In this way, the evolution of u and v now depends not only on their own diffusion as in the
classic reaction-diffusion system, but also on the additional short-range cross-diffusion ∂x2 u
and long-range cross-diffusion ∂x4 u terms. Here, λ P2 and λ P4 represent the corresponding
cross-diffusion coefficients. We are interested in the conditions that lead to the emergence
of a spatially patterned solution in such a system. In general, spatial patterns arise in such
systems through Turing instability, a symmetry breaking mechanism in which an otherwise
stable spatially uniform steady state is destabilized by the addition of diffusion and crossdiffusion terms. To derive conditions for such an instability, we perform a classic Turing
type linear stability analysis on the approximated system (3.3.16).
We expand our system (3.3.16) about a spatially uniform positive steady state (u∗ , v∗ )
with u∗ > 0 and v∗ > 0. Substituting
u(x,t) = u∗ + w1 (x,t), |w1 (x,t)| ≪ u∗ ,
v(x,t) = v∗ + w2 (x,t), |w2 (x,t)| ≪ v∗ ,

into (3.3.16) and dropping any nonlinear terms, the resulting linearized system about
(u∗ , v∗ ) becomes:
Wt = JW + D∇2 W + H∇4 W,

45

(3.3.17)

with









 w1 (x,t)
 d11 0 
 0 0 
 fu fv 
W(x,t) = 
, D = 
, H = 
,J = 

w2 (x,t)
d21 d22
h1 0
gu gv

,
(u∗ ,v∗ )

(3.3.18)
where
d21 = λ v∗ P2 < 0, h1 = λ v∗ P4 < 0; d11 , d22 > 0.

(3.3.19)

Here, we consider a cooperative form of J with fu , gv < 0 and fv , gu > 0:




 − + 
J=
,
+ −

(3.3.20)

Note that this is different from the classic Turing model activator-inhibitor form of J where
fu and gv are of opposite sign.
Following standard convention, we let


  
 w1 (x,t)  a α t+ikx
W (x,t) = 
.
 =  e
w2 (x,t)
b

(3.3.21)

Here, a and b are constants, and k is the corresponding wavenumber, with 1/k being proportional to the wavelength of the emergent patterns. Since eikx is periodic and bounded,
the sign of α plays an important role in determining whether these small perturbations
away from the steady state will grow or decay.
Substituting (3.3.21) into (3.3.17) and looking for a nontrivial solution, we require

|α I − J + k2 D − k4 H| =

α + d11 k2 − fu
−gu + k2 d21 − k4 h1
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− fv

α + d22

k2 − g

= 0.
v

(3.3.22)

This yields the following dispersion relation:

α 2 − b(k2 )α + c(k2 ) = 0,

(3.3.23)

where
b(k2 ) = Tr J − k2 Tr D,

(3.3.24)

c(k ) = (Det D − fv h1 )k − (d11 gv + d22 fu − fv d21 )k + Det J.
2

4

2

Using this dispersion relation, we can then derive conditions for Turing type instability,
summarized in the following theorem:
Theorem 3.3.4. Let (u∗ , v∗ ) be a constant steady state solution of (3.3.16) with D defined
as in (3.3.18) with d11 , d22 > 0 and P2 < 0 and P4 < 0 defined in (3.3.15). Also, let J be
defined as in (3.3.20) with fu , gv < 0 and fv , gu > 0. If
Det J > 0,
p
p
d11 gv + d22 fu − fv λ v∗ P2 > 2 Det(D) − fv λ v∗ P4 Det(J) > 0,

(3.3.25)

then (u∗ , v∗ ) is locally asymptotically stable with respect to the corresponding ODE system,
but is unstable with respect to system (3.3.16).
Proof. The solution to (3.3.23) yields:

α± (k2 ) =

b(k2 ) ±

p
[b(k2 )]2 − 4c(k2 )
.
2

(3.3.26)

Note that k2 = 0 corresponds to the spatially homogeneous case. For Turing instability,
we require the spatially homogeneous state (u∗ , v∗ ) to be stable in the absence of spatial
variation (k2 = 0). Therefore, for k2 = 0, the eigenvalues given in (3.3.26) have to be negative. This occurs when the trace of J is negative and the determinant of J is positive. From
the special form of our matrix J in (3.3.20), it is clear that the trace of J is always negative,
and from the first assumption in (3.3.25) know that the determinant of J is positive. So
(u∗ , v∗ ) is locally asymptotically stable with respect to the corresponding ODE system.
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For the emergence of a non-constant spatially periodic solution, we further require
that for some k2 ̸= 0, Re(α+ (k2 )) > 0, guaranteeing that the perturbation will grow. Since
Tr D > 0 and Tr J < 0, a necessary but not sufficient condition is that
c(k2 ) < 0 for some k2 ∈ R+ .

This happens as long as the following condition is satisfied:
d11 gv + d22 fu − fv d21 > 0.

(3.3.27)

2 > 0. MiniUnder the condition (3.3.27), the minimum of c(k2 ) is achieved at some k2 = km

mizing c(k2 ) with respect to k2 yields:

cmin = min c(k2 ) = c(km ) = Det(J) −
k2

(d11 gv + d22 fu − fv d21 )2 2
d11 gv + d22 fu − fv d21
, km =
.
4(Det(D) − fv h1 )
2(Det(D) − fv h1 )
(3.3.28)

Guaranteeing that cmin < 0, we then have the following final condition:

d11 gv + d22 fu − fv d21 > 2

p
√
Det D − fv h1 Det J.

(3.3.29)

Now, the same range of wavenumbers k that makes c(k2 ) < 0 in (3.3.24) also guarantees that Re(α (k2 )) > 0. We can further calculate the relevant range of wavenumbers
2 < k2 < k2 by computing the zeros of the function c(k2 ) such that c(k2 ) = c(k2 ) = 0. Then
k−
+
−
+

2
k−

=

<

B(J, D) −

B(J, D) +

p

B(J, D)2 − 4 Det J(Det D − fv h1 )
< k2
2(Det D − fv h1 )

p
B(J, D)2 − 4 Det J(Det D − fv h1 )
2
= k+
,
2(Det D − fv h1 )

(3.3.30)

where
B(J, D) = d11 gv + d22 fu − fv λ v∗ P2
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(3.3.31)

Figure 11: Parameter space of Turing-like instability satisfying conditions (3.3.34) for various values of P2 and P4 with fixed λ . Note that increasing the value of λ , results in a larger
parameter space. It is also clear that patterns are possible even in the absence of the
fourth order term (P4 = 0). The following parameters are used: N = 0.06, M = −0.13, det J =
0.004, det D = 0.024 derived from the original model with e1 = 1.05, p1 = 3.5, ϕ = 0.14, e3 =
0.1140, δ = 1/7, DG = 0.04, DS = 0.6.
The spatial patterns that emerge have a corresponding wavelength ω , defined as

ω=

2π
,
km

with km defined in (3.3.28) in the interval (3.3.30) and the one for which the positive eigenvalue α+ (k2 ) from (3.3.26) achieves a maximum, corresponding to the most unstable and
fastest growing mode.
We can gain further insight into the result from Theorem 3.3.4 by visualizing the instability conditions in the P2 P4 -plane (Figure 11). Letting
M = d11 gv + d22 fu , N = fv v∗ ,

(3.3.32)

the second stability condition from Theorem 3.3.4 is equivalent to

(M − λ NP2 )2 − 4 Det(J)(Det(D) − λ NP4 ) > 0.

(3.3.33)

Further rearrangement of (3.3.33) leads to the following condition for the instability of the
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uniform solution:

P4 >

−P22 N 2 λ 2 + 2P2 MN λ − (M 2 − 4 Det(J) Det(D))
.
4N Det(J)λ

(3.3.34)

Additionally, we have

M 2 − 4 Det(D) Det(J) = (d11 gv − d22 fu )2 + 4d11 d22 fv gu > 0.

(3.3.35)

Note that the first stability condition from (3.3.25) in Theorem 3.3.4 is independent of P2 , P4
and λ . Therefore, given that this first condition holds, rearranging the other instability condition in Theorem 3.3.4 in the form of (3.3.34) and using (3.3.35) as well as the fact that
M < 0 and N > 0, it is clear that the instability region corresponds to the area to the left
of the downward facing parabola defined on the right hand side of (3.3.34) in the fourth
quadrant of the P2 P4 -plane (Figure 11). Without the activator-inhibitor dynamics, a cooperative system cannot be destabilized by diffusion alone. Theorem 3.3.4 makes it clear
that the additional cross-diffusion terms given by P2 and P4 make spatial heterogeneous
patterns possible in this cooperative system. In particular, the cross-diffusion term with
P2 plays a crucial role in the pattern forming mechanism since in its absence (P2 = 0), the
term c(k2 ) from the dispersion relation in (3.3.23) can never be negative for any k2 . Since
the biharmonic parameter P4 acts as a stabilizing force, we also note that as its absolute
value increases, the window for spatial patterns decreases (Figure 11). Increasing the
value of the strength parameter λ offsets the effect of the biharmonic parameter P4 and
increases the size of the window in which spatial patterns are possible. We note that in
the absence of the biharmonic long-range cross-diffusion term (P4 = 0), the conditions for
Turing instability can still be satisfied. In this case, the system is reduced to a special case
of the reaction-diffusion model with cross-diffusion, for which Turing instability conditions
have been previously derived (Madzvamuse et al., 2015).
Previous results in this section took into consideration the system on an infinite domain R. In such a system, we will always find an unstable mode k2 in the interval (3.3.30)
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if the conditions in Theorem 3.3.4 are satisfied. Numerical simulations require the choice
of a finite domain with specific boundary conditions. Therefore, we now consider the scenario on a bounded domain T = (−l, l) with periodic boundary conditions, where the size
of T also affects the pattern formation. This is a more restrictive situation than the infinite
domain scenario as the wavenumbers k are now discrete and depend on the size of the
domain. In this case, we shall understand that the solution (u, v) on T are periodically
extended to R so the integral terms in the original system is still integrated on R.
The result for the bounded domain case is summarized in the following corollary:
Corollary 3.3.5. Consider (3.3.16) on a finite domain T = {x ∈ R : −l < x < l} and the
following periodic boundary conditions:
u(−l,t) = u(l,t), ux (−l,t) = ux (l,t),

(3.3.36)

v(−l,t) = v(l,t), vx (−l,t) = vx (l,t).
Let (u∗ , v∗ ) be a constant steady state solution of (3.3.16) with D defined as in (3.3.18) with
d11 , d22 > 0 and P2 < 0 and P4 < 0 defined in (3.3.15). Also, let J be defined as in (3.3.20)
with fu , gv < 0 and fv , gu > 0. If
Det J > 0,
 π 2
p
d11 gv + d22 fu − fv λ v∗ P2 − 2 Det J(Det D − fv λ v∗ P4 ) >
(Det D − fv λ v∗ P4 ),
l

(3.3.37)

then (u∗ , v∗ ) is locally asymptotically stable with respect to the corresponding ODE system,
but is unstable with respect to system (3.3.16) on T with boundary condition (3.3.36).
Moreover the most unstable mode is given by n ∈ N such that

2
α (km
) = α+

n2 π 2
l2




= max α+
i∈N


i2 π 2
,
l2

(3.3.38)

where α+ (k2 ) is defined in (3.3.26), and the corresponding wavelength is ω = 2π /km = 2l/n.
Proof. The non-constant eigenfunctions that satisfy the corresponding eigenvalue prob51

lem ϕ ′′ + λ ϕ = 0 on the domain (−l, l) with periodic boundary conditions are of the following
form





iπ x
iπ x
ϕi (x) = a1 sin
+ a2 cos
, i ∈ N,
l
l
2 < k2 =
and the corresponding eigenvalues are ki = (iπ /l)2 for i ∈ N. Now, when 0 < k−
i
2 for some i ∈ N, where k and k are defined in (3.3.30), the eigenvalue α (k2 )
(iπ /l)2 < k+
+ i
−
+

defined in (3.3.23) is positive for this i.
We then note that the discrete wavenumber k increases by π /l with each i. Therefore,
2 , k2 ), it is
to guarantee that we have at least one k2 = (iπ /l)2 in the interval given by (k−
+

sufficient that the length of the interval (k− , k+ ) is larger than π /l (Shi et al., 2011). Using
2
2
(k+ − k− )2 = (k−
+ k+
) − 2k1+ k2− >

 π 2
l

,

and the expressions of k− and k+ in (3.3.30), we obtain the second instability condition in
(3.3.37). Now, for an interval of length 2l, if the instability conditions (3.3.37) are satisfied,
then a spatially patterned solution will emerge with the corresponding wavenumber k = iπ /l
2 , k2 ). The most unstable wavenumber k is the one that maximizes
such that k2 ∈ (k−
m
+

α+ (k2 ) in (3.3.26).
The second instability condition in (3.3.37) also defines a minimal length lm for the
emergence of the spatial patterns:
s
l > lm = π

Det D − fv λ v∗ P4
p
.
d11 gv + d22 fu − fv λ v∗ P2 − 2 Det J(Det D − fv λ v∗ P4 )

This implies that in numerical simulations, if one chooses l < lm , then no spatial patterns
can be observed. On the other hand, when the length l is large, then the interval (k− , k+ )
may contain multiple unstable wavenumbers k = iπ /l, and the spatial patterns with all
these wavenumebrs are possible but the one with most unstable wavenumber km is the
one most likely to be observed.
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a)

b)

c)

d)

Figure 12: Spatial patterns produced through simulations of the biharmonic system
(3.3.39) (panels a) and b) ) and original system (3.3.16) (panels c) and d) ) with Case
I parameters: DG = 0.04, DS = 0.6, λ = 40, e1 = 0.7, p1 = 3.5, f = 0.14, e3 = 0.1140, δ = 17
corresponding to the steady state values G∗ = 0.33, S∗ = 2.75. For the scale-dependent
parameters, we use σ1 = 0.43 and σ2 = .68 in the original model and corresponding values of P2 = −0.1388 and P4 = −0.0225 for the biharmonic model. Both simulations are
performed on a bounded domain T = (−l, l) = (−7π , 7π ). All parameters are chosen to
satisfy conditions from (3.3.40). Panels a) and c) show temporal evolution of the grass
density while panels b) and d) show the final steady state of grass after 1000 time units.
The characteristic wavelength is accurately predicted as ω = 147π .

3.3.3

Grass-sediment cooperative system with nonlocal interactions

We now apply these results to our Grass-Sediment system (3.2.4). The biharmonic approximation yields the following approximated system:










∂t G = DG ∂x2 G + G F(S) − G ,

x ∈ R,t > 0

∂t S = DS ∂x2 S + ϕ (−L(G)S + 1) + λ S(P2 ∂x2 G + P4 ∂x4 G), x ∈ R,t > 0





G(x, 0) = G0 (x, 0) ≥ 0, S(x, 0) = S0 (x, 0) ≥ 0,
x ∈ R,
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(3.3.39)

with F(S), L(G), P2 and P4 defined previously in Sections 2 and 3.2. From Section 3.1, at
∗ ) defined in (3.3.9), we have:
the stable uniform positive steady state (G∗+ , S+

fu = −G∗+ , fv = G∗+ F ′ (
gu = −ϕ

1
),
L(G∗+ )

1
L′ (G∗+ ), gv = −ϕ L(G∗+ ).
∗
L(G+ )

Note that the cooperative form of this system with fv , gu > 0 and fu , gv < 0. For numerical simulations, we consider this system on a finite domain T = (−l, l) and the following
periodic boundary conditions:
G(−l,t) = G(l,t), Gx (−l,t) = Gx (l,t),
S(−l,t) = S(l,t), Sx (−l,t) = Sx (l,t).
Using the results from Theorem 3.3.4 and Corollary 3.3.5, we have the following condition
necessary for Turing instability on T :
 π 2
p
p
DG gv + DS fu − fv λ S∗ P2 − 2 Det(D) − fv λ S∗ P4 Det(J) >
(Det D − fv λ S∗ P4 ),
l
(3.3.40)
where



D=


DG

λ S∗ P2





0 
 fu fv 
, J = 

DS
gu gv

.
(G∗ ,S∗ )

For Case I parameter regime from Section 3.1, we choose: e1 = 0.7, p1 = 3.5, f =
0.14, e3 = 0.1140, δ = 1/7. We then choose DG = 0.04, DS = 0.6, λ = 40 for our nonlocal
parameter values to satisfy the instability conditions (3.3.40) and numerically integrate the
biharmonic system (3.3.39) on T = (−l, l) = (−7π , 7π ). We find that a spatially patterned
solution emerges, as predicted (Figure 12) and these simulations are also consistent with
numerical simulations of the original system (3.2.4), suggesting that the theoretical results
derived from the biharmonic system can be applied to the original system to give insight
regarding under what conditions a spatially patterned solution emerges. The eigenvalue
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Figure 13: Panel a) displays the final steady states of grass after 1800 time units in the
biharmonic system (3.3.39) for various values of P2 , P4 and λ . Note that the value of λ has
to be adjusted to offset increasing P4 in order for patterns to emerge. Biologically realistic
parameters are chosen such that conditions (3.3.40) are satisfied: e1 = 1.05, p1 = 3.5, ϕ =
0.14, e3 = 0.1140, δ = 1/7, DG = 0.04, DS = 0.6. Panel b) displays plots of kernel functions in
(3.2.2) corresponding to parameters P2 and P4 from panel a) with larger values of parameter
P4 resulting in wider kernels.

α+ (k2 ) is given by:
p
(−0.37858 − 0.64k2 )2 − 0.44393k4 + 1.35564k2 − 0.03963
α+ (k2 ) = −0.1893 − 0.32k2 +
.
2
(3.3.41)
Furthermore, on the domain T = (−7π , 7π ), the range of wavenumbers for which the corresponding eigenvalue α+ (k2 ) is positive is given by:

2
k−

2

= 0.0295 < k =

iπ
7π

2
2
< 3.0242 = k+
, i ∈ N.

(3.3.42)

It can be calculated that for 2 ≤ i ≤ 12, (3.3.42) is satisfied, and when i = 7, α+ (k2 ) is
maximized. Hence the characteristic wavelength of the emerging patterns is ω = 2l/7 =
2π . This is consistent with simulation results which show 7 peaks (Figure 12). Similar
results are obtained for Case II parameter regime (see Figure 16 in the Appendix 3.5.)
Previously, we used biologically realistic parameters to perform all numerical simulations, including realistic parameters for the scale-dependent feedback (P2 , P4 , λ ). Now,
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Figure 14: We numerically integrate the fourth order biharmonic system (3.3.39) for different kernel widths (P4 ) and kernel strengths (λ ). Similarly, simulations of the original system
(3.2.4) are performed for the corresponding kernel parameters σ1 and σ2 calculated from
(3.3.15). All simulations are run over the same domain T = (−7π , 7π ) with the following parameters: DG = 0.04, DS = 0.6, e1 = 1.05, p1 = 3.5, ϕ = 0.14, e3 = 0.1140, δ = 1/7, P2 = −0.05.
The region of instability derived from Corollary 3.3.5 corresponds to the area above the
dotted blue curve. The results shown in green correspond to the instances where spatial
patterns emerge for both the biharmonic system (3.3.39) and the original system (3.2.4),
while the results in yellow correspond to instances where patterns emerged only for the
original system (3.2.4). It is clear that the theoretical results from Corollary 3.3.5 (light blue
curve) are consistent with the numerical simulations of the biharmonic system (region in
green) and less consistent with the original system (region in yellow). Although these results are not as consistent, it is clear that the theoretical results can nonetheless be used
to predict the formation of patterns in the original system (3.2.4).
.
we are interested in how varying these scale-dependent feedback parameters may affect
the nature of the spatial patterns in system (3.3.39). As predicted in Section 3.2, since
the biharmonic term P4 acts as a stabilizing force, as its value gets larger, the window
for spatial patterns decreases and a larger value of λ is necessary to offset its effect and
allow spatial patterns to emerge (Figure 13a). In addition, choosing a larger value of P4
results in an overall increase in the pattern wavelength (Figure 13a). This result can also
be interpreted in the context of how the coefficients P2 and P4 are related to the shape of
the kernel in (3.2.2) in the original system (3.2.4) (Figure 13b). The coefficient P2 mea56

sures the difference of the variances σ1 and σ2 of the excitatory and inhibitory interactions,
respectively. The coefficient P4 is related to kurtosis and controls the weight of the kernel’s
tails while λ modulates the amplitude of the Mexican-hat kernel. Since for a fixed value
of P2 , an increase in P4 results in a wider, flatter kernel shape, the wider the range of the
long-range effects given by P4 , the stronger these interactions need to be (given by λ ) to
have a significant effect and lead to the formation of spatial patterns. This makes biological sense, since the intensity of scale-dependent interactions tend to dissipate over larger
distances and therefore need to be amplified to have any effect on spatial heterogeneity
over longer ranges. In addition, we see that wider kernels result in wider spatial patterns
characterized by longer wavelengths. Again, this makes biological sense as one would
expect the scale of the spatial interactions to influence the resulting spatial patterns.
Finally, we compare our analytic results with numerical simulations of the approximated biharmonic system (3.3.39) and the original system (3.2.4) (Figure 14). The analytic
results from (3.3.40) are consistent with numerical simulations of the biharmonic system
and the original system. However, we note that the onset of patterns in the original system occurs sooner than in the biharmonic system. Nonetheless, this result suggests that
using the biharmonic system can help find the relevant parameter regime in which spatial
patterns are possible in the original system and gain understanding into how the nature of
the scale-dependent feedbacks affects the development of spatial patterns.

3.4

Discussion

We investigate a phenomenological model to describe the dynamics of the marsh edge in
terms of two-way interactions between marsh grass Spartina alternifora and sedimentation. In nature, the marsh edge can frequently be observed in a number of configurations
ranging from a spatially uniform to a more wave-like shoreline. The interest of this chapter lies in understanding whether the well-known scale-dependent (nonlocal) feedback
between marsh vegetation and sedimentation can lead to spatially variable shoreline con57

figurations. Marsh grass promotes sediment accretion in its immediate surroundings by
slowing down current acts as a facilitation mechanism. In turn, the diverted water flow
contributes to increased erosion further away and acts as an inhibitory mechanism. We
propose a system of reaction-diffusion equations with an additional integral term with a
Mexican-hat kernel function that describes the nature of this scale-dependent feedback.
Our system is highly cooperative; as cooperative systems often lack the classic activatorinhibitor mechanism necessary for pattern formation, it becomes of interest how and under
what conditions spatial patterns may develop.
We perform a biharmonic approximation of our system and carry out analysis on the
simpler biharmonic system that expresses the kernel function as separate short-range
and long-range diffusion terms. Using the more mathematically tractable biharmonic system, we are then able to derive general condition for the formation of spatial patterns in a
cooperative system such as ours. Further, using numerical simulations, we confirm that
the biharmonic model, while an approximation, is consistent with the original model, and
therefore we can apply the theoretical results from the biharmonic system to help gain
insight into the formation of patterns in the original system. We parameterize the kernel
function using a set of reasonable parameters from literature and find that spatial patterns
can develop, given that the scale-dependent interactions between marsh vegetation and
sediment dynamics are strong enough. The model thus provides further evidence that the
presence of scale-dependent interactions is essential for pattern formation and that heterogeneous patterns cannot occur in the presence of weak scale-dependent interactions.
Not surprisingly, we find that the choice of wider kernels tend to produce wider spatial
patterns (characterized by longer wavelengths) and vice versa. The nature and strength
of the grass-sediment scale-dependent interactions depends on many factors such as the
underlying hydrodynamics and sediment composition, the exact spatial scale (corresponding to the widths of the Mexican-hat kernel) and relative strength of the scale-dependent
feedback are difficult to estimate in the field and can vary substantially. We use one possible set of biologically realistic parameters for the kernel function (Table 1) and find that
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the patterns that emerge in simulations occur on a spatial scale consistent with what can
observed in nature (4-10 meters between peaks) (Vandenbruwaene et al., 2011).
Furthermore, we find that there are two possible parameter regimes in the system.
The first regime is especially of interest as it corresponds to a more realistic scenario
where marsh vegetation is effective at attenuating erosion through the binding of sediment
and decreasing the effect of wave erosion. Given the strong facilitatory nature of the
grass-sediment interactions, bistability takes place in this parameter regime. In general,
bistable dynamics makes a system especially prone to collapsing to an irreversible state
as environmental conditions gradually worsen and a tipping point is reached (Dakos et al.,
2011; Kéfi et al., 2014, 2016) through the phenomenon of hysteresis. Pattern formation
has previously been suggested as a possible coping mechanism for systems close to
degradation (Chen et al., 2015). The analysis in this chapter gives more insight into this
phenomenon, discussed in the previous chapter, as we found that pattern formation allows
the marsh edge to cope with harsher erosion through spatial variation. As before, one
limitation of our model is the lack of multiple spatial dimensions as only the dynamics on
a one-dimensional cross-section of the marsh edge were considered. Hence, we were
not able to observe the geometry of the protrusions. In addition, the model is meant to
be phenomenological in nature, omitting processes such as the effect and variation of
hydrodynamics and wave action, modeled in more detail previously (Fagherazzi et al.,
2012). Despite the relatively simple dynamics of our one-dimensional model, it is able to
capture the pattern formation on the marsh edge as a result of scale-dependent feedbacks
between vegetation and sediment accumulation. In addition, the results in this chapter can
be generalized to any cooperative system with scale-dependent feedbacks in the form of
short-range activation and long-range inhibition, described using a Mexican-hat kernel
function.
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Figure 15: Functions a) F(S) and b) L(G) from (3.2.5)
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3.5

Appendix

Figure 15 shows the plot of the functional forms of F(S) and L(G). Figure (16) shows numerical simulations of both the biharmonic system (3.3.39) and the original system (3.2.4)
for the parameter regime in Case II from Section 3.1. We see that a spatially patterned
solution emerges if the instability conditions in (3.3.40) are satisfied. Table 1 shows the
biologically realistic parameters for the original system and their sources. We use the parameter values from Table 1 to obtain the new re-scaled parameters from Section 3.2 to
use in all numerical simulations performed in this chapter. All numerical simulations in this
chapter are performed using MATLAB. We evaluate all integrals using the trapz function
in MATLAB, which performs numerical integration using the trapezoidal rule. For the convolution term, we evaluate the integral of the product of the kernel and the periodically extended solution on the interval (−3l, 3l), to make sure an adequate number of kernels are
considered in calculating the net effect. To numerically integrate the biharmonic system,
we use an explicit finite differencing scheme in MATLAB. This scheme is less computationally intensive, and is easier to implement, given the extra biharmonic term. For both
models, the numerical simulations are performed on a spatial domain (−l, l) with l = 7π
with periodic boundary conditions. We apply Turing’s idea of diffusion driven instability
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Figure 16: Spatial patterns produced through simulations of the biharmonic system
(3.3.39) (panels a) and b) ) and original system (3.3.16) (panels c) and d) ) with Case
II parameters:DG = 0.04, DS = 0.6, λ = 40, e1 = 0.7, p1 = 0.5, f = 0.14, e3 = 0.5, δ = 0.3. For
the scale-dependent parameters, we use σ1 = 0.43 and σ2 = .68 in the original model and
corresponding values of P2 = −0.1388 and P4 = −0.0225 for the biharmonic model. Both
simulations are performed on a bounded domain T = (−7π , 7π ). All parameters are chosen to satisfy conditions from (3.3.40). Panels a) and c) show temporal evolution of the
grass density while panels b) and d) show the final steady state of grass after 1000 time
units. The characteristic wavelength is accurately predicted as ω = 147π .
.
and use a spatially periodic perturbation of the stable steady state of the corresponding
system of ODEs as the initial condition for our simulations.
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Chapter 4
Intertidal oyster reef communities:
analysis of remotely sensed data

4.1

Background

In this chapter, we focus on another ecosystem engineer, the Eastern oyster (Crassostrea
virginica), which has long been an important source of food and income along the Atlantic and Gulf of Mexico coasts (Kirby, 2004). Not only do oyster fisheries support the
economies of coastal regions, but their presence is vital for proper nutrient cycling, ecosystem stability, improving water quality, preventing land erosion in the face of sea-level rise
and mitigating disease risk to humans and wildlife (Coen et al., 2007; Peterson et al.,
2003). Despite being a resilient species, the Eastern oyster population has been reduced
to less than one percent of historic levels over the last century due to unregulated harvesting, habitat degradation, pollution and disease (Kirby, 2004; Woods et al., 2005). Because of the oyster’s importance for the region, much focus has been aimed at restoring
oyster reef habitats. Many resources are already being directed towards oyster restoration, with such agencies as NOAA and the United States Army Corps of Engineers heavily
involved in restoration projects (U.S. Army Corps of Engineers, 2012). Developing more
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informed guidelines remains a key objective for optimal allocation of resources and successful restoration of the oyster population (Grabowski and Peterson, 2007; Baggett et al.,
2015). The 2009 Chesapeake Bay Protection and Restoration Executive Order 13508,
which declared the Chesapeake Bay a ”national treasure,” further highlighted the need
and importance of oyster restoration given their critical role in the region (Office of the
Press Secretary , 2009).
Oysters spend most of their life sessile and in dense aggregations with other oysters,
attached to a hard surface such as rock, dead oyster shells or marine debris, and together
constitute oyster reefs. The most common strategy in oyster restoration is construction of
artificial reefs, which provide more oyster habitat and promote successful settlement and
persistence of the oyster population (La Peyre et al., 2014; Woods et al., 2005; Schulte
et al., 2009). Much of the restoration efforts have focused on understanding the formation of natural oyster reefs. The hope is that understanding the way natural reefs develop
can inform restoration efforts and better guide the construction of artificial reefs (Miller,
2002). Besides considering water temperature, salinity, substrate material, bottom hardness, food availability and oyster larvae abundance when building artificial reefs, the importance of reef structure should not be underestimated. Studies have shown that reef
height plays an important role in oyster survival. Oysters in low-relief reefs may be more
prone to sediment burial, while those that reside in high-relief reefs may spend less time
submerged during tidal flooding and have limited opportunity to feed (Colden and Lipcius,
2015; Jordan-Cooley et al., 2011), suggesting that more intermediate reef heights may be
more successful in reef restoration. In addition to reef height, experimental evidence suggests that the choice of the initial reef shape can lead to varying degrees of success in reef
persistence due to the interaction of reefs with tidal flow (Colden et al., 2016). While dead
shell is the natural substrate for oyster reefs, it is becoming an increasingly expensive and
scarce resource (Theuerkauf et al., 2015), promoting the use of alternative building materials such as rock, granite and concrete. It is therefore important to consider the overall
shape of artificial reefs not just to facilitate their expansion but also to optimize the costs
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Figure 17: Types of oyster reefs found in the study area with blue arrow indicating the
direction of the water flow, corresponding to visual observation during incoming tide. a)
Fringing reef (elongated reef parallel to flow). b) Patch reef (circular reef with no specific
flow direction). c) String reef (elongated reef perpendicular to flow.)
of their construction.
Three main oyster reef morphologies have been observed in various regions along
the Atlantic coast: string reefs (perpendicular to flow) and fringing reefs (parallel to flow)
are characterized by low width to length ratios, while patch reefs have a width to length
ratio approaching one (Smith et al., 2003; Powell et al., 1995; Bahr and Lanier, 1981; Byers et al., 2015; Woods et al., 2004; Haven and Whitcomb, 1983) (see Figure 17). While
these configurations are commonly observed in nature, the mechanisms producing them
and the role that a reef’s orientation to flow plays in its persistence are still not well understood. In the beginning of the 20th century, C. Grave published a series of papers on
the natural development of intertidal string reefs (Grave and Brooks, 1901; Grave, 1903;
Grave et al., 1904) and their relationship with flow. His objective was to understand the
way oyster reefs formed naturally and to apply it in oyster reef construction to enhance oyster populations and facilitate their persistence. While this series of papers was published
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over a century ago, it has greatly impacted much subsequent research on reef formation
(Bahr and Lanier, 1981; Woods et al., 2004). Following Grave’s work, field observations
describing characteristics of various reef morphologies have frequently appeared in literature. For example, in an earlier study conducted on subtidal reefs on the James River in
Virginia, USA, reefs of various configurations (elongated, patchy) and orientation (parallel and perpendicular to main channel) have been observed in different parts of the river
characterized by different depths and flow conditions (Haven and Whitcomb, 1983). Other
studies have also noted the differences in reef geometries in other areas (Woods et al.,
2005, 2004). Tidal flow affects the dispersal of suspended materials in the water column,
playing a big role in oyster feeding and larval recruitment (Lenihan et al., 1996; Campbell
and Hall, 2018). Therefore, the variation of oyster reef morphologies with flow conditions is expected but remains understudied in the literature. Few research efforts have
focused on this aspect, and a more rigorous investigation into the interaction of reefs with
hydrodynamics, geophysical processes, and each other is necessary to supplement field
observations and inform restoration efforts.
While collecting data on individual reefs in the field is tedious and costly, the use of
remote sensing technology can be an efficient and inexpensive way to investigate large
scale oyster reef habitats. Remotely sensed imagery has already been used to map and
investigate entire oyster reef habitats in South Carolina and Florida (NOAA Coastal Services Center, 2003; Schill et al., 2006; Grizzle et al., 2002; Garvis et al., 2015), with less
focus aimed at the investigation of the structure and dynamics of individual reefs.
Most of what is currently known about reef geometry has been mostly anecdotal, with
no comprehensive, quantitative study of reef pattern formation carried out. In this chapter,
we present a comprehensive quantitative analysis of remotely sensed aerial imagery of
a historic intertidal oyster reef network near Wachapreague, Virginia, in conjunction with
information on tidal flow dynamics and bathymetry. Three main questions drive this research: Do oyster reefs exhibit three fundamental, natural reef geometries as described
in past literature? What is the spatial distribution of different reef types (i.e., is their dis65

tribution in the landscape random)? and Do similar reefs tend to be aggregated in the
landscape? The chosen study site provides an ideal place to answer these questions as it
contains undisturbed reef structures of various configurations (see Figure 17). Using texture and color properties of the aerial imagery, we identify and delineate over six thousand
individual reefs. We then classify reefs into natural classes based on geometric attributes
such as reef shape, size and orientation. Finally, we use multiple spatial analysis techniques to determine the spatial clustering of different reef types and investigate the role of
flow and bathymetry in their spatial distribution.
This chapter is structured as follows. In Section 4.2, we outline the methodology
for data collection, image classification and reef pattern analysis. All findings regarding
oyster reef geometry are presented in Section 4.3. A discussion regarding the findings,
their significance and future directions is outlined in Section 4.4.

4.2
4.2.1

Methods
Study site and data acquisition

For this study, we consider the intertidal area near Wachapreague, Virginia. This is a
large area (roughly 0.94 km2 ) separated by a channel with many reef structures found
on either side. The reasons for focusing on this specific site are twofold. Not only does
this site contain reefs of various geometric configurations, but it has remained largely
undisturbed, allowing us to study the natural reef formation. We use a DJI Phantom 4
Pro drone to survey the oyster reef network during low tide conditions in the winter time
(ideal conditions for oyster habitat study), flying at the altitude of 120 meters. Given the
fragility of the area and the inaccessibility of the reefs, three additional drone surveys of
select areas are collected at lower flying altitudes (60, 35 and 18 meters, respectively) to
be used to ground truth and verify the classification results (see Figure 18).
The drone imagery is geometrically corrected, allowing for accurate measures of dis-
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tances and making such imagery suitable for spatial analysis. The raw JPEG images are
stitched together using the PrecisionMapper Software. The final output is a three-banded
RGB (red, green and blue) raster TIFF file, with each band carrying information on the
reflectance in the visible range of the electromagnetic spectrum. Because of the absence
of a Real-time kinematic (RTK) system on the DJI drone, there are inaccuracies in the
imagery that are remedied by georeferencing the image using Google Earth imagery.
For depth data, we use the digital elevation model (DEM) produced through the 3D
Elevation Program (3DEP) (U.S. Geological Survey, 2015). This DEM is produced using
high resolution light detection and ranging (lidar) source data of one-meter or higher resolution. For tidal flow data, we use the output of the SCHISM (Semi-implicit Cross-scale
Hydroscience Integrated System Model) numerical model (Shen, 2019), a derivative product built from the original SELFE modeling system (Zhang and Baptista, 2008; Zhang et al.,
2016). The model output consists of a total of 96 time points corresponding to two days
(or four cycles) of tidal data with the corresponding u and v velocity components. Due to
the cyclical nature of the data, we focus on one full day (two tidal cycles) and aggregate
it to extract the maximum speeds during the ebb and flood tides and their corresponding
directions (with respect to true north).
All imagery and data are projected using the North America 1983 UTM Zone 18N coordinate system. All consequent image classification, data management, data processing
and spatial analysis are done using ArcMap 10.4.

4.2.2

Image processing and classification

4.2.2.1

Classification

To map the reef network at the scale of individual reefs, it is necessary to identify oyster reef boundaries from the imagery in an efficient and reproducible way. Classification
of remotely sensed data remains a challenge due to the high inter and intra class variability of pixels, complexity of landscape, post-processing and shortcomings of classifica67
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Figure 18: a) Location of the drone survey site. b) The imagery gathered in the drone
survey at 3.07 cm/px resolution. c) Additional surveys flown at lower altitudes resulting in
1.56, 0.88 and 0.42 cm/px resolutions, respectively.
tion approaches (Sameen et al., 2018; Lu and Weng, 2007). Intertidal habitats pose an
additional challenge for classification due to the presence of water, reflections, and partially submerged features (Vincent, 2006; NOAA Coastal Services Center, 2003; Grizzle
et al., 2002). While the human eye is good at recognizing patterns, manual delineation of
the reefs is inefficient and can introduce user bias, making automated classification the
more desirable route. Traditional image classification methods are pixel-based, assigning
individual pixels into groups corresponding to different classes (e.g., water, vegetation,
buildings, etc.). More recently, methods involving object-oriented classification and deep
learning have also shown much promise (Chen et al., 2014; Hsieh et al., 2017).
The choice of classification approach depends on the objective of the research and
resources available. Image classification can be supervised or unsupervised. Supervised
classification requires additional training data and is therefore ideal when prior knowledge
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Figure 19: Select areas of the intertidal region and their corresponding texture measures
(corresponding to texture calculated using the first (Red) band) in the insets on the right. It
is evident that texture can provide yet another additional layer of information besides just
the color properties and help to differentiate reefs from their surroundings.
of the study site is available. Training data contains representative pixel samples for each
class that needs to be identified, and spectral statistics for each class are calculated (ESRI,
2019). The algorithm used in this dissertation for supervised classification is Maximum
Likelihood Classification, which uses the training data to assign each pixel into the class
to which it has the highest probability of belonging. Unsupervised image classification
does not require training data and prior knowledge of the study site but may also yield
less accurate results. The algorithm used in this type of classification is ISODATA, which
clusters pixels in a way that minimizes within-cluster variability (Jensen and Lulla, 1987).
Frequently, RGB and Near Infrared (NIR) spectral bands are used in image classifica69

Figure 20: a) The different cover classes considered in this study. b) Pixels from different
cover classes have similar spectral properties across the first two RG bands, making it difficult to differentiate between the classes. In particular, the oyster class and the sediment
class are hard to distinguish. c) Yet another illustration that in the third band B, plotted
on the x-axis, the spectral properties across classes are similar, especially for sediment
and oyster classes. d) It is evident that the addition of texture (band 4, calculated using
the Red band), plotted on the y-axis, helps differentiate between the sediment and oyster
classes.
tion. In our data, the RGB bands may not provide enough information to distinguish oyster
reefs from their surroundings, due to the heterogeneity of the intertidal area and intermixing of sediment, oyster and algae. We hypothesize that using an additional measure of
image texture can help to differentiate between rough reef surfaces and their surroundings, when used in conjunction with the information on color. Image texture refers to the
spatial arrangement of pixels within a neighborhood of a particular size. Some examples
of texture measures include standard deviation and various Haralick texture features computed from Gray Level Co-occurrence Matrices (GLCM) such as entropy and correlation
(Blondel et al., 1998; Haralick et al., 1973; Brown et al., 2011; Schwartz and Pedrini, 2004;
Valarmathie et al., 2016; Maillard, 2003). Seafloor characterization and medical applica-
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tions such as tumor detection are just some of the applications in which texture is commonly used for image classification (Blondel and Sichi, 2009; Gebejes and Huertas, 2013;
Valarmathie et al., 2016; Li and Meng, 2009; John et al., 2012). In this study, we choose a
simple standard deviation statistic as a texture measure, with each pixel being assigned a
texture value that corresponds to the standard deviation of all pixel values around it within
a window of a specified size. To calculate texture of the entire image, we use a 15 by
15 pixel moving window (corresponding to roughly a 0.25 m2 window), which is smaller
than the minimum reef size and should be sufficient to differentiate between a reef and
its surroundings. As we have a total of three color bands (RGB), texture is calculated for
each of the three bands. The result of this is a six banded image with three original color
bands (RGB) and three corresponding texture bands. Comparing the original image to its
textured counterpart suggests that texture does a good job at differentiating the reefs from
their surroundings (Figure 19 and 20). Before running classification, it is ideal to reduce
the dimensions of the data. As it is not clear which texture band is best at differentiating
reefs, we perform principal component analysis on all six bands, only keeping the first four
bands which explain the most variation in the data.
To better focus on our region of interest, we first select a smaller area within the available imagery (large enough to contain reefs on either side of the main channel) and use it
to perform both unsupervised and supervised image classification and compare their performance (see Figure 21). The first method is unsupervised classification using ISOData
algorithm with and without texture. Since an initial number of classes is necessary for
the ISOData algorithm, we choose 30 classes to guarantee a better distinction between
features. Using visual inspection of the original imagery and additional drone surveys, we
then merge these classes into four distinct categories: oyster, algae, water and sediment.
The second method is supervised classification using the Maximum Likelihood algorithm
with and without texture. To generate training data, we choose sample pixels for distinct
cover classes such as oyster reef, water, sediment and algae. For the oyster class, we
only consider the high relief parts of the reef exposed during low tide as submerged reefs
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Figure 21: The region outlined in purple box indicates the part of the study area used in
comparison of classification methods.
introduce more complexity into the classification. Samples are selected to provide clearly
distinguishable examples of each class, as represented by the compactness of their histograms. We only choose representative samples from each class that can be visibly
identified without doubt as belonging to a respective class type. Further, for each class,
the points are selected in such a way as to make sure that they are evenly distributed
throughout the study area. This is done to avoid undersampling and biasing the classes
towards a particular region in the study area.
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Figure 22: Comparison of unsupervised classification with and without texture in two
different locations corresponding to the left and right columns. a) Texture significantly
enhances the classification as individual reefs can be made out more clearly upon visual inspection. b) Unsupervised classification without texture produces the worst results,
many misclassified pixels and indistinguishable oyster reefs. c) Segmenting the textured
image prior to running unsupervised classification enhances the classification and results
in more filled-in reef structures.
Due to the high-resolution nature of the imagery, we further propose that segmentation of the image containing information on color and texture may aid in delineating the
reef features. This is a technique that’s often used to eliminate the salt and pepper effect
of images and can produce a cleaner image for classification. Segmentation is a major
part of object-oriented image classification and works by grouping similar pixels together
into larger objects that share the same spectral characteristics and then using either supervised or unsupervised classification on the objects versus the individual pixels. Not
only does this approach result in a cleaner image, but it allows for the estimation of the
shapes of objects (as contrasted to individual pixels, which have uniform shapes). We
perform segmentation in ArcMap using the “Segment Mean Shift” Tool, which requires the
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specification of three parameters - the level of spectral detail, the level of spatial detail and
the minimum size of a segment. These parameters specify the overall smoothness and
the level of differentiation between parts of the image based on their spectral and spatial
properties. The nature of segmentation is sensitive to the parameter choice. While there
is no definite method in choosing the parameters, it ultimately depends on the user’s goal
and which features should be emphasized; for example, a parameterization that results
in larger objects may be more appropriate for classification of distinct features (such as
reefs), while a parameterization that results in smaller objects may be more appropriate for
more precise classification of surfaces (such as the contents of individual reefs). One not
only has to consider the final result of the segmentation but also time efficiency since the
processing time for lower spatial and spectral parameter values is longer due to smoothing. We perform several segmentations using various parameter values and choose the
one that yields the best visual results in terms of identifying the reefs from everything else
(see Figure 39 in Appendix 4.5.1). To better distinguish between features, we choose a
higher spectral detail allowing for differentiation of features that have similar spectral characteristics such as sediment and oyster reef. To detect shape and size, we choose a lower
value of spatial detail to obtain a smoother image and more encompassing classes (giving
less importance to occasional sediment and algae pixels found within oyster reefs). We
then perform unsupervised classification on the segmented image and compare it to the
other classification results.
The method that performs best in terms of classifying the most oyster pixels correctly will then used for the classification of the entire area. To compare the classification
methods and assess their accuracy, we choose a total of four hundred randomly sampled
points with one hundred points corresponding to each of the four cover classes (oyster
reef, sediment, water and algae). A total of 400 random latitude and longitude points are
dropped and assigned using the original imagery as well as the higher resolution imagery
from the additional surveys. We do this until we have exactly 100 points for each class.
For the cases where a point is hard to classify, we remove this point, and replace it with
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the closest point to it that represents that class. We then use this final set of four hundred
ground truth points to assess the accuracy of the classification methods.
For each method, we generate a confusion (or error) matrix, which provides an estimate of the proportion of the randomly sampled points that are identified correctly in the
classified image. The confusion matrix also displays other useful measures of accuracy.
One such measure is the total accuracy, which corresponds to the overall number of correctly identified pixels divided by the total number of sample pixels. Another commonly
used measure of accuracy is the Kappa statistic, which computes the agreement between
actual values and classified values expected by pure chance. The confusion matrix also
displays the user’s and producer’s accuracy for each class, which indicates how the classifier is performing by class. The user’s accuracy is considered from the point of view of the
user and indicates the reliability of the classification, or the probability that a pixel classified into a given category actually represents that category on the ground. The producer’s
accuracy is considered from the point of view of the producer of the map and indicates
how well the ground truth points are classified. Since our goal is to compare the accuracy
between the different methods, these are sufficient for making such a comparison.
In the end, we perform a total of five different methods and assess the accuracy
for each one: unsupervised classification with (1) and without texture (2), unsupervised
classification with texture and segmentation (3), and supervised classification with (4) and
without texture (5).
4.2.2.2

Method selection

Evidence from both visual inspection (Figures 22 and 23) and quantitative accuracy metrics (see Figures 40 and 41 in Appendix 4.5.1) indicates that methods including texture improve classification results. In unsupervised classification, the addition of texture improves
the results with overall accuracy increasing from 0.58 to 0.69 (Figure 40 in Appendix 4.5.1).
For supervised classification, the addition of texture also increases the overall accuracy
from 0.78 to 0.84 (Figure 41 in Appendix 4.5.1). While supervised classification both with
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Figure 23: Comparison of supervised classification with and without texture in two different locations corresponding to the left and right columns. While both methods perform
well, the additional of texture helps identify the individual reef shapes more clearly.
and without texture performs better overall than the unsupervised approach, we note that
when considering just the oyster reef class, the unsupervised classification method with
texture as well as with segmentation identified the most ground truth oyster samples correctly (with the producer’s accuracy of 0.78 and 0.74, respectively as compared to 0.70 for
supervised classification with texture). We note that while the overall accuracy values for
all classification methods are not particularly high, this is expected with imagery of such
fine resolution.
The results of this study show that unsupervised classification may be optimal for
efficiency. Further, it has the benefits of not requiring training samples, precluding the
need to invest time in creating such data. This is especially important when working with a
complex landscape such as the intertidal region, where identifying features on the ground
visually may be difficult and time-consuming, therefore compromising the quality of the
training data. Further, in comparison to unsupervised classification with texture, while the
additional step of segmentation does not result in a higher overall accuracy, it does help to
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Figure 24: Schematic diagram of the classification process used on the entire intertidal
area.
recover more complete reef structures and is comparable in accuracy when considering
just the oyster class. The overall low accuracy (0.58) of the method with segmentation is
expected as the spectral and spatial details were chosen in such a way as to emphasize
the reef features while obscuring everything else in the background. This is illustrated by
the overall class accuracy of 0.74 when looking at only reef features.
Since the overall goal of the classification is to delineate the reef extent (without much
importance given to everything else surrounding the reefs), we choose unsupervised classification with texture and segmentation as it is better suited for delineation and recovery
of more complete oyster reef structures, helping to minimize any consequent image post77

processing. This is the method that is applied to the image of the entire area with the final
work flow summarized in Figure 24. Once the image of the entire area is classified, we
collapse the three non-oyster classes (water, algae and sediment) into one “non-oyster”
class. The final result is a binary image where features are classified as either “oyster”
or “non-oyster” (see Figure 42 in Appendix 4.5.2 and more details regarding classification). This binary image has an overall accuracy of 0.83 (more details on the accuracy
assessment methodology are available in the Appendix 4.5.2 and Figure 44).
After binary classification and further image post-processing, contigious groups of
oyster pixels are grouped into objects or polygons (see Appendix 4.5.2 for details). As a
result, a total of 6,160 reefs are delineated using this approach (see Figure 25). These
reefs are further validated using a selection of low-altitude drone flight surveys (further
details can be seen in Appendix 4.5.2 and Figure 45). Since this accuracy assessment
is performed on reef polygons after post-processing, the overall accuracy is significantly
higher, as expected.

4.2.3

Data analysis

4.2.3.1

Reef pattern analysis

Once the reef features are classified and are converted into individual polygon features,
the next step is to gather information about their geometry. The goal is to use cluster
analysis to further classify reefs into groups based on their geometry to identify natural
reef morphologies present in the study site. Reef area, reef shape and reef orientation
in relation to the main channel have frequently appeared in earlier descriptions of reef
geometry. Therefore, we will be using these attributes in the cluster analysis (see Table
2). To quantify reef size, we compute the area of each reef polygon. To quantify the reef
orientation in relation to the main channel, we first digitize the middle of the main channel
(see Figure 25). We then compute the angle of the major axis of each reef shape relative
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Figure 25: The final result of the classification process. All reef features (total of 6160
individual reef structures) are converted into polygon features to be used in future analysis.
The blue line corresponds to the digitized channel used in the computation of orientation.

Attribute
Size
Shape
Orientation to channel

Calculation
Area
√
2 √Area
π l1

| cos (ri − ci )|

Value
Number in meters2
Between 0 and 1
Between 0 and 1

Table 2: Attributes used to cluster individual oyster reefs.
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Figure 26: Distributions of a) reef area, b) reef shape, c) general reef orientation with respect to true north (degrees) and d) reef orientation with respect to main channel (degrees)
defined in (4.2.1). The plots show the histograms as well as the kernel density estimates
(smoothed versions of the histograms).
to the angle of the main channel segment closest to it using the following formula:

Orientation = | cos(ri − ci )|,

(4.2.1)

where ri corresponds to the general orientation of reef i (in degrees) and ci corresponds
to the general orientation of the channel segment ci (in degrees) closest to reef i (see
Appendix 4.5.3 for details). The resulting value is between 0 and 1, where 0 indicates a
perpendicular orientation and 1 indicates a parallel orientation.
To quantify reef shape, we use the following metric :
√
2 Area
,
Shape = √
π l1

(4.2.2)

where l1 is the length of the major axis, the same axis used in the previous calculation
of orientation. This compactness metric is standardized using a circle, with shape values
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between 0 and 1, where numbers closer to 1 represent more compact and round shapes
(Chen, 2016; Stoddart, 1965). While there are many different shape metrics, we choose
this particular metric because it uses the length of the major axis as opposed to perimeter, commonly used in other shape metrics (Wentz, 2000; Chen, 2016; Boyce and Clark,
1964; Zhao and Stough, 2005). Many oyster reefs have irregular boundaries and using a
perimeter based shape metric would skew the results.
Figure 26 shows the distributions of these geometric attributes for all of the reef features.
There appear to be two dominant reef orientations at approximately 45° and 145° with respect to true north (Figure 26c), similar to the general orientations of the main channel (in
lower and upper parts). This suggests that the majority of reefs may be parallel in relation
to the main channel.
Due to the resolution of the aerial imagery, while small oyster reefs (< 2m2 ) can be
mapped and delineated, there is less precision and detail available, making measures
such as shape and orientation less meaningful and more prone to errors for very small
reef features and perhaps skewing the results in Figure 26. Weighting the distribution of
reef shape by reef area (giving less importance to very small features), the distribution
of reef shape appears more bi-modal, while the distribution of reef orientation to main
channel remains heavy tailed with the majority of reefs appearing to be more parallel (see
Figure 46 in Appendix 4.5.3). The grouping of reefs into different types is not immediately
clear, and we propose that using cluster analysis may further help to identify natural reef
groups based on their geometric properties.
4.2.3.2

Clustering of reef types

Clustering is an inherently unsupervised process, attempting to group unlabeled observations in such a way as to minimize the distance (or dissimilarity) between observations within clusters while maximizing the distance (or dissimilarity) between observations
among clusters. In general, clustering algorithms can be separated into partitional (where
the number of clusters has to be specified prior to clustering) and hierarchical (where the
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Figure 27: Heat map of reef area by shape and orientation to main flow. From the plot, it
is clear that many small reefs are rounded, exhibiting all orientation configurations. The
medium and large sized reefs tend to be more elongated and exhibit both orientation
configurations, parallel and perpendicular, with bigger reefs tending to be more parallel.
number of clusters does not have to be specified prior to clustering). While hierarchical
clustering is slower and less efficient than partitional clustering, it may give important insights into the data structure encoded in the visual representation of the clustering result
called a dendrogram (Johnson, 1967). As hierarchical clustering does not force the prespecification of the number of classes, this approach can also help uncover more refined
categories given that the actual number of meaningful reef geometries may differ from
the three commonly observed types (string, fringing and patchy). Hierarchical clustering
is typically performed on a distance (dissimilarity) matrix, which contains the dissimilarity
value between each pair of observations computed using a particular distance metric. We
use agglomerative hierarchical clustering, which starts out by treating each observation
as its own cluster. Using the dissimilarity matrix, the pair of observations with the lowest
dissimilarity value is then merged into its own cluster. The distance matrix is recalculated
to update the dissimilarity between all other observations and the newly merged cluster
using a particular linking method. The process of merging is then repeated as more and
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Figure 28: Plot comparing two validation measures for different cluster numbers. Note that
for optimal choice of cluster number, both the Silhouette width and Dunn Index should be
maximized. The plot suggest that k = 2 is an optimal number of clusters. Note that the
values on the y-axis are scaled in order to make comparison of these two metrics possible.
more clusters are merged together, ending up with one final cluster containing all of the
observations.
There are various choices of the linking method that define the dissimilarity between
the merged cluster and all other observations. The ultimate choice of the linking method
depends on the nuances of the data and the goal of the clustering. The single-link method
uses the distance between closest elements in clusters; complete link uses the distance
between farthest elements. The average link method uses the average of all pairwise
directions and is generally less affected by outliers, while the centroids methods uses the
distance between centroids of two clusters. Finally, Ward’s method uses the increase in
squared error when two clusters are merged. Once the clustering is complete, the results
are visualized using a dendrogram, which shows the arrangements of clusters and the
dissimilarity levels at which the clusters were merged. The user then has to decide at
which level to cut the dendrogram based on their expectation, goal of the analysis or an
internal validation measure.
For the distance metric, we use Gower’s dissimilarity measure (Gower, 1971), the formula
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for which is given by:
p
∑k=1 di jk wk
.
Di j = p
∑k=1 δi jk wk

(4.2.3)

Above, di jk is a value between 0 and 1 giving the dissimilarity between the ith and jth
polygons for the kth attribute. It is defined using the following formula:

di jk =

|xik − x jk |
,
Rk

(4.2.4)

where xik and x jk are the values of attribute k for polygons i and j and Rk is the range of the
kth variable. Further, δi jk represents the possibility of comparing polygon i and j (1 when
attribute k can be compared for i and j, and 0 otherwise while wk gives the weight applied
to the kth attribute). This is a good standardized metric to use when attributes used in the
clustering are on different measurement scales (Williams and Wentz, 2008).
For this analysis, we choose to test the average link method, complete link method,
and Ward’s method. Based on visual inspection, Ward’s method identified the majority of
reefs with similar characteristics, and so was chosen for future cases. Prior to clustering,
the data is scaled in order to make the comparison of data and computing of distances
more meaningful between variables with different units.
To validate and interpret the quality of the clustering and help decide where to cut the
dendrogram, there exist many internal validation measures that take into consideration
the compactness of clusters (how similar objects are within) and separation (how far apart
clusters are, or how different objects are between clusters). For validation of the clustering
analysis in this study, we choose to use the Silhouette width and Dunn Index, two of the
more common metrics used in cluster analysis. Silhouette widths that are close to 1 are
indicative of good clustering, while values closer to 0 indicate poor clustering (Rousseeuw,
1987) (see Appendix 4.5.3 for definition and details). In practice, silhouette widths that are
greater than 0.51 are considered good enough (Kaufman and Rousseeuw, 2009). The
Dunn index is the ratio between the smallest distance between observations not in the
same cluster to the largest intra-cluster distance (Dunn, 1974). Its value is between 0 and
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infinity, with larger values corresponding to higher quality clusters (again, see Appendix
4.5.3 for definition and details). When it comes to deciding where to cut the dendrogram,
we also use the Silhouette width and Dunn Index to assess which number of clusters is
optimal.
The reef data contains many round reefs (See Figure 27) for which the notion of orientation
is less meaningful. In addition, the drone resolution is not adequate for capturing nuances
of the smaller reefs, making assessment of their orientation prone to error. As most round
reefs also happen to be small (Figure 27), we first exclude all reefs from our data that can
be considered as round. While this is somewhat of a subjective threshold, the value of
0.75 of the shape parameter seems to be a good cutoff value based on visual inspection as
well Figure 27, in which it can be seen that most reefs above that value are quite small. All
reefs with a shape value greater than 0.75 are assigned into their own category of “round
reefs” and are not used in the cluster analysis. This leaves a total of 2497 reefs that are
thought to be more elongated, which will be clustered based on their geometric attributes.

4.3
4.3.0.1

Results
Cluster analysis results

Both Silhoutte width and Dunn Index suggest k = 2 as the optimal cluster number (Figure 28). The results with two clusters show a good break down of the reefs based on
expectation and earlier literature, with elongated reefs having been separated by their orientation (perpendicular and parallel) (see Figure 29 and Table 4 in Appendix 4.5.3). The
dendrogram in Figure 29a gives further insight into the reef structure and suggests that
the clusters may be further broken down further into more refined categories, if desired.
After reefs have been classified into one of the two groups, we merge them with the
ones that we previously excluded and identified as “round reefs”. The result of this is
visualized in Figure 29. Upon visual inspection, this appears to be a good classification
that has identified reefs into round, parallel and perpendicular reefs as one would expect.
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Figure 29: Hierarchical clustering of oyster reefs with the dendrogram cut at 2 clusters.

Figure 30: Reefs classified according to cluster analysis.
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Figure 31: Total reef coverage area by type. Round reefs, which constitute more than
half the data, only make up 32 percent of the total reef area. Parallel reefs are the ones
that have the more reef coverage (45 percent), while perpendicular areas constitute 32
percent of the total reef coverage area.
We can further get insight into the distribution of reef type as a fraction of total area covered
by reefs (see Figure 31).
4.3.0.2

Spatial autocorrelation analysis

Now that we have gathered information on the reef geometry and used it to classify reefs
into different types, the next step is to investigate their spatial distribution. The question of
interest is whether the reef distribution in the landscape is random or if there exists some
inherent spatial clustering of like features, indicative of underlying processing guiding their
distribution.
For oyster reefs, we are interested if reefs with similar attributes such as area, shape
and orientation tend to aggregate spatially. Having additional information on flow dynam-
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Figure 32: Plot of z-score versus distance for reef area
ics and bathymetry, we can integrate this information with the locations of the spatial clusters to infer spatial correlations of reef geometry with various flow and depth conditions.
This is especially useful for restoration as understanding which areas have primarily large
reefs may be considered as more favorable, and understanding what makes these areas
different can help inform current restoration strategies.
We consider spatial autocorrelation, which measures how similar objects are in comparison with other nearby objects. To asses the clustering of the entire area as a whole, we
use the Global Moran’s I index, a well-known spatial autocorrelation measure that measures the overall level of clustering in the entire region and outputs one single statistic to
quantify it (Moran, 1950). The Global Moran’s I uses the null hypothesis that the attributes
considered (such as reef shape and size) are randomly distributed among the features
(reefs) in the study area and that the spatial processes underlying the pattern are random.
The formula for the Global Moran’s I index is as follows (Getis, 1995; Cliff and Ord, 1981):
n
n
n Σi=1 Σ j=1 wi, j (xi − X̂)(x j − X̂)
,
I=
S0
Σnj=1 z2i
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(4.3.1)

Figure 33: Plot of z-score versus distance for reef shape
where X̂ is the global mean for that attribute, wi, j is the spatial weight between feature i
and j, n is the total number of features and S0 is the sum of all spatial weights:

S0 = Σni=1 Σnj=1 wi, j .

(4.3.2)

The spatial weights are selected depending on the problem. Typically, a critical distance
is given a priori, such that all features within that distance receive a weight of 1 and those
outside receive a weight of 0 (no effect). However, other distance schemes are available
depending on the objective and nature of the research question.
From the numerator in the formula for Global Moran’s I (4.3.1), it is clear that features
with similarly high values result in a large, positive index, while features that have similarly
low values result in a smaller but also positive index. Finally, for features which have
significantly different values, the index will be negative. In order to see if the level of
clustering is significant, this index needs to be compared to the expected index given a
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Figure 34: Plots of average ebb and flood flows in the study area
scenario of spatial randomness (no spatial autocorrelation), which corresponds to:

E(I) =

−1
,
n−1

(4.3.3)

where for a large number of features n, the expected value is zero. Using this, the corresponding z-score can be computed using:
I − E[I]
zI = p
.
V [I]

(4.3.4)

The corresponding p-value can then be used to reject the null hypothesis of randomness.
If the p-value is not statistically significant, then the null hypothesis cannot be rejected and
the processes underlying the spatial distribution are likely to be random. If the p-value is
statistically significant and the z-score is positive, that means that the spatial distribution of
attribute values is more spatially clustered than would be expected by chance. Similarly, a
statistically significant p-value and a negative z-score indicates dispersion, where features
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Measure
Global Moran’s I
Z-score
P-value

Reef Size (15 meters) Reef Size (95 meters) Reef Shape (95 meters)
0.091
0.012
0.06
23.04
22.90
82.17
p < 0.0001
p < 0.0001
p < 0.0001

Table 3: Global Moran’s I statistics for reef shape and size.
with similar values repel each other.
We are interested whether the distribution of reef shapes (long versus round) and
reef sizes (big versus small) is spatially clustered. Before we compute the Global Moran’s
I index for each of these attributes, we first need to determine the distance at which the
clustering might take place. This refers to the critical distance or radius within which neighboring features are expected to exert more influence on one another. In practice, this is
done using a priori knowledge of the data or by running the Global Moran’s I for incremental distance values and determining the distance at which the absolute value of the
z-score is maximized. As we do not know what the critical distance should be, we compute
the z-scores for incremental distance values for both reef shape (Figure 33) and reef area
(Figure 32). We determine that there is spatial clustering happening in the data, and the
distances at which clustering is most intense occurs at 95 meters for reef shape as well
as reef area, with an additional statistically significant peak at 15 meters (see Appendix
4.5.4 for more details about distance calculations). The Global Moran’s I is calculated for
both reef shape and reef area and shown in Table 3.
The Global Moran’s I indicates if there is clustering in the data and if the spatial distribution of attributes is significantly different from random. However, it also averages out
local variations and may not be as insightful if one is interested in knowing which areas
in particular exhibit clustering. For this reason, we also examine local measures of spatial autocorrelation which identify locations where the clustered phenomenon is extreme
(both in the low or high direction), called hot/cold spots. The general concept of a local
autocorrelation statistic is the same as in a global statistic such as the Global Moran’s I.
However, each feature in the study area is now considered separately in the context of
its surrounding neighborhood defined by the threshold (critical) distance. The sum of all
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Figure 35: Elevation map using the 3DEP elevation data from the USGS
features in that neighborhood is then compared to the expected sum of all features in the
entire area. If the local value is drastically different from what’s expected on the “global”
level, it is unlikely to have occurred by random chance and results in a statistically significant z-score. The feature considered is then labeled as statistically significant. This is
done for all the rest of features in the data.
In this dissertation, we consider two local measures of spatial autocorrelation. The first is
a local Moran’s I index (Anselin, 1995), commonly known as LISA (Local Indicator of Spatial Autocorrelation), which yields an individual Moran’s I index for each feature. The sum
of all such local Moran’s I indices is proportional to the global Moran’s I index and allows
to have a better resolution of the variability. When computing the metric, the feature being
considered is removed from its neighborhood, and the neighborhood is compared to the
entire study area. The feature is also compared to its neighborhood, to see if it’s signifi92

Figure 36: Hot spot analysis of reef size
cantly different. This allows to not only find areas where features with similar values are
clustered, but also identify spatial outliers on a local scale. As with the the Global Moran’s
I, a positive value is indicative of similar values surrounded by other similar values. A negative Moran’s I index suggests that there is a feature surrounded by other features that
are dissimilar, making that feature an outlier. Each feature with a p-value < 0.05 is classified as a statistically significant cluster of high values (HH), low values (LL), or outliers
with either a high value surrounded by low values (HL) or a low value surrounded by high
values (LH).
An alternative local measure of spatial autocorrelation is the Getis-Ord-Gi* metric, which
is similar to the local Moran’s I and provides complementary results. It, however, is not
able to identify spatial outliers. This is slightly different from the local Moran’s I. When
the algorithm computes the Getis-Ord-Gi* metric for each feature, it includes that feature
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Figure 37: Cluster and outlier analysis for reef size
along with its neighborhood and compares it to the global average (unlike local Moran’s I,
which excludes the feature being considered). This metric is commonly used to perform
Hot Spot Analysis to indicate where features of either similar high or low values cluster
spatially. The definition of the Getis-Ord-Gi* measure is the following (Getis and Ord,
2010):
G∗i

Σnj=1 wi, j x j − X̂Σnj=1 wi, j
= r
.
S

(4.3.5)

nΣnj=1 w2i, j −(Σnj=1 wi, j )2
n−1

Again, x j is the attribute value for feature j, X̂ is the total mean of the attribute value, wi, j
is the spatial weight between feature i and j as before, n is the total number of features.
s
S=

Σnj=1 x2j
− (X̂ 2 )
n
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(4.3.6)

Figure 38: Spatial autocorrelation measures of reef shape
The G∗i statistic is already itself a z-score. Therefore, we can use it to determine the location of hot spots (clustering of high values) for large positive z-score values, and cold
spots (clustering of low values) for small negative z-scores.
While the two metrics are similar, the local Moran’s I can give more insight into the structure as it also indicates locations of spatial outliers and we include both of them here, for
completeness.
We are especially interested if the clustering that occurs in the data may be tied to the variations in flow dynamics (Figure 34) and bathymetry (Figure 35) and consider it along with
the results of the local spatial autocorrelation analysis. We first consider the Getis-Ord-Gi∗
metric for reef size (Figure 36). From before, we have chosen the critical distances of 15
and 95 meters for reef area and 95 meters for shape. We see that the larger reefs cluster
95

around the edges of the channel as well as at the very top and bottom of the intertidal
area. Using additional information on flow and bathymetry, these correspond to deeper
areas with relatively faster tidal flow (especially at the top and bottom of the channel). The
results for both the 15 meter and the 95 meter bands are similar. However, running this
analysis using a 95 meter band also picks up a cold spot in the middle of the intertidal
bed, where there is a clustering of smaller reefs. This area is characterized by relatively
slower tidal flow. We calculate the local Moran’s I index and display the results (Figure 37).
The results of this are complementary and suggest the same phenomenon. In addition,
local Moran’s I also identified statistically significant locations in the study area with highlow outliers. These are places where there are large reefs surrounded by mostly small
reefs. This occurs mostly on the left edge of the channel where there is a sharp change
in bathymetry.
We also consider reef shape and its spatial distribution. The results of both the local
Moran’s I and Getis-Ord-Gi* analyses are presented in Figure 38. Performing hot spot
analysis using the Getis-Ord-Gi* statistic, we observe clusters of elongated reefs (corresponding to low values of the shape parameter) at the very top of the channel, as well as
on the right side of the channel. There is also a cluster of elongated reefs in the middle of
the intertidal bed between two streams. There are areas that are generally deeper. The
areas in the upper part also have relatively faster flow. The analysis also identifies clusters of mostly round reefs which are found in the shallow part in the middle of the intertidal
bed. Computing the local Moran’s I index yields complementary results. In addition, it
also reveals areas which contain low-high outliers (a few long reefs surrounded by mostly
round reefs) along the channel on the left side and high-low outliers clusters where a few
round reefs are surrounded by mostly elongated reefs.
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4.4

Discussion

In this study, the goal was to conduct a large scale investigation into naturally occurring
oyster reefs and gain insight into their morphology, in conjunction with factors such as
bathymetry and tidal flow conditions. In particular, we had three main questions driving
this research. The first question addressed the natural reef geometries, and the other two
question addressed the spatial distribution of different reef types in the landscape.
For a long time, observations of various reef morphology has been reported in literature. Reefs of configurations relative to flow have been observed with main three morphologies dominating the landscape. The three morphologies are patchy reefs which tend
to be round with no particular orientation, fringe reeds which are long and parallel to flow
or the direction of main channel and string reefs which are also more elongated but are
oriented perpendicular to flow. In this study, we obtained aerial imagery of a large network
of natural, undisturbed reefs. Using image classification, we identified and delineated a
total of 6160 individual reef structures. This is significant as previously, no comprehensive
study quantifying a large area and all the reef structures it contained has been carried out
at this scale. Using information on each individual reef’s size, shape and orientation, we
were able to use cluster analysis to classify reefs into groups based on their geometry.
Although the clustering scheme did not apply any weights to the attributes, it nonetheless
yielded reef geometries which were consistent with what has been previously observed,
with some reefs being more parallel and some more perpendicular.
From previous observations reported in literature, reefs of these different morphologies have been associated with different conditions. Fringe (parallel) reefs commonly are
thought to appear closest to river channels where tidal flow is strong, string reefs (perpendicular) arise in more shallow areas, while patch reefs have been found in both shallow
and deep waters that are characterized by weak flow (Haven and Whitcomb, 1983; Woods
et al., 2005, 2004). Both tidal flow and bathymetry are thought to be extremely important
for reef development from both aspects of oyster growth and oyster recruitment. However,
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in particular flow dynamics remains to be the least understood aspect of oyster dynamics
(Campbell and Hall, 2018).
Tidal flow affects the feeding of the oysters, as it dictates how much suspended material such as phytoplankton and zooplankton is available for digestion of the oysters,
therefore contributing to their growth. Some studies have reported that food availability
(and therefore, oyster growth) increased with tidal flow velocity with higher velocities facilitating oyster feeding by increasing the dispersal of biodeposits (food) for oysters and
improving water clarity (Lenihan et al., 1996; Campbell and Hall, 2018). However, it has
also been reported that there migth also be a threshold of velocity above which that is not
longer the case and the oysters are not able to feed efficiently (La Peyre et al., 2009). Further, it’s thought that higher velocities contribute to more larval settlement (Turner et al.,
1994; Whitman and Reidenbach, 2012). In general, it has been reported that high velocity
regions experienced more larva settlement, therefore contributing to the expansion of the
reef. At the same time, those places that are subjected to high flow and sheer stress might
also contribute to the dislodgement of the oyster larvae (Whitman and Reidenbach, 2012).
Places of lower velocity might be less likely to lead to that, but since higher sedimentation
occurs for lower velocity ranges, then the oyster larva as well as adult and juvenile oysters
run the risk of being buried by sediment (MacKenzie Jr, 1981). Therefore, it is not entirely
clear which flow conditions are optimal for reef expansion and it very much depends on
the specific conditions, topography of the area, as well as factors that are at play in conjunction with the flow such as salinity, temperature, turbidity and oxygen (Campbell and
Hall, 2018).
To investigate this further, we first addressed the overall spatial distribution of oyster
reefs in the landscape. Using a global measure of spatial autocorrelation, we found that
the distribution of reefs of similar shapes and sizes is not random throughout the landscape and that reefs of similar sizes and shapes tend to exhibit spatial clustering. We
then computed local statistics of spatial autocorrelation to understand which locations in
particular tend to have statistically significant aggregations of reefs of similar shape and
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size.The idea is to then incorporate additional information on the bathymetry and tidal flow
in the region to see if there may be some emerging patterns.
Using both the local Moran’s I index an the Getis-Ord-Gi* index, we were able to identify locations where reef of similar sizes and shapes appeared to occur in close proximity
to each other. For reef size, we found that larger reefs tend to be located on the upper
and lower parts of the intertidal bed, close to the main channel and on either side from it.
These areas correspond to generally deeper areas with faster flow. The smaller reefs tend
to appear in the most shallow portion of the area, in the middle of the intertdial bed where
the flow also is the slowest. For reef shape, we observe a spatial clustering of elongated
reefs at the upper part of the intertidal bed to both sides of the channel. Again, these areas
are deeper and also exhibit generally faster flow dynamics. In addition, there also clusters
of elongated reefs in the lower part of the intertidal reef right before the bed is separated
by a stream. These are generally smaller elongated reefs, and the areas where they also
exhibit faster flow dynamics. Reefs that are mostly round tend to cluster to the West of
the channel in a shallow area where flow is slower.
The insights we have gotten here serves as a starting point. While it appears that reef
size and shape may be positively correlated with velocity, a more rigorous assessment of
these relationships is necessary. In addition, the spatial distribution of reefs with similar
orientations (parallel, perpendicular and round) is also of interest and should be carried
out. Currently, we have produced a dataset which contains all delineated reef structures,
their geometric attributes, distance to nearest neighbor, size of the nearest neighbor ,average surrounding elevation, information on surrounding ebb and flood velocities and their
corresponding flow direction. Ongoing work involves exploring the above data to test out
the strength of these observed relationships. One approach that will be considered is Geographically Weighted Regression (GWR), which considers non-stationarity in the data
(Fotheringham et al., 2003). This may be especially useful when trying to correlate reef
morphology with flow and bathymetry, both of which are spatially varying processes. In
addition, the question of how reefs interact with each other remains unanswered. Since
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the spatial arrangement of reefs appears does not appear to be random, in the future,
we will consider the question of how neighboring reefs affect each other. This requires
considering the distance to nearest reef neighbors and what may be the so-called “sphere
of influence”, or the critical distance within which a reef cannot develop in proximity to another reef. This is especially useful when considering how to place artificial reefs to avoid
hindering their development.
Further, identifying reefs which are healthy versus those that consist of mostly dead
shells can be useful in assessing reef performance. Dead reefs are typically characterized
by extremely bleached, smooth surfaces due to the empty dead shells present there. One
direction that will be explored in the future is the use of image texture to classify parts of
individual reef as dead or alive. Finally, while this was not explored in this dissertation,
spatial patterning occurs in subtidal oyster reef habitats, as well. These are oyster reefs
which remain submerged all the time and are located in deeper water. Using sonar data
of the reef networks, we can also understand the pattern formation in subtidal settings.
One of the challenges comes from the fact that the grey scale imagery from sonar are
difficult to classify, due to the lack of spectral information. The use of texture has been
previously very successful in seafloor characterizations (Blondel and Sichi, 2009; Haralick
et al., 1973) and the hope is that in the future, similar technique to the one presented in
this dissertation can also be applied to sonar data of subtidal oyster reefs.

4.5
4.5.1

Appendix
Comparison of image classification methods

This section contains additional information regarding the comparison of different image
classification methods.
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4.5.1.1

Image segmentation

Comparison of different segmentations is presented in Figure 39. We see that the combination of high spectral detail and low spatial detail, while more computationally intensive,
leads to the most satisfactory result due to the overall smoothness as well as the overall
reef shape preservation. Note that the combination of high spectral detail and high spatial
detail also leads to satisfactory results, with a slightly less smooth result. Nonetheless,
this can be a good choice if time efficiency is preferred.
4.5.1.2

Accuracy assessment of image classification

The confusion matrices for the accuracy assessment of the test region using unsupervised
classification with and without texture as well as with segmentation are shown in Figure 40.
The confusion matrices for the accuracy assessment of the test region using supervised
classification with and without texture are shown in Figure 41.

4.5.2

Image classification of the entire study area

This section contains additional information regarding the image classification of the entire
study site using unsupervised classification with texture and segmentation.
4.5.2.1

Selection of regions for classification

Prior to classification, we extract only those portions of the study area where there are reefs
present (upon visual inspection). This results in four smaller non-overlapping regions that
contain oyster reefs. This is done to reduce computation time. Any subsequent image
classification is done on each of the four pieces individually. After all four regions have
been classified separately, they are brought together into one image (see Figure 42).
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Figure 39: Comparison of different segmentation schemes for different combinations of
spectral and spatial detail parameters. Low-low refers to low spectral detail and low spatial
detail. Low-high refers to low spectral detail and high spatial detail. High-low refers to
high spectral detail and low spatial detail. High-high refers to high spectral detail and high
spatial detail

102

Figure 40: Confusion matrix for unsupervised classification. Without texture, the total
accuracy is 0.58 and kappa value of 0.44 while the user’s accuracy for oysters is 0.67 and
the producer’s accuracy is 0.18. With texture results in total accuracy of 0.69 and kappa
value of 0.58, while the user’s accuracy for oysters is 0.65 and the producer’s accuracy is
0.78. With texture and segmentation results in the same total accuracy and kappa values
as the results for unsupervised classification without texture, but the user’s accuracy for
oysters is 0.69 and the producer’s accuracy is 0.74.
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Figure 41: Confusion matrix for supervised classification. Without texture results in the
total accuracy is 0.78 and a kappa value of 0.71, while the user’s accuracy for oysters is
0.86 and the producer’s accuracy is 0.54. With texture results in the total accuracy is 0.84
and a kappa value of 0.78, while the user’s accuracy for oysters is 0.86 and the producer’s
accuracy is 0.70.
4.5.2.2

Raster clean-up

After classifying the image, we use a combination of post-processing tools within ArcMap
to further clean up the binary classified image. First, all foreground features (corresponding to oyster reefs) are shrunk by 7 pixels around their margins (equivalent of 20 cm) to
remove any features that are incorrectly joined. Then, a majority filter is used to clean
up the features. This filter looks in the neighborhood of 8 neighbors surrounding each
pixel and converts the pixel to the value that’s dominant in that neighborhood. Finally, the
features are expanded by 7 pixels to return them to their previous state but much cleaner,
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Figure 42: This plot shows the classified image (before additional post-processing and
clean-up) within the four zones chosen (in red) with panels zooming in on particular regions
in the study site for more detailed view.
with any features that shouldn’t have been joined together split apart. This is equivalent to
the “Boundary Clean” tool in ArcGIS commonly used for post-processing of raster images,
but we choose to run each procedure (shrinking, smoothing and expanding) manually for
greater control.
4.5.2.3

Conversion to polygon features

We convert the raster image into a vector data type where each reef is converted into
a polygon feature using the “Raster to Polygon” Tool in ArcGIS. Further, to simplify the
shapes, we run the “Simplify Polygon” tool to remove extraneous bends while preserving
essential shape. We only include dense clusters of oysters in the natural reef class, while
small, scattered clusters are excluded from the final data. For this reason, all reefs with
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area less than 0.1m2 are removed. A visual inspection using original imagery as well as
the higher resolution imagery from the additional drone surveys is then performed on the
polygon data and any inconsistencies are corrected. Since the area is large, the inspection
is done incrementally by dividing the study area into sections and considering each section
individually.
4.5.2.4

Accuracy assessment

We perform a final accuracy assessment using the final binary image corresponding to
the entire study area with only two classes (oyster and non-oyster). Again, we choose
one hundred randomly sampled points corresponding to each class, for a total of two hundred points and assess their accuracy using their assigned ground truth values. Figure
43 shows the randomly chosen sample points corresponding to oyster and non-oyster
regions, used in the accuracy assessment. The confusion matrix for the accuracy assessment of the entire region is presented in Figure 44.
To evaluate the accuracy of the final reef polygons, we use the three additional higherresolution drone surveys, covering both the east and west sides of the channel (refer back
to Figure 18). The higher resolution drone survey on the East side covers the same area
as the original drone survey. However, the higher resolution drone survey on the West
side covers only the middle portion of the intertidal bed. Ideally, we would use a higherresolution survey of the entire West side. Since that is not available, focusing on the
smaller region captured by the lower-altitude flight is sufficient since the area captures a
representative sample of reefs from the entire region. For each side, we have a total of two
hundred points with one hundred points corresponding to the oyster class (randomly chosen only from the outlined reef polygons) and another one hundred points corresponding
to the non-oyster class (randomly drawn from the rest of the area not classified as oyster
reef). The ground truth values of the selected points are then assigned by two separate
people and a confusion matrix is calculated for each side (Figure 45). The accuracy results
are better, as expected, since we used the reef data after it had undergone all necessary
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Figure 43: This plot shows the randomly selected points corresponding to oyster and nonoyster features used in accuracy assessment of the entire study area.

Figure 44: Confusion matrix for the entire area. Total accuracy is 0.83 with a kappa value
of 0.67, while the user’s accuracy for oysters is 0.88 and the producer’s accuracy is 0.78.
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Figure 45: Confusion matrices for reef polygons in the East and West sides using the high
resolution imagery. Total accuracy for west side is 0.96 with a kappa value of 0.93, while
the total accuracy for east side is 0.98 with a kappa value of 0.96.
post-processing and adjustment.

4.5.3

Investigation of oyster reef geometry

4.5.3.1

Reef geometry attributes

The general orientation of each reef feature is computed by first fitting a minimum convex
bounding shape to each reef (using the “Minimum Bounding Geometry” tool) and then
computing the angle of the major axis of each feature in ArcMap. Then, the digitized
channel is split into multiple segments using the “Split Line at Vertices”. The angle of each
such segment is then easily computed in ArcMap. According to ArcMap convention, the
values of both the reefs’ general orientations as well as the channel segment orientations
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Figure 46: Histograms for a) reef orientation with respect to main channel and b) reef
shape. Both histograms are weighted using reef area, with more importance given to
larger reefs since ideas of both reef orientation and reef shape are less meaningful with
very small features.
range from 0° to 180° and increase counterclockwise with 0° corresponding to true North.
4.5.3.2

Statistical description of reefs

The plots of distributions of reef orientation and shape weighted by area are shown in
Figure 46.
4.5.3.3

Validation of cluster analysis results

To validate the results of the cluster analysis and help select the optimal number of clusters,
we use two validation measures: Silhouette width and Dunn index. The silhouette width
refers to the average distance between clusters and is given by the following formula
(Rousseeuw (1987)):
s(i) =

b(i) − a(i)
.
max(a(i), b(i))

(4.5.1)

For each observation i, a(i) is the average distance between this observation and all other
points in that cluster. Then, the distance between i and all other points not in that cluster
is calculated and the minimum of the distances is taken to be b(i) (this is indicative of how
dissimilar the data point i is to all other points in neighboring clusters) (Rousseeuw (1987)).
For each cluster, the Silhouette width is the mean of all such s(i) values. Finally, the global
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Silhouette width is the mean of all such means giving one index that indicates the quality
of the clustering. Therefore, the resulting value s(i) is indicative of how separated the
clusters are while considering how similar they are within. We calculate the Silhouette
width in R using the cluster package. The Dunn Index is the ratio of the smallest distance
between observations not in the same cluster to the largest intra-cluster distance. For m
number of clusters, the index is given by the following formula (Dunn, 1974):
min δ (Ci ,C j )

D=

1≤i≤ j≤m

max ∆k

(4.5.2)

,

1≤k≤m

where δ (Ci ,C j ) is the intercluster distance metric between different clusters Ci and C j , and
∆k is the intracluster distance (the diameter of a cluster). In this way, the index takes on
values between 0 and infinity, and should be maximized when considering the optimal
number of clusters. We calculate the Dunn Index in R using the clValid package.
Hierarchical Clustering (k=2)
Attribute
Shape
Size
Orientation

Cluster 1 (n=786)
0.67( 0.07)
8.6 (24.43)
0.36( 0.19)

Cluster 2(n=1711)
0.66(0.08)
7.66(31.06)
0.88(0.1))

Clustering Validation
Silhouette Width
Dunn

0.52
0.004

Table 4: Results of hierarchical clustering with the tree cut at 2 clusters. The first cluster
contains n=786 observations (reefs), while the second cluster contains n=1711 observation (reefs).

4.5.4

Spatial analysis

For all measures of spatial autocorrelation, the default ArcMap setting for calculating distances between polygon features is using their centroids. For the analysis to be valid, for
a given critical distance choice, each feature has to have at least one neighbor. To guarantee that is the case, we use the “Generate Spatial Weights Matrix” tool in ArcMap to
conceptualize the spatial relationship in a way that guarantees this. The condition is that if
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beyond the specified distance, the feature does not have any neighbors, the algorithm will
look further until the feature has at least eight neighbors (the suggested number in ESRI
documentations.)
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Chapter 5
Epilogue
In this dissertation, we investigated two important marine habitats - tidal marshes and oyster reefs. In both cases, we were interested in the spatial structure of these habitats. To
investigate this, we undertook two different approaches: mathematical modeling and the
use of GIS to analyze remotely sensed data. While we used these in isolation, a more comprehensive way to investigate pattern formation is to incorporate both approaches when
considering spatial patterns in ecological systems. Given the rich theory of mathematical pattern formation that has been developed, the insight that can be gathered from GIS
can further supplement and refine the mathematical models that exist (and vice versa), to
further understand spatial variability in these and other ecological systems.
To investigate the spatial dynamics in tidal marshes, we proposed a mathematical
model that described the self-organization of an eroding marsh shoreline based on threeway interactions between sediment volume and two ecosystem engineers. Using such a
modeling approach allowed us to incorporate known interactions between these ecosystem engineers and investigate whether they could explain the spatial patterning of the
marsh shoreline. While the model suggests that this may be the case, more experimental
work should be done to quantify the nature of the spatial patterns and compare it to model
output. A GIS approach to understanding the variation of the shorelines is a good future
direction not only to parameterize the model but also to quantify marsh patterns on a large
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scale.
To investigate the spatial dynamics of intertidal oyster reefs, we undertook a GIS
approach, incorporating remotely sensed imagery of oyster reefs along with other spatially
explicit data on flow dynamics and topographic characteristics. By considering multiple
layers of spatial data, this approach allowed us to observe spatial trends that may not
otherwise be apparent and form hypotheses regarding their mechanisms. In the end,
we were able to answer important questions regarding the prevalent reef geometries and
their spatial distributions in the landscape in conjunction with tidal flow and depth. The
data gathered from this investigation lends itself to further analysis where more advanced
methods should be used to quantify the strengths of the observed relationships. The hope
is that this work can serve as a blueprint for analyzing a large number of individual reefs
in other locations for a more comprehensive investigation of the spatial patterns prevalent
in oyster communities.
In addition, one possible future direction is to incorporate the insights gathered from
the GIS analysis into a mathematical model that can further test hypotheses regarding reef
development. On a local scale, the interaction of oyster reefs with sedimentation and hydrodynamics has been characterized by scale-dependent feedbacks (Colden et al., 2016;
Grave and Brooks, 1901). Erosion tends to occur directly over the reef crest, maintaining
suitable substrate for oyster settlement and maximizing filtration, contributing to shortrange activation. Sediment tends to be deposited behind the reef, inhibiting development
of oyster reefs directly adjacent to the already existing reef, resulting in long-range inhibition. The long-range inhibition feedback acts on a particular radius of influence; once
the radius is exceeded, the effect is no longer there, and new reefs can start to develop.
Given the mathematical theory of pattern formation with scale-dependent feedbacks, incorporating these interactions into a mathematical model along with the additional insight
regarding the role of tidal flow and bathymetry is the clear next step.
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