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ABSTRACT 
Large structures often consist of substructures connected 
through mechanical joints, whose dynamic behavior is 
generally difficult to characterize. In previous publica- 
tions, the authors have proposed and verified numerically 
a method to solve the problem of modeling this kind of 
structure. It consists of updating a component mode 
synthesis model by adjusting the stiffness and damping 
coefficients of the joints based on either experimental 
modal parameters or on measured Frequency Response 
Functions. In this paper, the applicability of the pro- 
posed method is investigated using an experimental ex- 
ample consisting of two beams connected by elastomeric 
mounts. The issues of mode synthesis with rigid-body 
modes, sensitivity computation, and convergence are dis- 
cussed based on preliminary experimental results. 
NOMENCLATURE 
joint damping coefficients 
total square error (cost function) 
analytical dynamic functions 
(either FRFs or modal parameters) 
experimental dynamic functions 
(corresponding to { FA)) 
natural frequency of mode r in Hz 
FRF for excitation at node j and 
response at node i 
joint stiffness coefficients 
analytical model parameters 
analytical model parameters values 
at the Gh iteration 
sensit,ivity matrix 
complex-to-real ratio of mode {q!+) 
Note: All other symbols appearing in this paper are de- 
fined in the Notation for Modal Testing W Analysis 
Version 1 of June, 1992. 
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1 INTRODUCTION 
Model updating methods may be roughly classified as 
global or local methods [l]. Methods of the first type 
generally consist of correcting the mass and/or the stiff- 
ness matrices in a global sense, so that they produce 
eigensolutions matching with experimentally identified 
modal parameters [2,3]. The adjusted system matrices 
are usually obtained by a straightforward, non-iterative 
way, but the results may lack in physical meaning. Prac- 
tical interpretation of the adjusted matrices is often awk- 
ward. In the second type of method, the correction is 
centered on a few parameters, of limited spatial regions 
of the structure [4,5,6]. These regions may be chosen ei- 
ther by automatic localization methods [7] or by a priori 
knowledge of the model. Local adjusting methods allow 
immediate physical interpretation of the modifications, 
which is handy in practical applications. 
One of the main sources of discrepancies between theo- 
retical and experimental models is the poor knowledge 
of mechanical joint properties [8]. Stiffness and damp- 
ing of the connect,ions between substructures are hardly 
ever known with sufficient accuracy to generate reason- 
able dynamic models. This problem can be overcome 
when the behavior of the joints can be assumed linear in 
the neighborhood of a given operating condition. 
The local model adjusting method used in this paper 
was developed to deal with this problem. It, was pro- 
posed and verified numerically by the authors in previ- 
ous publications [9,10,11]. In the proposed method, a 
damped component mode synthesis [12] method is used, 
assuming there is good confidence in the models of the 
individual substructures (a priori knowledge). The lin- 
earized stiffness and damping coefficients of the connect- 
ing joints arc estimated by minimizing the weighted sum 
of squares of the differences between experimental and 
theoretical dynamic functions, e.g., Frequency Response 
Functions (FRFs) [9,10] and modal parameters [ll]. 
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This paper is a contribution to the discussion of the main 
problem of the practical application of inverse sensitiv- 
ity model updating techniques, namely the poor con- 
vergence, the presence of rigid-body modes in the mode 
synthesis, and the excessive computational cost. The 
discussion is based on preliminary experimental results 
obtained for a simple structure consisting of two beams 
connected through elastomeric mounts. 
2 NONLINEAR LEAST SQUARES 
Most local updating methods use the inverse sensitiv- 
ity approach, which corresponds mathematically to the 
nonlinear least-squares problem. Given the sensitivities 
of some dynamic function (which can be both calculated 
using the analytical model and obtained experimentally), 
{pa}, with respect to a set of analytical model parame- 
ters, {p}, in matrix form: 
it is theoretically possible to obtain a correction of the 
parameter values from the difference between {FA} and 
the correponding experimental values {Fx}, As {PA} is 
nonlinear with respect to the parameters {p), this is an 
iterative process, which does not always converge. The 
corrected parameters at iteration Ic+l, {P~+~}, are given 
relative to the values at iteration k by the expression: 
(P!T+d = tp*1+ vl+(IGl- 1FA1). (2) 
In order to enhance the convergence of the inverse sensi- 
tivity method, it is necessary to introduce a one-dimen- 
sional search in the direction of ({~r+~) - (pk]). This 
line search seeks the minimization of the total squared 
error function, given by: 
EC(P)) = ((Fxl - tFdY?t~x~ - {‘?Al)> (3) 
using quadratic or cubic interpolation. The nonlinear 
least squares method can be further enhanced when there 
is some knowledge of the statistics of the erron present in 
the experimental data and the analytical model par-e- 
ten, in which case it can be generalized into a Bayesian 
estimation [4]. 
Once the updating method is chosen, one is still left with 
the following questions: what dynamic functions to use 
and how to calculate them efficiently ?; how to obtain 
the sensitivities in a computationally efficient w&y ?; how 
to improve convergence ? 
3 COMPONENT MODE SYNTHESIS 
In the iterative search of the optimal parameter v&es 
(p] based on Eq. 2, it is important to minimize the corn- 
putational cost, because the iterative search process in- 
volves calculating the dynamic responses tens, or even 
thousands of times. When the parameters to be ad- 
justed are joint parameters, component mode synthesis 
cm be used as an efficient way to compute the dynamic 
responses of the modified system. 
In previous papers, the authors have shown in detail how 
to calculate modal parameters [ll] and FRFs [lo] us- 
ing the Martin and Ghlaim’s Damped Component Mode 
Synthesis (DCMS) method. This is a free-interface syn- 
thesis method, which assumes viscous, non-proportional 
damping in the substructures and in the joints. 
The substructure component modes, calculated using a 
Finite Element (FE) model, are usually real. When in- 
ternal damping is taken into consideration, this is gener- 
ally done through modal damping coefficients, which are 
specified according to the kind of structure, based on 
previous experience or identified experimentally. How- 
ever, the DCMS technique requires that the double or- 
der, complex modal matrix [S] be normalized so that: 
Therefore, given a real modal matrix [Q], mass normal- 
ized so that: 
PITwIPl = PlNxN, (5) 
it is necessary to build matrix [S]. Using the well-known 
structure of matrix [@I, it is easy to show that, in order 
to achieve the normalization of Eq. 4, it is necessary to 
*&: 
(*Iv = ( (6) 
where: 
Problems arise when the free-interface substructures have 
rigid-body modes. In this case, Eq. 6 cannot be applied 
because w, = 0. To overcome this difficulty, the authors 
have found that it is possible to obtain goad synthe- 
sis results using the residual, non-zero natural frequency 
values obttined using standard FE codes. When only 
exact rigid-body modes with zero natural frequency are 
available, one simple solution consists of contaminating 
the exact rigid-body mode with residual contributions 
of flexible modes, preferably higher-order modes, not in- 
cluded in the synthesis. The residual natural frequency 
then becomes: 
Figure 1 shows a typical comparison of an FRF corn- 
puted with the DCMS compared to the FE result ob- 
tained for the whole assembled structure. Results on 
Fig. 1 correspond to the example shown in Fig. 2, but 
without damping, neither in the substructures nor in the 
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joints, a.s the FE code used did not allow non-proportional 
damping. The joint stiffness coefficient values used in 
Fig. 1 were: Ii, = I;, = 1.0 x lo6 N/m. The other phys- 
ical parameters of the structure are given in Table 1. 
4 SENSITIVITIES 
The sensitivities were calculated using both the closed- 
form solution derived in previous publications [lO,ll] and 
finite differences (first difference). The closed-form solo- 
tion was only used to validate the finite-difference ap- 
proximation. The finite-difference is preferred because 
it has a much smaller cost when compared to the closed- 
form solution. 
Special care is needed in the calculation of the sensitiv- 
ities of FRFs using the DCMS when rigid-body modes 
are present. It was observed that the rigid-body mode 
parameters of the assembled structure become sensitive 
to the joint stiffness and damping coefficients, which is 
not physically meaningful. This problem affects the sen- 
sitivity matrix, introducing significant errors. To avoid 
that, the simple solution found by the authors consisted 
of holding the the assembled structure’s rigid-body mode 
parameters fixed while perturbating the joint parameters 
to calculate the sensitivities. The calculation of the sen- 
sitivities of the modal parameters with respect to the 
joint parameters is not affected by this problem because 
the rigid-body mode parameters are not included in vec- 
tor {Fx]. 
Figure 3 shows FRF sensitivity plots comparing closed- 
form and finite difference results for the structure ex- 
ample of Fig. 2. The excellent agreement validates the 
finite-difference approximation. 
5 CONVERGENCE PROBLEMS 
It is well known that the nonlinear least-squares method 
is prone to poor convergence. The usual means to make 
it more robust consist of introducing a one-dimensional 
search. In the example shown in this papers, quadratic- 
interpolation line-search methods were used. The Box- 
Kanemasu [12] method was used in the model updating 
based on modal parameters and Coggin’s method [12] 
was used with FRFs. 
It was shown by one of the authors [13] that, when 
using FRFs, the logarithmic amplitude scale leads to 
more smooth cost functions, and, hence, improves con- 
vergcnce. Furthermore, in previous publications [14], 
this aut,hor have shown that there’s no need for using the 
phxc information when updaiing dynamic models using 
FRFs. The ant,hors have also derived t~he expression of 
the sensitivity of FRF amplitudes in decibel scale [lo]. 
However, it was observed that in the example treated 
here the FRF anti-resonances wcrr strongly affected by 
the innacuracy of the rigid-body modes calculated via 
DCMS. This may cause a poor estimation of the joint 
parameters. 
To overcome this difficulty, the strategy used here con- 
sisted of starting the updating process with logarithmic 
scale FRFs. Once convergence was achieved, the process 
was restarted using linear amplitude scale FRFs. By 
doing this, better estimates of the joint parameters can 
be obtained, and the convergence improvement of the 
logarithmic scale FRFs is preserved. 
6 EXPERIMENTAL RESULTS 
A modal test was performed on the structure shown 
schematically in Fig. 2. 11 accelerometers, each weigh- 
ing 17 grams, were attached at the nodes shown in this 
figure. The structure was driven by an electromagnetic 
shaker placed at node 4. The force signal was a periodic 
chirp. The response signals were acquired separately hut 
simultaneously with the excitation force signal. FRF es- 
timates were obtained with 10 averages, using the fi, 
estimator. 
Table 2 shows the natural frequencies and modal damp- 
ing coefficients identified using the Complex Exponential 
method [15]. The eigenvectors were identified using the 
circle-fit method. The physical parameters used in the 
FE model of the substructures are given in Table 1. A 
constant modal damping coefficient of c7 = 0.0005 was 
introduced in all the modes of the two substructures us- 
ing Eqs. 6 and 7 to take into account the material internal 
damping. Concentrated mass elements were introduced 
at the nodes to model the mass-load effect of the ac- 
ce1erometers. 
The nonlinear least-squares updating procedure described 
previously was then used to try to estimate the joint lin- 
earized stiffness and damping coefficients: K,, I\;, C1, 
and C,. As all the attempts to estimate the four param- 
eters using either FRFs or modal parameters failed, i.e., 
no convergence was attained, a constraint namely that 
the two joints were identical, i.e., K, = h;, C, = Cz 
was introduced. Following that, it was possible to ob- 
tain convergence using the first identified eigenvalues. 
However, convergence was not attained when using mea- 
sured FRFs directly. Only a small improvement in the 
agreement between experimental and predicted FRFs 
was possible. Furthermore, joint-parameter estimates 
were not consistent among the different caaes treated. 
Table 3 shows illustrative results obtained using FRFs. 
The different cues correspond to different sets of FRFs 
used in the updating procedure. Each FRF is denoted 
by H,,, wherej is the excitation DOF and i the response 
DOF. Case 1: FRFs If,.,, H,.<, Hlz.d, and HIa were 
used. Case 2: FRFs H,,, H,,.+ and Hz(1.4 were used. 
All FRFs were measured with a frequency resolution of 
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1.0 Hz in the frequency range O-512 Hz, but only the 
range 16-240 Hz was used in the updating. Figure 4 
shows one of the experimental FRFs of case 1 compared 
to the analytical FRF calculated with the initial and up- 
dated models. Although no convergence was attained, 
an improvement of the curve-fit can be observed after a 
few iterations. 
Table 4 shows illustrative results obtained using modal 
parameters. In case 1 only the eigenvalues of flexible 
modes 4,5, and 6 were used, while in case 2 the eigenval- 
ues of the first 6 flexible modes were used. The inclusion 
of eigenvectors have worsen the convergence problems, 
and no good results could be found using them. Several 
different initial guess values were tried, and the joint- 
parameter values converged systematically to the same 
values, with variations of less than 0.1%. 
7 DISCUSSION 
In this experimental example there are no exact joint- 
parameter values to compare with, as it was the case 
in the numerical examples of the previous publications. 
Actually, this is likely to occur in most real situations. 
Therefore, the quality of the updated model can only be 
veriiied by comparing predicted and measured results, 
preferably data which have not been used in the updat- 
ing process. This condition is essential because cornpar- 
ing only data which was curve-fitted do not validate the 
updated model. As a matter of fact, provided there are 
enough parameters to adjust, it is always possible to “b- 
tain a reasonable fit in the process, but this does not 
necessarily mean that the updated model is good for dy- 
namic response prediction. However, a good agreement 
between analytical and experimental data not used in 
the updating process is a strong evidence that a good 
dynamic model was obtained. 
Figure 5 shows the comparison of a measured FRF, H,8,ar 
and the corresponding analytical FRF predicted using 
the DCMS model that was updated based on modal pa- 
rameters (Table 4, case 2). The FRF was generated us- 
ing all the DCMS model eigenvalues, not only the ones 
used in the updating process. Figure 6 shows the com- 
parison of flexible mode shape 4 obtained experimen- 
tally with the analytical modes using both the initial and 
the updated models (Table 4, cake 2). Finally, Table 5 
shows the first 6 flexible-mode natural frequencies ob- 
tained experimentally compared to the analytical values 
calculated with the initial and updated DCMS models 
(Table 4, case 2). 
The fact that the inclusion of eigenvectors have women 
the convergence was probably caused by the relatively 
poor precision of the identified modes. Another reason 
is possibly the fact that no prior updating of the models 
of the substructures was performed. It was assumed that 
the FE model of the beams was good enough, which is 
probably not the case. This agrees with the fact that the 
updating failed when using FRFs, which depend upon 
the mode shapes as well as the eigenvalues. 
8 CONCLUSION 
It was shown how the nonlinear least squares parameter 
estimation method can be used to update dynamic mod- 
els of large structures consisting of well-characterized 
substructures connected through poorly modeled mechan- 
ical joints. The updating consists in the adjustment, 
of the joint linearized stiffness and damping coefficients 
based on experimental data, which can be modal param 
eters, FRFs, or any other dynamic function that can be 
both predicted with the analytical model and experimen- 
tally determined. 
In previous publications, the authors have already vali- 
dated the proposed method using numerically simulated 
data. In this paper, an experimental example of a freely 
suspended structure was used to illustrate the applica- 
bility of the method. To be able to treat the experimen- 
tal example, some extensions of the previously proposed 
method were developed. The damped component mode 
synthesis method was extended to treat substructures 
with rigid-body modes. It was shown that approxima- 
tions of the sensitivities with reasonably good accuracy 
can be obtained by finite differences at a lower compu- 
tational cost. 
9 ACKNOWLEDGEMENTS 
The authors are thankful to FAPESP, the Research Cow- 
cil of the State of SZo Palo, Brazil, for the financial 
support. 
10 REFERENCES 
[l] Imregun, Mand Visser, W.J., ” A Review of Model 
Updating Techniques,” Shock and Vibration Digest, 
Vol. 23, No. 1, pp. 9-20, 1991. 
[2] Baruch, M., ” Optimization Procedure to Correct 
Stiffness and Flexibility Matrices Using Vibration 
Tests,” AIAA Journal, November issue, pp. 1208. 
1210, 1978. 
[3] I&be, A.M., “ Stiffness Matrix Adjustment Using 
Mode Data,” AIAA Journal, Vol. 23, No. 9, pp. 
1431.1436, 19S5. 
[4] N&lie, H.G., “Updating of computational models in 
the frequency domain based on measured data: A 
survey,” Probabili.& Engineers Mechanics, Vol. 3, 
No. 1, pp. 28-35, 1988. 
[5] Wang, B.P. et al., “Reanalysis Techniques Used to 
Improve Local Uncertaint,ies in Modal Analysis.” 
1505 
Proceedings of the 3rd International Modal Analy 
sis Conference, Orlando, FL, U.S.A., pp. 389.402, 
19%. 
[6] Lawrence, C. and Huckelbridge, A.A., ‘%haracteri- 
aation of Damped Structural Connections for Multi- 
Component systems,” Proceedings of the 7th In- 
ternational Modal Analysis Conference, Las Vegas, 
NV, U.S.A., pp. 71.78, 1989. 
[7] Zhang, Q. and Lallement, G., “Dominant Error Lu 
calization in a Finite Element Model of a Mechani- 
cal Structure,” Mechanical Systems and Signal Pro- 
ce.uing, Vol. 1, No. 2, pp. 141-149, 1987. 
[8] Wang, J.and Sas, P., “A Method for Identifying 
Parameters of Mechanical Joints,” Transactions of 
the ASME Journal of Applied Mechanics, Vol. 57, 
June issue, pp. 337-342, 1990. 
[9] Arruda, J.R.F. and Santos, J.M.C. “Model ad- 
justing of structures with mechanical joints us- 
ing modal synthesis,” Proceedings of the 7th In- 
ternational Modal Analysis Conference, Las Vegas, 
U.S.A., pp. 850-856, January 30 February 2, 1989. 
[lo] Santos, J.M.C. and Arruda, J.R.F., “Finite element 
model updating using frequency response functions 
and component mode synthesis,” Proceedings of 
the 8th International Modal Analysis Conference, 
Kissimmee, U.S.A., pp. 1195-1201, 1990. 
[ll] Can&o, S.H.S. and Arruda, J.R.F., “Updating 
mechanical joint properties based on experimew 
tally determined modal parameters,” Proceedings 
of the 8th International Modal Analysis Conference, 
Kissimmee, U.S.A., pp. 1169.1175, 1990. 
(121 Himmelblau, D.M., Applied Nonlimar Pmgram- 
ming. New York: McGraw-Hill, 1972. 
[13] Arruda, J.R.F., “Objective Functions for the Non- 
linear Curve Fit of Frequency Response Functions,” 
AZAA Journal, Vol. 30, No. 3, pp. 8X-857, 1992. 
[14] Arruda, J.R.F. and Oliveira, N.V., “fiequcncy- 
Domain Methods for Structural Parameters Estima- 
tion,” MCcanique, MatCriauz, ElectricitC, No. 416, 
Mai-Join, pp. 4-8, 1986. 
1151 Ewins, D.J., Modal Testing: Theory and Practice, 
London: Research Studies Press Ltd, 1984. 
Frequency [Hz] 
Fig. 1: Comparison of FRF H,8.4 obtained via DCMS 
and FE for the structure in Fig. 2. - FE, -- DCMS. 
frequency [rad/s] 
frequency [rad/s] 
Fig. 3: Comparison of FRF sensitivities calculated by 
closed-form solution and by finite differences relative 
to: (a) stiffness K,, (b) damping Cl for Hx.~. - 
Closed-form, ++ finite differences. 
Table 3: Linearized joint stiffness and damping co&% 
cients estimation results for model updating using FRFs. 
Table 1: Physical parameter values used in the FE model 
of the example structure in Fig. 2. 
Description Notation value 
Lrneth of beam a I- 1.0 m 
Length of beam J ‘0 0.8 m 
Young’s module E 2.07 x 10” N/m= 
Poisson’s coefficient v 0.3 
Mass density P 7.8 x lo3 kg/m3 
parameter guess 1 2 
Ii1 = Ii, [N/m] 1.0 x lo6 4.429 x lo6 6.336 x lo6 
Cl = C, [Ns/m] 10. 2981. 3657. 
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Fig. 2: Example structure indicating the nodes used in 
the FE model. 
Table 2: Natural frequencies and damping coefficients of 
the first 6 flexible modes estimated using the Complex 
Exponential method. 
mode No. 1 2 3 4 5 6 
fr @I 23.67 42.00 63.62 109.90 159.72 191.27 
cr 0.0194 0.0058 0.0049 0.0035 0.0071 0.0055 
Table 4: Linearized joint stiffness and damping coeffi- 
cients estimation results for model updating using modal 
parameters. 
Joint Initial Cast7 &Se 
JZkW-eter guess 1 2 
K, zz H; [N/m] 1.0 x lo5 1.977 x lo6 1.876 x 10’ 
C, = C2 [Ns/m] 10. 236. 245. 
Frequency [Hz] 
Fig. 4: FRF H,S.n obtained experimentally compared 
with the analytical predictions using the initial DCMS 
model and the updated model (Table 3, case 1). - 
Measured, -. initial analytical, -- updated analytical. 
Frequency [Hz] 
Fig. 5: Validation of the model updated using modal 
parameters (Table4, case 2) by comparing experimental 
and predicted FRFs, H1a.<. - Measured, ~. initial 
analytical, -- updated analytical. 
Table 5: Comparison of natural frequencies and damping 
ccefficients of the first 6 flexible modes obtained exper- 
imentally with the analytical values predicted using the 
initial DCMS model and using the updated model (Ta- 
ble 3, case 1). 
mode experimental analytical 
NO. [Hz1 initial [Hz] updated [Hz] 
1 23.67 22.88 23.31 
2 42.00 40.19 41.84 Fig, 6: Comparison of analytical and experimental 
3 63.62 54.15 64.61 mode shape (mode 4) before and after the model 
4 109.90 94.31 113.32 updating using experimental eigenvalues (Table 4, 
5 159.72 120.70 166.29 civ3e 1). ~ Measured, -. initial analytical, -- updated 
6 191.27 161.13 189.65 analytical. 
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