The uncertainty principle, which states that certain sets of quantum-mechanical measurements have a minimal joint uncertainty, has many applications in quantum cryptography. But in such applications, it is important to consider the effect of a (sometimes adversarially controlled) memory that can be correlated with the system being measured: The information retained by such a memory can in fact diminish the uncertainty of measurements. Uncertainty conditioned on a memory was considered in the past by Berta et al. [1] , who found a specific uncertainty relation in terms of the von Neumann conditional entropy. But this entropy is not the only measure that can be used to quantify conditional uncertainty. In the spirit of recent work by several groups [2-6], here we develop a general operational framework that formalizes the concept of conditional uncertainty in a measure-independent form. Our formalism is built around a mathematical relation that we call conditional majorization. We define and characterize conditional majorization, and use it to develop tools for the construction of measures of the conditional uncertainty of individual measurements, and also of the joint conditional uncertainty of sets of measurements. We demonstrate the use of this framework by deriving measure-independent conditional uncertainty relations of two types: (1) A lower bound on the minimal joint uncertainty that two remote parties (Bob and Eve) have about the outcome of a given pair of measurements performed by a third remote party (Alice), conditioned on arbitrary measurements that Bob and Eve make on their own systems. This lower bound is independent of the initial state shared by the three parties; (2) An initial state-dependent lower bound on the minimal joint uncertainty that Bob has about Alice's pair of measurements in a bipartite setting, conditioned on Bob's quantum system.
The quantum uncertainty principle was then derived by applying this operational framework on pairs (or larger sets) of distributions that result from quantum-mechanical measurements applied on quantum states. This majorizationbased approach also enabled the construction of so-called universal uncertainty relations. These are relations of the form
where p X and q Z are the probability distributions over the outcomes of measurements X and Z, respectively, applied on an arbitrary quantum state ρ. v is some vector (not necessarily in the same space as p and q) constructed out of p and q. ω is some constant vector, independent of ρ. The universality of such a relation is in the fact that for any measure U of uncertainty, one can get a lower bound on the joint uncertainty (measured in terms of U(v)) of (p X , q Z ) by evaluating U on the fixed argument ω. One type of universal relation, reported in [2, 3] , uses the construction
while another type, derived in [4] [5] [6] , uses
These "direct product"-and "direct sum"-type relations yield many known entropic uncertainty relations, via the application of appropriate entropy functions on the two sides of the majorization relation.
In this paper, we will approach the conditional quantum uncertainty principle using a combination of the ideas of [1] and [2, 3, 6] : Incorporating a correlated memory and defining conditional uncertainty in a measure-independent way. We start by setting up an operational framework for conditional uncertainty, in Section II. We will define a mathematical relation, which we call conditional majorization, that acts as the basis for comparing the conditional uncertainties of variables, analogous to how ordinary majorization enables the comparison of non-conditional uncertainties. If σ We will derive several results about conditional majorization, including a thorough characterization of the case of a classical memory (Section II A). Note that the case of a classical memory, i.e., classical correlations between X and B, is still non-trivially different from the non-conditional case (from the viewpoint of uncertainty). Moreover, the classical-memory case helps in constructing measures of conditional uncertainty that apply to the quantum case. For some special cases, we will be able to further simplify the characterization, condensing the conditions to a finite number of inequalities. In the case with a quantum memory, we will derive a sufficient condition for conditional majorization (Section II B). We will also develop a toolkit for constructing measures of conditional uncertainty (Section II C). This will lead us to the investigation of measures of the joint conditional uncertainty of two or more states (Section II D). The concept of joint uncertainty is central to the quantum uncertainty principle, which is really about more than one measurement considered together.
In Section III, we will apply our calculus of conditional majorization to a typical cryptographic scenario, also considered in [1, 29] . Here, two legitimate parties, Alice and Bob, are engaged in an LOCC protocol (e.g., quantum key distribution), and must contend with an "eavesdropper", Eve, who potentially has access to a purification of Alice and Bob's initial state. Thus, the overall state shared by the three parties is of the form Ψ ABE . In [1] , a bound was derived on the amount of information (measured in terms of the von Neumann conditional entropy) about Alice's system that can "leak" to Eve, based on how much initial correlation Alice and Bob share:
This identity is, remarkably, equivalent to (1) . In this latter form, the first term still quantifies the uncertainty about Alice's X measurement conditioned on access to Bob's system B. But the second term now represents the uncertainty about Alice's Z measurement given access to the purification of Alice and Bob's composite system-in other words, the uncertainty that Eve has about Alice's Z! While the form (1) tells us that Alice's measurement outcome can become completely certain, even for incompatible measurements, given complete access to a purification of her system, (5) shows that access to disjoint parts of the purification based on her different measurement choices-which is what Bob and Eve get individually, unless they both collaborate-can never completely lift the joint uncertainty of two incompatible measurements. This fact is related to the monogamy of quantum correlations: If Bob has access to a part of the environment that is highly correlated with Alice's system, then the rest of the environment, visible to Eve, is necessarily very weakly correlated with Alice's system. The extreme case of this is when Alice and Bob share maximal entanglement-then Eve gets no information at all! In Section III we will derive a similar result, but not involving any specific measure of conditional uncertainty. Instead, our "universal conditional uncertainty relation" will state that, if Bob and Eve (respectively) perform measurements {M b } and {M e } on their own systems when Alice (respectively) measures {M a1 } and {M a2 }, the joint distributions of the variables (a 1 , b) in the first case, and (a 2 , e) in the second, obey
This is similar to the universal uncertainty relation (2) , except that here we have a minimum joint conditional uncertainty that can be generated from any conditional uncertainty measure U simply by evaluating U(ω 1 , ω 2 ). Just by applying different measures U to this single identity, one could churn out different results similar to the one in [1] . Note, however, that the measures of joint conditional uncertainty generated this way are all of a particular special type: They quantify the uncertainty that Bob and Eve suffer when they try to learn about Alice's measurement by also subjecting their own systems to measurements. In this sense, these measures of uncertainty are more in the spirit of the accessible information than the von Neumann conditional entropy. In Section IV, on the other hand, we will use our results on quantum-conditioned majorization to derive a completely quantum universal conditional uncertainty relation. This relation will apply to a bipartite setting, where Alice and Bob initially share a state ρ AB , and then Alice makes either measurement M X or M Y (Bob makes no measurement). The relation we will prove is of the form
where σ XB and τ ZB are the post-measurement states for the two choices of Alice's measurement. This result demonstrates the power and versatility of the operational conditional uncertainty framework. We will also note that it can easily be adapted to a tripartite universal uncertainty relation, similarly to how (5) is derived from (1) .
Finally, in our conclusive section, we will discuss several other possible operational scenarios that can be subjected to our methods, leaving their study for future work.
FIG. 1:
The operational schematic for conditional uncertainty: Alice and Bob initially share a quantum-quantum state ρ AB that could contain quantum correlations. Alice's measurement MX turns her subsystem A into a classical register X; the correlations become classical, too. She then carries out random relabeling operations on X, possibly conditioned on classical outputs obtained by Bob.
II. CONDITIONAL MAJORIZATION: AN OPERATIONAL FRAMEWORK
A schematic of the operational set-up for conditional uncertainty is shown in Fig. 1 . Alice holds the quantum system of interest, A; Bob holds another system, B, which is the memory. The initial state shared by Alice and Bob, ρ AB [32], could contain classical or quantum correlations, even entanglement. But Alice will eventually perform some measurement on A. Let M X ≡ {M x } x∈{1...n} be the POVM associated with Alice's potential measurement. The act of measurement maps her quantum system A to an n-dimensional classical system, X, that carries the measurement outcome. Alice and Bob's post-measurement state is a classical-quantum (CQ) state, i.e., a state with the form
where {|x } x is an orthonormal basis consisting of "classical outcome flags" on the classical register X. We define
The conditional uncertainty is really a property of this post-measurement CQ state, and so such states are the objects in our formalism. In the remainder, we denote by CQ n the set of all CQ states with classical dimension |X| = n. Similarly, we will denote by CC n the set of all classical-classical (CC) states with the first subsystem ndimensional. We will now identify the class of operations that cannot increase conditional certainty. Alice can perform classical certainty-nonincreasing operations, i.e., random relabelings, on X. Bob, on the other hand, is allowed to perform arbitrary quantum operations on B. Moreover, Bob's action can in particular produce a classical output, and Alice's action can depend on his the output. This results in the following general form for the allowed operations. Definition 1. For a state σ XB ∈ CQ n , a quantum-conditioned random relabeling operation (QCR) is a completely positive (CP) trace-preserving (TP) map of the form
where j can run over an arbitrary number of values, each of whose corresponding D (j) is an n × n doubly stochastic matrix and E (j) a trace-nonincreasing CP map, such that the map
is TP. Note that τ XB is also in CQ n . For a pair of CQ states (σ XB , τ XB ) that satisfy (9) for some QCR N , we will say that σ XB quantum-conditionally majorizes (or simply conditionally majorizes) τ XB , denoted
It is worth mentioning that the "quantum" element in the relation comes only from the memory upon which the (un)certainty of X is conditioned; to stress this, we use "quantum" (or, when appropriate, "classical") as a sort of adverbial qualifier on the adjective "conditional". Note that {QCR} ⊂ {LOCC}. Note also that, without loss of generality, we can assume that each E (j) has only one Kraus operator. Otherwise, if
we can define D (j, ) ≡ D (j) for all . In order to characterize conditional certainty, we must find the conditions under which σ XB c τ XB for a given pair (σ XB , τ XB ) of initial and final states.
A. Classical-conditional majorization
Let us first consider a classical memory B ≡ Y , so that the states of XY are in CC n , i.e., just joint probability distributions p XY . In this case we will dispense with the (here) cumbersome bra-ket notation, and instead represent the state using the matrix P whose components are p xy . We use the notation p y ≡ x p xy for the marginal probability of Y = y, and p |y ≡ p
y (p xy ) x for the conditional distribution of X given Y = y. In this case, since Y is classical, we replace the E (j) 's of (9) with classical trace-nonincreasing operations (i.e., sub-stochastic maps). This results in transformations of the following form.
Definition 2. For a classical register X and a classical memory Y initially in some joint distribution P ∈ CC n , a classical-conditioned random relabeling (CCR) is a stochastic map of the form
where j can run over an arbitrary number of values, each of whose corresponding D (j) is an n × n doubly stochastic matrix and R (j) a matrix with non-negative entries, such that j R (j) is row-stochastic.
Remark (1). Any CC-to-CC state transformation P → Q that can be achieved via QCR can also be achieved by some CCR. For, let Q = N (P ) for some QCR N . Then, merely follow N with a rank-1 projection map in the classical basis of Q; this overall amounts to a CCR, while still achieving the transformation P → Q. In light of this fact, we will use the same symbol " c " to denote CC-to-CC convertibility via CCR.
Remark (2) . Arbitrarily reordering the elements of each coulmn of P is a CCR: Just choose D (j) = Π j (permutations), and R (j) = e jj , i.e., a matrix with zeros everywhere except the (j, j) element, which is chosen to be 1.
The number of rows of P is just the n that was defined before; this equals the number of rows in Q, because the effective transformation acting on X is always doubly stochastic. However, the arbitrary classical channels allowed on Y can change the number of columns in P to a different one in Q, transforming Y to a different classical system altogether, which we call Z. We use (respectively, m) to denote the dimensions of Y (Z).
In the following, we will prove several results that provide a characterization of classical-conditional majorization, as well as offering insight into its nature. Providing most of the technical proofs in the appendix, here we limit to a high-level discussion of the essence of the results.
We say that P and Q are conditionally equivalent, and write P ∼ c Q, if P c Q and P ≺ c Q. Identifying cases of such equivalence leads to further simplification, resulting in the following standard form:
xw ] is an n × matrix, where ≤ . To obtain P ↓ , we apply the following transformations on P :
1. Reordering within columns: Arrange the elements of each column of P in non-increasing order. Since this is a reversible CCR, we can just assume WLOG that P has this form. That is, for all y = 1, ..., , p 1y ≥ p 2y · · · ≥ p ny .
2. Combining proportional columns: If two columns of P , say those corresponding to y and y , are proportional to each other (i.e., p |y = p |y ), then we replace both by a single column (p y + p y )p |y . We do this until no two columns are proportional. The resulting matrixP contains ≤ columns, each of the formp wp |w .
3. Reordering the columns: Reorder the columns ofP in non-increasing order ofp w . If there are ties, resolve them by ranking the tied columns in non-increasing order of their first component (p 1w ). If there remain ties, we rank by non-increasing (p 1w +p 2w ), and so on.
The resulting n × matrix is the final standard form P ↓ . Lemma A.2 in the appendix shows that P ↓ ∼ c P .
Hereafter, we will (often implicitly) assume all states to be in their standard form, without loss of generality. This enables an elegant characterization of conditional majorization through the n × n lower-triangular matrix
Lemma 1. For P and Q in the standard form, P c Q if and only if there exists a row-stochastic matrix T such that
where the inequality is entrywise.
The predicate of the existence of such a T is really the question of feasibility of the linear programming problem defined by the condition (12) . Since the number of free parameters in T , and the specification of the linear program, are all linear in the sizes of the instances of P and Q, one can numerically decide the predicate efficiently using standard linear programming algorithms. However, the existential clause renders the condition rather opaque to intuition and qualitative understanding. In the following, we will try to overcome this obstacle. Firstly, the standard form, together with the simplification afforded by Lemma 1, leads to some nice properties of the conditional majorization relation:
Theorem 2. Let P , Q, R be three probability matrices. Then, Reflexivity: P c P. Transitivity: P c Q and Q c R ⇒ P c R.
That is, c is a partial order with respect to the standard form.
The long, but straightforward, proof is provided in the appendix.
There is a finite set of inequalities that prove sufficient as conditions for ordinary majorization between a given pair of vectors; these are in terms of the partial sums of the vector components [30] . In conditional majorization, it turns out to be difficult to find a finite sufficient set of conditions that are as simple to understand as those of majorization. While any instance of conditional majorization is efficiently solvable by linear programming algorithms, we would like conditions in some form that provide more insight. For example, conditions of the following form:
To this end, our next, main result is that a restricted collection of such Φ-like measures together form a sufficient condition:
Theorem 3. Let P and Q be n × and n × m joint probability matrices. Denote by R n×m +,1 the set of all n × m row-stochastic matrices. Then, the following conditions are equivalent:
For all matrices
where Φ A is a sub-linear functional given by
3. For all convex symmetric functions Φ,
Remark. The matrix A can be assumed to be in standard form. Furthermore, by taking Φ in (16) to be Shannon entropy, the left hand side of (16) becomes H(X|Y ). The above theorem can be proved using standard methods from the field of linear programming, particularly Farkas Lemma. The details are provided in the appendix.
We now look at a few special cases of the matrix dimensions n, and m, wherein conditional majorization is relatively easier to verify:
1. n = 1, with and m arbitrary: In this case P ↓ = Q ↓ always holds, and therefore P ∼ c Q for any (P, Q).
2. m = 1, with n and arbitrary: Here Q = q is a one-column matrix equivalent to a probability vector q. Moreover, T in Lemma 1 also have only one column, and since it is row-stochastic, T = e = (1, ..., 1) T . Denoting p ≡ P e, we have
3. = 1, with n and m arbitrary: In this case P = p is a probability vector, and T = (t 1 , ..., t m ) is a probability row vector. We therefore get
4. = 2, with n and m arbitrary: In this case, we have the following theorem, proved in the appendix.
Theorem 4. Let P and Q be n × 2 and n × m probability matrices given in their standard form. Define
Denote by I + , I 0 , and I − the set of indices {k} for which µ k is positive, zero, and negative, respectively. Furthermore, define p ≡ p 1 = x p x1 , so that 1 − p = p 2 . Also define:
and through these,
Then, Q ≺ c P if and only if W 0 , W 1 , W + , and W − are all non-negative.
The conditions in the theorem above can be simplified in special cases. The following special case will be helpful in constructing "universal uncertainty bounds" similar to those in [2] .
Proof.
k . In this case, we always have W 0 ≥ 0 and W 1 ≥ 0. Then, from Theorem 4, Q ≺ c P if and only if W + (P, Q) ≥ 0. Eq. (23) and (24) follow from direct calculations, with
Using this corollary, for any given arbitrary n-dimensional distribution ω, we can construct a "minimal P " (that we call Ω) that conditionally majorizes a given Q, with the requirement that ω be one of the conditionals of this Ω:
then Ω c Q, where
This last corollary will be applied directly in SectionIII to obtain a universal uncertainty relation.
B. Quantum-conditional majorization
In the general case, where the memory B can be quantum, conditional majorization becomes rather complex. In particular, it could be hard to find simple conditions that are both necessary and sufficient for conditional majorization. Nevertheless, we can find some sufficient conditions that prove useful in building quantum uncertainty relations. Let generate another possible decomposition of σ x . In general, the set {|u y|x
is not orthonormal and in fact, in special cases it is even possible to have |u y|x = |u y |x for y = y . 
where q |x = (q 0|x , ..., q n−1|x ).
The uncertainty principle is about there being a "minimum possible uncertainty" in a state. Therefore, (conditional) uncertainty relations involve finding a lower bound to the (conditional) uncertainty of a measurement outcome. Here we are interested in finding a "state-valued" lower bound that can apply in general, without regard to what measure of conditional uncertainty is used. In other words, we are interested in constructing some Ω XB ∈ CQ n such that Ω XB c σ XB . We would like this Ω to be nontrivial, yet simple enough that it affords some insight. For this reason, we take as Ansatz the following:
where |ψ B is some fixed state in Bob's Hilbert space, H B . We also completes |0 B (i.e. the state appears in Ω XB ) to an orthonormal basis which we denote by {|y
y=0 for all y = 0, ..., d − 1. In the theorem below assume that d = n, since if d < n we can always embed H B in C n , and if n < d we can always add terms to σ XB with zero probabilities. We will therefore use the same index n for both d and n.
Theorem 8. Let σ
XB and Ω XB be CQ states as above, and for each σ x let {q y|x , |u y|x } n−1 y=0 one of its many decompositions. Denote by c y = y|ψ the y component of |ψ when written in the basis {|y B } discussed above. Finally, for any j, k ∈ {0, ..., n − 1}, with j = k, denote by
Then, σ XB ≺ c Ω XB if ω ≤ ω jk and there exists j, k ∈ {0, ..., n − 1}, with j = k, such that the following condition hold:
Corollary 9. Using notations as in Theorem 8, if all σ
where
and
C. Measures of conditional uncertainty
Just like Schur-convex functions provide a way of understanding ordinary majorization, we can understand the structure of conditional majorization through similar functions:
Definition 4. A measure of the uncertainty of X conditioned on B is a function U X|B : CQ n → R, with the following properties:
Condition 2 above, for any conditional uncertainty measure U X|B , is a necessary condition for σ XB c τ XB . But since the conditional majorization relation is not a total order, it is not completely characterized by any single measure.
How do we construct such measures? One way is to first consider the classical-conditional case:
Definition 5. A measure of the classical-conditioned uncertainty of X given Y is a function U X|Y : CC n → R, with the following properties:
Now, define the following:
where the minimization is over all POVMs M Y describing possible measurements on B, where P ∈ CC n results from σ XB through a particular choice of this measurement.
Lemma 10. It is sufficient to take the minimization in (35) over all rank 1 POVM measurements.
The proof will be provided in Appendix C. Lemma C.1 of the appendix establishes that such a measure is nondecreasing under QCR, thereby justifying its nomenclature. Indeed, from Theorem 3, it follows that for any symmetric concave function Φ, the function
is a measure of uncertainty of X|Y . For this choice of U the minimal conditional uncertainty is given by
In the case that Φ is the Shannon entropy H,
where the last inequality follows from the Holevo bound on the accessible information, max M Y H(X : Y ). A useful method for generating conditional uncertainty measures is using contractive distance measures (or even pseudo-distance measures such as the relative entropy) on the space of density matrices. Let Λ(·, ·) be a measure that is contractive under quantum operations, i.e., Λ (E(ρ 1 ), E(ρ 2 )) ≤ Λ(ρ 1 , ρ 2 ) for any two density matrices (ρ 1 , ρ 2 ) and any quantum channel E. Now consider the following class of states:
This is the maximal subset of CQ n with the property of closure under the set of QCR operations. That is, the property that ∀E ∈ {QCR}, E(F n ) ⊆ F n . This is the set of states that can be considered the most conditionally uncertain. Now define U Λ : CQ n → R given by
with c a suitable constant. Then, by virtue of the contractivity of Λ, U Λ is a measure of conditional uncertainty of X given B. Many important entropic "distances", such as the relative entropy and the Rényi divergences for certain parametric regimes, can be used in place of Λ to yield such measures.
D. Joint conditional uncertainty
Since the uncertainty principle is about more than one potential (actual or counterfactual) measurement on Alice's side, we require a notion not of the conditional uncertainty of a single measurement, but of the joint conditional uncertainty of two or more measurements. Here we will consider the case of two measurements, but the same methods can be naturally adapted to more than two.
We would like first to define the most general notion of joint conditional uncertainty that is independent on whether the two measurements on Alice's system are actual or counterfactual, and is not restricted to a particular scenario or task. We therefore only require from such a measure to be monotonic under joint QCR: Definition 7. Let J : CQ n × CQ m → R, and let σ XB ∈ CQ n and γ ZC ∈ CQ m . Then, J is a measure of the joint conditional uncertainty if: (1) J (σ XB , γ ZC ) = 0 if both σ XB and γ ZC are product states of the form |0 0| ⊗ ρ.
Similarly to the minimum classical conditional uncertainty measures, one can construct measures of joint conditional uncertainty from classical measures. This can be done as follows. Let J cl : CC n × CC m → R be a measure of classical joint uncertainty (i.e. satisfying the conditions of Def. 7 for classical states/distributions P and Q). Then, Theorem 11. Let σ XB ∈ CQ n and γ ZC ∈ CQ m be two classical-quantum states; let M Y and M W be POVMs acting, respectively, on B and C; and let P = (p xy ) and Q = (q wz ) be two probability matrices with probabilities
is a measure of joint conditional uncertainty.
The basic definition of a joint conditional uncertainty measure is independent of any operational task, game, or scenario that involves some facet of the conditional uncertainty principle. But specific tasks often admit the construction of useful measures that naturally reflect the structure of those tasks. For example, consider the scenario in Fig. 2 . Here Alice and Bob share two copies of the same state, ρ A1B1 ⊗ ρ A2B2 . On the first copy, Alice performs the measurement M X ; on the other copy, she performs M Z . Effectively, the two measurements M X and M Z have been combined into one joint measurement on a tensor-product system. Then, the conditional uncertainty of XZ given B 1 B 2 in the resulting CCQQ state is actually a manifestation of the joint conditional uncertainty of X|B and Z|B; therefore, any measure of conditional uncertainty of this state is effectively a measure of the joint uncertainty of the two measurements conditional on B. In Section IV we will find a universal conditional uncertainty relation based on this scenario. One can make variations on the above scenario, depending on the particular task. For example, Bob could perform measurements on his systems. In another scenario (Fig. 3) , Alice and Bob actually share only one copy of the state. But now a shared random bit r determines the measurements that they each perform. Here again, Alice's two measurements have been combined into one; but this time, instead of both measurements happening on a different copy of the same state, one randomly-chosen measurement is performed. Any measure of conditional uncertainty of this randomized hybrid measurement is then a measure of joint conditional uncertainty of the two individual measurements.
A particular scenario that is relevant in cryptographic tasks is depicted in Fig. 4 : Three parties, Alice, Bob and Eve (who can be interpreted innocently as the "environment", or maliciously as an "eavesdropper") share a pure 
state Ψ
ABE . Such a scenario is considered, for example, in security proofs of cryptographic protocols [1, 29] where one must assume, to account for the worst case, that an eavesdropper has access to a purification of Alice and Bob's shared system. Even within this tripartite scenarios, one can consider variations based on the way in which multiple measurements are incorporated. The setup in Fig. 4 , for example, involves a shared random bit r that decides whether Alice will make measurement M X or M Z . If she happens to choose M X , then Bob makes a measurement M Y on his system; else, Eve measures her system through M W . Once again, any measure of the conditional uncertainty of the CQ state resulting from the hybrid measurement amounts to a measure of the joint uncertainty of the two individual measurements, conditional on Bob's and Eve's systems, respectively.
In the scenario of Fig. 5 , like in Fig. 2 , the three parties share two copies of the same pure state |Ψ . Now the two alternate r cases of Fig. 4 both occur, but on different copies of the state. In the following section, as a demonstration of the application of the methods we have developed thus far, we will derive a universal uncertainty relation based on this tripartite scenario.
III. APPLICATION I: UNIVERSAL, STATE-INDEPENDENT TRIPARTITE MEASUREMENT-BASED CONDITIONAL UNCERTAINTY RELATIONS
We will now construct a universal conditional uncertainty relation for the scenario in Fig. 5 : Alice, Bob, and Eve initially share two copies of a pure state Ψ ≡ |Ψ Ψ|, i.e., a state Ψ A1B1E1 ⊗ Ψ A2B2E2 . Alice performs measurements {M a1 } and {M a2 } on her two copies. Bob performs {M b } on his first copy and does nothing with his second. Eve does nothing with her first part, and measurement {M e } on her second. Treating x ≡ (a 1 , a 2 ) as one variable, and w ≡ (b, e) as another, we will apply our characterization of minimum classical conditional uncertainty (Section II C) on the joint CC state on XW to get a lower bound on the joint minimum classical uncertainty of Alice's two measurements conditioned separately on Bob's and Eve's systems. We will assume that Alice's measurements are both rank-1 projective measurements. The post-measurement CC state Q on XW is given by
In order to lower-bound the joint conditional uncertainty of a 1 |b and a 2 |e, we will lower-bound the conditional uncertainty of X|W , which in turn we will accomplish by constructing a "state-valued" upper bound on Q, under the " c " partial order. That is, some Ω XC ∈ CC n , such that
One possible upper bound is of the form Ω Triv = |0 0| X ⊗ |0 0| C , which conditionally majorizes every σ XB ∈ CC n , let alone Q XW ∈ CC n . But this bound would be trivial, because this Ω contains no conditional uncertainty. On the other hand, Q itself is another trivial upper bound: It is as tight as one could desire, but is state-dependent (in the strongest way possible), and as such, provides little insight. We would like to find some Ω that strikes a balance between these factors.
The simplest kind of state that has some conditional uncertainty is some Ω XY ∈ CC n such that ≡ |Y | = 1 and
T . Let us try to find an upper bound Ω of this form. From Section II A, recall (18) , which gives the condition for Ω c Q in the case = 1:
where ω is the lone column of Ω. If we wish to make this vector state-independent, and dependent only on Alice's measurements {M a1 } and {M a2 }, then it must majorize a Q that results from any Ψ and any choice of Bob's and Eve's measurements. We will now show that this results in the trivial upper bound Ω Triv , irrespective of Alice's measurements. Recall our assumption that Alice's measurements are rank-1 projective. Then, let |α 1 α 1 | be one of the POVM elements from her first measurements, and |α 2 α 2 | one from her second. Now consider the tripartite pure state
If Bob's and Eve's measurements are both just projective measurements with respect to their respective canonical bases, then the conditional distribution q |w≡(b,e)=(0,0) is given by
Now considering (43), we see that the above conditional distribution forces Ω to be Ω Triv . So we have to look beyond the = 1 case; let's now try = 2. Corollary 6 assures us of the existence of such an Ω given a suitable vector ω. In the following, we will construct such a vector, to finally get our desired Ω.
Theorem 12. Define c ≡ max α1,α2 | α 1 |α 2 |, where α 1 and α 2 are eigenvectors of Alice's A 1 and A 2 measurements, respectively. Then for arbitrary state ψ ABE and measurements {M b } and {M e }, we have
with
with l being largest integer such that βl ≤ 1 and α, β satisfy
Proof. We apply Lemma E.2, obtaining that
We then apply Lemma E.1 with r = (1 + c) 2 /4.
The relation (46) constitutes a nontrivial uncertainty relation, when α and β are strictly less than 1. This happens for
Example: In the case of two qubit measurements {M a1 } and {M a2 }, we get
IV. APPLICATION II: UNIVERSAL UNCERTAINTY RELATIONS BASED ON QUANTUM-CONDITIONAL MAJORIZATION
Here we will construct another type of universal conditional uncertainty relation, this time for the scenario of Fig. 2 , wherein Alice and Bob initially share two copies of a state, ρ A1B1 ⊗ ρ A2B2 , and then only Alice makes measurement M X and M Z on her parts, Bob retaining his systems unmeasured. We provide a state-valued upper bound on the post-measurement state σ XB1 ⊗ τ ZB2 . Consider first the case of a pure ρ = |ψ ψ|. We will consider here orthogonal projective measurements of the form 
Then we have
Similarly,
Hence, from Corollary 9 the following universal uncertainty relation follows:
We can rephrase this universal uncertainty relation in terms of measures, as
Theorem 13 (Alternate form). Let U XZ|B1B2 be a measure of conditional uncertainty as per Definition 4. Then,
This relation can also be extended to mixed bipartite states, if we restrict to jointly-concave conditional uncertainty measures, i.e., if
Consider a mixed bipartite state
Let σ and M
A2
Z , respectively, on ρ AB , are then σ XB1 and τ ZB2 . Therefore,
is a convex mixture of "conditionally pure" CQ states. If U XZ|B1B2 is concave, it follows that (60) holds for any ρ. Corollary 9 can be used in other scenarios, as well, to yield fully quantum conditional uncertainty relations. For example, we can apply the same corollary to the tripartite tensor-product scenario of Section III, without Bob and Eve making measurements.
V. DISCUSSION AND CONCLUSION
We developed an operational framework that defines conditional uncertainty-that is, uncertainty of a classical variable (a measurement outcome) conditioned on access to a quantum memory-through a mathematical relation called conditional majorization. This relation, while a natural generalization of majorization, is much harder to characterize. The relation, denoted " c ", is defined between classical-quantum (CQ) states. A CQ state σ XB is more conditionally uncertain than another, τ XB , if and only if σ XB c τ XB . We found several useful results about conditional majorization in the classical-memory case. These include an efficiently-computable linear program to verify classical-conditioned majorization, a class of measures that provide necessary and sufficient conditions for the relation, and much simpler conditions in some special cases. In the quantummemory case, we proved a sufficient condition for conditional majorization. We also found a method of constructing a tight state-valued upper bound (under the " c " relation) Ω XB to a given state σ XB . We then developed a toolkit that can be used to construct measures of conditional uncertainty. Measures of quantum-conditional uncertainty (which are defined on CQ states σ XB ) can be constructed from measures of classicalconditional uncertainty (defined on CC states P XY ) by applying the latter to probability distributions obtained by measuring the memory system (B), and then optimizing over this measurement. We called such measures "measures of the minimum classical-conditioned uncertainty". In addition, contractive metric or pseudo-metric functions on the space of density matrices can be used to define conditional uncertainty measures. These measures are in the spirit of "least distance to the set of maximally conditionally-uncertain states", which are states of the form
We then extended the idea of measures, to quantify the joint conditional uncertainty of two or more measurements. After defining the most general notion of joint conditional uncertainty measures, we considered some special operational scenarios that naturally represent some aspect of joint conditional uncertainty. These include a few bipartite and tripartite operational schemes (Figs. 2, 3, 4 and 5) .
We used these operational schemes in two illustrative applications. The first one applied our characterization of minimum classical-conditioned uncertainty to a three-player game (Fig. 5) where Alice, Bob, and Eve initially share two copies of a pure tripartite state, Ψ A1B1E1 ⊗ Ψ A2B2E2 . Subsequently, Alice makes measurements {M a1 } and {M a2 } on her copies, while Bob and Eve each measure only one of their respective copies (with measurements {M b } and {M e }, respectively), discarding the other. We derived a state-valued upper bound to the resulting post-measurement 4-partite classical-classical state, effectively lower-bounding the joint uncertainty of Alice's two measurements conditioned on the systems owned by Bob and Eve, respectively. This universal conditional uncertainty relation is of the form
The other application was to bipartite scenario ( Fig. 2) , where Alice and Bob share two copies of some pure state, ψ A1B1 ⊗ ψ A2B2 . Alice makes two different measurements on her copies, while Bob keeps his system as it is. We then found a state-valued upper bound on the resulting 4-partite CQ-CQ state, resulting in the following universal conditional uncertainty relation:
An open problem that immediately suggests itself is regarding the state-dependent nature of the universal relation (60). It is not hard to see that, in the present form of the relation, a state-independent bound Ω would necessarily have to be trivial: Just consider the initial state ψ AB to be maximally entangled, in which case the conditional uncertainty is zero for any projective measurement on Alice's part. On the other hand, Berta et al.'s relation
retains a non-trivial element even for the maximally entangled case, essentially by splitting this zero conditional uncertainty between the two terms on the right: The first (positive) term representing the incompatibility of the two measurements, and the second (negative) term embodying the initial correlation between A and B. It would be interesting if our universal relation could be made nontrivially state-independent using a similar "split" between measurement incompatibility and initial correlation. Note that the tripartite case does not suffer from the same problem, enabling us to formulate a state-independent universal relation in Section III, where we considered accessible information-like measures of conditional uncertainty. We expect a state-independent tripartite relation to be obtainable also for other kinds of measures, using Corollary 9 or similar results. We leave this, too, for future work.
We expect that the characterization of quantum-conditioned majorization simplifies in special cases, such as the case of pure initial states, qubit measurements, etc. These cases are left for future work, as well. Another potential future work is to find other ways of constructing measures of individual and joint conditional uncertainty. For example, one could take measures defined on CQ states whose conditional quantum states are pure, and then extend these measures via the convex-roof extension.
An important project to be undertaken is the application of our methods to concrete cryptographic tasks, such as key distribution and coin-tossing. Replacing the existing, entropy-based methods with majorization-based methods is likely to improve the analysis of the single-shot or finite-size case of such tasks, possibly beyond the improvement already afforded by the smooth Rényi entropy calculus.
The scenarios we considered in our applications, and indeed, all the ones depicted in the figures, are but a handful of examples that we contrived to illustrate our methods. The framework of conditional uncertainty (and joint conditional uncertainty) that we have developed is very general and versatile, and can be used in many other scenarios. This opens up plenty of avenues for future investigation.
[31] An n-dimensional vector p is said to majorize another vector, q, denoted "p q", if for all k ∈ {1, 2 . . . n},
where p ↓ is a vector consisting of the components of p arranged in nonincreasing order, and likewise, q ↓ .
[32] Slightly deviating from convention, we will use superscripts to specify the names of subsystems A, B, etc.
Appendix A: Classical-conditional majorization Notation: P is the matrix whose components are the joint probabilities p xy . We use the notation p y ≡ x p xy for the marginal probability of Y = y, and p |y ≡ p
y (p xy ) x for the conditional distribution of X given Y = y. Denote by R n× +,1 the set of all n × row-stochastic matrices, and by R n× + the set of all n × matrices with non-negative entries. In particular, P ∈ R n× + in our generic example, while Q ∈ R n×m + . We are interested in the following condition for the conditional majorization relation P c Q:
where each D (j) is an n × n doubly stochastic matrix, and each R (j) is an × m matrix of non-negative entries, with
Remark. Arbitrarily reordering the elements of each column of P is a CCR: Just choose D (j) = Π j (permutations), and R (j) = e jj , i.e., a matrix with zeros everywhere except the (j, j) element, which is chosen to be 1.
In componentwise form:
Here (D (j) p y ) x is the x th component of the vector D (j) p y , where p y is the y th column of P (we will similarly use q w for the columns of Q). To simplify this relation, we denote
Note that D (y,w) is an n × n doubly stochastic matrix and T = [t yw ] is an × m row-stochastic matrix. With these notations the relation in (A2) becomes
Lemma A.1. P c Q if and only if there exists a set of n × n doubly stochastic matrices D (y,w) ( m in number) and an × m row-stochastic matrix T ≡ [t yw ] such that the columns of P (denoted p y ) are related to those of Q (q w ) through (A4).
Proof. We already proved that P c Q implies the existence of D Lemma A.2. Consider an n × probability matrix P = [p 1 , ..., p ] such that one of the columns, say p 1 , is a multiple of another column, say p 2 . That is, there exists non-negative real number λ such that p 1 = λp 2 . Then,
where P is n × ( − 1) probability matrix.
Proof. Let T = [t 1 , ..., t −1 ] be the following × ( − 1) row stochastic matrix
where I −1 is the ( − 1) × ( − 1) identity matrix. Note that P T = P and therefore P ≺ c P . Let S = [s 1 , ..., s −1 ] be the following ( − 1) × row stochastic matrix
Note that P S = P and therefore P ≺ c P . Hence, P ∼ c P .
Note that the elements of each column of P can be arbitrarily reordered under the allowed transformations. Together with the above lemma, this allows us to define the following standard form: Definition 3. Let P = [p xy ] be an n × joint distribution matrix. Its standard form
Combining proportional columns:
If two columns of P , say those corresponding to y and y , are proportional to each other (i.e., p |y = p |y ), then we replace both by a single column (p y + p y )p |y . We do this until no two columns are proportional. The resulting matrixP contains ≤ columns, each of the formp wp |w .
The resulting n × matrix is the final standard form P ↓ . Lemma A.2 implies that P ↓ ∼ c P .
In the remainder we will assume that P and Q are given in this standard form. Since all the D (y,w) in (A4) are doubly stochastic, we get that
Note that by taking the sum over w on both sides, we get that the marginal distributions p = ( y p xy ) x and q = ( w q xw ) x satisfy p q. Denote byP andQ the matrices whose components arẽ
That is,P
where L is the following n × n matrix:
We will now prove an important simplification due to the standard form, which we stated as Lemma 1 in the main text:
Proof. We have seen in Eq. (A8) that if Q ≺ c P then there exists a row-stochastic matrix T such thatQ ≤P T . Conversely, suppose there exists a row stochastic matrix T satisfying (A12). Denote A ≡ P T and the components of A by
The conditionQ ≤P T is equivalent to q w ≺ w a w , where a w = (a kw ) k , and the symbol ≺ w stands for weak majorization (i.e. instead of equality n k=1 q kw ≤ n k=1 a kw ). It is known (see e.g. [30] ) that q w ≺ w a w if and only if there exists a non negative (entrywise) matrix S (w) and a doubly stochastic matrix D (w) such that q w = S (w) a w and S (w) ≤ D (w) entrywise. Therefore, there exists doubly stochastic matrix D (w) such that q w ≤ D (w) a w . In components it reads
However, since the components q xw and q xw both sums to one, the condition 0 ≤ q xw ≤ q xw implies that q xw = q xw . Hence, this equation is equivalent to (A4) with D (y,w) ≡ D (w) , and from Lemma A.1 it follows that Q ≺ c P . This completes the proof.
Remark. Note that the proof of Lemma 1 also implies that Q ≺ c P if and only if there exist m doubly stochastic matrices D (w) , and a row stochastic matrix T such that
This is a simpler version of (A4). For any set of m doubly stochastic matrices D = {D (1) , ..., D (m) }, and an n × m matrix A, whose columns are a z , we define
With these notations
for some set of m doubly stochastic matrices D and a row stochastic matrix T . We now prove Theorem 2 of the main text:
Theorem 2. Let P , Q, R be three probability matrices. Then,
That is, ≺ c is a partial order with respect to the standard form.
Proof. Reflexivity and transitivity of ≺ c follow directly from its definition in (A1). To prove antisymmetry, suppose P ≺ c Q and Q ≺ c P (i.e. Q ∼ c P ), and suppose Q and P are given in their standard form; that is, we assume P = P ↓ and Q = Q ↓ . From Lemma 1 we know that there exist stochastic matrices T and R such that LQ ≤ LP T and LP ≤ LQR. Combining these two inequalities gives LQ ≤ LQRT and LP ≤ LP T R.
Since RT is a row stochastic matrix, the sum of the columns of LQ and LQRT are the same. Therefore, we must have LQ = LQRT , and using similar arguments we also get LP = LP T R. Since L is invertible, this in turn gives Q = QRT and P = P T R.
We next prove, that RT and T R must be the identity matrices.
Lemma A.3. Let A be an m×m row stochastic matrix, and Q = Q ↓ is an n×m matrix with non-negative components. Then,
The proof is by induction over m. For m = 1, Q is an n × 1 column matrix. Then, A is a 1 × 1 row stochastic matrix, i.e. the number 1. Therefore the lemma holds for m = 1. Next, suppose the lemma holds for all n × m non-negative matrices Q (m) (in their standard form); i.e. if
We need to show that the same holds for all n × (m + 1) non-negative matrices Q (m+1) (in their standard form). Indeed, let A (m+1) be an (m + 1) × (m + 1) row stochastic matrix, and denote
where u, v ∈ R m + and u is the sum of the components of u. Note that while A (m) above is non-negative it is not necessarily row stochastic. More precisely, the sum of the columns of A (m) is e − v, where e = (1, ..., 1)
. With the notations above this is equivalent to
The second equation is equivalent to uq m+1 = Q (m) v. Therefore, if u = 0 then v = 0 since Q (m) has no zero columns. Clearly, in this case we also have u = 0 so that
and therefore A (m) = I m from the assumption of the induction. This also gives A (m+1) = I m+1 . We therefore assume now that u > 0 and therefore v = 0. Substituting
Since the sum of the columns of
T is an m × m row stochastic matrix, and therefore from the assumption of the induction we get
However, since u, v, A (m) ≥ 0 the components of u and v must satisfy
Since both u = 0 and v = 0, there must exists i 0 such that u i0 = 0, v i0 = 0, and u j = v j = 0 for all j = i 0 . However, in this case,
That is, q m+1 is a multiple of anther column of Q (m+1) contrary to the assumption that Q (m+1) is given in its standard form. Therefore, we must have u = 0, and as discussed above, this corresponds to A (m+1) = I m+1 . This completes the proof of the lemma. Now, using this in the relation (A20) gives that both RT = I m and T R = I . Hence, m = and R = T −1 . But since both R and T are row stochastic, we must have that they are permutation matrices. Finally, since Q and P are given in their standard form, the permutation matrices R and T must be the identity matrices. This completes the proof of antisymmetry of ≺ c .
For any P ∈ R n× + , denote by
which we call the Markotop of P . Note that the Markotop of P is a compact convex set. Its vertices are the set of all matrices of the form D[P T ] with D consist of m permutation matrices and T is a matrix whose rows are elements of the standard basis in R m .
Lemma A.4. Given an n × matrix P and an n × m matrix Q then
Proof. Suppose Q ≺ c P and let A ∈ E(Q, k). Then, by definition, A ≺ c Q and Theorem 2 gives A ≺ c P ; that is, A ∈ E(P, k). Conversely, Q ∈ E(Q, m) ⊆ E(P, m) implies Q ≺ c P .
Let S E(P,m) : R n×m → R be the support function of the Markotop of P defined by
for any A ∈ R n×m . Support functions of non-empty compact convex sets has the following property:
From the previous lemma the support function provides a characterization of conditional majorization. We therefore calculate
Since the set of doubly stochastic matrices is the convex hull of the permutation matrices we get max
where the second maximum is over all permutations π, and the last maximum is over all n × n permutation matrices Π. Therefore,
Note that Φ A is positively homogeneous (i.e. λΦ A (p |y ) = Φ A (λp |y ) for λ ≥ 0), convex, and symmetric (under permutations of p |y ). This leads to our main result:
Theorem 3. Let P and Q be n× and n×m joint probability matrices. Then, the following conditions are equivalent:
1. Q ≺ c P .
For all matrices
where Φ A (p |y ) is as in (A35).
Remark. The matrix A can be assumed to be in standard form.
Proof. It remains to be shown that (3) follows from (1). Indeed, suppose Q ≺ c P . Then, there exist family D of m n × n doubly stochastic matrices and an × m stochastic matrix T ≡ [t 1 , ..., t m ] such that
Denoting by q w ≡ n x=1 q xw we therefore get that
Note that the RHS of the above expression is a convex combination of D (w) p |y since q w = y=1 t yw p y . We therefore have
(A40) where the first inequality follows from the convexity of Φ and the second from its Schur convexity.
Insights from linear programming
Theorem 3 provides a characterization of conditional majorization in terms of the functions defined in (A36). It is, however, possible to obtain a number of conditions using standard methods of linear programming. Consider the condition given in (A12) for conditional majorization, and let
. . .
where t 1 , ..., t m are the columns of T . Let Γ be the (nm + ) × m real matrix
where I is the × identity matrix. Finally, let
where q 1 , ..., q m are the columns of Q, and e ≡ (1, ..., 1) T ∈ R . With these notations we have the following proposition.
Proposition A.5. With the same notations as above, Q ≺ c P if and only if there exists 0 ≤ t ∈ R m such that
Proof. The proof follows from Lemma 1, with the observation that if there exists a matrix T with non-negative entries that satisfies (A12) with m k=1 t k ≤ e, then there also exists a matrix T with non-negative entries that satisfies Eq. (A12) and 
where r j are the components of r. Similarly,
Note that if (A47) holds for r with r y = max w∈{1,...,m} s 
Note that also
Therefore, the condition in Eq. (A36) is stronger than one given in Eq.(A50), and yet Eq. (A50) is sufficient for conditional majorization. Several special cases of n, and m were considered in the main text. The case = 2 is the most involved of these special cases, and so here we look at this case in detail. We assume that Q = Q ↓ and P = P ↓ are 2-row joint probability matrices. For = 2, Q ≺ c P if and only if there exists two m-dimensional probability vectors a and b such that LQ ≤ LP T , where
2. k ∈ I + , i.e., µ k > 0.
Then for all w = 1, ..., m
But since a w ≥ 0 must also hold, we have
Summing over w and requiring m w=1 a w = 1, we see that W + ≡ 1 − m w=1 α w must be non-negative. 3. k ∈ I − , i.e., µ k < 0.
But (A55) states that a w ≤ q w /p must hold. Therefore,
Again, summing over w and requiring m w=1 a w = 1 entails that W − ≡ m w=1 β w − 1 be non-negative. Finally, combining (A64) with (A66) for all w, we obtain the condition W 1 ≡ min w∈{1,...,m} (β w − α w ) ≥ 0. This completes the proof of one direction.
To prove the other direction, define the matrix-valued function Θ : 
Let Ω XB be another classical-quantum state given by y=0 for all y = 0, ..., d − 1. In the theorem below assume that d = n, since if d < n we can always embed H B in C n , and if n < d we can always add terms to σ XB with zero probabilities. We will therefore use the same index n for both d and n. Theorem 8. Let σ XB and Ω XB be classical quantum states as above, and for each σ x let {q y|x , |u y|x } n−1 y=0 one of its many decompositions. Denote by c y = y|ψ the y component of |ψ when written in the basis {|y B } discussed above. Finally, for any j, k ∈ {0, ..., n − 1}, with j = k, denote by
Proof. Without loss of generality, take j = 0 and k = 1. Let N be a CQO. Then,
is a CPTP map. We now consider a specific CQO for which D
1x = δ 0x , and for j > 1, D (j) 1x = δ xj . Furthermore, we will only consider trace decreasing CP maps E (j) such that E (j) (|0 0|) is zero unless j = 0. Therefore, for these choices we get:
Consider now the following choices of E (x) . Each E (x) is given by
where the Kraus operators K y|x have the following form:
where s y , t y are probabilities, for each y the n − 1 vectors {|v z|y } n−1 z=1 are orthonormal and perpendicular to |u y|0 , and the non-negative numbers b x and the complex numbers a yz satisfy the relation:
Note that the above relations ensure that n y,x=0 K † y|x K y|x = I n . We therefore get so far that:
where we have chosen the probabilities t y and s y such that
It is therefore our goal to get
Then
We would like K y|0 |ψ to be proportional to the state |u y|1 , and more precisely, we want
We therefore write each |u y|1 in the basis
where |y ⊥ is some normalized state orthogonal to |u y|0 , and r y ∈ [0, 1], θ y ∈ [0, 2π]. Note that the set of states {|y ⊥ } are completely determined by {|u y|1 }. We choose |v 1|y ≡ |y ⊥ . For this choice we then must choose a yz = a y δ z1 . For these choices we then have
Hence, from (B15) we have
√ r y = c 0 t y and g √ q y|1 e iθy 1 − r y = a y c 1
Note that we can always take a y = e iθ |a y | to absorb the phase, and by taking the ratios we get
The first equation gives:
For this value of t y , we must have s y ≥ 0. This leads to the first constraint on ω, q y|0 , q y|1 , and r z :
The second constraint comes from
Hence,
To summarize:
After some simple algebra, these conditions can be shown to be equivalent to the condition of the theorem. 
We consider here the case of a classical memory Y that results from Bob measuring a quantum B. The essential idea is to take the best possible measurement on B and then use the previous section's methods on the resulting CC state. To this end, we define the following. Definition 6. Let σ XB ∈ CQ n result from the measurement M X on system A of ρ AB . The minimal conditional uncertainty associated with the measurement M X given accessibility to the quantum system B, is a function M U : CQ n → R defined by
where the minimization is over all POVMs {M y } describing Bob's measurement, where P ∈ CC n results from σ XB through a particular choice of this measurement. U X|Y is a classical measure of conditional uncertainty as in Definition 5.
We now prove a lemma in this connection, which was stated in the main text. Lemma 10. It is sufficient to take the minimization in (C1) over all rank 1 POVM measurements.
Proof. To prove the statement we need to show that min {My} U X|Y (P ) ≤ min
where {M y } stand for all rank-1 POVM measurements, whereas {Γ y } for arbitrary POVMs. To this end, we can define general POVM elements as a linear combination of rank-1 POVM elementsΓ y = y R yy M y , where R yy are components of row-stochastic matrix R ( y R yy = 1). Then the components p xy of matrix P are given by
where in the second equality we used linearity of the trace. Now, since p xy are the components of the matrix P , we have that P = P R. From the property (1) of a measure of the uncertainty of X|Y (see Definition 5) we have that it is nondecreasing under processing of Y :
and after minimizing over POVM measurements we get (C2).
Lemma C.1. M U is monotonically non-decreasing under QCR.
where P (Q) is a matrix of probabilities p xy (q x y ) obtained by measuring POVM elements M y (Γ y ) on a state σ XB (N (σ XB )). First we will express the probability p xy in the product form 
Let us now take the POVMsΓ y that gives the minimum in the RHS of (C5). The probabilities q x y are calculated from 
We will now show that for any POVM measurements {Γ y } and trace preserving operation j K † j (.)K j there exist POVM measurements {M y } and a set of matrices {R (j) } with non-negative entries with the property that j R (j) is row stochastic, such that
where R (j)
yy are the components of the matrix R (j) . To show this define the POVM elements M y and the matrices R (j) as the following
(z,k)y := δ zy δ jk .
Note that such defined M y is a valid POVM:
while j R (j) is row stochastic: 
which means that the matrix Q can be expressed as Q = j D (j) P R (j) . Recall that the measure of the uncertainty of X|Y is non-decreasing under correlated classical processing of Y with random relabelling of X and since we assumed thatΓ y were optimal we get U X|Y (P ) ≤ min
Therefore, minimizing U X|Y (P ) over all POVMs completes the proof.
where 
where in the first line we used probability independence on conditioning for product states, while in the last line we used the result from [2] . 
The main advantage of doing so is that in comparison with max a1,a2 q a1|b q a2|e in the definition of η (E3), we no longer need to tackle the probabilities q a1|b and q a2|e conditioned independently on Bob's and Eve's outcomes. Instead, we now only need to evaluate 1 2 max a1,a2 q a1|be q a2|b e + max a 1 ,a 2 q a 1 |b e q a 2 |be for each setting (b e, be ). In this case any
