motivated assumptions about ELMing require particular statistical characteristics. Specifically, if one assumes that the likelihood of ELM occurrence increases monotonically with time elapsed since the most recent ELM, then the measured distribution of waiting times between ELMs should belong to a broad class of probability density functions (pdfs) of which the Weibull distribution [10] is a special case. This physical approach contrasts with a trial and error search for a function that best fits the data [11] .
To test this conjecture requires the identification and selection of a large representative data set, the development and use of a reliable ELM detection algorithm, and a method to find and compare the best possible fits between data and any proposed pdf. This will provide a rigorous basis for present and future studies. As an application of our analysis, we distinguish between type I and type III ELMs in a set of plasmas from the Joint European Torus (JET) tokamak [12] , on the basis of ELM waiting time statistics alone. Whereas type III ELMs are usually smaller than type I ELMs, typically they are more frequent and the plasma's energy confinement is lower. The ELM type is presently determined by the ELM frequency's response to heating [2] [3] [4] . The physically motivated derivation for our pdf allows a clear physical interpretation of our statistical classification.
Theoretical Background: Consider the sequence and distribution of time intervals (waiting times) between ELMs. After an ELM, at t = 0, we discuss the statistical properties of the time of the next ELM in terms of two linked functions. We define p(t)dt to be the probability that the next ELM is in the time interval (t, t + dt), given that it has not yet occurred at time t. This differs crucially from the pdf of time intervals between ELMs, which we denote by P (t), and gives the fraction of inter-ELM time intervals that are between t and (t + dt) as P (t)dt. Clearly p(t)dt is a conditional probability which, multiplied by the probability that no ELM occurs between t = 0 and t, yields the probability P (t)dt of an inter-ELM time interval between t and t + dt. This gives the identity:
which allows p(t) to be expressed in terms of P (t). Alternately, Eq. 1 can be used to show that,
giving P (t) as a function of p(t), with We adopt the experimentally motivated ansatz that for a short time period t m immediately after an ELM, p(t) = 0, beyond which it starts to increase. The simplest dimensionless representation of this hypothesis is,
where t 0 sets the time scale. Using Eq. 2, this gives,
This is a Weibull distribution [10] . It is specified by two dimensionless parameters β and α = t m /t 0 , the time scale being set by t 0 . From a theoretical perspective, the values β = 1 and β = 2 deserve special mention. Beyond a possible time delay t m , for β = 1, p(t)
is constant, corresponding to a "memoryless" process in which events occur with equal probability independent of time. The transition between p(t) being a concave (decreasing derivative) and convex (increasing derivative) function is at β = 2. As β increases, events appear increasingly regular. The preceding derivation assumes that events are independent and that the process causing them is stationary. [13] . The need for quasi-stationary ELM statistics is met by the pulse length and quality of the JET plasmas studied, which is much improved on the 4 data sets studied in [11] .
ELM detection: ELM detection algorithms typically examine the radiation associated with ELMs, using a threshold in amplitude to signal the start of an ELM, and a similar threshold or combination of thresholds to determine when an ELM has finished [11] . In those respects, our detection algorithm is the same. The advance of the algorithm described here is that the thresholds are determined from the data in a precise and statistically invariant way, so that we do not need to reset thresholds for different sets of data. This allows statistically robust comparisons between different data sets, and enables the technique to be used for non-steady-state and real-time situations if desired. Our algorithm examines the signal intensity of the Lyman-alpha radiation from Deuterium (D α ) at JET's inner divertor, and proceeds in two steps. First a scan is made of the data, obtaining for each time point the box-average and standard deviation of the signal intensity for a time interval T immediately prior to that point. The average and standard deviation determine a Gaussian distribution, that is subsequently used to distinguish ELMs automatically. For this study the (D α ) signal threshold for ELM-detection was for signal intensities that would only occur one time in twenty, based on the Gaussian distribution obtained from the data preceding the measurement in question. Once the signal has fallen below the average again, the ELM is considered to have finished. We use a time interval T = 0.41s that is much longer than the time between ELMs, but is reasonably short compared with changes to the plasma equilibrium. For stationary pulses such as those here, with ELM waiting times t ≪ T , results are unchanged by increasing T to the time duration of the entire dataset. For cases such as these, T is independent of the data. Because we are interested in classifying ELMs by their statistical properties, here we chose the same threshold for both the type I and III data. The threshold of one in twenty was sufficiently sensitive for type III data, but kept noise tolerable in type I data. A systematic exploration of these thresholds will be presented elsewhere.
The method just described provides a non-subjective method to determine when the D α signal intensity indicates an ELM. Because the study involves the detection and study of many thousands of ELMs, "incorrect" detection or omission of one or more ELMs becomes part of the experimental noise. The detection settings require only one value to be set in advance of an analysis, and because it does not need to be changed or optimised for any given set of data, it is easy and quick to analyse very large data sets. Also because thresholds are set independently of the data, it is possible to systematically mine noisy data by varying the noise and time-scale parameters to search for patterns in data that would otherwise be obscured.
Best fit & goodness of fit: Both the Weibull and Gaussian distributions have free parameters that must be chosen to fit the data. A simple fit is provided by using the moments of the data, e.g. average, standard deviation, and skewness, to fit the parameters.
More rigorously, we can consider the likelihood function for the probability of the data given the model being considered [14] (e.g. the Weibull model, W), and parametersλ, with,
where P ({t i }|W,λ) is the probability of observing the set of waiting times {t i }, given the assumption of a Weibull distribution (W), with fitting parametersλ. The free parameters that maximise L(λ) are their maximum likelihood (ML) estimate [14] , for which the likelihood of the data (given the distribution being considered), is a maximum. In practice the ML estimates are found by starting from the moment-fitted estimates and iterating to find λ that maximises L(λ). Given the best fits for two distributions P A and P B , we can compare their goodness of fit by calculating their likelihood ratio [14] ,
Under the assumption of independent {t i }, the likelihood function and likelihood ratio can be expanded, with for example, P {t i }|P A ,λ A = Π n i=1 P t i |P A ,λ A . Whether P A or P B is a better fit to the data is determined by whether Λ is greater, or less, than 1. Eq. 4 has one more free parameter than a Gaussian. Thus although Eq. 4 might provide a best fit to the data, the model might not be better, because the fit used an extra parameter. A Bayesian analysis would introduce an extra factor [14] in Eq. 6 to account for this. However its influence will reduce, as the number of ELM time intervals increases.
Unless the factor is of order 1/Λ it will not affect the decision for which is the best fit. For the classification of data, the most important issue is that the pdf (not the model), is a good fit. From that perspective the issue is not relevant. Eq. 6 rigorously indicates which pdf is the best fit, and for the large number of ELMs in our analyses, Eq. 6 is sufficient to determine whether the model is significantly better or worse than a Gaussian.
An absolute measure of goodness of fit, is provided by dividing the ELM waiting time axis into intervals, calculating the fraction P i of observed ELMs in each interval i, and calculating the co-efficient of variation c W = (P i − P W (t i )) 2 / P W (t i ) 2 between the observed (P i ) and the theoretical (P W (t i )) values at the midpoint t i of the interval. This gives a normalised measure of the difference between the observed and theoretical pdfs, and provides an absolute measure for goodness of fit. It has the disadvantage of being dependent upon the number of data points used to generate the P i . Small numbers of points will make c W susceptible to noise, increasing its value. The choice of time intervals will also affect c W , and consequently affect a fit that minimises c W . With enough data this would no longer be the case, but in practice it prevents c W from determining a unique best fit. For these reasons we use a maximum likelihood best fit, which is unique. Similarly if c W is used to determine which pdf gives the best fit, the decision is in practice influenced by the choice of time intervals.
ELM Classification: A full listing of the datasets studied, the time intervals over which they were analysed, and the results from their analysis are presented in the SM [13] . For a dataset with n ELMs, we substitute Eq. 4 for P A and a Gaussian for P B in Eq. 6, then calculate the geometric mean Λ 1/n which will be of order 1. If Λ 1/n is greater (less) than 1.0 then Λ will be much larger (smaller) for n ≫ 1, indicating whether the Weibull is a better III database (blue squares), and some high frequency ELMs (red triangles). Type III data is characterised by β ∼ 1, whereas all other data has β 2.
α and β, but notably β remains of order 2 or larger. As β increases, ELMs will appear increasingly regular. Therefore the type I ELMs studied here are consistent with a process whereby the probability of an ELM increases with time since the previous ELM, possibly due to the build-up of some physical quantity with time. The similarly good agreement between the Gaussian and Weibull fits allows the alternative interpretation that type I ELMs have a specific frequency that is broadened by noise, and that the good fit to type III ELM data is coincidental. This is possible, although our original hypothesis is consistent with present ELM models, and explains the good fit to both the type I and type III data. To avoid disagreement about the classification of ELM types, our dataset excludes ELMs whose type is uncertain. Therefore it is possible that there is a continuum between the classifications that would not be observed in our data set of typical type I and type III ELMs.
As an example we analysed JET plasmas 66105-66109, whose ELM frequency is typical of type III ELMs [2] [3] [4] 6] , but whose D α signal is visually similar to that of type I ELMs.
Based on Fig. 6 
