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ABSTRACT 
It is shown that for any square matrix having a left triangle of zeros, the 
determinants of its inners are equal to the leading principal minors of its Schur 
complement. In particular, if the original matrix has Sylvester-type form, then 
relationships between zero location theorems for polynomials are recovered. 
1. INTRODUCTION 
The inners of an arbitrary square matrix A are the set of symmetrically 
situated square submatrices formed as shown: 
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Each array is obtained from the previous one by bordering all the way round 
with additional elements, the largest inner being the original matrix itself, so 
that e= 1 or 2, according as A has odd or even order. This method of 
constructing submatrices is well known in the theory of resultants of poly- 
nomials due to Sylvester [5], in which case the rows of A are formed from 
the coefficients of two polynomials. However, inners arise in a wide range of 
applications [9, lo], m many of which A need not have a Sylvester-type form. 
However, a recurring feature is that A possesses a left triangle of zeros, i.e., 
if A has even order and is partitioned as 
k k 
A= A, A, 
[ 1 A, A, : ’ (2) 
then A, and &A3 are upper triangular, where Jk is the matrix having ones on 
the second diagonal and zeros elsewhere; similarly, if A has odd order, then 
k k+l 
A= Al A!2 k , 
[ 1 4 A.4 
k+l 
and now A, has an additional first row of zeros. The main purpose of this 
present note is to show that for any matrix A having a left triangle of zeros 
with A, nonsingular the Schur complement [B] 
(A/A,) = A,- AsAllA 
has the property that the leading principal minors of (A/A,) are equal to the 
determinants of the inners of A. This result has a number of interesting 
implications. In particular, it generalizes a result obtained [3] when A does 
have Sylvester-type form, and this in turn is related to classical theorems on 
location of zeros of a polynomial. These applications are briefly discussed in 
Sec. 3. 
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2. INNERS AND SCHUR COMPLEMENT 
THEOREM. Let A be a matrix having a left triangle of zeros, partitioned 
as in (2) or (3), with A, upper triangular and having all its diagonal elements 
equal to unity. Then the determinants of the inners of A are equal to the 
leading principal minors of appropriate orders of the Schur complement 
(A/A,). 
Proof. A basic property of the Schur complement is that it can be 
obtained by triangularising A according to 
where I denotes a unit matrix of appropriate order. Since A, is upper 
triangular, so is A,‘, and hence AsA,’ has the same pattern of zeros as A,. 
In other words, the matrix premultiplying A in (4) has the same left triangle 
of zeros as A itself. The desired result then follows at once by applying the 
Binet-Cauchy theorem to (4). n 
REMARKS. 
(1) If A has a (partial) right triangle of zeros, then it is easy to check that 
(A/A,) is lower Hessenberg. For example, if k = 3 in (3), then the desired 
form of A is 
1 X X’X x x x 
0‘14 x; x x x x, 
0 O’&~_~_~<‘~ ---- I 1 0 0 3; x x <p 0 ’ 0 P’XI x x xq o//x x I x x x x x x XIX x x x 
where the x’s denote arbitrary elements. 
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(2) If A is the Sylvester matrix 
s= 
m-l m 
Sl s2 
= 
[ 1 m-l 53 s4 m 
associated with two real polynomials 
a(h)= 2 $P--i, 
m-1 
/3(A)= x &Am+1 
i=O i=O 
( a0 = l), then it has been shown [2] that 
(S/S,)=P(C)J7W 
where 
and C is the companion matrix 
0 1 0 . . . 0 
0 0 1 . . . 0 
c=: : . . 
b b b . . . ; 
-‘y, -%I-1 -ac,_2 ... -a1 
(5) 
(6) 
(7) 
(8) 
(9) 
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The application of (8) to stability theorems for polynomials is described in [3] 
and [4]. Furthermore, using the result in [6] it is easy to show that the matrix 
Z given by 
Z= W/S,), (10) 
where T is the lower triangular Toeplitz matrix 
T=-- 
1 
a1 1 0 
% ffl 1 
is a Bezoutian matrix associated with the polynomials in (7). The matrix Z in 
(10) is symmetric, and in a similar way (A/A,) can be symmetrized by 
multiplying by a suitable triangular matrix. 
(3) A converse problem is of some interest, namely: given an arbitrary n X n 
matrix B, to obtain a matrix B, say, such that the determinants of successive 1 
inners of B are equal to the leading principal minors of B. The solution is 
easily obtained [A, and in fact can be deduced as a corollary to the Theorem 
of, this section by partitioning the (2n - 1) X (2n - 1) matrix k as in (3) so that 
(B/B,) E B. This is done by taking 
i4 = upper triangular part of B (including principal diagonal), 
(4) The Theorem can be extended to the case when A is the generalized 
Sylvester matrix [l], i.e., in the expression (4) the cui are T X r matrices and the 
pi are q X r matrices, with (~a an r x T upper triangular matrix having all 
principal diagonal elements equal to unity. The partitioning (5) is replaced 
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p-1 m 
s= Sl 52 p-l , 
[ 1 (11) s, s‘l p 
but for (11) the Schur complement (S/ S,) is square only when pq = mr, and 
only then does a proper analogue of the Theorem hold. 
3. LOCATION OF ZEROS OF POLYNOMIALS 
We consider now the polynomial 
a(X)= 5 up-’ 
i=O 
with the a, complex, and a0 = 1. It is well known [9, p. 451 that the location 
of the zeros of a(X) with respect to the imaginary axis can be determined 
from a knowledge of the values of the determinants of the imrers of a certain 
(2N- 1) x (2N- 1) matrix A having Sylvester-type form; in particular, when 
the ui are real this matrix reduces to the usual Hurwitz matrix. It then 
follows from the Theorem of Sec. 2 that the zero-location problem can be 
solved in terms of the appropriate Schur complement (which has dimensions 
only approximately half those of A); alternatively, using the symmetrized 
form (10) produces the Hermite theorem. However, it is of interest to note 
that in this case, knowing only the Schur complement, the Sylvester matrix S 
cannot be recovered unless S, and S, are given. Similar remarks about zero 
location with respect to the unit circle, or more general regions, can be 
developed using the relevant theorems in [9] and [lo]. The theorem of Sec. 2 
is thus seen to be a fundamental tool in establishing interrelationships 
between zero-location criteria. 
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