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DENSITY OF CONVEX BILLIARDS WITH RATIONAL
CAUSTICS
VADIM KALOSHIN1 AND KE ZHANG2
Abstract. We show that in the space of all convex billiard boundaries, the
set of boundaries with rational caustics is dense. More precisely, the set of
billiard boundaries with caustics of rotation number 1/q is polynomially sense
in the smooth case, and exponentially dense in the analytic case.
1. Introduction
Let Ω ⊂ R2 be a strictly convex billiard table, assume that its boundary is
given by
∂Ω =
{
r(s) ∈ R2
}
, r(s) = r(s+ 1), s ∈ R.
By applying a translation, we can assume that 0 ∈ Ω. Let κ(s) denote the
curvature ∂Ω at r(s), we assume for D > 1:
|r˙(s)| ≥ D−1, κ(s) ≥ D−1. (A1)
We are interested in the existence of rational caustics of rotation number 1/q.
Baryshnikov and Zharnitsky ([1]) showed that boundaries admitting caustics of
a fixed rational rotation number is a finite co-dimension sub-manifold among all
boundaries. Unlike irrational caustics which tend to be robust under perturba-
tion (due to KAM theorem, see [3]), rational caustics tend to break up under
perturbation. In this paper, we investigate how abundant billiards with rational
caustics are, within the space of all boundaries. Analog to Hamiltonian averaging
suggests the density of such billiards should be polynomial in q in the smooth
case, and exponential in q in the analytic case. Indeed, Mart´ın, Ramı´rez-Ros
and Tamarit-Sariol showed ([6]), in the analytic case, Mather’s ∆Wp/q function
is exponentially small. This means that the billiard is “exponentially close” to
having a caustic. This, however, does not mean one can perturb the boundary
by an exponentially small amount to create a caustic. The reason is the billiard
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dynamics depends rather implicitly on the boundary, and it is not obvious how
to perturb the boundary to obtain the desired caustics.
Our main result is that this indeed can be done.
Theorem 1.1. (1) Suppose r is a real analytic boundary, extensible to a com-
plex neighborhood of size σ0. Then there is C > 1 depending only on σ0, D
and the analytic norm of r, such that for q sufficiently large, there a real
analytic boundary rcau admitting a caustic of rotation number 1/q, satis-
fying
‖r − rcau‖σ0/8 < Ce−C
−1q,
there ‖ · ‖σ is the supremum norm of the complex extension.
(2) Suppose r is Cm with m > 4, then for each 3 < l < m, there is C > 1
depending only on D, ‖r‖Cm, l, m, and a C∞ boundary rcau admitting a
caustic of rotation number 1/q, such that
‖r − rcau‖Cl < Cq
m−l
7 .
Remark. The estimates obtained are not optimal. In part (1), it is reasonable to
study how the constant C depend on shrinking of analytic width. In part (2) the
exponent certainly has room for improvement. Since the paper is already quite
technical, we opt for simplicity of proofs rather than strength of the result.
The billiard problem has a caustic of rotation number 1/q if there exists a
homeomorphism u : R→ R satisfying u(θ + 1) = u(θ) + 1, such that
E(r, u) := ∂s′L(r, u(θ − α), u(θ)) + ∂sL(r, u(θ), u(θ + α)) = 0, (1)
where
L(r; s, s′) = |r(s′)− r(s)|, α = 1/q.
This can be viewed as the “Lagrangian setting” compared to the “Hamiltonian
setting” of the billiard map. In ([4]), a KAM theorem is proved using this setting.
To obtain a solution to E(r, u) = 0, we first perform coordinate changes to
obtain approximate solutions. This is done in two steps: First we use a Lazutkin-
type ([3]) normal form to convert the billiard to a map close to rigid rotation.
We then apply a Nekhoroshev-type (see [5] for more background) normal form,
which in the analytic case, proves the existence of an approximate caustic with
only exponential error. Note that this step is in fact done in [6], however, their
result does not provide the quantitative estimates depending only on uniform
conditions on the boundary. We provide an alternative approach which only uses
the Lagrangian setting.
Suppose (r, u) is an approximate solution to (1), we seek a true solution
E(r˜, u˜) = 0 close to (r, u). Given any function g : T → R with g(θ) =
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∑
k∈Z gke
2piikθ, we define
[g]q =
∑
k∈qZ
gke
2pikθ =
1
q
q∑
i=1
g(θ + iα), {g}q = g − [g]q.
We call a function g resonant if [g]q = g, and non-resonant if [g]q = 0.
Our strategy is to first deform r so that the function uθE(r, u) has zero resonant
component, then we adjust u to reduce the non-resonant component. For the first
step, we show in Corollary 2.3 that for each (r, u) there is a : T→ R such that
[uθE(e
ar, u)]q = 0.
Therefore, we may assume [uθE(r, u)]q = 0. In this case, the method of Moser
and Levi ([4]) provides a solution to
uθ∂uE(r, u) · v = −uθE(r, u)− v d
dθ
E(r, u),
which allows a KAM-type iteration to find a solution. Moreover, due to the
identity
E(r ◦ u, id) = uθE(r, u),
we can perform the iteration at u = id.
The outline of this paper is as follows. In Section 2, we construct the projection
to non-resonant space, and recall the Moser-Levi algorithm. In Section 3, we
perform basic estimates in the analytic norm. The Nekhoroshev averaging is
performed in Section 4, and the Lazutkin normal form is in Section 5 with some
details deferred to the appendix. The KAM iteration is done in Section 6, where
we also prove the main theorem.
2. Basic computations
Let us use the following notations:
(1) Denote u(θ) by u when there is no confusion, we write u− = u(θ − α),
u+ = u(θ + α).
(2) For any function f of s, ∆f denotes f(u+) − f(u). Under the same
convention, ∆f− denotes f(u)− f(u−). Note that the composition with
u is implied whenever ∆ notation is used.
Then
E(r, u) = ∂s′L(r, u
−, u) + ∂sL(r, u, u
+) =
〈
∆r−
|∆r−| −
∆r
|∆r| , r˙(u)
〉
. (2)
Lemma 2.1. Let a : T→ R be such that a(u+) = a(u). Then
E(ear, u) = ea(u) (a˙(u)F (r, u) + E(r, u)) ,
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where
F (r, u) =
〈
∆r−
|∆r−| −
∆r
|∆r| , r(u)
〉
.
Proof. Write r˜ = ear, then
∆r˜ = ea(u
+)r(u+)− ea(u)r(u) = ea(u)∆r,
as a result, ∆r˜/|∆r˜| = ∆r/|∆r|. Since
d
ds
r˜ = ea (a˙r + r˙) ,
from (2) we get
E(r˜, u) = a˙(u)ea(u)
〈
∆r−
|∆r−| −
∆r
|∆r| , r
〉
+ ea(u)
〈
∆r−
|∆r−| −
∆r
|∆r| , r˙
〉
.

Lemma 2.2. The function F (r, u) has the following special property:
[F (r, u)]q = [|∆r|]q, d
dθ
[F (r, u)]q = [uθE(r, u)]q.
Proof. We have
[F (r, u)]q =
1
q
q∑
k=1
〈
∆r−
|∆r−| , r
〉
◦ (θ + kα)− 1
q
q∑
k=1
〈
∆r
|∆r| , r
〉
◦ (θ + kα)
=
1
q
q∑
k=1
〈
∆r
|∆r| , r
+
〉
◦ (θ + kα)− 1
q
q∑
k=1
〈
∆r
|∆r| , r
〉
◦ (θ + kα)
=
1
q
q∑
k=1
〈
∆r
|∆r| ,∆r
〉
◦ (θ + kα) = 1
q
q∑
k=1
|∆r| ◦ (θ + kα).
The second formula follows a standard computation. 
Corollary 2.3. Given (r, u) let a be the unique solution to
d
dθ
a(u) = a˙(u)uθ = − [uθE(r, u)]q
[F (r, u)]q
(3)
under the periodic condition a(u+) = a(u). Then for r˜ = ear, we have
[uθE(r˜, u)]q = 0.
Proof. We first need to show that (3) defines a function satisfying a(u+) = a(u).
By Lemma 2.2 we have
a ◦ u(θ + α)− a ◦ u(θ) =
∫ θ+α
θ
d
dτ
log[F (r, u)](τ)dτ = log[F (r, u)]
∣∣∣θ+α
θ
= 0.
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Using Lemma 2.1, and noting that a(u) and a˙(u) · uθ are α periodic, we have
[uθE(r˜, u)]q = e
a(u) (a˙(u)uθ[F (r, u)]q + [uθE(r, u)]q) = 0.

We now compute the linearized operator in u. Following [4], for a function
g(θ), define
∇g(θ) = g(θ + α)− g(θ), ∇−g(θ) = g(θ)− g(θ − α),
and write
L12(r, u) = ∂
2
ss′L(r, u, u
+).
Lemma 2.4. [4] We have
uθ∂uE(r, u) · v + v d
dθ
E(r, u) = ∇−
(
L12uθu
+
θ ∇w
)
, (4)
where w = v/uθ.
3. Estimates of the analytic norm
In this section we introduce the function space and provide basic estimates in
the analytic norm.
For σ > 0, we define Aσ to be the set of bounded complex analytic functions
on the set Tσ = {|Im θ| < σ} ∈ C/Z which takes real values for real θ (namely
f(θ) = f(θ)). It is a Banach space with the norm given by
‖f‖σ = sup
θ∈Tσ
|f(θ)|.
For l ∈ N, define
Aσ,l =
{
f : Tσ → C; f(θ) = f(θ), ‖f‖σ,l := sup
0≤k≤l
‖f (k)(θ)‖σ <∞
}
.
We will also consider the space Dσ1,σ2 of real analytic functions on T × (0, σ2)
extensible to Tσ1 × Bσ2 , where Bσ = {h : ‖h‖ < σ} is the complex ball of radius
σ. Similarly define the space Dσ1,σ2,l, the norms ‖ · ‖σ1,σ2 and ‖ · ‖σ1,σ2,l.
We extend the notation | · | as norm of vectors in R2 into a function in two
complex variables, by writing
|(z1, z2)| =
√
z21 + z
2
2 ,
where for the function
√·, we consider the analytic extension of the real function
to the slit plane C \ (−∞, 0]. Note that | · | can take a complex value and is
no longer a norm in C2. We use ‖r‖ = ‖(z1, z2)‖ =
√
z1z¯1 + z2z¯2 to denote the
standard norm in C2, and note that
∥∥∥ |r| ∥∥∥ ≤ ‖r‖. We use the same notations
A,D for analytic functions into C2, where the ‖ · ‖ norm is used.
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When r is analytic, we will assume there is σ0 > 0, such that
‖r‖σ0,3 ≤ D. (A2)
For this section, we consider r as fixed and L a function of (s, s′).
Lemma 3.1. Let r satisfy (A1) and (A2),:
(1) If σ0 <
1
2
, we have |r˙| ∈ Aσ0 with (2D)−1 ≤
∥∥∥|r˙(s)|∥∥∥
σ0
≤ D for all s ∈ Tσ0.
(2) The function L(s, s+ h)/h ∈ Dσ0/2,σ0/2, moreover
min ‖L(s, s+ h)/h‖ ≥ (2D)−1, ‖L(s, s+ h)/h‖σ0/2,σ0/2,1 ≤ D.
(3) The functions ∂1L(s, s + h), ∂2L(s, s + h) ∈ Dσ0/2,σ0/2. Moreover, there
exists C0, D0 > 1 depending only on D, such that if σ < C
−1
0 , for all
(s, h) ∈ Tσ0/2 ×Bσ0/2,
D−10 ≤
∥∥∥∂212L(s, s+ h)/h∥∥∥ , ‖
√
1− ∂1L(s, s+ h)/h‖ ≤ D0,
and ‖∂3L(s, s + h)‖σ0/2,σ0/2 ≤ D0, where ∂3 denote arbitrary third partial
derivatives of L.
Proof. Write σ = σ0 for short.
(1) Write r˙(s) = (v1, v2)(s), then |(v1, v2)|2 = v21 + v22 is an analytic function on
Tσ. Since ∥∥∥∥∥ dds(v21 + v22)
∥∥∥∥∥ = ‖v1v˙1 + v2v˙2‖ ≤ ‖r˙‖‖r¨‖ ≤ D2, s ∈ Tσ, (5)
we have
Re (v21(s) + v
2
2(s)) ≥ D−2 −
∥∥∥∥∥ dds(v21 + v22)
∥∥∥∥∥
σ
σ ≥ D−2 −D2σ > (2D)−2.
Since
√· is extensible to C \ (−∞, 0], the function |r˙(s)| is extensible to Tσ. The
lower and upper bound for the norm follows easily from the above estimate.
(2) Consider the function
f(s, h) =


1
h
(r(s+ h)− r(s)) h 6= 0
r˙(s) h = 0,
then f is a real analytic function extensible to Tσ ×Bσ. We have
‖f(s, h)‖σ/2,σ/2 := sup
(s,h)∈Tσ/2×Bσ/2
‖f(s, h)‖ ≤ D
Moreover, direct computations yield
‖∂sf(s, h)‖σ/2,σ/2, ‖∂hf(s, h)‖σ/2,σ/2 ≤ ‖r‖σ,2 ≤ D.
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For (s, h) ∈ Tσ/2 ×Bσ/2, denote st = Re s+ t(s−Re s), ht = th, t ∈ [0, 1], we get
Re |f(s, h)|2 > f(Re s, 0)2 −
∥∥∥∥∥ ddt |f(st, ht)|2
∥∥∥∥∥ > D−2 − (2D)2σ > (2D)−2
therefore
√
|f(s, h)|2 is analytic on Tσ/2 × Bσ/2. The norm bounds follow from
the estimates obtained so far.
(3) Finally, notice
∂1L(s, s+ h) = −
〈
r(s+ h)− r(s)
|r(s+ h)− r(s)| , r˙(s)
〉
= −
〈
(r(s+ h)− r(s))/h
|r(s+ h)− r(s)|/h , r˙(s)
〉
is in Aσ/2,σ/2. Similarly for ∂2L. Direct computation shows ∂3L are estimated by
up to 3 derivatives in r, hence the norm estimates.
Finally, in Appendix A we compute the Taylor expansion of L(s, s+ h), when
s is the arclength parameter:
L(s, s+ h) = h
(
1− 1
24
κ2(s)h2 +O(h3)
)
,
which implies for real values
lim
h→0+
∂212L(s, s+ h)/h = −
1
4
κ(s), lim
h→0+
√
1− ∂1L(s, s+ h)/h = 1
2
κ(s).
When s is not the arclength parameter, these limits will become −1
4
|r˙|κ and
1
2
√
|r˙|
κ. We conclude that these limits are uniformly bounded away from 0. Item
(3) follows using an argument similar to item (2). 
Lemma 3.2. There is C1, D1 > 1 depending only on D, such that if r satisfy
(A1) and (A2), and
‖uθ − 1‖σ0 <
1
2
, ‖uθθ‖σ0 < 1, α = q−1 < C−11 σ0, (6)
then for σ < σ0/4, E(r, u) (as a function of θ) is analytic on Tσ. Moreover, for
all θ ∈ Tσ:
(1) ‖E(r, u)‖ < D1;
(2) D−11 α ≤ ‖∂12L(u, u+)‖ ≤ D1α;
(3) ‖∂3L(u, u+)‖ ≤ D1.
Proof. The assumption ‖uθ − 1‖σ < 12 implies u : Tσ → T2σ is well defined. For
θ ∈ Tσ, we have ‖uθ(θ)α− α‖ < α2 , and
1
4
α < ‖u(θ + α)− u(θ)‖ = ‖uθ(θ)α‖+O(‖u‖σ,2α2) < 2α
As a result, if (6) holds with sufficiently large C1, (u(θ), u(θ+α)−u(θ)) ∈ Tσ×Bσ.
The estimates (1)(2)(3) then follows from Lemma 3.1. 
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We now discuss the inverse of the operators ∇ and ∇−.
Lemma 3.3. Given any function g ∈ Aσ satisfying [g]σ = 0, there is a unique
function φ with [φ]q = 0, such that
∇φ = g, ‖φ‖σ ≤ q‖g‖σ.
The same holds with ∇ replaced with ∇−.
Proof. It’s easy to see that the function we seek is given by the Fourier series
φ =
∑
φke
2piikθ, where 
φk = gk/(e
2piik/q − 1), k /∈ qZ,
φk = 0, k ∈ qZ.
To get the norm estimate, we compute ϕ in a different way. Since ∇φ =
φ(θ + α)− φ(θ) = g(θ), we have, for j = 1, · · · , q ,
φ(θ + jα)− φ(θ) = jg(θ + (j − 1)α).
Sum over all j, we get
q∑
j=1
φ(θ + jα)− qφ(θ) =
q∑
j=1
jg(θ + (j − 1)α),
since
∑q
j=1 φ(θ + jα) = q[φ]q = 0, then
φ(θ) = −1
q
q∑
j=1
jg(θ + (j − 1)α).
The norm estimate follows easily. 
Corollary 3.4. Suppose r satisfies condition (A1) and (A2). Then for each
[g]q = 0, then there exists unique [w]q = 0 such that
∇−
(
L12(r, id)uθu
+
θ ∇w
)
= g.
Moreover, there is C2, D2 > 1 depending only on D such that if q
−1 < C−12 , and
σ < σ0/4, we have
‖w‖σ ≤ D2q3‖g‖σ.
Proof. Let p−1 = L12uθu
+
θ , we attempt to solve
∇
−h = g
p−1∇w = h+ h1.
The first equation can be solved directly. For the second equation, we need to
solve
∇w = ph+ ph1.
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The equation has a unique solution if [ph]q+[ph1]q = 0. Suppose h1(θ+α) = h1(θ),
then [ph1]q = h1[p]q, therefore we can take
h1 = −[ph]q/[p]q.
We now estimate the norm. Lemma 3.2, item (2) implies
C−1q ≤ ‖p‖σ ≤ Cq,
We now have the estimate:
‖h1‖σ ≤ ‖p‖σ‖h‖σ
minTσ |p|
≤ C‖h‖σ.
As a result,
‖w‖σ ≤ Cq‖p‖σ‖h‖σ ≤ Cq2‖h‖σ, ‖h‖σ ≤ q‖g‖σ, ‖w‖σ ≤ Cq3‖g‖σ.

4. Nekhoroshev-type iteration
Recall that r0 satisfies (A1) and (A2). There is a constant C3 > 1 depending
only on D, such that if
r ∈ Bσ :=
{
‖r − r0‖σ,3 < C−13
}
, (7)
r satisfies the conditions (A1) and (A2) with D replaced by 2D.
The goal of this section is to prove the following Nekhoroshev-type result, which
allows us to reduce the non-resonant part of E(r, id) to an exponentially small
function.
Proposition 4.1. Suppose ‖r − r0‖σ0,2 < (2C3)−1, then there exists C4, D4 > 1
depending on D, such that if
σ < σ0/4, ‖E(r, id)‖σ =: ǫ < C−14 q−7, q−1 < C−14 ,
there exists an analytic diffeomorphism unek : T → T satisfying ‖unek − id‖σ/2 <
D4q
3ǫ, and for rnek = r ◦ unek, we have ‖rnek − r‖σ/2,3 < 2ǫ and
‖E(rnek, id)‖σ/2 < D4ǫe−qσ/2.
We now describe the iteration process.
Lemma 4.2 (Iteration lemma for Moser-Levi procedure). Suppose ‖r− r0‖σ,3 <
(2C3)
−1, and let v solve
∇−(L12(r, id)∇v) = −{E(r, id)}q, (8)
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then there exists constants C5, D5 > 1 depending only on D such that: if for
η, ǫ > 0 and 0 < σ′ < σ < σ0/4,
‖E(r, id)‖σ < η, ‖{E(r, id)}q‖σ < ǫ, C5q3ǫ < σ−σ′, q−1 < min{C−15 , C−11 σ0},
where C1 is from (6), then r+ = r ◦ (id + v) ∈ Aσ′,3,
‖r+ − r‖σ′,3 < D5q
3ǫ
(σ − σ′)3 , ‖v‖σ′ < D5q
3ǫ,
and
‖E(r+, id)− [E(r, id)]q‖σ′ , ‖{E(r+, id)}q‖σ′ ≤ D5
(
q3η
(σ − σ′) + q
6ǫ
)
ǫ.
Proof. By Corollary 3.4, ‖v‖σ ≤ Cq3ǫ. Let δ = (σ−σ′)/2, for sufficiently large C5,
we have ‖v‖σ < δ and therefore u = id + v : Tσ′ → Tσ is well defined. Moreover,
for sufficiently mall ǫ, the conditions (6) is satisfied. We have
‖r+ − r‖σ−δ = ‖r ◦ (id + v)− r‖σ−δ ≤ ‖r‖σ‖v‖σ−δ ≤ Cq3ǫ.
and
‖r+ − r‖σ−2δ,3 = δ−3‖r+ − r‖σ−δ ≤ Cq
3ǫ
(σ − σ′)3 .
By Lemma 3.1, item (3),∥∥∥∥∥ d
2
dt2
E(r, id + tv)
∥∥∥∥∥
σ
≤ C‖∂3L‖σ‖v‖2σ ≤ C‖v‖2σ,
and
‖E(r+, id)− [E(r, id)]q‖σ′ ≤ ‖E(r, id)− [E(r, id)]q + ∂uE(r, id) · v‖σ′ + C‖v‖2σ
≤ ‖v d
dθ
E(r, id)‖σ′ + C‖v‖2σ ≤ C
q3ηǫ
σ − σ′ + Cq
6ǫ2.
We get our final estimate by applying the operator {·}q to the above formula. 
Proof of Proposition 4.1. We now perform the Nekhoroshev iteration. As before
C > 1 denote a generic constant, but in this proof C may depend on both D and
σ0.
We take δ = σ/(2q), define ǫ1 = ǫ, η1 = ǫ and σn = σ1 − (n − 1)δ, define
σn = σ1 − (n − 1)δ, let vn solve (8) for r = rn−1, define rn = rn−1 ◦ (id + vn).
Then we have
ǫ2 = ‖E(r2, id)− [E(r1, id)]q‖σ2 < D4
(
q3η1
δ∗
+ q6ǫ1
)
ǫ1
≤ (2D4q6ǫ1)ǫ < ǫ1
2
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since q−1 < Cσ and ǫ < Cq−7 implies q3ǫ/δ = q4ǫ1/σ < q
6ǫ1, and 2D4q
6ǫ1 <
1
2
.
Moreover,
‖r2 − r1‖σ2,3 <
D4q
3ǫ1
δ3
< D4q
6ǫ < D4q
−2 < (4C3)
−1
as long as q−1 < C−14 is small enough.
We now check that as long as σn = σ1−nδ > 0, the following holds inductively:
(1) ǫn = ‖E(rn, id)− [E(rn−1, id)]q‖σn < 2−(n−1)ǫ1.
(2) For n ≥ 2, ‖rn− rn−1‖σn < 2−(n−1)(4C3)−1, and ‖rn− r1‖σn < (2C3)−1, in
particular, rn ∈ Bσn .
(3) ηn = ‖E(rn, id)‖σn ≤ ǫn + ηn−1 < 2ǫ.
(4) un = (id + vn) ◦ · · · ◦ (id + v1) satisfies ‖un − id‖σn < Cq3ǫ.
PickN = q, we get σN = σ−qδ = σ/2, the above estimates implies ‖E(rN , id)‖σ/2 <
2ǫ, and
‖{E(rN , id)}q‖σ/2 = ǫN < 2−qǫ = ǫe−(log 2)q.
On the other hand, using ‖E(rN , id)‖σ/2 ≤ 2ǫ, and by applying a standard esti-
mate (Lemma 4.3), we have
‖[E(rN , id)]q‖σ/4 ≤ 2ǫe−
1
4
piqσ < 2ǫe−σq/2.
For small σ the second upper bound is larger. The proposition follows by taking
unek = uN , rnek = rN , and taking the sum of the two upper bounds obtained. 
Lemma 4.3. Let f ∈ Aσ satisfy [f ]q = f ,
∫ 1
0 f(θ)dθ = 0 and q
−1 < Cσ, then
there is an explicit C ′ > 0 depending only on C such that
‖f‖σ/2 < C ′e− 12piqσ‖f‖σ.
Proof. Our conditions implies f(θ) =
∑
k∈Z\{0} fkqe
2piikqθ. Denote ǫ = ‖f‖σ, stan-
dard estimates of the analytic function implies |fk| ≤ ǫe−2pikqσ, then
‖f‖σ/2 ≤ |
∑
k∈Z\{0}
fke
2piqkσ/2| ≤ ǫe−2piqσ/4 ∑
k∈Z\{0}
e−2pikqσ/4 ≤ C ′ǫe−2piqσ/4,
where we used σq > C−1, and set C ′ = 1
1−e
1
2
piC−1
. 
5. Lazutkin-type normal form and smooth approximation
In this section we perform an initial step of normal form due to Lazutkin ([3]).
For this, we use the billiard map for the first time. In this section, s will be the
arclength parameter, namely |r˙(s)| = 1 for all s ∈ T. Let ϑ denote the angle
between the outgoing billiard ray with the positive tangent vector at the impact
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point. Near the boundary (see for example [3]), the billiard map can be written
approximately as:
T (s, ϑ) =
[
s+ 2ρ(s)ϑ+O(ϑ2)
ϑ− 2ρ′(s)ϑ2/3 +O(ϑ3)
]
,
where ρ(s) is the radius of curvature at r(s).
Lemma 5.1 (See also [6], Proposition 5). There exists a constant C5 > 1 de-
pending only on D such that: if r satisfies conditions (A1) and (A2), and assume
σ0 < C
−1
5 . Then the map T is real analytic, and can be extended to a complex
analytic map on Tσ0/2 × Bσ0/2. Moreover, for each σ < σ0
‖T‖σ ≤ C5.
Proof. Suppose T (s, ϑ) = (s+, ϑ+), and write h = s+ − h, then
cosϑ = ∂1L(s, s+ h), − cosϑ+ = ∂2L(s, s + h).
For real h > 0, the above equations are equivalent to (see also Appendix A)
2 sin(ϑ/2) =
√
2(1 + ∂1L(s, s+ h)), 2 sin(ϑ
+/2) =
√
2(1− ∂2L(s, s+ h)).
According to Lemma 3.1, the derivative
∂h
√
2(1 + ∂1L(s, s+ h)) =
∂12L(s, s+ h)√
2(1 + ∂1L(s, s + h))
=
∂12L(s, s+ h)/h√
2(1 + ∂1L(s, s+ h))/h
is analytic on Tσ0/2 × Bσ0/2 uniformly bounded away from 0. As a result, the
implicit function applies, which also come with an estimate on the norm. 
Proposition 5.2. Under the same assumption as Lemma 5.1, for each k ≥ 0,
there exists a real analytic coordinate change Φ = Φ2k+4 : (s, ϑ) 7→ (x, y), such
that Tlaz = Φ ◦ T ◦ Φ−1 takes the form:
Tlaz(x, y) = (x+ y + y
2k+4f(x, y), y + y2k+4g(x, y)).
Moreover, there is a constant C6 > 1 depending only on D and k such that, for
every σ < σ0/2, we have
‖f‖σ, ‖g‖σ ≤ C6(σ0/2− σ)−2k−3.
The proof is presented in the Appendix.
Corollary 5.3. Under the same assumptions as Proposition 5.2, there is C7 > 1
such that, for σ1 ≤ σ0/4, there is a real analytic diffeomorphism uq : T → T
extensible to Tσ1, such that
‖E(r, uq)‖σ1 < C7σ−70 q−8.
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Proof. Denote α = 1/q as before, and let Φ = Φ8 be the Lazutkin normal form
of order 8 from Proposition 5.2. Let γ(θ) = (θ, 1
q
) ∈ T× (0, σ0/2). For
η(θ) = (u(θ), w(θ)) = Φ−1(γ(θ)),
we have ‖T (η(θ))− η(θ + α)‖σ1 ≤ Cσ−70 q−8.
Let u(θ) = π1T (u(θ), w(θ)), and u(θ) = π1T
−1(u(θ), w(θ)), since u(θ), u(θ), u(θ)
is the projection of a billiard orbit, we have
∂s′L(r; u(θ), u(θ)) + ∂sL(r, u(θ), u(θ)) = cosw(θ)− cosw(θ) = 0.
Moreover,
‖u(x)− u(x+ α)‖σ1 , ‖u(x)− u(x− α)‖σ1 ≤ Cσ−70 q−8,
we conclude that
‖E(r, u)‖σ1 ≤ Cσ−70 q−8.

Apply Corollary 5.3 and then Proposition 4.1, we obtain:
Corollary 5.4 (Analytic case). Suppose r satisfies the conditions (A1) and (A2),
then there is C8 > 1 depending only on σ0 and D such that for q
−1 < C−18 and
σ1 = σ0/8, there exists uapp : T→ T extensible to Tσ1 such that
‖E(r ◦ uapp, id)‖σ1 < C8q−8e−σq/8.
Proof. We first apply Corollary 5.4, choosing the width σ0/4. Then Proposi-
tion 4.1 applies with ǫ = Cσ−70 q
−8 and parameter σ0/4. We obtain unek : Tσ0/8 →
Tσ0/4, such that ‖E(r ◦ uq ◦ unek, id)‖σ1 < Cǫe−σ0q/8 
In the case r is smooth, we use a standard analytic approximation.
Proposition 5.5 (See [9], Lemma 2.1, 2.3). Suppose f : Rn → R is Cm, and let
l < m. Then for each t > 0 there exists an analytic function Stf satisfying the
following estimates:
‖Stf‖t−1 ≤ Cn,m‖f‖Cm, ‖Stf − f‖Cl ≤ Cn,m,lt−(m−l)‖f‖Cm.
For each r ∈ Cm, first assume it is in the arclength parameter. We consider
the curvature function κ(s) = |r¨| and the analytic approximation Stκ˙ of κ˙, such
that
‖Stκ˙‖t−1 ≤ Cm‖κ˙‖Cm−3 , ‖Stκ˙− κ˙‖Cl−3 ≤ Cm,lt−(m−l)‖κ˙‖Cm−3 .
Let us note the curvature function κ determines a billiard boundary if and only
if (see [7], Proposition 2.7)
κ > 0,
∫ 1
0
κ(s)cos(2πs)ds =
∫ 1
0
κ(s) sin(2πs)ds = 0.
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Consider κ1(s) = κ(0) +
∫ s
0
(
Stκ˙(τ)−
∫ 1
0 Stκ˙(σ)dσ
)
dτ , and κω be the projection
in Fourier space of κ1 by removing the modes cos(2πs) and sin(2πs). Then there
exists a billiard boundary rω corresponding to the curvature κω.
We will pick t = q
1
7 , σq = q
− 1
7 . Then
‖rω‖σq,3 ≤ Cm‖r‖Cm, ‖rω − r‖Cl+3 ≤ Cm,lq−
m−l
7 ‖r‖Cm.
We apply Corollary 5.3 to rω, and obtain an approximate solution uq such that
‖E(rω, uq)‖σq/2 < Cσ−7q q−8 < Cq−7, which satisfies the condition of Proposi-
tion 4.1. After application of the proposition, we obtain:
Corollary 5.6 (Smooth case). Suppose r ∈ Cm satisfies (A1) and ‖r‖Cm < D.
Then there is C9 > 1 depending only on D and m, l such that, for
q−1 < C−19 , σq = q
− 1
7 ,
there is rω ∈ Aσq,2 and uapp ∈ Aq satisfying ‖rω‖σq,3 ≤ C9, and
‖rω − r‖Cl ≤ C9q−
m−l
7 , ‖E(rω ◦ uapp, id)‖σq/4 ≤ C9e−C
−1
9
q
7
8 .
6. KAM algorithm and proof of the main theorem
We prove the following KAM-type theorem.
Theorem 6.1. Suppose 0 < σ < σ0/2, and r0 satisfies our standing assumptions
(A1) and (A2). There exists constants C10, D10 > 1 depending only on D such
that if
q−1 < C−110 , ‖E(r, id)‖σ := ǫ < C−110 q−8, ǫ < C−110 q−5σ4,
there is r∞ ∈ Aσ/2 such that
E(r∞, id) = 0, ‖r∞ − r‖σ/2,3 < D10q3ǫ/σ3.
We now describe the iteration process.
Proposition 6.2 (Iterative lemma for KAM). Suppose ‖r−r0‖σ,2 < (2C3)−1 (C3
is from (7)), define
a(θ) = −
∫ θ
0
[E(r, id)]q
[F (r, id)]q
(τ)dτ, r∗ = e
ar, (9)
and let v solve
∇−(L12(r∗, id)∇v) = −E(r∗, id), (10)
then there exists constants C4, D4 > 1 depending only on D such that: if for ǫ > 0
and 0 < σ′ < σ,
‖E(r, id)‖σ < ǫ, C4q3ǫ < σ − σ′, q−1 < min{C−14 , C1σ0},
DENSITY OF CONVEX BILLIARDS WITH RATIONAL CAUSTICS 15
where the constants C1, C4 are from Lemma 4.2. we have r+ = r∗◦(id+v) ∈ Aσ′,3,
and
‖r+ − r‖σ′,2 < D4q
3ǫ
(σ − σ′)3 , ‖v‖σ′ < D4q
3ǫ, ‖E(r+, id)‖σ′ ≤
(
D
q3
σ − σ′ + q
6
)
ǫ2.
Proof. Note that for small σ, Lemma 3.1 implies C−1q−1 ≤ ‖|∆r|‖σ ≤ Cq−1, and
therefore by Lemma 2.2,
C−1q−1 ≤ ‖[F (r, id)]q‖σ = ‖[|∆r|]q‖σ ≤ Cq−1,
then noting a is α = q−1 periodic,
‖a˙‖σ ≤ ‖E‖σ
min ‖F‖ ≤ Cqǫ, ‖a‖σ ≤ max0≤t≤α, θ∈Tσ
∣∣∣∣
∫ t
0
a˙(θ + τ)dτ
∣∣∣∣ ≤ Cαqǫ = Cǫ.
As a result
‖r∗ − r‖σ′,3 ≤ C‖a‖σ,3 ≤ Cǫ
(σ − σ′)3 .
Moreover,
‖E(r∗, id)‖σ ≤ ‖ea‖σ(‖a˙‖σ‖F (r, u)‖σ + ‖E(r, u)‖σ) ≤ Cqǫ · α + Cǫ ≤ Cǫ.
We now apply Lemma 4.2 to r∗, to obtain the estimate for r+. Note that the
bound ‖r+−r∗‖ dominates the bound ‖r∗−r‖, therefore the final error estimates
are of the same order as in Lemma 4.2. 
To apply KAM we have the following standard induction lemma:
Proposition 6.3. Suppose 0 < σ < σ0/2, and ‖r − r0‖ < (4D)−1. Denote,
σ1 = σ, σn+1 = σn − δn, δn = 2−n−1σ,
ǫ1 = ǫ, ǫn+1 = (ǫn)
5
4 , n ≥ 1.
There exist constants C10, D10 > 1 depending only on D, such that if:
C10ǫ < q
−8, C10ǫ < q
−4σ4,
the following hold for all n ≥ 1:
(1) C10ǫn < q
−8, C10ǫn < q
−4(δn)
4.
(2) For r1 = r and rn+1 = (rn)+ using Proposition 6.2, we have
‖rn − rn−1‖σn,3 < D10
q3ǫn
δ3n
, ‖E(rn, id)‖σn < ǫn,
C3q
3ǫn < δn.
(3) rn → r∞ in Aσ/2, with
E(r∞, id) = 0, ‖r∞ − r0‖σ/2,2 < D10q3ǫ/σ3.
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Proof. Since the sequence ǫn/(δn)
3 is decreasing if ǫ is small enough, item (1) is
obvious. The only non-trivial estimate in (2) is the estimate of ‖E(rn, id)‖σn .
Suppose item (2) hold up to index n− 1. We use Proposition 6.2 to get
‖E(rn, id)‖σn ≤ (ǫn−1)
5
4 · C4(ǫn−1) 34
(
2q3(δn−1)
−3 + q6
)
where the second group (after ·) in the product is smaller than 2C−15 by item (1).
Choosing C5 large enough yields the desired estimate. Item (3) follows from item
(2) by observing that
∑
n≥1 ǫn/σ
3
n < Cǫ/σ
3, and σn → σ/2. 
Theorem 6.1 follows directly from what we just proved.
Proof of Theorem 1.1. We now prove our main theorem.
Case 1, the analytic case: Suppose r satisfies (A1) and (A2). For q sufficiently
large depending only on D and σ0, Corollary 5.4 applies, and
‖E(r ◦ uapp, id)‖σ0/4 < ǫ := Cq−8e−σ0q/8.
Clearly the assumptions of Theorem 6.1 applies, we obtain r∞ ∈ Aσ0/8,2 such
that E(r∞, id) = 0, and ‖r∞ − r ◦ uapp‖σ0/8 < Cq−5e−σ0q/8. Then the boundary
r∞ ◦ (uapp)−1 satisfies our conclusion.
Case 2, the smooth case. Assume ‖r‖Cm ≤ C. Apply Corollary 5.6, we obtain
‖rω − r‖Cl ≤ Cq−m−l4 , such that ‖E(rω ◦ uapp, id)‖σq/4 ≤ Ce−C−1q
7
8 . For large q
depending only on D and σ0, Theorem 6.1 applies, and we obtain a perturbed
boundary for which E(ρω, id) = 0. Note that for q large enough, ‖r∞ ◦ (uapp)−1−
rω‖ is bounded by q−m−l7 , since the former is exponentially small. Then r∞ ◦
(uapp)
−1 is the boundary we seek. 
Appendix A. Asymptotic expansion of the generating function
In this section we compute the Taylor expansion of the generating function
L(s, s + h) in h, which will prove the analyticity of the billiard map, as well as
helping with the Lazutkin coordinates. We assume s is the arclength parameter,
namely: r : R → R2 satisfy |r˙| = 1. Then r(s) = (cosα(s), sinα(s)) for α ∈
[0, 2π], and α˙(s) = κ(s) which is the curvature. For a fixed s ∈ R, by rotating
the axis if necessary, we may assume α(s) = 0. Then explicitly:
L(s, s+ h) =


(∫ h
0
cos(α + τ)dτ
)2
+
(∫ h
0
sin(α + τ)dτ
)

1
2
. (11)
Using the asymptotic expansions
α(s+ h) = κ(s)h+
1
2
κ˙(s)h2 +O(h3),
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cos(α(s+ h)) = 1− 1
2
κ2h2 +O(h3), sin(α(s+ h)) = κh +O(h3),
we get
L(s, s+ h) = h
√
(1− 1
6
κ2h+O(h3))2 + (
1
2
κh +O(h3))2
= h
(
1− 1
24
κ2h2 +O(h3)
)
.
Let us consider the billiard map T (s, ϑ) = (s+, ϑ+), then
cosϑ = −∂1L(s, s+) = −(1−1
8
κ2h2+O(h3)), cosϑ+ = ∂2L(s, s
+) = 1−1
8
κ2+O(h3).
Denote h = s+ − s, then 2 sin2(ϑ/2) = 1− cosϑ = 1
8
κ2h2 +O(h3), and therefore
the equation
2 sin(ϑ/2) =
√
2(1 + ∂1L(s, s + h)) =
1
2
κh(1 +O(h)) (12)
has a unique solution h(s, ϑ) near ϑ = 0. Moreover, the implicit function
theorem apply on the complex neighborhood. Therefore the function s+ =
s + h(s, ϑ) is analytic. Moreover, the function ϑ+ can be obtained from the
relation 2 sin(ϑ+/2) =
√
2(1− ∂2L(s, s+ h)) which is also analytic. We note
that ∂212L(s, s+ h) =
1
4
κ2h+O(h2), which is needed in the proof of Lemma 3.1.
We now perform a more detailed analysis of the expansion of L(s, s + h) in h.
Let’s call the following expression a differential monomial in κ:
P (κ)(s) =
m∏
k=0
(
κ(k)(s)
)ak
, ak ∈ N, k ≥ 1, a0 ∈ R.
The degree of P is a1 + · · ·ak. A differential polynomial of degree k is sum of
monomials of degree up to k, and we denote the linear space of such expres-
sions Pk(κ). Denote by Q(κ)[h] the power series of the type
∑∞
k=0 Pk(κ)(s)h
k,
where each Pk ∈ Pk(κ). We will also need notation for power series of the type∑∞
k=0 Pk+ih
k, or
∑∞
k=0 Pkh
k+i, where i ∈ N. Denote by Q≥k(κ)[h] the power series
in Q(κ)[h] that contains only terms higher than or equal to hk. Then
∞∑
k=0
Pk+ih
k ∈ h−iQ≥i(κ)[h],
∞∑
k=0
Pkh
k+i ∈ hiQ(κ)[h].
Observe that if f(s, h) ∈ Q(κ)[k], then
∂sf(s, h), ∂hf(s, h) =
∞∑
k=0
Pk+1(κ)h
k ∈ h−1Q≥1(κ)[h],
and f(s, h) ∈ h−kQ≥k(κ)[h] implies f(s, 0) ∈ Pk(κ).
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Using (11), we get:
L(s, s+ h) = h
(
1− 1
24
κ2h2 + h2Q≥1(κ)[h]
)
where we abused notation by using Q to denote a unspecified function in the
same space. Similarly, (12) becomes
2 sin(ϑ/2) =
1
2
κh (1 + Q≥1(κ)[h]) .
Using the Lagrange inversion formula, the solution is given by h(s, ϑ) =
∑
n≥1 gn(s)z
n,
where z = 2 sin(ϑ/2), and
gn(s) =
dn−1
dhn−1
∣∣∣∣
h=0
(
1
(κ/2)(1 + Q≥1(κ)[h])
)n
∈ Pn−1(κ).
Using g1 = 2κ
−1 and z as a power series ϑ+O(ϑ3), we get
h(s, ϑ) = 2κ−1ϑ+ ϑQ≥1(ρ)[ϑ].
ϑ+ is obtained from h by
2 sin(ϑ+/2) =
1
2
κh(1 + Qk≥1(κ)[h]) = ϑ+ ϑQ≥1(κ)[ϑ].
Finally, it’s more convenient to use the radius of curvature ρ = κ−1 to generate
the polynomial, to avoid negative powers. Note that the change κ = ρ−1 takes a
function in Pk(κ) to Pk(ρ). We summarize the discussions so far in the following
lemma.
Lemma A.1. The billiard map admits the following asymptotic expansion at
ϑ = 0:
T (s, ϑ) = (s+ 2ρϑ+ ϑQ≥1(ρ)[ϑ], ϑ+ ϑQ≥1(ρ)[ϑ]) .
Appendix B. Higher order Lazutkin normal form
In this section we build on the asymptotic expansion of last section and obtain
higher order normal forms of the type
(x, y) 7→ (x+ y +O(ym), y +O(ym+1)).
These normal forms are already known to Lazutkin ([3]) in the smooth case, and
an analytic version is given in [6]. We provide a version with explicit estimates
on the width of analyticity, inspired by the unpublished notes of J. De Simoi and
A. Sorrentino ([2], [8]).
Suppose the billiard map T (s, ϑ) = (s+, ϑ+) and its inverse T−1(s, ϑ) = (s−, ϑ−)
admit the expansion
s± = s+
∑
k≥1
b±k ϑ
k, ϑ± = ϑ+
∑
k≥2
d±k ϑ
k.
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Due to the time reversibility of the map, namely if I(s, ϑ) = (s,−ϑ), then I ◦T ◦
I = T , there exists functions bk(s), dk(s) such that b
±
2i+1 = ±b2i+1, b±2i = b2i and
d±2i = ±d2i, d±2i+1 = d2i. Moreover, Lemma A.1 imply bk(s), dk(s) ∈ Pk−1(ρ). For
example,
b1 = 2ρ, b2 =
4
3
ρρ˙, b3 =
4
9
ρρ˙2 +
2
3
ρ2ρ¨, d2 = −2
3
ρ˙, etc.
To obtain a normal form, we consider the formal coordinate change
X(s, ϑ) =
∞∑
i=0
F2i(s)ϑ
2i, Y (s, ϑ) = X(s, ϑ)−X(s−(s, ϑ), ϑ−(s, ϑ)). (13)
Note that
Y (s, ϑ) = F (s)− F (s−) +O(ϑ2) = F ′(s)ϑ+O(ϑ2). (14)
We attempt to solve the formal equation Y + − Y = 0, namely
X(s+, ϑ+)− 2X(s, ϑ) +X(s−, ϑ−) = 0. (15)
The main result of this section is:
Proposition B.1. There exists a sequence of analytic functions F2i, i ≥ 0, given
by the integral formula
ρ−
2i
3 F2i = C
∫ s
0
ρ−
2
3 (τ)dτ +
∫ s
0
ρ−
2
3 (τ)
∫ τ
0
ρ−
4
3 (σ)P (σ)dσdτ,
where P ∈ P2i+1(ρ)(s), and C is determined by periodicity. Then the coordinate
change (13) using F2i formally conjugate the map T to (X, Y ) 7→ (X + Y, Y ) as
a power series of Y .
Proof. It suffices to solve the formal equation (15) up to all orders of ϑ, in view
of (14).
Due to the time reversal symmetry, F2i(s
+)−2F2i(s)+F2i(s−) is an even series
and therefore vanish of order 2 at ϑ = 0. This means the leading term of (15) is
at order ϑ2 determined only by F0. An explicit computation shows:
F0(s
+)− 2F0(s) + F0(s+)
= F ′(s+ + s− − 2s) + 1
2
F ′′0 (s)
(
(s+ − s)2 − (s− − s)2
)
+O(ϑ4)
= (2b22)F
′
0(s)ϑ
2 +
1
2
F ′′0 (s)(2b1)ϑ
2 +O(ϑ4).
Attempting to eliminate the ϑ2 term leads to the equation
2b2F
′
0(s) + b
2
1F
′′
0 (s) = 0,
4
3
(
2ρρ˙F ′0 + 3ρ
2F ′′0
)
= 0,
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whose solution is
F0(s) = C
∫ s
0
ρ−
2
3 (z)dz, (16)
where C can be chosen to preserve periodicity. This is identical to Lazutkin’s
choice.
Let us omit the notation (ρ) from Q(ρ)[h]. Note that the function F0(s +
h) − F0(h) = Cρ− 23 (s)h + O(h2) is contained in the space hQ[h], due to our
particular choice of F0. Noting s
+− s, s−− s ∈ ϑQ[ϑ], by substituting we obtain
F0(s
+) − 2F0(s) + F0(s−) ∈ ϑQ[ϑ]. Moreover, we already eliminated the terms
lower than ϑ4, which means
F0(s
+)− 2F0(s) + F0(s−) ∈ ϑQ≥3[ϑ].
We now proceed by induction. Suppose for some k ≥ 1,
R2k+4 :=
k∑
i=0
(
F2i(s
+)(ϑ+)2i − 2F2i(s)ϑ2i + F2i(s−)(ϑ−)2i
)
∈ ϑQ≥2k+3[ϑ], (17)
we try to solve
F2k+2(s
+)(ϑ+)2k+2 − 2F2k+2(s)ϑ2k+2 + F2k+2(s−)(ϑ−)2k+2 +R2k+4 = O(ϑ2k+6).
We split
F2k+2(s
+)(ϑ+)2k+2 − 2F2k+2(s)ϑ2k+2 + F2k+2(s−)(ϑ−)2k+2
=
(
F2k+2(s
+)− 2F2k+2(s) + F2k+2(s−)
)
ϑ2k+2 (18)
+ F2k+2(s)
(
(ϑ+)2k+2 − 2ϑ2k+2 + (ϑ−)2k+2
)
(19)
+
(
F2k+2(s
+)− F2k+2(s)
) (
(ϑ+)2k+2 − ϑ2k+2
)
(20)
+
(
F2k+2(s
−)− F2k+2(s)
) (
(ϑ−)2k+2 − ϑ2k+2
)
.
The line (18) is equal to(
(2b2)F
′
2k+2(s) + b
2
1F
′′
2k+2(s)
)
ϑ2k+2 +O(ϑ2k+6),
by the same computations as the k = 0 case. The line (19) is
(ϑ+)2k+2 − 2ϑ2k+2 + (ϑ−)2k+2
=
(
ϑ+ d2ϑ
2 + d3ϑ
3 +O(ϑ4)
)2k+2
+
(
ϑ− d2ϑ2 + d3ϑ3 +O(ϑ4)
)2k+2 − 2ϑ2k+2
= 2(2k + 2)d3ϑ
2k+4 + (2k + 2)(2k + 1)d22ϑ
2k+4 +O(ϑ2k+6).
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The two lines in (20) is equal to(
F ′2k+2(s)(b1ϑ+O(ϑ
2))
) (
(ϑ+ d2ϑ
2 +O(ϑ3))2k+2 − ϑ2k+2
)
+
(
F ′2k+2(s)(−b1ϑ+O(ϑ2))
) (
(ϑ− d2ϑ2 +O(ϑ3))2k+2 − ϑ2k+2
)
= 2(2k + 2)b1d2F
′
2k+2(s) +O(ϑ
2k+6),
with R
(2)
2k+6 = O(ϑ
2k+6). Combining all of the above, we get
F2k+2(s
+)(ϑ+)2k+2 − 2F2k+2(s)ϑ2k+2 + F2k+2(s−)(ϑ−)2k+2
=
(
b21F
′′
2k+2 + (2b2 + 2(2k + 2)b1d2)F
′
2k+2
+ (2(2k + 2)d3 + (2k + 2)(2k + 1)d
2
2)F2k+2
)
ϑ2k+4 +O(ϑ2k+6).
(21)
Therefore we can choose F2k+2 to be the solution of
b21G
′′ + (2b2 + 2(2k + 2)b1d2)G
′ + (2(2k + 2)d3 + (2k + 2)(2k + 1)d
2
2)G = −P2k+4,
where P2k+4 ∈ P2k+3(ρ) is the the coefficient to the ϑ2k+4 term in R2k+4. Explic-
itly, the equation reads (denote m = 2k + 2):
4ρ2G′′ − (m− 1)8
3
ρ˙ρG′ +
(
m(m+ 1)
4
9
ρ˙2 − 4
3
mρ¨ρ
)
G = −Pm+2.
The substitution G = gρ
m
3 converts the equation to
3ρ2g′′ + 2ρ˙ρg′ = −3
4
ρ−
m−3
3 (Pm+2 + 1) =: Pˆm+2,
whose solution can be explicitly given by
g(s) = C1
∫ s
0
ρ−
2
3 (τ)dτ +
∫ s
0
ρ−
2
3 (τ)
∫ τ
0
ρ−
4
3 (σ)Pˆm+2(σ)dσdτ,
and G(s) = gρ
m
3 . Here the constant C1 is uniquely determined by periodicity,
and note Pˆm+2 = Pˆ2k+4 ∈ P2k+3(ρ).
We now note that if P (s) ∈ Pm(ρ), then P (s+ h)−P (s) ∈ h−mQ≥m+1. Using
this and the explicit formula defining G(s) = F2k+2(s), (noting that we integrate
twice) we get G(s + h) − G(s) ∈ h−2k−1Q≥2k+2. Equipped with this fact, we
revisit the remainders in the previous calculations. Since
F2k+2(s
+)(ϑ+)2k+2 − 2F2k+2(s)ϑ2k+2 + F2k+2(s−)(ϑ−)2k+2 + P2k+4
∈ ϑ2k+2 · ϑ−2k−1Q≥2k+2 = ϑQ≥2k+2,
and also is of O(ϑ2k+6), it must be contained in ϑQ≥2k+5, which is our inductive
hypothesis (17). 
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Proof of Proposition 5.2. We truncate the coordinate change (13) up to order 2k,
and denote the coordinate change by Φ. For A(x, y) = (x+ y, y), then
(Φ ◦ T − A ◦ Φ)(s, ϑ) = (Y (s+, ϑ+)− Y (s, ϑ), Y (s+, ϑ+)− Y (s, ϑ))
= (R(s, ϑ)ϑ2k+4, R(s, ϑ)ϑ2k+4)
where R is an anlytic functions in (s, ϑ). The norm of R can be estimated by the
(2k + 4)th derivatives of Φ ◦ T − A ◦ Φ.
By Proposition B.1, the 2k + 4th derivative of R = X(s+, ϑ+) − 2X(s, ϑ) +
X(s−, ϑ−) depends on up to 2k + 4 derivatives on F2iϑ
2i. Since F ′′2i depends on
2i+ 1 derivatives of ρ, the norm of R is estimated by up to 2k + 3 derivatives of
ρ. We conclude using the Cauchy estimate that
‖R‖σ ≤ C(k)(σ0/2− σ)−2k−3‖ρ‖σ0/2.
Here the constant C(k) comes from the actual differential polynomial in the
coordinate change, and can be made explicit for every finite k. By (14), the same
estimate, with possibly a different constant, holds for Φ ◦ T ◦ Φ−1 − A. 
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