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Abstract
Data in social and behavioral sciences are often hierarchically organized. Multilevel statistical
methodology was developed to analyze such data. Most of the procedures for analyzing multilevel
data are derived from maximum likelihood based on the normal distribution assumption. Standard
errors for parameter estimates in these procedures are obtained from the corresponding information
matrix. Because practical data typically contain heterogeneous marginal skewnesses and kurtoses,
this paper studies how nonnormally distributed data affect the standard errors of parameter estimates
in a two-level structural equation model. Speciﬁcally, we study how skewness and kurtosis in one
level affect standard errors of parameter estimates within its level and outside its level. We also show
that, parallel to asymptotic robustness theory in conventional factor analysis, conditions exist for
asymptotic robustness of standard errors in a multilevel factor analysis model.
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1. Introduction
Data in social and behavioral sciences often exhibit a hierarchical structure. For exam-
ple, households are nested within neighborhoods, neighborhoods are nested within cities,
and cities are further nested within countries; students are nested within classes, classes are
nested within schools, and schools are further nested within school districts. Because obser-
vations within a cluster are generally correlated, statistical methods for such data have been
developed to explicitly account for these correlations in order to get accurate results. When
predictors are error free, using the hierarchical linear model (HLM) leads to correct anal-
ysis of the hierarchical data [8,10,11,13,17,27,31]. When predictors contain measurement
errors, HLM is not appropriate because it does not account for these errors. The multilevel
structural equation model (SEM) has to be used to obtain consistent parameter estimates
[2,6,14–16,20,23,24]. Actually, when errors in predictors are modeled explicitly, a HLM
model automatically becomes a multilevel SEM model [9,18,21,25]. All the above liter-
ature deals with model inference through methods that require the multivariate normality
assumption for hierarchical data.
Real data typically have larger skewness and kurtosis than those of a normal distribution
[29]. For example, Micceri [22] reported that among 440 large sample achievement and
psychometric measures taken from journal articles, research projects, and tests, all were
signiﬁcantly nonnormally distributed. In reality, the normality assumption used in mod-
eling should be considered as only a working assumption. When extra kurtoses exist in
the data, the actual standard errors (SEs) of parameter estimates will be larger than those
based on the normality assumption; the likelihood ratio statistics for testing variance com-
ponents or the overall model structure also tend to be more signiﬁcant than they actually
are. Consequently, inference based on the normality assumption may be no longer valid
when modeling practical data. A few studies on the multilevel model with violations of the
normality assumption also exist [5,26,34,35]. Within the context of HLM, Cheong et al.
[5] studied the effect of nonnormal data on SEs of regression parameter estimates using
simulation. They found that the SEs based on a sandwich-type covariance matrix are quite
robust even when the model is misspeciﬁed. For two-level HLM and SEM, [34] discussed
the strength of several possible sandwich-type covariance matrices. Neither of these papers
analytically studied the effect of skewness and kurtosis on SEs. Yuan and Bentler [34–37]
studied the behavior of the normal theory based likelihood ratio statistic with distribution
violations; they also proposed several alternative statistics for overall model evaluation.
However, the effect of nonnormal data on SEs of the parameter estimates in the context
of multilevel models has not been well studied. For example, there are level-1 and level-2
random components in a two-level SEM model. It is not clear how the kurtosis in level-1
affects the SEs of level-1 and level-2 parameter estimates. How the skewnesses of level-1
and level-2 components affect the SEs of parameter estimates at different levels is not clear
either.
When data are elliptically distributed (see [7,12]), SEs of factor loading estimates within
the conventional SEM context can be obtained by adjusting the corresponding normal
distribution based SEs [4,28,30] using the relative kurtosis. It is of interest to see whether
this result can be extended to a multilevel conﬁrmatory factor model. In the context of
conventional factor analysis, there also exist results of asymptotic robustness on SEs. For
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example,Anderson andAmemiya [1] found that the SEs of factor loading estimates using the
normal distribution assumption can be asymptotically valid for nonnormal data. A further
result in this direction was obtained in [32] by considering skewed data whose fourth-order
moments are identical to those of an elliptical distribution. It is of interest to see whether
parallel results hold in a multilevel factor analysis model.
Our purpose is to systematically study the effect of nonnormal data on SEs of parameter
estimates in multilevel analysis.Although aiming to study SEs for multilevel SEM, we only
explicitly consider the two-level model; generalization from a two-level model to a higher
level model can be performed in a parallel way. Our study for SEs will be based on a quite
general model formulated in [16]. Within this model, we will study the effect of skewness
and kurtosis on SEs for estimates of parameters that are shared by the mean, the between-
and within-level covariance structures.We also study the effect of skewness and kurtosis on
SEs for estimates of parameters that are unique to the mean, the between-level covariance
matrix, and the within-level covariance matrix. In Section 2 we characterize the effect of
skewness (third-order moments) and kurtosis (fourth-order moments) on SEs of parameter
estimates at either level. By focusing on a class of nonnormal distributions in Section 3,
we study the asymptotic robustness of SEs for parameter estimates in a two-level factor
analysis model. We will state and discuss the results in Sections 2 and 3. Proofs of these
results will be provided in the appendix.
2. The effect of skewness and Kurtosis on standard errors
Any multilevel data must have a hierarchical structure. In addition, real data may contain
additional variables that are only observed at the highest level. For example, while scores
of student achievement are nested within schools, variables of school resources such as the
number of computer labs or the number of elective courses are only measured at the school
level. The two-level SEM model studied in [34] does not contain variables that are only
observed at level-2. Liang and Bentler [16] formulated a more general model that contains














, i = 1, 2, . . . , nj ; j = 1, 2, . . . , J, (1)
where the observable variables are on the left side and the hypothesized generating variables
are on the right side. There are two types of observable variables: The q-dimensional vector
zj varies at level-2 (between) only, and the p-dimensional vector yij varies at both level-
1 (within) and level-2. The vector uij represents the level-1 components of yij , while vj
represents the level-2 components; both are p-dimensional. With model (1) it is typically
assumed that bj = (z′j , v′j )′ and uij are statistically independent. Following Liang and





















, w = Cov(uij ).
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Let y¯.j =∑nji=1 yij /nj . Then the covariance matrix of tj = (z′j , y¯′.j )′ is
j = Cov(tj ) =
(
zz zv
vz vv + n−1j w
)
.
With interesting structures µ(), b() and w(), −2 times the normal distribution based
log likelihood function of (1) is (see [16,35])




{log |j ()| + tr[−1j ()Rj ()]}, (2)











(yij − y¯.j )(yij − y¯.j )′
and Rj () = [tj − µ()][tj − µ()]′.
Let ˆ be the parameter value that minimizes (2). Liang and Bentler [16] gave an EM-
algorithm for obtaining ˆ. Yuan and Bentler [35] provided alternative statistics for overall
model evaluation. However, with nonnormal data, formulae for obtaining a consistent co-
variance matrix of parameter estimates for this model have not been provided in the liter-
ature. In this section, we will ﬁrst present the asymptotic distribution of ˆ and a consistent
estimator of its covariance matrix before relating the covariance matrix to skewness and
kurtosis. We will implicitly assume the standard regularity conditions as in [38], which
ensures the consistency and asymptotically normality of ˆ. The consistency and asymptotic
normality hold in general only when J → ∞. Special results can be obtained when the
average level-1 sample size n¯ = N/J also approaches inﬁnity, which will be explicitly
stated.
For a p × p symmetric matrix A, let vec(A) be the vectors of stacking the columns of A
and vech(A) be the subvector of vec(A) that only contains the elements on and below the
diagonal of A. Then there is a duplication matrix Dp such that vec(A) = Dp vech(A) [19].
Notice that j is a matrix of dimension p + q. Denote
sy = vech(Sy), sj = vech(Sj ), rj () = vech[Rj ()],
w = vech(w), b = vech(b), j = vech(j ),
Ww = 2−1D′p(−1w ⊗ −1w )Dp, Wj = 2−1D′(p+q)(−1j ⊗ −1j )D(p+q).
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We will use a dot on top of a function to denote the derivative. For example, µ˙() =
dµ()/d. The argument of a function will be omitted when it is evaluated at the population
value. The notation L→ implies convergence in distribution.
Let



































































The following result characterizes the asymptotic distribution of ˆ.
Theorem 1. When (1) = lim(1)J exists, we have
√
J (ˆ − 0) L→ N(0,(1)). (6)













are obtained when replacing the unknown parameters in A(1)J and B
(1)
J by ˆ and Var(nj sj ),
Var(rj ), Cov(nj sj , rj ), Cov(nj sj , tj ) and Cov(rj , tj ) in B(1)J by, respectively,
V̂ar(nj sj ) = [nj sj − (nj − 1)ˆw][nj sj − (nj − 1)ˆw]′,
V̂ar(rj ) = [rj (µˆ) − ˆj ][rj (µˆ) − ˆj ]′,
Ĉov(nj sj , rj ) = [nj sj − (nj − 1)ˆw][rj (µˆ) − ˆj ]′,
Ĉov(nj sj , tj ) = [nj sj − (nj − 1)ˆw](tj − µˆ)′,
Ĉov(rj , tj ) = [rj (µˆ) − ˆj ](tj − µˆ)′.
Note that the consistency of ˆ
(1)
is with respect to J → ∞ while the nj ’s are uniformly
bounded. The distribution in Theorem 1 becomes degenerate when nj ’s are unbounded
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such that n¯ → ∞. We will discuss this particular case in the following subsections. More
elaborate estimators of (1) for a less general two-level SEM were discussed in [34].
2.1. For parameters that are shared by µ(.), b(.) and w(.)
Themodel parameterization in (2) does not distinguish parameters in different parts of the
model. In practice, parameters in µ(.), b(.) and w(.) may not totally overlap,  contains
parameters that are shared by µ(.), b(.) and w(.) and those that are not shared by them.
Our characterization of SEs in this subsection is only for estimates of parameters that are










uij = Cuij .
Let bj0 = bj − µ0 and denote
b = E[bj0vech′(bj0b′j0)], b = Var[vech(bj0b′j0)],
u = E[uijvech′(uiju′ij )], u = Var[vech(uiju′ij )],
cu = E{(Cuij )vech′(uiju′ij )} = Cu,
cu = Cov{vech[(Cuij )(Cuij )′], vech(uiju′ij )} = D+p+q(C ⊗ C)Dpu,
cuc = E{(Cuij )vech′[(Cuij )(Cuij )′]} = CuD′p(C′ ⊗ C′)D+
′
p+q,
cuc = Var{vech[(Cuij )(Cuij )′]} = D+p+q [(C ⊗ C)DpuD′p(C′ ⊗ C′)]D+
′
p+q,
Vb = 2D+p+q(b ⊗ b)D+
′
p+q, Vw = 2D+p (w ⊗ w)D+
′
p ,
Vj = 2D+p+q(j ⊗ j )D+
′
p+q,
Vcw = 2D+p+q(Cw) ⊗ (Cw)D+
′
p , Vcwc = 2D+p+q(CwC′) ⊗ (CwC′)D+
′
p+q .
It can be easily veriﬁed that Ww = V−1w , Wj = V−1j , and for normal data b, u, cu and
cuc reduce to Vb, Vw, Vcw and Vcwc, respectively. Relating the covariance matrix in (5)
to the third- and fourth-order moment matrix, we have the following result.









where A(1)J given in (3) corresponds to the information matrix based on the normal distri-
bution assumption and
E(1)J =






⎞⎠ ˙′wWw(u − Vw)Ww˙w


















































Note that when data are normally distributed, E(1)J = 0, (1) = limA(1)J
−1
. The matrix
A(1)J does not depend on the underlying distributions of zj and yij . Nonnormal data affect
(1) by E(1)J through skewnesses b, u and kurtoses b, u. Speciﬁcally, the kurtosis
u of the within-level components uij affects (1) mainly through the ﬁrst term in (8).
This inﬂuence is also accelerated by the average level-1 sample size n¯. The kurtosis u of
uij also appears in the second and third terms in (8), but its effect is downplayed by the
level-1 sample sizes nj . The kurtosis b of the between-level components bj affects (1)
by the second term in (8). The skewnesses u and b of the within- and between-level
affect (1) through the fourth and ﬁfth terms in (8). It follows from Theorem 2 that the
additional variance–covariance matrix of the common parameter estimate ˆ is proportional
to the level-1 and level-2 kurtoses as well as level-1 and level-2 skewnesses.
The above conclusion is based on J → ∞ and a small n¯. When n¯ is large, we can use
n¯ → ∞ as an approximation to obtain amore elegant conclusion. Denote byO(an) amatrix
whose elements are of order O(an) (see [3, Chapter 14]). It follows from (3), (7) and (8)
that
A(1)J = O(n¯), (1)J = O(n¯−1).
Weneed to restandardize (6) so that the limiting distribution is not degeneratewhen n¯ → ∞.
Let(2)J = n¯(1)J , then the asymptotic covariance matrix of
√
N(ˆ−0) is(2) = lim(2)J
and we have the following result.
Corollary 1. There exist
(2)J = (A(1)J /n¯)−1 + (A(1)J /n¯)−1˙′wWw(u − Vw)Ww˙w(A(1)J /n¯)−1 + O(n¯−1)
(9a)
and
(2) = (˙′wWw˙w)−1 + (˙′wWw˙w)−1˙′wWw(u − Vw)Ww˙w(˙′wWw˙w)−1.
(9b)
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The matrix (A(1)J /n¯)−1 is the covariance matrix of
√
N(ˆ − 0) corresponding to the
normal distribution assumption. The second term in (9a) or (9b) is due to nonnormal data.
So for large n¯ the larger SEs of the common parameter estimates ˆ are mainly caused by
u, the within-level kurtosis.
2.2. For parameters that are not shared by µ(.), b(.) and w(.)
To facilitate the study of SEs of estimates for parameters that are not shared byµ(.),b(.)
and w(.), we assume their parameters are totally separated. That is  = (′m, ′b, ′w)′ and
the structures are µ(m), b(b) and w(w). Denote
Wcj = 12D′p(C′−1j ) ⊗ (C′−1j )Dp+q and
Wcjc = 12D′p(C′−1j C) ⊗ (C′−1j C)Dp.
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Ewm = E′mw, Ewb = E′bw,
Eww =






















[˙′wWw(′cu − V′cw)W′cj ˙w










The following theorem characterizes the distribution of ˆ.
Theorem 3. When (3) = lim (3)J exists, we have
√
J (ˆ − 0) L→ N(0,(3)). (13)
Note that the A(3)J in (10a) corresponds to normal distribution based information matrix.
It follows from Theorem 3 and (12) that the larger SEs of ˆ are caused by E(3)J . When data




J are asymptotically correct.
Many terms in (10) and (11) involve J−1∑Jj=1 n−1j . To better understand the extra SEs
1130 K.-H. Yuan, P. M. Bentler / Journal of Multivariate Analysis 97 (2006) 1121–1141




j . For such a









Amm = A−1mm = O(1),
Abb = A−1bb + O[n¯−1J−2 ln2(1 + J/na)], (14b)
A−1bb = (˙′bWb˙b)−1 + O[J−1 ln(1 + J/na)], (14c)
Aww = A−1ww + O[n¯−2J−2 ln2(1 + J/na)], (14d)
A−1ww = (n¯ − 1)−1(˙′wWw˙w)−1 + O(n¯−2J−1), (14e)
Abw = O[n¯−1J−1 ln(1 + J/na)]. (14f)
Lemma 1 implies that, for normally distributed data, ˆb and ˆw are approximately inde-
pendent when either n¯ or J is large. It also implies that, as n¯ → ∞, the SEs of√J (ˆw−w0)
approach zero for normally distributed data. As we shall see, this is also true in general for
nonnormally distributed data. In order to better study the effect of skewness and kurtosis
on the SEs of the within-level parameter estimates ˆw, we further let
ˆ = (ˆ′m, ˆ
′
b, (n¯ − 1)1/2ˆ
′
w)
′ and G = diag(Im, Ib, (n¯ − 1)1/2Iw),
where Im, Ib, Iw are identity matrices of proper dimensions. Let
(4)J = G(3)J G = GA(3)J
−1





⎛⎝Amm 0 00 Abb (n¯ − 1)1/2Abw









⎛⎝Hmm Hmb HmwHbm Hbb Hbw
Hwm Hwb Hww
⎞⎠ . (15c)
The asymptotic distribution of ˆ is characterized by the following result.
Theorem 4. Let (4) = lim(4)J , we have
√
J (ˆ − 0) L→ N(0,(4)), (16)
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and there exist




⎞⎠Abb + O(1/J ), (17a)









˙′bWj (b − Vb)Wj ˙b
⎤⎦A−1bb
+O[n¯−1J−2 ln2(1 + J/na)], (17c)
Hbw = O[n¯−1/2J−1 ln(1 + J/na)], (17d)
Hww = (n¯ − 1)(n¯ − 2)A−1ww[˙′wWw(u − Vw)Ww˙w]A−1ww
+O[n¯−1J−1 ln(1 + J/na)]. (17e)
Because SEs of
√
J (ˆ − 0) using ˆ(4) = GAˆ(3)−1J G are the normal distribution based
procedure, Hmm = 0 in (17a) implies that the skewness or kurtosis of between- or within-
level random components does not affect SEs of ˆm. It also follows from (17a) that b is
mainly responsible for the covariances between ˆm and ˆb. Eq. (17b) implies that, when n¯
is small and J is large, u is responsible for the covariances between ˆm and ˆw. It follows
from (14d) and (14e) that Aww = O(n¯−1), (17b) implies that √J ˆm and √J (n¯ − 1)ˆw
are not correlated when n¯ approaches inﬁnity even when u = 0. It follows from (17c)
that, when n¯ or J approaches inﬁnity, the within-level kurtosis has no effect on the SEs of
the between-level parameter estimates. Eq. (17d) implies that √J ˆb and √J (n¯ − 1)ˆw are
asymptotically independent when either J or n¯ approaches inﬁnity. It follows from (17e)
that u is mainly responsible for the larger SEs of the within-level parameter estimates ˆw.
When n¯ or J approaches inﬁnity, the between-level kurtosis has no effect on the SEs of the
within-level parameter estimates.
3. Asymptotic robustness of standard errors
In order to characterize the asymptotic robustness of SEs we ﬁrst introduce a class of
nonnormal distributions given by Yuan and Bentler [33]. Our study of the asymptotic SEs
is based on this class of distributions. Properties of SEs when the between- or within-level
random components follow the class of elliptical distributions are a special case of the more
general results presented below.
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Let 1, . . . , m be independent random variables with E(j ) = 0, E(2j ) = 1, E(3j ) =
j , E(
4
j ) = j , and  = (1, . . . , m)′. Let r be a random variable which is independent of
, E(r2) = 1, E(r3) = , and E(r4) = . Also, let md and L = (lij ) = (l1, . . . , lm) be
a d × m matrix of rank d such that LL′ = , where lj = (l1j , . . . , ldj )′. Then the random
vector
x = rL (18)
generally follows a nonnormal distribution. Different distributions are obtained by choosing
a different set of j s, L and r. It is easy to see that the population covariance matrix of
x is given by . Yuan and Bentler [33] obtained the fourth-order moment matrix  =
Cov[vech(xx′)] as
 = 2D+p (⊗ )D+
′
p + ( − 1)′ + 
m∑
j=1
(j − 3)vech(lj l′j )vech′(lj l′j ). (19)
When all the j s equal 3, then the  in (19) reduces to that corresponding to an elliptical
distribution (see [4]).Yuan andBentler [33] called the corresponding distribution of x in (18)
a pseudo-elliptical distribution, since it is no longer symmetric. When  = 1 in addition to
j = 3, the corresponding distribution of x in (18) was called a pseudo-normal distribution.
It was noted by [33] that for a given matrix L, different marginal skewnesses will not affect
the  matrix in (19).
We assume that the between-level random vector bj0 follows (18) with d = p + q and
has a fourth-order moment matrix
b = bVb + (b − 1)b′b + b
mb∑
j=1
((b)j − 3)vech(l(b)j l(b)j ′)vech′(l(b)j l(b)j ′). (20)
We can only generalize the asymptotic robustness property of SEs from conventional SEM
to the multilevel SEM context when all the parameters are separated as in Section 2.2. Let
(4)J =
⎛⎝Jmm Jmb JmwJbm Jbb Jbw
Jwm Jwb Jww
⎞⎠ .
It follows from (15) that
Jbb = Abb + Hbb.
Combining (14b), (14c) and (17c) yields
Jbb = (˙′bWb˙b)−1(˙′bWbbWb˙b)(˙′bWb˙b)−1 + O[J−1 ln(1 + J/na)]. (21)
Suppose the between-level covariance structure b(b) has qb parameters with b =
(b1, b2, . . . , bqb )
′
. Let R(˙b) be the space spanned by the column vectors of ˙b. We
need the following condition for asymptotic robustness:
Condition B. For each of the j = 1, . . . , mb, vech(l(b)j l(b)
′
j ) ∈ R(˙b).
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Note that Condition B implies that there exist vectors c(j)b = (c(j)b1 , c(j)b2 , . . . , c(j)bqb )′ such
that vech(l(b)j l
(b)′





j , Condition B also implies b ∈
R(˙b). Thus there exists a vector cb = (cb1, cb2, . . . , cbqb )′ such that b = ˙bcb. Conse-
quently, we can rewrite (21) as




((b)j − 3)c(j)b c(j)
′
b + O[J−1 ln(1 + J/na)]. (22)
When (b)j = 3, the b in (20) is identical to that when bj follows an elliptical symmetric
distribution. So,bb = limJbb corresponding to a pseudo-elliptical distribution is exactly
the same as that corresponding to an elliptical distribution. When b = 1 and (b)j = 3,
bb = (˙′bWb˙b)−1. This indicates that, when J is large, SEs for ˆb based on the normal
distribution assumption can be used for a skewed data set sampled from a pseudo-normal
distribution. For some models, c(j)b1 = · · · = c(j)br = 0, j = 1, . . . , mb and cb1 = · · · =
cbr = 0 hold from the model hypothesis. This simpliﬁes the upper left r × r submatrix of
bb to
(r)bb = b[(˙′bWb˙b)−1](r).
Consider the conﬁrmatory factor model for the between-level components
bj = µ+ bfbj + bj
and
b(b) = bb′b +b,
where
b =
⎛⎜⎝ b1 0 00 . . . 0
0 0 bkb
⎞⎟⎠
and all the bj ’s are vectors so that each between-level random component only measures
one factor, b = Cov(fbj ), and b = Cov(bj ) = diag(b11, . . . ,b(p+q)(p+q)). Let the
model be identiﬁed by ﬁxing one of the factor loadings at 1.0 for each factor. When data
are generated by (18) with
L = Lb = (b1/2b ,1/2b ),
then mb = (p + q) + kb in (20). For such a setup, Yuan and Bentler [32] showed that
Condition B is satisﬁed and the asymptotic covariance matrix for estimates of the r =
p + q − kb free factor loadings is b[(˙′bWb˙b)−1](r). When b = 1, data generated by
(18) can have arbitrary skewness and kurtosis. But SEs of the between-level factor loading
estimates provided by the normal distribution assumption are still valid when J → ∞. This
1134 K.-H. Yuan, P. M. Bentler / Journal of Multivariate Analysis 97 (2006) 1121–1141
extends the result of Anderson and Amemiya [1], Shapiro and Browne [30], Satorra and
Bentler [28] andYuan and Bentler [32] from the context of conventional conﬁrmatory factor
analysis to the between-level factor model within a two-level SEM framework. Note that
the within-level structure w(w) can be any identiﬁable structure which does not interfere
with the asymptotic robustness of the between-level SEs.
Similarly, the normal distribution based SEs for the within-level parameter estimates ˆw
can also be asymptotically robust. It follows from (15), (14d), (14e) and (17e) that
Jww = (˙′wWw˙w)−1
+ (n¯ − 2)
(n¯ − 1) (˙
′
wWw˙w)−1[˙′wWw(u − Vw)Ww˙w](˙′wWw˙w)−1
+O[n¯−1J−1 ln(1 + J/na)]. (23)
Suppose the within-level vector uij is generated by (18) and has a fourth-order moment
matrix




((w)j − 3)vech(l(w)j l(w)j ′)vech′(l(w)j l(w)j ′). (24)
Parallel to Condition B, we need the following condition for the asymptotic robustness at
the within-level.
Condition W. For each of the j = 1, . . . , mw, vech(l(w)j l(w)
′
j ) ∈ R(˙w)
When Condition W is satisﬁed, there exist c(j)w and cw such that
Jww = (˙′wWw˙w)−1 +
(n¯ − 2)






((w)j − 3)c(j)w c(j)
′
w + O[n¯−1J−1 ln(1 + J/na)]. (25)
When (w)j = 3, the ww = limJww is identical to that when uij follows an elliptical
symmetric distribution. So, when n¯ or J → ∞, the ww matrix corresponding to uij
following a pseudo-elliptical distribution is exactly the same as that corresponding to uij
following an elliptical distribution. When w = 1 and (w)j = 3, ww = (˙′wWw˙w)−1.
This indicates that, when J or n¯ is large, SEs for ˆw based on the normality assumption can
be used for skewed data sampled from a pseudo normal distribution.
When w = ww′w + w and uij can be represented by (18) with L = Lw =
(w1/2w ,
1/2
w ), the SEs for the factor loading estimates based on the normality assumption
are asymptotically valid for many nonnormal distributions with heterogeneous skewness
and kurtoses. So the results of Anderson and Amemiya [1], Shapiro and Browne [30],
Satorra and Bentler [28] and Yuan and Bentler [32] are still true for within-level factor
analysis models in a two-level SEM regardless of the between-level structure.
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4. Conclusions
Motivated by typical nonnormal data in social and behavioral sciences and the increas-
ingly popular normal distribution based multilevel methodology, we study how skewness
and kurtosis in one level affect SEs of parameter estimates within its level and outside
its level. To facilitate the study with different level-1 sample sizes we have assumed that
the level-1 sample sizes nj ’s are evenly distributed. For parameters that are shared by the
mean, the between- and the within-level covariance structures, the effect of skewnesses and
kurtoses on SEs of their estimates depends on the average level-1 sample size n¯ = N/J .
When n¯ is small, both the between- and the within-level skewnesses and kurtoses affect the
SEs linearly. When n¯ is large, however, it is mainly the within-level kurtosis that affects the
SEs of the common parameter estimates.
For parameters that are unique to the mean, the between-level covariance structure and
the within-level covariance structure, effects of skewness and kurtosis are different on
different parameter estimates. First, skewness or kurtosis at either level does not affect the
asymptotic SEs of the mean parameter estimates. The estimates of the mean parameters
and parameters of the between-level covariance structure are asymptotically correlated in
general; this correlation is determined by the between-level skewness. The estimates of
the mean parameters and those of parameters of the within-level covariance structure are
asymptotically independent when n¯ → ∞ but not when J → ∞. When either J →
∞ or n¯ → ∞, the within-level kurtosis has no effect on the SEs of the between-level
parameter estimates. Similarly, when J → ∞ or n¯ → ∞, the between-level kurtosis has
no effect on the SEs of the within-level parameter estimates. When either J → ∞ or n¯ →
∞, the between-level and within-level covariance parameter estimates are asymptotically
independent.
We also showed that, parallel to the asymptotic robustness of SEs in the conventional
SEM model, asymptotic robustness may exist for SEs in a multilevel factor analysis model.
For example, under proper conditions, SEs of factor loading estimates at both the between-
and within-level are asymptotically robust. Unfortunately, the same limitation as with con-
ventional SEM model holds: The results of asymptotic robustness may only be observed
when n¯ or J are large enough, and the asymptotic robustness conditions B and W are
not veriﬁable. When data cannot be represented by (18), asymptotic robustness may not
hold. In practice, then, it seems more appropriate to compute SEs using (6) than to accept
normal theory SEs in the hope that asymptotic robustness would resolve issues related to
nonnormality.
In the study we have assumed that the within-level random component vector uij ’s, i =
1, . . . , nj , follow the same distribution for all the clusters j = 1, . . . , J . It is possible that
uij ’s are distributed differently for different j. Additional study in this direction is needed
and will provide more detailed results for SEs.
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Appendix A.
This appendix will provide the proofs for Theorems 1–4, Corollary 1 and Lemma 1.
Proof of Theorem 1. On differentiating the l() in (2) we obtain








[dµ′()]−1j ()[tj − µ()]. (A.1)
It follows from (A.1) that the normal estimating function corresponding to l() is










µ˙′()−1j ()[tj − µ()].
Applying the Taylor expansion on g(ˆ) = 0 at 0 leads to
√
J (ˆ − 0) = −g˙−1(0)
√
Jg(0) + op(1). (A.2)
Theorem 1 directly follows from (A.2) by noticing that A(1)J = −E[g˙(0)] and B(1)J =
JVar[g(0)]. 
Proof of Theorem 2. Following the outline given in the appendix ofYuan and Bentler [36]
we have
Var(nj sj ) =
(
nj − 2 + 1
nj
)
u + 2(nj − 1)
nj
D+p (w ⊗ w)D+
′
p
= (nj − 1)Vw +
(
nj − 2 + 1
nj
)
(u − Vw), (A.3)




D+p+q [(CwC′) ⊗ b + b ⊗ (CwC′)]D+
′
p+q
+ 2(nj − 1)
n3j
D+p+q [(CwC′) ⊗ (CwC′)]D+
′
p+q
= Vj + (b − Vb) + 1
n3j
(cuc − Vcwc), (A.4)
njCov(rj , sj ) = (nj − 1)
n2j
D+p+q(C ⊗ C)[DpuD′p − 2(w ⊗ w)]D+
′
p
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= (nj − 1)
n2j
(cu − Vcw), (A.5)






Cov(tj , rj ) = b + 1
n2j
cuc. (A.7)
Combining (4) with (A.3)–(A.7) leads to
B(1)J = A(1)J + E(1)J . (A.8)
Theorem 2 follows from (5) and (A.8). 
Proof of Corollary 1. When n¯ → ∞, it follows from (8) that
E(1)J = n¯˙′wWw(u − Vw)Ww˙w + O(1). (A.9)
Because A(1)J
−1 = O(n¯−1), the corollary follows from (7) and (A.9). 
Proof of Theorem 3. The estimating function corresponding to the parameterization  =



























˙′w(w)Wcj ()[rj (m) − j ()].
Because ˆ satisﬁes h(ˆ) = 0, its asymptotic distribution is characterized by (see [38])
√
J (ˆ − 0) L→ N(0,(3)),
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where (3) = lim h˙−1(0){JVar[h(0)]}h˙′−1(0). It follows from (A.3) to (A.7) that
JVar[h(0)] = A(3)J + E(3)J .
The theorem follows by noticing that A(3)J = −E[h˙(0)]. 




















J−1 ln(1 + J/na)
]
. (A.10)
It follows from (10) that Amm = O(1), Abb = O(1), Abw = O[J−1 ln(1 + J/na)] and
Aww = O(n¯). Applying the rule of matrix inversion for partitioned matrices to (10a), we
have Amm = A−1mm = O(1),
Aww = (Aww − AwbA−1bb Abw)−1
= {Aww − O[J−2 ln2(1 + J/na)]}−1
= A−1ww + O[n¯−2J−2 ln2(1 + J/na)],
Abb = A−1bb + A−1bb AbwAwwAwbA−1bb
= A−1bb + O[n¯−1J−2 ln2(1 + J/na)],
Abw = −A−1bb AbwAww
= −A−1bb AbwA−1ww + O[n¯−2J−3 ln3(1 + J/na)]
= O[n¯−1J−1 ln(1 + J/na)].
Because j = b + n−1j CwC′ = b + O(n−1j ),






Eq. (10c) implies that
Abb = ˙′bWb˙b + O[J−1 ln(1 + J/na)],
and thus (14c) follows. Eq. (10d) implies that
Aww = (n¯ − 1)˙′wWw˙w + O(J−1),
and thus (14e) follows.
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Proof of Theorem 4. Direct matrix multiplication in (15c) leads to Hmm = 0,
Hmb = A−1mm(EmbAbb + EmwAwb),
Hmw = n¯1/2A−1mm(EmbAbw + EmwAww), (A.11a)
Hbb = Abb(EbbAbb + EbwAwb) + Abw(EwbAbb + EwwAwb), (A.11b)
Hww = (n¯ − 1)Awb(EbbAbw + EbwAww)
+ (n¯ − 1)Aww(EwbAbw + EwwAww), (A.11c)
Hbw = (n¯ − 1)1/2Abb(EbbAbw + EbwAww)
+ (n¯ − 1)1/2Abw(EwbAbw + EwwAww), (A.11d)
Hbm = H′mb, Hwm = H′mw, Hwb = H′bw.












˙′bWj (b − Vb)Wj ˙b + O(1/J ), (A.12c)
Ebw = O[J−1 ln(1 + J/na)] (A.12d)
and
Eww = (n¯ − 2)˙′wWw(u − Vw)Ww˙w + O[J−1 ln(1 + J/na)]. (A.12e)





⎞⎠Abb + O(1/J ).
Combining Lemma 1, (A.11a) and (A.12b) yields





+O[n¯−1/2J−1 ln(1 + J/na)].
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˙′bWj (b − Vb)Wj ˙b
⎤⎦A−1bb + O[n¯−1J−2 ln2(1 + J/na)].
It follows from Lemma 1, (A.11c) and (A.12) that
Hww = (n¯ − 1)AwwEwwAww + O[n¯−1J−2 ln2(1 + J/na)]
= (n¯ − 1)(n¯ − 2)A−1ww[˙′wWw(u − Vw)Ww˙w]A−1ww
+O[n¯−1J−1 ln(1 + J/na)].
Finally, Lemma 1, (A.11d) and (A.12) imply
Hbw = O[n¯−1/2J−1 ln(1 + J/na)]. 
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