In this paper, the estimation of a multivariate probability density f of mixing sequences, using wavelet method is considered. We investigate the rate of the L 2 -almost sure convergence of wavelet estimators. Optimal rate, up to a logarithm, of convergence of estimators when f belongs to the Sobolev space H s 2 (R d ) with s > 0 is established.
Introduction
The nonparametric estimation of a probability density f is an interesting problem in statistical inference and has an important role in communication theory and pattern recognition. The literature dealing with wavelet density estimation when the observations are independent is extensive. Several results are proved which characterize the rate at which estimators converge in a given Besov space for a variety of error measures (see e.g. [7] , and the remarkable series of papers: [5] , [2] , [3] , [4] and the references therein) as well as for dependent case (see, for example, [10] and [9] among others). Only a small amount of works has been done in the multivariate case, and a few ones has considered a dependent random vectors, (see, for instance, [11] ).
The purpose of this work is to investigate multivariate wavelet density estimators when the observations are dependent, the dependence will be measured by β-mixing coefficients. We will establish the L 2 -almost sure convergence, i.e the almost convergence of integrated square error with optimal rate, up to a logarithm, for the estimates of densities in the Sobolev space H s 2 (R d ). The proofs are based on a Hilbert approach and exponential inequalities for random vectors valued in a Hilbert space.
Preliminary Notes
Let {X n , n ≥ 1} be a sequence of observation from an absolutely regular (β-mixing) process. We suppose that X i has a bounded and compactly supported marginal density f , with respect to Lebesgue measure, which does not depend on i. In order to define the β-mixing we refer to [8] .
Let us recall the wavelet decomposition. Consider ϕ an r-regular (with r ≥ 1) scaling function of a multiresolution analysis on R d , and {ψ i ; i = 1, . . . , 2 d − 1} the associated wavelet functions see [12] . We assume in the following that ϕ has a compact bounded support, note that (ψ i ) i=1,... , (2 d −1) verified the same properties.
We define for all j in Z, i = 1, . . . ,
and we note
Hence, we have the following orthonormal decomposition in
For more details of the formalism of multiresolution analysis we refer to [12] . A linear wavelet estimate of f is defined by
The fact that ϕ has a compact bounded support, Θ j 0 is finite and card
The aim of this work is to study the L 2 -almost sure convergence of density estimation,
2 dx, for absolutely regular multivariate process, using a Hilbert approach. We prove that the wavelet estimate, reach, up to a logarithm, an optimal rate of almost sure convergence for densities in the Sobolev space H s 2 (R d ). We suppose that f belongs to the Sobolev class (see [6] ),
We denote log τ = log(log τ −1 ) for any integer τ > 1.
Results and Discussion
We state, in the theorem bellow, the main result when the dependent mixing coefficients decrease exponentially. 
Remark 3.2
In fact log τ n can be replaced by every τ n → +∞ and we will
Remark 3.3 Under geometrical decrease of the strong mixing coefficients for random variables valued in
We will now introduce some notations.
) and the sequence of random vectors Y i , 1 ≤ i ≤ n are identically distributed with mean zero. Here and latter, C will denote a generic constant which may be different from one term to the other. The following lemma gives a bound for the variance of the partial sum of absolutely regular Hilbertian random vectors. This bound will be injected into an exponential inequality, which we use to prove the Theorem 3.1.
Lemma 3.4
We have for all l 1 , l 2 ∈ 0,
Proof of Lemma 3.4.
Without loss of generality, we choose l 1 = 0 and l 2 = l.
For the first term in the right hand side of the expression above, we have
For bounded the covaraince term in the right hand side of the expression (1) 
where
Let us evaluate the upper bound of Y i u : we have
Then, we obtain
Combining (2) and (3) in (1) we obtain the expected result.
Proof of Theorem 3.1
We decompose f − f n Ä 2 (Ê d ) in a bias and a stochastic terms:
For the bias term, as in [6] (with slight adaptation for d ≥ 1), we have
For the stochastic term, we apply the lemma 3.4, for all l ∈ [[2, 
We denote
Thus, the exponential inequality of Bernstein type, for partial sums of dependent random vectors valued in a Hilbert space, developed by [13] , gives for δ n > 0 and > 0
Our purpose now is to show the summability of each terms (7 I) and (7 II), for some rate δ n . We adopt the same Mathematical tools used in [14] . The last term (7 II) is summable. Recall that β(n) ≤ ce −ρn for some c, ρ > 0, so for l = μ log n and μ > 2 ρ we have
Secondly, to prove that the sum of the first term (7 I) is finite, it is sufficient to demonstrate that
To establish the last limit, we have to determine the upper bound of σ , where γ is a coefficient which verified
log n n n log n log τ (n) + log Finally, we have almost surely
Substituting the bounds (8) and (5) in (4), we obtain
The balance between the two errors yields an optimal j 0 , such that
. We deduce that
almost surely f or all τ ≥ 1.
