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Abstract
Cellular response to a perturbation is the result of a dynamic system of biological variables
linked in a complex network. A major challenge in drug and disease studies is identifying the key
factors of a biological network that are essential in determining the cell’s fate.
Here our goal is the identification of perturbed pathways from high-throughput gene expression
data. We develop a three-level hierarchical model, where (i) the first level captures the relationship
between gene expression and biological pathways using confirmatory factor analysis, (ii) the second
level models the behavior within an underlying network of pathways induced by an unknown per-
turbation using a conditional autoregressive model, and (iii) the third level is a spike-and-slab prior
on the perturbations. We then identify perturbations through posterior-based variable selection.
We illustrate our approach using gene transcription drug perturbation profiles from the DREAM7
drug sensitivity predication challenge data set. Our proposed method identified regulatory path-
ways that are known to play a causative role and that were not readily resolved using gene set
enrichment analysis or exploratory factor models. Simulation results are presented assessing the
performance of this model relative to a network-free variant and its robustness to inaccuracies in
biological databases.
KEYWORDS: Bayesian Factor Models, Confirmatory Factor Analysis, Conditional Autoregressive
Models, MCMC, Network Biology, Drug Target Prediction, Microarray
1. INTRODUCTION
With the influx of high-throughput genomic data, understanding biological mechanisms of action
that cause changes in cellular homeostasis has become a reachable challenge in the fields of bioin-
formatics, computational biology, and statistics. High-throughput measurement techniques such as
transcriptional profiling allow us to measure gene transcript levels across thousands of genes si-
multaneously. However, analyzing individual gene transcriptional profiles, cannot, by themselves,
elucidate biological mechanisms that are responsible for the changes observed in gene expression.
Rather, gene transcription provides only one facet of a multifaceted system of biological variables
that culminate to form a cellular response.
Mechanisms of action (MoA) that drive cellular dysregulation can arise in several biological
contexts. Chemotherapeutic compounds for instance, alter very distinct mechanisms, such as chang-
ing the topology of DNA structure induced by specific topoisomerase inhibitors (e.g. (Malik et al.,
2006; Nakada et al., 2006)), or inhibiting cellular motility mechanisms caused by myosin II inhibitor
compounds (e.g. (Allingham et al., 2005)). In another example, cancer metastasis is also caused
by aberrant pathways that disrupt normal cellular regulation, resulting in cancer proliferation. The
identification of such key mechanisms is important as they can provide unique signatures not read-
ily apparent by directly analyzing gene expression without added structure or biological context.
Methods that leverage biological information by incorporating added structure or biology can be
used as a diagnostic tool in a clinical context.
Our primary goal in this paper is to identify drug targets and mechanisms of action in drug
perturbation experiments. That is, we aim to find pathways significantly related to each drug’s MoA,
which can enhance both therapeutic benefit and assessment of efficacy. Moreover, understanding a
drug’s MoA and biological pathway information can provide a better assessment of cellular response
to drugs, possibly providing a therapeutic profile for each drug selection.
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1.1 The drug target problem: an inverse problem
A cellular response is the result of a culmination of interactions between genes/proteins. A single
perturbed pathway, for instance, can cause a rippling effect across a global network of interactions,
leaving behind a cascade of transcriptional dysregulation across the genome. For instance, Fig. 1
is a schematic illustration of how a drug perturbs a system of interacting pathways. In Fig. 1, the
inhibition/activation of a protein (s) in a single pathway consequently alters several downstream
pathways, leading to changes in gene expression. To better understand the primary targets of a
perturbation source, we propose a method that formally filters out these regulatory dependencies
between biological factors (pathways) to uncover the primary target underlying a perturbation re-
sponse.
[Figure 1 about here.]
From a mathematical perspective, the nature of the problem we address in this paper is not unlike
that of ‘deconvolution’ in image processing, a similarity that has been noted by others in this area
(e.g., ‘drug target deconvolution’ (Terstappen et al., 2007)). In the image processing version of this
problem, an image, say f , is of interest but one has available only blurred and noisy measurements,
say y = Kf + e. While denoising y can be relatively straightforward, it only leaves one with an
estimate of the blurred image, Kf . In order to recover f itself, the effect of the blurring operator K
must be inverted. However, even in the ideal case where K is known this inversion can be ill-posed
and the recovery of f can be severely degraded by the corresponding inflation of the noise e. When
K is unknown or only partially known, as is analogous to what we face in the drug target prediction
problem, the degradation can be arbitrarily worse.
1.2 Identifying Pathway Targets in the DREAM 7 Drug Sensitivity Prediction Challenge
Data Set
For our purposes of target pathway identification in drug perturbation experiments, we explore the
NCI DREAM7 drug sensitivity prediction challenge dataset (Bansal et al., 2014) which is a part
of the Dialogue for Reverse Engineering Assessments and Methods (DREAM) challenge series
(Marbach et al., 2012; Prill et al., 2011). To assess the performance of our method, we focus our
attention on the DREAM7 drug sub-challenge 2 dataset (Bansal et al., 2014) which consists of
microarray gene expression profiles from the LY3 cancer cell line. Exactly 14 drugs were tested
at different concentrations and durations, and were compared to their mock control counterparts.
These high quality, methodical, and carefully designed experiments serve well in testing methods
that are designed to predict drug mode of actions because their cellular effects have been well
studied, spanning a variety of mechanisms from DNA-damaging agents (e.g. etoposide (Nakada
et al., 2006)) or cellular motility inhibitors (e.g. blebbistatin (Allingham et al., 2005)) to compounds
that disrupt regulatory signaling mechanisms (e.g geldanamycin (Neckers et al., 1999; Grenert et al.,
1997)).
Differential gene expression analyses and other gene enrichment methods may provide insight
into dysregulated genes or gene sets (e.g. biological pathways) resulting from a drug perturbation
propagating through a system of interacting genes or proteins. However, identifying the primary
source of perturbation that can explain the global variation in gene expression is often difficult to
discern from differential gene expression alone. For instance, DNA damaging agents that induce cell
cycle arrest initiate a series of biological processes such as cell death pathways (apoptosis), protein
degradation pathways (e.g. RNA degradation, ubiquitin mediated proteolysis), and possibly DNA-
repair pathways. As a result, genes associated with these downstream pathways may be upregulated
and consequently, identified by differential gene analyses such as gene set enrichment analysis
(GSEA, Subramanian et al., 2005). Rather than detecting the residual effects of such a perturbation,
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we aim to identify upstream pathways positioned to cause changes in gene expression. In fact, in
the case of DNA damaging agents such as the drug camptothecin, we identified P53 signaling in the
DREAM7 dataset while GSEA has not (see Section 6.4 for details); P53 signaling may be causally
linked to cell cycle arrest induced by DNA damage (Jaks et al., 2001; Gupta et al., 1997; Wang
et al., 2004).
Moreover, comparing drug profiles from two different exposure times, we show that certain
drugs are more sensitive on the LY3 cancer cell line than others. We also identified drug-induced
pathways that were consistently identified across varying conditions. Lastly, we found that drugs
having similar mechanisms (e.g. DNA damaging agents) clustered together using profiles generated
by our method.
1.3 Organization of this paper
In Section 2, we discuss related work. In Section 3, we describe the hierarchical model in detail
including priors and model identification constraints. In Section 4, we outline the aims of posterior
inference and the steps to our sampler. We assess the performance of our model compared to
an exploratory factor analysis (EFA) model using simulated data sets in Section 5. We discuss our
results after applying our method to a drug perturbation dataset (DREAM7 (Bansal et al., 2014)) and
compare our method against an EFA model and gene set enrichment analysis (GSEA) (Subramanian
et al., 2005) in Section 6. Lastly, in Section 7, we summarize our method as well as our results.
2. PRIOR AND RELATED WORK
Currently, there are roughly three ways the task of identifying disease or drug targets have been
approached. In the simplest approach, statistical methods are used to find differential expression
between a binary phenotype (Dudoit et al., 2003; Storey and Tibshirani, 2003). The goal with this
approach is to identify individuals genes whose expression levels are associated with a trait relative
to some control conditions. These methods are rooted in multiple testing and usually control either
the family-wise error rate (Dudoit et al., 2003) or the false discovery rate (Dudoit et al., 2003;
Storey and Tibshirani, 2003). Although relatively straightforward, these methods have two main
drawbacks: they can only identify downstream transcriptional effects since the goal is to detect
differential expression and not possible sources of perturbations; and they operate on a gene-by-
gene basis and so the phenotypes for each gene are compared in isolation instead of in coordination
across gene sets.
The second approach, however, uses biological information to group genes with the goal of
capturing coordinated expression changes within a gene set that might not have been detected if
the analysis were conducted in individual genes. The aim, therefore, is to look for statistical sig-
nificance in differential expression across entire gene sets. These gene sets represent a system’s
level view of the cell such as cellular pathways or transcription factor targets. The most simple
and straightforward method to test if a gene set contains a significant amount of transcriptionally
altered genes is a hypergeometric test. This method and other similarly straightforward methods are
reviewed in (Khatri and Draghici, 2005; Rivals et al., 2007). Subramanian et al. (2005) developed a
method called gene set enrichment analysis (GSEA) with the same goal, but this method does not re-
quire a user to choose a threshold to separate differentially expressed genes from non-differentially
expressed genes. Instead, GSEA measures how well a gene set clusters at the top or bottom of a
ranked list of genes (e.g. ranked using fold ratios or p-values from two sample tests when comparing
binary phenotypes). Extensions of GSEA and other threshold-free methods are described in (Jiang
and Gentleman, 2007; Nam and Kim, 2008). GSEA is the most widely used gene set analysis tool
to date, however it does not use any gene network information.
The third and final approach is network-based and uses information from cellular regulation or
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gene-protein interactions to provide a better understanding of the molecular mechanisms underlying
a response. On an individual protein-gene level, many supervised methods have been proposed to
predict interactions between drugs and proteins. For instance, using existing information of known
protein-drug interactions, machine learning methods (Faulon et al., 2008; Yamanishi et al., 2008)
have been used to predict interactions of individual proteins and drugs using a combination of pro-
tein sequence and chemical data. Network based approaches that identify gene sets over individual
genes or proteins have also been proposed. Gu et al. (2010), for instance, use a two step method
where in the first step they identify a set of differentially expressed (DE) genes that are then mapped
to a biological network; in the second step, a clustering method is used to identify genes that form
a connected subgraph of DE genes. Other techniques, including pathway-express (Draghici et al.,
2007) and gene network enrichment analysis (Liu et al., 2010) have also used network topology.
Pathway-express (Draghici et al., 2007) scores genes in a network using differential expression
such that differentially expressed genes that are connected are scored higher than those that are
not connected. Pre-defined gene sets are then represented using the scores of its genes in the net-
work. Gene network enrichment analysis (Liu et al., 2010) first identifies a connected subnetwork
of differentially expressed genes of a global protein-protein interaction network, and then identifies
pre-defined gene sets, such as biological pathways, that are enriched with respect to the genes in a
differentially expressed subnetwork.
Although these increasingly complex approaches serve well in identifying genes or gene sets
that are differentially expressed, they are not designed to identify which genes or gene sets, of
the collection of genes or gene sets identified by their method, are primary targets of a specific
response, and thus they do not prescribe a mechanism of action. To this end, it is essential to
explicitly model the cascading effects of a perturbation by considering biological relationships in
a gene network. Our proposed method is such a model-based approach: a factor model, called
confirmatory factor analysis (CFA) with a conditional autoregressive (CAR) component designed
to identify primary targets underlying gene expression. Spatial conditional autoregressive models
have recently been explored in biology, specifically with functional networks (e.g. (Wei and Pan,
2008)). The motivation behind such models stems from the principle that genes that work together
(i.e. genes that are functionally related) are usually co-expressed/inhibited, co-(de)regulated, or co-
(de)activated.
Factor analysis models have also been used extensively in biology (Lucas et al., 2006; Carvalho
et al., 2008; Lucas et al., 2010; Ma and Zhao, 2012). Ma and Zhao (2012) use a Bayesian factor
analysis model to identify drug-pathway interactions by analyzing paired gene expression and drug
sensitivity data and their relationship to common pathways, represented as latent factors. In their
model all factors (pathways), however, are independent. These network-free models are referred
to as exploratory factor analysis (EFA) models. West et al. (Lucas et al., 2006; Carvalho et al.,
2008) also uses exploratory factor analysis models but with an aim to identify biomarkers using
gene expression data. However, in (Lucas et al., 2006; Carvalho et al., 2008) the factors are not
structurally informed by known biological gene sets and instead are completely data-driven. Lastly,
EFA or traditional CFA models assume a zero prior mean for the latent factors. Conversely, our
proposed method is a novel approach to perturbation target identification on a latent scale which give
rise to non-trivial prior means on the latent factors. Together, our proposed method is a synthesis of
several key principles from both confirmatory factor models and conditional autoregressive models
that allow us to explain the variation observed in transcriptional data as a function of perturbations
to a latent network of biological pathways.
Our proposed model was first motivated by the work of di Bernardo et al. (2005), where a math-
ematical model adapted from Hill-type transcription kinetics (Liao et al., 2003) was used to describe
the relationships among gene transcripts in a cell. The model captures both internal regulatory in-
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fluences among p gene transcripts and effects due to external perturbation effects:
log10
(
νi
νib
)
= log10
(
µi
µib
)
+
p∑
j=1
ηij log10
(
νj
νjb
)
, (1)
where νi, for i = 1, . . . , p, represents the expression level of transcript i, µi represents the direct
influence of the perturbation on transcript i, νib and µib represent a set of baseline values of νi
and µi, respectively, and ηij represents the influence of transcript j on transcript i. This can be
re-expressed as
ψ = Bψ + φ (2)
where ψ = (ψ1, . . . , ψp)′ with ψi = log10(νi/νib), and φ = (φ1, . . . , φp)′ with φi = [1/(1 −
ηii)] log10(µi/µib), a scaled version of the log-relative direct influence of the perturbation. Here, B
is a p × p matrix representing the network interaction effects among gene transcripts with Bii = 0
and, for i 6= j, Bij = ηij/(1− ηii).
The work in (Cosgrove et al., 2008) is a statistical extension of the mathematical model in
Eq. (2) in the form of
y = By + φ+ e (3)
where y is now the p×1 vector of measures of ψ. Here, each measured expression level yi is poten-
tially influenced by other transcripts, where this influence is captured through B. The perturbations
are additive components represented by φ.
Here, we further extend this model to factor analysis models which are frequently used to an-
alyze high-dimensional gene expression data (Ma and Zhao, 2012; Lucas et al., 2010; Carvalho
et al., 2008; Lucas et al., 2006). Here, we assume that gene expression is linked to an overall factor
defined by biological pathways in the cell. Our proposed model can be described as a hierarchical
model where the first (gene) level is a regression of gene expression on biological pathways, and the
second (pathway) level is an auto-regressive model that models the behavior of a system of interact-
ing biological pathways underlying external perturbation effects. We describe the proposed model
in Section 3.
3. MODEL FRAMEWORK
We developed a statistical hierarchical model to uncover perturbations to biological pathways using
high-throughput measurements of gene expression on individual genes. The data Y = {Ye, Yc} is
a p × n matrix of transcriptional profiles of p genes across n varying conditions, and consists of a
set of cases, Ye, and controls, Yc. To avoid using an intercept in our model, we center the data with
respect to the mean of the control group, Yc. Our goal is to identify latent factors (e.g. biological
pathways) that can explain the variation observed in the experimental data, Ye, relative to the control
conditions, Yc.
Our model is built on three hierarchical components:
yki |Λ, ωi, ψk ind∼ N(Λkωi, ψk) (4)
ωji |ω[−j]i, ρji, σ2 ind∼ N
(
q∑
j′=1,j′ 6=j
Bjj′ωj′i + ρji, σ
2
)
(5)
ρji | θji, τ2 ind∼ N(0, θjiτ2 + (1− θji)v0τ2) (6)
for i = 1, . . . , n, k = 1, . . . , p, j = 1, . . . , q, where n, p, and q represent the number of samples,
genes, and pathways, respectively, and
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• yki is the observed gene expression level of gene k in sample i.
• ωi is a q×1 vector of latent common factors representing inherent pathway effects for sample
i.
• Λ is a p × q factor loadings matrix in the CFA model, relating gene expression to pathway
effects. Λk is the k-th row of Λ.
• ρji is a random “external” perturbation effect for pathway j in sample i.
• θji is an indicator for pathway j in sample i being perturbed.
We describe and motivate the various aspects of this model in more detail in the following
subsections.
3.1 Modelling Biological Replicates
It is common in biological studies to have replicates. In this case we allow perturbations and latent
factors to vary for each replicate, yielding the model
ykir |Λ, ωir, ψk ind∼ N(Λkωir, ψk) (4’)
ωjir |ω[−j]ir, ρjir, σ2 ind∼ N
(
q∑
j′=1,j′ 6=j
Bjj′ωj′ir + ρjir, σ
2
)
(5’)
ρjir | θji, τ2 ind∼ N(0, θjiτ2 + (1− θji)v0τ2) (6’)
for replicates r = 1, . . . ,mi in each study. Note that while ρ and ω vary, we assume the same
perturbation targets and gene-pathway loadings across replicates and so θ and Λ do not depend on
index r. In the next sections we present each of the these levels in detail, but we drop the replicate
indices to simplify the notation.
3.2 Confirmatory Factor Level
In the first component, we focus on the likelihood of individual gene expression measurements. It
has been shown that the transcriptional activity of a gene is, in part, regulated by pathways posi-
tioned upstream of gene regulation (e.g. (Vogelstein and Kinzler, 2004)). We describe this rela-
tionship between a gene and its pathways using a confirmatory factor analysis model, as shown in
Eq. (4). Here, the gene expression measurements, Y , are regressed on a set of biologically structured
latent factors ω (biological pathways).
Both the structure of the latent factors ω and the dependency between individual genes y and
these latent factors are encoded, a priori, in the p×q loading factor matrix Λ. We integrate biological
information into the model through Λ, by limiting some of the elements of Λ to zero, where the non-
zero elements in each column of Λ correspond to the genes of a known canonical pathway. That is,
a gene k loads onto a pathway j, (that is, λkj 6= 0) if gene k (or its gene product) is a member of
pathway j. If a gene (or its gene product) is not in a pathway, the corresponding loading factor is
constrained to 0. Thus genes are regressed only on the pathways to which they belong.
We use the following priors for the loading factors Λ:
λkj
iid∼
{
N(0, 0.1), if gene k is in pathway j
δ0(·), otherwise
where we set the variance of Λ to be small to prevent the latent factors from shrinking towards zero
in practice, and keep the pathway noise variance weakly informative.
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We give the gene variances Ψ inverse gamma priors,
ψk
iid∼ IG(ζ, ζ − 1), k = 1, . . . , p,
where the shape is chosen so that the prior mean is 1. We now control the prior strength of the
gene noise variance parameters Ψ through the hyper-parameter ζ to avoid overfitting the model.
This prior regularization is important in cases where the data size is not large enough to fit com-
plex hierarchical models and can lead to instability, poor convergence, multiple local modes, and
empirically non-identified models when the prior on each ψk is too flexible. The extent to which
an inverse gamma prior is informative depends on the strength of the data and is translated as a
variance tradeoff between the prior and the data in the conditional posterior distribution of ψk:
ψk |Ω,Λ, Y ∼ IG
(
ζ +
n
2
, ζ − 1 + 1
2
n∑
i=1
(Yki − Λk,·ωi)2
)
. (7)
Since an inverse gamma distribution with shape α corresponds to a χ2 distribution with 2α
degrees of freedom (Gelman, 2006), the prior provides 2ζ pseudo-observations and the conditional
in (7) has 2ζ + n observations. We thus constrain the prior variances of Ψ by setting κ times data
observations as prior pseudo-observations, ζ = κn/2, and so the conditional in (7) has n(κ + 1)
degrees of freedom. In this manner, we fix κ < 1 so that the prior does not overpower the likelihood.
In our implementation, we fixed κ to 0.5 to have a reasonably informed prior.
3.3 Conditional Autoregressive Level
The second component of the model is designed to characterize a perturbed system of interacting
pathways. The dependency between pathways is captured by a conditional autoregressive model
(Cressie, 1993; de Oliveira, 2012) in Eq. (5). The reasoning is that, under normal stationary condi-
tions, each pathway can be explained, on average, by other pathways in a pathway-pathway network
through the coefficients B. However, when a pathway is targeted by some external perturbation
source (e.g. from disease, or drug perturbation), then the expected mean of this pathway is shifted
by an additional term ρ due to the perturbation. In the context of drug perturbations, one can effec-
tively imagine that after a drug hits a specific pathway, this drug-induced effect propagates across
the network, affecting many pathways by mere association, and altering cellular phenotype.
In the CAR level of the model, Eq. (5), the q × q design matrix B represents a system of
pathway-pathway interactions. More specifically, let us initially set B := γW , where γ is referred
in the CAR literature as the spatial scaling parameter, and W is a symmetric zero-diagonal matrix.
We briefly describe the pathway network W in Section 3.4 and provide a technical description in
Appendix A.
If we define Φ := (I − γW )−1, where I represents the identity matrix of order q, the joint
distribution of ω can be written as the following (Cressie, 1993):
ω | ρ,Φ, σ2 ∼ N(Φρ, σ2Φ). (8)
Thus, if γ = 0 the CAR model is reduced to an exploratory factor analysis model. However, to attain
an identifiable model (please refer to Section 3.6 for details), we require that the factors have equal
variance s2 and so Φ = s2R(γ), where R(γ) is the correlation induced by G(γ) := (I − γW )−1,
R(γ) = Diag(G(γ))−
1
2G(γ)Diag(G(γ))−
1
2 . (9)
In addition, to ensure that Φ is positive definite, we constrain γ to the interval (1/ι1, 1/ιq),
where ι1 and ιq are the minimum and maximum eigenvalues of W , respectively. The prior on γ is
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uniform,
γ ∼ Unif
(
1
ι1
+ δ,
1
ιq
− δ
)
,
where δ > 0 ensures that the maximum correlation in R(γ) is not near 1, which can lead to a non-
identified model. We set δ = 0.005, which, in our experience, bounds the maximum correlation at
roughly 0.90. Finally, we set a weakly informative prior on σ2, σ2 ∼ IG(0.001, 0.001).
3.4 Interaction Network in the CAR Model
The pathway interaction network lies at the core of our model. We specifically use a network,
where nodes are pathways, constructed in a manner that implicitly links pathways by their common
function in the cell. To date there are several ways of building a pathway interaction network.
The most ad-hoc approach is to simply define a link between two pathways where there is a non-
empty intersection of gene members. However, this rule overlooks interactions that may occur
between non-overlapping genes of two pathways. An alternative approach is to use a protein-protein
interaction database to identify physical interactions between members of two pathways, and using
an aggregate score to define the overall interaction link. However, using PPI interactions is often
very noisy given the high variability in PPI data (von Mering et al., 2002; Reguly et al., 2006;
Gandhi et al., 2006) resulting from methods that produce high-coverage of the proteome inherently
having a high false positive rate.
To better capture interactions between pathways, we used Gene Ontology’s (GO) biological
processes (The Gene Ontology Consortium, 2000) to define functional links between pathways.
The advantage of GO over a PPI database is that a GO gene set is manually curated, thus containing
much fewer false positives. Functional networks have been used extensively in biology (Ideker et al.,
2002; Chuang et al., 2007; Roguev et al., 2008), which are generally motivated by the principle that
genes that work together to accomplish a task in the cell are usually co-activated/inhibited or co-
(de)regulated.
To construct the pathway-pathway interaction network W , we regard the set of pathways as a
weighted network where the nodes represent canonical pathways and the edge weights in W reflect
the degree of functional similarity between two pathways. As an example, in Fig. 1 the nodes would
represent Pathways A, B, and C with a link connecting Pathways A to B and A to C. We then create
W in a manner similar to an algorithm by Pham et al. (2011) using KEGG regulatory and signaling
pathways (Kanehisa et al., 2006; Kanehisa and Goto, 2000), and GO biological processes (The Gene
Ontology Consortium, 2000) obtained from the MSigDB collection (Subramanian et al., 2005). For
a technical description of the network construction see Section A.
3.5 Spike-and-Slab Prior
Our goal of elucidating primary targets of a perturbation reduces to identifying perturbation effects
after accounting for all pathway-pathway interactions (i.e. via network filtering) as described by a
known biological network W . Importantly, we assume that relatively few pathways are primary
targets of a perturbation. We use a spike-and-slab prior on ρ (George and McCulloch, 1997) and
identify perturbations through posterior-based variable selection. Thus our parameters of interest
are variables θji that indicate whether ρji represents a non-zero perturbation for pathway j in sample
i, as in Eq. (6).
Because the scale of the perturbations is unknown, we choose a mixture of two normals (George
and McCulloch, 1997), one approximating the spike and the other the slab, in such a way that is
invariant to the scale of the perturbations. That is, we define the spike variance to be some fraction
v0 of the slab variance (Braunstein et al., 2011) and let the slab variance be random. We fixed
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v0 = 0.01, meaning that a non-perturbed pathway has only one-hundredth of the variance of a
perturbed pathway, while keeping the prior on τ2 weakly informative, similarly to the prior on σ2.
Lastly, the prior probability of a pathway being perturbed is captured by a hyper-parameter
α. We expect α to be small to reflect the targeted effect of drug perturbations to a few pathways
because, for instance, the FDA requires perturbation selectivity for drug approval. Thus, to induce
sparsity we set α = 0.1 as an upper bound for the expected fraction of perturbed pathways, yielding:
θji
iid∼ Bern(0.1)
τ2 ∼ IG(0.001, 0.001),
for j = 1, . . . , q and i = 1, . . . , n. While we expect a priori that at most 10% of the pathways
are selectively perturbed, we found in a prior sensitivity analysis that small changes in α do not
significantly change our inference on perturbation detection.
3.6 Model Identification
Model identification has always been a non-trivial task with factor models (see Chapters 4, 7, 8 in
(Bollen, 1989)). In CFA models, constraints are usually applied to elements of both Φ and Λ. This
can be done, for example, by fixing the factor variances and the first q rows of Λ to a particular
structure (Lucas et al., 2006). These methods prevent non-trivial rotational or scale transformations
of Λ and Φ by forcing the transformation matrix U to be the identity matrix. However, since in our
model Φ := s2R, where R is a correlation matrix (Eq. (9)), Φ is already rotationally unique.
This model, however, is still not identified in a few additional ways. Firstly, for the i-th sample
we have Yi |Λ, ωi,Ψ ∼ N(Λωi,Ψ) and so, if we marginalize ωi we have the following conditional
distribution on Yi:
Yi |Λ, ρi, σ2, γ,Ψ ∼ N(s2ΛR(γ)ρi,Ψ + σ2s2ΛR(γ)Λ>). (10)
Thus, if we re-scale σ˜2 = kσσ2, s˜2 = kss2, ρ˜i = kρρi, and Λ˜ = kΛΛ such that
kskΛkρ = 1 and kσksk2Λ = 1
we obtain the same conditional distribution on Yi since its mean and variance remain unaltered,
respectively. For example, re-scaling Λ, σ2 and ρi with any scalar a 6= 0 such that Λ˜ = aΛ,
σ˜2 = σ2/a2, and ρ˜i = ρi/a does not affect the distribution of Yi. To solve these forms of re-
scaling, we fix s2 = 1 as well as the prior variance of Λ to 0.1, a small value that avoids shrinking
the scale on ω towards 0 in practice.
Finally, there is an additional case that can lead to a non-identified model. This last case arises
from the latent factor correlation matrix R. In the simplest case, suppose γ 6= 0 and W is a
connected network (i.e. R can only be arranged as a single block matrix). Under these conditions,
there exist exactly two solutions where
Λ˜ = −Λ, ω˜ = −ω, ρ˜ = −ρ.
This is simply a sign flip across all pathways, which would not affect the underlying factor
covariance structure Φ. In fact, if R is rearranged into a block diagonal matrix, then each set of
pathways corresponding to a block in R can be flipped in this manner without affecting Θ and
yielding the same joint posterior density. In other words, if R is rearranged into a block diagonal
matrix with b blocks then there exist exactly 2b solutions. Therefore, perturbations are identified up
to their signs; that is, we can infer if two pathways are perturbed in the same direction, but if the
perturbation is positive or negative is arbitrary. Moreover, since our goal is to infer perturbations,
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we are more interested in the magnitude of a perturbation—whether it is significantly close to zero
or not—rather than its sign.
4. POSTERIOR INFERENCE
Our primary goal is the posterior inference on Θ = {θji}, which is used to identify perturbation
targets. We obtained posterior estimates to our model parameters via a partially collapsed hybrid
Gibbs sampler (van Dyk and Park, 2008) with an adaptive Metropolis step (Gelman et al., 2004).
We call the sampler “partially collapsed” because we sample some of the parameters (namely, ρ and
θ) from a marginalized conditional posterior. We found that using this partially collapsed sampler
facilitates the sampler to move into regions of high posterior mass concentration faster.
First, the steps for an ordinary, non-collapsed Gibbs sampler (dropping iteration indices and
irrelevant conditional parameters) are:
[Λ |ω, ψ, Y ], [ρ | θ,Φ, ω, σ2, τ2]∗, [θ | ρ, τ2]∗,
[γ |ω, ρ,Φ, σ2], [ω |Λ, ρ, ψ,Φ, σ2, Y ], [ψ |Λ, ω, Y ],
[σ2 |ω, ρ,Φ], [τ2 | ρ, θ].
Note that, even though Φ = s2R(γ) is a matrix that depends on γ, we use them interchangeably to
make the conditional distributions clearer. Now, to improve the rate of convergence, we marginalize
the two steps starred above: (i) instead of sampling from [ρ | θ,Φ, ω, σ2, τ2], we integrate out ω
from [ρ, ω |Λ, θ,Φ, ψ, σ2, τ2, Y ]; and (ii) instead of sampling from [θ | ρ, τ2], we marginalize ρ
from [θ, ρ |ω,Φ, τ2, σ2]. The collapsed sampler has then updated steps
[ρ |Λ, θ,Φ, ψ, σ2, τ2, Y ] and [θ |ω,Φ, τ2, σ2].
We note that, as van Dyk and Park (2008) pointed out, marginalizing does not alter the stationary
distribution of the full posterior nor the compatibility of the conditional distributions. In the next
sections we provide details on each of these steps.
4.1 Initializing MCMC chains
We implemented a tempering algorithm at the beginning of our MCMC chains to find reasonable
starting points such that the chains were less likely to get stuck at a local mode. These local modes
are caused, in part, by each likelihood in the CFA level, Eq. (4), being close to non-identifiable up to
the mean Λω. To do this, we run our sampler as usual, but for Ψ, Λ, and Ω, we temper the likelihood
distributions Y |Ψ,Λ,Ω when obtaining their conditional posteriors. Similarly, we do the same for
the likelihood of Y | ρ when sampling ρ. At hot temperatures, the likelihood of Y would be flatter,
allowing the chains to move more freely around the space. We slowly cool the temperature to T = 1
to obtain the targeted posterior and thus beginning the true sampler.
4.2 Sampling Λ
Recall that we have constrained some elements in Λ to 0 such that genes are regressed only on
pathways to which they belong. That is, if gene k is not in pathway j, then we constrain the element
λkj to 0. Consider the k-th row of Λ, which we denote as Λk, and suppose some of the elements in
Λk are constrained to zero. Let ck be the corresponding 1× q row vector such that
ckj := I(gene k 6∈ pathway j),
that is, ckj = 0 if λkj is a structural zero and so λkj
iid∼ N(0, (1 − ckj)0.1). If rk =
∑
j ckj is the
number of pathways containing gene k and Λ∗k is the 1 × rk row vector that contains the unknown
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parameters in Λk then the prior on Λ∗k is N(0, Hk) where Hk = 0.1I , I the identity matrix of order
rk.
Similarly, let Ω∗k be the rk × n sub-matrix of Ω such that for j = 1, . . . , rk, all the rows
corresponding to ckj = 0 are deleted and also let Yk,· be the 1×n vector of observations for gene k.
Then, from a well known result of Lindley and Smith (1972), the posterior conditional distribution
for Λ∗k, k = 1, . . . , p, is
Λ∗k |Yk,Ω∗k, ψk ∼ N(A−1k ak, A−1k )
where Ak = ψ−1k Ω
∗
kΩ
∗
k
> +H−1k and ak = ψ
−1
k Ω
∗
kY
>
k,·.
4.3 Sampling ρ
We define Σ(θi) as a diagonal matrix whose j-th diagonal element is Σ(θi)jj = τ
2[θji + v0(1 −
θji)]. Then, again exploiting the result of Lindley and Smith (1972) on the marginalized conditional
distribution of Yi after integrating out ωi in (10), we sample ρi from the following conditional
posterior distribution:
ρi | θi,Λ,Ψ, Yi ∼ N(A−1i ai, A−1i ),
where
Ai = Φ
>Λ>(σ2ΛΦΛ> + Ψ)−1ΛΦ + Σ(θi)−1,
ai = Φ
>Λ>(σ2ΛΦΛ> + Ψ)−1Yi.
4.4 Sampling θ
As in the previous section, we compute the marginalized conditional posterior of θ after integrating
out ρ. For computational efficiency, we store the marginal variance V (θ(t)i ) of ωi conditional on θi
at each iteration t of our sampler, where index i runs over samples. That is,
V (θi) = σ
2Φ + ΦΣ(θi)Φ
>.
To simplify the notation, we drop the sample index i on all parameters including θ.
At this step we sample iteratively from θj | θ[−j], ω,Φ, τ2 for j = 1, . . . , q. There are then
two cases: when θ(t)j = 0 and when θ
(t)
j = 1, for which we define V0 = V (θ
(t)
j = 0, θ
(t)
[−j])
and V1 = V (θ
(t)
j = 1, θ
(t)
[−j]). Let φj denote the j
th column of Φ. If θ(t)j = 0, then we define
δj0 = 1 + (τ
2 − v0τ2)φ>j V −10 φj and ∆j0 = (τ2 − v0τ2)/δj0(V −10 φj)(V −10 φj)
> to obtain:
logitP
(
θ
(t+1)
j = 1 | θ[−j], ω,Φ
)
= −1
2
log δj0 +
1
2
ω>∆j0ω + logit(α).
If θ(t)j = 1 we define, similarly, δj1 = 1−(τ2−v0τ2)φ>j V −11 φj and ∆j1 = (τ2−v0τ2)/δj1(V −11 φj)(V −11 φj)
>
to obtain:
logitP
(
θ
(t+1)
j = 1 | θ[−j], ω,Φ
)
=
1
2
log δj1 +
1
2
ω>∆j1ω + logit(α).
For the full derivation of these posterior probabilities, please refer to Appendix B.
4.5 Sampling γ
As with most spatial models, the scaling parameter γ lacks conjugacy. We used a random walk
adaptive Metropolis algorithm such that the proposal density is normal and centered at the current
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sample, γ(t), with variance ξ2. This variance is tuned to adjust for the acceptance rate and fixed post
burn-in.
We propose γ∗ ∼ N(γ(t), ξ2). Let Φ∗ = s2R(γ∗) with the correlation computed as in Eq. (9).
Then, if
l(Φ) := −n
2
log |Φ| − 1
2
n∑
i=1
(ωi − Φρi)>(σ2Φ)−1(ωi − Φρi),
the acceptance ratio of the Metropolis step is just r(γ∗, γ(t)) = exp{l(Φ∗)− l(Φ(t))} since we have
a flat prior on γ.
4.6 Sampling ω, ψ, σ2, and τ2
We sampled ω according to the linear conditional posterior:
ωi |Yi,Λ,Ψ, ρi, γ ind∼ N(A−1i ai, A−1i )
where
Ai = Λ
>Ψ−1Λ + σ−2Φ−1
ai = Λ
>Ψ−1Yi + σ−2ρi.
The conditional distributions of variance parameters ψ and σ2 follow from conjugacy:
ψk |ω,Λ, Y ∼ IG
(
ζ +
n
2
, ζ − 1 + 1
2
n∑
i=1
(Yki − Λk,ωi)2
)
σ2 |ω,Φ, ρ, ∼ IG
(
0.001 +
qn
2
,
0.001 +
1
2
n∑
i=1
(ωi − Φρi)>Φ−1(ωi − Φρi)
)
.
where ζ = n/4 according to the discussion in Section 3.2.
The conditional distribution of τ2 is also conjugate; if vij = 1 when θij = 1 and vij = v0 when
θij = 0, then
τ2 | ρ, θ ∼ IG
(
0.001 +
qn
2
, 0.001 +
q∑
i=1
n∑
j=1
ρ2ij
2vij
)
.
4.7 Posterior Inference
We infer perturbations based on the centroid estimator of θ for some threshold t (Carvalho and
Lawrence, 2008):
θ̂ji(t) := I
(
P(θji |Y ) > t
)
. (11)
We choose the threshold t by controlling a Bayesian false discovery rate. We define the Bayesian
false discovery rate (BFDR) of an estimator as
BFDR(θ̂(t)) := Eθ |Y
[∑n
i=1
∑q
j=1 θ̂ji(1− θji)∑n
i=1
∑q
j=1 θ̂ji
]
=
∑n
i=1
∑q
j=1 θ̂ji(1− P(θji = 1 |Y ))∑n
i=1
∑q
j=1 θ̂ji
. (12)
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5. SIMULATION STUDY
We conducted a simulation study to (i) assess the impact of including biological network informa-
tion into a factor model, and (ii) test the robustness of our model to inaccuracies in the biological
databases used to construct pathways and the pathway-pathway interaction network.
5.1 Assessing the impact of incorporating biological network information
We tested the CFA-CAR model under various signal-to-noise (SNR) ratios and compared its perfor-
mance with an exploratory factor analysis (EFA) model. This comparison model can be obtained
from our original CFA-CAR model, by letting the pathway-pathway network be empty. That is,
an EFA model is a factor model such that the factor covariance matrix, Φ, is diagonal, which is
equivalent to setting γ = 0 in the CFA-CAR model. In effect, this constraint removes the network
filtering effect of the CAR model. The EFA model can thus be written as (Eq. 13):
yki |Λ, ωi, ψk ind∼ N(Λkωi, ψk) (13)
ωji |ω[−j]i, ρji, σ2 ind∼ N(ρji, σ2) (14)
ρji | θji, τ2 ind∼ N(0, θjiτ2 + (1− θji)v0τ2) (15)
We simulated toy-scale networks with graph densities similar to the original KEGG pathway
network. For each network, we randomly selected q = 10 pathways from our set of KEGG path-
ways. In this paper, we describe the results obtained from one of these networks. We obtained the
pathway-pathway weighted networks by taking the subnetwork from our original pathway-pathway
network induced by the ten randomly selected pathways. The number of distinct genes in the union
of the selected pathways was 878. We used the real gene to pathway membership to create the
mask of Λ. We sampled the non-zero loading factors in Λ from a Gaussian with zero mean and
variance 0.1. The spatial scaling parameter γ was relatively high to emphasize non-trivial links in
the network W .
We define the SNR in each simulated data set using the SNR of a perturbed pathway (which is
the same for any perturbed case). If pathway k was perturbed with effect ρ, we define SNR= ρ/σ,
and if we further fix the pathway noise variances (σ) to 1, then the SNR= ρ. In each case sample, we
simulated an experiment where only a single pathway was perturbed, with 5 “biological” replicates
per experiment (perturbation). Therefore, if we perturbed pathway k in sample i ∈ {1, 2, 3, 4, 5} in
experiment j, we set ρjki = m, where m is the signal to noise ratio in the data set, and ρ
j
k′i = 0 for
k′ 6= k. Across all data sets, we fixed the gene variances (Ψ) to 1.
For this network, we created six data sets of different signal to noise ratio in ten simulation
replicates. In each data set we fixed SNR to the following values: 0.50, 1.50, 2.50, 3.50, 4.50, and
5.50. These values were chosen based on the distribution of the SNRs in the NCI-DREAM drug
sensitivity data sets (see Section 6 and Fig. 6). For each of these data sets, we sampled 50 cases and
50 controls.
When running either models, we conditioned the perturbations of all replicates, ρji , where j
indexes the experiment and i indexes the experimental replicate, on the same indicator vector θj . For
the controls, we fixed the corresponding indicators to zero. We ran both our CFA model and the EFA
model on each data set. Fig. 2 is a series of ROC curves across data sets of different signal to noise
ratios. Both models performed similarly under low SNRs. However, the curves begin to separate as
the signal in the data sets increased. This is further emphasized by the AUC boxplots in Fig. 3. The
CFA-CAR model consistently exhibits a low false positive rate across varying signal to noise ratios.
Unlike the CFA model, the false positive rate of the EFA model increases as the signal to noise ratios
increase. When SNR = 4.5 the AUC of the EFA model begins to decrease dramatically. This was
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expected because given a strong enough perturbation, the EFA model confuses a perturbation with
the residual downstream effects of a perturbation. That is, pathways associated with the perturbed
pathway are wrongly identified by the EFA model.
[Figure 2 about here.]
[Figure 3 about here.]
5.2 Assessing robustness to inaccuracies in the pathway database
We performed sensitivity analysis on the CFA-CAR model to test how possible inaccuracies in
KEGG can affect the performance of CFA-CAR relative to an EFA model. With misannotated
genes, the inaccuracy encoded in the mask of Λ would effect both the CFA-CAR and EFA models.
However, inaccuracy in the pathway network would effect only the CFA-CAR model. We provide
an example with the same network described in Section 5.1 using a simulated dataset with a signal
to noise ratio of 3.5.
We tested six levels of gene set perturbations in the set of pathways, where for each level,
we randomly perturbed a percentage x of genes. This would ultimately change the loading factor
matrix Λ as well as the pathway-pathway network W . For each level, we randomly chose x% of
genes represented in KEGG and reassigned them to new pathways.
We perturbed x = 1%, 2%, 4%, 8%, 16%, and 32% of all genes in our set of ten pathways.
For each of these perturbations, we ran ten replicates where for each replicate we simulated a new
“pathway” database and ran CFA-CAR on the original data set, using the newly constructed Λ and
W .
Fig. 4 is a series of ROC curves and Fig. 5 are AUC boxplots corresponding to the curves in
Fig. 4 for both the CFA-CAR and EFA model across various levels of gene to pathway reassign-
ments. We begin to see a small departure from the original ROC curve where the network and
loading factor matrices were not randomized when 8% of the genes were randomly reassigned to
different pathways. At this level, the specificity of the CFA-CAR model begins to decrease. How-
ever, even at 32% randomness, the specificity and sensitivity of the model is still significantly higher
than what you expect to see by random chance alone. We conclude that the CFA-CAR model is
rather robust to possible inaccuracies in the biological databases, performing as well or better than
an EFA version of this model.
[Figure 4 about here.]
[Figure 5 about here.]
6. CASE STUDY: DRUG TARGET PREDICTION IN DREAM 7 DRUG SENSITIVITY
CHALLENGE DATA
We applied the CFA-CAR model on the NCI-DREAM drug sensitivity challenge data set. As a
comparison, we also implemented an EFA model (see Section 5 for a description of the EFA model)
and gene set enrichment analysis (GSEA) (Subramanian et al., 2005). The core algorithm of GSEA
is a threshold-free variant of a hypergeometric test; however, unlike the CFA-CAR model, network
interactions are not used.
In the NCI-DREAM drug sensitivity data set, 14 compounds (see Table 1) were tested at various
concentrations and exposure times on the LY3 (Lymphoma) cancer cell line. We focused our atten-
tion on the drug data sets with the strongest concentration (IC20) at either 12 or 24 hour exposures.
These data sets were compared to mock control data sets where no drugs were exposed to the cells
for 12 or 24 hour durations. There were eight mock replicates and each distinct experiment included
three replicates, yielding a total of 50 samples per data set (Data Set 1: IC20 at 24 hours vs Mock
at 24 hours and Data Set 2: IC20 at 12 hours vs Mock at 12 hours).
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[Table 1 about here.]
When running CFA-CAR and EFA models, we conditioned the perturbations of all replicates,
ρj1, ρ
j
2, ρ
j
3, where j indexes the experiment, on the same indicator vector θj . In the control cases,
we fixed the corresponding indicators θ to 0. For each dataset, we ran two chains of 4000 iterations
each, with a burn-in of 2000. We assessed convergence using the Gelman-Rubin statistic on the
absolute values of all the continuous parameters. Fig. 6 summarizes the posterior distributions of
the model parameters γ, σ2, τ2, and the signal to noise ratios (SNRs) across the different drugs for
each data set (IC20 at 12 hours and IC20 at 24 hours). We define the SNR of a pathway j in a sample
i as the mean ratio, across replicates, of the absolute perturbation ρ to either σ, if the pathway is
perturbed, or σ
√
v0 otherwise; that is SNRji =
∑3
r=1(θji|ρjir|/σ + (1 − θji)|ρjir|/(σ
√
v0))/3,
where r indexes the replicate of a drug experiment (with 3 replicates per drug). To assess SNR in a
drug case, we pool the signal to noise ratio across all pathways.
[Figure 6 about here.]
For GSEA, we called a pathway “dysregulated” if the false discovery rate (FDR) adjusted p-
value is less than 5%. For the CFA-CAR and EFA models we identify perturbations based on the
centroid estimator of θ in Eq. (11) where the threshold t was chosen to control BFDR at 5% (see
Eq. (12)). Restricting the BFDR at 5%, we used a perturbation threshold of 0.72 for IC20 at 12 hours
and 0.50 for IC20 at 24 hours for the CFA-CAR model. For the EFA model, we used thresholds
0.80 and 0.70 for IC20 at 12 hours and IC20 at 24 hours, respectively.
6.1 Assessing model fit
We assessed model fit by first standardizing the data with respect to its marginalized likelihood
given Θ. If, for sample i,
Yi |Λ,Φ, θi, σ2,Ψ ∼ N(0, ΛΦΣ(θi)Φ>Λ> + σ2ΛΦΛ> + Ψ),
then, if Ci denotes the Cholesky factor of the above marginalized covariance of Yi, we have that
Yi ∼ N(0, CiC>i ) and so Y˜i ·C−1Yi ∼ N(0, Ip), where Ip is the p-th order identity matrix. Thus, to
assess model fit we take posterior mean estimates Ĉi of Ci, consider standardized gene expressions
Y˜i = Ĉ
−1
i Yi for each sample i = 1, . . . , n, and then check two assumptions: zero-mean gene
expressions and normality.
Figure 7 summarizes our assessment, with samples from IC20 at 12 and 24 hours in top and
bottom panels, respectively. In the first sub-figure in the left, we plot pooled standardized gene
expressions over both samples and genes to assess the zero-mean assumption. As can be seen from
the smoother fit, this assumption is well met, but samples might have slightly different variance
scales. For this reason, since we are focused on gene expressions, we assess normality via average
standardized gene expressions over samples in the two last sub-figures. We found that the IC20
at 24 hours data has larger departures from normality in the tails when compared to the IC20 at
12 hours dataset. This departure at IC20 at 24 hours is specifically due to two of the drugs, H-7
Dihydrochloride (DHCL) and Mitomycin C (MMC), which showed a drastic change in variability
between the IC20 at 12 hours and IC20 at 24 hours. This effect is explained in further detail in
Section 6.5.
[Figure 7 about here.]
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6.2 Assessing control of false positives via cross-validation
To verify the accuracy of our method, we tested our model against the control (mock) data by
leaving one mock sample (microarray), out of the control group and treated it as a “case”, where
the perturbations are left unknown. We applied this leave-one-out cross-validation to each of the 8
control samples, to verify that the perturbed pathways identified in the case samples are not similarly
identified against a control sample. We found that in each leave-one-out cross-validation test, we
did not identify any pathways as being perturbed in the mock sample (Fig. 8).
[Figure 8 about here.]
6.3 Comparing EFA and CFA-CAR model results
Overall, we found that for both data sets, the EFA model was less sensitive than the CFA model,
finding a subset of mechanistically relevant pathways that were identified by the CFA model. Be-
cause the EFA model identified fewer pathways linked to drug mechanisms, we choose to focus our
comparison with GSEA in the following subsections. Results obtained from the EFA model can be
found in Appendix C.
6.4 IC20 concentration at 12 hours
For the CFA-CAR model results, we ran a hierarchical bi-clustering analysis on the posterior means
Θ̂ of Θ. More specifically, we independently cluster samples (drugs) and pathways using complete
linkage and Euclidean distances as dissimilarity metrics. Each dimension has their observations
swapped to match the clustering hierarchy, as can be seen in Fig 9A. Fig. 9B shows the results from
a similar analysis on adjusted p-values obtained from GSEA for comparison.
[Figure 9 about here.]
At IC20 at 12 hours, the most commonly identified pathway across drugs by the CFA-CAR
model was P53-signaling: it was identified for etoposide (ETP), mitomycin-C (MMC), camp-
tothecin (CPT), and doxorubicin (DOX). Interestingly, all four of these compounds are DNA damag-
ing agents and were clustered into two groups (ETP/MMC and CPT/DOX) (Fig. 9), whereas some
of the compounds that affect protein function unrelated to DNA damage, such as geldanamycin
(GA) and rapamycin (RPM), also formed their own cluster. P53 is an important tumor suppressor
that can regulate various cellular processes including apoptosis, cell cycle, and DNA repair; fur-
thermore, it is mutated in over 50% of human cancers (reviewed in Ling and Wei-Guo, 2006). This
loss of P53-signaling can lead to cancer growth and propagation. In many cases, P53-signaling is
induced as a response to specific DNA damaging agents (Gupta et al., 1997), playing key roles in
cell cycle arrest and apoptosis. All four drugs have been shown to play significant roles in activat-
ing P53-dependent mechanisms [ETP:(Karpinich et al., 2002; Grandela et al., 2007), MMC:(Abbas
et al., 2002; Fritsche et al., 1993; Verweij and Pinedo, 1990), CPT:(Jaks et al., 2001; Gupta et al.,
1997; Wang et al., 2004), DOX:(Kurz et al., 2004; Ling et al., 1996; Zhou et al., 2002)]. Further-
more, for some of these compounds including CPT and DOX, cell cycle arrest at specific check
points occurs through the induction of a P53 signaling mechanism. For instance, P53 signaling was
shown to play a critical role in the G1 checkpoint of the cell cycle under CPT-induced DNA damage
(Jaks et al., 2001; Gupta et al., 1997). DOX is another chemotherapeautic DNA-damaging drug
that causes cell cycle arrest in the G2/M phase (Ling et al., 1996). Furthermore, DOX was shown
to cause an accumulation of P53 that lead to a depletion of cells in the G2/M phase and apoptosis
(Zhou et al., 2002).
GSEA did not identify P53-signaling or cell cycle for any of the 14 compounds. Morever, the
connection between the set of pathways identified by GSEA and some of the drug’s primary MoAs
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were not readily apparent. Both GSEA and the CFA-CAR model identified DNA repair pathways
for Rapamycin (RPM), with GSEA identifying mismatch repair and CFA-CAR identifying base
excision repair, although the connection between these repair pathways and RPM’s MoA is unclear.
6.5 IC20 concentration at 24 hours
At longer exposure times, both methods picked up more pathways (see Fig. 10 for heatmaps of
the CFA-CAR and GSEA results, respectively.) This is expected from a biological point of view
because as time of exposure increases the cell needs to respond to potentially more complex effects
caused by the loss of cell homeostasis. Therefore, cells activate more pathways that, for example,
help in cell survival, increase energy output, or signal cell demise or death. With the CFA-CAR
model, we found that at IC20 concentrations at 24 hours of exposure, H-7 Dihydrochloride (DHCL)
and Mitomycin C (MMC) were overly perturbed (i.e. many pathways had a significantly high poste-
rior mean probability of having a non-zero perturbation). Base excision repair was again identified
for RPM but was also picked by several other drugs such as monastrol (MNS), cycloheximide
(CHX), trichostatin-A (TSA), DOX, and ETP. As mentioned earlier, the connection between DNA
repair pathways and these compounds is unclear. Moreover, GSEA identified various DNA damag-
ing repair or DNA related pathways at an FDR level of 5%. Such pathways include base excision
repair, homologous recombination, mismatch repair, and DNA replication.
P53-signaling remains one of the most perturbed pathways among several of DNA-damaging
or inhibiting compounds at the longer exposure time, including ETP, CPT, and DOX, all of which
clustered together. P53-signaling was also picked up for methotrexate (MTX) which was some-
thing that was not picked up at the shorter exposure time but is very much linked to P53 induction
(Krause et al., 2002; Huang et al., 2011). Krause et al. (2002) showed that treating HepG2 cells
with methotrexate increases levels of p53. Huang et al. (2011) also demonstrated that methotrexate
can induce apoptosis by the induction of the P53 targeted genes, DR5, P21, Puma and Noxa. Simi-
larly, GSEA also identified P53 signaling for CHX, an inhibitor of protein biosynthesis at the longer
exposure time, but was missed by CFA-CAR. Cell cycle was picked up for DOX and CPT (as in
the shorter exposure time), but under these stronger experimental conditions, cell cycle was further
identified for ETP and RPM as well.
[Figure 10 about here.]
7. DISCUSSION
Identifying mechanisms of action from transcriptional data alone is challenging. In disease phe-
notypes, differences in gene expression cannot, by themselves, elucidate aberrant causal pathways.
Drug perturbations are even more difficult because often times perturbations occur directly on a
proteomic level rather than a gene level. In many cases, transcriptional responses are the residual
aftermath of a perturbation rather than being representative of the direct target.
GSEA and other gene set methods attempt to boost the signal on transcriptional data by focusing
on entire gene sets with the assumption that related genes may contribute a greater signal than
individual genes alone. Furthermore, network-based methods use cellular regulation or gene/protein
interaction data to better understand the MoAs underlying a transcriptional response.
Here, we link transcriptional data to unobserved mechanisms of action using confirmatory factor
analysis in conjunction with a conditional autoregressive model. In the CFA level of the model we
link gene expression to the biological pathways that contain their gene products. In the CAR model,
we seek to explain the variation observed in these latent pathways by a pathway-pathway network
induced by “external” perturbations.
The core goal of this model is to uncover these perturbation targets. We have shown through
simulation and real data that providing a network filtering method on expression data is a significant
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improvement over non-network approaches. In simulation, we show that the CFA-CAR model
exhibits a high specificity across various signal to noise ratios, unlike an EFA model (network-free)
which has a higher false positive rate as the signal in the data set increases. Furthermore, we have
shown that the CFA-CAR model is very robust to inaccuracies in the databases used to create the
pathways and the pathway-pathway interaction network.
Moreover, our method was able to identify pathways significantly related to some of the drugs’
MoAs in the NCI DREAM 7 data sets. Specifically, we were able to identify signaling/regulatory
pathways that play a causative role for many of the DNA-damaging compounds. These pathways
were generally not identified using gene set enrichment analysis, or less so with EFA. Some of
the known targets were missed by both the CFA-CAR model and GSEA across both data sets. For
instance, rapamycin targets the mTOR protein (Alqurashi et al., 2013) but mTOR signaling was not
identified. In another example, blebbistatin inhibits the myosin II protein (Allingham et al., 2005),
and we expected to see some of the cellular motility pathways such as regulation of cytoskeleton
pathway. Moreover, some of the results we found with both methods were also unclear (e.g. identi-
fying DNA repair pathways across many of these compounds).
There are several natural directions for extension of this model. For instance, other forms of
biological variables such as transcription factors or metabolic pathways could be used as latent
factors. Another extension of this model would be to integrate other forms of high-throughput
data in conjunction with gene expression. A temporal component could also be incorporated to
accommodate temporal data and define a dynamic model. All these extensions, however, are at the
cost of increased model complexity, which can greatly affect the fit and convergence of the model.
APPENDIX A. NETWORK CONSTRUCTION
Our network W was created in a similar manner to Pham et al. (2011). We constructed a weighted
network of pathways W where the nodes represent canonical pathways and the edges represent
functional links. We describe the details of the construction of W below.
First, we classified genes using two sources of biological information: KEGG regulatory/signaling
pathways (Kanehisa et al., 2006; Kanehisa and Goto, 2000), and GO biological processes (The Gene
Ontology Consortium, 2000) obtained from the MSigDB collection (Subramanian et al., 2005) (ver-
sion 3.0). We removed disease specific pathways and any metabolic pathways, focusing our atten-
tion to a regulatory/signaling network. We also removed 4 pathways that did not represent a single
pathway but a collection of signaling molecules that are themselves part of other pathways (e.g. Cell
Adhesion Molecules and Cytokine-Cytokine Receptor Interactions). In the end, we had 72 distinct
regulatory/signaling KEGG pathways.
To define functional links between two pathways, we constructed a bipartite network, where the
two sets of nodes represent KEGG pathways and GO functions, respectively. A pathway P and a
GO term G were linked together in this bipartite network if the intersection of P and G (as gene
sets) is non-empty. Furthermore, the edge was weighted by the Jaccard index between G and P ,
measuring the relative overlap between function and pathway. Edges with Jaccard index smaller
than 3% were removed to reduce the possibility of false positives in the database. We can represent
this bipartite graph as an incidence matrix M where the rows represent KEGG pathways and the
columns represent GO terms.
Our final network of pathways was obtained by translating the information from this two-mode
network onto a one mode network formed by the KEGG node set alone. The projection of M onto
a single mode network A was obtained by A = M>M . As a result, two pathways are linked in
this network if and only if they share at least one biological process. Furthermore, edges between
pathways that heavily contribute to the same GO terms will be heavier than those pathways that
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contribute less to the same GO terms. Finally, we standardized A in the following manner:
Wij =
Aij√
AiiAjj
(1− δij),
where δ is the Kronecker delta.
APPENDIX B. MARGINALIZED CONDITIONAL POSTERIOR DISTRIBUTION OF θ
In this section, we derive the marginalized posterior of θi for sample i. After integrating out ρi from
Eq. (8) we have that
ωi | θi,Φ ind∼ N(0, V (θi)),
where V (θi) = σ2Φ + ΦΣ(θi)Φ> and the index runs over samples. To simplify the notation, we
set τ20 := v0τ
2 and drop the indices, that is, ω | θ,Φ ∼ N(0, V (θ)).
Since θj
iid∼ Bern(α) from the prior and with Σ(θ) similarly defined as in Section 4.3, we have
that
V (θ) = σ2Φ + τ20 ΦΦ
> + (τ2 − τ20 )ΦDiag(θ)Φ>
= σ2Φ + τ20 ΦΦ
> + (τ2 − τ20 )
q∑
j=1
θjφjφ
>
j ,
where φj is the j-th column of Φ.
We want
P(θj = 1|θ[−j], ω,Φ) =
P(θj = 1, θ[−j], ω,Φ)∑
b∈{0,1} P(θj = b, θ[−j], ω,Φ)
.
By the distributions above,
P(θj , θ[−j], ω,Φ) ∝
∏
j
αθj (1− α)1−θj
(2pi)−q/2|V (θ)|−1 exp
{
− 1
2
ω>V (θ)−1ω
}
.
Now, we define V0 = V (θj = 0, θ[−j]) and V1 = V (θj = 1, θ[−j]). Then,
V1 = σ
2Φ + τ20 ΦΦ
> + (τ2 − τ20 )φjφ>j
+ (τ2 − τ20 )
∑
k 6=j
θkφkφ
>
k
= V0 + (τ
2 − τ20 )φjφ>j ,
and so, by the Sherman-Morrison formula,
V −11 = (V0 + (τ
2 − τ20 )φjφ>j )
−1
= V −10 −
(τ2 − τ20 )V −10 φjφ>j V −10
1 + (τ2 − τ20 )φ>j V −10 φj
.
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Moreover, by the matrix determinant lemma,
|V1| = (1 + (τ2 − τ20 )φ>j V −10 φj)|V0|.
Using these relations we can proceed to sample θ(t+1)j based on θ
(t) from the current iteration t;
we keep the inverse of V (θ) and only update it when θj is flipped. We have
P(θ(t+1)j = 1 | θ[−j], ω,Φ) =
|V1|−1/2 exp{−ω
>V −11 ω
2 }α
|V1|−1/2 exp{−ω
>V −11 ω
2 }α+ |V0|−1/2 exp{−
ω>V −10 ω
2 }(1− α)
,
or, taking logits,
logitP
(
θ
(t+1)
j = 1|θ[−j], ω,Φ
)
= −1
2
log
|V1|
|V0| −
1
2
ω>(V −11 − V −10 )ω + logit(α). (A.1)
There are two cases: when θ(t)j = 0 and when θ
(t)
j = 1. In the first case we already have V
−1
0 ,
and so, by defining δj0 = 1 + (τ2− τ20 )φ>j V −10 φj and ∆j0 = (τ2− τ20 )/δj0(V −10 φj)(V −10 φj)
> we
can apply Eq. (A.1) to obtain
logitP
(
θ
(t+1)
j = 1 | θ[−j], ω,Φ
)
= −1
2
log δj0 +
1
2
ω>∆j0ω + logit(α).
In the sampler, we update (V (θ)−1)
(t+1)
= (V (θ)−1)
(t) − ∆j0 if θj(t+1) = 1, that is, when θj is
flipped.
If θ(t)j = 1 we define, similarly, δj1 = 1−(τ2−τ20 )φ>j V −11 φj and ∆j1 = (τ2−τ20 )/δj1(V −11 φj)(V −11 φj)
>
to obtain:
logitP
(
θ
(t+1)
j = 1 | θ[−j], ω,Φ
)
=
1
2
log δj1 +
1
2
ω>∆j1ω + logit(α),
and update (V (θ)−1)
(t+1)
= (V (θ)−1)
(t)
+ ∆j1 if θj gets flipped to θ
(t+1)
j = 0.
APPENDIX C. EFA RESULTS ON THE DREAM 7 DATA SETS
Fig 11 includes heatmaps of the results obtained by the EFA model for the IC20 at 12 hours and
IC20 at 24 hours exposure times, respectively.
[Figure 11 about here.]
At IC20 12 hours, the EFA model identified fewer pathways than the CFA-CAR model, iden-
tifying P53-signaling for CPT (also identified by CFA-CAR in addition to other DNA-damaging
agents ETP, MMC, and DOX). At IC20 24 hours, the EFA and CFA-CAR models both identified
P53-signaling for the same pathways (MMC, DOX, MTX, and CPT), as well as cell cycle for ETP, a
pathway mechanistically linked to p53-signaling. However, CFA-CAR further identified cell cycle
for CPT, DOX, and RPM. Moreover, both EFA and CFA-CAR both found MMC and DHCL overly
perturbed at IC20 24 hours.
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Figure 1: A representation of a drug perturbation to a pathway A and its downstream effects on
associated pathways and gene expression.
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Figure 2: Mean ROC curves with standard error bars representing the standard errors across ten
data replicates of the CFA-CAR and EFA models. Each sub-figure corresponds to a different signal
to noise ratio in the data. The solid line represents an expected ROC curve under random guessing.
Note that we truncated the x-axis at 0.42 because there were no additional plot points until (x =
1, y = 1).
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Figure 3: Boxplot of the AUCs of the ROC plots in Fig. 2.
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Figure 4: Mean ROC curves with standard error bars for the CFA-CAR model and the EFA model.
The standard error bars on the CFA-CAR curve represent standard errors across different replicates
of W and Λ. The standard error bars on the EFA model represent standard errors across different
replicates of Λ. Each sub-figure corresponds to a different percentage of randomly reassigned genes.
The solid line represents an expected ROC curve under random guessing.
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Figure 5: Boxplot of the AUCs of the ROC plots in Fig. 4.
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Figure 6: Beanplots with bean averages of the marginal posterior distributions of γ, σ2, τ2, and the
SNR across each drug for the IC20 at 12 hours and IC20 at 24 hours data sets.
34
Figure 7: Top and bottom panels show model fit assessment for the IC20 at 12 hours and IC20
at 24 hours datasets, respectively. Left: scatterplot of standardized data with zero expectation and
smoother (lowess) fit shown by a red line and green curve, respectively. Middle: histogram, density,
and rug plot of the standardized dataset averaged over samples. Right: quantile-quantile normal
plot of standardized data averaged over samples.
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Figure 8: Top: Posterior means of θ across control samples in the IC20 12 hours data set (Top) and
the IC20 24 hours data set (Bottom) in the leave-one-out cross-validation. Different colors represent
different leave-one-out trials (8 trials in total). The dotted horizontal line represents the perturbation
threshold used to identify perturbations at a BFDR level of 5%.
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Figure 9: A. Heatmap of the CFA-CAR posterior means of Θ for IC20 at 12 hours. Green cells
indicate high posterior probabilities (above the x = 0.72 threshold or equivalently, less than 5%
BFDR). B. Heatmap of (1-FDR adjusted P-values from) GSEA for IC20 at 12 hours. Green cells
indicate small FDR values (above a 5% threshold). In both heatmaps, x-axes indicate drug experi-
ments (samples) and y-axes indicate pathways. Each axis is clustered hierarchically using complete
linkage and Euclidean distances as dissimilarities.
37
M
TX ET
P
CP
T
DO
X
TS
A
AC
LA
−A
.
GA VC
R
BL
EB
B
M
NS
RP
M
CH
X
DH
CL
M
M
C
BASE EXCISION REPAIR
CELL CYCLE
B CELL REC. SIG. 
P53 SIG. 
RIBOSOME
 
OOCYTE MEIOSIS
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
NOTCH SIG. 
LYSOSOME
BASAL TFs
SPLICEOSOME
PEROXISOME
RENIN ANGIOTENSIN SYSTEM
RNA DEGRADATION
PROTEIN EXPORT
CIRCADIAN RHYTHM MAMMAL
ABC TRANSPORTERS
PPAR SIG. 
RNA POLYMERASE
OLFACTORY TRANSDUCTION
COMPLEMENT AND COAGULATION CASCADES
ANTIGEN PROCESSING AND PRESENTATION
NON HOMOLOGOUS END JOINING
TASTE TRANSDUCTION
CARDIAC MUSCLE CONTRACTION
SNARE INTERACTIONS IN VESICULAR TRANSPORT
UBIQUITIN MEDIATED PROTEOLYSIS
REG. OF AUTOPHAGY
TIGHT JUNCTION
PROTEASOME
0 0.2 0.4 0.6 0.8 1
Value
0
40
0
80
0
Color Key
and Histogram
Co
un
t
M
M
C
DH
CL GA
AC
LA
−A
.
TS
A
ET
P
RP
M
M
NS CH
X
CP
T
M
TX
DO
X
VC
R
BL
EB
B
MISMATCH REPAIR
 
BASE EXCISION REPAIR
HOMOLOGOUS RECOMBINATION
DNA REPLICATION
 
 
PROGESTERONE MEDIATED OOCYTE MATUR.
 
 
OOCYTE MEIOSIS
 
 
P53 SIG. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
LONG TERM POTENTIATION
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0 0.2 0.4 0.6 0.8
Value
0
20
0
40
0
Color Key
and Histogram
Co
un
t
A B 
Figure 10: A. Heatmap of the CFA-CAR posterior means of Θ for IC20 at 24 hours. Green cells
indicate high posterior probabilities (above the x = 0.50 threshold or equivalently, less than 5%
BFDR). B. Heatmap of (1-FDR adjusted P-values from) GSEA for IC20 at 24 hours. Green cells
indicate small FDR values (above a 5% threshold). In both heatmaps, x-axes indicate drug experi-
ments (samples) and y-axes indicate pathways. Each axis is clustered hierarchically using complete
linkage and Euclidean distances as dissimilarities.
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Figure 11: A. Heatmap of the EFA posterior means of Θ for IC20 at 12 hours. Green cells indicate
high posterior probabilities (above the x = 0.80 threshold or equivalently, less than 5% BFDR). B.
Heatmap of the EFA posterior means of Θ for IC20 at 24 hours. Green cells indicate high posterior
probabilities (above the x = 0.70 threshold or equivalently, less than 5% BFDR). In both heatmaps,
x-axes indicate drug experiments (samples) and y-axes indicate pathways. Each axis is clustered
hierarchically using complete linkage and Euclidean distances as dissimilarities.
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Table 1: Compounds tested on the LY3 cancer cell line in the NCI-DREAM data challenge, the
abbreviations used in the figures and description of drug and known mechanisms of action.
DRUG Abbrev. Description
Aclacinomycin A ACLA-A Inhibits the degradation of ubiquinated proteins, affecting the protea-
some (Figueiredo-Pereira M et al., 1996)
Blebbistatin BLEBB Inhibits the myosin II protein affecting cellular motility pathways
(Allingham et al., 2005)
Camptothecin CPT DNA-damaging agent targeting DNA topoisomerase I, affecting cell-
cycle and p53-signaling (Gupta et al., 1997; Jaks et al., 2001; Wang
et al., 2004)
Cycloheximide CHX Inhibits protein biosynthesis pathways (Obrig et al., 1971)
Doxorubicin Hy-
drochloride
DOX DNA-damaging agent targeting DNA topoisomerase II (Pommier
et al., 2012), and causes cell cycle arrest (Ling et al., 1996). Im-
plicated in a P53-dependent mechanism of action (Ling et al., 1996;
Zhou et al., 2002; Kurz et al., 2004).
Etoposide ETP DNA-damaging agent causing DNA strands to break causing apop-
tosis and errors in DNA synthesis (Pommier et al., 2012). Involved
in P53-dependent mechanisms of action (Karpinich et al., 2002;
Grandela et al., 2007)
Geldanamycin GA Disrupts regulatory signaling mechanisms via HSP90 inhibition
(Grenert et al., 1997; Neckers et al., 1999)
H-7, Dihydrochlo-
ride
DHCL Protein kinase C inhibitor (Hidaka et al., 1984)
Methotrexate MTX Inhibits DNA-synthesis via inhibition of purine and thymine synthesis
(Goodsell, 1999)
Mitomycin C MTC. DNA-damaging agent that is a potent DNA crosslinker (M, 1995)
Monastrol MNS Inhibits ATPase activity of the kinesin (Maliga et al., 2002)
Rapamycin RPM Targets the mTOR protein (Alqurashi et al., 2013) affecting mTOR
signaling pathway
Trichostatin A TSA. Inhibits the class of histone deacetylase (HDAC) families of enzymes,
inhibiting DNA transcription pathways (Vanhaecke et al., 2004)
Vincristine VCR Causes cell-cycle arrest via inhibiting the assembly of microtubule
structures during mitosis (Rao et al., 2012)
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