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LONGEST AND SHORTEST CYCLES IN RANDOM PLANAR GRAPHS
MIHYUN KANG, MICHAELMISSETHAN
Institute of DiscreteMathematics, Graz University of Technology, Steyrergasse 30, 8010 Graz, Austria
ABSTRACT. Let P(n,m) be a graph chosen uniformly at random from the class of all planar graphs on
vertex set {1, . . . ,n} withm =m(n) edges. We study the cycle and block structure of P(n,m) whenm ∼
n/2. More precisely, we determine the asymptotic order of the length of the longest and shortest cycle
in P(n,m) in the critical range when m = n/2+o(n). In addition, we describe the block structure of
P(n,m) in the weakly supercritical regime when n2/3≪m−n/2≪ n.
1. INTRODUCTION AND RESULTS
1.1. Motivation. In their seminal papers [12, 13], Erdo˝s and Rényi introduced the uniform random
graph G(n,m), also known as the Erdo˝s–Rényi random graph, which is a graph chosen uniformly at
random from the class G (n,m) of all vertex–labelled graphs on vertex set [n] := {1, . . . ,n} with m =
m(n) edges, denoted by G(n,m) ∈R G (n,m). Since then, G(n,m) and its variants, in particular their
component structure, were extensively studied (see e.g. [5, 6, 13, 14, 18, 26]). For example, Erdo˝s and
Rényi [13] showed that there is a drastic change of the component structure ofG(n,m) whenm∼n/2.
More precisely, letting m = dn/2 for a positive constant d they showed that the following hold in
G(n,m) with high probability (meaning with probability tending to 1 as n tends to infinity, whp for
short): if d < 1, then every component has at most a logarithmic number of vertices; in contrast,
if d > 1, there is a unique component containing linearly many vertices. These results raised the
question whether also the cycle structure ofG(n,m) undergoes such a significant changewhen d ∼ 1.
Ajtai, Komlós, and Szemerédi [1] proved that whp there is a cycle of linear length when d > 1, and
Bollobás [6, Corollary 5.8] showed that whp every cycle is bounded when d < 1. (Throughout the
paper, we use the standard Landau notation as well as notations in Definition 2.7 for asymptotic
orders.)
Theorem 1.1 ( [1, 6]). Let m = dn/2 for a constant d > 0. Then whp the following hold in G(n,m) ∈R
G (n,m).
(a) If d < 1, then all cycles are of lengthOp (1).
(b) If d > 1, then there is a cycle of lengthΘ(n).
Kolchin [25] and later Łuczak [26] took a closer look at the critical range whenm = n/2+o(n) and
provided a relation between longest and shortest cycles and the component structure of G(n,m).
Their results are strengthend by Łuczak [27] and later by Łuczak, Pittel, and Wierman [28]. Given a
graph H , we denote by c (H ) the length of the longest cycle of H (also known as the circumference)
and by g (H ) the length of the shortest cycle of H (also known as the girth).
Theorem 1.2 ( [25–28]). Let m = n/2+ s for s = s(n)= o (n). Let G =G(n,m)∈R G (n,m), L1 = L1 (G) be
the largest component of G, and R =G \L1.
(a) If s3n−2→−∞, then whp L1 is a tree and c (R)=Θp
(
n|s|−1
)
.
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(b) If s =O
(
n2/3
)
, then the probability that L1 is a tree is bounded away
1 from both 0 and 1. Pro-
vided there is a cycle in L1, we have c (L1)=Θp
(
n1/3
)
and g (L1)=Θp
(
n1/3
)
. Moreover, we have
c (R)=Θp
(
n1/3
)
.
(c) If s3n−2 →∞, then whp the longest cycle in G is contained in L1 and c (L1) = Θ
(
s2n−1
)
. In
addition, we have g (L1)=Θp
(
ns−1
)
and c (R)=Θp
(
ns−1
)
.
Perhaps the most interesting case in Theorem 1.2 is when s3n−2 → ∞ (in the so-called weakly
supercritical regime): whp the longest cycle is contained in the largest component L1. Moreover, the
length of the shortest cycle in L1 is of the same asymptotic order as the length of the longest cycle
outside L1. In other words, there exists a ‘threshold’ function g (n) := ns−1 in the sense that whp for
all cycles K inG , we have {
K is contained in L1 if |K | =ω
(
f (n)
)
;
K is not contained in L1 if |K | = o
(
f (n)
)
,
(1)
where |K | denotes the length of K .
An important structure related to cycles are blocks, because every cycle is contained in a block: a
block of a graphH is amaximal 2-connected subgraph ofH . Łuczak [27] investigated the block struc-
ture of G(n,m) whenm = n/2+ s for s3n−2 →∞, showing that whp there is a unique largest block,
while all other blocks are ‘small’. In addition, the largest component contains only a few number of
blocks. Given a graphH , let bi (H ) denote the number of vertices in the i–th largest block Bi (H ) of H
for each i ∈N.
Theorem 1.3 ( [27]). Let m = n/2+ s for s = s(n)= o (n) and s3n−2→∞. Let G =G(n,m) ∈R G (n,m)
and L1 = L1 (G) be the largest component of G. Then the following hold.
(a) b1 (G)=Θ
(
s2n−1
)
whp.
(b) bi (G)=Op
(
ns−1
)
for each i ∈Nwith i ≥ 2.
(c) The number of blocks in L1 is Op (1).
We note that Theorem 1.3 implies that whp the longest cycle lies in the largest block B1 (G) and its
length grows asymptotically like b1 (G).
In the last few decades variousmodels of random graphs have been introduced by imposing addi-
tional constraints toG(n,m), e.g. topological constraints or degree restrictions. Particularly interest-
ing models are random planar graphs and, more generally, random graphs on surfaces which have
attained considerable attention [8–10,15,20,22,31], since the pioneering work of McDiarmid, Steger,
andWelsh [32] on random planar graphs and that of McDiarmid [30] on random graphs on surfaces.
Many exciting results have been obtained, revealing richer andmore complex behaviour. In particu-
lar, results are often found to feature thresholds, meaning that the probabilities of various properties
change dramatically according to which ‘region’ the edge density falls into. For example, it is well
known that the random planar graph behaves in the same way as G(n,m) if m < n2 −ω
(
n2/3
)
, since
whpG(n,m) is planar for this range ofm. However, different properties have been found to emerge
whenm is beyond this region.
A natural question is whether random planar graphs satisfy similar properties as in Theorems 1.2
and 1.3. Kang and Łuczak [20] showed that the component structure of a uniform random planar
graph P(n,m) changes drastically when m ∼ n/2, analogously to G(n,m). In contrast, not much is
known about the cycle and block structure ofP(n,m). In this paperwe investigate this open problem,
determining the length of the shortest and longest cycle in P(n,m) and the order of blocks in P(n,m),
in the light of Theorems 1.2 and 1.3.
1.2. Main results. Throughout this section we letP (n,m) denote the class of all vertex–labelled pla-
nar graphs on vertex set [n] withm =m(n) edges andP(n,m) be a graph chosen uniformly at random
from P (n,m), denoted by P(n,m) ∈R P (n,m).
Our firstmain result concerns the distribution of cycles in a uniform randomplanar graphP(n,m).
1That is, there is an ε> 0 such that ε<P [L1 is a tree]< 1−ε for all n large enough.
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Theorem 1.4. Let P = P(n,m) ∈R P (n,m), L1 = L1 (P) be the largest component of P, and R = P \L1.
Assumem =n/2+ s for s = s(n)= o (n). Then the following hold.
(a) If s3n−2→−∞, then whp L1 is a tree and c (R)=Θp
(
n|s|−1
)
.
(b) If s =O
(
n2/3
)
, then the probability that L1 is a tree is bounded away from both 0 and 1. Pro-
vided there is a cycle in L1, we have c (L1)=Θp
(
n1/3
)
and g (L1)=Θp
(
n1/3
)
. Moreover, we have
c (R)=Θp
(
n1/3
)
.
(c) If s3n−2→∞, thenwhp the longest cycle in P is contained in L1, c (L1)=O
(
sn−1/3
)
, and c (L1)=
Ωp
(
n1/3 log
(
sn−2/3
))
. In addition, g (L1)=Θp
(
ns−1
)
and c (R)=Θp
(
n1/3
)
.
Theorem 1.4 states that when s3n−2 → −∞ or s = O
(
n2/3
)
, the distribution of cycles in P(n,m)
behaves similarly like inG(n,m). But it is not the case when s3n−2→∞: we have
c (L1(P(n,m)))=O
(
sn−1/3
)
≪ c (L1(G(n,m)))=Θ
(
s2n−1
)
and c (R(P(n,m)))=Θp
(
n1/3
)
≫ c (R(G(n,m)))=Θp
(
ns−1
)
.
In words, the longest cycle inside the largest component in P(n,m) is much shorter than that in
G(n,m), while the longest cycle outside the largest component in P(n,m) is much longer than that
in G(n,m). Although, whp the longest cycle in P(n,m) is still contained in the largest component, a
‘threshold’ function in the sense of (1) does not exist in P(n,m), because whp g (L1) =Θp
(
ns−1
)
≪
c (R)=Θp
(
n1/3
)
.
In fact, Theorem 1.4 holds for a more general universal class of graphs, the so-called planar–like
classes of graphs (see Definition 4.1 and Theorem 4.5), which include the class of series-parallel
graphs, the class of planar graphs, and the class of graphs on surfaces, to mention a few.
Our second main result deals with the block structure of a uniform random planar graph P(n,m).
Due to Theorem 1.4 (a)–(b) we focus on the weakly supercritical regime and will show that whp
P(n,m) contains a unique largest block B1 which is significantly larger than all other blocks, sim-
ilarly as in G(n,m). However, the largest component in P(n,m) contains ‘many’ blocks, while the
largest component inG(n,m) contains only a bounded number of blocks (cf. Theorem 1.3 (c)).
Theorem 1.5. Let P = P(n,m) ∈R P (n,m) and L1 = L1 (P) be the largest component of P. Assume
m = n/2+ s for s = s(n)= o (n) and s3n−2→∞. Then the following hold.
(a) b1 (P)=Θp
(
sn−1/3
)
.
(b) bi (P)=Θp
(
s2/3n−1/9
)
, for each i ∈Nwith i ≥ 2.
(c) The number of blocks in L1 is whpΘ
(
sn−2/3
)
.
1.3. Key techniques. One of main proof techniques is the so-called core–kernel approach. We de-
compose a graph into the simple part (in which each component contains at most one cycle) and
the complex part (in which each component contains at least two cycles). Then we decomponse the
complex part into its core (i.e. the maximal 2-connected subgraph of mininum degree at least two)
and then into its kernel, a key structure obtained from the core by replacing each pathwhose internal
vertices all have degree exactly two by an edge. Conversely, each graph can be uniquely constructed
from the kernel by first subdividing the edges of the kernel, thereby obtaining the core, then replacing
vertices of the core with rooted trees and adding the simple part (see Section 2.3).
In order to investigate the cycle and block structure of a random planar graph P = P(n,m), we
begin with the analysis of the structure of its core C (P), which is itself a random graph. Instead of
directly analysing the random core C (P), we introduce an auxiliary random core model C˜ , in which
we split the ‘randomness’ into smaller parts. More precisely, we choose randomly a kernel and then
randomly a subdivision numberwhich is a total number of vertices that will be used for a subdivision
of the kernel. Given these two random bits (i.e. a random kernel and a random subdivision number)
we then randomly construct a core by randomly inserting vertices on the edges of the kernel. A
crucial technique to analyse the random core C˜ is the famous Pólya urn model: We derive results on
themaximum andminimum number of drawn balls of some colour in order to determine the length
of the longest and shortest cycles in the core, respectively.
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1.4. Outline of the paper. The rest of the paper is organised as follows. After providing the neces-
sary notations, definitions, and concepts in Section 2, we present our proof strategy in Section 3. In
Section 4 we define planar–like classes of graphs. In Section 5 we provide results on the Pólya urn
model, which we use in Section 6 to derive the cycle structure of a core randomly built from a fixed
kernel and a fixed subdivision number. Section 7 is devoted to a random kernel and Section 8 to the
block structure of a random planar graph. In Sections 9 and 10 we provide the proofs of our main
and auxiliary results, respectively. Finally in Section 11, we discuss various questions that remain
unanswered.
2. PRELIMINARIES
2.1. Notations and parameters for graphs. Throughout this paper, we consider only undirected
graphs andmultigraphs.
Definition 2.1. Given a (simple or multi) graph H we denote by
• V (H ) the vertex set of H and
v (H ) the order of H , i.e. the number of vertices in H ;
• E (H ) the edge set of H and
e (H ) the size of H , i.e. the number of edges in H ;
• L1 (H ) the largest component of H ;
• R (H ) :=H \L1 (H ) the graph outside the largest component;
• g (H ) the girth of H , i.e. the length of the shortest cycle in H ;
• c (H ) the circumference of H , i.e. the length of the longest cycle in H ;
• λ (H ) the number of loops in H ;
• Bi (H ) the i–th largest block of H and
bi (H ) the number of vertices in Bi (H ) for i ∈N.
Definition 2.2. Let H be a (simple or multi) graph and let v,w ∈V (H ) be distinct. We denote by
• vw or {v,w } an edge between v and w ;
• vv a loop at v ;
• H +vw the graph obtained from H by adding an additional edge vw ;
• H −vw the graph obtained from H by deleting the edge vw .
Definition 2.3. Given a classA of vertex-labelled graphs (under consideration of certain constraints,
e.g. planarity or degree restrictions), we denote by A (n) the subclass of A consisting of graphs on
vertex set [n] and by A (n,m) the subclass of A consisting of graphs on vertex set [n] withm edges,
respectively. We denote by A(n) ∈R A (n) a graph chosen uniformly at random from A (n) and by
A(n,m) ∈R A (n,m) a graph chosen uniformly at random from A (n,m), respectively. Throughout
the paper, we consider only classes A of vertex-labelled graphs such that |A (n)| and |A (n,m)| are
finite for each n,m ∈N.
Definition 2.4. Let H be a graph and Q a set of graphs. We call Q a graph property. And if H ∈Q,
then we say that H satisfies Q; or that Q holds in H ; or that Q is true in H .
Next, we introduce some notion for random graphs which have the ‘same’ asymptotic behaviour
in the sense that they are indistinguishable in view of properties that hold whp.
Definition 2.5. For each n ∈N, letGn and Hn be random graphs. We say thatGn and Hn are contigu-
ous if for every graph propertyQ
lim
n→∞
P [Gn ∈Q]= 1 ⇐⇒ lim
n→∞
P [Hn ∈Q]= 1.
2.2. Weighted Multigraphs. Throughout the paper, we always assume implicitly that multigraphs
are weighted by the so-called compensation factor, which was first introduced by Janson, Knuth,
Łuczak, and Pittel [17].
Definition 2.6. Given amultigraph H and i ∈N, we denote bymi (H ) the number of unordered pairs
{v,w } of distinct vertices v,w ∈V (H ) such that there are precisely i edges between v andw . Similarly,
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let λi (H ) be the number of vertices v ∈ V (H ) such that there are exactly i loops at v and let λ (H ) :=∑
i∈N iλi (H ) be the total number of loops in H . Then the compensation factor (or weight, for short)
of H is defined as
w (H ) := 2−λ(H)
∏
i∈N
(i !)−λi (H)−mi (H) . (2)
For a finite class A of multigraphs we define
|A | :=
∑
H∈A
w (H ).
2.3. Complex part, core, and kernel. We call a component of a graph H complex if it has at least
two cycles and define the complex part Q (H ) as the union of all complex components of H . We de-
compose the complex partQ (H ) further into the core C (H ), which is the maximal subgraph ofQ (H )
of minimum degree at least two. Finally, we extract the kernel K (H ) from the core C (H ) by con-
sidering paths2 (v0,v1, . . . ,vi ) such that v0 and vi have degree at least three and all internal vertices
v1, . . . ,vi−1 have degree two. To obtain the kernel K (H ), we replace any such path in the core C (H )
by an edge v0vi . We note that in that way loops and multiple edges can be created and therefore in
general the kernel K (H ) is a multigraph. Finally, we reverse the above decomposition and note that
we can construct the coreC (H ) by subdividing the edges of the kernelK (H ) with additional vertices,
thereby ensuring that no loops and multiple edges of the kernel survive in the core. The number of
additional vertices that are used to subdivide the kernel K (H ) to obtain the core C (H ) is called the
subdivision number, denoted by S (H ), i.e. S (H ) := v (C (H ))−v (K (H )).
2.4. Asymptotic notation. We will study asymptotic properties of random graphs on vertex set [n]
as n tends to∞, and all asymptotics are taken with respect to n. In addition to the standard Landau
notation, we will use the notations by Janson [16] to express asymptotic orders of random variables.
Definition 2.7. Let (Xn)n∈N be a sequence of random variables and f :N→R≥0. Then, we define
• Xn =Op
(
f
)
if for every δ > 0 there exist c1 > 0 and N ∈ N such that P
[
|Xn | ≤ c1 f (n)
]
≥ 1−δ
for all n ≥N ;
• Xn =Ωp
(
f
)
if for every δ > 0 there exist c2 > 0 and N ∈ N such that P
[
|Xn | ≥ c2 f (n)
]
≥ 1−δ
for all n ≥N ;
• Xn =Θp
(
f
)
if Xn =Op
(
f
)
and Xn =Ωp
(
f
)
.
Wenote that Xn =Op
(
f
)
if andonly ifP
[
Xn ≥ h(n) f (n)
]
= o(1) for any functionh =ω(1). Similarly,
we have Xn =Ωp
(
f
)
if and only if P
[
Xn ≤ f (n)/h(n)
]
= o(1) for any function h =ω(1).
3. PROOF STRATEGY
In order to analyse the cycle and block structure of a random planar graph P = P(n,m), we de-
compose P into smaller parts: We first decompose P into the complex partQ (P), the core C (P), and
the kernel K (P) as in Section 2.3. Moreover, we obtain the core C (P) by subdividing the edges of the
kernel K (P) by S (P) many additional vertices. We note that all blocks and cycles that do not lie in
unicyclic components are contained in the coreC (P). Therefore, it is crucial to understand the cycle
and block structure of the core C (P). To this end, we introduce an auxiliary random core C which is
created stepwise as follows. We choose randomly a typical kernelK and a typical subdivision number
k . Then we construct C from K by randomly subdividing the edges of K with k additional vertices.
In order to analyse the cycle and block structure of C (P), we ask the following questions. (a) Which
properties do a typical kernelK and a typical subdivision number k have, in particularwith respect to
cycles and blocks? (b) How do these properties translate toC when choosing a random subdivision?
(c) How canwe relate the randomgraphC to the original coreC (P) where we first choose the random
graph P and then extract (deterministically) the core C (P). In the rest of this section we will give an
overview how to deal with these questions. We will start by considering question (b) in Section 3.1.
The main idea is to find a relationship between a random core C and the Pólya urn model. Next we
will deal with question (a). We note that already lots of results about a typical kernel K and a typical
2We allow the case v0 = vi . In this case (v0,v1, . . . ,vi ) is a cycle.
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subdivision number k are known, e.g. asymptotic order of v (K ) ,e (K ), and k (see Theorem 4.8). In
contrast, there are no results on the cycle and block structure of K known. We will deal with these
open problems as follows. Firstly, we will show that a typical kernel ‘behaves’ asymptotically like a
random cubic multigraph (see Lemma 7.1). Then we will analyse the block (in Section 3.2) and cycle
structure (in Section 3.3) of a random cubic multigraph by double counting arguments. Finally, we
will introduce the concept of conditional random graphs in Section 3.4 to give an answer to question
(c).
3.1. Random core andPólya urnmodel. Given a (typical) kernelK and a (typical) subdivision num-
ber k ∈N we let C =C (K ,k) be a random core chosen uniformly at random from the set of all cores
with kernelK and subdivision number k . In order to study the cycle and block structure of a random
core C we consider an auxiliary randommultigraph C˜ that ‘behaves’ similarly like C and is easier to
study. We randomly place k additional labelled vertices {v1, . . . ,vk} one after another on the edges
e1, . . . ,eN of K to obtain C˜ . More precisely, in the i–th step of the random process we choose uni-
formly at random an edge of the current multigraph and place the vertex vi on that edge. We note
that loops and multiple edges are allowed in C˜ , although they do not appear in C . However, we will
show thatC and C˜ behave asymptotically quite similarly (see Lemma 6.4 and Corollary 6.5). Thus, it
suffices to consider the cycle and block structure of C˜ instead ofC .
Wenote that each cycle of C˜ is a cycle in the kernelK together with some additional vertices placed
on the edges. Thus, we are interested in the distribution of (X1, . . . ,XN ), where Xi is the number of
vertices placed on edge ei . We observe that we can model the random vector (X1, . . . ,XN ) with the
followingPólya urnmodel (see e.g. [19,29] for details of Pólya urns). We startwithN balls ofN distinct
colours F1, . . . ,FN in a urn, where colour Fi represents edge ei . Then we draw one ball uniformly at
random from the urn, say F j , and subdivide the corresponding edge e j by vertex v1. By doing so
the edge e j is split into two new edges. Hence, we need in the next step two balls of the colour
corresponding to e j . Therefore, we return the drawn ball to the urn along with an additional ball of
the same colour. We repeat that procedure k times and observe that the number of drawn balls (after
k steps) of colour Fi is distributed like Xi for each i ∈ [N ] (see also Figure 1).
The Pólya urn model provides bounds on min1≤i≤ f Xi and max1≤i≤ f Xi for various f satisfying
1 ≤ f ≤ N (see Theorem 5.1). Assuming e1, . . . ,eλ are the loops of K , we will derive bounds on the
length of the shortest and longest cycle in C˜ (see Lemma 6.7), denoted by g
(
C˜
)
and c
(
C˜
)
, by applying
the following inequalities:
g
(
C˜
)
≤ 1+ min
1≤i≤λ
Xi ; (3)
g
(
C˜
)
≥ min
1≤i≤N
Xi ; (4)
c
(
C˜
)
≥ max
1≤i≤λ
Xi . (5)
Next, we consider how the block structure of K translates to the block structure of C˜ . We observe
that each block in C˜ is a block or loop in K together with additional vertices placed on the edges.
So in general we can use similar ideas as for the cycle structure above. However, we need to slightly
modify our Pólya urnmodel (see Section 5.2). For the cycle structure, we use many ‘small’ cycles (in
fact, loops) simultaneously, but for the block structurewewill fix one ‘large’ blockB ofK and consider
howmany vertices are placed on the edges of B . Therefore, we just need balls of two different colours,
one representing edges in B and the other representing edges outside B . Using standard results on
this Pólya urn model, we will show that each ‘large’ block B of K translates to a ‘large’ block B˜ of C˜
and that v
(
B˜
)
is concentrated around its expectation (see Lemmas 8.10–8.11).
3.2. Cycles in the kernel. When studying the shortest and longest cycles in the kernel, the number
of loops in the kernel plays a crucial role. We will prove in Section 7 that a typical kernel K on N
edges has Θ(N ) many loops. Firstly, we will show that the kernel K (P) ‘behaves’ asymptotically like
a random cubic multigraph (see Lemma 7.1). Secondly, we estimate the expected number of loops
in a random cubic multigraph by the second moment method (see Lemma 7.6). To this end, we
introduce the so–called loop insertion (see Definition 7.2), which is a natural operation that changes
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FIGURE 1. Use of a Pólya urn to construct a random core by sequentially subdividing
the edges of a kernel with N = 5 edges by k = 10 additional vertices. The left–hand
side represents the situation at the beginning, the right-hand side after four draw-
ings.
an arbitrary cubic graph with 2n−2 vertices to a cubic graph with 2n vertices and an additional loop.
By using this loop insertion we can estimate the probability that there is a loop at some fixed vertex
in a random cubic multigraph, from which we deduce the expected number of loops in a random
cubic multigraph.
3.3. Blocks of the kernel. As in Section 3.2 we will use the fact that the kernel K (P) behaves asymp-
totically like a random cubic multigraph. In order to analyse the block structure of a random con-
nected cubic multigraph M , we assign the bridge number β (e) to a bridge e , defined as the order
of the smaller component which we obtain from M by deleting e (see Definition 8.1). We will show
that the bridge number β (e) is typically quite ‘small’: In fact, we will determine the distribution of
bridge number (see Lemma 8.4), using the so-called bridge insertion operation (see Definition 8.2)
and double counting arguments. Then we combine it with a double counting argument to show that
there is one block B1 of linear order (see Lemma 8.10). For the second largest block B2 inM we con-
sider the maximum A of all bridge numbers. As there is a bridge e such that B1 and B2 lie in different
components ofM−e , we will get v (B2)≤ A. On the other hand, if e is a bridge with β (e)= A, then the
smaller component of M − e is distributed similarly as a connected cubic multigraph on A vertices.
Hence, this smaller component should contain a block of linear order (in A). Thus, the second largest
block (and by induction also the i–th largest block for every i ≥ 2) is of the same order as themaxium
bridge number A.
3.4. Conditional random graphs. In Section 3.1 we considered a random coreC =C (K ,k) obtained
from a (candidate) kernelK by randomly subdividing the edges of K by k additional vertices. In other
words, given K and k , we considered the ‘conditional’ random core C conditioned on the event that
its kernel is equal to K and its subdivision number is equal to k . However, we are actually interested
in the ‘unconditional’ random core C (P) of a random planar graph P =P(n,m) ∈R P (n,m) for some
functionm =m(n). In this section we describe a method how to obtain results on an ‘unconditional’
random graph by studying the corresponding ‘conditional’ random graphs (see Lemma 3.2). To do
so, we need the following definition.
Definition 3.1. Given a class A of graphs, a set S, and a function Φ : A → S, we call a sequence
s = (sn)n∈N feasible for (A ,Φ) if for each n ∈ N there exists a graph H ∈ A (n) such that Φ(H ) = sn.
Moreover, for each n ∈ N we denote by (A | s)(n) a graph chosen uniformly at random from the set
{H ∈A (n) :Φ(H )= sn}. We will often omit the dependence on n and write just A | s (i.e. ‘A condi-
tioned on s’) instead of (A | s)(n).
Lemma 3.2. Let A be a class of graphs, S a set, Φ : A → S a function, and Q a graph property. Let
A = A(n) ∈R A (n). If for every sequence s = (sn)n∈N that is feasible for (A ,Φ) we have whp A | s ∈Q,
then we have whp A ∈Q.
The proof of Lemma 3.2 is provided in Section 10. In order to illustrate how to apply Lemma
3.2 we consider the class P of planar graphs and a certain graph property Q. Let P = P(n,m) ∈R
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P (n,m) for some function m =m(n). Assume that our goal is to prove that whp the core C (P) of
P satisfies Q. The first step toward the goal is to choose a subclass A (n) of P (n,m) consisting of
‘typical’ planar graphs (i.e. limn→∞ |A (n)|/|P (n,m)| = 1). We let A :=
⋃
n∈NA (n) and denote by K
the set of all kernels of graphs in A . For each n ∈ N we choose a ‘typical’ kernel Kn and a ‘typical’
subdivision number kn of P , based on known results on ‘typical’ kernels and ‘typical’ subdivision
numbers (e.g. Theorem 4.8). The next step is to define the function Φ : A → K ×N, H 7→ Φ(H ),
by Φ(H ) := (K (H ) ,S (H )). By definition of A , for each n ∈ N there exists a graph H ∈ A (n) such
that Φ(H ) = (Kn ,kn), in other words, the sequence s = (Kn ,kn)n∈N is feasible for (A ,Φ). We denote
by C = C (n) a graph chosen uniformly at random from the set of all cores of graphs H ∈A (n) with
Φ(H )= (Kn ,kn). The final step is to show that for every choice of (Kn ,kn) whpC satisfies Q, because
by Lemma 3.2 it follows then that whpC (P) also satisfies Q.
4. PLANAR–LIKE CLASSES OF GRAPHS
In this section we will show that Theorem 1.4 holds for a more general class of graphs, called a
planar–like class, in which graphs satisfy certain properties that are extracted from the class of planar
graphs and are essential for the aforementioned core–kernel approach. Before defining the planar–
like class, we first recall well-known classes of graphs (see e.g. [2, 23, 32, 33] for details). A class A of
graphs is called
• weakly addable if it is closed under adding an edge between two components;
• addable if a graph H is in A if and only if all components of H are in A ;
• closed under takingminors if eachminor of a graph H ∈A is again in A .
Definition 4.1. A class P of graphs is called planar–like if it satisfies the following properties.
(P1) [global]. The class P is weakly addable and closed under takingminors.
(P2) [kernel]. Let K be the class of all kernels of graphs in P and KC be the subclass of K con-
taining all connected kernels. Then K andKC satisfy the following conditions.
(K1) [stability]. A graph is in P if and only if its kernel is in K .
(K2) [asymptotic behaviour]. LetK (2n,3n) be the subclass of K consisting of all kernels on
vertex set [2n]. Then there exist constants γ> 0, c ≥ c1 > 0, and α ∈R such that
|K (2n,3n)| = (1+o(1))cn−αγn(2n)!
and |KC (2n,3n)| = (1+o(1))c1n
−αγn(2n)!.
(K3) [giant component]. Let K (2n,3n) ∈R K (2n,3n). Then v (L1 (K (2n,3n))) = 2n −Op (1).
In addition, for each i ∈N, the asymptotic probability that v (L1 (K (2n,3n))) = 2n−2i is
bounded away from both 0 and 1.
The constant α in (K2) is called the critical exponent. For short, we say P is planar–like with critical
exponent α if it satisfies (P1) and (P2).
We can show that the condition (K3) in Definition 4.1 can be deduced from the conditions (K1)
and (K2) if P is addable. In addition, each graph without complex components is in any planar–like
class. The proofs of Lemmas 4.2 and 4.3 can be found in Section 10.
Lemma 4.2. Let P be a class of graphs satisfying (K1) and (K2). If, in addition, P is addable, then P
satisfies (K3).
Lemma4.3. LetP be a planar–like class of graphs and H a graphwithout complex components. Then
H ∈P .
The next lemma indicates that a planar–like class is quite universal and rich, because it includes
the class of cactus graphs, the class of series–parallel graphs, the class of planar graphs, and the class
of graphs on surfaces.
Lemma 4.4 ( [20–22,34]). The following classes of graphs are planar–like with critical exponent α:
(a) the class of cactus graphs withα= 5/2;
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(b) the class of series–parallel graphs withα= 5/2;
(c) the class of planar graphs with α= 7/2;
(d) the class of graphs embeddable on an orientable surface of genus g ∈Nwithα=−5g/2+7/2.
Proof of Lemma 4.4. As shown in [20,21,34], the class of planar graphs [20], the class of series–parallel
graphs [34], and the class of cactus graphs [21] satisfy (K2).
Obviously, these classes also fulfil (P1), (K1) and are addable. Thus, they are planar–like classes
due to Lemma 4.2. Moreover, in [22] it was shown that the class Sg of graphs that are embeddable
on an orientable surface of genus g ∈N∪ {0} satisfies (P2). Thus, they also form a planar–like class of
graphs, since they trivially fulfil (P1). 
Instead of proving Theorem 1.4 only for the class of planar graphs, in Section 9 we will prove the
following generalisation to planar–like classes of graphs.
Theorem 4.5. Theorem 1.4 is true for any planar–like class of graphs.
It immediately implies that Theorem 1.4 is also true for the graph classes in Lemma 4.4.
Corollary 4.6. Theorem 1.4 is true for the class of cactus graphs, the class of series–parallel graphs, and
the class of graphs embeddable on an orientable surface of genus g ∈N∪ {0}.
In contrast the classes of graphs in Corollary 4.6, the class of outerplanar graphs is not planar–like,
since subdividing an edge in an outerplanar graph can lead to a non–outerplanar graph. Hence, a
non–outerplanar graph can have an outerplanar kernel, and thus (K1) is violated. Nevertheless, we
can prove that Theorem 1.4 is also true for outerplanar graphs by using some results from [21]: (i)
for the cases s3n−2→−∞ and s =O
(
n2/3
)
we use that the asymptotic probability that the uniform
randomgraphG(n,m) is outerplanar is bounded away from 0 (see Theorem 4.9(a)); (ii) if s3n−2→∞,
we use the fact that a random outerplanar graph is whp a cactus graph [21, Theorem 4].
Corollary 4.7. Theorem 1.4 is true for the class of outerplanar graphs.
In order to prove Theorem 4.5 in Section 9, we will need the following two known facts. The first
statement was shown in [22] by applying the core–kernel approach and provides useful information
about a typical core and a typical kernel when s3n−2→∞. The later one deals with the cases s3n−2→
−∞ and s =O
(
n2/3
)
.
Theorem 4.8 ( [22]). Let P (n,m) be a planar–like class of all vertex–labelled graphs on vertex set [n]
with m =m(n) edges and P = P(n,m) ∈R P (n,m) denote a graph chosen uniformly at random from
P (n,m). Let L1 = L1 (P) denote the largest component in P and R =R (P) := P \L1. Assumem = n/2+s
for s = s(n)= o(n) and s3n−2→∞. Then whp the following hold.
(a) v (C (L1))=Θ
(
sn−1/3
)
;
(b) v (K (L1))=Θ
(
sn−2/3
)
;
(c) v (C (R))=Op
(
n1/3
)
;
(d) v (K (R))=Op (1);
(e) K (P) is cubic;
(f) v (L1)= 2s+Op
(
n2/3
)
;
(g) e (L1)= 2s+Op
(
n2/3
)
.
Theorem 4.9 ( [7, 28]). Let m = n/2+ s, where s ≤ Mn2/3 for some constant M ∈ R and let G =
G(n,m) ∈R G (n,m) be the uniform random graph. Then the following hold.
(a) liminfn→∞P
[
G has no complex component
]
> 0;
(b) v (L1 (G))=Op
(
n2/3
)
.
We note that if P is a planar–like class of graphs, then each graph without a complex component
lies inP (see Lemma 4.3). Thus, Theorem 4.9(a) implies liminfn→∞P [G(n,m)∈P ]> 0 in the case of
s ≤Mn2/3. That will be useful in the proof of Theorem 4.5.
5. PÓLYA URN MODEL
In this section we present several useful results on the Pólya urnmodel introduced in Section 3.1.
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5.1. Model with N colours. Given N ,k ∈N, there are initially N balls of N distinct colours F1, . . . ,FN
in a urn. In each step we draw a ball uniformly at random from the urn. Then the drawn ball is
returned to the urn along with an additional ball of the same colour. We repeat that procedure k
times. For each i ∈ [N ] we denote by Xi the number of drawn balls of colour Fi at the end of the
procedure (i.e. after k steps).
To derive bounds on the length of the shortest and longest cycle in the core (see Lemma 6.7), we
need the followng bounds on the minimum and maximum values of the total numbers X1, . . . ,X f of
drawn balls of the first f colours when N , k , and f are functions in n. Although we believe such
results should be known, we could not find them in literature and therefore we include their proofs
in Appendix A for completeness.
Theorem 5.1. For every n ∈ N, we let N = N (n),k = k(n) ∈ N, and f = f (n) ∈ N with 1 ≤ f ≤ N. We
assume that N =ω(1) and that f =O(1) or f =ω(1). Then the following hold.
(a)
X∗ := min
1≤i≤ f
Xi =
{
Θp
(
k
N f
)
if k =ω
(
N f
)
,
Op(1) if k =O
(
N f
)
.
(b)
X ∗ := max
1≤i≤ f
Xi =
{
Θp
(
k
N
(
1+ log f
))
if k =ω(N ) ,
Op(1+ log f ) if k =O (N ) .
Another useful fact about the Pólya urn model (which will be used in the proof of Lemma 6.4 (a))
is the following result on the distribution of Xi , whose proof can ben found in Appendix A.
Proposition 5.2. Let N ,k ∈N be given. Then we have
N∑
i=1
P [Xi ≤ 1] ≤
2N 2
k
.
5.2. Model with two colours. Given b,w,k ∈N, there are initially b black and w white balls in a urn.
Then we draw k times uniformly at random a ball from the urn. In each step we return the drawn
ball together with an additional ball of the same colour. Then we denote by X the number of drawn
black balls at the end of the procedure, i.e. after k steps.
Theorem 5.3 ( [11]). Let b,w,k ∈N and X be the number of drawn black balls after k steps in the Pólya
urnmodel with initially b black and w white balls. Then we have
E [X ]=
bk
b+w
and V [X ]=
bwk (b+w +k)
(b+w )2 (b+w +1)
.
6. RANDOM CORE
In this section we study the process of obtaining a random core C =C (K ,k) from a fixed kernel K
by randomly subdividing the edges of K with k additional vertices for given (K ,k). Because it is hard
to directly analyseC , we circumvent this difficulty by introducing an auxiliary randommultigraph C˜
which behaves asymptotically likeC and fits into the scheme of the Pólya urnmodel.
Definition 6.1. Given a pair (K ,k) of a multigraph K on vertex set [n] of minimum degree at least
three and k ∈N, we denote by C (K ,k) the set of all simple graphs on vertex set [n+k] obtained from
K by subdividing the edges of K by the vertices n +1, . . . ,n +k . In other words, C (K ,k) is the set of
all cores on vertex set [n+k] whose kernel is equal to K . LetC =C (K ,k) ∈R C (K ,k). In addition, we
define a randommultigraph C˜ = C˜ (K ,k) by the following random experiment: we start withG0 = K .
Given the multigraphGi−1 we constructGi as follows (i = 1, . . . ,k). We choose uniformly at random
3
an edge e ofGi−1 and subdivide e by one additional vertex, which obtains the label n+ i . Then we let
C˜ =Gk be the resulting multigraph after k steps.
3We note that E
(
Gi−1
)
is a multiset, i.e. if there are r edges between vertices v and w , then we choose one of these
edges with probability r /e
(
Gi−1
)
.
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Later we will study a random planar–like graph P conditioned on the event that K (P) = K and
S (P) = k for some fixed kernel K and fixed k ∈ N. The next Lemma says that the core of this ‘con-
ditional’ random graph is distributed like C (K ,k) from Definition 6.1. That fact will be quite useful
when we apply Lemma 3.2.
Lemma 6.2. Let P be a planar–like class of graphs and P (n,m) be the set of of all graphs in P on
vertex set [n]withm edges. Given a pair (K ,k) of a multigraph K on vertex set [n] of minimum degree
at least three and k ∈N, we let P̂(K ,k)(n,m) be the subclass ofP (n,m) consisting of all graphs F whose
kernel K (F ) is equal to K and whose subdivision number S(F ) is equal to k, i.e.
P̂(K ,k)(n,m) := {F ∈P (n,m) | K (F )=K and S (F )= k} .
Let P | (K ,k) ∈R P̂(K ,k)(n,m) andC (K ,k) be a core defined in Definition 6.1. Then the core of P | (K ,k)
is distributed like C (K ,k): for each fixed graph H, we have
P [C (P | (K ,k))=H ] = P [C (K ,k)=H ] .
In the next step we provide a relation between the two random (multi–) graphs C and C˜ (see
Lemma 6.4). In particular, we show that if k =ω
(
N 2
)
they are contiguous in the sense of Definition
2.5 (see Corollary 6.5). In our applications we will have k =Θ
(
sn−1/3
)
and N =Θ
(
sn−2/3
)
(see Theo-
rem 4.8) and we note that sn−1/3 = ω
((
sn−2/3
)2)
. In order to state this result, we need the following
definition.
Definition 6.3 (2–simple). Given a graph H we consider the construction of obtaining the coreC (H )
from the kernel K (H ) (described in Section 2.3). We call H 2–simple if each edge of K (H ) is subdi-
vided by at least two vertices in that construction.
Lemma 6.4. Let K be a multigraph on vertex set [n] of minimum degree at least three with N edges
and let k ∈ N. In addition, let the random multigraphs C = C (K ,k) and C˜ = C˜ (K ,k) be defined as in
Definition 6.1.
(a) We have
P
[
C˜ is simple
]
≥ P
[
C˜ is 2–simple
]
≥ 1−
2N 2
k
.
(b) Conditioning on the event that C˜ is simple, the distributions of C˜ and C are the same: for each
graph H, we have
P
[
C˜ =H
∣∣ C˜ is simple] = P [C =H ] .
Corollary 6.5. For every n ∈ N, let K = K (n) be a multigraph on vertex set [n] of minimum degree at
least three with N = N (n) edges and let k = k(n) ∈ N. Let C = C (n) = C (K (n),k(n)) and C˜ = C˜ (n) =
C˜ (K (n),k(n)) be as in Definition 6.1. If k =ω
(
N 2
)
, thenC and C˜ are contiguous.
Amongst others Lemma 6.4(a) states that whp C˜ is 2–simple if k = ω
(
N 2
)
. Using that we can de-
duce the following result, which we will use later in the proof of Lemma 7.1.
Corollary 6.6. Let P (n,m) be a planar–like class of all vertex–labelled graphs on vertex set [n] with
m =m(n) edges and P = P(n,m) ∈R P (n,m). Assume m = n/2+ s for s = s(n)= o(n) and s3n−2→∞.
Then whp P is 2–simple.
Our next results provide bounds on the length of the longest and shortest cycle in C˜ . We note that
if k =ω
(
N 2
)
these results also hold forC due to Corollary 6.5.
Lemma 6.7. For every n ∈ N, let K = K (n) be a multigraph on vertex set [n] of minimum degree at
least three with N = N (n) edges and λ = λ(n) loops. In addition, let k = k(n) ∈ N and the random
multigraphsC =C (n)=C (K (n),k(n)) and C˜ = C˜ (n)= C˜ (K (n),k(n)) be as inDefinition 6.1. We assume
that N =ω(1).
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(a) If λ=O(1) or λ=ω(1), then
g
(
C˜
)
=
{
Op
(
k
Nλ
)
if k =ω(Nλ) and λ 6= 0,
Op(1) if k =O (Nλ) ,
and g
(
C˜
)
=Ωp
(
k
N 2
)
if k =ω
(
N 2
)
.
In particular, if λ=Θ(N ), then
g
(
C˜
)
=
{
Θp
(
k
N2
)
if k =ω
(
N 2
)
,
Op (1) if k =O
(
N 2
)
.
(b) If λ> 0 and k =ω(N ), then we have c
(
C˜
)
=Ωp
(
k
N
(
1+ logλ
))
.
In order to use Lemma 6.7 in the proof of Theorem 4.5, we will study the number of loops in a
typical kernel of a random planar–like graph in Section 7 (see Corollary 7.7).
We conclude this section with a result on the block structure of C˜ , which provides also an insight
into the block structure of C due to Corollary 6.5. Roughly speaking, the next lemma says that the
i–th largest block of a kernel K translates (during the process of constructing C˜ ) to the i–th largest
block of C˜ , provided the block is not too ‘small’.
Lemma 6.8. For every n ∈ N, let k = k(n) ∈ N, and K = K (n) be a multigraph on vertex set [n] of
minimum degree at least three, and the random multigraph C˜ = C˜ (n) = C˜ (K (n),k(n)) be defined as
in Definition 6.1. We assume that k = ω(v (K )) and let i ∈N be fixed such that bi (K ) = ω
(
(v (K ))1/2
)
.
Then whp
bi
(
C˜
)
=Θ
(
kbi (K )
v (K )
)
.
Remark 6.9. The condition in Lemma 6.8 that bi (K ) is not too small, i.e. bi (K ) = ω
(
(v (K ))1/2
)
, can
be weakened by using stronger concentration results on the Pólya urnmodel than the results in The-
orem 5.3. We believe that using similar results as in Theorem 5.1 one can show that the statement of
Lemma 6.8 is true even under the condition that bi (K )=ω((v (K ))ε) for some ε> 0.
7. RANDOM KERNEL
Throughout this section, let P be a planar–like class of graphs and K the class of all kernels of
graphs in P . We let P = P(n,m) ∈R P (n,m) and consider the weakly supercritical regime when
m = n/2+ s for s = s(n)= o(n) and s3n−2→∞.
Due to Theorem 4.8 we know that whp K (P) is cubic and v (K (P))=Θ
(
sn−2/3
)
. Hence, we might
expect that K (P) ‘behaves’ asymptotically like a graph chosen uniformly at random from all cubic
multigraphs with Θ
(
sn−2/3
)
many vertices. In the next lemma we show that this is indeed true. We
note, however, that this result is not straightforward, since K (P) is not equally distributed on the set
of all possible cubic kernels with Θ
(
sn−2/3
)
many vertices.
Lemma 7.1. Let P be a planar–like class of graphs and K the class of all kernels of graphs in P . Let
F : P → N be a graph theoretic function and g1,g2 : N→ N non–decreasing functions. We assume
that for K (2n,3n) ∈R K (2n,3n), we have whp g1(n) ≤ F (K (2n,3n)) ≤ g2(n). In addition, assume
m = n/2+ s for s = s(n) = o(n) and s3n−2 →∞. Then there exist constants c2 ≥ c1 > 0 such that for
P = P(n,m)∈R P (n,m) we have whp
g1
(
c1sn
−2/3)
≤ F (K (P)) ≤ g2
(
c2sn
−2/3) .
We recall that λ (H ) denotes the number of loops in a multigraph H . Next we will show that for
K (2n,3n) ∈R K (2n,3n), we have whp λ (K (2n,3n))=Θ(n), which implies whp λ (K (P))=Θ
(
sn−2/3
)
by Lemma 7.1. Our proof of that result will be based on the following observation. Let H be a cubic
multigraph with a single loop at w . Then w has precisely one neighbour x 6=w . Assuming that there
is no loop at x, there are two (not necessarily distinct) additional neighbours y and z of x. Then we
obtain again a cubic multigraph if we delete w and x in H and add an edge yz. We note that by
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yz
→
y
z
x
w
FIGURE 2. A loop insertion performed at edge yz with vertex pair (w,x).
reversing this operation we can create a multigraph with a loop at w . This reverse operation leads to
the following definition (see also Figure 2).
Definition 7.2 (Loop insertion). Let H1,H2 be multigraphs, yz ∈ E (H1), and (w,x) ∈ (V (H2))2 with
w 6= x. We say that H2 can be obtained from H1 by a loop insertion at edge yz with vertex pair (w,x)
if
V (H2)=V (H1) ∪˙ {w,x}
and E (H2)=E (H1)− yz+xy +xz+wx+ww.
Next, we state some simple observations about loop insertions.
Remark 7.3. K is stable under loop insertions: If H2 can be obtained by a loop insertion in H1, then
we have H1 ∈K if and only if H2 ∈K .
Note that subdividing an edge which occurs r times in a multigraph H increases the weight of H
by a factor of r . Therefore we obtain the following.
Remark 7.4. Let H be a multigraph on vertex set [n] and H be the set of all multigraphs which can
be obtained by subdividing precisely one edge of H by additional vertex n+1. Then we have |H | =
w (H ) ·e (H ), where w (H ) is the weight of H defined in (2).
As a consequence of Remark 7.4 we obtain the number of ways to construct multigraphs by a loop
insertion.
Remark 7.5. Let H be a multigraph on vertex set [n] and H be the set of all multigraphs which can
be obtained by performing a loop insertion (cf. Definition 7.2) at some edge e ∈ E (H ) with vertex pair
(n+1,n+2). Then we have |H | =w (H ) ·e (H )/2, where w (H ) is the weight of H defined in (2).
In order to see that Remark 7.5 is true, we imagine that we perform a loop insertion in two steps.
Firstly, we choose the edge e ∈ E (H ) and subdivide it by the vertex n+1. Secondly, we add the vertex
n+2 together with an edge {n+1,n+2} and a loop at n+2. Then Remark 7.5 follows due to Remark
7.4 and the fact that inserting a loop halves the weight of a graph.
Next, we show that typically the number of loops in the kernel is linear (in the number of edges
in the kernel). Due to Lemma 7.1 it suffices to prove this result only for a random cubic kernel. We
use a loop insertion to construct all graphs in K (2n,3n) with a loop at a fixed vertex v . By doing that
we can estimate the expected number of loops. Then we use the second moment method to show
concentration around themean. Recall that the number of loops in a graph H is denoted by λ (H ).
Lemma 7.6. Let P be a planar–like class of graphs, K the class of all kernels of graphs in P , and
K (2n,3n)∈R K (2n,3n). Then whp
λ (K (2n,3n))= (1+o(1))
3
2γ
n,
where γ> 0 is as in Definition 4.1.
Corollary 7.7. Let P (n,m) be a planar–like class of all vertex–labelled graphs on vertex set [n] with
m =m(n) edges and P = P(n,m) ∈R P (n,m). Assume m = n/2+ s for s = s(n)= o(n) and s3n−2→∞.
Then whp
λ (K (P))=Θ
(
sn−2/3
)
.
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y1
z1
y2
z2
y1
z1
y2
z2
w
x
→e1 e2
FIGURE 3. A bridge insertion performed at edges e1 and e2 with vertices w and x.
The bridge number β (wx) in the graph on the right–hand side is 5.
Furthermore, the largest component L1 = L1 (P) of P satisfies whp
λ (K (L1))=Θ
(
sn−2/3
)
.
8. BLOCK STRUCTURE
In this section we present several results which lead to the conclusion that Theorem 1.5 is also
true for all planar–like classes of graphs that are addable and have a critical exponent 3< α < 4 (see
Theorem 8.12). First we will analyse the block structure of a random cubic multigraph. Then we will
deduce the block structure of the random planar–like graph by using Lemmas 6.8 and 7.1.
In order to understand the block structure of a random cubic multigraph, we will first analyse
bridge numbers defined below (see also Figure 3).
Definition 8.1 (Bridge number). Given a connectedmultigraphH , an edge e ∈ E (H ) is called a bridge
if H −e is disconnected. For two distinct verticesw,x ∈V (H ) we define the bridge number β (wx) as
follows. If wx is a bridge in H , then we set β (wx)= βH (wx) :=min{v (C1) ,v (C2)}, where C1 and C2
are the two components of H −wx. Otherwise4, we define β (wx) := 0.
Next we will determine the distribution of the bridge numberβ (wx) for some fixed verticesw and
x. Intuitively, if β (wx) is typically ‘small’, then we should have a unique largest block which is signif-
icantly larger than all other blocks. We will show that this is indeed the case (see Lemmas 8.10–8.11).
To do so, we introduce the bridge insertion, which is a operation that connects two components of a
graph via a bridge (see also Figure 3).
Definition 8.2 (Bridge insertion). Let H1,H2,H3 be connected multigraphs, e1 = y1z1 ∈ E (H1) ,e2 =
y2z2 ∈ E (H2), and w,x ∈V (H3) be distinct. Then we say that H3 can be obtained from H1 and H2 by
a bridge insertion at edges e1 and e2 with vertices w and x if
V (H3)=V (H1) ∪˙ V (H2) ∪˙ {w,x}
and E (H3)=E (H1) ∪˙ E (H2)− y1z1− y2z2+wy1+wz1+wx+xy2+xz2.
In order to successfully apply bridge insertions in some graph class M , we require two natural
properties of M .
Definition 8.3 (Bridge–stable). A class M of connected multigraphs is called bridge–stable if the fol-
lowing two condition hold.
(B1) M is stable under bridge insertions: if H3 can be obtained by a bridge insertion in H1 andH2,
then we have H1,H2 ∈M if and only if H3 ∈M .
(B2) LetM (2n,3n) be the subclass ofM consisting of all connectedmultigraphs on vertex set [2n].
Then there exist constants γ> 0, c > 0, and α ∈R such that
|M (2n,3n)| = (1+o(1))cn−αγn(2n)!. (6)
The constant α in (B2) is called the critical exponent.
We note that the class of all kernels of an addable planar–like class is bridge–stable. Next, let M be
some bridge–stable class of multigraphs. We study the asymptotic distribution of the bridge num-
ber βM (vw ) for some fixed vertices v 6= w and M ∈R M (2n,3n). More precisely, we estimate the
probability P
[
βM (wx)≥ 2 f (n)+1
]
for an arbitrary function f .
4That includes the case wx ∉E (H).
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Lemma 8.4. Let M be a bridge–stable class of multigraphs with critical exponent α> 2 and f a func-
tion with f (n) = ω(1), but f (n) = o(n). In addition, let M =M (2n,3n) ∈R M (2n,3n) and let c and γ
be as in (6). Then for any pair of distinct vertices w,x ∈ [2n]we have
P
[
βM (wx)≥ 2 f (n)+1
]
= (1+o(1))
9c
2γ(α−2)
·
1
f (n)α−2n
.
Using the second moment method, we will show that this number is concentrated around its ex-
pectation.
Lemma 8.5. Let M be a bridge–stable class of multigraphs with critical exponent α > 3 and f be a
function with f (n) = ω(1), f (n) = o(n), and f (n) = o(n1/(α−2)). Let M =M (2n,3n) ∈R M (2n,3n). In
addition, let w1,w2,w3,w4 ∈ [2n] be pairwise distinct and let c and γ be as in (6). Then we have
P
[
βM (w1w2) ,βM (w3w4)≥ 2 f (n)+1
]
= (1+o(1))
(
9c
2γ(α−2)
·
1
f (n)α−2n
)2
.
Now we can combine Lemmas 8.4 and 8.5 to determine the number of pairs {w,x} with βM (wx)≥
2 f (n)+1.
Lemma 8.6. Let M be a bridge–stable class of multigraphs with critical exponent α > 3 and f be a
function with f (n) = ω(1), f (n) = o(n), and f (n) = o
(
n1/(α−2)
)
. In addition, let M = M (2n,3n) ∈R
M (2n,3n) and let c and γ be as in (6). Then whp M has
(1+o(1))
9c
2γ(α−2)
·
1
f (n)α−2n
·
(
n
2
)
many unordered pairs of vertices w,x ∈ [2n]with βM (wx)≥ 2 f (n)+1.
Next, we show in two steps that whp M =M (2n,3n) ∈R M (2n,3n) has a block with linearly many
vertices. Firstly, we prove that whp M has a dominant block (see Definition 8.7 and Lemma 8.8).
Secondly, we show that whp this dominant block has linearly many vertices (see Lemma 8.10).
Definition 8.7. Let H be a connected multigraph. A block B of H is called dominant if every bridge
e incident5 to B satisfies v (Ce)> v (Re), whereCe is the component of H −e containing B and Re the
other component of H −e .
Lemma 8.4 says that whpM =M (2n,3n) ∈R M (2n,3n) has no bridge e with βM (e)=ω
(
n1/(α−2)
)
.
Thus, assuming α > 3 we obtain that whp βM (e) = o(n) for every bridge e . Intuitively, in such a
case, we should have a dominant block, since otherwise we would be able to construct an infinite
sequence of pairwise different blocks. The following lemma shows that this is indeed true.
Lemma 8.8. Let H be a connected cubic multigraph on vertex set [2n] such that βH (wx)≤ (2n−2)/3
for every pair of distinct vertices w,x ∈ [2n]. Then H contains a dominant block.
Due to Lemmas 8.4 and 8.8 we know that whpM =M (2n,3n)∈R M (2n,3n) has a dominant block
B (in the case α > 3). Let e1, . . .er be the bridges incident to B . Then we get 2n = v (M ) = v (B )+∑r
i=1βM (ei ). Assuming that the bridge numbers βM (ei ) are ‘small’, we get that v (B ) or r needs to be
‘large’. We note that in the latter case we again obtain that v (B ) is ‘large’, since each vertex in B can lie
in at most one bridge. In Lemma 8.10 we will make this idea more precise. We already saw in Lemma
8.4 that the bridge numbers are typically ‘small’. However, we need the following stronger result in
the proof of Lemma 8.10.
Lemma 8.9. LetM be a bridge–stable class of multigraphs with critical exponentα> 2, µ<α−2, and
M =M (2n,3n)∈R M (2n,3n). Then for any pair of distinct vertices w,x ∈ [2n]we have
E
[(
βM (wx)
)µ]
=Θ(1/n).
Recall that given a graphH and i ∈N, we denote by bi (H ) the number of vertices in the i–th largest
block Bi (H ) of H .
5That is, e and B share a vertex.
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Lemma 8.10. Let M be a bridge–stable class of multigraphs with critical exponent α > 3. For M =
M (2n,3n)∈R M (2n,3n), whp b1 (M )=Θp (n).
Next, we consider the i–th largest block of M = M (2n,3n) ∈R M (2n,3n) for i ≥ 2. We note that
bi (M ) ≤maxβM (e) and thus bi (M ) =Op
(
n1/(α−2)
)
by Lemma 8.4. On the other hand, we know by
Lemma 8.6 that whp there is a bridge e in M with βM (e) = Ωp
(
n1/(α−2)
)
. Due to Lemma 8.10 we
intuitively expect that both components ofM−e have again a block of linear order. By induction this
would imply bi (M )=Ωp
(
n1/(α−2)
)
. In the following lemma we show that this is indeed the case.
Lemma 8.11. Let M be a bridge–stable class of multigraphs with critical exponent α > 3 and M =
M (2n,3n)∈R M (2n,3n). Then for each i ≥ 2, we have bi (M )=Θp
(
n1/(α−2)
)
.
Lemmas 8.10–8.11 together with Lemma 7.1 give us the block structure of a random kernel K (P).
Now we combine this information with Lemma 6.8 to obtain the block structure of a randomplanar–
like graph.
Theorem 8.12. Let P be a planar–like class of graphs which is addable and has a critical exponent
3<α< 4. In addition, let P = P(n,m) ∈R P (n,m) and L1 = L1 (P) denote the largest component of P.
Assumem =n/2+ s for s = s(n)= o (n) and s3n−2→∞. Then the following hold.
(a) b1 (P)=Θp
(
sn−1/3
)
.
(b) bi (P)=Θp
(
s1/(α−2)n
α−4
3(α−2)
)
for each i ∈Nwith i ≥ 2.
(c) The number of blocks in L1 is whpΘ
(
sn−2/3
)
.
Remark 8.13. We believe that Theorem 8.12 is also true when α ≥ 4. In that case we would need an
improved version of Lemma 6.8 where we can weaken the condition that bi (K ) = ω
(
(v (K ))1/2
)
to
bi (K ) = ω((v (K ))ε) for some ε > 0. Using the ideas presented in Section 5 one may deduce such an
improved statement (see also Remark 6.9). Nevertheless, we omit details, since we expect that the
proofs become rather technical but do not provide any new insights.
9. PROOFS OF MAIN RESULTS
Throughout this section let P be a planar–like class of graphs and K the class of all kernels of
graphs in P . Let P (n,m) be the subclass of P consisting of all vertex–labelled graphs on vertex set
[n] withm =m(n) edges and P =P(n,m) ∈R P (n,m). Assumem =n/2+ s for s = s(n)= o(n).
Given a graph H we let L1 (H ) denote the largest component of H and R(H ) := H \L1 (H ), i.e. the
graph obtained from H by deleting the largest component L1 (H ).
9.1. Proof of Theorem 4.5. We first consider the cases when s3n−2 → −∞ or s = O
(
n2/3
)
. Due to
Lemma 4.3 each graph without complex components lies in P . Hence, we obtain by Theorem 4.9(a)
that liminfn→∞P [G(n,m) ∈P (n,m)] > 0. Thus, for each property Q that whpG(n,m) satisfies, whp
P(n,m) satisfies Q, and the statements (a) and (b) follow from Theorem 1.2.
To prove (c) we assume s3n−2→∞. By Theorem 4.8(a), i.e. whp v (C (L1 (P)))=Θ
(
sn−1/3
)
, and the
simple observation that c (L1 (P))≤ v (C (L1 (P))) we obtain that whp
c (L1 (P))=O
(
sn−1/3
)
.
In order to prove two other results on the girth and circumference of the largest component L1 (P),
i.e. g (L1 (P)) = Θp
(
ns−1
)
and c (L1 (P)) =Ωp
(
n1/3 log
(
sn−2/3
))
, we will use typical properties of the
core and kernel of P . More precisely, let A (n) be the subclass of P (n,m) consisting of those graphs
H with largest component L1 (H ) satisfying the following properties
v (C (L1 (H )))=Θ
(
sn−1/3
)
,
e (K (L1 (H )))=Θ
(
sn−2/3
)
,
and λ (K (L1 (H )))=Θ
(
sn−2/3
)
.
From Theorem 4.8(a), (b), and (e) we obtain that whp v (C (L1 (P))) = Θ
(
sn−1/3
)
and e (K (L1 (P))) =
3/2 · v (K (L1 (P))) = Θ
(
sn−2/3
)
. Furthermore, Corollary 7.7 says that whp λ (K (L1 (P))) = Θ
(
sn−2/3
)
.
Therefore, we have whp P ∈A (n).
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Next, we will apply Lemma 3.2 to the class A :=
⋃
n∈NA (n). So, we define the function Φ : A →
K ×Nwhich maps a graph H ∈A to the pair of kernel K (L1 (H )) and subdivision number S (L1 (H )),
i.e.
Φ(H ) := (K (L1 (H )) ,S (L1 (H ))) .
Let s = (Kn ,kn)n∈N be a sequence that is feasible for (A ,Φ) (cf. Definition 3.1) and let A = A(n) ∈R
A (n). Due to definition of Φ all possible realisations of L1 (A | s) have the same kernel Kn and the
same subdivision number kn . Hence, by Lemma 6.2 we have that C (L1 (A | s)) is distributed like
C (Kn ,kn), a graph chosen uniformly at random from the class of all cores with kernel Kn and sub-
division number kn . From definition of A (n) we have kn = Θ
(
sn−1/3
)
, e (Kn) = Θ
(
sn−2/3
)
, and
λ (Kn)=Θ
(
sn−2/3
)
. In particular, this yields kn =ω
(
e (Kn)2
)
and λ (Kn) =Θ(e (Kn)). Hence, by com-
bining Lemma 6.7 and Corollary 6.5 we obtain
g (L1 (A | s))= g (C (Kn ,kn))=Θp
(
kn
e (Kn)2
)
=Θp
(
sn−1/3(
sn−2/3
)2
)
=Θp (n/s)
and c (L1 (A | s))= c (C (Kn ,kn))=Ωp
(
kn
e (Kn)
logλ (Kn)
)
=Ωp
(
n1/3 log
(
sn−2/3
))
.
As the sequence swas arbitrary, Lemma 3.2 implies that the results above hold also for the (uncondi-
tional) random graph A. Since whp P ∈A (n), the same is true for P , i.e.
g (L1 (P))=Θp
(
ns−1
)
and c (L1 (P))=Ωp
(
n1/3 log
(
sn−2/3
))
,
as desired.
Next we study the graph R (P) := P \ L1 (P) and prove that its circumference satisfies c (R (P)) =
Θp
(
n1/3
)
. To this end, we will show that R (P) behaves similarly like the uniform random graph
G(n− v (L1) ,m− e (L1)) and then apply Theorem 1.2(b) and Lemma 3.2. More precisely, given some
constantM > 0 we denote by A˜ (n) the subclass of P (n,m) consisting of those graphs H such that
v (L1 (H )) , e (L1 (H )) ∈
[
2s−Mn2/3,2s+Mn2/3
]
. (7)
We set A˜ :=
⋃
n∈N A˜ (n). By Theorem 4.8(f) and (g), for given δ> 0 we can choose the constant M =
M (δ) such that
P
[
P ∈ A˜ (n)
]
≥ 1−δ (8)
for all n large enough. Next, we consider A˜ = A˜(n) ∈R A˜ (n). Let Φ˜ be the function that assigns each
graph H ∈ A˜ its largest component, i.e.
Φ˜(H ) := L1 (H ) .
Moreover, let H = (Hn)n∈N be a sequence that is feasible for
(
A˜ ,Φ˜
)
. We denote by nU = nU (n) :=
n−v (Hn) andmU =mU (n) :=m−e (Hn) the number of vertices and edges in R
(
A˜ |H
)
, respectively.
Next we will study relations between the distributions of R˜n := R
(
A˜ |H
)
and the uniform random
graph Rn :=G(nU ,mU ) ∈R G (nU ,mU ). To this end, let R(n) be the subclass of G (nU ,mU ) consisting
of all possible realisations of R˜n , i.e. the set of graphs R such that
R ∪Hn ∈ A˜ and L1 (R ∪Hn)=Hn . (9)
We claim that each graph R ∈ G (nU ,mU ) having no complex components and satisfying L1 (R) <
v (Hn) is in R(n). Indeed such a graph R satisfies L1 (R ∪Hn)= Hn . Moreover, we have K (R ∪Hn)=
K (Hn). Thus, by the stability property (K1) of planar–like classes (cf. Definition 4.1)we getR∪Hn ∈P
and therefore R ∪Hn ∈ A˜ . This implies R ∈R(n) due to (9). Next, we will show that |R| is ‘large’ in
the sense that |R(n)|/ |G (nU ,mU )| is bounded away from 0. To this end, we use (7) to obtain
mU =m−e (Hn)≤m−2s+Mn
2/3
=
n
2
− s+Mn2/3≤
n
2
−
v (Hn)
2
+
3Mn2/3
2
=
nU
2
+
3Mn2/3
2
. (10)
Using (7) and the fact that s = o(n) we get nU = (1+o(1))n. Combining that together with (10) yields
that for n large enough
mU ≤
nU
2
+2Mn2/3U . (11)
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Thus, Theorem 4.9(a) implies that the uniform random graph Rn :=G(nU ,mU ) ∈R G (nU ,mU ) satis-
fies
liminf
n→∞
P
[
Rn has no complex component
]
> 0. (12)
BecauseOp
(
n2/3
U
)
=Op
(
n2/3
)
= o(s) and v (Hn)=Θ(s), we obtain by Theorem 4.9(b) that whp
v (L1 (Rn))< v (Hn) . (13)
Combining (12) and (13) with the claim shown above yields
liminf
n→∞
P [Rn ∈R(n)]> 0. (14)
Similarly as in (10) we use (7) to get
mU =m−e (Hn)≥m−2s−Mn
2/3
=
n
2
− s−Mn2/3≥
n
2
−
v (Hn)
2
−
3Mn2/3
2
=
nU
2
−
3Mn2/3
2
,
which yields mU ≥ nU/2− 2Mn
2/3
U for large n. Combining that with (11) we obtain mU = nU/2+
O
(
n2/3U
)
. Hence, we get by Theorem 1.2(b) that c (Rn)=Θp
(
n1/3U
)
=Θp
(
n1/3
)
. By (14) each property
that holds whp in Rn is also true whp in R˜n ∈R R(n). Thus, we have c
(
R˜n
)
=Θp
(
n1/3
)
. From defini-
tion of R˜n we get c
(
R
(
A˜ |H
))
=Θp
(
n1/3
)
. Hence, by Lemma 3.2 we have c
(
R
(
A˜
))
=Θp
(
n1/3
)
. Finally,
using (8) and observing that the choice of δ> 0 was arbitrary we have
c (R (P))=Θp
(
n1/3
)
,
which completes the proof. 
9.2. Proof of Theorem1.4. The statement follows by combining Lemma 4.4(c) and Theorem 4.5. 
9.3. Proof of Corollary 4.6. The result follows directly from Lemma 4.4 and Theorem 4.5. 
9.4. Proof of Corollary 4.7. The results in the regimes s3n−2 →−∞ and s = O
(
n2/3
)
follow analo-
gously as for planar–like classes (see Section 9.1). In [21, Theorem 4] it is proven that in the case
s3n−2→∞ whp a random outerplanar graph is a cactus graph. Thus, the statements in that regime
follow directly from Corollary 4.6. 
9.5. Proof of Theorem 8.12. We start by considering the blocks of the kernel K (P). By Lemma 7.1,
we have that K (P) behaves like a random cubic multigraph. Furthermore, by Theorem 4.8(b) and
(d), we know that whp v (K (P))=Θ
(
sn−2/3,
)
. Combining that with Lemma 8.10 implies
b1 (K (P))=Θp
(
sn−2/3
)
. (15)
Similarly by Lemma 8.11 we have that for each i ≥ 2
bi (K (P))=Θp
(
v (K (P))1/(α−2)
)
=Θp
(
s1/(α−2)n−2/(3(α−2))
)
. (16)
Next, we determine the orders of the blocks in the core C (P). To this end, we will use Lemmas 3.2
and 6.8 and we fix i ≥ 2. Let A (n) be the subclass of P (n,m) consisting of those graphs H satisfying
the following properties
v (C (H ))=Θ
(
sn−1/3
)
,
e (K (H ))=Θ
(
sn−2/3
)
,
b1 (K (H ))=Θp
(
sn−2/3
)
and bi (K (H ))=Θp
(
s1/(α−2)n−2/(3(α−2))
)
.
Combining Theorem 4.8(a), (b), and (e) with (15) and (16) yields that whp P ∈ A (n). Let A :=⋃
n∈NA (n) and define the function Φ : A → K ×N which assigns each graph H ∈ A to the pair
of its kernel K (H ) and subdivision number S (H ), i.e.
Φ (H ) := (K (H ) ,S (H )) .
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Let s = (Kn ,kn)n∈N be a sequence feasible for (A ,Φ) and Cn := C (Kn ,kn) as in Definition 6.1, i.e. a
graph chosen uniformly at random from all cores with kernel Kn and subdivision number kn . By the
definition of A (n) we have kn =ω
(
e (Kn)2
)
. Thus, combining Corollary 6.5 and Lemma 6.8 yields
b1 (Cn)=Θ
(
knb1 (Kn)
v (Kn)
)
=Θp
(
sn−1/3
)
and bi (Cn)=Θ
(
knbi (Kn)
v (Kn)
)
=Θp
(
s1/(α−2)n
α−4
3(α−2)
)
.
Due to Lemma 6.2 we have thatC (A | s) is distributed like Cn . Hence, by Lemma 3.2 we obtain that
b1 (C (P))=Θp
(
sn−1/3
)
and bi (C (P))=Θp
(
s1/(α−2)n
α−4
3(α−2)
)
. (17)
We note that each block outside the core C (P) is a cycle. Due to Theorem 4.5, the length of such a
cycle is of order O
(
n1/3
)
= o
(
s1/(α−2)n
α−4
3(α−2)
)
. This together with (17) implies the statements (a) and
(b).
For the statement (c), wefirst observe that thenumber of blocks inC (L1 (P)) is atmost v (K (L1 (P))).
Thus, by Theorem 4.8(a) we have that whp C (L1 (P)), and therefore also L1 (P), hasO
(
sn−2/3
)
many
blocks. On the other hand,whp K (L1 (P)) has Θ
(
sn−2/3
)
many loops due to Theorem 4.8(b) and (e)
and Corollary 7.7. All these loops ‘translate’ to different blocks in the coreC (L1 (P)). Thus,whp L1 (P)
hasΩ
(
sn−2/3
)
many blocks. Summing up, whp L1 (P) containsΘ
(
sn−2/3
)
many block. 
9.6. Proof of Theorem 1.5. The statement follows by combining Lemma 4.4(c) and Theorem 8.12.

10. PROOFS OF AUXILIARY RESULTS
10.1. Proof of Lemma 3.2. For each n ∈ N let s∗n ∈ S be such that P [A(n) ∈Q |Φ (A(n))= s] is min-
imised for s = s∗n (among all s for which there exists a graph H ∈A (n) with Φ(H )= s). Note that the
sequence s∗ =
(
s∗n
)
n∈N is feasible for (A ,Φ) and therefore we obtain
P [A(n) ∈Q] =
∑
s∈S
P [Φ(A(n))= s] ·P [A(n) ∈Q |Φ (A(n))= s]
≥
∑
s∈S
P [Φ(A(n))= s] ·P
[
A(n) ∈Q
∣∣Φ (A(n))= s∗n]
= P
[(
A | s∗
)
(n) ∈Q
]
= 1−o(1),
where the sums are taken over all s ∈ S for which there exists some H ∈A (n) withΦ(H )= s. 
10.2. Proof of Lemma 4.2. The assertion follows along the lines of the proof of Lemma 2 in [20]. 
10.3. Proof of Lemma 4.3. We use the properties of P fromDefinition 4.1. By (K2) there exists some
H1 ∈P . Due to (K1) this yields H ∪H1 ∈P , as K (H ∪H1)=K (H ). Finally, (P1) implies H ∈P . 
10.4. Proof of Lemma6.2. The statement follows immediately by thewaywe construct a graph start-
ing with a fixed core (see [22, Section 3] for details). 
10.5. Proof of Lemma 6.4. Let e1, . . . ,eN be the edges of K and we denote by Xi the number of ver-
tices that are placed on edge ei when we subdivide K to obtain C˜ . To prove (a) we observe that
P
[
C˜ is simple
]
≥P
[
C˜ is 2–simple
]
=P
[
N∧
i=1
(Xi ≥ 2)
]
≥ 1−
N∑
i=1
P [Xi ≤ 1]≥ 1−
2N 2
k
,
where the last inequality follows from Proposition 5.2.
In order to prove (b), it suffices to prove that P
[
C˜ =H
]
is independent of the choice of H ∈CK (k).
First, we count the number of ways our randomprocess ends upwith C˜ =H . We observe that there is
a unique sequence (G0, . . . ,Gk) that leads toGk =H . Thus, in each step i there is a unique unordered
pair of vertices {ui ,vi } such that subdividing an edge between ui and vi in Gi−1 leads to Gi . We
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denote by qi the number of edges in Gi−1 between ui and vi . Then, there are
∏k
i=1 qi many ways
of creating H . We note that the only way a multiple edge can be created during the process is by
subdividing a loop and that all loops and multiple edges are destroyed in the end. Thus, we obtain∏k
i=1 qi =
1
w(K ) , where w (K ) is defined as in (2). This shows (b), since w (K ) is independent of the
choice of H . 
10.6. Proof of Corollary 6.5. We observe that by Lemma 6.4 we have that whp C˜ is simple. For each
graph propertyQ we obtain by Lemma 6.4(b)
P
[
C˜ ∈Q
]
=P
[
C˜ is simple
]
P
[
C˜ ∈Q
∣∣ C˜ is simple ]+P[C˜ is not simple]P[C˜ ∈Q ∣∣ C˜ is not simple ]
= (1+o(1))P [C ∈Q]+o(1).
This implies that whpC ∈Q if and only if whp C˜ ∈Q. 
10.7. Proof of Corollary 6.6. Wewill use Lemma 3.2. LetQ be the graph property of being 2–simple.
In addition, let A (n) be the subclass of P (n,m) consisting of all graphs H with v (C (H ))=Θ
(
sn−1/3
)
and e (K (H ))=Θ
(
sn−2/3
)
. Due to Theorem 4.8(a) and (c) we have that whp v (C (P))=Θ
(
sn−1/3
)
. In
addition, by Theorem 4.8(b), (d), and (e) we have that whp
e (K (P))= 3/2 ·v (K (P))=Θ
(
sn−2/3
)
+Op (1)=Θ
(
sn−2/3
)
.
Hence, we obtain that whp P ∈A (n). Let A :=
⋃
n∈NA (n) and define the functionΦ for a graph H ∈
A by Φ(H ) := (K (H ) ,S (H )). Let s = (Kn ,kn)n∈N be a sequence feasible for (A ,Φ) and let C (Kn ,kn)
and C˜ (Kn ,kn) be as in Definition 6.1. By definition ofA (n) we have kn =ω
(
e (Kn)2
)
. Thus, by Lemma
6.4(a) we have that whp C˜ (Kn ,kn) is 2–simple. By Corollary 6.5 this is also true for C (Kn ,kn). Let
A = A(n) ∈R A (n). We note that C (A | s) is distributed like C (Kn ,kn) due to Lemma 6.2. Thus, by
Lemma 3.2, we have that whp C (A) is 2–simple. Since whp P ∈A (n), it is also true that whp C (P) is
2–simple. Finally, the statement follows, because P is 2–simple if and only ifC (P) is. 
10.8. Proof of Lemma6.7. As usual let e1, . . . ,eN be the edges of K and Xi the number of vertices that
are placed on edge ei if we subdivide K to obtain C˜ . Without loss of generality we may assume that
e1, . . . ,eλ are the loops of K . Then the upper bounds on g
(
C˜
)
follow by Theorem 5.1(a) and inequality
(3). For the lower bound on g
(
C˜
)
we use Theorem 5.1(a) and (4). The ‘in particular’ statements follow
immediately by combining the lower and upper bounds on g
(
C˜
)
. Finally, we note that (b) follows by
Theorem 5.1(b) and (5). 
10.9. Proof of Lemma 6.8. We note that the blocks of C˜ are the blocks of K with additional vertices
placed on the edges of K . For j ∈N let X j be the total number of vertices that are placed on edges of
the j–th largest block of K . By Chebyshev’s inequality and Theorem 5.3 we get
P
[
X j ≤
kb j (K )
2v (K )
]
≤
4V
[
X j
]
E
[
X j
]2 =O(1)b j (K )k2v (K )2 · v(K )
2
k2b j (K )2
= b j (K )
−1 .
Hence, whp for all j ≤ i we have X j ≥
kb j (K )
2v(K ) ≥
kbi (K )
2v(K ) , which shows bi
(
C˜
)
=Ω
(
kbi (K )
v(K )
)
whp. Next, by
applying Chebyshev’s inequality and then Theorem 5.3, we have that uniformly over all j ≥ i
P
[
X j ≥
2kbi (K )
v (K )
]
≤
v (K )2V
[
X j
]
k2bi (K )2
=O(1)
v (K )2
k2bi (K )2
·
k2b j (K )
v (K )2
=O(1)
b j (K )
bi (K )2
.
Thus, by a standard union bound we obtain
P
[
∃ j ≥ i : X j ≥
2kbi (K )
v (K )
]
=O(1)bi (K )
−2
∑
j≥i
b j (K )=O(1)bi (K )
−2 v (K )= o(1).
That yields bi
(
C˜
)
=O
(
kbi (K )
v(K )
)
whp, which completes the proof. 
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10.10. Proof of Lemma 7.1. We will use Lemma 3.2. To this end, let c1,c2 > 0 and A (n) be the
subclass of P (n,m) consisting of all 2–simple graphs H with a cubic kernel K (H ) and satisfying
c1sn
−2/3 ≤ v (K (H ))/2 ≤ c2sn−2/3. Due to Corollary 6.6 we know that whp P is 2–simple. Moreover,
by Theorem 4.8(b), (d), and (e) we have that whp K (P) is cubic and v (K (P)) =Θ
(
sn−2/3
)
. Thus, we
can choose c1,c2 such that whp P ∈A (n). Let A :=
⋃
n∈NA (n) and define the functionΦ for a graph
H ∈A by
Φ(H ) := v (K (H ))/2.
Let s = (ℓn)n∈N be a sequence feasible for (A ,Φ) and A = A(n) ∈R A (n). We note that for a fixed
kernel K ∈K (2ℓ,3ℓ) and a fixed k ∈ N∪ {0} there are w (K )
(k−3ℓ−1
3ℓ−1
)
k ! many ways to construct a 2–
simple core with kernel K and subdivision number k . Thus, K (A | s) is distributed like K (2ℓn ,3ℓn)
by Lemma 6.2. Hence, we obtain
P
[
g1
(
c1sn
−2/3)
≤ F (K (A | s))≤ g2
(
c2sn
−2/3)]
≥P
[
g1(ℓn)≤ F (K (2ℓn ,3ℓn ))≤ g2(ℓn)
]
= 1−o(1),
as ℓn ≥ c1sn−2/3→∞. Thus, the statement follows by Lemma 3.2. 
10.11. Proof of Lemma 7.6. We recall that λ (K ) is the number of loops in K =K (2n,3n) and observe
thatλ (K )=
∑
w∈[2n] Zw , where Zw is the indicator random variable for the event that there is a loop at
vertexw . In order to apply the second momentmethod, we estimate the probabilities P [Zw = 1] and
P [Zu = Zw = 1] for u 6=w . To this end, we will use loop insertions (cf. Definition 7.2). We fix a vertex
w ∈ [2n] and consider all graphs in K (2n,3n) with a loop at w . We note that in all these graphs w
has precisely one neighbour x 6= w . We distinguish two cases depending on whether there is a loop
at x or not. Due to Remark 7.3 we can enumerate all these graphs with no loop at x as follows:
• choose a vertex x ∈ [2n] \ {w };
• choose H ∈K (2(n−1),3(n−1)) and relabel the vertices with the labels [2n] \ {w,x};
• choose an edge e ∈ E (H ) and
perform a loop insertion (cf. Definition 7.2) at edge e with vertex pair (w,x).
For simplicity we set an := |K (2n,3n)|. We note that in the above construction there are (2n − 1)
many choices for x, an−1 many choices for H , and 3(n − 1)/2 many ways for performing the loop
insertion6 due to Remark 7.5. Hence, the total weight of all graphs which can be obtained by the
above construction is
(2n−1) ·an−1 ·3(n−1)/2. (18)
On the other hand, if there is a loop at x, the vertices w and x form a component with weight 1/4.
Thus, all such graphs can be enumerated as follows:
• choose a vertex x ∈ [2n] \ {w };
• choose H ∈K (2(n−1),3(n−1)) and relabel the vertices with the labels [2n] \ {w,x};
• add the componentC with V (C )= {w,x} and E (C )= {ww,xx,wx} to H .
The total weight of all graphs constructed in that way is
(2n−1)an−1/4. (19)
We observe that each graph can be obtained at most once by one of the two above constructions.
Thus, by combining (18) and (19) we obtain
P [Zv = 1]=
(2n−1)an−13(n−1)/2+ (2n−1)an−1/4
an
= (1+o(1))3n2
an−1
an
. (20)
By using (K2) in Definition 4.1 we obtain
an−1
an
=
(1+o(1))
4n2γ
. (21)
6More precisely, wemean that the total weight of all graphs obtained by a loop insertion is 3(n−1)/2.
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Plugging in (21) in (20) yields
P [Zv = 1]= (1+o(1))
3
4γ
. (22)
Similarly, we estimate the number of graphs with loops at u and w . We observe that all such graphs
in which u and w are not adjacent can be construct as follows:
• choose a vertex x ∈ [2n] \ {u,w };
• choose H ∈K (2(n−1),3(n−1)) and relabel the vertices with the labels [2n] \ {w,x} such that
we obtain a multigraph with a loop at u;
• choose an edge e 6= uu in H and
perform a loop insertion (cf. Definition 7.2) at edge e with vertex pair (w,x) .
In the above construction we have (2n−2) possible choices for x. By (22) there are
(1+o(1))
3
4γ
an−1
many possibilities for H . Moreover, by Remark 7.5 we have (3n − 4)/2 choices for choosing e and
performing the loop insertion. On the other hand, if u and w are adjacent and there are loops at u
and w , then u and w form an own component with weight 1/4. Thus, from these two cases we get
P [Zu = Zw = 1]=
(
(2n−2)(1+o(1))
3
4γ
an−1
3n−4
2
+
1
4
an−1
)
/an = (1+o(1))
9n2
4γ
an−1
an
.
Finally, from this together with (21) we obtain
P [Zu = Zw = 1]= (1+o(1))
(
3
4γ
)2
= (1+o(1))P [Zu = 1]P [Zw = 1] .
Hence, the statement follows by the second moment method. 
10.12. Proof of Corollary 7.7. The first statement follows directly from Lemmas 7.1 and 7.6. For the
second statement we note that λ (K (R)) ≤ e (K (R)) =Op(1) by Theorem 4.8(d). Thus, by combining
that with the first statement we obtain
λ (K (L1))=λ (K (P))−λ (K (R))=Θp
(
sn−2/3
)
−Op(1)=Θp
(
sn−2/3
)
.

In order to prove Lemmas 8.4 and 8.5, we need the following two results, whose proofs are elemen-
tary and can be found in Appendix B.
Claim 1. Let α> 2 and f be a function such that f (n)=ω(1) and f (n)= o (n). We set I (n) := {( j ,k) ∈
N
2 | j +k = n−1, j ,k ≥ f (n)} and mi := |M (2i ,3i )| for i ∈N. Then we have
1
mn
∑
( j ,k)∈I (n)
(
2n−2
2 j
)
m jmk j k = (1+o(1))
c
2γ(α−2)
·
1
f (n)α−2n
.
Claim 2. Let α > 3 and f be a function with f (n) = ω(1), f (n)= o(n), and f (n)= o(n1/(α−2)). We set
I (n) :=
{(
j ,k , l
)
∈N3 | j +k + l = n−2, j ,k ≥ f (n)
}
and mi := |M (2i ,3i )| for i ∈N. Then we have
324
mn
∑
( j ,k ,l)∈I (n)
(
2n−4
2 j ,2k ,2l
)
m jmkml j kl
2
= (1+o(1))
(
9c
2γ (α−2)
·
1
f (n)α−2n
)2
.
10.13. Proof of Lemma 8.4. LetM (2n,3n) be a bridge–stable class of multigraphs on vertex set [2n]
with critical exponent α > 2. Let M̂ (2n,3n) be the set of all graphs H ∈M (2n,3n) with βH (wx) ≥
2 f (n)+1 which are constructed in the following way:
• choose j ,k ∈N such that j +k = n−1 and j ,k ≥ f (n);
• choose 2 j labels from [2n] \ {w,x} and denote them by L;
• choose H1 ∈M (2 j ,3 j ) and relabel the vertices with L;
• choose H2 ∈M (2k ,3k) and relabel the vertices with [2n] \ (L∪ {w,x});
• choose edges e1 ∈ E (H1) ,e2 ∈ E (H2) and
perform a bridge insertion (cf. Definition 8.2) at edges e1 and e2 with vertices w and x.
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By Remark 7.4, this construction gives multigraphs with a total weight of
∑
( j ,k)∈I (n)
(
2n−2
2 j
)
m jmk · (3 j ) · (3k), (23)
where I (n) := {( j ,k) ∈ N2 | j + k = n − 1, j ,k ≥ f (n)} and mi := |M (2i ,3i )| for i ∈ N. Thus letting
M =M (2n,3n)∈R M (2n,3n) we have
P
[
βM (wx)≥ 2 f (n)+1
]
=
|M̂ (2n,3n)|
|M (2n,3n)|
=
9
mn
∑
( j ,k)∈I (n)
(
2n−2
2 j
)
m jmk j k
= (1+o(1))
9c
2γ(α−2)
·
1
f (n)α−2n
,
where the last equality follows from Claim 1. 
10.14. Proof of Lemma 8.5. We denote by Ei the event that β (w2i−1w2i )≥ 2 f (n)+1, where i ∈ {1,2}.
In addition, let E3 be the event that there is an edge in M =M (2n,3n) ∈R M (2n,3n) with one end-
point in {w1,w2} and the other in {w3,w4}. We start by estimating the probability P [E1∧E2∧E3]. We
observe that if E3 is true, then at least one of the four events w1w3 ∈ E (M ) ,w1w4 ∈ E (M ) ,w2w3 ∈
E (M ), w2w4 ∈ E (M ) is true. Thus, by symmetry reasons we obtain
P [E1∧E2∧E3]≤ 4P [E1∧E2∧ (w2w3 ∈ E (M ))] . (24)
Next, we note that the event E2 implies w3w4 ∈ E (M ). Using that in (24) yields
P [E1∧E2∧E3]≤ 4P [E1∧ (w2w3,w3w4 ∈ E (M ))]
= 4P [E1] ·P [w2w3,w3w4 ∈ E (M ) | E1] .
Using Lemma 8.4 for an estimate of P [E1] and the fact that P [w2w3,w3w4 ∈ E (M ) | E1]=Θ
(
n−2
)
we
get
P [E1∧E2∧E3]=O(1)
1
f (n)α−2n
1
n2
= o(1)
1
f (n)2α−4n2
.
Next, we estimate the probability P [E1∧E2∧¬E3], where ¬E3 is the event that E3 is not true. We
observe that we can enumerate all graphs H ∈M (2n,3n) satisfying βH (w1w2) ,βH (w3w4)≥ 2 f (n)+
1, and w1w3,w1w4,w2w3,w2w4 ∉ E (H ) by the following construction:
• choose j ,k , l ∈Nwith j +k + l =n−2 and j ,k ≥ f (n);
• choose a partition J ∪˙ K ∪˙ L = [2n] \ {w1, . . . ,w4} with |J | = 2 j , |K | = 2k , |L| = 2l ;
• choose M1 ∈ M (2 j ,3 j ), M2 ∈ M (2k ,3k), M3 ∈ M (2l ,3l ) and relabel these graphs with the
labels J ,K and L, respectively;
• choose i ∈ {1,2} and i ′ ∈ {3,4};
• choose edges e1 ∈ E (M1), e2 ∈ E (M2) and e3 6= e4 ∈ E (M3) and
performbridge insertions (cf. Definition 8.2) with verticeswi ,w3−i andwi ′,w7−i ′ at the edges
e1,e3 and e2,e4, respectively.
Hence, letting I (n) :=
{(
j ,k , l
)
∈N3 | j +k + l = n−2, j ,k ≥ f (n)
}
,mi := |M (2i ,3i )| for i ∈N, we obtain
P [E1∧E2∧¬E3]=
1
mn
∑
( j ,k ,l)∈I (n)
(
2n−4
2 j ,2k ,2l
)
m jmkml ·4 ·3 j ·3k · (3l )
2
= (1+o(1))
(
9c
2γ (α−2)
·
1
f (n)α−2n
)2
,
where the last equality follows from Claim 2. 
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10.15. Proof of Lemma 8.6. We will use the second moment method. To that end, let Zp the indi-
cator random variable that an unordered pair p = (w,x) of vertices satisfies β (wx) ≥ 2 f (n)+1 and
Z =
∑
p Zp . Now letw,x, y ∈ [2n] be distinct vertices and let p = (w,x) and q = (w, y) be ordered pairs.
Then we have
E
[
ZpZq
]
=P
[
Zp = 1
]
P
[
Zq = 1
∣∣ Zp = 1]≤P[Zp = 1]P[wy ∈ E (M ) ∣∣ Zp = 1]
=O(1)P
[
Zp = 1
]
/n.
Hence, by using Lemmas 8.4 and 8.5 we obtain
V [Z ]≤
∑
p
E
[
Zp
]
+
∑
|p∩q|=1
E
[
ZpZq
]
+
∑
p∩q=;
Cov
[
Zp ,Zq
]
≤ E [Z ]+O(1)E [Z ]+o(1)E [Z ]2 ,
which implies the statement due to the second moment method. 
10.16. Proof of Lemma8.8. Weconsider only the case thatH is not 2–connected, since otherwise the
statement is trivial. We assume to the contrary that there is no dominant block. Then we construct a
sequence of blocks and bridges B1,B2, . . . with v (Bi ∩Bi+1)= 1 for all i ∈N as follows. For B1 we pick
an arbitrary block, which is possible asH is not a tree. GivenB1, . . . ,Bi we chooseBi+1 in the following
way. If Bi is a block, then we pick for Bi+1 a bridge incident to Bi such that the component of H \Bi+1
containing Bi has at most (2n − 2)/3 many vertices. That is possible, since Bi is not dominant by
assumption. Next, we consider the case that Bi is a bridge. Let w be the vertex in Bi which is not
contained in Bi−1. If w lies in a block, then we choose that block for Bi+1. Otherwise, w is a vertex
of two bridges wx1,wx2 6= Bi and deleting w in H leads to a graph with three components. Let
C j be the component containing x j for j ∈ {1,2}. Then we choose Bi+1 = wx j such that v
(
C j
)
≥
v
(
C3− j
)
. We claim that the sequence B1,B2, . . . satisfies the following property. Whenever Bi is a
bridge, the component of H \Bi containing Bi−1 has at most (2n−2)/3 many vertices. We prove the
claim by induction on i . If Bi−1 is a block the statement follows immediately by construction. Next,
we consider the case that Bi−1 is a bridge. Let Bi =wx, where w is the vertex also contained in Bi−1.
Deleting w in H leads to a multigraph with three components C0,C1 and C2, where we assume that
C0 contains Bi−1 and C1 contains Bi . By induction hypothesis we have v (C0) ≤ (2n − 2)/3 and by
construction v (C1) ≥ v (C2). This implies that v (C1) > (2n −2)/3, which shows the claim. Next, we
show that all B1,B2, . . . are pairwise distinct. To that end, we assume that there are i < j with Bi =B j .
We choose j as small as possible. By construction we obtain that B j is a bridge and that Bi−1 and
B j−1 lie in different components of H \B j , which contradicts the claim above. Thus, all B1,B2, . . . are
pairwise distinct, which contradicts the fact that H is finite. Hence, there is a dominant block. 
10.17. Proof of Lemma 8.9. We note that P
[
β (wx)= 1
]
≤ P [wx ∈ E (M )] = Θ(1/n). In addition, by
(6) and (23) we have that uniformly over all 1≤ j ≤ (n−1)/2
P
[
β (wx)= 2 j +1
]
=Θ(1) j−α+1/n.
Thus, we obtain
E
[
βM (wx)
µ
]
=P
[
β (wx)= 1
]
+
⌊(n−1)/2⌋∑
j=1
(2 j +1)µ P
[
β (wx)= 2 j +1
]
=O (1/n)+Θ(1/n)
⌊(n−1)/2⌋∑
j=1
j−α+µ+1 =Θ(1/n),
since −α+µ+1<−1. This completes the proof. 
10.18. Proof of Lemma8.10. Let ε(n)= o(1) be a function and 1≤µ≤α−2 be a constant. By Lemma
8.9 we have that whp M satisfies
∑
w 6=x βM (wx)
µ ≤ nε(n)1−µ. Moreover, due to Lemma 8.4 whp all
pairs of vertices w 6= x ∈ [2n] satisfy βM (wx)≤ (2n−2)/3. Hence,M contains whp a dominant block
by Lemma 8.8. Now it suffices to show that each H ∈M (2n,3n) with a dominant block and satisfying∑
w 6=x βH (wx)
µ ≤ nε(n)1−µ has a block with at least ε(n)n many vertices. To that end, let B be a
dominant block in H and e1, . . . ,er the bridges incident to B . We denote by Ci the component of
24
H − ei not containing B , where i ∈ [r ]. We note that v (B )+
∑r
i=1 v (Ci ) = 2n and v (Ci ) = βH (ei ).
Hence, we get
∑r
i=1 v (Ci )
µ ≤ nε(n)1−µ. Now we assume that v (B ) < ε(n)n. Then by using Jensen’s
inequality for the convex function x 7→ xµ and the simple fact r ≤ v (B ), we obtain that for n large
enough
nε(n)1−µ ≥
r∑
i=1
v (Ci )
µ
≥
(
r∑
i=1
v (Ci )
)µ
/r µ−1
≥ (2n−ε(n)n)µ /(ε(n)n)µ−1 > nε(n)1−µ,
a contradiction. Hence, we obtain v (B )≥ ε(n)n, which completes the proof. 
Remark 10.1. In the proof of Lemma 8.10 we actually proved the following stronger statement. If
there are whpΘ(n) many vertices outside the largest block ofM , then whpM contains a block which
is incident to Θ(n) many bridges. We note that in most of our applications this assumption is satis-
fied, for example if there are a linear number of loops (see Lemma 7.6).
10.19. Proof of Lemma 8.11. We note that for every pair of two different blocks B 6= B ′ there is a
bridge e such that B and B ′ lie in different components ofM−e . Hence, we obtain by Lemma 8.4 that
bi (M )≤maxw 6=x βM (wx)=Op
(
n1/(α−2)
)
. Next, we show bi (M )=Ωp
(
n1/(α−2)
)
by induction on i . To
that end, let L > 0 be a constant and L′ = L′(n)= An1/(α−2). In addition, let M ′(n) be the class of pairs
(H ,e), where H ∈M (2n,3n) and βH (e)≥ L′(n). Moreover, let
(
M ′,e ′
)
be a pair chosen uniformly at
random from M ′(n). Next, we show that the distributions ofM andM ′ are ‘similar’. More precisely,
let Q be some graph property. We claim that(
∀L > 0 :M ′ ∈Q whp
)
=⇒
(
M ∈Q whp
)
. (25)
To prove it, we define β
(
H , j
)
:=
∣∣{e ∈ E (H ) |βH (e)≥ 2 j +1}∣∣ for a multigraph H and j ∈N. With this
notation we obtain by Lemma 8.4∣∣M ′(n)∣∣= |M (2n,3n)| ·E[β(M ,L′)]=Θ(1) |M (2n,3n)| . (26)
Next, we observe that for each H ∈M (2n,3n) we have
P
[
M ′ =H
]
=P [M =H ]β
(
H ,L′
) |M (2n,3n)|
|M ′(n)|
. (27)
Combining (26) and (27) yields
P [M ∉Q]≤P
[
β
(
M ,L′
)
= 0
]
+P
[
M ∉Q∧β
(
M ,L′
)
≥ 1
]
=P
[
β
(
M ,L′
)
= 0
]
+O(1)P
[
M ′ ∉Q
]
=P
[
β
(
M ,L′
)
= 0
]
+o(1),
where we assumed that whp M ′ ∈Q. Finally, we observe that for each δ > 0, we can choose L > 0
such that P
[
β
(
M ,L′
)
= 0
]
≤ δ by Lemma 8.4. This shows (25).
Next, we show bi
(
M ′
)
=Ωp
(
n1/(α−2)
)
, which implies bi (M ) =Ωp
(
n1/(α−2)
)
by (25). We note that
we can enumerate all pairs (H ,e)∈M ′(n) as follows:
• choose an unordered pair (w,x) with w 6= x ∈ [2n] and set e =wx;
• choose j ,k ∈N such that j +k = n−1 and j ,k ≥ Ln1/(α−2);
• choose a partition J ∪˙ K = [2n] \ {w,x};
• choose H1 ∈M (2 j ,3 j ) andH2 ∈M (2k ,3k) and relabel the vertices with J andK , respectively;
• choose edges e1 ∈ E (H1) and e2 ∈ E (H2) and
perform a bridge insertion (cf. Definition 8.2) at edges e1 and e2 with vertices w and x.
Next, we will use Lemma 3.27. Let A (n) =M ′(n) and define the function Φ for a pair (H ,e) ∈A :=⋃
n∈NA (n) by Φ(H ,e) :=
(
e,βH (e)
)
. Let
(
en , jn
)
n∈N be a sequence feasible for (A ,Φ) and (Fn ,en) be
a pair chosen uniformly at random from all elements in A (n) that evaluate to
(
en , jn
)
under f . Now
let kn = n − 1− jn and let C1 and C2 be the two graphs obtained by reversing the bridge insertion
7We only formulated Lemma 3.2 for graph classes, but it is straightforward that it is also true for classes of graphswhere
one edge is marked.
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of en in Fn . By the above construction, C1 and C2 are distributed like M (2 jn ,3 jn) and M (2kn ,3kn),
respectively. Without loss of generality we may assume jn ≥ (n − 1)/2. Now by Lemma 8.10 and
induction hypothesis we obtain bi−1 (C1)=Ωp
(
n1/(α−2)
)
and b1 (C2)=Ωp (kn)=Ωp
(
n1/(α−2)
)
. Hence,
we have bi (Fn)=Ωp
(
n1/(α−2)
)
. Now we get bi
(
M ′
)
=Ωp
(
n1/(α−2)
)
by Lemma 3.2. This together with
(25) implies that bi (M )=Ωp
(
n1/(α−2)
)
. 
11. DISCUSSION
Theorem 1.4(c) raises the question about the precise asymptotic order of the circumference c (L1)
of the largest component L1 of a uniform random planar graph in the weakly supercritical regime.
The reason why we provided only a lower and an upper bound for c (L1) is partly because we could
not determine the precise order of the circumference c (K ) of a random cubic planarmultigraph K .
If there were a function f = f (n) such that c (K ) = Θp ( f ), then our proof would imply that c (L1) =
Ωp
(
n1/3 f
(
sn−2/3
))
and c (L1) =Op
(
n1/3 f
(
sn−2/3
)
logn
)
. That closes the gap up to a factor of logn.
Moreover, if f (n)=ω
(
n1/2
)
, then our methods lead even to c (L1)=Θp
(
n1/3 f
(
sn−2/3
))
.
We note that Robinson andWormald [36] showed that whp a random cubic (general, not necessar-
ily planar) graph has a Hamiltonian cycle. We know that this is not the case for random cubic planar
multigraphs, since the longest cycle misses all vertices which have a loop attached. By Lemma 7.6
there are linearly many such vertices. Nevertheless, we believe that whp there is a cycle of linear
length.
Conjecture 11.1. Let K =K (2n,3n) be a graph chosen uniformly at random from the class of all cubic
planar multigraphs on vertex set [2n]. Then, we have c (K )=Θp (n).
If the above conjecture were true, we would immediately obtain the following result.
Conjecture 11.2. Let P (n,m) be the class of all vertex-labelled planar graphs on vertex set [n] with
m =m(n) edges. Let P = P(n,m) ∈R P (n,m) and L1 = L1 (P) be the largest component of P. Assume
m = n/2+ s for s = s(n)= o (n) and s3n−2→∞. Then c (L1)=Θp
(
sn−1/3
)
.
In Theorem 8.12 we determined the block structure for planar–like classes of graphs which are
addable and have a critical exponent 3<α< 4. We already pointed out that it should be straightfor-
ward to generalise these results to the case α≥ 4 (see Remark 8.13). However, we believe that this is
not the case any more if α < 3. Panagiotou and Steger [35] showed that in random n-vertex graphs,
there is a drastic change in the block structure when the critical exponent α is around 3. For exam-
ple, they showed that a random planar graph on n vertices (whose critical exponent is known to be
α= 7/2) has whp a block of order linear in n, while the largest block of a random outerplanar graph
or in a random series-parallel graph on n vertices (whose critical exponent is known to be α = 5/2)
is of order O
(
logn
)
. This leads to the following conjecture (see Lemmas 8.10–8.11 for comparable
results for the case α> 3).
Conjecture 11.3. Let M be a bridge–stable class of multigraphs with critical exponent α< 3 and M =
M (2n,3n)∈R M (2n,3n). Then for each i ∈N, we have bi (M )=O
(
logn
)
.
If this were true, we would obtain the following result (see Theorem 8.12 for a comparable state-
ment for α> 3).
Conjecture 11.4. Let P be a planar–like class of graphs which is addable and has a critical exponent
α< 3 and P = P(n,m) ∈R P (n,m). Assume m = n/2+ s for s = s(n)= o (n) and s3n−2→∞. Then for
each i ∈N, we have bi (P)=Ωp
(
n1/3
)
and bi (P)=Op
(
n1/3
(
logn
)2)
.
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APPENDIX A. PROOFS OF THEOREM 5.1 AND PROPOSITION 5.2
Before providing the proof of Theorem 5.1 we briefly illustrate the proof strategy. As for an upper
bound for X∗, we will find a ‘small’ function g1 = g1(n) such that P
[
X∗ ≥ g1
]
= o(1). For 1≤ i ≤ f we
denote by Ai the event that Xi ≥ g1 and observe that X∗ ≥ g1 if and only if Ai is true for all 1≤ i ≤ f .
Moreover, we intuitively expect that
P
[
f∧
i=1
Ai
]
≤
f∏
i=1
P [Ai ] , (28)
because given that X1, . . . ,Xi−1 are ‘large’ (for some 1 ≤ i ≤ f ), the probability that Xi is also ‘large’
might decrease. If (28) holds (see Proposition A.2), then we obtain
P
[
X∗ ≥ g1
]
=P
[
f∧
i=1
A j
]
≤
f∏
i=1
P [Ai ]=
f∏
i=1
P
[
Xi ≥ g1
]
.
In order to derive a lower bound for X∗, we will determine a ‘large’ function g2 = g2(n) such that
P
[
X∗ ≤ g2
]
= o(1). To that end, we observe that if X∗ ≤ g2, then there is at least one 1 ≤ i ≤ f such
that Xi ≤ g2. Thus, we obtain
P
[
X∗ ≤ g2
]
≤
f∑
i=1
P
[
Xi ≤ g2
]
.
Therefore, in both cases, it is enough to find good bounds for P
[
Xi ≥ g1
]
and P
[
Xi ≤ g2
]
. Such
bounds are obtained in Proposition A.3.
In order to make the aforementioned idea more precise, we need two known facts about the Pólya
urn model. The first one is about the marginal distribution of Xi and will be our starting point for
deducing bounds on P
[
Xi ≥ g1
]
and P
[
Xi ≤ g2
]
.
Proposition A.1 ( [29, Theorem 3.1]). Let N ,k ∈N be given. For i ∈ [N ] and x ∈ {0, . . . ,k}, we have
P [Xi = x] =
(k+N−x−2
N−2
)
(k+N−1
N−1
) ,
and in particular,P [Xi = x]≤P [Xi = 0]≤
N
k+N
.
Proposition A.2 ( [4,24]). Let N ∈N be given. For i ∈ [N ] and x1, . . . ,xi ∈N0, we have
P
[
i∧
j=1
(
X j ≥ x j
)]
≤
i∏
j=1
P
[
X j ≥ x j
]
(29)
and P
[
i∧
j=1
(
X j ≤ x j
)]
≤
i∏
j=1
P
[
X j ≤ x j
]
. (30)
We note that a more general version of Proposition A.2 was proven in [4, Example 5.5] by using
a fact from [24, (1.8)]. A random vector (X1, . . . ,XN ) satisfying (29) and (30) is also called negatively
dependent (see e.g. [3] for details). Next we derive some bounds for P [Xi ≤ x] and P [Xi ≥ x] by using
Proposition A.1.
Proposition A.3. Let N ,k ∈N be given.
(a) For i ∈ [N ] and x ∈ {0, . . . ,k}, we have
P [Xi ≤ x]≤ (x+1)
N
k +N
and P [Xi ≥ x]≤ 2exp
(
−
(N −2)
k +N
x
)
.
(b) If in addition x ≤ k2 , then we have
P [Xi ≥ x]≤ 1−
(N −1)
k +N
x exp
(
−
2N
k
x
)
.
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(c) If in addition k ≥ 8N and x ≤ k2 , then we have
P [Xi ≤ x]≤ exp
(
−
1
64
exp
(
−
2N
k
x
))
.
A.1. Proof of Proposition A.3. Throughout the proof we use Proposition A.1 without stating explic-
itly. Then the first inequality in (a) follows by
P [Xi ≤ x]=
x∑
y=0
P
[
Xi = y
]
≤
x∑
y=0
P [Xi = 0]≤ (x+1)
N
k +N
.
For the second inequality in (a) we may assume N ≥ 3, since otherwise the statement is trivially
fulfilled. We get by using 1+ z ≤ exp(z) for z ∈R
P [Xi = x]=
N −1
k +N −1
N−1∏
a=2
k +N −x−a
k +N −a
≤
N −1
k +N −1
(
k +N −x−2
k +N −2
)N−2
≤
N −1
k +N −1
exp
(
−
(N −2)x
k +N
)
.
Next, we observe that for y ∈ {0, . . . ,k −1}
P
[
Xi = y +1
]
P
[
Xi = y
] = k − y
k +N − y −2
≤ 1−
N −2
k +N −2
.
Hence, we obtain
P [Xi ≥ x]=
k∑
y=x
P
[
Xi = y
]
≤P [Xi = x]
k∑
y=x
(
1−
N −2
k +N −2
)y−x
≤
N −1
k +N −1
exp
(
−
(N −2)x
k +N
)
k +N −2
N −2
≤ 2exp
(
−
(N −2)x
k +N
)
,
which proves (a). Next, we assume x ≤ k2 and show (b). To that end, we use 1− z ≥ exp(−2z) for
z ∈
[
0, 12
]
to obtain
P [Xi = x]=
N −1
k +N −1
N−1∏
a=2
k +N −x−a
k +N −a
≥
N −1
k +N
(
k −x
k
)N
≥
N −1
k +N
exp
(
−
2Nx
k
)
. (31)
Using that yields
P [Xi < x]=
x−1∑
y=0
P
[
Xi = y
]
≥ xP [Xi = x]
≥ x
N −1
k +N
exp
(
−
2Nx
k
)
.
This shows (b). Finally, we assume k ≥ 8N and x ≤ k2 . Then, we have for y ≤
3k
4
P
[
Xi = y +1
]
P
[
Xi = y
] = k − y
k +N − y −2
≥ 1−
N
k − y
≥ 1−
4N
k
.
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Thus, for x ≤ k2 we obtain by using (31)
P [Xi > x]≥
3k
4∑
y=x+1
P
[
Xi = y
]
≥P [Xi = x]
3k
4∑
y=x+1
(
1−
4N
k
)y−x
≥P [Xi = x]
k
8N
(
1−
(
1−
4N
k
) k
4
)
≥P [Xi = x]
k
8N
(
1−exp(−N )
)
≥P [Xi = x]
k
16N
≥
N −1
k +N
exp
(
−
2Nx
k
)
k
16N
≥
1
64
exp
(
−
2Nx
k
)
.
Hence, we conclude the proof with
P [Xi ≤ x]≤ 1−
1
64
exp
(
−
2Nx
k
)
≤ exp
(
−
1
64
exp
(
−
2Nx
k
))
.

A.2. Proof of Theorem 5.1. Throughout the proof we let n be large and h = h(n) = ω(1). To obtain
bounds (a) on X∗ =min1≤i≤ f Xi , it suffices to show that
(a) if k =ω
(
N f
)
, then X∗ =Ωp
(
k
N f
)
;
(b) if k =Ω(N ) and f =ω(1), then X∗ =Op
(
k
N f
)
;
(c) X∗ =Op
(
k
N
)
.
To prove (a), it is enough to show P
[
X∗ ≤
k
hN f
]
= o(1) for any h = o
(
k
N f
)
. To this end, let x = k
hN f
. If
X∗ ≤ x, then Xi ≤ x for some 1≤ i ≤ f . Thus, by Proposition A.3(a) we obtain
P [X∗ ≤ x]≤
f∑
i=1
P [Xi ≤ x]
≤
f∑
i=1
(x+1)
N
k +N
≤ 2 f x
N
k +N
= 2 f
k
hN f
N
k +N
=Θ(1)
1
h
=
1
ω(1)
= o(1),
as desired.
To prove (b), it suffices to show P
[
X∗ ≥
hk
N f
]
= o(1) for any h = o
(
f
)
. Now let x = hkN f and for each
1 ≤ i ≤ f we denote by Ai the event that Xi ≥ x. If X∗ ≥ x, then Xi ≥ x for all 1 ≤ i ≤ f . Thus, by
Proposition A.2 we have
P [X∗ ≥ x]=P
[
f∧
i=1
Ai
]
≤
f∏
i=1
P [Ai ] . (32)
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By Proposition A.3(b), uniformly over all 1≤ i ≤ f , we have
P [Ai ]≤ 1−
(N −1)x
k +N
exp
(
−
2Nx
k
)
= 1−
N −1
k +N
hk
N f
exp
(
−
2N
k
hk
N f
)
= 1−Θ(1)
h
f
≤ exp
(
−Θ(1)
h
f
)
.
This together with (32) yields the desired result
P [X∗ ≥ x]≤ exp
(
−Θ(1)
h
f
) f
= exp(−Θ(1)h)= exp(−ω(1))= o(1).
Finally, (c) follows by Markov’s inequality and the fact that E [X1]=
k
N
.
In order to derive bounds (b) on X ∗ =max1≤i≤ f Xi , we prove the following assertions.
(d) If k =ω(N ) and f =ω(1), then X ∗ =Ωp
(
k
N
(
1+ log f
))
.
(e) If k =ω(N ), then X ∗ =Op
(
k
N
(
1+ log f
))
.
(f) X ∗ =Ωp
(
k
N
)
.
(g) If k =O(N ), then X ∗ =Op (1+ log f ).
To show (d) we assume k =ω(N ) and f =ω(1) and let x = k
hN
(
1+ log f
)
. If X ∗ ≤ x, then Xi ≤ x for all
1≤ i ≤ f . For each 1≤ i ≤ f we denote by Bi the event that Xi ≤ x. Using Proposition A.2 (for the first
inequality) and Proposition A.3(c) (for the second inequality) yields for large n
P
[
X ∗ ≤ x
]
=P
[
f∧
i=1
Bi
]
≤
f∏
i=1
P [Bi ]
≤
f∏
i=1
exp
(
−
1
64
exp
(
−
2N
k
x
))
= exp
(
−
f
64
exp
(
−
2N
k
k
hN
(
1+ log f
)))
≤ exp
(
−
1
64
exp
(
log f −
4
h
log f
))
= exp
(
−
1
64
exp
((
1−
4
h
)
log f
))
= exp
(
−
1
64
exp
((
1−
4
ω(1)
)
ω(1)
))
= o(1).
Next, to prove (e) we assume k = ω(N ) and let x = hk
N
(
1+ log f
)
. If X ∗ ≤ x, then Xi ≤ x for some
1≤ i ≤ f . Therefore, by Proposition A.3(a) we obtain
P
[
X ∗ ≥ x
]
≤
f∑
i=1
P [Xi ≥ x]
≤
f∑
i=1
2exp
(
−
(N −2)
k +N
x
)
= 2 f exp
(
−
(N −2)
k +N
hk
N
(
1+ log f
))
= 2exp
(
log f −ω(1)
(
1+ log f
))
= o(1).
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Next, we note that (f) follows by usingMarkov’s inequality and E [X1]=
k
N
. For (g) we assume k =O(N )
and let x =h
(
1+ log f
)
. Using Proposition A.3(a) we get
P
[
X ∗ ≥ x
]
≤
f∑
i=1
P [Xi ≥ x]
≤ 2 f exp
(
−
(N −2)
k +N
x
)
= 2 f exp
(
−
(N −2)
k +N
h
(
1+ log f
))
= 2exp
(
log f −ω(1)
(
1+ log f
))
= o(1).
This concludes the proof. 
A.3. Proof of Proposition 5.2. It follows directly from the first inequality of Proposition A.3 (a). 
APPENDIX B. PROOFS OF CLAIMS 1 AND 2
B.1. Proof of Claim 1. Using the formula formi from (6) yields
1
mn
∑
( j ,k)∈I (n)
(
2n−2
2 j
)
m jmk j k = (1+o(1))
cnα−2
4γ
∑
( j ,k)∈I (n)
j−α+1k−α+1.
Thus, it suffices to show ∑
( j ,k)∈I (n)
j−α+1k−α+1 = (1+o(1))
2
α−2
·
1
f (n)α−2nα−1
. (33)
To that end, let h =ω(1) be such that h(n)=ω
(
f (n)
)
and h(n)= o(n). We obtain
∑
( j ,k)∈I (n)
j−α+1k−α+1 ≤ 2
h(n)∑
j= f (n)
j−α+1
(
n−1− j
)−α+1
+2
⌊n/2⌋∑
j=h(n)+1
j−α+1
(
n−1− j
)−α+1
≤ (2+o(1))n−α+1
∫h(n)
f (n)−1
x−α+1dx+Θ(1)n−α+1
∫∞
h(n)−1
x−α+1dx
= (2+o(1))n−α+1
f (n)−α+2
α−2
.
Similarly, we have that for n→∞
∑
( j ,k)∈I (n)
j−α+1k−α+1 ≥ 2
h(n)∑
j= f (n)
j−α+1
(
n−1− j
)−α+1
≥ 2n−α+1
∫h(n)
f (n)
x−α+1dx
= (2+o(1))n−α+1
f (n)−α+2
α−2
.
This shows (33), which finishes the proof. 
B.2. Proof of Claim 2. We note that the asymptotic formula for ml in (6) holds only for ‘large’ l .
Thus, we split the given sum into two parts, one for the terms where l is ‘small’ and the other for
terms where l is ‘big’. To make that more precise, we set I1(n) :=
{(
j ,k , l
)
∈ I (n) | l ≤ n/2
}
. Due to
(6) there exists a constant A > 0 such that ml ≤ Al
−αγl (2l )! for all l ∈ N. Combining that with the
asymptotic formulas form j ,mk , andmn from (6) yields
324
mn
∑
( j ,k ,l)∈I1(n)
(
2n−4
2 j ,2k ,2l
)
m jmkml j kl
2
=O(1)nα−4S1, (34)
32
where
S1 =
∑
( j ,k ,l)∈I1(n)
j−α+1k−α+1l−α+2.
We define J(l ) :=
{
( j ,k)∈N2 | j +k = n−2− l , j ,k ≥ f (n)
}
. Analogous to the proof of (33) we obtain
S1 =
⌊n/2⌋∑
l=1
l−α+2
∑
( j ,k)∈J(l)
j−α+1k−α+1
=
⌊n/2⌋∑
l=1
l−α+2
∑
( j ,k)∈J(l)
Θ(1)(n− l )−α+1 f (n)−α+2
=Θ(1) f (n)−α+2n−α+1
⌊n/2⌋∑
l=1
l−α+2
=Θ(1) f (n)−α+2n−α+1
= o(1) f (n)−2α+4n−α+2.
This in (34) implies
324
mn
∑
( j ,k ,l)∈I1(n)
(
2n−4
2 j ,2k ,2l
)
m jmkml j kl
2
= o(1) f (n)−2α+4n−2. (35)
Next, we consider those terms where l is ‘big’, i.e. terms with indices in I¯1(n) := I (n)\ I1(n). Using (6)
we obtain
324
mn
∑
( j ,k ,l)∈I¯1(n)
(
2n−4
2 j ,2k ,2l
)
m jmkml j kl
2
= (1+o(1))
81c2
4γ2
nα−4S¯1, (36)
where
S¯1 =
∑
( j ,k ,l)∈I¯1(n)
j−α+1k−α+1l−α+2.
Now we partition I¯1(n) into smaller parts. More precisely, let h be a function such that h(n) =
ω
(
f (n)
)
, but h(n)= o
(
g (n)
)
. We define
I2(n) :=
{(
j ,k , l
)
∈ I¯1(n) | j ≥ h(n)
}
;
I3(n) :=
{(
j ,k , l
)
∈ I¯1(n) | j < h(n),k ≥h(n)
}
;
I4(n) :=
{(
j ,k , l
)
∈ I¯1(n) | j ,k <h(n)
}
.
In addition, for i ∈ {2,3,4} we set
Si :=
∑
( j ,k ,l)∈Ii (n)
j−α+1k−α+1l−α+2.
Similarly as in the proof of (33) we have
S2 ≤ (n/2)
−α+2
∞∑
j=h(n)
j−α+1
∞∑
k= f (n)
k−α+1
=Θ(1)n−α+2h(n)−α+2 f (n)−α+2
= o(1) f (n)−2α+4n−α+2.
Next, we observe S3 ≤ S2 and
S4 = (1+o(1))n
−α+2
h(n)−1∑
j= f (n)
j−α+1
h(n)−1∑
k= f (n)
k−α+1
= (1+o(1))n−α+2
f (n)−2α+4
(−α+2)2
.
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Thus, we have
S¯1 = S2+S3+S4 =
(1+o(1))
(α−2)2
f (n)−2α+4n−α+2.
Plugging this in (36) yields
324
mn
∑
( j ,k ,l)∈I¯1(n)
(
2n−4
2 j ,2k ,2l
)
m jmkml j kl
2
= (1+o(1))
81c2
4γ2 (α−2)2
f (n)−2α+4n−2.
Combining that with (35) yields the statement. 
34
