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Abstract
Recently, a new characterization of rigid graphs was introduced using Euclidean distance
matrices (EDMs) [A.Y. Alfakih, Linear Algebra Appl. 310 (2000) 149]. In this paper, we
address the computational aspects of this characterization. Also we present a characterization
of graphs which are realizable in Rr for some 1 6 r 6 n − 2 but not realizable in R.n−1/,
where n is the number of nodes. © 2001 Elsevier Science Inc. All rights reserved.
AMS classification: 94C15; 52A20; 05C50; 15A57
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1. Introduction
Let G D .V ;E;!/ be an incomplete edge-weighted simple graph where V D
fv1; v2; : : : ; vng is the node set and E  V  V is the edge set such that each edge
.vi; vj / 2 E has a positive weight !ij . A realization of G in Rr is a mapping of the
vertices of G into points in Rr such that every two adjacent vertices vi; vj of G are
mapped into points pi; pj 2 Rr whose Euclidean distance is equal to the weight !ij .
For the purposes of this paper, it is convenient to view each edge .vi ; vj / of G as a
rigid bar of length !ij which can rotate freely around its end nodes. Then the graph
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rigidity problem is the problem of determining whether or not the resulting structure
of bars and joints of a given realization in Rr of a weighted graph G is rigid. This
problem is well known and has been studied by many authors for well over a century.
For an excellent introduction to the subject see [3,5,8,9,11].
Recently [1], a new characterization of rigid realizations of weighted graphs was
introduced using Euclidean distance matrices (EDM). In particular, it was shown in
[1] that each realization of a given weighted graph G can be represented as a point
in a convex compact set X  R Nm, where Nm is the number of missing edges in G;
and that a generic realization of graph G of n vertices, which admits a realization in
R.n−1/, is rigid if and only if its corresponding point is a vertex of X. A vertex of X
is an extreme point of X whose normal cone is full dimensional. Thus, for any point
y 2 X, the rank of an associated matrix C.y/ can be computed to determine whether
y is a vertex of X or not. Unfortunately, C.y/ as presented in [1] is dense and its
entries are generally not rational. In this paper, we show that C.y/ can be reduced
to a much simpler and relatively sparse matrix C0 whose entries are easy to compute
and are rational whenever the given realization is rational. Furthermore, the size of
C0 is polynomially bounded by the size of the realization matrix. Thus, computing
C0 and its rank can be done efficiently.
If a weighted graph G of n vertices has a realization in Rr , then r must be 6n − 1.
This follows since r D n − 1 corresponds to the case where the vertices of G are
mapped into a set of affinely independent vectors. In [1], it was assumed that graphs
satisfy the property that a weighted graph has a realization in R.n−1/ whenever it
has a realization in Rr for some 1 6 r 6 n − 2. In this paper, we present a charac-
terization of graphs that do not satisfy this property. A class of such graphs is also
presented as an illustration of this characterization.
The paper is organized as follows. In Section 1, we introduce some preliminary
definitions and notation. In Section 2, we briefly review the properties of the set X,
obtained in [1], which are needed for this paper. In the first part of Section 3 we
present the main rigidity results from [1] while the computational aspects of rigidity
are discussed in the second part of Section 3. The realizability of weighted graphs in
R.n−1/ is discussed in Section 4. The paper concludes with a summary in Section 5.
1.1. Preliminary definitions
Given an edge-weighted connected graph G D .V ;E;!/ with n nodes and m
edges and points p1; p2; : : : ; pn 2 Rr , the n  r matrix
P VD
2
66664
p1
T
p2
T
:::
pnT
3
77775
is called a realization of G in Rr , or an r-realization, if
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k  k denotes the Euclidean norm. A weighted graph G is said to be r-realizable if
there exists a realization of G in Rr . Let P be a realization of G. Then the n  n
matrix DP D .dij / D kpi − pjk2 is called the EDM associated with P. Clearly, DP
is symmetric with zero diagonal and dij D !2ij for all .vi; vj / 2 E.
Two realizations P and P 0 of G D .V ;E;!/ are said to be congruent if DP D
DP 0 . Note that DP is invariant under translations, rotations, and space inversion in
Rr . Thus, all realizations P 0 obtained from P by any of the above transformations are
congruent to P. In order to avoid trivialities arising from such transformations, no dis-
tinction between congruent realizations will be made. Consequently, we can assume
that in all realizations P of G, the centroid of the points p1; p2; : : : ; pn coincides
with the origin, i.e., P Te D 0, where e 2 Rn is the vector of all 1’s.
The pair .G;P / consisting of a weighted graph G and its realization P in Rr
is called a framework. A framework .G;P / is generic if P is a generic realization
of G. The framework .G;P / is said to be flexible if there exists a differentiable
function γ .t/: t 2 T0; 1U ! Rnr such that γ .0/ D P , and γ .t/ is a realization of
G, noncongruent to P, for all t, 0 < t 6 1. Such a path γ is called a flexing of .G;P /.
The framework .G;P / is said to be rigid if it is not flexible.
Vectors p1; p2; : : : ; pn are said to be affinely independent iff k D 0 for k D
1; : : : ; n is the only solution of the system of equations
nX
kD1
kp
k D 0;
nX
kD1
k D 0:
Finally, given a graph G D .V ;E/, C  V is said to be a clique iff .vi; vj / 2 E for
every vi; vj 2 C.
1.2. Notation
We denote by Sn the space of n  n symmetric matrices. The inner product on
Sn is given by
hA;Bi VD trace .AB/:
B 2Sn is said to be positive semidefinite, denoted by  0, if all of its eigenvalues
are nonnegative; and it is said to be positive definite, denoted by  0, if all of its
eigenvalues are positive.
We denote by e the vector, of the appropriate dimension, of all 1’s; and by Eij the
symmetric matrix, of the appropriate dimension, with 1’s in the .i; j/th and .j; i/th
entries and 0’s elsewhere. The n  n identity matrix will be denoted by In. A  B de-
notes the Hadamard, or the element-wise, product of matrices A and B. The diagonal
of a matrix A will be denoted by diag A. The null space of a matrix X is denoted by
null X; and we denote by W and U the matrices whose columns form an orthonormal
basis for the range space and the null space of X, respectively. ‘Starred’ matrices
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refer to a given specific realization of a weighted graph G. Finally, the set theoretic
difference will be denoted by ‘n’.
2. X, the set of realizations of graph G
In this section, we briefly review the main results in [1] concerning the set X of
all realizations of a weighted graph G. Let G D .V ;E;!/ be a given edge-weighted
graph with n vertices and m edges. Given a realization P of a graph G in Rr , let
B VD PP T. Then, B is an n  n positive semidefinite matrix of rank r. Furthermore,
Be D 0 since we assume that P Te D 0. Recall that e is the vector of all 1’s in Rn.
Let V be an n  .n − 1/ matrix whose columns form an orthonormal basis for the
orthogonal complement of e, i.e., V satisfies
V Te D 0; V TV D In−1: (1)
Let X VD V TBV . Then it was shown in [1] that any one of the matrices P, B or X
uniquely determines the other two. Hence, we have the following theorem.
Theorem 2.1 T1U. Given a realization P of a weighted graph G D .V ;E;!/ such
that P Te D 0. Then realization P can be equivalently represented by the matrices B
or X, where B VD PP T and X VD V TBV .
Thus, a realization in Rr of a weighted graph G can be equivalently represented
by the n  r matrix P, by the n  n positive semidefinite matrix B of rank r such
that Be D 0 or by the .n − 1/  .n − 1/ positive semidefinite matrix X of rank r.
Therefore, by a slight abuse of notation, the term ‘realization’ will be used to refer
to matrices B and X in addition to P.
In the sequel, we will use the .n − 1/  .n − 1/ positive semidefinite matrix X
as the representation of a given realization of a graph G. Such a representation is
the most convenient for our purposes for two reasons. First, it will allow a much
simpler characterization of X, the set of all realizations of graph G in all dimensional
Euclidean spaces, which will be defined in (7). Second, in this representation, the set
X has the desired property of being full dimensional, whenever the given graph G
has a realization in R.n−1/.
Let H D .hij / be the adjacency matrix of graph G. Define the linear operator
A.X/ such that
A.X/ VD H KV .X/; (2)
where ‘’ denotes the Hadamard product and
KV .X/ VD diag
(
V XV T

eT C e diag(V XV TT − 2V XV T; (3)
KV .X/ maps X to the corresponding EDM. Let Nm be the number of missing edges of
G, i.e., Nm D n.n − 1/=2 − m and let Eij 2Sn be the matrix with 1’s in the .i; j/th
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and the .j; i/th entries and 0’s elsewhere. For each hij D 0 and i < j , define the
matrices Mk, k D 1; : : : ; Nm, such that
Mk VD −1
2
V TEijV : (4)
Then it is easy to show that fMk: k D 1; : : : ; Nmg is a set of linearly independent
matrices; and that fMk: k D 1; : : : ; Nmg forms a basis for nullA (see [1]). Thus,
NullA D
(
B 2Sn−1: B D
NmX
kD1
ykM
k for some y 2 R Nm
)
: (5)
In the sequel, we will denote the given r-realization of G whose rigidity or flexi-
bility is being investigated by X or P . Recall that X D V TBV D V TP P TV
and that X 2 Sn−1 is positive semidefinite with rank r.
Let Xr be the subset of R Nm defined by
Xr VD
(
y 2 R Nm: X.y/ VD X C
NmX
kD1
ykM
k  0; and rank X.y/ D r
)
: (6)
Then we have the following theorem:
Theorem 2.2 T1U. Given a realization X of a weighted graph G in Rr ; then
fX.y/: y 2 Xr g is the set of all realizations of G in Rr ; where Xr is as defined
in (6).
By relaxing the rank condition on X.y/ in (6) we get the following closed, convex,
and generally nonpolyhedral set.
X VD
(
y 2 R Nm: X.y/ D X C
NmX
kD1
ykM
k  0
)
: (7)
It readily follows that fX.y/: y 2 Xg is the set of all realizations of G in all Euclidean
spaces of dimension 6n − 1. Since X  0, the origin is always contained in X.
Furthermore, it was shown in [1] that X is bounded if and only if the given graph G
is connected.
3. Rigidity of realizations of weighted graphs
In this section, we address the rigidity problem of graphs. First we review the
characterization of rigid graphs given in [1]. Then we address the computational
aspect of this characterization in Section 3.1.
A point Oy 2 X is said to be an extreme point of X if Oy cannot be represented as a
proper convex combination of two distinct points y1 and y2 in X. Let Oy be an extreme
point of X. Then the normal cone of Oy, denoted by N.X; Oy/, is defined by
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N.X; Oy/ VD c 2 R Nm: cT Oy > cTy for all y 2 Xg: (8)
An extreme point Oy of X is said to be a vertex of X if N.X; Oy/ is full dimensional. The
following theorem is the main result of [1], namely, Corollary 4.2. Here we explicitly
state the assumption made in [1] that the graph is .n − 1/-realizable.
Theorem 3.1. Let X be a generic realization of a weighted graph G, which admits
a realization in R.n−1/. Then the generic framework .G;X/ is rigid if and only if
y D 0 is a vertex of X.
Recall from [1] that the set X is full dimensional whenever G admits a realization
in R.n−1/. A characterization of the normal cone N.X; Oy/ is given in the following
lemma.
Lemma 3.1 T1U. Assume X is full dimensional. Let Oy 2 X such that rank X. Oy/ D r
and let Nr D .n − 1/ − r . Then the normal cone N.X; Oy/ is given by
N.X; Oy/ D c 2 R Nm: ck D −〈Mk;UWUT for some W  0}; (9)
where U is the .n − 1/  Nr matrix whose columns form an orthonormal basis of the
null space of X. Oy/; and matrix W is Nr  Nr .
From (9) it easily follows that the columns of the following Nm  Nr.Nr C 1/=2
matrix C.0/ span the normal cone N.X; 0/.
C.0/ D −
2
6664
uT1 M
1u1    uTi M1uj    uTNr M1uNr
uT1 M
2u1    uTi M2uj    uTNr M2uNr              
uT1M
Nmu1    uTi M Nmuj    uTNr M NmuNr
3
7775; (10)
where i D 1; : : : ; Nr , j D i; : : : ; Nr , and ui is the ith column of U. U is the .n − 1/  Nr
matrix whose columns form an orthonormal basis of the null space of X. Therefore,
a given generic realization X in Rr of weighted graph G, which admits a realization
in R.n−1/, is rigid if and only if the rank of C.0/ D Nm.
3.1. Computational issues
Note that C.0/ in (10) is a dense matrix whose entries need not be rational. In this
section, we show that C.0/ can be reduced to a much simpler matrix C0 where C0 is
rational and relatively sparse.
Let P  be the r-realization, for some positive integer r 6 n − 1, of G D .V ;E;!/
whose rigidity or flexibility is being investigated. Let K be an n  Nr matrix, Nr D
n − 1 − r , whose columns form a basis for the null space of the .r C 1/  n matrix
P T
eT

;
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that is,
P TK D 0; eTK D 0 and the columns of K are linearly independent: (11)
Thus, K is rational whenever P  is rational. Note that the columns of K repre-
sent the affine dependence relationships among the points p1; p2; : : : ; pn, i.e.,
the rows of P . The following lemma establishes the relationship between K and
matrices V and U.
Lemma 3.2. Let K be the matrix defined in (11). Then there exists a nonsingular
Nr  Nr matrix Q such that KQ D V U; where V was defined in (1) and U is the matrix
whose columns form an orthonormal basis of null space of X.
Proof. Recall that X D V TP P TV . Then from the definition of U we have
XU D 0. This implies that P TV U D 0. Furthermore, eTV D 0. Hence, the col-
umns of V U form an orthonormal basis for the null space of
P T
eT

:
Therefore, there exists an Nr  Nr nonsingular matrix Q such that KQ D V U since the
columns of K and V U form bases for the same space. 
Thus from (4) and Lemma 3.2 it follows that
−〈Mk;UWUT D 1=2〈KTEijK;QWQT:
Therefore, the normal cone N.X; 0/ is equivalently given by
N.X; 0/ D c 2 R Nm: ck D 〈KTEijK;W for some W  0}; (12)
since W  0 if and only if QWQT  0. Note that the indices i and j in (12) run over
all .vi ; vj / 62 E.
Since the columns of K are linearly independent, it follows that rank K D Nr . By
relabeling the nodes if necessary, we can assume without loss of generality that
K D

K1
K2

;
where K1 is a nonsingular Nr  Nr matrix. Then define the matrix Z by
Z VD KK−11 D

INr
K2K
−1
1

: (13)
Now since hKTEijK;Wi D hZTEijZ;K1WKT1 i, it follows that the normal cone
N.X; 0/ is given by
N.X; 0/ D c 2 R Nm: ck D 〈zizj T C zj ziT;W for some W  0g; (14)
where zi is the ith row of Z.
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Fig. 1. Realization P  in R2 of weighted graph G in Example 1.
Let us label the missing edges of G as .vi1 ; vj1/; .vi2 ; vj2/, . . . , .vi Nm ; vj Nm/. Then
the columns of the following Nm  Nr.Nr C 1/=2 matrix C0 span N.X; 0/.
C0 D
2
6664
2zi11zj11    zi1pzj1q C zj1pzi1q    2zi1 Nrzj1 Nr
2zi21zj21    zi2pzj2q C zj2pzi2q    2zi2 Nrzj2 Nr
              
2zi Nm1zj Nm1    zi Nmpzj Nmq C zj Nmpzi Nmq    2zi Nm Nrzj Nm Nr
3
7775 ; (15)
where p D 1; 2; : : : ; Nr and q D p; : : : ; Nr . Therefore, N.X; 0/ is full dimensional iff
rank C0 D Nm. Note that from (13) it follows that Z has at least Nr.Nr − 1/ zero entries.
Thus, many entries of C0 would be 0’s.
Let s be a rational number such that s D p=q , where p is an integer, q a natural
number, and p and q are relatively prime. Then define
size.s/ VD 1 C d log2.jpj C 1/e C d log2.q C 1/e:
Let A D .aij / be an n  n nonsingular rational matrix. Define size of A := n2 CP
ij size.aij /. Then the size of A−1 is polynomially bounded by the size of A (see
[10, p. 30, Corollaries 3.2a and 3.2c]). Assuming that the matrix P  is rational, it
follows from (11), (13), and (15) that the size of C0 is polynomially bounded by the
size of P . Therefore, the rank of C0 can be computed in polynomial time.
As an illustration we present a numerical example.
3.2. Example 1
Consider the realization of graph G in R2 given in Fig. 1. In this case, n D 5,
r D 2, Nr D 2, and Nm D 3. Furthermore,
P  D
2
66664
1 1
1 −1
0 −1
0 1
−2 0
3
77775; K D
2
66664
−1 −1=2
1 5=2
−1 −3
1 0
0 1
3
77775; Z D
2
66664
1 0
0 1
−1=4 −5=4
−5=4 −1=4
1=2 1=2
3
77775:
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The missing edges are: .v1; v5/, .v2; v4/, .v2; v5/. Thus, the matrix C0 is 3  3 and
it is given by
C0 D
2
42z11z51 z11z52 C z51z12 2z12z522z21z41 z21z42 C z41z22 2z22z42
2z21z51 z21z52 C z51z22 2z22z52
3
5 D
2
41 1=2 00 −5=4 −1=2
0 1=2 1
3
5:
Clearly rank C0 D 3. Thus, N.X; 0/ is full dimensional and the given realization P 
is rigid.
4. Realizations of weighted graphs in R.n−1/
In [1] it was assumed that graphs satisfy the property that a weighted graph is
.n − 1/-realizable whenever it is r-realizable for some positive integer r 6 n − 2.
In this section, we present a characterization of weighted graphs which do not
satisfy this property. We will denote by X or P  the given realization of graph
G in Rr .
Lemma 4.1. Let X be a given realization of a weighted graph G D .V ;E;!/ in
Rr for some positive integer r 6 n − 1. Then G is .n − 1/-realizable if and only if
there exists Oy 2 R Nm such that
X C
NmX
kD1
OykMk  0:
Proof. If there exists Oy 2 R Nm such that X. Oy/ D X C P NmkD1 OykMk  0, then rank
X. Oy/ D n − 1. Hence, X. Oy/ is a realization of G in Rn−1. To show the other di-
rection, assume that G is .n − 1/-realizable. Then there exists a realization X of G
such that X  0 and rank X D n − 1. But since X is an .n − 1/  .n − 1/ matrix it
follows that X must be positive definite. On the other hand, since X is a realization
of G, X − X must belong to the null space ofA./ D H KV ./. Hence, from (5)
there exists Oy 2 R Nm such that X − X D P NmkD1 OykMk . 
The following lemma is a known result which holds for any general solid convex
cone [2,4,6,7]. It is stated here for the special case of the cone of positive semidefinite
matrices. For completeness we present a proof of this lemma.
Lemma 4.2. Given matrices Ak; k D 0; 1; : : : ; Nm; inSn−1; exactly one of the fol-
lowing two systems has a solution:
(i) A0 C P NmkD1 ykAk  0I
(ii) Y  0; Y =D 0; hA0; Y i 6 0; and hAk; Y i D 0 for k D 1; : : : ; Nm.
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Proof. If both systems (i) and (ii) have solutions y 2 R Nm and Y  0 Y =D 0, respec-
tively, then 0 < hY;A0 C P NmkD1 ykAki D hY;A0i C P NmkD1hY;Aki D hY;A0i 6 0; a
contradiction.
Now assume that system (i) has no solution. Let X.y/ VD A0 C P NmkD1 ykAk and
let
L VD B 2 Sn−1: B D C − X.y/ for some C  0 and some y 2 R Nm}:
Then 0 62L. Furthermore,L is an open convex set. Hence, by separation theorem
there exists Y =D 0 such that hY;Bi > 0 for all B 2L. Given some OC  0 and X. Oy/
for some Oy 2 R Nm, then for a sufficiently large scalar  we have OC C −1X. Oy/  0.
Hence,  OC 2L, consequently hY;  OCi > 0. Thus, hY; OCi > 0 and Y  0. On the
other hand,  OC − X. Oy/ 2L for all  > 0. Therefore, hY;−X. Oy/i > 0 as  # 0.
Hence, hA0; Y i 6 0, and hAk; Y i D 0 for k D 1; : : : ; Nm since Oy was arbitrary. 
Lemma 4.3. Let A0  0; and Y  0 and let hA0; Y i D 0. Then Y D UWUT for
some W  0; where U is the matrix whose columns form an orthonormal basis for
the null space of A0.
Proof. Let W be the matrix whose columns form an orthonormal basis for the range
space of A0 and let U be the matrix whose columns form an orthonormal basis for
the null space of A0. Thus, the matrix Q D TW U U is orthogonal. Since both A0 and
Y are positive semidefinite, it is well known that hA0; Y i D 0 if and only if A0Y D 0.
But A0Y D 0 implies that diag(WTYW/ D 0, and since WTYW  0, it also implies
that WTYW D 0. Furthermore, since
QTYQ D

WTYW WTYU
UTYW UTYU

 0;
it follows that WTYU D UTYW D 0. Let W D UTYU , then
Y D TW U U

0 0
0 W
 
WT
UT

D UWUT: 
System (ii) in Lemma 4.2, in the case of special matrices X and Mk , k D
1; 2; : : : ; Nm, can be further simplified as shown in the following lemma.
Lemma 4.4. Given the matrices X;M1; : : : ;M Nm defined in (4), then the system
Y  0; Y =D 0; and 〈X; Y  6 0; 〈Mk; Y  D 0; k D 1; : : : ; Nm;
is equivalent to
W  0; W =D 0; and ziTWzj D 0 for all .vi; vj / 62 E; (16)
where zi 2 RNr denotes the ith row of the matrix Z defined in (13).
Proof. First note that since both X  0 and Y  0, hX; Y i 6 0 is equivalent to
hX; Y i D 0. From Lemma 4.3 we have that Y D UWUT for some Nr  Nr positive
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semidefinite matrix W. Hence, hY;Mki D hW; UTMkUi. But from (4) and
Lemma 3.2 it follows that hW; UTMkUi D 0, k D 1; : : : ; Nm, is equivalent to
hW;QTKTEijKQi D 0 for all .vi ; vj / 62 E. The assertion follows from (13)
since ZTEijZ D zizj T C zj ziT and since the matrix K1QWQTKT1 is nonzero and
positive semidefinite iff W  0 and W =D 0. 
Next we have our main result in this section.
Theorem 4.1. Let P  be an r-realization of G D .V ;E;!/ for some positive inte-
ger r 6 n − 2. Then G is not .n − 1/-realizable iff the following system
W  0 and ziTWzj D 0 for all .vi ; vj / 62 E; (17)
has a solution W =D 0; where zi 2 R Nr denotes the ith row of the matrix Z defined in
(13).
Proof. This follows from Lemmas 4.1, 4.2, and 4.4. 
Therefore, in order to show that a given r-realizable weighted graph G is .n − 1/-
realizable, it suffices to exhibit a Oy such that X C P NmkD1 OykMk  0. On the other
hand, to show that G is not .n − 1/-realizable it suffices to exhibit a nonzero matrix
W satisfying (17). As an illustration, we discuss, next, the class of graphs for which
the system of equations (17) has a rank-1 solution W.
4.1. Example 2: graphs corresponding to W of rank 1
Lemma 4.5. Let P  be an r-realization of G D .V ;E;!/ for some r 6 n − 2; and
let Z be the matrix defined in (13). Let C  V . Then the set fpi : vi 2 Cg is affinely
dependent if and only if there exists a nonzero  2 RNr such that Tzj D 0 for all
vj 2 V nC; where zi is the ith row of Z.
Proof. Wlog assume that C D fv1; v2; : : : ; vq g. Then, fp1p2    pqg is affinely
dependent iff there exists a nonzero O D .1; 2; : : : ; q/T such that PqiD1 ipi D
0 and
Pq
iD1 i D 0. This is equivalent to .OT0    0/T belonging to the null space of
P T
eT

:
This is equivalent to the existence of a nonzero  2 RNr such that2
6664
O
0
:::
0
3
7775 D Z; (18)
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since the columns of Z form a basis for the null space of
P T
eT

:
The assertion follows since (18) is equivalent to .0    0/ D TTzqC1    znU. 
The following theorem is the main result in this section.
Theorem 4.2. Let P  be an r-realization of weighted graph G D .V ;E;!/ for
some r 6 n − 2. Then the following two statements are equivalent:
1. G has a clique C such that the set fpi : vi 2 Cg is affinely dependent.
2. G is not .n − 1/-realizable and the system of equations (17) has a solution W of
rank 1.
Proof. Assume that G has a clique C such that the set fpi : vi 2 Cg is affinely
dependent. Wlog let C D fv1; v2; : : : ; vq g. Hence, for every .vi ; vj / 62 E, we must
have that either j > q C 1 or i > q C 1. On the other hand, since the set fpi : vi 2
Cg is affinely dependent, from Lemma 4.5 there exits a nonzero  2 RNr such that
Tzj D 0 for all j D q C 1; : : : ; n. Let W D T. Then obviously W  0 and rank
W D 1. Furthermore,
zi
T
Wzj D Tzi Tzj D 0 for all .vi ; vj / 62 E:
Hence W is a solution of (17) and from Theorem 4.1 it follows that G is not
.n − 1/-realizable.
To show the other direction assume that G is not .n − 1/-realizable and that the
system of equations (17) has a solution W of rank 1. Then W D T for some nonzero
 2 RNr and
zi
T
Wzj D Tzi Tzj D 0 for all .vi ; vj / 62 E: (19)
Let C D fvj 2 V : Tzj =D 0g. Then Lemma 4.5 implies that the set fpi : vi 2 Cg is
affinely dependent. Furthermore, it follows from (19) that .vi ; vj / 2 E for
every vi; vj 2 C since otherwise if there exits vi0 ; vj0 2 C such that .vi0vj0/ 62 E,
we would have Tzi0 Tzj0 =D 0 a contradiction of (19). Thus,C is a clique of G and
the set fpi : vi 2 Cg is affinely dependent. 
5. Summary
This paper is an extension of a recent paper [1]. In [1], it was shown that a given
generic realization of a weighted graph, which admits a realization in R.n−1/, is rigid
iff the origin is vertex of a convex compact set X defined in (7). In the first part of
this paper, we discussed the computational aspect of characterizing the vertices of X.
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Fig. 2. Realizations in R2 of two weighted graphs G and G0 which are not .n − 1/-realizable. In this case
(17) has a solution W of rank 2. The dotted lines represent missing edges.
In particular, we showed that the origin is a vertex of X iff the rank of the relatively
sparse rational matrix C0, defined in (15), is equal to Nm.
In the second part of this paper we presented a characterization of weighted graphs
that are r-realizable, 1 6 r 6 n − 2, but not .n − 1/-realizable. In particular, we
showed that a weighted graph is not .n − 1/-realizable iff the system of equations
(17) has a nonzero solution W. As an illustration, we characterized graphs for which
(17) has a rank-1 solution W. An example where (17) has a rank-2 solution is given
in Fig. 2.
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