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Abstract
In the first part of this thesis, mathematical models describing solvent
and drug diffusion in glassy polymers are investigated using both nu-
merical and approximate methods. These models are analysed using
formal asymptotic expansions based on small and large-times as well
as extreme parameter values. Boundary immobilisation methods are
employed to transform the moving boundary problems onto a fixed
domain, where if necessary, a suitable start-up condition for the nu-
merical scheme is derived. The models are then extended with the
inclusion of advection, which is induced by the significant volume
changes in the polymers as they swell, and nonlinear diffusion.
In part two of this thesis, mathematical models describing two dif-
ferent pharmaceutical problems are derived. In Chapter 5, a model
describing the pulsatile release of a drug from a thermoresponsive
polymer is described. This model is investigated from both a numer-
ical and analytic perspective and is shown to have an exact solution
under a particular regime. Lastly, Chapter 6 is concerned with the
derivation of a model to describe the controlled release of a chemical
during the cleaning of contact lenses. Numerical and approximate so-
lutions are described, along with a detailed experimental investigation
and model validation.
Declaration
I hereby declare that this thesis is my own work and that it has not
been submitted for any other academic award.
The work in this thesis was conducted from December 2014 to April
2019 under the supervision of Dr. Sarah Mitchell and Prof. Stephen





• First and foremost, I wish to express my sincere gratitude to my
supervisors, Dr. Sarah Mitchell and Professor Stephen O’Brien,
for their support and guidance throughout my PhD. I have thor-
oughly enjoyed the entirety of the experience, and I am incredibly
grateful for the opportunity.
• I would also like to thank all those involved in MACSI, for pro-
viding a hugely enjoyable work environment over the last four
years. To Peg Hanrahan and Dr. Sinéad Burke, your assistance
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Mathematical modelling plays an integral role in the optimal design of phar-
maceutical products. Implementation of modelling approaches can reduce the
number of necessary experiments in the development stage, saving money and
time while also gaining a fundamental understanding of the essential physical
processes at hand. In mechanistic models, typically systems of equations are
derived using a combination of conservation laws and experimental observation.
Different models will prescribe initial conditions, boundary conditions, or both,
depending on the situation. Particular care must be taken when developing new
models to consider only the dominant processes in the problem, as models that
include too many phenomena are often complicated and inconvenient for practical
use. The solution of the model then follows; in rare circumstances exact explicit
solutions can be found where the dependent variables can be written purely in
terms of functions of the independent variables and model parameters present. In
cases where exact solutions do not exist, numerical and approximate methods are
employed, where further analytical insight can be found by nondimensionalising
the system of equations and examining model reductions based on the relative
size of the model parameters. When a solution of the model is found, parame-
ters can be estimated by numerically fitting to experimental data, or predictions
can be compared directly with independent experimental results based on known
parameter values. For a comprehensive review of the current state of the art of
mathematical modelling (empirical/semi-empirical and mechanistic) of pharma-
ceutical products, the reader is directed to [1, 2].
1
Chapter 1. Introduction and overview
An area of particular interest to this thesis is the design and evaluation of con-
trolled release drug delivery devices. The primary objective of these systems is
to deliver a drug at a rate determined by the needs of the body over a specified
period. It is crucial to control the speed at which the drug is released; too much
can be harmful to the body, but too little may limit its effectiveness. In Figure
1.1, this is illustrated using the concept of a therapeutic window [3], where a
minimum concentration is required for the drug to be effective and too much of
the drug can lead to levels above a toxic threshold. To improve the performance
of drug delivery systems, traditional delivery methods are frequently replaced
by controlled release systems. Modelling can significantly assist in the design
of drug delivery systems in determining the appropriate geometry, dimensions
and composition of a system, as well as the initial drug loading concentration.
A significant trend in the literature of modelling drug release is the adoption
of mechanistic modelling techniques over the classic deterministic fitting mod-
els, which have dominated the majority of studies over the last 40 years without





















Dose 1 Dose 2 Dose 3
Figure 1.1: Comparing the drug release from a traditional multiple dosage drug
delivery system (dotted black line) versus a controlled slow release device (red line).
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1.1 Swelling-controlled drug delivery devices
The majority of research in polymer diffusion has focused on using hydrogel ma-
terials in the controlled release of drugs from pharmaceutical devices. A signifi-
cant number of modelling strategies have been proposed in the literature to de-
scribe swelling-controlled release systems; these are summarised in [4]. Swelling-
controlled hydrogel devices are capable of slow release of a loaded drug, where the
rate of polymer relaxation is the controlling factor. These devices are activated
by a suitable solvent penetrating the device, with the drug release dependent on
the interactions between the polymer, loaded drug and imbibing solvent. Hy-
drophilic polymers, such as hydroxypropyl methylcellulose (HPMC) [5], are the
most common type of polymer used in swelling-controlled devices. The polymers
are initially in a dry non-swollen state, where the polymer network is dense, and
any drug molecules present are rendered immobile. When the polymer is exposed
to a critical concentration of a suitable solvent, polymer chain relaxation (glass-
gel transition) is initiated by the solvent diffusing into the device. This process of
polymer relaxation involves the transformation of the dry (glassy) polymer into
a wet (rubbery) phase.
The swelling front is the moving boundary that propagates into the polymer,
separating the glassy region from the rubbery region [6]. An abundance of ex-
perimental evidence has observed these two regions, however, the speed of the
advancing front varies [7]. Upon contact with the diffusing solvent, the immobile
drug can now diffuse. It is this swelling mechanism and this polymer morphology
change that determines the drug release mechanism from the device. Such devices
are classified as swelling-controlled [6]. The additional volume of solvent in the
polymer can often result in a significant volume increase of the polymer network,
which is manifested as the outward movement of the surface of the polymer,
known as the erosion front. This volume increase generally leads to advection of
the solvent and drug molecules [7]. If the polymer is soluble in water, dissolution
of the polymer can occur at the polymer-solvent interface, leading eventually to
this erosion front moving backwards (this can be prevented by cross-linking [7]).
In Figure 1.2, the swelling and erosion fronts are illustrated in a one-dimensional
swelling polymer undergoing polymer relaxation.
3
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v
Rubbery phase Glassy phase
Erosion front Swelling front
Bulk solvent
Figure 1.2: Schematic of a one-dimensional swelling polymer undergoing polymer
relaxation (adapted from [1]).
A third moving front is observed if the polymer is loaded with a drug exceeding
the solubility threshold of the drug in the solvent, resulting in both dissolved and
undissolved drug in the network. The diffusion front separates the swollen region
containing both the dissolved and undissolved drug from the swollen region con-
taining only dissolved drug, as demonstrated in the release of diclofenac sodium
in [8]. In this thesis, we will only be considering cases where the drug is loaded
below a solubility threshold, thus ignoring the diffusion front.
In Chapter 2, we introduce and analyse a model describing the diffusion of a
finite amount of solvent in a swellable glassy polymer, as proposed initially by
Cohen & Goodhart [9]. The diffusion of a finite amount of solvent is often over-
looked in the literature (see [10]), with most studies considering a constant solvent
concentration at the penetration surface [11, 12, 13]. Given that a finite amount
of penetrant diffusing in the polymer will eventually become used up, the model
evolves toward an equilibrium value, causing the time history of the interface to
be more complicated than the infinite solvent case. In Chapters 3 and 4, we study
the swelling-controlled drug release from a glassy polymer slab. Cohen & Erneux
[12] proposed a method that couples Astarita’s model [11] describing solvent pen-
etration into a glassy polymer with the classical Higuchi model [14] that captures
the drug diffusion through the polymer network. In Chapter 3, we consider the
case of negligible volume change, where the molar volume of the solvent is the
small parameter. We then extend this analysis in Chapter 4, by considering the




Thermoresponsive polymeric hydrogels undergo a volume phase transition in an
aqueous solution when the temperature of their fluid environment is varied across
a critical value called the volume phase transition temperature (VPTT). Below
the VPTT, the polymer chains are swollen and establish an expanded polymer
network in an aqueous solution, whereas above the VPTT, the polymer chains
collapse and form a more compact structure [15]. These polymers have vast po-
tential in drug release systems that are triggered by altering the temperature,
such as hydrogel matrices, micro-spheres, membranes, porous systems, and thin
films [16, 17, 18, 19, 20, 21, 22]. The pulsatile drug release system possesses a
cycle with two distinct release stages: on/fast release when the polymer is in a
swollen state and off/slow release when the polymer collapses.
The only model in the literature describing the pulsatile release of drug from
a thermoresponsive polymer was presented in [23]. The modelling results were
found to fit the experimental data very well. However, a fundamental assumption
made in the development of the model is that the transition between the swollen
and collapsed states for the polymer may be taken to be instantaneous. This
assumption is justified only for very thin polymers where the time taken for the
polymer to swell or collapse is short compared to the times the polymer remains in
its collapsed or swollen states. For thicker polymers, the swelling and collapsing
timescale is no longer negligible, and needs to be incorporated into the modelling.
In Chapter 5, we derive a model that captures these two distinct stages of drug
release, by coupling a Stefan problem describing polymer expansion and contrac-
tion with a model describing drug diffusion in a rubbery polymer. The model is
adapted from the model discussed in section 5.1.1, and it also has many similari-
ties to the Stefan problems that describe the controlled drug release from swelling
polymers, as described in Chapters 3 and 4. Our preliminary modelling produces
results that have the correct qualitative behaviour.
5
Chapter 1. Introduction and overview
1.3 Hydration process
Contact lenses are thin polymer films that are placed on the surface of the eye
primarily for vision correction. They are classified as either hard or soft depend-
ing on the elasticity of the materials from which they are made [24]. The majority
of contact lenses are made from silicone hydrogel materials that allow for higher
oxygen permeability to the cornea [25]. These soft contact lenses are produced
using lathe-cutting, spin-casting and cast-moulding [26]. The hydration process
is a crucial step that arises in the cast-moulding production of these lenses and
is of particular interest to industry as it is often the rate-limiting step on the
production line. Its primary purpose is the removal of unwanted chemicals that
are introduced in the earlier stages of the manufacturing process [27].
The method of cast-moulding involves injecting a liquid monomer, along with
an inert diluent, between two moulds which define the shape of the lens. The
lenses are formed by depositing a liquid monomer mixture in the cavity between
the two moulds and polymerising under UV light, during which the monomer
molecules react to form the polymer chains of the solid lens. A chemical diluent
is included in the mixture to reduce the shrinkage of the lens during this stage
and is later replaced by water. The hydration process follows, during which the
diluent, as well as any impurities or unreacted monomers, are washed from the
lenses. In this stage, the lenses are firstly washed with an organic solvent so that
the unwanted chemical diluent will diffuse out of the lens into the solvent bath
above. The solvent is then washed out of the lenses with deionised water.
In Chapter 6, we develop a mathematical model that describes the removal of dilu-
ent from a single contact lens. We formulate this as a Stefan problem, where the
transport mechanisms of the diffusing organic solvent and chemical diluent are as-
sumed to be governed by both diffusion and advection due to the volume change.
A numerical procedure is developed, and we propose a number of model reduc-
tions that offer further analytical insight into the important underlying physics
of the problem. An experimental procedure is carried out in collaboration with
biochemists at the University of Limerick, and model parameters are estimated
by fitting with experimental data.
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1.4 Melting of a semi-infinite block of ice
We now introduce some of the important analytical and numerical techniques
used in this thesis by examining a simple Stefan problem. This classical problem
concerns the melting of a semi-infinite block of ice (see Figure 1.3) where a heat






, on 0 < X < S(T ), (1.4.1)
U(0, T ) = U0, (1.4.2)








with initial condition S(0) = 0 and U(X > 0, 0) = 0 [28]. The governing PDE
(1.4.1) is a linear diffusion equation with thermal diffusivity κw. Equation (1.4.2)
fixes the temperature source at X = 0 at a value U0, which is strictly positive so
as to be larger than the zero temperature fixed at the moving front (1.4.3). The
position of this moving front is determined by the Stefan condition (1.4.4), where
ρ is the density, λ is the latent heat and kw is the thermal conductivity.
Water Ice
X = S(T )X = 0
Figure 1.3: Schematic of a one-dimensional Stefan problem, with the boundary
X = S(T ) representing the melting front propagating through the ice.
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1.4.1 Nondimensionalisation
We scale the problem as follows:
U(X,T ) = u(x, t)U0 X = xL, T =
tL2
κw
, S(T ) = s(t)L,
where L is an artificial length scale which is used due to lack of an intrinsic length






, on 0 < x < s(t), (1.4.5)
u(0, t) = 1, (1.4.6)







with initial conditions s(0) = 0 and u(x > 0, 0) = 0, where the nondimensional
parameter β = λ/(cU0) (the specific heat capacity is c = kw/(ρκw)). This param-
eter is known as the Stefan number and is a ratio of the latent heat of melting to
the heat flow (sensible heat) causing the melting.
1.4.2 Exact similarity solution
Due to the absence of an intrinsic length scale in the nondimensional model
(1.4.5)-(1.4.8), we seek the existence of a similarity transformation. This involves
grouping the two independent variables x and t into one similarity variable η [28].
It can be shown that for the diffusion equation, an appropriate similarity variable
is of the form
u(x, t) = tγ1f(η), η = xtγ2 ,
and upon inspection of the governing PDE (1.4.5) we find that γ2 = −1/2.
Boundary condition (1.4.6) requires that γ1 = 0, and so the similarity transfor-
mation is


















1.4 Melting of a semi-infinite block of ice
as for this condition to be independent of x and t, ds/dt must be proportional
to 1/
√
t. We therefore set s(t) = 2α
√
t, where α will be determined as part of













This system can be solved easily by first reducing the ODE to a separable first
order equation, which upon writing the solution back in terms of the original
nondimensional variables is given by







, s(t) = 2α
√
t, (1.4.9)
where α is found by solving the following transcendental equation:
βα
√
π exp(α2) erf(α) = 1. (1.4.10)
Equation (1.4.10) has exactly two roots for every value of β (one positive and one
negative), with the positive root always being chosen so that s(t) > 0. This exact
solution to the classical Stefan problem is known as the Neumann solution, after
the German scientist Franz Ernst Neumann, and is described in detail in [29], a
useful reference book on the analysis of Stefan problems. It is important to note
that such exact solutions are scarce, and most Stefan problems require approxi-
mate methods to gain any analytical insight. However, as will be demonstrated
in the following chapters, asymptotic reductions of more complicated problems
often result in systems of equations that can be solved using a similarity trans-
formation.
9
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1.4.3 Numerical solutions
A typical strategy for solving Stefan problems numerically is to transform the
governing equations onto a fixed domain using a suitable transformation. These
methods are called boundary immobilisation methods (BIM) [30], and were first




, u(x, t) = F (ξ, t),











, on 0 < ξ < 1, (1.4.11)
F (0, t) = 1, (1.4.12)









A symptom of this immobilisation technique is the singularity that occurs in
the Stefan condition (1.4.14), when the region is initially of zero thickness, i.e.,
s(0) = 0. In the literature, this singularity is often avoided by solving in the
region t > t∗ > 0, where t∗ is arbitrary. Following Mitchell & Vynnycky [32], this













, on 0 < ξ < 1, (1.4.15)
F (0, t) = 1, (1.4.16)







Two discretisations that are relevant in the following chapters are now discussed.
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1.4.3.1 Crank-Nicolson discretisation
The Crank-Nicolson method is a finite difference scheme used primarily for nu-
merically solving partial differential equations [33]. It is unconditionally stable
and second-order accurate in both the time-step and the space-step [32, 33, 34].
The method is a combination of the forward Euler method at time-step n and
the backward Euler method at time-step n+ 1. This involves using a central dif-
ference at time tn+
1
2 and a second-order central difference for the space derivative
at position ξi [32]. The discretisation of the PDE (1.4.15) is then




















for n = 0, 1, 2... and i = 1, 2...., I − 1. This equation can then be expressed as
a tridiagonal system by separating the n + 1 and n terms, with the resulting
algebraic equations needing to be solved for each time-step [28]. The boundary
conditions (1.4.16)-(1.4.17) are discretised as F n+10 = 1 and F
n+1
I = 0 respec-
tively. The Stefan condition (1.4.18) is used to update the position of the moving
















where the ghost nodes involving subscripts I + 1 are removed by using the PDE
discretisation evaluated at i = 1. The initial condition for the moving boundary
is z(0) = 0, with the exact solution (1.4.9) used as a start-up for the temperature
F 0i . In cases where an exact solution is not available, the leading order solution
as t → 0+ can be used as the initial condition. Solving for z implicitly requires
an iterative strategy at each time-step. We consider a uniform mesh over the
rectangle 0 < ξ < 1 and 0 < t < tmax, with space-step ∆ξ = 1/I and time-step
∆t = 1/N , for a given N and I. In this classical Stefan problem formulation,
if ∆ξ = ∆t, the numerical solution is indistinguishable from the exact solution
if ∆ξ < 0.01. All numerical schemes outlined in this thesis were found to be
mesh independent and can run in several seconds, with this explicitly presented
in Chapter 2 by demonstrating a mesh convergence.
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1.4.3.2 Semi-implicit discretisation
In the models where we consider nonlinear diffusion effects, a semi-implicit dis-
cretisation is found to be more suitable than the Crank-Nicolson method to avoid
cumbersome algebraic expressions that arise in the discretisation of the PDEs.
We now present a semi-implicit scheme based on the discretisation seen in [30].
The scheme discretises implicitly for F and explicitly for z, and so the governing
PDE (1.4.15) becomes
(
















which holds for n = 0, 1, 2... and i = 1, 2...., I − 1. The boundary conditions
(1.4.16)-(1.4.17) are again discretised as F n+10 = 1 and F
n+1
















where again z(0) = 0 and the initial condition for the solvent F 0i is the exact
solution (1.4.9). The moving boundary is updated using the equation





and the entire system is solved by writing in tridiagonal form and solving the
resulting algebraic equations.
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1.4.4 Asymptotic solution for β  1
A large Stefan number arises in the case when a lot of energy is required to melt
the ice, and the interface s(t) moves very slowly. It is clear from the Stefan
condition (1.4.8) that for β  1, at leading order ds
dt
= 0, and so we rescale









, on 0 < x < s(τ),
u(0, τ) = 1,






An asymptotic expansion is then performed for ε = 1/β  1, in the form of
u(x, τ) = u0 + εu1 + ε
2u2 + ...,
s(τ) = s0 + εs1 + ε
2s2 + ...,
which at leading order yields
∂2u0
∂x2
= 0, on 0 < x < s0(τ),
u0(0, τ) = 1,






We encounter quasi-steady behavior in the PDE, as a result of the interface
moving so slowly that the diffusion equation is in an approximate steady state at
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or in terms of the original nondimensional variables,













1/2β. This shows that the front moves very slowly for large β
values. A more thorough asymptotic analysis would extend this expansion to
higher orders, as will be seen in detail in later chapters for similar Stefan problems.
1.4.5 Heat balance integral method
The heat balance integral method (HBIM) is a common approximation technique
for solving thermal problems and has been particularly useful for solving moving
boundary problems where no exact solutions exist [10, 13, 35, 36]. The method
involves choosing an arbitrary approximating function, typically a polynomial
with the following form:











where n can be prescribed (n = 2, 3...), or left unknown and optimised [37].
Two of the unknown coefficients are then determined from satisfying boundary
conditions (1.4.6)-(1.4.7), so that (assuming n = 2) the profile can now be written
as



















Lastly, b1 is determined from the heat balance integral which is found by inte-

















6β + b1 + 2
. (1.4.22)
Note that for this classic Stefan problem, the coefficient b1 is constant, which
can be seen from (1.4.19) and (1.4.21) to ensure that s has the correct square
14
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root behaviour. However, for more complicated Stefan problems, these unknown






6β + b1 + 2
, (1.4.23)
which has the solution
b1 = −1− 6β +
√
36β2 + 24β + 1, (1.4.24)
where the positive root was taken to ensure ux(s, t) < 0 [36]. As b1 is a constant










b1/(2β), where we write it in this form to compare solutions for α
with the exact solution (1.4.9). For example when β = 5, the exact solution is
α = 0.3064, whereas the HBIM predicts α = 0.3087, and the large β approxima-
tion predicts α = 0.3162. Figures 1.4 and 1.5 show results for large β, comparing
the HBIM with the β  1 leading order perturbation solution and the exact
solution. It is clear that the HBIM approximation is a far superior approxima-
tion for values of β = O(1) (the numerical solution is not plotted here as it is
indistinguishable from the exact solution).
A significant advantage that the HBIM has over asymptotic techniques is its
simplicity; it reduces a complicated PDE system to a set of ODEs which often
have analytical solutions. However, it is not without its drawbacks [36], as in
more complicated models the arbitrary choice of approximating profile is not ap-
parent. We tackle this issue in Chapter 3, by leaving the exponent n in (1.4.20)
unknown, and optimising this value using the combined integral method [38].
15
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>> 1 leading order
HBIM quadratic profile
Figure 1.4: Comparing s(t) vs t for the β  1 leading order asymptotic solution
and the HBIM quadratic approximation to the exact solution, β = 5.


































>> 1 leading order
HBIM quadratic profile
Figure 1.5: Comparing u(x, t) vs x for the β  1 leading order asymptotic




This thesis concerns the mathematical modelling of diffusion in polymers and
problems that arise in the context of the pharmaceutical industry. In Part I,
we investigate models that consider solvent and drug transport in glassy poly-
mers, from a numerical and analytical perspective. In Chapter 2, we consider
a moving boundary problem describing the diffusion of a finite amount of sol-
vent in a glassy polymer, and we present numerical, asymptotic and integral
method solutions that extend and improve the analysis by the original authors
in [9]. Chapters 3 and 4 then perform an examination of a more sophisticated
model that couples solvent penetration and counter-current drug diffusion from
a polymer slab, where initially we assume that volume change is negligible. We
present some approximate solutions that considerably improve on the analytical
approach seen in [12]. Potential extensions to the original model that include
both nonlinear diffusion and volume changing induced advection effects are also
considered. In Part II of this thesis, we focus on two separate derivations of new
mathematical approaches to two pharmaceutical problems. In Chapter 5, we
develop a model describing pulsatile release from a thermoresponsive polymer,
motivated by recent modelling approaches seen in the literature [23]. In Chapter
6, we derive a model describing the hydration process in the production of contact
lenses, where cleaning of a single contact lens in a bath of solvent is considered.
Finally, in Chapter 7 we discuss the main conclusions from this body of work and
potential extensions.
Mathematical Modelling of  Diffusion in Polymers
Part II : Derivation and Analysis of  Stefan 
Problems in Pharmaceutical Applications
Part I : Numerical and Approximate Solutions 
of  Swelling Polymer Models
 Diffusion of  a Finite Amount of  
Solvent in a Glassy Polymer  
(Chapter 2)









of  the Hydration Process  
(Chapter 6)
Mathematical Modelling 
of  Pulsatile Release Drug 
Delivery System  
(Chapter 5)
Figure 1.6: Flow chart illustrating the thesis outline.
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DIFFUSION OF A FINITE AMOUNT
OF SOLVENT IN A GLASSY
POLYMER
2.1 Introduction
The diffusion of gases, vapours and liquids in polymers has been studied exten-
sively and is of considerable interest in several industrial applications, such as pro-
tective coatings, food packaging and electronic cable manufacturing [39, 40, 41].
An important problem in the pharmaceutical industry is the diffusion of a sol-
vent in a glassy polymer. When a hydrophilic polymer comes in contact with
a suitable solvent, it penetrates the polymer causing polymer disentanglement
(polymer chain relaxation), with the formation of a sharp front that propagates
inwards separating the relaxed from the un-relaxed polymer. In cases where a
loaded drug can only diffuse in the region of relaxed polymer, the drug release
mechanism from a gel is characterised by the transport of the diffusing solvent
into the polymer system.
There exists a considerable body of literature on solvent diffusion in swelling
polymers, and a comprehensive review can be found in [42]. A common theme
among previous studies is the assumption that the solvent concentration is fixed
on the boundary separating the polymer from the external solvent domain. In
these formulations there is a constant source of solvent on this boundary, and the
21
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problem evolves towards an equilibrium solution where the solvent concentration
in the entire polymer equals this value. In this chapter, we revisit an often ig-
nored variation of this classic problem, where the polymer is instead exposed to
a finite amount of solvent that becomes used up. This has been explored in a
prior study by Cohen & Goodhart [9], whose results showed that the position of
the penetrant front undergoes a long smooth transition from standard Fickian
√
t behaviour to exponential time decay and an equilibrium position is attained
when the penetrant solvent is exhausted.
In this section, we return to the model as originally presented in [9], and inves-
tigate how approximate methods for moving boundary problems can be applied
to this system. A formal asymptotic analysis is carried out for both small and
large times, as well as an extension of the small parameter asymptotic approach
of Cohen & Goodhart to higher orders. An unconditionally stable numerical
scheme is then presented, where an analytical approach is necessary to derive an
appropriate starting solution for the numerical method.
2.2 Mathematical model
The mathematical problem examines the evolution of a finite amount of solvent
diffusing in a slab of glassy polymer. At time zero, a solvent is injected into the
polymer which initiates polymer relaxation, changing the internal structure of the
polymer network from glassy to rubbery. This in turn creates a ‘swelling front’
X = S(T ), separating the swollen rubbery region from the polymer’s glassy core
[43]. It is assumed that no volume change accompanies this process and the poly-
mer has impermeable faces, thus the ‘erosion front’ separating the rubbery region
from the external solvent domain remains fixed at X = 0. The model proposed by
Cohen & Goodhart [9] is a modification of Astarita & Sarti’s approach [11], who
analyse a similar problem under the assumption that the solvent concentration
is fixed on the erosion front (i.e. there is an infinite source of solvent).
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, on 0 < X < S(T ), (2.2.1)
∂U
∂X
(0, T ) = 0, (2.2.2)
dS
dT





S = Q, (2.2.4)
S(0) = 0, (2.2.5)
where k1, k2 and Q are all known constants. The penetrant is undergoing sim-
ple diffusion (2.2.1), with condition (2.2.2) maintaining impermeability at the
polymer-solvent interface. Boundary condition (2.2.3) states that the excess con-
centration over some threshold value U∗ drives the swelling at some finite rate
[11]. Condition (2.2.4) guarantees that a fixed quantity of penetrant is inserted
under the impermeable surface and then diffuses. It is effectively a delta function
initial condition, where Q is the amount of solvent that was initially injected. It
is derived by assuming the flux across the moving boundary is proportional to
(U − U∗), and so
−D∂U
∂X
(S, T )− U(S, T )dS
dT
= k1(U(S, T )− U∗). (2.2.6)
Integrating (2.2.1) over the spatial domain, applying Leibniz’ rule and using equa-






















which can then be integrated to give (2.2.4). It is important to note that this
condition results in solvent not being conserved, under the assumption that sol-
vent is used up in the disentanglement process. Cohen & Goodhart refer to this
as a ‘hole filling process’ in which penetrant molecules are immobilised by the
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polymer [9]. Relaxation of this assumption results in solvent conservation, by
setting k1 = 0 in (2.2.6), however, the dynamics of this problem are less inter-
esting. In alternative formulations of similar models, this condition is prescribed
in its derivative form along with an initial condition [10, 11, 13]. In Figure 2.1,
a schematic of the dimensional problem is illustrated, where one can observe the
‘swelling front’ penetrating into the glassy core.
Figure 2.1: A schematic of the polymer slab in terms of the dimensional variables.
Given that a fixed quantity of solvent is diffusing in the polymer, the equilibrium






















where the spatial variables are scaled with the equilibrium position of the moving
front, and the timescale is chosen to balance the diffusion equation. We choose
∆U by balancing equation (2.2.3), which upon substituting the other nondimen-

























u dx+ s = 1,
where we recover the nondimensional parameter λ = k2Q/D. In a similar problem
examined by Mitchell & O’Brien [10], the scaling of U was informed by an initial
condition U(X, 0) = Ui, and hence ∆U = Ui − U∗. When an initial condition is
not prescribed and a fixed quantity U(0, T ) = U0 is being used, one would scale






, on 0 < x < s(t), (2.2.7)
∂u
∂x
(0, t) = 0, (2.2.8)
ds
dt





u dx+ s = 1, (2.2.10)
s(0) = 0. (2.2.11)
The equilibrium solutions simplify to
u(x,∞) = 0, s(∞) = 1.
This nondimensionalisation differs from the original scaling seen in [9], who re-
cover a nondimensional parameter in the diffusion equation by balancing equation
(2.2.10). In cases where an initial condition is being used along with the derivative
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2.3 Numerical solution
We now consider a front-fixing numerical scheme that involves immobilising the
nondimensional model (2.2.7)-(2.2.11). We first need to immobilise the moving
boundary by setting ξ = x/s(t) and u(x, t) = h(t)F (ξ, t). By examining equation
(2.2.10), we can see that the condition s(0) = 0 gives the correct balance in the









Fdξ + s = 1,
and thus we set u(x, t) = F (ξ, t)/s. The immobilised form of equations (2.2.7)-












, on 0 < ξ < 1, (2.3.1)
∂F
∂ξ













F dξ + s = 1, (2.3.4)
s(0) = 0. (2.3.5)
The alternative condition which is the derivative of (2.3.4) is immobilised to
become






A common feature of boundary immobilisation methods for Stefan problems with
initially zero thickness is the introduction of a singularity after the transformation,
which can be seen here in equation (2.3.3) [45]. Hence an appropriate start-up
condition for the numerics is needed, and the limit as t → 0+ is examined in
equations (2.3.1)-(2.3.5) [32]. In order for the PDE to be independent of t in this




is constant. Consequently, we
set s = 2α
√









+ 2α2F = 0,
∂F
∂ξ
(ξ = 0) = 0, F (ξ = 1) = 2α2,
which admits the solution
F = 2α2eα
2(1−ξ2).
This expression for F is then used as the initial concentration of solvent in the




Fdξ = λ, more specifically,
λ = erf(α)α exp(α2)
√
π.
The discretisation of the immobilised system then follows, where we apply the
Crank-Nicolson method which is unconditionally stable and second order accurate
[33]. We introduce a central difference at time tn+1/2 and a second order central
difference for the spatial derivatives at ξi. The governing PDE (2.3.1) describing
the solvent diffusion is discretised to become




























where sn+1/2 = (sn+1 + sn)/2. This expression is then rearranged into tridiagonal
form by separating the terms at timestep n and n + 1. The no-flux boundary
condition (2.3.2) then requires that[




where the fictitious ghost nodes involving subscripts i = −1 are eliminated by
evaluating the PDE (2.3.7) at i = 0 and combining with (2.3.8), which in tridi-
27
Chapter 2. Diffusion of a Finite Amount of Solvent in a Glassy Polymer
agonal form can be written





sn+1/2(sn+1 − sn)− (sn+1/2)2] =
− rF n1 + F n0 [r −
1
2
sn+1/2(sn+1 − sn)− (sn+1/2)2],
where r = ∆t/(∆ξ)2. The final boundary condition required for the tridiagonal



















which again requires the removal of the ghost nodes at i = I + 1 by using the
PDE evaluated at i = I. Finally, the moving boundary is updated using condition










(sn)2 + ∆t(F n+1I + F
n
I ).
This is now a full tridiagonal numerical scheme to solve the immobilised system
(2.3.1)-(2.3.5), and outputs F (ξ, t) and s(t). The nondimensional solvent concen-
tration can be found by making the reverse transformation u(x, t) = F (ξ, t)/s(t).
Typical profiles of the concentration of solvent u(x, t) and moving boundary s(t)
can be found in Figures 2.2 and 2.3, where the system is solved on a fixed grid
[∆ξ = 1/I, ∆t = 1/N ], where I is the number of space-steps and N is the number
of time-steps, for 0 < ξ < 1 and 0 < t < 1. In Figure 2.2, the concentration of
solvent is plotted against space, and it is clearly demonstrated that as the mesh
size is refined, the numerical solution converges and is mesh independent. The
nondimensional parameter λ = k2Q/D, where Q is the initial quantity of solvent
injected, k2 is the control parameter governing the swelling kinetics and D is the
diffusion coefficient of the solvent in the polymer. In Figure 2.3 (where I = 100,
N = 400) the moving boundary s(t) is shown to propagate much farther into the
polymer as λ increases.
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Figure 2.2: The concentration of solvent u(x, t) vs space x at t = 1, under
subsequent mesh refinements.




































Figure 2.3: Position of the moving front s(t) vs time t.
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2.4 Analytical solutions
Moving boundary problems rarely have exact analytical solutions, and many au-
thors often rely heavily on numerical methods. Analytical solutions give insights
to better understand the dominant factors within a physical model, in addition
to validating the numerical procedures. Since the full system of equations (2.2.7)-
(2.2.11) does not have an exact analytical solution, we need to rely on asymptotic
and other approximating techniques. We now investigate a variety of asymptotic
approaches based on small and large times, as well as the physically motivated
case, λ  1. We then consider the heat balance integral method, which is an
approximate method for solving Stefan problems.
2.4.1 Small-time solution
The small-time asymptotic behaviour of the nondimensional model (2.2.7)-(2.2.11)
is now examined, using a similar method to [10, 13]. In the original Cohen &
Goodhart model a small time regime is outlined, however it is only investigated to
leading order in a different scaling. We will now demonstrate a formal expansion
up to O(ε2), where initially we re-scale for small-times by introducing
t = ε2τ, x = εay, s(t) = εaL(τ), u(x, t) = εbv(y, τ),
where ε  1 is an artificial parameter. We choose a = 1 and b = −1 to balance
both the governing PDE (2.2.7) and the boundary condition (2.2.9), with the full






, on 0 < y < L(τ), (2.4.1)
∂v
∂y
(0, τ) = 0, (2.4.2)
dL
dτ





vdy + εL = 1, (2.4.4)
L(0) = 0. (2.4.5)
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We then perform a standard perturbation approach by expanding v(y, τ) and
L(τ) in terms of the small parameter ε, where particular care must be taken in
equations (2.4.3) and (2.4.4) due to the boundary y = L(τ) being expanded. This
issue is resolved by using Taylor Series, for example
v(L(τ), τ) = v(L0, τ) + εL1
∂v
∂y















Similarly in the integral equation (2.4.4) the moving front is being expanded in

















where now all of the terms involving v are evaluated solely at y = L0.
2.4.1.1 Leading order solution
We proceed with a formal asymptotic expansion of (2.4.1)-(2.4.5) in the form of
v(y, τ) = v0(y, τ) + εv1(y, τ) + O(ε
2) and L(τ) = L0(τ) + εL1(τ) + O(ε
2), which






, on 0 < y < L0(τ), (2.4.6)
∂v0
∂y
(0, τ) = 0, (2.4.7)
dL0
dτ





v0dy = 1, (2.4.9)
L0(0) = 0. (2.4.10)
This system has a very similar structure to the full nondimensional model, how-
ever, the simplification of the integral condition in this small-time regime allows
us to solve this system exactly by using a similarity transformation. It is not
immediately obvious what form the new similarity substitution should take, and
we proceed by substituting the following general form and seeking balances:
η = yτa, v0 = τ
bf0(η),
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It is clear that 2a+ b = b−1 for this ODE to be independent of τ , and hence a =
−1/2, as is typical in similarity reductions of diffusion problems. For algebraic
convenience a factor of 2 is included in the substitution, consequently η = y/2
√
τ .










therefore in order for the boundary to be independent of τ , at leading order L0
must be proportional to
√
τ , and so L0 = 2α0
√
τ , where α0 is a constant. The
unknown exponent b is then determined by examining the Stefan condition on
the moving front y = L0, which requires b = −1/2 in order to be written purely





, L0 = 2α0τ
1/2.
Note that the inclusion of the factor of 2 in the definition of η renders equation
(2.4.11) invalid, and we instead transform the original equations (2.4.6)-(2.4.10),






+ 2f0 = 0, on 0 < η < α0,
df0
dη






where the initial condition for the moving front is built into the
√
τ form. This
ODE system has the exact solution f0(η) = α0 exp(α0
2 − η2), which in terms of




















If written in terms of the original dimensional variables, this agrees with the
leading order small-time solution derived by Cohen & Goodhart [9]. We now
extend this analysis by proceeding to the next order.
2.4.1.2 First order solution






, on 0 < y < L0(τ) (2.4.12)
∂v1
∂y
(0, τ) = 0, (2.4.13)
dL1
dτ






v1dy + L1v0(L0, τ) + λL0 = 0, (2.4.15)
L1(0) = 0. (2.4.16)
The form of the PDE and boundary conditions is again suitable for a similarity
transformation, where we group the independent variables together as η = y/2
√
τ .
Examination of the boundary condition (2.4.14) and integral condition (2.4.15)
leads to the concentration variable substitution choice of v1 = τ
0f1(η) and the
moving front behaviour L1 = α1τ
1.
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, v1 = f1(η), L1 = α1τ,
















f1dη + α1α0 + 2λα0 = 0.





2(α20 + 1) + 1
.
The O(ε) solution for the concentration of solvent is then constant, v1(y, τ) =
α1(1 + α
2
0), with the moving boundary at this order behaving linearly in time,
L1(τ) = α1τ .
2.4.1.3 Second order solution






, on 0 < y < L0, (2.4.17)
∂v2
∂y












(L0, τ) + L1
∂v1
∂y
(L0, τ) + v2(L0, τ), (2.4.19)
∫ L0
0






(L0, τ) + L1v1(L0, τ) + L1λ = 0, (2.4.20)
L2(0) = 0. (2.4.21)
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The similarity variable η = y/2
√
τ is again appropriate as the governing PDE
is a linear diffusion equation. The corresponding transformations for v2 and L2
follow, by substituting v2 = τ
af(η) and L2 = α2τ
b into (2.4.19) and (2.4.20) along
with the solutions from the lower orders and examining balances to remove the
independent variables from the new equations. It is easily shown that a = 1/2 and
b = 3/2, that is v2 =
√
τf2(η) and L2 = α2τ
3/2. The governing PDE transforms






− 2f2 = 0, on 0 < η < α0,





















− α1(λ+ α1(1 + α20)),
which has the general solution
f2(η) = b1η + b2(
√
πηerf(η) + exp(−η2)).
Upon applying the no-flux boundary condition at η = 0 it becomes apparent that






































− α1(λ+ α1(1 + α20)).
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In Figure 2.4, it is evident how even for very small-times, the leading order
√
t
solution derived by Cohen & Goodhart does not capture accurately the swelling
boundary position. The advantage of including the next two orders in the asymp-
totic solution can be clearly seen, with the O(ε2) approximation virtually indistin-
guishable from the numerical solution. This second order solution is then shown
to accurately predict the moving boundary position s(t) for t = O(1) in Figure 2.5,
but breaks down when t > 5. A significant drawback of the asymptotic solution
is clearly its inability to capture the equilibrium swelling that occurs, however
in combination with a large-time expansion, a full asymptotic description of the
evolution of the moving front can be derived. In Figure 2.6, the inaccuracy of
the leading order moving boundary position exacerbates the error of the leading
order solvent concentration u0(x, t), even at t = 0.1. The solution improves no-
ticeably by including the contributions at O(ε) and O(ε2), however breaks down
much earlier than the solution for s(t), and is only valid for t < O(1).






































second order asymptotic solution
first order asymptotic solution
leading order asymptotic solution
Figure 2.4: The numerical (solid line) and small-time approximation solutions
for the moving boundary position s(t) up to O(ε2) for λ = 1.
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second order asymptotic solution
Figure 2.5: The second order asymptotic solution (dashed line) for the moving
boundary s(t) is shown to be accurate to within 10% of the numerics (solid line)
when t < 5, but subsequently diminishes in accuracy for larger times, where λ = 1.



































second order asymptotic solution
first order asymptotic solution
leading order asymptotic solution
Figure 2.6: The numerical (solid line) and small-time approximation solutions
for the solvent concentration u(x, t) up to O(ε2) for λ = 1 and t = 0.1.
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2.4.2 Large-time solution
We seek a large-time solution by considering a perturbation of the nondimensional
equations (2.2.7)-(2.2.11) around the equilibrium solution, given by
u(x, t) = f(x) exp−γ
2t, s(t) = 1 + S(t),
where S(t)→ 0 as t→∞. We substitute these into the governing PDE (2.2.7),
where we find that f(x) satisfies −γ2f(x) = f ′′(x), which has the well known
general solution
f(x) = A cos (γx) +B sin (γx).
The boundary condition (2.2.8) at x = 0 becomes f ′(0) = 0, and hence B = 0.
Then from (2.2.9) we get
dS
dt
= A cos(γ) exp−γ
2t,
which upon integrating and setting the constant of integration = 0, ensuring
S(t)→ 0 as t→∞, yields




Using the integral condition (2.2.10) we can derive the transcendental equation
γ tan γ = λ.
Thus, the leading order perturbation to the equilibrium solution is
u(x, t) = A cos(γx) exp−γ




The value of A can come from matching to an intermediate-time solution if avail-
able, or in this instance, patching to a numerical solution. This patching method
involves setting the numerical solution for s(t) equal to the approximate solution,







In Figure 2.7, the patched large-time and explicit small-time asymptotic solutions
are plotted and shown to describe accurately the evolution of the swelling front.
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large time asymptotic solution
small time asymptotic solution
Figure 2.7: This figure compares the numerical solution against both the small
and large time asymptotic solutions for the position of the moving front s(t) against
t, where λ = 1.
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2.4.3 Heat balance integral method
The standard HBIM involves choosing an approximate profile to satisfy the nondi-
mensional system (2.2.7)-(2.2.10), along with integration of the governing PDE
to find the heat balance integral [35, 36]. We now demonstrate how alternatively
the HBIM can be directly applied to the immobilised form of these equations,
(2.3.1)-(2.3.6). We first introduce a quadratic profile as an approximation for
F (ξ, t), in the form
F (ξ, t) = a0 + a1(1− ξ) + a2(1− ξ)2.
Substituting this expression into the no-flux boundary condition (2.3.2) and the
integral equation (2.3.4) yields expressions for a1 and a2 in terms of a0, with the
profile written purely in terms of a0,
F (ξ, t) = a0 − 3 [a0 + λ(s− 1)] (1− ξ) +
3 [a0 + λ(s− 1)]
2
(1− ξ)2.
The heat balance integral is found by integrating the immobilised PDE (2.3.1)




















which upon application of the no-flux boundary condition (2.3.2), using Leibniz’
integral rule and a simple integration by parts, becomes the heat balance integral
∂F
∂ξ























which is recognised as the alternative boundary condition (2.3.6). Substituting









This expression is then combined with the only unused boundary condition (2.3.3),
which when written purely in terms of a0 leads to the quadratic equation
a0
2 + a0(λs+ 3)− 3λ(1− s) = 0,
which taking the positive root of this quadratic and combining with the boundary






(λs)2 − 6λs+ 12λ+ 9
2s
,
where the position of the moving front s is determined numerically with initial
condition s(0) = 0. Figure 2.8 compares the numerical solution with the HBIM
approximation for the position of the moving front s(t). The solution is shown to
be accurate for values of λ spanning two orders of magnitude. In Figure 2.9, we
compare the numerical solution with the HBIM quadratic profile approximation
at t = 1, where we can clearly see that as λ becomes O(1) and above, the ap-
proximation begins to break down. This suggests that the quadratic profile is not
the best choice of approximation if λ 1, and agrees with previous observations
in [10], who encounter similar errors when using the HBIM to approximate a
zero flux condition. Mitchell & Myers have shown that significant improvements
can be made in the approximating profile if the exponent is left unknown and
determined as part of the solution process [36, 37, 46].
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Figure 2.8: The swelling front s(t) against t, where λ is varied.








































Figure 2.9: Solvent concentration u(x, t) against x, where λ is varied.
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2.4.4 Small λ solution
The following asymptotic approach is based on parameter values given for typical
polymer-penetrant systems in Astarita and Sarti [11]. In Cohen & Goodhart’s
analysis, the parameter values chosen are D = O(10−6)cm2/s, k2 = O(10
−4)cm/s,
S∞ = O(10
−3)cm, U∗ = O(10−1), and Q = O(10−4)cm. This results in their
nondimensional parameter β = O(102), and an asymptotic expansion is performed
based on this fact. These parameter values in our scaling result in λ = O(10−2),
which motivates an asymptotic expansion based on the smallness of λ. We set ε =
λ  1, and equation (2.2.10) is balanced by rescaling time with τ = εt, and the
concentration of solvent with v(x, τ) = u(x, t)/ε. We then expand v = v0 + εv1...
and s = s0 + εs1..., and at leading order recover the following equations:
∂2v0
∂x2
= 0, on 0 < x < s0(τ), (2.4.23)
∂v0
∂x
(0, τ) = 0, (2.4.24)
ds0
dτ
= v0(s0, τ), (2.4.25)∫ s0
0
v0dx+ s0 = 1, (2.4.26)
s0(0) = 0. (2.4.27)
The general solution to (2.4.23) is v0 = Ax + B, and upon satisfying equation
(2.4.24) we conclude that v0 = B(τ). Upon substitution of this solution into the
integral equation (2.4.26), we find that B(τ) = (1−s0)/s0, which when combined







which one can solve to get the implicit solution, ln |1− s0|+ s0 = −τ .
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It can be easily shown that
s0(τ) =
√
2τ + O(τ), for small τ,
s0(τ) = 1− exp(−(τ + 1)), for large τ,
which displays that the moving boundary transitions slowly from a standard root
τ behaviour, to a long-time exponential decay. This is the main result of Cohen
& Goodhart’s original analysis [9]. We then extend this asymptotic solution by






, on 0 < x < s0(τ),
∂v1
∂x










v1dx+ s1 = 0,
s1(0) = 0,




















which evidently does not have an explicit solution as s0 is only known implicitly.
The equations at O(ε2) follow similarly, and the system can be solved exactly


























































































with initial condition s2(0) = 0. We now have a fully formed solution up to O(ε
2),
and compare it with the numerical solution by first writing v(x, τ) = v0+εv1+ε
2v2,
s(τ) = s0 + εs1 + ε
2s2, and then rewriting these solutions in terms of the original
nondimensional variables u(x, t) and s(t). In Figure 2.10, we compare the different
orders of the small λ asymptotic solution with the numerical solution for λ = 0.1.
All three orders of the approximation capture the swelling front behaviour with
precision, and we therefore need to zoom in to O(10−2) to distinguish between
the solutions. It is only by plotting the approximate solutions for the solvent
concentrations in Figure 2.11, that we see how Cohen & Goodhart’s leading
order solution breaks down. In this figure, it is clearly necessary to extend the
asymptotic analysis to at least O(ε) to correctly capture the concentration of the
solvent, and in fact there is a negligible difference between the O(ε) and O(ε2)
solutions. The solutions plotted in Figures 2.10 and 2.11 are significantly less
robust than the small-time asymptotics derived in section 2.4.1, and begin to
rapidly diminish in accuracy for λ > 0.1.
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Figure 2.10: λ 1 approximate solution for s(t) against t, where λ = 0.1.











































The aim of this chapter was to study the diffusion of a finite amount of solvent
that is injected into a glassy polymer slab. We revisit the problem investigated
by Cohen & Goodhart [9], who consider the case of a swelling polymer with a
rubbery domain of initially zero thickness, where an initial source term (or in-
jection of solvent) at X = 0 is formulated in the form of a delta function. A
similar problem has been investigated by many authors that involves prescribing
an initial condition for the solvent concentration on a fixed initial rubbery do-
main [10, 47]. We highlight an alternative scaling to [9], where scales are chosen
to balance the diffusion equation. This results in the nondimensional parameter
λ appearing in the integral condition, which is a relationship between the amount
of solvent injected and speed of swelling to the diffusion coefficient of the solvent
in the polymer (λ = 1/β in [9]). Astarita and Joshi present a summary of experi-
mental evidence of solvent penetrating into a glassy polymer in [48], and based on
the typical orders of magnitude of the parameters we concluded that λ = O(10−2).
We began by outlining a numerical solution that involved a boundary immobili-
sation method that is typical for Stefan problems of this type [30, 32, 45]. The
immobilised equations were then discretised using the Crank-Nicolson method
and solved using a system of tridiagonal matrices [33]. A small-time limit al-
lowed us to derive an appropriate start-up condition for the numerical scheme.
The validity of the numerical solution was confirmed by comparing with approx-
imate solutions. Analytical solutions were found by completing the asymptotic
analysis as t → 0+, t → ∞ and λ → 0+. The leading order small-time solutions
derived by Cohen & Goodhart were shown to be inaccurate even for t 1, and
we improve these results by deriving the O(ε) and O(ε2) solutions. The leading
order solution for λ  1 (or β  1 in [9]) was shown to be accurate for pre-
dicting the moving front position s(t), but the correct behaviour of the solvent
concentrations is shown to require higher order solutions. Lastly, we presented a
simple HBIM approach for a quadratic profile, which was shown to predict s(t)
with precision, but failed to capture u(x, t) for λ 1.
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DRUG DIFFUSION IN A POLYMER
SLAB
3.1 Introduction
Mathematical modelling plays a crucial role in the pharmaceutical industry by
quantifying the effect that design parameters have on the mechanism of drug re-
lease from medical devices. An important problem in the industry is the diffusion
of both solvent and drug molecules in polymer devices, and depending on the ap-
plication and device makeup, many other physical mechanisms can be taken into
account. The problem of a solvent diffusing in a polymer device has numerous
industrial applications and is examined by many authors; thorough review pa-
pers include [49, 50]. These solvent diffusion models are often coupled with the
counter-current diffusion of a drug or chemical species [12, 44, 51, 52, 53, 54, 55].
These models are often posed as Stefan problems [28], where the moving bound-
aries of the domain are generated as part of the solution. These boundaries can
model the volume increase due to the swelling of the polymer, or in this instance
the moving front represents the glassy/rubbery polymer interface propagating
into the polymer as the solvent diffuses.
In this chapter, we revisit the work of Cohen & Erneux [12], who study the
diffusive transport of both solvent and drug in a one-dimensional glassy polymer.
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Cohen & Erneux present asymptotic results based on the smallness of a parameter
that appears in the model, with other authors considering a variety of alternative
analytical approaches to similar problems [10, 13]. Of particular interest to the
reader is the work of [44], who examine the Cohen & Erneux model in spheri-
cal co-ordinates, and present novel asymptotic and numerical approaches to the
problem. In this chapter, a reduction of the original problem is presented, where
the assumption is made that the polymer swelling is negligible due the molar
volume of the solvent being suitably small. This assumption will be relaxed with
the full problem being addressed in Chapter 4.
We now present a number of alternative approaches to solving the original prob-
lem as posed by Cohen & Erneux. A more appropriate scaling is used, based
on the scaling used in [44] for the spherical problem. Both small and large-time
asymptotic solutions are then derived and validated with a numerical solution.
The solvent-polymer problem studied in [13] is extended upon by coupling the
solvent diffusion model with a drug diffusion model. We then investigate the
accuracy of the popular heat balance integral method as an approximate ana-
lytical approach and examine an optimisation of this technique [35, 37]. Finally,
following [44, 56, 57, 58], we present a numerical and approximate solution to an
extension of the model that incorporates the effect of nonlinear diffusion of the
drug.
3.2 Mathematical model
We begin by considering a one-dimensional glassy polymer slab in which a drug
V (X,T ) is initially immobilised. Upon contact with a solvent U(X,T ), the sol-
vent diffuses into the polymer creating both a rubbery (wet) and glassy (dry)
region, and the drug contained in the rubbery part of the polymer is allowed
to diffuse. The model is formulated as a moving boundary problem where the
propagation of the moving front S1(T ) separating the rubbery region from the
glassy region controls the drug release and is determined as part of the solution.
The following model is a combination of the Astarita model [11] describing sol-
vent diffusion in a polymer, and the classical Higuchi model [14] describing drug
diffusion. They are uncoupled and the solution of the moving front position from
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the solvent-polymer equations serves as an input into the Higuchi model. The






, on S1(T ) < X < Xi, (3.2.1)
U(Xi, T ) = U0, (3.2.2)
dS1
dT
= −k1(U(S1, T )− U∗)n, (3.2.3)
−D∂U
∂X




S1(0) = Xi. (3.2.5)
Equation (3.2.1) is a linear diffusion equation with diffusion coefficient of the
solvent in the polymer D. Boundary condition (3.2.2) fixes the concentration of
the solvent on the polymer’s exterior boundary at its equilibrium value in the
polymer, U0. The dynamics of the moving front are then controlled by equation
(3.2.3), a kinetic relation that states that the speed of propagation is proportional
to a power law dependent on the solvent concentration above a threshold U∗. We
only consider the case of n = 1 in this analysis [11, 12, 44, 47]. Equation (3.2.4)
is a mass balance across the moving front, under the assumption that there is no
solvent present in the glassy polymer and that the flux across the moving front
is proportional to (U − U∗)n. As in equation (2.2.4), this assumption results in
solvent not being conserved. In [11], a mass balance across the moving front
is derived where the hypothesis that no solvent can enter the glassy polymer is
considered, that is US1T = −DUX (K = 0 in equation (3.2.4), which conserves
solvent). This closely resembles the standard Stefan condition [35]. The differ-
ence in the choice of boundary conditions is absorbed in the definition of the
parameter λ in our nondimensionalisation, and hence does not directly affect the
analysis. The initial condition (3.2.5) fixes the position of the moving front at
Xi, meaning initially the rubbery domain of interest has zero thickness. The
parameters K, k1 and n are phenomenological quantities to be obtained from
experimental observation. In Figure 3.1, a schematic outlining the dimensional
setup of the problem is presented.
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Figure 3.1: The dimensional Cohen & Erneux polymer-solvent problem [12], when
considering only the moving front S1(T ) separating the rubbery from the glassy
polymer. The red +’s represent diffusing drug molecules whereas the red ×’s are
the immobilised drug in the glassy polymer.
This model is then coupled with the equivalent equations describing the diffusion






, on S1(T ) < X < Xi, (3.2.6)
V (Xi, T ) = 0, (3.2.7)
−E ∂V
∂X




where (3.2.6) is a linear diffusion equation with diffusion coefficient for the drug
E. Boundary condition (3.2.7) maintains perfect sink conditions for the drug and
a mass balance conserving drug across the moving front is also prescribed (3.2.8),
where V0 is the initial loading of the drug. These equations hold as long as the
moving front S1(T ) > 0, and hasn’t reached the inner boundary of the polymer.
When S1(T ) = 0, the model needs to be updated to include no-flux conditions
for the solvent and the drug as there is no longer a moving front to track; this
change in boundary conditions is discussed in detail in section 5.2.1.1. We now
examine the nondimensionalisation of (3.2.1)-(3.2.8), by setting











, s(t) = 1− S1(T )
X∗
.
Cohen & Erneux choose X∗ and T ∗ to balance the boundary conditions on the
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Figure 3.2: The nondimensional Cohen & Erneux polymer-solvent problem [12]
when considering only the moving front s(t) separating the rubbery from the glassy
polymer. The red +’s are diffusing drug whereas the red ×’s are immobilised in
the glassy polymer.








which gives rise to an extra O(1) control parameter in the diffusion equation. We
follow the scaling seen in [44], by balancing the diffusion equation with a typical
diffusion timescale T ∗ = (X∗)2/D, while setting the length scale as the initial
position of the moving front, X∗ = Xi. The full nondimensional equations for






, on 0 < x < s(t), (3.2.9)
u(0, t) = 1, (3.2.10)
−∂u
∂x







= u(s, t)n, (3.2.12)
s(0) = 0, (3.2.13)
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The parameter λ can range from O(1) to large, whereas µ is typically small
[44, 48, 57]. The limit of µ → 0 produces the classical Stefan problem seen in
section 1.4 [28]. The solution for the moving boundary s(t) from these equations







, on 0 < x < s(t), (3.2.14)
v(0, t) = 0, (3.2.15)
−δ ∂v
∂x
(s, t) = (v(s, t)− 1)ds
dt
, (3.2.16)
where δ is simply the ratio of the two diffusion coefficients, δ = E/D. In Figure
3.2, a schematic outlining the nondimensional geometry is shown. Alternative










, u(x, t) = 1 + sF (ξ, t), v(x, t) = sG(ξ, t).
This front-fixing method is typical for moving boundary problems of this type and
a variety of approaches are explained in detail in [32]. The immobilised model is
then defined on the fixed domain 0 < ξ < 1, with the solvent equations becoming
∂2F
∂ξ2






, on 0 < ξ < 1, (3.3.1)
F (0, t) = 0, (3.3.2)









= 1 + sF (1, t), (3.3.4)
s(0) = 0. (3.3.5)
The solution of this system will then serve as an input into the equations describ-










, on 0 < ξ < 1, (3.3.6)
G(0, t) = 0, (3.3.7)
−δ∂G
∂ξ
(1, t) = (sG(1, t)− 1)ds
dt
. (3.3.8)
We seek a start-up condition for the numerical scheme by examining (3.3.1)-
(3.3.8) in the limit as t→ 0+. A self-consistent asymptotic structure in this limit
is needed to ensure that the scheme is second order accurate for F , ∂F/∂ξ and
s(t) [10, 13, 32]. From examining (3.3.4) in this small-time limit we can clearly
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which has the solution
F = −(λ+ 1)ξ
µ
.
This solution demonstrates that both s(t) and F (ξ, t) behave linearly in a small-


















These solutions will be recovered in section 3.4.1 as the leading order solution of
the formal small-time asymptotics. We now examine the discretisation of (3.3.1)-
(3.3.8) by using the Crank-Nicolson method, as introduced in Chapter 1. The
solvent diffusion PDE (3.3.1) is discretised to become



























which is applied for i = 1, ..., I−1, and n = 1, 2, 3, ..., where sn+1/2 = (sn+sn+1)/2.
We then separate the terms at different time-steps, and set r = ∆t/∆ξ2 to get
the tridiagonal form of the discretisation. The boundary condition (3.3.2) is
discretised as F n+10 = 0, which will appear as a row of zeros in the tridiagonal
matrices. Equation (3.3.3) is then discretised to become[
λ+ 1 + sn+1/2
(


















The terms involving the subscripts I + 1 in the above equation are known as
fictitious ghost nodes. These are eliminated by evaluating the full solvent PDE
discretisation at i = I, isolating the ghost node terms in this formulation, and
substituting this expression into the boundary condition. The resulting equation
must then be rearranged into the tridiagonal form. Lastly, we will use (3.3.4) to





∆t[1 + sn(F n+1I + F
n
I )/4] + µs
n
µ−∆t(F n+1I + F nI )/4
.
This is now a fully complete numerical scheme for the sorption of the solvent into
the polymer. The solution for the moving boundary is then used as an input in
the discretisation of the equations describing the drug release. The discretisation
of the drug PDE (3.3.6) follows a similar strategy as shown above for the solvent
PDE, and hence is omitted. The perfect sink boundary condition (3.3.7) will
simply appear in the tridiagonal matrices as a row of zeros Gn+10 = 0. The

























which again requires the removal of ghost nodes and rearrangement into tridiag-
onal form. Typical solutions of the moving front s(t), the solvent concentration
u(x, t) and the drug concentrations v(x, t) are examined in Figures 3.3 and 3.4
(where ∆t = ∆ξ = 0.005). In these plots, the effect of varying the control
parameter λ is clearly shown, with larger values resulting in the moving front
propagating much slower. Physically, large λ values are a result of U∗ ∼ U0, that
indicates the equilibrium swelling value is close to the threshold to initiate the
polymer relaxation.
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Figure 3.3: Numerical solution of u(x, t) and v(x, t) on the evolving domain
0 < x < s(t) where λ is varied, t = µ = 1, δ = 0.1.







































Figure 3.4: Numerical solution for the front position s(t) where λ is varying,




In this section, a number of analytical approaches to solving the full nondimen-
sional problem are considered. These involve asymptotic reductions based on
small and large-times, as well as the heat balance integral method for moving
boundary problems.
3.4.1 Small-time asymptotics
We now present a formal small-time asymptotic analysis of the full nondimen-
sional model (3.2.9)-(3.2.16). We first introduce an artificial parameter ε  1
[61], and rescale the model as follows:
t = ετ, x = εay, s(t) = εaL(τ), u(x, t) = εbû(y, τ), v(x, t) = εcv̂(y, τ),








, on 0 < y < L(τ), (3.4.1)
εbû(0, τ) = 1, (3.4.2)
−εb+1−2a∂û
∂y







= û(L, τ), (3.4.4)







on 0 < y < L(τ), (3.4.6)
v̂(0, τ) = 0, (3.4.7)
−δεc+1−2a∂v̂
∂y
(L, τ) = (εcv̂(L, τ)− 1)dL
dτ
. (3.4.8)
Anticipating a quasi-steady balance at leading order in the solvent PDE (3.4.1)
gives a = 1 [13]. If we had balanced the PDE by choosing a = 1/2, then equa-
tion (3.4.3) would have given dL/dτ = 0 at leading order and hence the moving
boundary would be stationary, which is a trivial solution as neither the solvent or
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the drug can then diffuse. Equation (3.4.2) is clearly only a consistent boundary
condition in the limit of ε → 0 if b = 0. The choice of c is not obvious, how-
ever upon investigation if c = 0, we recover a trivial solution at leading order.
We therefore set c = 1 which has a similar asymptotic structure to the solvent







, on 0 < y < L(τ), (3.4.9)
û(0, τ) = 1, (3.4.10)
−∂û
∂y







= û(L, τ), (3.4.12)







, on 0 < y < L(τ), (3.4.14)
v̂(0, τ) = 0, (3.4.15)
−δ∂v̂
∂y
(L, τ) = (εv̂(L, τ)− 1)dL
dτ
. (3.4.16)
For the clarity of the reader, we now separate the asymptotic expansion and
solution of the solvent equations (3.4.9)-(3.4.13) from the drug equations (3.4.14)-
(3.4.16) as they can be solved independently of one another.
3.4.1.1 Solvent diffusion and moving boundary solutions
We now consider the expansion of (3.4.9)-(3.4.13) in terms of the small param-
eter ε, whereby we expand the solvent concentration and the moving boundary
position as follows:
û(y, τ) = û0(y, τ) + εû1(y, τ) + ε
2û2(y, τ) + O(ε
3),





The leading order O(ε0) problem is then
∂2û0
∂y2
= 0, on 0 < y < L0(τ),
û0(0, τ) = 1,
∂û0
∂y






which has the solution û0(y, τ) = 1, L0(τ) = τ/µ. In the original dimensional
variables this solution implies that the solvent in the polymer is the equilibrium
value everywhere, i.e. U(X,T ) = U0, and the moving boundary begins to propa-






, on 0 < y < L0(τ),


















Note that there are Taylor expansions involved in the boundary conditions as the
solvent concentrations that are being expanded depend on the moving boundary
position which is also being expanded. The system is easily solved giving
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At O(ε2) the equations are unwieldy, however, the simplicity of the solutions at






(λ+ 1)(3λ+ 5)τ 3
6µ5
.
The first three terms of the small-time asymptotic expansion can then be written
as













(λ+ 1)(3λ+ 5)τ 3
6µ5
+ O(ε3).
In the original nondimensional variables the solution is














The first two terms of this expansion have previously been shown in [47, 62],
however the third term in the expansion that incorporates the time dependence
in the solvent profile has only recently been derived in [13].
3.4.1.2 Drug diffusion
The small-time asymptotic expansion of the drug diffusion equations (3.4.14)-
(3.4.16) is now considered, where we expand in terms ε,
v̂(y, τ) = v̂0(y, τ) + εv̂1(y, τ) + ε
2v̂2(y, τ) + O(ε
3),
where L(τ) is known from the solvent diffusion solution to O(ε2). Then at leading
order O(1) we encounter the following problem:
∂2v̂0
∂y2
= 0, on 0 < y < L0(τ),









which upon substitution of L0(τ) = τ/µ, has the solution v̂0(y, τ) = y/(δµ). At






, on 0 < y < L0(τ),
















which upon substitution of the known solutions for v0, L0, L1 yields the solution
v̂1(y, τ) = −
τy
δ2µ3
((λ+ 1)δ + 1).
We finally conclude the asymptotic expansion at O(ε2), which admits the solution
v̂2(y, τ) = −
y3
6δ3µ3




δ2(λ+ 1)(3λ+ 5) + 6δ(λ+ 1) + 3
)
.
In terms of the original nondimensional variables, the first three terms of the
small-time approximation for the drug concentration are written as
v(x, t) ∼ x
δµ
− tx((λ+ 1)δ + 1)
δ2µ3
− x
3((λ+ 1)δ + 1)
6δ3µ3
+
xt2 (δ2(λ+ 1)(3λ+ 5) + 6δ(λ+ 1) + 3)
2δ3µ5
.
This asymptotic regime for the drug diffusion proves to be extremely accurate
and has not been presented in any previous analysis of the same problem by dif-
ferent authors. The accuracy of the different orders of the small-time solution are
examined in the following plots. In Figure 3.5, the small-time asymptotic solution
for the moving boundary position s(t) is compared with the numerical solution.
The position clearly moves in a predominantly linear fashion for small-times, and
including the higher order terms achieves predictions that are indistinguishable
from the numerical solution. In Figure 3.6, the importance of including the higher
order terms in the small-time approximation for the concentration of drug v(x, t)
can be clearly seen, even with the simple spatially linear solutions.
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leading order small time
first order small time
second order small time
Figure 3.5: Comparing the numerical solution (red) to the small-time asymptotic
solution (black) for the moving boundary position s(t), where λ = µ = δ = 1.


































leading order small time
first order small time
second order small time
Figure 3.6: Comparing the numerical solution (red) with the small-time asymp-
totic solution (black) for the concentration of drug v(x, t), where λ = µ = δ = 1 and
t = 0.05. Using typical parameter values for solvents diffusing in glassy polymers
[11], these solutions are valid for approximately 10% of the typical dimensional




In order to investigate the nondimensional model for large times, we introduce
an artificial parameter ε 1 and the following scales:
t = ε−2τ, x = εay, s(t) = εaL(τ), u(x, t) = εbû(y, τ), v(x, t) = εcv̂(y, τ),
where the time is scaled with ε2 so as to not be expanding in terms of
√
ε. In
[47] the large-time asymptotics are investigated on the immobilised equations,
which limits the solutions to leading order, hence we follow the approach of [13],
who present solutions up to O(ε2) for a similar problem. Upon substituting these







, on 0 < y < L(τ), (3.4.17)
εbû(0, τ) = 1, (3.4.18)
−εb−2a−2∂û
∂y







= û(L, τ), (3.4.20)







, on 0 < y < L(τ), (3.4.22)
εcv̂(0, τ) = 0, (3.4.23)
−δεc−2a−2∂v̂
∂y
(L, τ) = (εcv̂(L, τ)− 1)dL
dτ
. (3.4.24)
Unlike the small-time asymptotics discussed in section 3.4.1, we do not expect
quasi-steady behaviour in the solvent PDE (3.4.17), and hence choose a = −1
to balance the equation. It is then clear from (3.4.18) that b = 0, in order to
be consistent in the limit of ε → 0. The choice of c comes from investigation
of the boundary condition (3.4.24), where we choose c = 0 in order to have a
similar asymptotic structure to the equivalent boundary condition (3.4.19) for
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, on 0 < y < L(τ), (3.4.25)
û(0, τ) = 1, (3.4.26)
−∂û
∂y







= û(L, τ), (3.4.28)






, on 0 < y < L(τ), (3.4.30)
v̂(0, τ) = 0, (3.4.31)
−δ∂v̂
∂y
(L, τ) = (v̂(L, τ)− 1)dL
dτ
. (3.4.32)
The solvent and drug equations can be solved independently and for clarity the
solutions will be divided into the following two sections.
3.4.2.1 Solvent diffusion and moving boundary solutions
We will firstly examine the large-time asymptotics of the solvent diffusion equa-
tions (3.4.25)-(3.4.29) by expanding in terms of the artificial parameter ε,
û(y, τ) = û0(y, τ) + εû1(y, τ) + ε
2û2(y, τ) + O(ε
3),
L(τ) = L0(τ) + εL1(τ) + ε
2L2(τ) + O(ε
3),






, on 0 < y < L0(τ),
û0(0, τ) = 1, −
∂û0
∂y




û0(L0, τ) = 0, L0(0) = 0.
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This problem is instantly recognisable as the classic Stefan problem whose solu-
tion was described by introducing a similarity transformation in section 1.4 [28].






, L0(τ) = 2α0
√
τ ,












, on 0 < y < L0(τ),





























This system of equations can also be solved using a similarity transformation,
however, upon investigation the transformation must take the form û1 = τ
−1/2f1(η)
where the similarity variable is η = y/(2
√
τ). The details of the calculations are
omitted, but we find û1(y, τ) = 0. It can also be shown that L1(τ) = −µ/λ. At
O(ε2) the boundary conditions are unwieldy and hence not presented, however,
upon substitution of the solutions from the lower orders it becomes clear that the
similarity transformation must have the form û2 = τ
−1f2(η). This transforms the






+ 4f2(η) = 0.
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Satisfying the boundary conditions at this order yields f2(η) = ce
−η2η, where




, L2(τ) = 0.
The first three terms of the asymptotic expansions are then collected and trans-
formed back in terms of the original nondimensional variables so that the solutions
are


















These solutions are consistent with the similar analysis presented in [13] if we set
µ = 1. Note that this solution makes no physical sense when the moving boundary
reaches the interior limit of the domain, i.e. s(t) = 1 and all of the polymer has
become rubbery and swollen. A full physical model would incorporate this change
by adopting no-flux boundary conditions when the moving front reaches this limit.
This idea will be explored in detail in Chapter 5, when the boundary conditions
will incorporate equilibrium swelling.
3.4.2.2 Drug diffusion
The leading order solution of the large time behaviour of the drug diffusion equa-
tions is now presented. A formal expansion of (3.4.30)-(3.4.32) again involves
expanding the variables in terms of the small parameter ε,
v̂(y, τ) = v̂0(y, τ) + εv̂1(y, τ) + ε
2v̂2(y, τ) + O(ε
3),






, on 0 < y < L0(τ)
v̂0(0, τ) = 0. − δ
∂v̂0
∂y




which can be solved exactly upon substitution of the known leading order solution
for L0. We use the similarity variable η = y/2
√
τ and transform v0 = τ
ag0(η),
with the domain becoming 0 < η < α0. The choice of a comes from balancing
























(α0) = 2α0(g0(α0)− 1).
The general solution of the ODE is g0(η) = c1 +c2erf(η/
√
δ), which the boundary












In terms of the original nondimensional variables this is written as








The solutions for v1(y, τ) and v2(y, τ) were both found to be zero. The accuracy of
this approximation is demonstrated in Figure 3.7, where δ is varied between small
and large values with the asymptotic solution holding its accuracy. The values
of λ and µ must remain O(1) in this solution as by varying these parameters the
solution for L(τ) breaks down, which serves as an input into the drug equations.
In Figure 3.8, we demonstrate the necessity to include the first order correction
in the large-time regime (where the second order term was zero).
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first order solution =.1
numerical solution =1
first order solution =1
numerical solution =10
first order solution =10
Figure 3.7: Comparison of numerical solution (red) and the O(ε) large-time
asymptotic solution (black) for the concentration of drug v(x, t) with varying δ,
λ = µ = 1 and t = 50.




































leading order large time
first order large time
Figure 3.8: Comparison of numerical solution (red) and the large-time asymptotic
solution (black) for the moving boundary position s(t), where λ = µ = δ = 1.
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3.4.3 Heat balance integral method (quadratic exponents)
In this section, we examine how the popular heat balance integral method (in-
troduced in section 1.4.5) can be applied to the model (3.2.9)-(3.2.16) [35]. We
first introduce a quadratic approximation for the solvent concentration with the
terms a1, b1 and c1 (not necessarily constants) yet to be determined,











The boundary condition (3.2.10) requires that
a1 + b1 + c1 = 1.














allowing us to write (3.4.33) in terms of only one of the three unknowns,



















The heat balance integral is then found by integrating the solvent PDE (3.2.9)
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Equation (3.4.37) is then solved using the MATLAB ODE solver ode23s, coupled
with the ODE (3.4.34) and the initial condition s(0) = 0. The solver is a low
order method used for solving stiff systems of differential equations, and is based
on a modified Rosenbrock formula of order 2. The default relative error tolerance
of 10−3 and absolute error tolerance of 10−6 were employed, with a time-step size
of 0.001. The initial guess for a1 is based on the small-time solution. The small-
time leading order approximation is s = t/µ, meaning ds/dt = 1/µ. Substituting
this into equation (3.4.34) then gives us a suitable initial guess of a1(0) = 1, and
accurate approximations for both the solvent concentration and moving front po-
sitions can now be calculated.
We couple this analysis with a similar approach applied to the drug diffusion
equations (3.2.14)-(3.2.16). We firstly assume that the concentration can be ex-
pressed as a quadratic function, where a2, b2, c2 are all yet to be determined,











The perfect sink boundary condition (3.2.15) then requires that
a2 + b2 + c2 = 0.
We then substitute the profile (3.4.38) into the mass balance condition (3.2.16),
and by combining this with our solution from the solvent section, ds/dt = a1/µ,





and hence we can write the quadratic profile in terms of a2 and all known param-
eters from the solvent solution,

















Following the standard procedure of the HBIM, we then integrate the governing




























































This equation is then solved using the MATLAB built in ODE solver ode23s,
alongside the ODEs that describe the solvent solution, equations (3.4.34) and
(3.4.37) [63]. Although not a purely analytical solution as the constants need
to be found numerically, the heat balance integral approximate solution allows
for the various nondimensional parameters in the model to vary in size (which
the asymptotics do not). This serves as an extremely valuable tool in validating
the numerical solution under various parameter regimes, as well as being a rel-
atively simple way of generating a solution to the full system. The accuracy of
these solutions is now examined in Figures 3.9 and 3.10. In Figure 3.9, we plot
the HBIM approximation for the drug concentration profile (3.4.39) against the
numerical solution derived in section 3.3, where the parameter δ is being varied
between O(10−1) and O(101). The quadratic approximation is demonstrated to
be accurate in capturing the linear behaviour of the solvent diffusion when δ is
large, however when δ is small the accuracy of the HBIM begins to waver. Small
δ values arise when the diffusion coefficient of the solvent is much larger than the
diffusion coefficient of the drug, so that the polymer swells at a much faster rate
than the drug diffuses from the device. In Figure 3.10, we compare the HBIM
prediction for the position of the moving front s(t) with the Crank-Nicolson nu-
merical scheme, where λ is varied. The HBIM approximation is shown to be
accurate for λ values of differing magnitudes. Recall that large λ values occur in
polymers where the threshold concentration for swelling is close to the equilibrium
concentration of solvent in the polymer, that is U∗ ∼ U0.
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Figure 3.9: Varying the parameter δ in the numerical (red) and HBIM (black)
solutions for the drug concentration profiles v(x, t), where µ = λ = t = 1.







































Figure 3.10: Comparison of the numerical solution (red) to the HBIM (black)
approximation for the position of the moving interface s(t) with varying λ, where
δ = µ = 1.
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3.4.4 Heat balance integral method (unknown exponents)
The original heat balance integral technique proposed by Goodman [35] assumes
a quadratic profile for the concentration. This can be improved significantly by
allowing the order of the profile to be unknown and generated as part of the
solution [37, 46]. We now adapt the initial solvent profile (3.4.33) by introducing
an unknown exponent m which will be optimised,











Upon satisfying the boundary conditions (3.2.10) and (3.2.11), the profile is writ-
ten purely in terms of the unknown a1,



















































which of course reduces to the previously derived equation (3.4.37) when m =
2. We then adapt the quadratic profile for the drug concentration by updating
equation (3.4.38) to include the unknown exponent γ,











Upon satisfying the boundary conditions (3.2.15)-(3.2.16) this profile can be writ-
ten only in terms of the unknowns a1 and a2,
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This profile is then substituted into the heat balance integral for the drug (3.4.40),










































If the exponents m and γ were prescribed, we would then solve (3.4.43) and
(3.4.45), coupled with ds/dt = a1/µ, using the solver in MATLAB, ode23s. How-
ever, upon introducing the unknown exponents m and γ, there are now too many
unknowns in the system. The following section describes a method which derives
two extra equations to close the system.
3.4.4.1 The combined integral method
The combined integral method (CIM) is a strategy employed to derive an extra
equation to handle the addition of an unknown exponent into the approximate
profile, and is outlined in detail in [38]. It is a combination of the heat balance
integral method (HBIM) and the refined integral method (RIM). The RIM is
a modification of the HBIM that involves a second integration of the governing
PDE with respect to the spatial domain (over [0, x] then [0, s]). We consider first


















dx = u(s, t)− u(0, t)− s∂u
∂x
(0, t).










xudx = u(s, t)− u(0, t)− s∂u
∂x
(0, t),
with the first term on the left of the equation analogous to the HBIM expression
seen earlier as (3.4.36). Substituting this expression into the above and rearrang-










(s, t)− u(s, t) + u(0, t). (3.4.46)
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We then substitute the approximate profile (3.4.42) into the RIM equation (3.4.46)






























The RIM equation for the drug concentration is derived by the double integration












− v|x=s + v|x=0
)
,



































(γ + 1)(γ + 2)
]








The CIM then involves solving the two ODEs provided by the RIM, (3.4.47) and
(3.4.48), coupled with the three ODEs provided by the HBIM, (3.4.34), (3.4.43)
and (3.4.45). An approximate solution to a similar system of ODEs is presented
in [13]. The method considers using the large time approximations for s = 2α
√
t
and a1 = µαt
−1/2 and also assumes that m = m∞ and γ = γ∞ (both constants).
We cannot derive an analytic approximation for a2(t), however upon numerical
investigation of the CIM, we find that for large times a2 is constant, and thus
include this assumption in our approximation. Substituting these approximations
into the ODEs (3.4.43), (3.4.45), (3.4.47) and (3.4.48), and taking the leading
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order terms yields the following nonlinear equations:













































These analytic expressions allow us to easily compare the effect that changing the
parameter values has on the optimum exponents in the HBIM approximations,
as seen in Figure 3.11, where the optimum exponent for the solvent concentration
m∞ is plotted against the parameter λ. In Figures 3.12 and 3.13 the optimised
HBIM exponents are shown to improve on the initial quadratic profiles.













Figure 3.11: Solution of the large-time approximation of the CIM equations
(3.4.49), where m∞ is plotted against the parameter λ, where µ = 1 and δ = 0.1.
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Figure 3.12: Comparing the quadratic HBIM exponent profile with the optimised
profile, for u(x, t) vs x, where δ = 0.1 and µ = λ = t = 1.


































Figure 3.13: The CIM and HBIM solution for the drug concentration v(x, t)
compared against numerical simulations, where δ = 0.1, and µ = λ = t = 1.
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3.4.5 Nonlinear drug diffusion
In this section, a nonlinear diffusion coefficient is considered in the drug equations
(3.2.14)-(3.2.16). Following similar approaches to [44, 57, 58], we assume that the
drug diffusion has a Fujita-type dependence [56], which is an increasing function
(nondimensional) of u(x, t)
E(u) = δe−β(1−u),
which reduces to the linear system already studied when β = 0, with β > 0
meaning that the drug will diffuse more in regions of the higher concentration
of the solvent, and so β is essentially a measurement of the nonlinearity of the
system. The solvent and moving boundary solutions of (3.2.9)-(3.2.13) therefore











, on 0 < x < s(t), (3.4.50)
v(0, t) = 0, (3.4.51)
−δe−β(1−u(s,t)) ∂v
∂x
(s, t) = (v(s, t)− 1)ds
dt
. (3.4.52)
We solve the problem numerically by first making the immobilization transfor-















, on 0 < ξ < 1,
G(0, t) = 1,
−δeβsF (1,t)∂G
∂ξ
(1, t) = (sG(1, t)− 1)ds
dt
.
We then apply the Crank-Nicolson discretisation to these equations and solve the
ensuing tridiagonal system of equations (where ∆t = 0.005, ∆ξ = 0.01).
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The heat balance integral method is now investigated as an approximate method
for solving the nonlinear drug diffusion equation. By again choosing a profile
with an unknown exponent, upon satisfying the boundary conditions the profile
can be written

















































s2(a2 − 1)(γ − 1)eφ
2δµ
− s































When β = 0 this ODE collapses to the previously derived equation (3.4.45) for
the case of linear diffusion. If γ is prescribed, then this ODE can be solved by
coupling with the ODEs for the HBIM formulation (3.4.34) and (3.4.43). If γ
is not prescribed, we would need an extra equation which can come from either
the combined integral method [38] or the Myers method [37]. In Figure 3.14,
the HBIM approximation and the numerical solution to the nonlinear system are
compared. The HBIM quadratic approximation captures the nonlinearity of the
drug diffusion if β = O(1), however, as β approaches O(101) the approximation
rapidly diminishes in quality.
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3.5 Discussion
In this chapter, we have presented numerical, asymptotic and approximate so-
lutions to a Stefan problem involving solvent and drug diffusion in a polymer.
We demonstrate a practical numerical scheme that is accurate and easily imple-
mented, as well as asymptotic analysis of t → 0+ and t → ∞ that extends the
results of Cohen & Erneux [12], and shows excellent agreement with the numeri-
cal solution. We also examined the practicality of using the heat balance integral
method as an approximate technique for solving the full coupled system, and
found that upon optimising the exponents assumed in the initial solution pro-
files, accurate approximate results are readily available via this method. Finally,
we examined the effect of including a nonlinear Fujita type diffusion dependence
for the drug concentration, and showed that an approximate heat balance integral
method approach can capture this nonlinearity for β = O(1), however, for larger
β values we must rely on the numerics.




































Figure 3.14: Comparison between the numerical solution (red) and the nonlinear
HBIM approximation (black) with varying β, where γ = 2 and µ = λ = t = 1.
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CHAPTER 4
SOLVENT AND DRUG DIFFUSION
IN A POLYMER SLAB WITH
VOLUME CHANGE
4.1 Introduction
Controlled drug release from polymer systems has been a major area of research
in the pharmaceutical sector over the last 50 years, with particular focus being
given to swelling-controlled devices where the principal application is the delivery
of drugs over a prolonged period. The modelling aim is usually to fully charac-
terise the solvent uptake, polymer deformation and drug release over time in
various polymers under different conditions while limiting the need for expensive
experimental studies [50]. In swelling-controlled devices, the cross-linked poly-
mer matrix is initially in a dry glassy state with the drug molecules dispersed
and unable to diffuse [64]. The polymer swells upon contact with an environ-
mental fluid (solvent), which then diffuses into the polymer (often hydrophilic
hydrogels), creating an evolving front (swelling front) separating the dry polymer
from the now swollen rubbery polymer, within which the drug can now diffuse.
This process is known as polymer disentanglement, or polymer chain relaxation,
and results in the hydrogel undergoing a continuous volume transformation until
it reaches an equilibrium swollen state. Typical polymers which have been shown
to exhibit such behaviour include hydroxypropyl methylcellulose (HPMC) and
poly(2-hydroxyethylmethacrylate) (pHEMA) [65, 66].
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Swelling hydrogels often experience large volume changes which contribute con-
siderably to the drug release profiles and are an important consideration in the
modelling process [6, 57]. The extent of the swelling depends on the compatibility
of the polymer with the swelling solvent, and the density of cross-links between
polymer chains. The increasing volume is modelled as an evolving exterior bound-
ary separating the polymer from the solvent domain, known as the erosion front
[1]. If the polymer entanglement is suitably weak, the erosion front will move
back inwards as the polymer dissolves, however, we do not consider that process
in this thesis. In this chapter, we revisit the model originally proposed by Cohen
& Erneux [12], which extends the analysis of Chapter 3 by incorporating the ero-
sion front as a result of the volume change. An unconditionally stable numerical
scheme is presented and we investigate the validity of a number of approximate
techniques for solving this double moving boundary problem. We then extend the
original model by including an advective drift velocity resulting from the volume
change as well as a more realistic nonlinear diffusion coefficient.
4.2 Mathematical model
We now introduce the full problem presented in Cohen & Erneux [12], who pro-
posed coupling of the popular Higuchi model describing drug release with the
Astarita and Sarti model describing a solvent penetrating a polymer in one di-
mension [11, 14]. This Stefan problem then has two distinct sections, the first
represents the concentration of the solvent U(X,T ) that diffuses into the device,
along with the position of the two moving boundaries S1(T ) (swelling front) mov-
ing into the polymer and S2(T ) (erosion front) moving outwards as a result of the
volume change. The solutions for S1(T ) and S2(T ) are then used as an input into
the second section of the model describing the counter-current diffusion of the









, on S1(T ) < X < S2(T ), (4.2.1)
U(S2, T ) = U0, (4.2.2)
−D∂U
∂X






= −k1(U(S1, T )− U∗)n, (4.2.4)




S1(0) = S2(0) = Xi, (4.2.6)
where (4.2.1)-(4.2.4) describe similar physical phenomena to equations (3.2.1)-
(3.2.4). The main difference between these two systems is the updated swelling
domain incorporating the second moving boundary, as well as removing the as-
sumption that the flux is proportional to (U − U∗)n in equation (4.2.3) (equiva-
lent to K = 0 in equation (3.2.4)). Equation (4.2.5) is a mass balance equation
describing the position of the erosion front which separates the rubbery poly-
mer from the outer domain, where v̄ is the molar volume of the swelling agent
[51]. Equation (4.2.6) is the initial condition which fixes the position of both the
swelling front S1(T ) and the erosion front S2(T ) at X = Xi, so that the rubbery
region of interest is initially of zero thickness. The parameters k1 and n are as-
sumed to be known (phenomenological) quantities. In Figure 4.1, a schematic of
the dimensional problem is shown, where the evolution of the swelling front into
the glassy core as well as the erosion front propagating outwards into the solvent
domain are visible. These equations fully describe the evolution of the solvent in
the swelling polymer, and are now coupled with the equations for the diffusion of
the drug, which are equivalent to equations (3.2.6)-(3.2.8) on an updated swelling
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, on S1(T ) < X < S2(T ), (4.2.7)
V (S2, T ) = 0, (4.2.8)
−E ∂V
∂X




Figure 4.1: The dimensional Cohen & Erneux polymer-solvent problem [12] when
considering both S1(T ), separating the rubbery from the glassy polymer and S2(T ),
separating the rubbery polymer from the solvent domain. The red +’s are diffusing
drug whereas the red ×’s are immobilised drug in the glassy polymer.
We now have a full model describing the diffusion of a solvent and drug species
in a domain evolving in two directions. The single moving boundary problem in
Chapter 3 can be recovered from a reduction of equations (4.2.1)-(4.2.9) based on
the smallness of the parameter v̄, where S2(T ) = Xi. We then nondimensionalise





































We can simplify the analysis by eliminating s1 from the equations by setting




















while also shifting y = s2 → x = 0 and y = s1 → x = s. The PDE for the solvent
diffusion then becomes an advection-diffusion equation where the velocity is the











, on 0 < x < s(t), (4.2.10)
u(0, t) = 1, (4.2.11)
∂u
∂x















= −u(s, t)n, (4.2.13)
s2(t)− 1 = v̄U∗
∫ s
0
[εu+ 1] dx, (4.2.14)
s(0) = 0, s2(0) = 1. (4.2.15)












, on 0 < x < s(t), (4.2.16)












An alternative way of expressing the volume expansion integral equation (4.2.14)







where vm = v̄U0 is another dimensionless quantity.
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(u(s, t) + λ)
]
.
We then evaluate the integral in the above expression by substituting a rearrange-














(u(s, t)− 1) + ds
dt
(u(s, t) + λ)
]
.
Using equation (4.2.12) we can subsequently rewrite the above expression, leading









An updated schematic in terms of the nondimensional parameters is represented
in Figure 4.2, where now both moving fronts s1(t) and s2(t) are captured in the
evolution of s(t).
Figure 4.2: The nondimensional Cohen & Erneux polymer-solvent problem [12]




As is often the standard technique when solving moving boundary problems nu-
merically, we begin by immobilizing the equations (4.2.10)-(4.2.19), using the




, u(x, t) = 1 + sF (ξ, t), v(x, t) = sG(ξ, t),



















, on 0 < ξ < 1, (4.3.1)
F (0, t) = 0, (4.3.2)
∂F
∂ξ























s(0) = 0, s2(0) = 1. (4.3.6)
We will use the solution of this system to generate the numerical solution for the



















, on 0 < ξ < 1, (4.3.7)












The equations are then discretised using the Crank-Nicolson scheme, which is
an implicit method that is a combination of the forward Euler method at time-
step n and the backward Euler method at time-step n + 1. For linear diffusion
problems this discretisation results in solving a system of algebraic equations
using a tridiagonal matrix algorithm. The details are omitted as the process was
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outlined in detail in section 3.3. A start-up condition for the numerical scheme is
required, and this is found by examining the immobilised equations in the limit
as t→ 0+. In this limit (4.3.1)-(4.3.9) become
∂2F
∂ξ2
= 0, F (0) = 0,
∂F
∂ξ














which using the initial condition s(0) = s2(0) = 0 has the solution












In this small-time limit, it is clear that both the concentrations and moving fronts
behave linearly at leading order, both spatially and temporally. In Figures 4.3
and 4.4, we display some typical numerical solutions where it is evident how both
the concentrations of solvent and drug, as well as the moving front positions
are influenced by the nondimensional parameter λ (where ∆t = 0.0025, ∆ξ =
0.05). In Figure 4.5, we demonstrate the effect of varying the parameter δ on the
concentrations of solvent u(y, t) and drug v(y, t), where it is clearly shown that
due to the forward coupling of the model, only the drug concentrations change
when this parameter is varied. Finally, in Figure 4.6, we illustrate the effect of
varying the control parameter µ on the position of the moving boundaries s1(t)
and s2(t). When µ = 10, we see very slow linear propagation of the moving fronts,
however when µ = 0.1, the fronts resemble the standard Stefan
√
t behaviour. In
the following sections we will compare this numerical approach with asymptotic
reductions of the full system based on large-time and large λ, as well as alternative
approximate techniques for Stefan problems.
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Figure 4.3: Numerical solution of solvent u(y, t) and drug v(y, t) concentrations
for small and large values of λ at t = 1, where µ = 1, δ = 0.1 and vm = 0.75.
































































Figure 4.4: Numerical solution for the front positions s1(t), s2(t), with varying
λ, where µ = 1, δ = 0.1 and vm = 0.75.
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Figure 4.5: Numerical solution of solvent u(y, t) and drug v(y, t) concentrations
for small and large values of δ at t = 1, where µ = λ = 1 and vm = 0.5.
































































Figure 4.6: Numerical solution for the front positions s1(t), s2(t), with varying




The next step is to consider analytical approaches to solving the full coupled PDE
system of equations. These approaches involve investigating asymptotic limits
based on large times as well as extreme parameter values motivated by real-world
values. The effectiveness of the heat balance integral method in solving a double
moving boundary problem is also investigated in detail.
4.4.1 Large-time asymptotics
We begin by analysing the asymptotic behaviour of the nondimensional model
(4.2.10)-(4.2.19) in a large-time regime. As a result of the domain evolving in both
directions, we no longer have an intuition for an ansatz based on the equilibrium
solution (as seen in section 2.4.2), and therefore follow [10, 13] by performing a
formal large-time expansion. We seek appropriate rescalings by introducing an
artificial parameter ε 1,
t = ε−2τ, x = εay, s(t) = εaL(τ), s2(t) = ε
bL2(τ), u(x, t) = ε
cû(y, τ),
where the time is scaled with ε−2 to avoid having an expansion involving the












, 0 < y < L(τ),
and balancing this equation requires a = −1. We determine the choice of b from









so that b = c− 1. Lastly, the rescaling of equation (4.2.12) is
εcû(0, τ) = 1,
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which implies that c = 0, thus b = −1. The full rescaled equations for the











, on 0 < y < L(τ), (4.4.1)
û(0, τ) = 1, (4.4.2)
∂û
∂y























L(0) = 0, L2(0) = ε. (4.4.6)
The drug diffusion equations are rescaled similarly, however, to be consistent
with the asymptotic structure of the equivalent equation for the solvent (4.4.3),
the scaling of v is found to be v(x, t) = v̂(y, τ), leading to effectively the same











, on 0 < y < L(τ), (4.4.7)














We proceed by expanding (4.4.1)-(4.4.6) in terms of the small parameter ε, that
is û = û0 + εû1...., L = L0 + εL1..., and L2 = L20 + εL21..., and at leading order











, on 0 < y < L0(τ), (4.4.10)
û0(0, τ) = 1, (4.4.11)
∂û0
∂y
















L(0) = 0, L2(0) = 0. (4.4.15)
It is then convenient to introduce the similarity transformation
η = yτa, û0 = τ
bf0(η),
where seeking balances in the governing PDE admits a = −1/2, as is expected
with typical similarity transformations for diffusion equations. This transforma-
tion further implies that dL2/dτ ∼ τ−1/2 in order for the PDE to be completely
independent of τ , therefore we set L20 = 2β0
√
τ . The form of L0 comes from the
domain and we set L0 = 2α0
√
τ . Lastly, (4.4.11) requires that b = 0, and thus






, û0 = f0(η), where L0 = 2α0
√
τ , L20 = 2β0
√
τ ,






(2η − 2β0) = 0,
f0(0) = 1, f(α0) = 0,
df0
dη
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where ρ = vm/(λ+ 1)/(1− vm). The exact solution at this order is then
f0(η) =
erf(α0 − β0) + erf(β0 − η)
erf(β0) + erf(α0 − β0)
,










πβ0(erf(β0) + erf(α0 − β0)) = 0.
The solutions at O(ε) and O(ε2) are not shown as they are determined in a
similar manner. Upon substitution of the leading order approximations for the
moving boundaries, (4.4.7)-(4.4.9) can be transformed using a similarity variable







(η − β0) = 0, 0 < η < α0, (4.4.16)




(α0) = 2(g0(α0)− 1)(β0 − α0), (4.4.18)






































This asymptotic regime was investigated to O(ε2), however, both the systems
of equations and solutions become cumbersome and hence are not presented.
In Figure 4.7, it is clear how accurate the leading order large-time asymptotic
solution is for both the solvent and drug concentrations. There are also minimal
errors in the approximations for s1(t) and s2(t) when the parameter values are
all O(1), as can be seen clearly in Figure 4.8, where we demonstrate the accuracy
of the asymptotic solution for s2(t) while varying the parameter vm.
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Figure 4.7: Comparing the O(1) large time asymptotic solutions with the numer-
ical solutions with varying δ for both the concentration of solvent and drug, where
t = 100, µ = λ = 1 and vm = 0.5.





































































Figure 4.8: Comparing the O(1) large time asymptotic solution (black) with the
numerical solution (red) for the position of s2(t) with varying vm, where δ = µ =
λ = 1. Given that µ does not appear in the leading order solution, the inclusion of
the higher order terms is necessary if this parameter is to be varied.
97
Chapter 4. Solvent and Drug Diffusion in a Polymer Slab with Volume Change
4.4.2 Asymptotics of λ 1
We now examine the limit of large λ (or small ε), as is motivated by the results
in [47] which show that zero-order release (drug release rate is constant over a
period of time) can be achieved in this limit, which is often the desired outcome in
pharmaceutical applications [12]. This asymptotic method is the only analytical
approach presented in [12], and we reproduce it now using a different scaling.
In order to rescale for small ε, we first introduce the unknown scales and seek
appropriate balances,
t = εat̂, u = εbû, v = εcv̂, sj = ε
dŝj, x = ε
dx̂,
where by investigating the boundary and initial conditions it becomes clear that















, on 0 < x < s(t), (4.4.19)
u(0, t) = 1, (4.4.20)
∂u
∂x















= −u(s, t), (4.4.22)
s2(t)− λ = v̂U∗
∫ s
0
[εu+ 1] dx, (4.4.23)














, on 0 < x < s(t), (4.4.25)












We will first solve for the solvent concentration and moving boundaries, by
examining (4.4.19)-(4.4.24) and expanding u = u0 + εu1..., s = s0 + εs1...,
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s2 = s20 + εs21..., with the leading order equations,
u0xx = 0; u0(0, t) = 1,
u0x(s, t) = (s
′
20 − s′0), u0(s, t) = −µ(s′20 − s′0),




The solution of this system is
u0 = (s
′
20 − s′0)x+ 1, s20 = λ+ v̂C∗s0, (4.4.28)
or alternatively if we reintroduce the leading order term of hidden moving bound-






s10 = λ+ µ(1− v̂U∗)−
√
[µ(1− v̂U∗)]2 + 2tλ(1− v̂U∗).
We now examine (4.4.25)-(4.4.27) to solve for the drug concentration. The leading
order problem after expanding v, s and s2 yields v0 = 0, and the equations at
O(ε) are
v1xx = 0, v1(0, t) = 0,
δv1x = −(s′20 − s′0) at s = s0,





Collecting the first nonzero terms of the asymptotic solutions then allows us to
write the solution in terms of the nondimensional variables,
u(x, t) ∼ s′10xλ+ 1 + ..., v(x, t) ∼ −
s′10x
δ












+ 2t(1− v̂U∗) + ...,
which if written in dimensional terms agrees exactly with the results derived by
Cohen & Erneux [12]. The accuracy of these leading order approximations is
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now examined by comparing the above expressions with numerical calculations.
In Figure 4.9, we plot the position of the nondimensional swelling front against
time, and can observe that when λ is suitably large, roughly ∼ O(101), then
the leading order solution can accurately predict the position of this moving
boundary. The asymptotic result for the concentration of drug v(x, t) is plotted
in Figure 4.10, where again as λ increases the accuracy of the solution improves,
though for a more accurate prediction it is necessary to proceed to higher orders.






































Figure 4.9: The large λ asymptotic solution (black) for s1(t) derived in Cohen &











































Figure 4.10: The large λ asymptotic solution (black) for solvent concentration
u(y, t) derived in Cohen & Erneux vs numerical solution (red) for λ = 10 and λ = 1,
where δ = µ = t = 1 and vm = 0.15.
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4.4.3 Heat balance integral method
We now consider if the heat balance integral method (HBIM) can be used as an
appropriate approximation method for solving the equations (4.2.10)-(4.2.18). It
was seen in section 3.4.3 that the HBIM was notably accurate at predicting the
concentrations and single moving boundary position, however, the method has
yet to be shown in the literature to be accurate for a problem with two moving
boundaries. We first introduce a quadratic profile for the solvent concentration,
that is











Forcing this profile to satisfy the boundary conditions (4.2.11)-(4.2.12), we can
write the profile in terms of a1 only,



















The heat balance integral is found by integrating the governing PDE (4.2.10) over















Upon substitution of the quadratic profile (4.4.29) into the heat balance inte-
gral (4.4.30), we recover an ordinary differential equation featuring the three



























This ODE can be solved by coupling with the remaining two boundary conditions



























The three ODEs (4.4.31), (4.4.32) and (4.4.33) can then be solved using the
MATLAB ODE solver ode23s, with initial conditions s(0) = 0, s2(0) = 1, a1(0) =
−µ. The approach for the drug equations is very similar, and forcing a quadratic
profile to satisfy the boundary conditions (4.2.17)-(4.2.18) yields



































which upon combining with the profile (4.4.34) produces another ODE in terms




































This equation reduces to the single moving boundary equivalent ODE seen earlier
as equation (3.4.41) if ds2/dt = 0. The ODE (4.4.36) can then be solved using
MATLAB’s ODE solver ose23s, coupled with the previously derived (4.4.31),
(4.4.32) and (4.4.33). In Figures 4.11 and 4.13, we exhibit a comparison of the
solutions of these ODEs with the numerical results, where the HBIM approxi-
mation is shown to be extremely accurate at predicting both the concentrations
and moving boundary positions for a variety of parameter regimes. It is for this
reason that we do not present the pursuit of optimised exponent values in the
initial approximate profiles, as the ensuing complexity is similar in procedure to
that explained in section 3.4.4, while offering negligible improvements over the
quadratic profile.
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Figure 4.11: Comparison of the numerical (red) and HBIM (black) solution for
the moving front s2(t) with varying µ where λ = δ = 1 and vm = 0.15.






































Figure 4.12: Comparison of the numerical (red) and HBIM (black) solution for
the moving front s1(t) with varying µ where λ = δ = 1 and vm = 0.15.
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Figure 4.13: Comparison of the numerical (red) and HBIM (black) solution for
the nondimensional concentration of drug v(y, t) against y with varying δ where
λ = µ = t = 1 and vm = 0.15.
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4.5 Advection and nonlinear diffusion
The modelling of Cohen & Erneux [12] is now extended by including both nonlin-
ear diffusion and a drift advection due to the volume change, where the velocity
is equal to the rate of the outward movement of the polymer-solvent interface
(erosion front). This simple assumption for the velocity is based on a similar
approach considered in [58, 67], and is further generalised in Chapter 6. By
defining the velocity in terms of known quantities, we also avoid the need for the
prescription of another equation, often defined in terms of the internal stresses
induced from the polymer relaxation [67]. The governing dimensional PDEs for






























, on S1(T ) < X < S2(T ), (4.5.2)
where the nonlinear diffusion coefficients are D(U) = D exp (−β1(1− U/U0))
and E(U) = E exp (−β2(1− U/U0)), which are known as Fujita-type diffusion
coefficients [56]. The mass balance boundary conditions for both solvent (4.2.3)
and drug (4.2.9) need to change as a result of including nonlinear and advective
effects, and we can derive these new conditions by examining an overall mass
balance, based on a simpler linear diffusion example proposed by [58]. This mass
balance is based on the change in accumulation between time T and T + ∆T for
0 < X < S2, and setting this equal to the difference between the flux in and out
of the domain during ∆T . This can be written as∫ S2(T+∆T )
S1(T+∆T )












noting thatD(U(S2, T )) = D. The wet and dry polymer are displaced at the same
rate with respect to the origin and therefore the bulk motion of the wet polymer















4.5 Advection and nonlinear diffusion
Upon applying Leibniz’ integral rule, and using the governing PDE for the solvent












The equivalent boundary condition for the drug can be derived similarly. We now
present an alternative strategy that results in the same derived condition. This
method involves considering the conservation of drug across the entire domain
(as opposed to just the boundary), by initially stating that the total amount of













V (X,T )dX +
∫ S−2
S+1















































V |S+2 = 0.
We then impose the physical assumptions, that the concentration of drug in the
dry domain is the constant V0 and cannot diffuse, the concentration of drug in the
solvent domain is zero (perfect sink conditions), and the flux of drug is conserved












In Radu et al.[58], this boundary condition is simplified by assuming it is a
known measurable constant, V (S1, T ) = V0. The remaining boundary conditions
are unchanged by including nonlinear diffusion and advection effects. The full
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, on S1(T ) < X < S2(T ), (4.5.3)
U(S2, T ) = U0, (4.5.4)
−D(U) ∂U
∂X










= −k1(U(S1, T )− U∗), (4.5.6)




















, on S1(T ) < X < S2(T ), (4.5.9)












The solution strategy involves first solving the solvent equations (4.5.3)-(4.5.8)
for the solvent concentration and the position of both moving boundaries, with
the solutions used as inputs into (4.5.9)-(4.5.11) describing the drug diffusion.
In the following sections we will examine both the numerical and approximate
methods of generating solutions to this system.
4.5.1 Numerical scheme






















4.5 Advection and nonlinear diffusion
with the six nondimensional parameters,










vm = v̄U0, β3 = εβ1, β4 = εβ2.
A front fixing transformation is also applied to equations (4.5.3)-(4.5.11) using




, u(x, t) = 1 + sF (ξ, t), v(x, t) = sG(ξ, t).














, on 0 < ξ < 1, (4.5.12)





































, on 0 < ξ < 1, (4.5.18)




(1, t) = (sG(1, t)− 1)ds
dt
, (4.5.20)
where Dn(F ) = exp (β3sF ) and En(F ) = exp (β4sF ). Similarly to the linear
diffusion problem, a start-up condition for the numerical scheme can be found by
examining (4.5.12)-(4.5.20) in the limit as t→ 0+. These equations can be easily
solved to give linear profiles in time for the moving boundaries and linear profiles
109
Chapter 4. Solvent and Drug Diffusion in a Polymer Slab with Volume Change














Note the nonlinear diffusion coefficient is linear in the small-time limit due to
the exponent being dependent on s(0) = 0. We subsequently discretise using
a semi-implicit scheme which discretises implicitly for the concentrations and
explicitly for the moving fronts [32]. For example, the governing PDE for the




















F n+1i + (s
n)2
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, F n+1i−1/2 =





and the nonlinear terms are dealt with by evaluating at the previous time-step.
The boundary condition (4.5.13) becomes F n+10 = 0 and will appear as a row
of zeros in the tridiagonal matrix. We use a left-sided second order finite differ-
ence approximation for the spatial derivatives in order to avoid ghost nodes, as


























+ F n+1I−1 [−2Dn(F
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4.5 Advection and nonlinear diffusion
The remaining two boundary conditions (4.5.15) and (4.5.16), calculate the po-






















The boundaries are then updated using











This is now a fully complete numerical scheme for the sorption of the solvent into
the polymer. The solution of this system is then used as an input to generate
the numerical solution for the drug diffusion equations (4.5.18)-(4.5.20). The
discretisation of these equations is identical in strategy to that just outlined, and
hence the detail is not presented here. The final drug diffusion PDE (4.5.18)





















with boundary conditions Gn+10 = 0 and
Gn+1I [3δ/2E(F
n









I )] = ∆ξs
n
t .
A typical mesh refinement for the concentration of drug v(y, t) can be found
in Figure 4.14, where the system is solved on a fixed square grid [∆ξ = 1/I,
∆t = 1/N ], where I is the number of space-steps and N is the number of time-
steps, for 0 < ξ < 1 and 0 < t < 1. In this scheme, we set I = N , and in
Figure 4.14 we show that as I,N = 5 → I,N = 500, the numerical solution
becomes mesh independent. In Figure 4.15, we can see the effect of including
nonlinear and advective terms as the solution changes drastically for the same
base parameter values (where ∆ξ = ∆t = 0.002). In parameter regimes where
the polymer swelling is large, advection is shown to be particularly important as
expected.
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Figure 4.14: Demonstration of the mesh refinement for v(y, t) vs y, where δ =
µ = λ = 1, β3 = β4 = 1 and vm = 0.5.
































non-linear solution + advection
linear solution + advection
linear solution
Figure 4.15: Typical profiles of the nonlinear drug concentration v(y, t) vs y,
where δ = µ = λ = 1, β3 = β4 = 5 and vm = 0.5.
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4.5.2 Heat balance integral method
We now investigate the accuracy of the heat balance integral method in the
context of a nonlinear advection diffusion problem with two moving boundaries.
We consider a quadratic profile for the solvent concentration as this is often the
classical case and is tractable in this complicated regime. The profile along with
the 3 unknown constants a1, b1 and c1 is then











where s = s2 − s1. Forcing this profile to satisfy the boundary conditions, we
obtain the terms b1 and c1 in terms of a1, and write the profile purely in terms
of this unknown, as
u(x, t) = a1 +
2vm(1− a1)(λ+ a1) + sa1(λ+ a1)(λ+ 1)/µ

































The heat balance integral is found by integrating the governing PDE over the















We then substitute the quadratic profile into the heat balance integral above, and
obtain the following ODE:
d
dt










The ODE is written in condensed form as the full application of the time deriva-
tive on the left hand side is inconvenient. A similar strategy is employed for the
approximation of the drug diffusion equations, with the initial quadratic profile
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written as

















, a2 + b2 + c2 = 0,
where En(a1) = exp (−β4(1− a1)). Integrating the governing PDE over the do-













Substituting the quadratic profile for the drug approximation leads to the ODE
d
dt










where again we write the ODE in condensed form in an effort to avoid the com-
plicated expanded version. We proceed by solving the two derived ODEs (4.5.22)
and (4.5.24), coupled with the ODEs describing the moving fronts (4.5.21), using
the MATLAB in built ODE solver ode23s. We now demonstrate the accuracy
of this solution when β is suitably small, and show that as the model becomes
more nonlinear, that is β  1, the quadratic profile is a poor approximation.
In Figure 4.16, the solvent concentration HBIM approximation is plotted along
with the numerical solution where the nonlinearity parameter β3 is being var-
ied. The HBIM quadratic approximation is shown to be accurate as long as the
solvent solution is linear, however, for β3 = 5 it completely breaks down. The
same phenomenon occurs for the approximation of the erosion front s2(t), which
is demonstrated in Figure 4.17. A natural extension of this study would be to
consider an altered approximate profile, such as an alternative polynomial or an
exponential profile [36].
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Figure 4.16: Varying the nonlinearity parameter β3 of the numerical and HBIM
solution for u(x, t), where µ = λ = δ = t = 1 and vm = 0.5.













































Figure 4.17: Comparing the nonlinear advection model numerical solution for
s2(t) (red) to the heat balance integral method (black), while varying the parameter
β3, where µ = λ = δ = 1 and vm = 0.5.
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4.6 Discussion
In this chapter, we revisited the double moving boundary problem as originally
proposed by Cohen & Erneux [12], which describes the coupling of solvent and
drug transport in a swelling hydrophilic hydrogel. We presented an alternative
scaling that balances the governing PDE, and reproduced the approximate lead-
ing order λ  1 asymptotic solution which was the main result of Cohen &
Erneux. An unconditionally stable and easily implementable numerical approach
was then described, which verified the accuracy of this approximate solution. The
asymptotic approach of Cohen & Erneux is restrictive in that all other parame-
ters in the model must remain O(1), as well as not accounting for regimes where
λ ∼ O(1) or λ  1. This motivated the investigation of alternative approxima-
tion techniques. We first examined the large-time behaviour of the model, where
similarity solutions at leading order led to remarkably accurate results. Following
this, we applied the HBIM to a double moving boundary problem, which has not
previously been presented by other authors. We describe in detail how a simple
quadratic profile can generate accurate approximate solutions with no restrictions
on parameter values.
Other previous extensions of similar models include the introduction of nonlin-
ear diffusion coefficients [44, 57], and advective effects due to the volume change
[58, 67]. We proposed a coupling of both of these phenomena, by introducing
nonlinear ‘Fujita-Type’ diffusion coefficients and an advective drag velocity in
the governing PDEs for both the solvent and the drug. This coupled the systems
even further, and complicated the analysis significantly. A semi-implicit numer-
ical scheme was outlined that neatly handles the nonlinearity, and we validated
the numerical solution by again demonstrating the power of the HBIM. However,
our results also clearly showed that as the problem becomes highly nonlinear, a
simple quadratic profile was not appropriate. The correct approximate profile
to use for nonlinear diffusion equations has not previously been investigated by
other authors and would make for an interesting extension of this work. Future
additional modelling could also include investigating the HBIM’s application to
the spherical problem [44].
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Thermoresponsive polymeric hydrogels undergo a volume phase transition in an
aqueous solution when the temperature of their fluid environment is varied across
a critical value, named the volume phase transition temperature (VPTT). The
hydrogel transitions from being in a swollen, hydrophilic state to a shrunken,
hydrophobic state as the temperature of its environment increases through the
VPTT (as can be seen in Figure 5.1). The VPTT of a thermoresponsive polymeric
hydrogel can be readily varied by, for example, changing the pH or composition
of its fluid environment, varying the cross-link density of the polymer network or
by the incorporation of hydrophilic/hydrophobic groups [69, 70, 71, 72]. VPTT
values as low as 7.5◦C and as high as 80◦C have been observed experimentally
[71, 72].
Poly(N-isopropylacrylamide) (pNIPAm) is a thermoresponsive polymer that has
been extensively studied in the literature [74, 75]. The VPTT of pNIPAm oc-
curs over a narrow temperature range, and manifests itself as a sharp transi-
tion close to 32◦C [76]. Furthermore, the VPTT of pNIPAm can be easily
increased to near human physiological temperature (37◦) [70, 77]. Thermore-
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Figure 5.1: The thermoresponsive polymer shows drastically different behaviour
when the temperature of the environment T ∗ is varied across the VPTT [73].
sponsive polymers have numerous potential applications in areas such as drug
delivery, gene delivery, tissue engineering, chemical valve technology, and cataly-
sis [22, 78, 79, 80, 81, 82]. These polymers have been used in the construction of
many pulsatile drug release systems that are triggered by altering the tempera-
ture, such as hydrogel matrices, microspheres, membranes, porous systems, and
thin films [16, 17, 18, 19, 20, 21, 22]. The pulsatile drug release system possesses
a cycle with two distinct release stages: on/fast release when the polymer is in a
swollen state and off/slow release when the polymer is collapsed. In this chapter,
we are interested in deriving a model that captures these two distinct stages of
drug release, by coupling a Stefan problem describing polymer expansion and
contraction with a model depicting drug diffusion in a rubbery polymer.
5.1.1 Motivation
A model describing the pulsatile release of a drug (rhodamine B) from thin (5 µm
± 0.2µm) thermoresponsive cross-linked films was presented in [23]. In this model,
the governing equation is a one-dimensional linear diffusion equation with a time-
dependent diffusion coefficient that adopts two values: the diffusion coefficient of
the drug in the polymer in its swollen state Ds, and the (much smaller) diffusion
coefficient of the drug in the collapsed polymer Dc. The governing PDE is solved














Dc, 0 ≤ t < t1,
Ds, t1 ≤ t < t2,
Dc, t2 ≤ t < t3,




Hc, 0 < t < t1,
Hs, t1 < t < t2,
Hc, t2 < t < t3,
Hs, t3 < t < t4,
...
A perfect sink boundary condition c(H(t), t) = 0 was imposed on the surface
of the polymer, with a no-flux condition imposed at the bottom of the film
∂c/∂x(0, t) = 0. The polymer was also assumed to be loaded with an initial
concentration of drug c(x, 0) = c0. The model was shown to have an exact solu-











, for 0 < t < t1, (5.1.1)
where µn = (2n − 1)π/2, λn = −µ2n and bn = 2c0(−1)n+1/µn. Equation (5.1.1)
evaluated at t1 is then used as the initial condition for the equations defined on
t1 < t < t2 (and scaled to the new domain), enabling subsequent exact solutions
to be calculated. The fraction of drug released per unit area from the polymer














































, t2 ≤ t < t3,
...
where M(t) is the amount of drug released per unit area from the film by time
t, i.e., M(t) = Hcc0 −
∫ Hc
0
c(x, t)dx. The modelling results were found to fit the
experimental data remarkably well, and estimations of the diffusion coefficients
were given based on this fitting. A fundamental assumption made in the devel-
opment of the model is that the transition between the swollen and collapsed
states for the polymer may be taken to be instantaneous. This assumption is
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justified only for extremely thin polymers since, for these, the time taken for the
polymer to swell or collapse is short compared to the times the polymer remains
in its collapsed or swollen states. However, for thicker polymers, the swelling and
collapsing timescale is no longer negligible and needs to be incorporated into the
modelling.
5.1.2 Modelling aims
The aim of this chapter is thus to develop a model which can describe this com-
plex behaviour, tracking concentrations of the solvent-polymer-drug interactions
as well as the volume change and solvent absorption front into the polymer. In
this chapter, a generic model is developed to describe these swelling and col-
lapsing processes and drug release from a thermoresponsive polymer, which is
immersed in a liquid that cycles the temperature between values above and be-
low the polymers VPTT. The preliminary modelling produces results that have
the correct qualitative character.
5.2 Model derivation
In this section, a mathematical model incorporating the swelling and collapsing
processes is developed to describe the pulsatile drug release from a thermorespon-
sive system. The phase transition between the swollen and collapsed states for
the polymer can be described as a function of the chemical potential difference
of the water molecules in solution at different temperatures.
5.2.1 Swelling state model
We consider a one-dimensional thermoresponsive polymer loaded with a fixed
concentration of a drug. At time T = 0, X = 0 gives the location of an interface
separating the dry polymer, X < 0 from the environment in which it is sub-
merged, X > 0. The temperature is assumed to be a constant T ∗ when T = 0,
where T ∗ < Tv and Tv is the VPTT of the polymer. The polymer is therefore in
a hydrophilic state, and for T > 0, the solvent will start to diffuse into the poly-
mer initiating the drug release. The three species in the model are the solvent
φ(X,T ), the drug c(X,T ) and the polymer φp(X,T ) (all volume fractions).
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Figure 5.2: The thermoresponsive polymer absorbs solvent and swells when the
temperature of the environment T ∗ is below the VPTT.
The absorption of the solvent causes the polymer to swell, creating two moving
boundaries. Firstly, the erosion boundary S2(T ) moving in the positive X di-
rection separates the environment from the polymer, and secondly the swelling
front moving in the negative X direction, S1(T ), separates the swollen wet poly-
mer from the dry polymer. The drug is assumed to only diffuse in the pres-
ence of the solvent, in the domain of interest between these two moving fronts
S1(T ) < X < S2(T ). The three regions across the domain are then (as seen in
Figure 6.1):
Region (a): Smax1 < X < S1(T ), dry polymer with loaded drug, φp + c = 1.
Region (b): S1(T ) < X < S2(T ), wet polymer with loaded drug, φp+φ+ c = 1.
Region (c): S2(T ) < X < ∞, the solvent domain with drug that has diffused
out, φ+ c = 1.
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We assume that the motion of the solvent and drug molecules are dominated by






















, on S1(T ) < X < S2(T ), (5.2.2)
where Ds(φ) and Es(φ) are the swelling diffusion coefficients which are left general
in this derivation. We are not concerned with the evolution of φp as the volume
fraction formulation means it is sufficient to solve for just two of the species. We
derive the boundary conditions by conserving volume across the entire domain.






















There is no solvent in the dry polymer, therefore,
∫ S1(T )
Smax1
φ dX = 0. The vol-
ume fraction of drug in the solvent domain can be assumed to be increasing
purely in time if the medium is well-stirred cs2(T ) (many release experiments are
conducted under well-stirred conditions, where constant stirring of the release
medium results in the concentration of drug being spatially independent [83]),
meaning the volume fraction of solvent must be φ = 1 − cs2(T ). Updating the








(1− cs2(T )) dX
}
= 0.
Evaluating this expression and using the governing PDE equation (5.2.1), leads
to the following expression for the conservation of solvent:
φ(S−2 , T )
dS2
dT
























(L− S2(T )) = 0. (5.2.3)
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+c(S−2 , T )
dS2
dT










(L− S2(T )) = 0. (5.2.4)
Adding (5.2.3) and (5.2.4) gives
φ(S−2 , T )
dS2
dT





































+ c(S−2 , T )
dS2
dT







This equation represents the conservation of both the volumes of drug and sol-
vent over the entire domain, and contains the correct form of three conservation
equations across the two moving boundaries (as indicated by the colours). For
example, the amount of solvent and drug crossing the surface per unit area on














The amount of solvent and drug consequently lost to the domain X > S2(T ) in
the same time is approximated by
(1− φ(S−2 , T )− c(S−2 , T ))(S2(T + ∆T )− S2(T )),
and when we equate these two conditions and take the limit as ∆T goes to zero,
we find
(φ(S−2 , T ) + c(S
−














which is highlighted in the overall conservation expression as the black terms.
The other two boundary conditions (as indicated by the blue and red colours)
can be derived similarly, by considering the conservation of solvent and drug
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across X = S1(T ) separately, leading to
(φ(S−2 , T ) + c(S
−




































The boundary X = S1(T ) is the swelling front propagating into the polymer
separating the swollen wet polymer from the unswollen dry polymer. On the
dry polymer side of this boundary, we have already assumed there is no solvent
present, therefore φ(S−1 , T ) = 0. The volume fraction of the drug is then fixed as
the initial loading of the drug, c(S−1 , T ) = c0. On the wet side of this boundary,
we set the volume fraction to be the critical value of solvent required to initiate
the phase change from dry to wet, φ(S+1 , T ) = Φ
s
1. The volume fraction of drug,
c(S+1 , T ), is left unknown and will be determined as part of the solution.
The boundary X = S2(T ) is the erosion front propagating outwards into the
domain as the polymer swells, separating the wet polymer from the solvent en-
vironment. We prescribe a constant volume fraction in space for the drug (well-
stirred assumption), subsequently c(S+2 , T ) = c(S
−
2 , T ) = c
s
2(T ). For the polymer,
on the solvent side of the boundary, we have φ(S+2 , T ) = 1 − cs2(T ). On the wet
polymer side of the boundary, we fix the volume fraction at the maximum value
of solvent that the polymer can sustain, φ(S−2 , T ) = Φ
s
2. In summary:
φ(S−1 , T ) = 0, φ(S
+




1 , T ) = c0, c(S
+
2 , T ) = c(S
−
2 , T ) = c
s
2(T ),
φ(S+2 , T ) = 1− cs2(T ), φ(S−2 , T ) = Φs2.
We now collect the final dimensional model describing the evolution of the solvent
and drug species on the domain S1(T ) < X < S2(T ). The PDEs are nonlinear
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, on S1(T ) < X < S2(T ), (5.2.6)

















φ(S2(T ), T ) = Φ
s
2, (5.2.8)
c(S2(T ), T ) = c
s
2(T ). (5.2.9)


















φ(S1(T ), T ) = Φ
s
1, (5.2.12)
with the initial condition,
S2(0) = S1(0) = 0. (5.2.13)
Note that the condition c(S2(T ), T ) = c
s
2(T ) would need coupling with a diffusion
model in the solvent domain S2(T ) < x < ∞, modelling the diffusion of the
released drug in the solvent. We assume that the volume fraction of drug in
the solvent domain is suitably small to ignore its presence at all, by allowing
cs2(T ) → 0. If the initial loading of the drug was large enough and the solvent
domain was not infinite, this assumption would break down.
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5.2.1.1 Equilibrium boundary conditions
When a thermoresponsive polymer is immersed in an environment where T ∗ < Tv,
the swelling state model is only appropriate to track the evolution of the solvent
and drug species for a finite time. As the swelling boundary propagating inwards
reaches the bottom of the film, i.e., S1(T ) = S
max
1 , the boundary conditions
conserving mass across S1(T ), derived earlier as equations (5.2.10)-(5.2.12), no
longer hold. Therefore, if Smax1 < S1(T ), the previous conditions hold, however, if
S1(T ) = S
max
1 , we need to update the model by changing the boundary conditions
accordingly. We assume that the governing dynamics are still diffusion driven and






















, on Smax1 < X < S2(T ). (5.2.15)
We derive the updated boundary conditions by again conserving volume across
the entire domain. If the total volume of solvent and drug in the domain must




































Following a similar derivation to the non-equilibrium case, we arrive at the fol-
lowing equation for the conservation of both species:





































Similar to the non-equilibrium case, this expression contains the correct form
of three of the boundary conditions (as indicated by the colours), which can be
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derived by considering the flux across X = S2(T ), and imposing no-flux boundary
conditions on X = Smax1 . The remaining two boundary conditions are the same
as those proposed in section 5.2.1.
Figure 5.3: The model is updated when the swelling boundary reaches the bottom
of the film, S1(T ) = S
max
1 as the polymer is now entirely wet.
We now collect the equilibrium swelling state model equations. The governing






















, on Smax1 < X < S2(T ), (5.2.17)

















φ(S2(T ), T ) = Φ
s
2, (5.2.19)
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This system then describes how the solvent and drug species evolve in the regime
when S1(T ) = S
max
1 . It is clear that this model has the equilibrium solution
c(X,∞) = cs2 and φ(X,∞) = φs2, where the drug entirely diffuses from the device
and the solvent reaches the maximum volume fraction sustainable in the polymer.
5.2.2 Collapsing state model
The polymer begins to expel the solvent and collapse whenever the temperature
is above the VPTT, T ∗ > Tv, and the polymer becomes hydrophobic. We model
this by changing the boundary conditions on both moving fronts as well as the
diffusion coefficients in the PDEs. The swelling front S1(T ) separating the dry
polymer from the wet is now ignored, as when the polymer is collapsing from a
swollen state there is no dry part until all of the solvent is expelled and the entire
polymer is just dry. The domain of interest is then Smax1 < X < S2(T ), and again
we assume the diffusion is nonlinear.
Derivation of the boundary conditions is not presented as it follows analogously






















, on Smax1 < X < S2(T ), (5.2.24)
where Dc(φ) and Ec(φ) are the diffusion coefficients of the solvent and drug in
the collapsing regime. The boundary conditions on the erosion front X = S2(T )
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Figure 5.4: The polymer expels solvent and collapses when the temperature of


















φ(S2(T ), T ) = Φ
c
2, (5.2.26)
c(S2(T ), T ) = c
c
2(T ), (5.2.27)
where Φc2 is the maximum volume fraction of solvent the collapsing polymer
can sustain, and cc2(T ) is the time-dependent volume fraction of the drug in the
surrounding domain (Φc2 = c
c
2 = 0 is a perfect sink for the drug and solvent). The











Cycling between the two systems (swelling and collapsing) involves mapping of
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the final solution for each variable in one model onto the initial condition for the
next model. The transition times between each cycle are labeled as Ti, where i
is the transition number. For example, if the polymer begins in a swelling cycle,
equations (5.2.5)-(5.2.13) coupled with the equilibrium equations (5.2.16)-(5.2.22)
will capture the behaviour of the system, which if left to evolve indefinitely would
tend towards the equilibrium solution φ(X,T ) = Φs2, c(X,T ) = c
s
2. However, if
the temperature of the environment is changed to induce a collapsing regime
(T ∗ > Tv) when T = T1, the initial conditions for (5.2.23) -(5.2.29) will be the
final moving boundary position and volume fraction profiles from the swelling
stage, which we define as ST12 , c
T1 and φT1 .
The swelling equations (5.2.5)-(5.2.13) are only appropriate to use under the
condition that the polymer is starting from a completely dry state, meaning that
the polymer must have fully dried in the collapsing stage if we are cycling back to
this system. A more likely scenario is that the temperature of the environment
induces a swelling stage before the polymer has fully dried. In this case, the
final solutions from the collapsing model are mapped directly to the equilibrium
swelling state model equations (5.2.16)-(5.2.22), with the initial conditions ST22 ,
φT2 and cT2 . Following this, we can then cycle between this swelling state and the
collapsing state (5.2.23)-(5.2.29) indefinitely by simply updating the final values
from cycle i as the initial values for cycle i+1. In the following analysis, we make
the simplifying assumption that the diffusion coefficients for both the solvent and
the drug in both collapsing and swelling regimes are constant. A more realistic
model would incorporate nonlinear diffusion effects.
5.2.3 Nondimensionalisation of the linear problem
The simplest case is to assume that both species diffuse linearly with constant
diffusion coefficients so that Es/c(φ) = Es/c, and Ds/c(φ) = Ds/c. Perfect sink
conditions are assumed for the drug in both regimes, thus we set cs2 = c
c
2 = 0.












where X∗ = −Smax1 is the natural length scale of the problem, and the timescale
is chosen to balance the solvent diffusion equation. We do not scale φ and c
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as volume fractions are already dimensionless. This yields the following linear












, on s1(t) < x < s2(t), (5.2.31)















φ(s2(t), t) = Φ
s
2, (5.2.33)
c(s2(t), t) = 0. (5.2.34)


















φ(s1(t), t) = Φ
s
1, (5.2.37)
while the initial conditions are now
s2(0) = s1(0) = 0, (5.2.38)
with δs = Es/Ds. In this nondimensional regime, s1(t) = −1 corresponds to
the solvent swelling front reaching the interior boundary of the polymer and
the subsequent switch to the equilibrium model derived in section 5.2.1.1. The
nondimensionalisation of these equations uses the same scales as above, with
the main difference being that the domain becomes −1 < x < s2(t), and the
nondimensional conditions on the swelling front (5.2.35)-(5.2.37) become the no-
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For the collapsing problem, the nondimensionalisation is also similar, however, we
use the solvent diffusion timescale of a collapsing polymer, that is t = TDc/(X∗2),




























φ(s2(t), t) = Φ
c
2, (5.2.42)
c(s2(t), t) = 0. (5.2.43)











with the initial conditions from the solution of the swelling problem at t = t1,
s2(0) = s
t1
2 , φ(x, 0) = φ
t1 , c(x, 0) = ct1 , (5.2.46)




In this section, a full semi-implicit numerical scheme will be outlined, detailing
the procedure through the various cycles of a thermoresponsive polymer. The
numerical scheme is based on a semi-implicit scheme seen in [32], where the
volume fractions are discretised implicitly and the moving boundaries explicitly.
5.3.1 Swelling equations
We can fully immobilise the nondimensional swelling equations (5.2.30)-(5.2.38)





, where s(t) = s1(t)− s2(t), φ(x, t) = F (ξ, t), c(x, t) = G(ξ, t).
We encounter a numerical problem in the moving boundary conditions which
involves the initial division by s(0) = 0. We can avoid this singularity by making

















, s(t)2 = z1(t)− z2(t). (5.3.1)
The immobilised nondimensional PDEs in terms of z1 and z2 on the fixed domain
0 < ξ < 1 are then
∂2F
∂ξ2





























































F (1, t) = Φs2 , (5.3.5)
G(1, t) = 0. (5.3.6)
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F (0, t) = Φs1, (5.3.9)
with initial conditions
z2(0) = z1(0) = 0. (5.3.10)
We then discretise this system using a semi-implicit scheme, discretising F and G
implicitly, but z1 and z2 explicitly. This follows similarly to the method presented
in section 4.5.1, and hence is not presented. The equilibrium boundary condi-
tions (5.2.21)-(5.2.22) are introduced whenever s1(t) = −1, and these two bound-
ary conditions on x = −1 replace the three boundary conditions on x = s1(t).
Numerically, this involves running a loop that solves the above equations when
s1(t) > −1. However, when s1(t) = −1 the scheme immediately sets ds1/dt = 0
(i.e. dz1/dt = 0), fixing the movement of that boundary. Finally, we remove
the boundary condition F n+10 = Φ
s
1, as with dz1/dt = 0, equations (5.3.7)-(5.3.8)
become no-flux conditions and are sufficient to describe the solution.
We seek an appropriate starting condition for the numerics by examining (5.3.2)-
(5.3.10) in the limit as t → 0+. In (5.3.4) and (5.3.7), it is clear that dz1/dt
and dz2/dt must both be constant in this limit, so that ∂F/∂ξ and ∂G/∂ξ are
independent of t. Based on the definition of the z variables in (5.3.8), this indi-
cates that the form of s1(t) and s2(t) must be proportional to
√
t, and by setting
s1(t) = 2α1
√
t and s2(t) = 2α2
√
t, we ensure that the z derivatives are constant
and have the form
dz1
dt
= 4(α1 − α2)α1,
dz2
dt
= 4(α1 − α2)α2.
Making this substitution and examining the limit as t → 0+ in (5.3.2)-(5.3.10)
gives us a system of coupled PDEs which have an exact solution. The governing
PDE for the solvent becomes
∂2F
∂ξ2
= −2ξ (α1 − α2)2
∂F
∂ξ











erf(α1 − ξ[α1 − α2])(Φs2 − Φs1) + erf(α2)Φs1 − erf(α1)Φs2
erf(α2)− erf(α1)
,
which will serve as the initial profile for F (ξ, 0) in the numerical scheme. The




= −2ξ (α1 − α2)2
∂G
∂ξ




which is solved with the two boundary conditions G(1, t) = 0 and















































Lastly, the values for α1 and α2 come from substituting these exact solutions into
the two unused boundary conditions (5.3.4)-(5.3.7), and solving the transcenden-
tal equations that follow.
5.3.2 Collapsing equations
The immobilisation of the collapsing equations (5.2.39)-(5.2.46) is different to
the previous section, as we only have one moving boundary in this case. We also
avoid the numerical singularities that arise with the domain having initially zero




, φ(x, t) = F (ξ, t), c(x, t) = G(ξ, t).
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The immobilised PDEs for the solvent and the drug on the now fixed domain
0 < ξ < 1 are then
∂2F
∂ξ2
= (1 + s2)
2∂F
∂t









= (1 + s2)
2∂G
∂t





















with F (1, t) = Φc2 and G(1, t) = 0. The immobilised no-flux conditions on the











with the initial conditions coming from the final state of the swelling model at
time t = t1,
s2(0) = s
t1
2 , F (ξ, 0) = F
t1 , G(ξ, 0) = Gt1 .
Following this, we discretise the system semi-implicitly, and rearrange the equa-
tions into tridiagonal form (details omitted). An appropriate start-up condition
is not necessary for the collapsing scheme as the region is not initially of zero
thickness and an initial condition is applied. Typical numerical solutions are pre-
sented in Figures 5.7 and 5.8 (where ∆t = 0.002, ∆ξ = 0.005), with discussion




If the thermoresponsive polymer is initially immersed in a fluid whose temperature
is less than the VPTT, we can exploit a feature of the swelling model to get an
exact solution using a similarity variable method. This involves ignoring the fact
that the problem has a length scale (X∗ = −Smax1 ) and examining equations
(5.2.30)-(5.2.38) under the false assumption that they are defined on an infinite







, φ = taf(η), c = tbg(η).
Upon transforming the model in terms of these similarity variables, it is clear
that both s1(t) and s2(t) must be proportional to
√
t and thus we substitute
s1(t) = 2α1
√
t and s2(t) = 2α2
√
t, where α1 and α2 are yet to be determined. We
also determine that a = b = 0 and this reduces the governing diffusion PDEs to
the following set of linear second order ODEs on the fixed domain α1 < η < α2:
f ′′(η) + 2ηf ′(η) = 0,
δsg′′(η) + 2ηg′(η) = 0.
The boundary conditions reduce similarly, firstly the erosion front equations fixed
at η = α2, become
δsg′(α2) + f





The swelling front is now fixed at η = α1 with the boundary conditions becoming
f ′(α1) = −2Φs1α1,
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This system can be solved exactly, giving the solution
f(η) =




























































2)(Φs2 − Φs1) = 0,
e(−α
2
1)(Φs2 − Φs1) + Φs1α1
√
π(erf[α2]− erf[α1]) = 0.
The fraction of drug released over time is found by integrating the exact solution
for the drug volume fraction. The amount of drug still in the polymer at any



















where C(0) is the initial loading of the drug c0. This yields an exact solution for
































































Figure 5.5: Comparing the similarity solution (red dots) and the numerical solu-
tion for s1(t) (black) and s2(t) (blue); where δ = 1, Φ
s
2 = 0.3, and Φ
s
1 = c0 = 0.1.





























Figure 5.6: Comparing the similarity solution (red dots) and numerical solution
for the fraction of drug released against time (blue); where δ = 1, Φs2 = 0.3, and
Φs1 = c0 = 0.1.
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5.5 Discussion
In this chapter, we derived a one-dimensional model describing the drug release
from a thermoresponsive polymer. The model was formulated as a Stefan type
problem, where two regimes were considered. Firstly, the swelling model consid-
ered the absorption of the solvent by the polymer when the temperature of the
environment was below the VPTT. The second regime examined the collapsing
state that occurs when the polymer is exposed to a solvent with a temperature
above the VPTT, where the polymer expels any solvent that had previously dif-
fused into it. This process of swelling and collapsing was coupled with equations
describing the diffusion of the drug. A numerical solution for both regimes was
then presented where the cycling between swelling and collapsing is easily cap-
tured by mapping the final solution from one model to the initial condition for
the other. The numerical approach was then validated by an exact analytical
solution based on a similarity reduction of the swelling equations. These ex-
act solutions are valid provided that the swelling boundary propagating through
the polymer s1(t) > −1. When s1(t) < −1, the solution breaks down as the
assumption of an infinite domain leads to s1(t) propagating forever. No similar-
ity solution is available for the collapsing equations due to the form of the domain.
In Figures 5.5 and 5.6, we compare the similarity and numerical solutions for
the moving boundary positions as well as the fractional drug released. A signifi-
cant drawback of this chapter is the lack of experimental validation. Although an
abundance of experimental data for drug release from thermoresponsive polymers
appears in the literature, there are no studies that couple the swelling and collaps-
ing of the polymer with the release profiles. The model presented in [23] showed
good agreement with experimental data, and qualitatively, our model can pro-
duce the same behaviour under similar parameter regimes. If Φs1 is suitably small,
the swelling regime model gives similar release profiles to the simple slab model
in [23], however, due to the step-function definition of the domain and diffusion
coefficients, there is no asymptotic reduction of our model to theirs. In Figures
5.7 and 5.8, we demonstrate that by cycling between the swelling and collapsing
models, we can generate the expected behaviour; however, any comparison with
the available experimental data involves over-fitting of the parameters.
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Figure 5.7: Plotting the fractional drug release against time as the model is
cycled between a collapsed state and a swelling state by varying the temperature
of the domain above and below the VPTT= 0.5, where δc = 0.05, δs = 1.5, Φs2 =
0.3, Φc2 = 0, and c0 = 0.001.














































Figure 5.8: The position of the erosion boundary s2(t) vs t as the model is cycled
between a collapsed state and a swelling state by varying the temperature of the
domain above and below the VPTT= 0.5, where δi = 1, Φs2 = 0.3, Φ
c
2 = 0 and
c0 = 0.001.
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PROCESS IN CONTACT LENS
PRODUCTION
6.1 Introduction
Contact lenses are thin polymer films that are placed on the surface of the eye,
primarily for vision correction. In 2004, it was estimated that 125 million peo-
ple worldwide use contact lenses [84], and in 2010, the worldwide market was
estimated at $6.1 billion [85]. Contact lenses are classified as either hard or soft
depending on the elasticity of the materials from which they are made [24]. Hard
contact lenses are made from rigid materials such as poly(methylmethacrylate)
(PMMA), but are now virtually obsolete due the developments of silicone hydrogel
materials that allow for higher oxygen permeability to the cornea [25]. These soft
contact lenses are produced using lathe-cutting, spin-casting and cast-moulding
[26]. The hydration process is a crucial step that arises in the cast-moulding pro-
duction of these lenses. Its primary purpose is the removal of unwanted chemicals
that are introduced in the earlier stages of the manufacturing process [27].
6.1.1 Cast-moulding
The method of cast-moulding involves casting a liquid monomer along with an
inert diluent between two moulds which define the shape of the lens. The back
curve mould is the male part and defines the shape of the back of the lens that
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Figure 6.1: Schematic of the various stages of contact lens production, (a)
monomer injection, (b) polymerisation, (c) removal of back curve mould and (d)
hydration.
will sit on the eye. The front curve mould is the female part and its shape will
characterise the strength of the lens. The lenses are formed by first depositing a
liquid monomer mixture in the cavity between the two moulds, as seen in Figure
6.1 (a). In Figure 6.1 (b), we see the mixture being polymerised under UV light,
during which the monomer molecules react to form the polymer chains of the
solid lens. A chemical diluent is included in the mixture to reduce the shrinkage
of the lens during this stage, and is later replaced by water. In order to wash the
lens, the back curve mould is then removed, see Figure 6.1 (c). The hydration
process follows, as shown in Figure 6.1 (d), during which the diluent, as well as
any impurities or unreacted monomers, are removed from the lenses.
(a) (b)
Figure 6.2: Photographs of a hydration chamber (a) and a stack of trays of




The hydration process is the rate limiting step on the production line, and opti-
mising this stage is of particular interest to industry [27]. In this stage, the lenses
are firstly washed with an organic solvent so that the unwanted chemical diluent
will diffuse out of the lens into the solvent bath above. The diluent diffusion is
accompanied with significant swelling of the lens, due to the absorption of sol-
vent. The solvent is then washed out of the lenses with deionised water, with
the lens detaching from the front curve mould as a result of the swelling. This is
often completed in an automated hydration chamber (see Figure 6.2 (a)), where
the lenses are arranged in stacks of plastic trays and are washed at a number of
stations. The trays in Figure 6.2 (b) have 64 cavities, each containing a lens in
its front curve mould. There are drainage holes at the bottom of each cavity.
A typical three stack hydration chamber is seen in Figure 6.3, where the stacks
are moving from left to right through the chamber and the solvent is circulating
in the opposite direction in a countercurrent flow. This flow maintains maximum
concentration gradients between the chemical in the lenses and the chemical in
the solvent. Fresh solvent is delivered to the top of Stack C at a constant flow
rate, where it enters the 64 cavities, builds up above the lens and overflows into
the stacks below. This solvent is collected in Tank C beneath the stack, and
overflows into Tank B, refreshing the solvent in that tank. The solvent becomes
more and more contaminated as it moves through the hydration chamber, while
the lenses moving in the opposite direction get cleaner at each stage.
6.1.3 Modelling questions
We will focus on the removal of the chemical diluent from a single lens in a
bath of solvent, which can either be clean or contaminated depending on the
specific stack. This involves a detailed understanding of the physical processes
at hand. We propose modelling this chemical removal by using a coupled set
of partial differential equations, which describe the volume fractions of both the
chemical and the solvent. The problem is posed as a one-dimensional moving
boundary problem, or Stefan problem, which is a particular type of boundary
value problem in which the phase boundaries can move with time [31]. We solve
147
Chapter 6. Modelling the Hydration Process in Contact Lens Production
Figure 6.3: Typical stack configuration.
the system numerically using a front tracking method [32], and also discuss some
asymptotic approaches as well as comparisons with experimental data.
6.2 Model derivation
We consider a one-dimensional swellable polymer contact lens, loaded with some
concentration of a diluent, which comes in contact with an organic solvent in an
infinite domain. The polymer absorbs the solvent and begins to swell, creating
three regions, (a) the dry polymer loaded with diluent, (b) the wet polymer with
loaded diluent and solvent, (c) the solvent region with diluent which has diffused
out (as seen in Figure 6.4). The variables to consider are then: φ(X,T ), volume
fraction of the solvent; φp(X,T ), volume fraction of the polymer; c(X,T ), volume
fraction of the diluent; as well as the positions of the moving interfaces; S2(T ),
the erosion front separating the wet polymer from the outer solvent region and
S1(T ), the swelling front separating the dry polymer from the wet polymer [1].
Both S2(T ) and S1(T ) start from the same position at T = 0, and we fix this
at X = 0, therefore S2(0) = S1(0) = 0. Then S2(T ) propagates into the solvent
domain (X > 0) until the polymer reaches swelling equilibrium. In contrast,
S1(T ) propagates in the opposite direction (X < 0) until it has passed through
the entire thickness of the polymer at X = Smax1 . The regions mentioned above
are then (as seen in Figure 6.4):
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Figure 6.4: Schematic of a swelling polymer contact lens in contact with an
infinite bath of organic solvent.
Region (a): Smax1 < X < S1(T ), dry polymer and diluent , φp + c = 1.
Region (b): S1(T ) < X < S2(T ), wet polymer and diluent, φp + φ+ c = 1.
Region (c): S2(T ) < X <∞, solvent domain and diluent, φ+ c = 1.
We assume that the diluent can only diffuse in the presence of solvent, and thus
the region of interest is the wet region (b). The assumption is also made that
solvent and diluent molecules move by a combination of diffusion and advection
(the advection of the polymer due to the swelling drags the diluent and solvent



























where u is the advection velocity due to the volume increase. D and E are the
diffusion coefficients of the solvent and the diluent in the polymer respectively.
Adding the three PDEs together and using the fact that φp + φ+ c = 1 in region
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= 0, and so f(T ) = 0. Equations









































We only need to solve two of these equations on S1(T ) < X < S2(T ), as the
volume fractions sum to one (φp+φ+c = 1). We proceed with (6.2.5) and (6.2.6)
because the boundary conditions are easier to motivate from a physical point of
view. To derive the correct boundary conditions, we consider the conservation of
solvent and diluent across the entire domain.
6.2.1 Deriving boundary conditions























There is no solvent in the dry polymer, meaning
∫ S1
Smax1
φ dX = 0. The volume
fraction of diluent in the solvent domain is defined to be a constant c∗ (due
to the well-mixed assumption), meaning the volume fraction of solvent must be


























dX − (1− c∗)dS2
dT
= 0,
and replacing the time derivative in the integral with the space derivative from



















dX − (1− c∗)dS2
dT
= 0.
Evaluating the integral in this expression leads to an equation that represents the




























The derivation of the boundary conditions for the diluent now follows; firstly, we
conserve diluent across the entire domain (noting that in region (a) we start with














The derivative of the integrals in the above expression is calculated using Leibniz’s
integral rule, and finally using the governing PDE (6.2.6) we remove the time
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This equation is the conservation of both the volumes of diluent and solvent over
the entire domain, and we can extract three boundary conditions from it (balanc-
ing fluxes across the moving fronts as demonstrated in Chapter 5), as indicated
by the colours in the above equation. This leaves us with the moving boundary
conditions which conserve volume across the moving erosion and swelling fronts,





(φ+ c− 1)D ∂φ
∂X































The boundary X = S1(T ) is the swelling front propagating into the polymer
separating the wet polymer from the dry. On the dry side of this boundary, we
have already assumed that there is no solvent present, φ|S−1 = 0. On the wet side,
we fix the value of φ to be the critical fraction of solvent required to initiate the
phase change from dry to wet, φ|S+1 = Φ1. For the diluent condition, on the dry
side we fix the value as the initial loading of diluent c|S−1 = c0 and the fraction
on the wet side, c|S+1 is left unknown and will be determined as part of the solution.
The boundary X = S2(T ) is the erosion front propagating outwards into the
domain as the polymer swells and increases in volume, separating the wet part
of the polymer from the solvent environment. On this boundary, we prescribe a
constant value for the diluent, c|S−2 = c
∗ (letting c∗ → 0 represents a perfect sink
condition which will later be applied, however, if the solvent domain is initially
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contaminated with a diluent concentration, this term would be a non-zero con-
stant). On the interior wet polymer side of the boundary, we fix the value of φ
at the maximum value of solvent the polymer can sustain (equilibrium swelling
value), φ|S−2 = Φ2. To summarise:
φ|S−1 = 0, φ|S+1 = Φ1, c|S−1 = c0, c|S−2 = c
∗, φ|S−2 = Φ2.
We can now collect the full dimensional model describing the evolution of solvent










































φ(S2(T ), T ) = Φ2, (6.2.12)
c(S2(T ), T ) = c
∗. (6.2.13)




























φ(S1(T ), T ) = Φ1, (6.2.16)
and lastly the initial condition,
S2(0) = S1(0) = 0. (6.2.17)
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6.2.2 Equilibrium boundary conditions
When the swelling front that separates the dry polymer from the wet has propa-
gated throughout the entire polymer and reaches its bottom limit, S1(T ) = S
max
1 ,
the boundary conditions derived above are no longer valid (see Figure 6.5). Con-
sequently, we derive new boundary conditions to account for this change of be-
haviour by again looking at the conservation of φ across the entire domain. In
this instance, we no longer have a dry region (a), and instead are now dealing












which upon applying the derivative, using Leibniz’s integral rule, and replacing






















dX − (1− c∗)dS2
dT
= 0. (6.2.18)











which upon differentiating, using Leibniz’s integral rule, and replacing the time

























Figure 6.5: Schematic of the disappearance of region (a) after the contact lens
has become fully wet.
Adding (6.2.18) and (6.2.19) results in an equation that represents the conserva-








































































Equation (6.2.20) is identical to (6.2.11), derived earlier and tracks the position
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of the erosion boundary by conserving volume across the front. Equation (6.2.21)
represents a no-flux condition for the solvent that replaces both equations (6.2.14)
and (6.2.16) in the original double moving boundary model. We have eliminated
a boundary condition because X = S1(T ) is now fixed at X = S
max
1 and is
not generated as part of the solution. The second no-flux condition (6.2.22) for
the diluent then replaces (6.2.15) and the two remaining boundary conditions
(6.2.12) and (6.2.13) remain unchanged. The implementation of these boundary
conditions will be discussed later in section 6.3.1.
6.2.3 Nondimensionalisation
We can nondimensionalise (6.2.9)-(6.2.17) using the solvent diffusion timescale
by introducing the following nondimensional variables (noting that c and φ are











where X∗ is the initial thickness of the polymer. The PDEs are now defined on




























where δ = E/D. The subsequent boundary conditions on the nondimensional
x = s2(t) erosion front (assuming perfect sink conditions c














φ(s2(t), t) = Φ2, (6.2.26)
c(s2(t), t) = 0. (6.2.27)
156
6.2 Model derivation




























φ(s1(t), t) = Φ1, (6.2.30)
with the initial condition
s2(0) = s1(0) = 0. (6.2.31)
When S1(T ) = S
max
1 , the model switches to the equilibrium boundary condi-
tions (6.2.21)-(6.2.22). The nondimensionalisation remains unchanged, so that











Figure 6.6: Schematic illustrating the new nondimensional variables.
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6.3 Numerical analysis
In the following section, we outline two full numerical solutions. The first is
a front fixing semi-implicit finite difference scheme and the second is a simpler
numerical solution based on a similarity reduction of the original equations.
6.3.1 Semi-implicit numerical solution
We solve the problem numerically by introducing a boundary immobilisation
transformation, which was originally proposed in [86] and first applied to a finite-
difference scheme in [31]. Several variations of this numerical approach for a
variety of moving boundary problems can be found in [32, 45, 87, 88]. We first




, φ(x, t)→ F (ξ, t), c(x, t)→ G(ξ, t).



































The initial condition s2(0) = s1(0) = 0 will cause a singularity in the boundary
conditions when starting the numerical scheme. In [45] this singularity is avoided
by solving the problem in the region t > t∗ > 0, where t∗ is arbitrary, and
taking the small-time solution as the initial condition. Instead, following a similar
strategy to [32, 88], we make the substitution
(s1 − s2)2 = z1 − z2,
dz2
dt























































































F (1, t) = Φ2,
G(1, t) = 0.






























F (0, t) = Φ1,
with the initial condition
z1(0) = z2(0) = 0.
Following this, we discretise the problem semi-implicitly, that is we discretise
implicitly for F and G and explicitly for z1 and z2 [30, 32]. The nonlinear terms in
the governing PDEs and the final boundary condition are evaluated and averaged













(F ni+1/2 − 1)
[
F n+1i+1 − F n+1i
∆ξ
]
− (F ni−1/2 − 1)
[














i−1)/2 and n = 1, 2, 3, ..., and
i = 1, ..., I−1. The other nonlinear terms in the PDEs are discretised in a similar
fashion, with the terms at time-steps n and n + 1 subsequently being separated
to write to system in tridiagonal form. The boundary conditions discretised in
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tridiagonal form are F n+1I = Φ2, G
n+1
I = 0, and F
n+1



























































2t. We solve these equations while
s1(t) > −1, but when s1(t) = −1, we change the boundary conditions on ξ = 0 to
the equilibrium no-flux boundary conditions seen earlier as (6.2.21) and (6.2.22),
while also enforcing (dz1/dt)
n+1 = 0 which fixes the movement of the swelling
boundary. Immobilised and discretised these conditions become(










In an effort to verify the accuracy of the above numerical scheme, it is neces-
sary to find either an exact solution or a good approximation of the full system
of equations. Exact solutions to Stefan problems can often be found by seek-
ing similarity solutions. These similarity transformations reduce the number of
independent variables from two to one, thus reducing the system of PDEs to a
system ODEs. We now refer back to equations (6.2.23)-(6.2.31), and introduce a
similarity reduction of the form,
φ(x, t) = taf(η), c(x, t) = tbg(η), η = x/2
√
t,
where the form of η is typical for Stefan problems. Upon substitution of the
transformations into the model and examining the appropriate balances, it be-
comes clear that a = b = 0 and also s2 = 2α2
√
t and s1 = 2α1
√
t, where α2 and
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on the fixed domain α1 < η < α2. The erosion front is now the fixed boundary














Lastly, the swelling front is now fixed at η = α1, and the boundary conditions are























We can rewrite (6.3.1)-(6.3.2) as the following first order system





− 2ηF = 0, (6.3.3)













We uncouple the derivatives in the above equations by rearranging (6.3.3) to
isolate the derivative term G′(η) and substituting it into (6.3.4), then rearranging
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gf − (g − 1)(f − 1)
(
2ηG−GF − δG2 − (g − 1)
f
(2ηF − F 2 − δFG)
)
.
This system is solved using the in-built MATLAB ODE solver bvp4c. We provide
the solver with an initial guess of linear profiles for both the solvent and diluent
volume fractions. Note that this similarity solution is only valid while (nondimen-
sionally) s1(t) > −1: once the model has an enforced length-scale the similarity
assumption breaks down. The similarity solution and semi-implicit numerical
scheme are compared in Figures 6.7, 6.8 and 6.9 (where ∆t = 0.00025, ∆ξ =
0.01). The positions of the moving fronts s1(t) and s2(t) are captured accurately
by the similarity reduction, as can be seen in Figure 6.7. However, in Figure 6.8,
we illustrate how when s1(t) < −1, the similarity solution continues to propagate
where in reality this front is stationary. The effect of varying the parameter δ
is examined in Figure 6.9, where larger δ values correspond to faster diffusion of
the diluent as expected.
























Figure 6.7: Similarity solution (red circles) and numerical solution for s2(t) (blue)
and s1(t) (black) where: δ = 1; Φ2 = 0.3; Φ1 = .2 and c0 = 0.1.
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Figure 6.8: The similarity solution (red dots) breaks down when s1(t) < −1 as
both boundaries will propagate forever with: δ = 0.1; Φ2 = 0.3; Φ1 = 0.1; and
c0 = 0.1.



































Figure 6.9: Varying δ in the similarity solution (red circles) and numerical solution
(blue lines) for the diluent c(x, t). δ = 10 is the solid line, δ = 1 is the dashed line,
δ = 0.1 is the dot dashed line, where: Φ2 = 0.3; Φ1 = 0.1; c0 = 0.1; and t = 0.1.
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6.4 Model reductions
We now consider a variety of model reductions in an attempt to simplify the model
and gain some analytical insight, while also verifying the numerical approach.
These reductions will be based on the smallness of the parameters that appear
in equations (6.2.23)-(6.2.31).
6.4.1 Limit as u→ 0 (advection free)
If the polymer swelling percentage increase is negligible, then the advection in-
cluded in the original statement of the PDEs (6.2.1)-(6.2.3) will be negligible also
and the governing dynamics are dominated by diffusion. Letting u → 0 in the
original derivation leads to essentially the same model as seen in section 5.2.1, for
the swelling stage of the pulsatile release problem, although with slightly differ-














for s1(t) < x < s2(t). The boundary conditions that the PDEs are subject to
were derived in section 5.2.3, as (5.2.32)-(5.2.38), where Φsi and δ
s are now Φi and
δ. An analytic solution is possible by introducing a similarity reduction, leading





































Figures 6.10 and 6.11 illustrate that if the swelling of the polymer is small i.e.,
Φ2  1, the model including advection effects gives similar predictions to the pure
diffusion model. The low swelling leads to low levels of advection and hence we
observe extremely similar behaviour for both the positions of the moving fronts
and the predicted amount of diluent released. The opposite effect is seen in Fig-
ures 6.12 and 6.13, where Φ2 = 1/2. The larger Φ2 value leads to a doubling of the
volume resulting in large amounts of both species being advected and significant
disagreement between the predictions of both models as the assumptions in the
pure diffusion model break down. In Section 6.5, we will investigate how these
models compare with experimental data.
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Figure 6.10: Comparing solutions of the advection-diffusion model (dashed lines)
with the diffusion model (solid lines) for s1(t) (black) and s2(t) (blue), where δ =
0.55, Φ2 = 0.1, and Φ1 = 0.05.

































Figure 6.11: The advection+diffusion model(dashed lines) gives similar results
to the pure diffusion model (solid lines) for the amount of diluent released in cases
when there is a low degree of swelling, δ = 0.55, Φ2 = 0.1, and Φ1 = 0.05.
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Figure 6.12: Comparing solutions of the advection-diffusion model (dashed lines)
with the diffusion model (solid lines) for s1(t) (black) and s2(t) (blue), where δ =
0.55, Φ2 = 0.5, and Φ1 = 0.3.

































Figure 6.13: The amount of diluent released predicted by the advection+diffusion
model (dashed lines) differs greatly from the pure diffusion model (solid lines) when
there is a high degree of swelling, here δ = 0.55, Φ2 = 0.5, and Φ1 = 0.3.
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6.4.2 Limit as Φ1 → 0 (single moving boundary problem)
The complexity of the full model (6.2.23)-(6.2.31) can be further reduced by
examining the limit as Φ1 → 0. Physically this parameter represents the mini-
mum fraction of solvent content needed for polymer relaxation, where a smaller
value of this parameter results in quicker polymer relaxation. Approaching the
limit as Φ1 → 0, the dimensional boundary S1(T ) moves quickly to equilibrium
(dS1/dT → ∞) to reach the interior limit S1(T ) = Smax1 , making the problem
a single moving boundary problem. Alternatively, we can consider reformulat-
ing the full problem by conserving solvent and diluent over the new domain
Smax1 < X < S2(T ), and extracting the boundary conditions from these calcula-
tions. The full single moving boundary model that we are subsequently interested
in is defined on the domain −1 < x < s2(t) (nondimensionalising using the scales






















































The domain is no longer initially of zero thickness, resulting in a need to prescribe
initial conditions for φ and c as well as s2, which are
s2(0) = 0, φ(x, 0) = 0, c(x, 0) = c0.
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The numerical solution involves a different immobilisation to the full problem due





which maps the equations onto a fixed domain 0 < ξ < 1. We then transform
φ(x, t) → F (ξ, t), c(x, t) → G(ξ, t) to get the fully immobilised PDEs on the

























































F (1, t) = Φ2, G(1, t) = 0,











Lastly, the immobilised form of the initial conditions is
s2(0) = 0, F (ξ, 0) = 0, G(ξ, 0) = c0.
Following this, we discretise and rearrange the PDEs into their tridiagonal form,
following a similar strategy to section 6.3.1. The z substitution is not necessary
in this scheme, as we no longer have an initial singularity. In Figures 6.14 and
6.15, we plot typical solutions of the single moving boundary problem.
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Figure 6.14: s2(t) advances much faster in the single moving boundary problem
(solid line), due to the polymer relaxation process in the full problem slowing the
swelling, where δ = 1, Φ2 = 0.365, c0 = 0.1, and in the full model Φ1 = 0.3.





























Figure 6.15: The double moving boundary problem (dashed lines) predicts slower
diluent release rates than the single moving boundary problem (solid lines), where
δ = 1, Φ2 = 0.365, c0 = 0.1, and in the full model Φ1 = 0.3.
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6.4.3 Limit as Φ1,Φ2 → 0 (slab problem)
A final reduction of the full model (6.2.23)-(6.2.31) is now considered in order
to gain further analytical insight. This reduction involves making a number of
simplifying assumptions. It is assumed that the polymer is fully dry and does
not absorb solvent and the diluent can diffuse through the dry polymer. Equiva-
lently, the polymer could be assumed to be pre-loaded with a volume fraction of
solvent in perfect equilibrium with the external environment, which the diluent
diffuses through. This assumption means that we allow no swelling (Φ2 = 0), and
therefore do not need to track a propagating front separating the dry from the
wet polymer (Φ1 = 0). Due to the fact that there is no swelling, there will also
be no advection due to swelling (u = 0).
We model this as simple diffusion from a two-dimensional slab of polymer loaded
with a fixed amount of diluent. We are then tracking c(X, Y, T ) as it diffuses
into the surrounding medium under simple sink conditions. The domain is
−L < X < L, −H < Y < H and by exploiting the symmetry in the poly-
mer we can just look at 0 < X < L, 0 < Y < H. The governing PDE is a simple
2D linear diffusion equation
∂c
∂T
= E∇2c, on 0 < X < L, 0 < Y < H.
Conditions of no-flux are prescribed at the symmetry locations, given by
∂c
∂X
(0, Y, T ) =
∂c
∂Y
(X, 0, T ) = 0.
Lastly, we have perfect sink conditions on the edge of the slab, with an initial
loading of diluent
c(X,H, T ) = c(L, Y, T ) = 0,
c(X, Y, 0) = c0.












6.5 Comparing with experimental results










, on 0 < x < 1, 0 < y < 1,
∂c
∂x
(0, y, t) =
∂c
∂y
(x, 0, t) = 0,
c(x, 1, t) = c(1, y, t) = 0,
c(x, y, 0) = c0,
where ε = H/L is a small parameter which one can exploit to reduce the system to
a one-dimensional problem. The system can be solved exactly by using separation
of variables, which yields












(n− 1/2)2ε2 + (m− 1/2)2
)
π2.
6.5 Comparing with experimental results
The data seen in [27] detailing the diluent release in the hydration process is too
sparse for our modelling needs, with diluent release measurements taken from
the scale of a stack at large time intervals (as opposed to from the scale of a
lens at shorter intervals). There is also a lack of experimental research looking
at hydrogel swelling during hydration coupled with release of diluent. It was
therefore impossible to compare our model directly with the experimental data
available, and an independent investigation looking at the release of caffeine from
a hydrogel with similar properties was undertaken. The experimental element of
this research was carried out in collaboration with biochemists James Flynn and
Dr. Sarah Hudson, both of the Synthesis and Solid State Pharmaceutical Centre
(SSPC) based in the University of Limerick.
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6.5.1 Experimental procedure
The hydrogels were formed by dissolving 60 mg/ml of functionalised dextran
with dissolved caffeine, and 40 mg/ml of functionalised alginate in phosphate
buffered saline (PBS) (pH 7.4) at ambient room temperature with slow stirring
overnight. Once both solutions were dissolved, they were loaded into individual
1 ml syringes, which were then attached to a double barrel syringe apparatus,
fitted with a 21 gauge needle. 66.5 µl of each polymer was injected into a mould
(15 mm in diameter, 3 mm in height) through a double barrel syringe, where
the volume of each gel was 530 µl, and incubated in the mould at 37◦C for 30
minutes, gelation occurred within 10 seconds.
Figure 6.16: The hydrogels at various stages of the release study, just after
formation, being submerged in the PBS, and taken out to be weighed.
The experimental procedure then involved submerging the hydrogels in 1 ml of
PBS. At specified time points the gels were removed, weighed, and placed back
into 1 ml of fresh PBS (approximating perfect sink conditions). The weight of
the gels over time is used to determine the amount of solvent that has diffused
in and hence the amount of swelling. The amount of caffeine released over time
is then quantified by analysing the PBS removed at each time point using high
performance liquid chromatography. It is important to highlight that the thinness
of the polymer samples led to large error bars for the % polymer swelling, due to
the difficulty in measuring widths at the scale of mm.
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6.5.2 Slab model
In section 6.4.3, we derived an exact solution that described the concentration
of a diluent being released from a slab of polymer that is in equilibrium with
the solvent environment under perfect sink conditions. In order to compare this
result with the experimental data for caffeine, we first re-write equation (6.4.1)
in terms of the original dimensional quantities,




























The amount of caffeine released from the polymer, M(t), can be calculated





























Figure 6.17: The slab model vs experimental results using fitting parameter E,
where the sum of squared residuals SSR = 0.0102.
readily by evaluating the following equation analytically:
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Equation (6.5.1) can then be used to estimate the diffusion coefficient of caffeine
in the polymer, and predicts the fractional release of caffeine vs time. Using
the MATLAB nonlinear least squares solver lsqcurvefit (trust region reflective
algorithm), the model predicts that E = 1.5201× 10−6cm2/s. The typical value
for caffeine diffusing water at 25◦C is 6.7 × 10−6cm2/s [89], which suggests that
caffeine diffusivity in the hydrogel is lower than but comparable to diffusivity in
water. In Figure 6.17, we compare the exact analytical equation (6.5.1) describing
diluent release from a polymer slab with the experimental data, using the fitting
parameter E from the least squares solver.
6.5.3 Single moving boundary problem
The model reduction seen in section 6.4.2 has two more parameters than the slab
model, in the form of the diffusion coefficient of the solvent in the polymer D
and the equilibrium swelling volume fraction of the solvent in the polymer Φ2.
The equilibrium value of swelling, Φ2, is read directly from the experiments. The
diffusion coefficients of solvent D and caffeine E are the fitting parameters. To
quantify the amount of diluent released from the numerical solutions, we first
consider the volume of caffeine in the polymer, C(t) =
∫ s2
smax1
c dx, with initial
value C(0) = (−smax2 c0). It follows that the fraction of caffeine released will be the
difference between this and the initial loading volume C(0), scaled with the initial
loading volume. The model shows good agreement with the experimental data
(see Figures 6.18 and 6.19), predicting the diffusion coefficients of both species
to be D = 2.4738× 10−6cm2/s and E = 1.8586× 10−6cm2/s. Incorporating both
the solvent absorption and polymer swelling leads to an increase in the diffusion
coefficient for the caffeine, meaning the caffeine has to diffuse much faster to
release at the same rate as before. This phenomenon is primarily a result of the
more complex model dynamics and the longer diffusion pathways created by the
swelling. The equilibrium volume fraction of solvent in the polymer is Φ2 = 0.18,
which corresponds to ∼ 20% swelling. If we consider no polymer swelling, i.e.
Φ2 → 0, we recover the value for E predicted from the slab model.
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Figure 6.18: Comparing the single moving boundary problem prediction for per-
centage swelling with experimental data.





























Figure 6.19: Comparing the single moving boundary problem vs the experimental
results for the fraction of the chemical diluent released using fitting parameters
D, E.
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6.5.4 Double moving boundary problems
We now fit the full numerical advection-diffusion model outlined in section 6.3.1
to the experimental data, as well as the advection free model seen in section 6.4.1.
In order to extract the fractional release from these models, we first consider how
much caffeine is in the polymer at any given time. Initially, at t = 0, the amount




















Again using the MATLAB least squares solver lsqcurvefit, the full advection
model predicts that E = 3.7455 × 10−6cm2/s and D = 5.5297 × 10−6cm2/s,
along with the critical volume fraction of solvent that controls the solvent infil-
tration Φ1 = 0.13. By letting Φ1 → 0, we can recover the predictions from the
single moving boundary problem. The advection free model predicts values of
E = 3.3119 × 10−6cm2/s and D = 2.9637 × 10−6cm2/s, along with the critical
volume fraction of solvent that controls the solvent infiltration Φ1 = 0.093. A
clear pattern from fitting the parameters in the slab, single and double moving
boundary problems, is that when we add another layer of complexity to the model
the diffusion coefficients increase. However, there is no significant improvement
in the quality of fit. The next development of this model is to include more
realistic nonlinear diffusion [44, 56]. In Figure 6.20, we compare the predicted
polymer swelling percentage from the double moving boundary problems (advec-
tion and no advection) with the experimental results using the fitting parameters
D, E, Φ1, where Φ2 = 0.18. In Figure 6.21, we compare the solutions of the
double moving boundary problems with the experimental results for the fraction
of caffeine released (using the fitted parameter values).
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Figure 6.20: Comparing the percentage swelling predicted from the double mov-
ing boundary problems with experimental data. The solid line is the full model
with advection included and the dashed line is the advection free model.
































Figure 6.21: Comparing the caffeine release predicted from the double moving
boundary problems with experimental data. The solid line is the full model with
advection included and the dashed line is the advection free model.
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6.6 Discussion
In this chapter, a Stefan problem was derived to describe the release of diluent
during the cleaning of a contact lens. The model includes an advection term,
which takes into account the dragging of both the solvent and diluent due to the
changing domain of the swelling polymer, and is the defining difference between
this model and the model derived in Chapter 5. In section 6.4.1, this term is
shown to be extremely important in any case where the polymer swells signifi-
cantly, which is the main result from this new model. Two contrasting numerical
schemes were outlined and showed high accuracy, as well as an investigation into
some reductions based on the smallness of the parameters in the model. Due to
the sparse data on the release of the diluent from the contact lenses provided by
the manufacturers, independent experimental studies were carried out in collab-
orations with biochemists in the University of Limerick. Caffeine release from a
cross-linked polymer that shows similar characteristics to the lens hydrogels were
investigated. The model and all of its reductions were shown to give excellent
agreement with the data, and diffusion parameters were estimated for both the
caffeine and the solvent in the polymer, as well as the critical volume fraction
value for the solvent on the swelling boundary.
E (×10−6cm2/s) D (×10−6cm2/s) Φ1
Diffusion from a Slab 1.5201 - -
Single Moving Boundary 1.8586 2.4738 -
Diffusion (DMB) 3.3119 2.9637 0.093
Advection & Diffusion (DMB) 3.7455 5.5297 0.13
Table 6.1: The values calculated by lsqcurvefit for the three fitting parameters.
In Table 6.1, it is shown clearly that as we increase the complexity of the model by
including more realistic physical assumptions, that the fitted diffusion coefficient
of caffeine in the polymer increases. Given that the swollen hydrogel is primarily
made up of water, we expected the values to be in this range which is slightly
slower than the diffusion coefficient of caffeine in water, 6.79× 10−6cm2/s [89]. A
realistic progression of this model would be to include nonlinear diffusion effects,
such as a Fujita type exponential term as seen in sections 3.4.5 and 4.5, where




7.1 Summary of work
In this work, one-dimensional Stefan problems in the field of controlled release
from pharmaceutical devices were studied in detail from a numerical and analyt-
ical perspective. The primary objective of Part I was to examine existing models
in the literature and extend the analysis using asymptotic and integral methods,
as well as proposing model adaptations incorporating more realistic physics. Part
II of this thesis was concerned with deriving new models to describe pharmaceu-
tical problems using moving boundary problem techniques. We then investigated
these models by considering reductions based on small parameter values and com-
pared the solutions with numerical results and when possible, experimental data.
In Chapter 2, the goal was to study the diffusion of a finite amount of solvent that
is injected into a glassy polymer slab. We examined the problem posed by Cohen
& Goodhart [9], and we initially highlighted a more natural model scaling by bal-
ancing the diffusion equation. A numerical solution was outlined that involved
a boundary immobilisation method and discretisation using the Crank-Nicolson
scheme. A small-time limit was derived to find an appropriate start-up condition
for the numerical scheme, which was necessary due to a singularity that occurs
in the immobilised system. Some approximate solutions were then described to
validate the numerical solution while also gaining analytical insight. The asymp-
totic analysis as t → 0+, t → ∞ and λ → 0+ was completed. Leading order
small-time solutions derived by Cohen & Goodhart were shown to be inaccurate
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even for t  1, and we improved these results by deriving the O(ε) and O(ε2)
solutions. The leading order solution for λ  1 was shown to be accurate for
predicting the moving front position s(t), but the correct behaviour of the solvent
concentrations was shown to require higher order solutions. We finally presented
a simple heat balance integral method approach for a quadratic profile, which
was shown to predict s(t) with precision, but fails to capture u(x, t) for λ 1.
Chapter 3 was concerned with the asymptotic and approximate solutions of a
Stefan problem involving solvent and drug diffusion in a polymer, originally pro-
posed by Cohen & Erneux [12]. An easily implementable and accurate numerical
scheme was outlined, and analytic progress was made via the asymptotic analysis
of t → 0+ and t → ∞, extending the results of [12]. An examination of the
heat balance integral method’s practicality for approximating the solution of the
full coupled system was found to be extremely accurate. Lastly, we examined
the effect of including a nonlinear Fujita-type diffusion dependence for the drug
concentration, and showed that an approximate heat balance integral method
approach can capture this nonlinearity for β = O(1), however, for larger β values
we must rely on the numerical solution.
In Chapter 4, the model examined in Chapter 3 is adapted to incorporate vol-
ume change of the swelling polymer. We first presented an alternative scaling
that balances the governing PDE, and the leading order asymptotic solution for
λ 1 was derived, agreeing with the work of Cohen & Erneux [12]. A numerical
scheme that is unconditionally stable was outlined, which verifies the accuracy
of this approximate solution. The large-time behaviour of the model was also
examined, where similarity solutions at leading order led to remarkably accurate
results. Following this, we demonstrate how the HBIM can lead to very accurate
solutions of the double moving boundary problem, which has not previously been
presented by other authors. We then introduced nonlinear Fujita-Type diffusion
coefficients and an advective drag velocity in the governing PDEs for both the
solvent and the drug. A semi-implicit numerical scheme is described that neatly
handles the nonlinearity. Our results also clearly demonstrate that as the prob-
lem becomes highly nonlinear, a simple quadratic profile does not capture the
nonlinearity of the solution.
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7.1 Summary of work
In Chapter 5, a model describing the drug release from a thermoresponsive poly-
mer was derived. The initial regime described the polymer in a hydrophilic state
where it absorbs the surrounding solvent and swells. The second regime con-
sidered the collapsing state where the hydrophobic polymer expels any solvent
that had previously diffused into it. This process of swelling and collapsing was
coupled with equations describing the diffusion of the drug. A numerical solu-
tion for both regimes was then presented, based on a semi-implicit tridiagonal
scheme, which was validated by an exact analytical solution based on a similar-
ity reduction of the swelling equations. No similarity solution was available for
the collapsing equations due to the form of the domain. The model showed the
correct qualitative behaviour, however, further experimental data is required to
fully validate the analysis.
Lastly, in Chapter 6, a Stefan problem was derived to describe the release of
diluent during the cleaning of a contact lens. We assumed that the governing
physical processes included both advection and diffusion, and this extension to
classical models is shown to be extremely important in cases where the polymer
swells significantly. Two numerical schemes were outlined and verified by com-
paring with reductions based on the smallness of the parameters in the model. A
variety of models were shown to give excellent agreement with the data describing
caffeine release from a swelling hydrogel, and model parameters were estimated
by fitting with this data. The fitted parameter values were shown to increase as
we increased the complexity of the model.
The most obvious use of the models in this thesis to the pharmaceutical in-
dustry is the ability to fit experimental data to the swelling and release curves,
to quantify the value of diffusion coefficients and other model parameters. The
asymptotic analysis of Part I also reveals a diverse range of analytic results that
relate the dependent variables to the model parameters, which potentially is of
great interest to industry. For example, in Chapter 4 it was shown that if λ is suit-
ably large, then the moving front propagates proportional to
√
t and zero-order
release can be achieved, which is often the desired application. Similarly, small-
time asymptotic expansions of the models in Chapter 2 and 4 demonstrated that
when exposed to a finite amount of solvent, s(t) ∼
√
t. However, when exposed




There is a vast scope for extensions of the modelling and analysis presented in
this work, such as:
• stress effects due to the viscoelastic response of the swelling polymer [90],
• alternative formulations of the heat balance integral method [36, 46],
• experimental investigation of thermoresponsive polymers.
More specifically, we now present two obvious pathways for future work.
Generalising the kinetic condition
An alternative formulation of Cohen & Goodhart’s model analysed in Chapter 2
involves generalising the kinetic condition (2.2.3) [9]. This boundary condition is
derived by assuming that the boundary moves with a speed given by a power law
with index m, proportional to a threshold value U∗, that is
dS
dT
= k2(U(S, T )− U∗)m.
For simplicity, most authors assume that m = 1 [13, 44], however, according to
experimental evidence in [11], for polymer-solvent systems the power typically
lies in the range 2 < m ≤ 3, and this motivates the examination of m 6= 1.
Typical values of the exponent for a variety of applications can be found in
[59]. Nondimensionalising to balance the integral condition (i.e. choosing ∆u =






, 0 < x < s, (7.2.1)
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= u(s, t)m, (7.2.3)∫ s
0
u dx = 1− s, (7.2.4)







In Chapter 2, we balanced equation (7.2.3) and recovered a parameter λ in the
integral condition, which was consistent with the scaling in [13]. We now examine
how the updated form of boundary condition (7.2.3) results in drastically different
analytic solutions, through investigating a small-time expansion.
Small-time expansion
It is clear from the integral condition (7.2.4) that u starts off similar to a delta





, s = 2αta, (7.2.5)
with the assumption that α is constant, and seek solutions of the form
u(x, t) = tbF (η, t).








+ bt2a−1F − at2a−1η∂F
∂η
, 0 < η < α, (7.2.6)
∂F
∂η
(0, t) = 0, (7.2.7)




ta+bF dη = 1− 2αta. (7.2.9)
Observe from (7.2.9) that we must take b = −a and then we use (7.2.8) to deduce





Note that when m = 1, the transformation in (7.2.5) reduces to the classic square
root t behaviour. Observe that, for this analysis to hold, there is a restriction
on m: from examining (7.2.6) we require 2a − 1 ≥ 0, i.e., m ≤ 1, in order that
(7.2.6) is a consistent second order ODE in the limit t → 0+. For m > 1, we



















, 0 < η < α, (7.2.10)
∂F
∂η
(0, t) = 0, (7.2.11)
2αµ
m+ 1




F dη = 1− 2αt1/(m+1), (7.2.13)
provided that m ≤ 1. We now consider the cases m = 1 and m < 1 separately, in
the limit t→ 0+, and then proceed to examine the more complicated case m > 1.
The case m = 1








= 0, F ′(0) = 0, αµ = F (α), 2
∫ α
0
F dη = 1,
where the dash denotes differentiation with respect to η, which has solution
F (η) = µα eα
2−η2 , (7.2.14)
where α satisfies the transcendental equation
µα eα
2√
π erf(α) = 1.
The case m < 1
For m < 1, then (7.2.10)-(7.2.13) reduce to

























The case m > 1
As stated above, we must take a different approach for m > 1. Instead of (7.2.5)
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F (η, t), α = α(t).















, 0 < η < α (7.2.15)
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∂η









F dη = 1− 2α
√
t, (7.2.18)
where the dot denotes differentiation with respect to t. These are similar to
equations (7.2.10)-(7.2.13) with m = 1, but now we allow α to be time dependent.







We now change the t variable by setting τ = ln
√
t so that 2tα̇ = α′ in (7.2.17),
where here the prime denotes differentiation with respect to τ . Note that τ is
large and negative. As a result, (7.2.17) becomes






which can be rewritten as







The first two terms will dominate, which shows that the assumption α  1 is a






















t behaviour is clearly far more complex from an analytical per-
spective than the previously examined m = 1 case in section 2.4.1. An obvious
extension of this work is to examine the effect of a general m exponent on the
full regime of asymptotic and approximate solutions.
Optimising exponents in the HBIM
An alternative strategy for determining the optimum value of the exponent in the
HBIM formulation is the Myers method [37]. This is a variation of the Langford
error method [91], which was originally proposed as a measure of accuracy of a












dx ≥ 0, (7.2.19)
where if an exact solution u(x, t) is known then clearly the error Em(t) = 0. By
squaring the ut− uxx term, the canceling of errors of opposite signs is negated as
well as amplifying regions where the HBIM solution does not closely capture the
heat equation. The Myers method suggests a new approach, where rather than
fixing an exponent and investigating the error Em(t), the exponent is left unknown
and is calculated by minimising Em(t). For example, the HBIM approximation
for the solvent diffusing in a swelling polymer in section 3.4.4 is now revisited. We
proceed by substituting the approximate profile (3.4.42) into (7.2.19) and then


































































[1− a1 − sa1(λ+ a1)/µ],
Hm−1 =
























The value of m is found by minimising Em(t) numerically. Clearly Em(t) depends
on both the solutions for a1(t) and s(t), and so the strategy is to solve the HBIM
system (3.4.34) and (3.4.43) for a variety of m values, with the optimum value
the one which produces the smallest Em(t). For λ = 1, this method suggests
that m = 1.77, which yields significantly more accurate results than the initial
quadratic profile. However, for the same parameter regime, the CIM predicted an
optimal value m = 1.55, which is demonstrated in Figure 7.1 to be a far superior
approximation. It is not clear under which circumstances the Langford error
method is more accurate than the CIM (or vice versa), and this open problem
would be an interesting avenue for further research.


























HBIM Langford error method
HBIM CIM method
Figure 7.1: Comparing the quadratic HBIM profile with the optimised profiles
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