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HIGH ORDER APPROXIMATION OF HODGE LAPLACE
PROBLEMS WITH LOCAL CODERIVATIVES ON CUBICAL
MESHES
JEONGHUN J. LEE
Abstract. In mixed finite element approximations of Hodge Laplace prob-
lems associated with the de Rham complex, the exterior derivative operators
are computed exactly, so the spatial locality is preserved. However, the nu-
merical approximations of the associated coderivatives are nonlocal and it can
be regarded as an undesired effect of standard mixed methods. For numerical
methods with local coderivatives a perturbation of low order mixed methods
in the sense of variational crimes has been developed for simplicial and cubical
meshes. In this paper we extend the low order method to all high orders on
cubical meshes using a new family of finite element differential forms on cubi-
cal meshes. The key theoretical contribution is a generalization of the linear
degree, in the construction of the serendipity family of differential forms, and
the generalization is essential in the unisolvency proof of the new family of
finite element differential forms.
1. Introduction
In this paper we consider finite element methods for the Hodge Laplace problems
of the de Rham complex where both the approximation of the exterior derivative
and the associated coderivative are spatially local operators. The locality of the
coderivative operator is not fulfilled in standard mixed methods for these problems
(cf. [6, 7]). In fact, pursuing numerical methods with local coderivative is related
to the development of various numerical methods for the Darcy flow problems.
To discuss this local coderivative property in a more familiar context, let us
consider the mixed form of Darcy flow problems: Find (σ, u) ∈ H(div,Ω)× L2(Ω)
such that 〈
K−1σ, τ
〉
− 〈u, div τ〉 = 0, ∀τ ∈ H(div,Ω),
〈div σ, v〉 = 〈f, v〉 , ∀v ∈ L2(Ω),
(1.1)
where the unknown functions σ and u are vector and scalar fields defined on a
bounded domain Ω in Rn, and ∂Ω is its boundary. The coefficient K is symmetric,
matrix-valued, spatially varying, and uniformly positive definite. Note that u is
the scalar field of the pressure and σ is the fluid velocity given by the Darcy law
σ = −K gradu. The standard mixed finite element method for this problem is:
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Find (σh, uh) ∈ Σh × Vh such that〈
K−1σh, τ
〉
− 〈uh, div τ〉 = 0, ∀τ ∈ Σh,
〈div σh, v〉 = 〈f, v〉 , ∀v ∈ Vh,
(1.2)
where Σh ⊂ H(div,Ω) and Vh ⊂ L2(Ω) are finite element spaces, and σh is an
approximation of σ = −K gradu. Here the notation 〈·, ·〉 is used to denote the L2
inner product for both scalar fields and vector fields defined on Ω.
The mixed method (1.2) has a local mass conservation property, and its stabil-
ity conditions and error estimates are well-studied (cf. [10]). However, the mixed
method (1.2) does not preserve the local property of the map u 7→ σ = −K gradu
in the continuous problem. In other words, the map uh 7→ σh, defined by the first
equation of (1.2), is not local because the inverse of the so–called “mass matrix”
derived from the L2 inner product
〈
K−1τ, τ ′
〉
on Σh is nonlocal. Since constitutive
laws are spatially local relations of quantities in many physical models, construc-
tion of local numerical constitutive laws is one of key issues in the development of
numerical methods following physical derivation of constitutive laws such as the
finite volume methods and the multi-point flux approximations.
Here we give a brief overview on previous studies of numerical methods with
local coderivatives mainly for the Darcy flow problems but we have to admit that
this overview and the list of literature here are by no means complete.
An early work for the locality property by perturbing the mixed method (1.2)
was done in [8] on triangular meshes with the lowest order Raviart-Thomas space.
The approach leads to a two-point flux method, which approximate flux across
the interface of two cells by two point values of pressure field in the two cells,
but the two-point flux method is not consistent in general for anisotropic K, cf.
[1, 2]. To circumvent this defect, various multi-point flux approximation schemes
were derived (cf. [1]) but the stability and error estimates of these schemes are
usually nontrivial and are restricted to low order cases. It seems that the most
useful approach for the stability and error estimates for these numerical schemes
is to utilize connections between the schemes and perturbed mixed finite element
methods, cf. [9, 16, 21, 22, 25, 27]. An alternative approach to perturbed mixed
finite element methods for the local coderivative property was proposed in [11, 27]
independently for simplicial and quadrilateral meshes. The key to achieve local
coderivatives in this approach is a mass-lumping for vector-valued finite elements.
Further extensions to hexahedral grids are studied in [20, 26]. Extensions to all high
order methods are studied in [3] with the development of a new family of H(div)
finite elements on quadrilateral and hexahedral meshes, which is inspired by the
new family of low order finite elements in [23]. For the Maxwell equations, Cohen
and Monk studied perturbed mixed methods based on anisotropic mass-lumping
of vector-valued finite elements but the methods may not be consistent when the
material coefficients are not isotropic (cf. [14]). For the Hodge Laplace problems
the discrete exterior calculus, proposed in [15, 19], cf. also [18], has a natural local
coderivative property by construction. However, a satisfactory convergence theory
seems to be limited (see [24] for 0-form case).
The purpose of this paper is to extend the results in [3, 23] to the Hodge Laplace
problems on cubical meshes. More precisely, we will construct high order perturbed
mixed methods for the Hodge Laplace problems on cubical meshes which have the
local numerical coderivatives. Since the Hodge Laplace problems are models of
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other specific problems, the numerical method in the present paper can be used
to develop numerical methods with the locality property for other problems. For
example, the methods with the newly developed finite elements have potential ap-
plications to high order mass-lumping for the time-dependent Maxwell equations.
However, we will restrict our discussion only to steady problems in the paper be-
cause developing the methods for steady problems is already quite involved.
The paper is organized as follows. In the next section we will present a brief
review of exterior calculus, the de Rham complex with its discretizations, and the
abstract analysis results in [23] for the analysis framework to be used in later
sections. In Section 3 we develop a new family of finite element differential forms
on cubical meshes, say Q˜rΛ
k, by defining the shape functions and the degrees of
freedom, and proving the unisolvency. We also prove some properties of the new
elements for construction of numerical methods with the local coderivative property.
In Section 4, we construct numerical methods with local coderivatives using Q˜rΛk
and the framework in Section 2. Finally, we summarize our results with some
concluding remarks in Section 5.
2. Preliminaries
Here we review the language of the finite element exterior calculus [6, 7] and also
introduce new concepts of polynomial differential forms. We assume that Ω ⊂ Rn
is a bounded domain with a polyhedral boundary. We will consider finite element
approximations of a differential equation which has a differential form defined on Ω
as an unknown. Let Altk(Rn) be the space of alternating k–linear maps on Rn. For
1 ≤ k ≤ n let Σk be the set of increasing injective maps from {1, ..., k} to {1, ..., n}.
Then we can define an inner product on Altk(Rn) by
〈a, b〉Alt =
∑
σ∈Σk
a(eσ1 , . . . , eσk)b(eσ1 , . . . , eσk), a, b ∈ Alt
k(Rn),
where σi denotes σ(i) for 1 ≤ i ≤ k and {e1, . . . , en} is any orthonormal basis of Rn.
The differential k-forms on Ω are maps defined on Ω with values in Altk(Rn). If u
is a differential k-form and t1, . . . , tk are vectors in R
n, then ux(t1, . . . , tk) denotes
the value of u applied to the vectors t1, . . . , tk at the point x ∈ Ω. The differential
form u is an element of the space L2Λk(Ω) if and only if the map
x 7→ ux(t1, . . . , tk)
is in L2(Ω) for all tuples t1, . . . , tk. In fact, L
2Λk(Ω) is a Hilbert space with inner
product given by
〈u, v〉 =
∫
Ω
〈ux, vx〉Alt dx.
The exterior derivative of a k-form u is a (k + 1)-form du given by
dux(t1, . . . tk+1) =
k+1∑
j=1
(−1)j+1∂tjux(t1, . . . , tˆj, . . . , tk+1),
where tˆj implies that tj is not included, and ∂tj denotes the directional derivative.
The Hilbert space HΛk(Ω) is the corresponding space of k-forms u on Ω, which is
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in L2Λk(Ω), and where its exterior derivative, du = dku, is also in L2Λk+1(Ω). The
L2 version of the de Rham complex then takes the form
HΛ0(Ω)
d0
−→ HΛ1(Ω)
d1
−→ · · ·
dn−1
−−−→ HΛn(Ω).(2.1)
In the setting of k–forms, the Hodge Laplace problem takes the form
(2.2) Lu = (d∗d + dd∗)u = f,
where d = dk is the exterior derivative mapping k–forms to (k+ 1)–forms, and the
coderivative d∗ = d∗k can be seen as the formal adjoint of d
k−1. Hence, the Hodge
Laplace operator L above is more precisely expressed as L = d∗k+1d
k + dk−1d∗k. A
typical model problem studied in [6, 7] is of the form (2.2) and with appropriate
boundary conditions. The mixed finite element methods are derived from a weak
formulation, where σ = d∗u is introduced as an additional variable. It is of the
form:
Find (σ, u) ∈ HΛk−1(Ω)×HΛk(Ω) such that
〈σ, τ〉 −
〈
u, dk−1τ
〉
= 0, τ ∈ HΛk−1(Ω),〈
dk−1σ, v
〉
+
〈
dku, dkv
〉
= 〈f, v〉 , v ∈ HΛk(Ω).
(2.3)
Here 〈·, ·〉 denotes the inner products of all the spaces of the form L2Λj(Ω) which
appears in the formulation, i.e., j = k−1, k, k+1. We refer to Sections 2 and 7 of [6]
for more details. We note that only the exterior derivate d is used explicitly in the
weak formulation above, while the relation σ = d∗ku is formulated weakly in the first
equation. The formulation also contains the proper natural boundary conditions.
The problem (2.3) with k = n− 1 corresponds to a weak formulation of the elliptic
equation (2.2) in the case when the coefficient K is the identity matrix. The weak
formulations (2.3) can be modified for variable by changing the L2 inner products
to the inner product with the variable coefficient, see [6, Section 7.3]. Throughout
the discussion below we will restrict the discussion to the constant coefficient case
but the extension of the discussion to problems with variable coefficients which are
piecewise constants with respect to the mesh, is straightforward. We refer to [23,
Section 6] for details.
If the domain Ω is not homologically trivial, then there may exist nontrivial
harmonic forms, i.e., nontrivial elements of the space
H
k(Ω) = {v ∈ HΛk(Ω) : dv = 0 and 〈v, dτ〉 = 0 for all τ ∈ HΛk−1(Ω)},
and the solutions of the system (2.3) may not be unique. To obtain a system with
a unique solution, an extra condition requiring orthogonality with respect to the
harmonic forms:
Find (σ, u, p) ∈ HΛk−1(Ω)×HΛk(Ω)× Hk(Ω) such that
〈σ, τ〉 − 〈dτ, u〉 = 0, τ ∈ HΛk−1(Ω),
〈dσ, v〉+ 〈du, dv〉+ 〈p, v〉 = 〈f, v〉 , v ∈ HΛk(Ω),(2.4)
〈u, q〉 = 0, q ∈ Hk(Ω).
The basic construction in finite element exterior calculus is a corresponding
subcomplex of (2.1),
V 0h
d
−→ V 1h
d
−→ · · ·
d
−→ V nh ,
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where the spaces V kh are finite dimensional subspaces of HΛ
k(Ω). In particular, the
discrete spaces should have the property that d(V k−1h ) ⊂ V
k
h . The finite element
methods studied in [6, 7] are based on the weak formulation (2.3). These methods
are obtained by simply replacing the Sobolev spaces HΛk−1(Ω) and HΛk(Ω) by the
finite element spaces V k−1h and V
k
h . More precisely, we are searching for a triple
(σ˜h, u˜h, p˜h) ∈ V
k−1
h × V
k
h × H
k
h such that
〈σ˜h, τ〉 − 〈dτ, u˜h〉 = 0, τ ∈ V
k−1
h ,
〈dσ˜h, v〉+ 〈du˜h, dv〉+ 〈p˜h, v〉 = 〈f, v〉 , v ∈ V
k
h ,(2.5)
〈u˜h, q〉 = 0, q ∈ H
k
h,
where the space Hkh, approximating the harmonic forms, is given by
H
k
h = {v ∈ V
k
h : dv = 0 and 〈v, dτ〉 = 0 for all τ ∈ V
k−1
h }.
Stability and error estimates for the numerical solution of (2.5) are discussed in [7,
Theorem 3.9] with an error estimate of the form
‖(σ, u, p)− (σ˜h, u˜h, p˜h)‖X . inf
(τ,v,q)∈X k
h
‖(σ, u, p)− (τ, v, q)‖X+Eh(u)(2.6)
with
‖(σ, u, p)‖X :=
(
‖σ‖2+‖dσ‖2+‖u‖2+‖du‖2+‖p‖2
) 1
2
and Eh(u) comes from the nonconformity of the space of discrete harmonic forms,
Hkh, to the space of continuous harmonic forms H
k. Eh(u) vanishes if there is no
nontrivial harmonic forms, and will usually be of higher order than the other terms
on the right-hand side of (2.6). We refer to [6, Section 7.6] and [7, Section 3.4] for
more details.
In [23], abstract conditions are proposed to develop numerical methods satisfying
such properties and the lowest order methods were developed in simplicial and
cubical meshes. In particular, the cubical mesh case required construction of new
finite element differential forms which were called S+1 Λ
k spaces. In [3], the S+1 Λ
k
family is extended to all higher orders for the Darcy flow problems in the two and
three dimensions on cubical meshes, and as a consequence, higher order numerical
methods satisfying the local coderivative property in the two and three dimensional
Darcy flow problems on weakly distorted quadrilateral and hexahedral meshes are
constructed. The goal of this paper is developing high order numerical methods for
the Hodge Laplace equations satisfying the local coderivative property on cubical
meshes. For the stability and error analysis we use the abstract framework in
[23]. The main contributions of this paper are construction of a new family of
finite element differential forms, a higher order extensions of S+1 Λ
k, and the new
techniques for the development of the new elements. Although the new family is
a higher order extension of S+1 Λ
k, we will call it Q˜rΛk family because it is closely
related to the QrΛk space rather than the SrΛk family. One characteristic feature
of Q˜rΛk family is that the number of degrees of freedom is same as the one of QrΛk.
Here we summarize the abstract conditions for stability and error estimates
established in [23].
(A) There is a symmetric bounded coercive bilinear form 〈·, ·〉h on V
k−1
h ×V
k−1
h
such that the norm ‖τ‖h:= 〈τ, τ〉
1/2
h is equivalent to ‖τ‖ for τ ∈ V
k−1
h with
constants independent of h.
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(B) There exist discrete subspaces W k−1h ⊂ L
2Λk−1(Ω) and V˜ k−1h ⊂ V
k−1
h such
that
〈τ, τ0〉 = 〈τ, τ0〉h , τ ∈ V˜
k−1
h , τ0 ∈ W
k−1
h ,(2.7)
and a linear map Πh : V
k−1
h → V˜
k−1
h such that dΠhτ = dτ , ‖Πhτ‖. ‖τ‖,
and
〈Πhτ, τ0〉h = 〈τ, τ0〉h , τ0 ∈W
k−1
h .(2.8)
If these assumptions are satisfied, then we find a solution (σh, uh, ph) of the
problem
〈σh, τ〉h − 〈dτ, uh〉 = 0, τ ∈ V
k−1
h ,
〈dσh, v〉+ 〈duh, dv〉+ 〈ph, v〉 = 〈f, v〉 , v ∈ V
k
h ,(2.9)
〈uh, q〉 = 0, q ∈ H
k
h.
The following result is proved in [23].
Theorem 2.1. Suppose that the assumptions (A) and (B) hold. Then the solution
of (2.9), (σh, uh, ph), satisfies
‖(σh − σ˜h, uh − u˜h, ph − p˜h)‖X. ‖σ − PWhσ‖+‖σ − σ˜h‖,(2.10)
where PWh is the L
2-orthogonal projection into W k−1h .
3. Construction of Q˜rΛ
k
In this section we construct a new family of finite element differential forms
Q˜rΛk(Th) on cubical meshes Th of Ω where the elements in Th are Cartesian product
of intervals. If r = 1, then Q˜rΛk is the S
+
1 Λ
k space in [23]. For n = 2, 3 and
k = n− 1, Q˜rΛk spaces are the H(div) finite element spaces which were discussed
in [3]. The idea of these new elements construction in [23] and [3] is enriching the
shape function space of the Q−1 Λ
k and the Raviart-Thomas-Nedelec elements on
cubical meshes with d-free and divergence-free shape functions in order to associate
a basis of the shape function space to the degrees of freedom given by nodal point
evaluation. The most technical difficulty of new element construction in [3] is the
unisolvency proof. For this, the authors in [3] used some features of the enriched
shape functions observed from their explicit expressions. However, it is highly
nontrivial to use the same argument to Q˜rΛk for general n and k because explicit
forms of the enriched shape functions for general n and k are too complicated
to use conventional unisolvency arguments. To circumvent this difficulty we will
introduce new quantities of polynomial differential forms which allow us to extract
useful features of polynomial differential forms for unisolvency proof.
In the paper the space of polynomial or polynomial differential forms without
specified domain will denote the space on Rn. For example, QrΛk is the space of
polynomial coefficient differential forms such that the polynomials coefficients are in
Qr(Rn). We use PΛk to denote the space of all differential forms with polynomial
coefficients.
For later discussion we introduce some additional notation for cubes in a hy-
perspace in Rn. For given I = {i1, . . . , im} ⊂ {1, . . . , n} with i1 < i2 < . . . < im,
consider an m-dimensional hyperspace F in Rn determined by fixing all xj coor-
dinates of j 6∈ I. If f is an m-dimensional cube in the m-dimensional hyperspace
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F , then Σk(f) with k ≤ m is defined by the set of increasing injective map from
{1, . . . , k} to I. For σ ∈ Σk(f) we will use JσK to denote the range of σ, i.e.,
JσK = {σ1, σ2, . . . , σk} ⊂ I,
and σ∗ for σ ∈ Σk(f) is the complementary sequence in Σm−k(f) such that
JσK ∪ Jσ∗K = I.
For σ ∈ Σk(f) with 1 ≤ k ≤ m we will use σ − i for i ∈ [[σ]] to denote the element
τ ∈ Σk−1(f) such that [[τ ]] = [[σ]] \ {i}. For σ ∈ Σk(f) with 0 ≤ k ≤ m − 1,
σ + j is defined similarly for j ∈ [[σ∗]]. For i ∈ [[σ∗]] we let ǫ(i, σ) = (−1)l where
l = |{j ∈ [[σ]] : j < i}|. For each σ ∈ Σk(f) we define dxσ = dxσ1 ∧ · · · ∧ dxσk and
the set {dxσ : σ ∈ Σk(f) } is a basis of Alt
k(f).
Recall that Σk is Σk(f) with I = {1, . . . , n}. A differential k-form u on Ω then
admits the representation
u =
∑
σ∈Σk
uσdxσ,
where the coefficients uσ’s are scalar functions on Ω. Furthermore, the exterior
derivative du can be expressed as
du =
∑
σ∈Σk
n∑
i=1
∂iuσdxi ∧ dxσ ,
if ∂iuσ is well-defined as a function on Ω. The Koszul operator κ : Alt
k(Rn) →
Altk−1(Rn) is defined by contraction with the vector x, i.e., (κu)x = xyux. As
a consequence of the alternating property of Altk(Rn), it therefore follows that
κ ◦ κ = 0. It also follows that
κ(dxσ) = κ(dxσ1 ∧ · · · ∧ dxσk) =
k∑
i=1
(−1)i+1xσidxσ1 ∧ · · · ∧ d̂xσi ∧ · · · ∧ dxσk ,
where d̂xσi means that the term dxσi is omitted. This definition is extended to the
space of differential k-form on Ω by linearity, i.e.,
κu = κ
∑
σ∈Σk
uσdxσ =
∑
σ∈Σk
uσκ(dxσ).
For future reference we note that
κdxσ =
∑
i∈[[σ]]
ǫ(i, σ − i)xidxσ−i.(3.1)
If f is an (n−1)-dimensional hyperspace of Rn obtained by fixing one coordinate,
for example,
f = { x ∈ Rn : xn = c },
then we can define the Koszul operator κf for forms defined on f by (κfv)x =
(x − xf )yvx, where xf = (0, . . . , 0, c). We note that the vector x − xf is in the
tangent space of f for x ∈ f . Since trf ((x − xf )yu) = trf (x− xf )yu for x ∈ f and
(κu)x = (x− x
f )yux + x
fyux, we can conclude that
(3.2) trf κu = κf trf u+ trf (x
fyu).
8 JEONGHUN J. LEE
For a multi-index α of n nonnegative integers, xα = xα11 · · ·x
αn
n . If u is in QrΛ
k,
the space of polynomial k-forms with tensor product polynomials of order r, then
u can be expressed as
u =
∑
σ∈Σk
uσdxσ , uσ ∈ Qr.
Denoting HrΛ
k the space of differential k-forms with homogeneous polynomial
coefficients of degree r, we also have the identity
(κd + dκ)u = (r + k)u, u ∈ HrΛ
k,(3.3)
cf. [6, Section 3]. Finally, throughout this paper we set Tˆ = [−1, 1]n.
3.1. The shape function space and the degrees of freedom of Q˜rΛk. In
this subsection we define the shape function space of Q˜rΛk. The shape functions of
Q˜rΛk will be obtained by enriching the shape functions of Q−r Λ
k. There are other
families of cubical finite element differential forms, cf. for example [4, 12, 13, 17],
but these spaces are not involved in the construction of our new elements.
Ifm is a k-form given bym = p dxσ, where σ ∈ Σk and the coefficient polynomial
p is a monomial, then we will call m form monomial. Before we define the shape
functions of Q˜rΛ
k let us introduce new quantities of form monomials. For a poly-
nomial differential form uσdxσ we call the indices in [[σ]] (in [[σ
∗]], resp.) conforming
indices (nonconforming indices, resp.). For a form monomial m = cαx
αdxσ 6= 0
and αi = s for a conforming (nonconforming, resp.) index i of m, we call i a con-
forming (nonconforming, resp.) index of degree s. We also define the conforming
and nonconforming s-degrees of m = cαx
αdxσ by
cdegs(m) = |{i : i ∈ [[σ]] and αi = s}|,
ncdegs(m) = |{i : i ∈ [[σ
∗]] and αi = s}|.
We can define cdegs(v) and ncdegs(v) if these quantities are same for any form
monomial of v. We remark that ncdeg1(m) is same as the linear degree in [4] for
a form monomial m. In contrast to the linear degree, we do not define cdegs and
ncdegs for general polynomial differential forms.
The conforming degree gives a new characterization of the shape function space
of Q−r Λ
k by
Q−r Λ
k = span{xαdxσ ∈ QrΛ
k : cdegr(x
αdxσ) = 0}.(3.4)
Defining BrΛk as
BrΛ
k = span{xαdxσ ∈ QrΛ
k : cdegr(x
αdxσ) > 0},(3.5)
it is easy to see that
QrΛ
k = Q−r Λ
k ⊕ BrΛ
k.(3.6)
We define the shape function space Q˜rΛk as
Q˜rΛ
k = Q−r Λ
k + dκBrΛ
k.(3.7)
Lemma 3.1. Let m = xαdxσ ∈ PΛk, 1 ≤ k ≤ n− 1, be given with a multi-index α
and a positive integer s. Assume that m′ and m′′ are given as m′ = ∂ix
αdxi ∧ dxσ
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with i 6∈ [[σ]] and m′′ = xαxσjdxσ1 ∧ · · · ∧ d̂xσj ∧ · · · ∧ dxσk with j ∈ [[σ]]. Then the
following identities hold:
ncdegs(m
′) = ncdegs(m)− δs,αi ,(3.8)
ncdegs(m
′′) = ncdegs(m) + δασj ,s−1,(3.9)
ncdegs+1(m) + cdegs(m) = ncdegs+1(m
′) + cdegs(m
′)(3.10)
= ncdegs+1(m
′′) + cdegs(m
′′)
where δi,j is the Kronecker delta. In particular, if m ∈ BrΛk and m′′ is a form
monomial of κm with j which is a nonconforming index of degree (r+1), then j is
a conforming index of degree r in m.
Proof. We show (3.8) and the first identity in (3.10). If αi = s, then i is a non-
conforming index of degree s of m but not of m′, and the other nonconforming
indices of degree s of m and m′ are same, so ncdegs(m
′) = ncdegs(m)− 1. If s > 1,
then the set of conforming indices of m′ with degree s − 1 is the union of the set
of conforming indices of m with degree s − 1 and {i}. Therefore the first identity
in (3.10) holds. If αi 6= s, then the sets of nonconforming indices of degree s of
both m and m′ are same, so ncdegs(m
′) = ncdegs(m). If s > 1, then the sets of
conforming indices of degree s− 1 of both m and m′ are same as well, so the first
identity in (3.10) holds.
We show (3.9) and the second identity in (3.10). If αj = s − 1, then j is a
nonconforming index of degree s of m′′ in addition to the nonconforming indices of
degree s of m, so (3.9) holds. If αi 6= s− 1, then the sets of nonconforming indices
of degree s of m and m′′ are same, so (3.9) again holds. The second identity in
(3.10) can be verified in a way similar to the argument used for the first identity in
(3.10).
For the particular case, if m ∈ BrΛk and m′′ is a form monomial of κm which
has a nonconforming index of degree (r + 1), then the nonconforming index of m′′
must be σj and ασj = r because αl ≤ r for 1 ≤ l ≤ n and ασj + 1 = r + 1. This
completes the proof. 
Corollary 3.2. Let m be a form monomial. Then for any form monomial m˜ in
dm, cdegs(m˜) ≥ cdegs(m) for any s ≥ 1. Similarly, for any form monomial m˜ in
dm, ncdegs(m˜) ≥ ncdegs(m) if s ≥ 1.
Proof. It is easy to check the assertions by Lemma 3.1. 
Corollary 3.3. The following inclusions hold:
κQ−r Λ
k ⊂ Q−r Λ
k−1,(3.11)
dBrΛ
k ⊂ BrΛ
k+1 ∩ dκBrΛ
k+1,(3.12)
dQrΛ
k ⊂ Q˜rΛ
k+1,(3.13)
dκQrΛ
k ⊂ Q˜rΛ
k.(3.14)
Proof. The inclusion (3.11) and dBrΛk ⊂ BrΛk+1 can be easily checked by the
characterizations ofQ−r Λ
k, BrΛk in (3.4), (3.5), and by Lemma 3.1. To show (3.12),
let u ∈ HsΛk ∩ BrΛk for a positive integer s. By (3.3), (dκ+ κd)du = (s+ k)du =
dκdu ∈ dκBrΛk+1. As a consequence, du ∈ BrΛk+1 ∩ dκBrΛk+1. (3.13) follows
from (3.12) and dQ−r Λ
k ⊂ Q−r Λ
k+1. Finally, (3.14) follows from (3.6), (3.11), the
fact dQ−r Λ
k ⊂ Q−r Λ
k+1, and (3.13). 
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We now prove that Q˜rΛk is invariant under dilation and translation.
Lemma 3.4. If φ : Rn → Rn is a composition of dilation and translation, then
φ∗Q˜rΛk ⊂ Q˜rΛk, where φ∗ is the pullback of φ.
Proof. Let φ(x) = Ax + b for a given invertible n × n diagonal matrix A and a
vector b ∈ Rn. To show φ∗Q˜rΛk ⊂ Q˜rΛk, assume that u ∈ Q˜rΛk is written as
u = u− + dκu+ with u− ∈ Q−r Λ
k and u+ ∈ BrΛk. Then we have
φ∗u = φ∗u− + φ∗dκu+ = φ∗u− + dφ∗κu+ = φ∗u− + dκφ∗u+ + byd(φ∗u+)
where we used φ∗κu+ = κφ∗u++by(φ∗u+) in the last equality (cf. [6, Section 3.2]).
We can easily check φ∗u− ∈ Q−r Λ
k from the definition of φ∗, and dκQ−r Λ
k ⊂ Q−r Λ
k
from (3.9) and (3.8). From (3.6) we have
dκφ∗u+ ∈ dκQrΛ
k = dκ(Q−r Λ
k ⊕ BrΛ
k) ⊂ Q−r Λ
k + dκBrΛ
k = Q˜rΛ
k.
It remains to show
d(by(φ∗u+)) ∈ Q˜rΛ
k.(3.15)
To see this, note that by(φ∗u+) ∈ QrΛk−1. By (3.13) we have d(by(φ∗u+)) ∈ Q˜rΛk,
so (3.15) is proved. 
Lemma 3.5. The following hold:
(a) For a form monomial m 6= 0 in BrΛk, κm generates at least one form
monomial whose nonconforming (r + 1)-degree is 1.
(b) The operator dκ is injective on BrΛk.
Proof. For m = xαdxσ ∈ BrΛk there is at least one conforming index σi such
that ασi = r. Then x
ακ(dxσ) has at least one form monomial such that σi is a
nonconforming index and its polynomial coefficient has xr+1σi as a factor, so (a) is
proved.
For the injectivity of dκ on BrΛk, it suffices to show that κ is injective on BrΛk
because d is injective on the image of κ. To show κ is injective on BrΛk, we show
that form monomials with positive nonconforming (r + 1)-degree generated by κm
for m ∈ B := {xαdxσ : cdegr(x
αdxσ) > 0} are distinct. More precisely, if κm and
κm˜ for m, m˜ ∈ B have a same form monomial (up to ±1) whose nonconforming
(r + 1)-degree is 1, then m = m˜. To show it by contradiction, let m = xαdxσ
and m˜ = xα˜dxσ˜ be two distinct elements in B and assume that κm and κm˜ have
a common form monomial with nonconforming index of degree (r + 1). From the
definition of κ and the common form monomial assumption, there exist σi ∈ [[σ]]
and σ˜i ∈ [[σ˜]] such that
xσix
αdxσ1 ∧ · · · ∧ d̂xσi ∧ · · · ∧ dxσk = ±xσ˜ix
α˜dxσ˜1 ∧ · · · ∧ d̂xσ˜i ∧ · · · ∧ dxσ˜k .
(3.16)
Since σi and σ˜i are the only nonconforming indices of degree (r+1) by Lemma 3.1,
σi = σ˜i and therefore dxσ = dxσ˜. Moreover, comparison of x
α and xα˜ leads to
α = α˜, so it contradicts to xαdxσ 6= xα˜dxσ˜. 
The following key result is a consequence of the above lemma.
Theorem 3.6. For 0 ≤ k ≤ n it holds that
dim Q˜rΛ
k =
(
n
k
)
(r + 1)n.
LOCAL CODERIVATIVES 11
Proof. By Lemma 3.5 (b), the spaces dκBrΛk and BrΛk have the same dimension,
so it suffices to show that Q−r Λ
k ∩ dκBrΛk = {0}. Suppose that 0 6= u ∈ BrΛk
and dκu ∈ Q−r Λ
k. Every form monomial m of dκu satisfies cdegr(m) ≥ 1 by (3.5)
and Lemma 3.1 because ncdegr+1(m) = 0. However, it is a contradiction to the
characterization of Q−r Λ
k in (3.4), so u = 0. 
3.2. Degrees of freedom and unisolvence of Q˜rΛk. In this subsection we define
the degrees of freedom of Q˜rΛk and prove the unisolvency for the degrees of freedom.
For the degrees of freedom we define two polynomial spaces for σ ∈ Σk(f) for a
cube f included in an m-dimensional hyperspace by
Qr,σ(f) =
⊗
i∈[[σ]]
Pr(xi), Qr,σ∗(f) =
⊗
i∈[[σ∗]]
Pr(xi)
where Pr(xi) is the space of polynomials of xi with degree less than or equal to r.
The degrees of freedom of Q˜rΛk(Tˆ ) is
u 7→
∫
f
trf u ∧ v, f ∈ ∆l(Tˆ ), k ≤ l ≤ n, v ∈
∑
τ∈Σl−k(f)
(Qr−2,τ ⊗Qr,τ∗)(f)dxτ
(3.17)
where (Qr−2,τ ⊗Qr,τ∗)(f) = Qr−2,τ (f)⊗Qr,τ∗(f).
Theorem 3.7. The number of degrees of freedom given by (3.17) is(
n
k
)
(r + 1)n.
Proof. For τ ∈ Σl−k(f) with f ∈ ∆l(Tˆ ), l ≥ k,
dimQr−2,τ(f) = (r − 1)
l−k, dimQr,τ∗(f) = (r + 1)
k.
We can easily check that
|∆l(Tˆ )|=
(
n
n− l
)
2n−l, |Σl−k(f)|=
(
l
l − k
)
for f ∈ ∆l(Tˆ ).
Therefore the number of degrees of freedom given by (3.17) is∑
k≤l≤n
(
n
n− l
)
2n−l
(
l
l − k
)
(r − 1)l−k(r + 1)k
=
n! (r + 1)k
k! (n− k)!
∑
k≤l≤n
(n− k)!
(n− l)! (l − k)!
2n−l(r − 1)l−k
=
(
n
k
)
(r + 1)k
∑
0≤i≤n−k
(n− k)!
(n− k − i)! i!
2n−k−i(r − 1)i
=
(
n
k
)
(r + 1)n,
so the proof is complete. 
The following result will be useful to reduce unisolvency proof.
Theorem 3.8 (trace property). Let f be a hyperspace in Rn determined by fixing
one coordinate xi. Then
trf Q˜rΛ
k ⊂ Q˜rΛ
k(f).
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Proof. Without loss of generality we assume that f = {x ∈ Rn : xn = c} for
some constant c. It is easy to check by definition that trf Q−r Λ
k ⊂ Q−r Λ
k(f), so
it is enough to show that trf dκBrΛk ⊂ Q˜rΛk(f). We will show trf dκ(xαdxσ) ∈
Q˜rΛk(f) for all xαdxσ ∈ BrΛk below. By (3.2) and the commutativity of trf and
d,
trf dκ(x
αdxσ) = dκf trf (x
αdxσ) + d trf (x
fy(xαdxσ))
where xf is the vector field (0, . . . , 0, c) on Rn.
If n ∈ [[σ]], then trf (xαdxσ) = 0 and trf (xfy(xαdxσ)) = (cxα|xn=c)dxσ˜ ∈
QrΛk−1(f) where dxσ˜ is defined by dxσ = dxσ˜ ∧ dxn. From (3.13) we can con-
clude that trf dκ(x
αdxσ) ∈ Q˜rΛ
k(f). If n 6∈ [[σ]], then xfy(xαdxσ) = 0. Since
trf (x
αdxσ) = x
α|xn=cdxσ ∈ QrΛ
k(f), the conclusion follows from (3.14). 
Before we start the unisolvence proof we need a lemma and auxiliary definitions.
Lemma 3.9. Suppose that σ, σ˜ ∈ Σk, 1 ≤ k ≤ n − 1, σ 6= σ˜ satisfy σ + i = σ˜ + i˜
for some i ∈ [[σ˜]], i˜ ∈ [[σ]]. Then
ǫ(i, σ)ǫ(i, σ˜ − i)− ǫ(˜i, σ˜)ǫ(˜i, σ − i˜) 6= 0.
Proof. We first prove it under the assumption i > i˜. Let
a = |{l : l < i˜, l ∈ [[σ]] ∩ [[σ˜]]}|,
b = |{l : i˜ < l < i, l ∈ [[σ]] ∩ [[σ˜]]}|,
c = |{l : i < l, l ∈ [[σ]] ∩ [[σ˜]]}|.
Then one can check
ǫ(i, σ) = (−1)a+b+1, ǫ(˜i, σ˜) = (−1)a,
ǫ(i, σ˜ − i) = (−1)a+b, ǫ(˜i, σ − i˜) = (−1)a,
so the assertion follows. If i < i˜, then we set
a = |{l : l < i, l ∈ [[σ]] ∩ [[σ˜]]}|,
b = |{l : i < l < i˜, l ∈ [[σ]] ∩ [[σ˜]]}|,
c = |{l : i˜ < l, l ∈ [[σ]] ∩ [[σ˜]]}|,
and one can check that
ǫ(i, σ) = (−1)a, ǫ(˜i, σ˜) = (−1)a+b+1,
ǫ(i, σ˜ − i) = (−1)a, ǫ(˜i, σ − i˜) = (−1)a+b.
The proof is complete. 
We define Dr,lΛk as
Dr,l := {u ∈ PΛ
k : ncdegr+1(m) + cdegr(m) = l for every form monomial m in u}.
By Lemma 3.1 dκ maps Dr,lΛk into itself. Considering the decomposition of BrΛk
BrΛ
k =
⊕
1≤l≤k
⊕
r≤s≤nr
HsΛ
k ∩ Dr,lΛ
k ∩ BrΛ
k
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we have a decomposition of dκBrΛk
dκBrΛ
k =
⊕
1≤l≤k
⊕
r≤s≤nr
HsΛ
k ∩Dr,lΛ
k ∩ dκBrΛ
k.(3.18)
Let us recall the degrees of freedom of Q−r Λ
k(Tˆ ) with vanishing trace in [5]. If
u ∈ Q−r Λ
k(Tˆ ) and trf u = 0 for all f ∈ ∆n−1(Tˆ ), then∫
Tˆ
u ∧ v = 0, ∀v ∈ Q−r−1Λ
n−k(Tˆ )(3.19)
implies that u = 0.
We are now ready to prove unisolvency of Q˜rΛk(Tˆ ), r ≥ 1, with the degrees of
freedom (3.17).
Proposition 3.10 (unisolvence with vanishing trace assumption). Suppose that
u ∈ Q˜rΛk(Tˆ ), r ≥ 1, and trf u = 0 for all f ∈ ∆n−1(Tˆ ). If∫
Tˆ
u ∧ v = 0 ∀v ∈
∑
τ∈Σn−k(Tˆ )
(Qr−2,τ ⊗Qr,τ∗)(Tˆ )dxτ ,(3.20)
then u = 0. Here we accept Q−1 = ∅ for convention.
Proof. If k = 0 or k = n, then Q˜rΛk(Tˆ ) = QrΛk(Tˆ ) and (3.20) is a standard set of
degrees of freedom for the shape functions with vanishing trace, so there is nothing
to prove.
Assume that 0 < k < n, and let u =
∑
σ∈Σk(Tˆ )
uσdxσ ∈ Q˜rΛk(Tˆ ) be a shape
function with vanishing trace. From the vanishing trace assumption trf u = 0 for
all f ∈ ∆n−1(Tˆ ), uσ vanishes on all faces f ∈ ∆n−1(Tˆ ) determined by xi = ±1 for
any i ∈ [[σ]]. Therefore uσ = bσ∗ u˜σ with bσ∗ :=
∏
l∈[[σ∗]](1 − x
2
l ) for all σ ∈ Σk(Tˆ ).
In the degree properties (3.8), (3.9), (3.10), the coefficients of all form monomials
in Q˜rΛk(Tˆ ) have at most one variable of degree (r+1). From this observation and
(3.20), u has a form
u =
∑
σ∈Σk(Tˆ )
bσ∗

 ∑
i∈[[σ∗]]
Lwr−1(xi)pσ,i

dxσ(3.21)
where Lws (t) is the monic Legendre polynomial of degree s on [−1, 1] with weight
(1 − t2), and pσ,i is a polynomial in (Qr,σ ⊗ Qr−2,σ∗)(Tˆ ) which is independent of
xi. Recall the decomposition (3.18) and let
u = u0 +
∑
l,s
ul,s ∈ Q
−
r Λ
k(Tˆ )⊕
⊕
1≤l≤k
⊕
r≤s≤nr
HsΛ
k(Tˆ ) ∩ Dr,lΛ
k(Tˆ ) ∩ dκBrΛ
k(Tˆ ).
Let l0 be the largest index l such that ul,s 6= 0 for some s, and let s0 be the largest
index s such that ul0,s 6= 0. In the proof below, we will show ul0,s0 = 0. By
induction, this implies that u = u0 ∈ Q−r Λ
k(Tˆ ), and therefore u = 0 by (3.20),
(3.19), and the inclusion
Q−r−1Λ
n−k(Tˆ ) ⊂
∑
τ∈Σn−k(Tˆ )
(Qr−2,τ ⊗Qr,τ∗)(Tˆ )dxτ .
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We now start the proof of ul0,s0 = 0. In the form (3.21), if p0 is a monomial
of pσ,i for fixed σ, then cdegr(p0dxσ) < l0 because any form monomial m con-
taining the factors xr+1i and p0 in its polynomial coefficient, which comes from the
expansion of the coefficient of dxσ in (3.21), satisfies both of ncdegr+1(m) = 1 and
ncdegr+1(m) + cdegr(m) ≤ l0. Note that it also implies that ul0,s0 does not have
any form monomials with conforming r-degree l0.
Let qσ,i be the homogeneous polynomial of pσ,i for each σ and i ∈ [[σ∗]] which
contribute to consist ul0,s0 , i.e.,
ul0,s0 =
∑
σ∈Σk(Tˆ )
∏
l∈[[σ∗]]
x2l

 ∑
i∈[[σ∗]]
xr−1i qσ,i

 dxσ(3.22)
and cdegr(qσ,idxσ) = l0− 1 by the previous observation. Since ul0,s0 ∈ dκBrΛ
k(Tˆ )
by definition, dul0,s0 = 0.
We now show ul0,s0 = 0 for l0 = 1. If l0 = 1, then qσ,i ∈ (Qr−1,σ ⊗Qr−2,σ∗)(Tˆ )
because cdegr(qσ,idxσ) < l0. We claim that qσ,i = 0 for all σ and i. To prove it
we show that the form monomials in dul0,s0 with conforming r-degree 1, are all
distinct. Note that such form monomials are from
(r + 1)
∏
l∈[[σ∗]]
x2l x
r−2
i qσ,idxi ∧ dxσ(3.23)
for i ∈ [[σ∗]]. For fixed σ the form monomials in this formula are all distinct for
different i’s. Further, if we assume that there is σ˜ ∈ Σk(Tˆ ) with σ˜ 6= σ and i˜ ∈ [[σ˜
∗]]
such that the form monomials in
(r + 1)
∏
l∈[[σ˜∗]]
x2l x
r−2
i qσ˜,˜idxi˜ ∧ dxσ˜
are not linearly independent with the ones in (3.23), then it leads to a contradiction
because i and i˜ are the only conforming indices of degree r in these form monomials,
and therefore i = i˜, σ = σ˜. Thus, all form monomials in dul0,s0 with conforming
r-degree 1 are distinct and have the form (3.23). From dul0,s0 = 0, qσ,i = 0 for all
σ ∈ Σk(Tˆ ) and i ∈ [[σ∗]], and therefore ul0,s0 = 0 by (3.22).
If l0 > 1, then we consider the expression of qσ,i as a sum of homogeneous
polynomials
qσ,i =
∑
τ⊂[[σ]],|τ |=l0−1
∏
j∈τ
xrjqσ,i,τ(3.24)
in which qσ,i,τ ∈ (Qr−1,σ ⊗Qr−2,σ∗)(Tˆ ) is independent of the variables xi and xj ’s
for j ∈ τ . Here qσ,i,τ can be vanishing for some τ ⊂ [[σ]]. In the discussion below, we
will make a system of equations with all possibly involving qσ,i,τ ’s as its unknown.
The equations are obtained from κul0,s0 and dul0,s0 , and the right-hand sides are
zero. We then show that the system is well-posed, so all qσ,i,τ ’s vanish.
To derive equations from κul0,s0 , note that κul0,s0 ∈ κdκBrΛ
k(Tˆ ) = κBrΛk(Tˆ ),
so the nonconforming (r + 1)-degree of form monomials in κul0,s0 is at most 1 by
Lemma 3.1. In the formal expression of κul0,s0 using (3.22) and (3.24), for fixed σ,
the form monomials which have nonconforming (r + 1)-degree 2 are obtained by∏
l∈[[σ∗]]
x2l x
r−1
i
∏
l∈τ
xrl xjǫ(j, σ − j)qσ,i,τdxσ−j(3.25)
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for σ ∈ Σk(Tˆ ), i ∈ [[σ∗]], τ ⊂ [[σ]] with |τ |= l0 − 1, and j ∈ τ . We claim that all of
these terms are linearly independent for fixed σ ∈ Σk(Tˆ ). To see it, assume that the
form (3.25) with (i, τ, j) and (i′, τ ′, j′) are linearly dependent for i′ ∈ [[σ∗]], τ ′ ⊂ [[σ]],
j′ ∈ τ ′. Comparison of the nonconforming indices with degree (r + 1) gives i = i′,
j = j′ or i = j′, j = i′. If i = i′ and j = j′, then τ = τ ′ from the comparison
of conforming indices of degree r. If i = j′ and j = i′, then dxσ−j 6= dxσ−j′ , so
they cannot be linearly dependent. Therefore the terms of the form (3.25) are all
distinct for fixed σ.
We now assume that (3.25) with (σ, i, τ, j) and (σ˜, i˜, τ˜ , j˜) are linearly dependent
for σ˜ 6= σ. Comparing the nonconforming indices of degree (r + 1), i = i˜, j = j˜
or i = j˜, j = i˜. However, if i = i˜ and j = j˜, then dxσ−j = dxσ˜−j˜ implies σ = σ˜
which is a contradiction, so i = j˜ and j = i˜. Regarding this and comparing the
conforming indices of degree r, linear dependence occurs only when
i = j˜, j = i˜, τ ∪ {i} = τ˜ ∪ {i˜}, σ − i˜ = σ˜ − i.(3.26)
As a consequence, for fixed (σ, i, τ, j) with i ∈ [[σ]] and j ∈ τ , there is a unique
quadruple (σ˜, i˜, τ˜ , j˜) determined by (3.26) which may generate a linearly dependent
polynomial differential form in the form of (3.25). Since all form monomials which
have nonconforming (r + 1)-degree 2 are vanishing,
ǫ(˜i, σ − i˜)qσ,i,τ + ǫ(i, σ˜ − i)qσ˜,˜i,τ˜ = 0(3.27)
for the quadruples (σ, i, τ, j) and (σ˜, i˜, τ˜ , j˜) satisfying (3.26).
We now consider the expressions of form monomials with conforming r-degree
l0 in dul0,s0 . From (3.22) and (3.24), they have a form
(r + 1)xr−2i
∏
l∈[[σ∗]]
x2l
∏
l∈τ
xrl ǫ(i, σ)qσ,i,τdxσ+i.(3.28)
By checking the differential form component and the conforming indices of degree
r one can check that all of these terms are distinct over i ∈ [[σ∗]] and τ ⊂ [[σ]] with
|τ |= l0 − 1 for fixed σ.
Considering (σ, i, τ) and (σ˜, i˜, τ˜ ) generating linearly dependent differential forms
of the form (3.28), a direct comparison gives
σ + i = σ˜ + i˜, τ ∪ {i} = τ˜ ∪ {i˜}
which is exactly same as (3.26). The identity dul0,s0 = 0 with (3.25) gives a new
equation
ǫ(i, σ)qσ,i,τ + ǫ(˜i, σ˜)qσ˜,˜i,τ˜ = 0.(3.29)
By Lemma 3.9, (3.27), and (3.29), it follows that qσ,i,τ = qσ˜,˜i,τ˜ = 0. Since this is
true for any σ, i, τ , ul0,s0 = 0 and this completes the proof. 
Theorem 3.11 (unisolvence). Let u ∈ Q˜rΛk(Tˆ ). If∫
f
trf u ∧ v = 0 ∀v ∈
∑
τ∈Σl−k(f)
(Qr−2,τ ⊗Qr,τ∗)(f)dxτ ,(3.30)
for all f ∈ ∆l(Tˆ ), l ≥ k, then u = 0.
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Proof. If l = k, then trf u ∈ Q˜rΛk(f) = QrΛk(f) for f ∈ ∆k(Tˆ ) by Theorem 3.8,
and (3.30) gives a standard set of degrees of freedom for QrΛk(f), so trf u = 0.
Suppose that trf u = 0 for all f ∈ ∆l(Tˆ ) for some l ≥ k. For any given f˜ ∈ ∆l+1(Tˆ ),
trf˜ u ∈ Q˜rΛ
k(f˜) and trf trf˜ u = trf u = 0 for all f ∈ ∆l(f˜) by the assumption. By
Proposition 3.10 and the degrees of freedom (3.30), trf˜ u = 0. By induction, we
can show that trf u = 0 for all f ∈ ∆n−1(Tˆ ), so u = 0 by Proposition 3.10. 
3.3. Nodal tensor product degrees of freedom. In this subsection we show
that Q˜rΛk(Tˆ ) has a set of degrees of freedom given by evaluating nodal values at a
set of points in Tˆ . This alternative set of degrees of freedom will be used to define
numerical methods with local coderivatives in the next section.
The Gauss–Lobatto quadrature rule with r+1(r ≥ 1) points uses r− 1 interior
points and two end points of I = [−1, 1] with positive weights and gives exact
integration of polynomials of order 2r − 1. Let {ξj}rj=0 be the quadrature points
of the Gauss-Lobatto quadrature on I and {λj}rj=0 with λ
j > 0 be the weights
at the points. We can define a quadrature rule on Tˆ by taking tensor products
of the Gauss-Lobatto quadrature nodes and weights, and we discuss the formal
expressions for the tensor product quadrature rules below.
For σ ∈ Σk(Tˆ ) let Nσ,r be the set of points in
⊗
1≤i≤k I(xσi ) defined by
Nσ,r = {(xσ1 , . . . , xσk) = (ξ
j1 , . . . , ξjk) : 0 ≤ jl ≤ r, 1 ≤ l ≤ k}.
Nσ∗,r is defined similarly as
Nσ∗,r = {(xσ∗
1
, . . . , xσ∗
n−k
) = (ξj1 , . . . , ξjn−k) : 0 ≤ jl ≤ r, 1 ≤ l ≤ n− k},
the set of points in the (n− k)-dimensional cube
⊗
1≤i≤n−k I(xσ∗i ). Therefore the
tensor product Nr := Nσ,r ⊗Nσ∗,r is the set given by the tensor product of Gauss-
Lobatto quadrature points on Tˆ . Letting N be the set of nonnegative integers, we
will use ξiσ and ξ
j
σ∗ with multi-indices i ∈ N
k and j ∈ Nn−k to denote the points in
Nσ,r and Nσ∗,r, respectively. We also use λ
j
σ and λ
j
σ∗ to denote the corresponding
tensor-product weights of the Gauss-Lobatto quadrature.
For a continuous function v on Tˆ , we define Rr(v), Er,ξiσ
(v), Er(v) as
Rr(v) =
(
v(ξiσ ⊗ ξ
j
σ∗)
)
ξiσ⊗ξ
j
σ∗
∈Nr
∈ R(r+1)
n
,
Er,ξiσ
(v) =
∑
ξ
j
σ∗
∈Nr,σ∗
λ
j
σ∗v(ξ
i
σ ⊗ ξ
j
σ∗),
Er(v) =
∑
ξiσ∈Nr,σ
λiσEr,ξiσ
(v).
Similarly, for polynomial differential forms u = uσdxσ ∈ PΛk(Tˆ ) we define Rr(u)
as the element in RM ⊗Λk with M =
(
n
k
)
(r + 1)n, which consists of Rr(uσ)⊗dxσ
for σ ∈ Σk(Tˆ ).
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Lemma 3.12. For v =
∑
σ∈Σk(Tˆ )
vσdxσ suppose that a polynomial vσ has a form
with
vσ = bσ∗ v˜σ, bσ∗ :=
∏
l∈[[σ∗]]
(1 − x2l ), v˜σ ∈ (Qr−1,σ∗ ⊗Qr,σ)(Tˆ ).
Suppose also that nonconforming (r + 1)-degree of every form monomial in vσdxσ
is at most 1 for all σ ∈ Σk(Tˆ ). If Rr(vσ) = 0 all σ ∈ Σk(Tˆ ), then v = 0.
Proof. If we rewrite v˜σ with the weighted Legendre polynomial L
w
j ’s, then the
assumption on nonconforming (r + 1)-degree leads us to have
v˜σ =
∑
i∈[[σ∗]]
Lwr−1(xi)pσ,i + v˜σ,0(3.31)
with pσ,i ∈ (Qr,σ ⊗Qr−2,σ∗)(Tˆ ) independent of xi, in which v˜σ,0 is a sum of poly-
nomials of the form ∏
i∈[[σ∗]]
Lwdi(xi)qd(xσ)(3.32)
where d = (dσ∗
1
, . . . , dσ∗
n−k
) ∈ Nn−k with maxi∈[[σ∗]]{di} ≤ r − 2 and qd ∈ Qr,σ(Tˆ ).
We first to show that v˜σ,0 = 0. Let 0 6= ψ =
∏
i∈[[σ∗]] L
w
d′
i
(xi) ∈ Qr−2,σ∗(Tˆ ) with
d′i’s satisfying 0 ≤ d
′
i ≤ r − 2, i ∈ [[σ
∗]]. We claim that
Er,ξiσ
(
bσ∗L
w
r−1(xi)pσ,iψ
)
= 0
for all i ∈ [[σ∗]] and ξiσ ∈ Nr,σ. To see it, note that the quadrature along xi
coordinate can be replaced by integration with xi variable on [−1, 1] because the
degree of xi variable is r + 1 + d
′
i ≤ 2r − 1 and L
w
r−1(xi) is orthogonal to L
w
d′
i
(xi)
with (1− x2i ) weight. Therefore we have
Er,ξiσ
(vφ) = Er,ξiσ
(bσ∗ v˜σ,0ψ) .
If we consider the expression of v˜σ,0 in (3.32), a completely analogous argument
using orthogonality of Legendre polynomials gives
Er,ξiσ
(vφ) = Er,ξiσ
(
bσ∗ψ
2(xσ∗)qd′(xσ)
)
.
where d′ = (d′σ∗
1
, . . . , d′σ∗
n−k
). Note that this result is obtained without using the
assumption Rr(vσ) = 0. Since Rr(vσ) = 0, the above quantity vanishes. By
the definition of Er,ξiσ
, we have either bσ∗(ξ
j
σ∗)ψ(ξ
j
σ∗ ) = 0 for all ξ
j
σ∗ ∈ Nr,σ∗ or
qd′(ξ
i
σ) = 0. However, the first case implies that bσ∗ψ = 0 because the nodal value
evaluations at the points in Nr,σ∗ is already a set of degrees of freedom for Qr,σ∗(Tˆ ),
and it leads to a contradiction to ψ 6= 0. Therefore qd vanishes at ξiσ, and we can
show that qd vanishes at any point in Nr,σ with the same argument. Recall that
qd′ ∈ Qr,σ(Tˆ ), so these vanishing conditions of qd′ implies that qd′ = 0. Finally,
this holds for any d′, and therefore v˜σ,0 = 0.
To show v = 0, we notice that vσ with (3.31) is exactly the form of uσ in (3.21),
so the same argument in the unisolvency proof can be used to show v = 0. 
Theorem 3.13. Suppose that v ∈ Q˜rΛ
k(Tˆ ) and Rr(v) = 0 holds. Then v = 0.
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Proof. Note that trf v ∈ Q˜rΛk(f) = QrΛk(f) for f ∈ ∆k(Tˆ ). Since the restriction
of Rr on f becomes a set of quadrature degrees of freedom of QrΛk(f), trf v = 0
for all f ∈ ∆k(Tˆ ) holds. For trg v with g ∈ ∆k+1(Tˆ ), all traces of trg v on k-
dimensional subcubes are vanishing, so the assumption of Lemma 3.12 is satisfied
for trg v. Applying Lemma 3.12 with the restriction of Rr on g, one can conclude
that trg v = 0 for any g ∈ ∆k+1(Tˆ ). We can continue this argument for any
g ∈ ∆l(Tˆ ), l ≥ k + 1, by induction, so the conclusion follows. 
4. Numerical methods with local coderivatives
We construct numerical methods with local coderivatives using Q˜rΛk(Th). For
this we need a modified bilinear form 〈·, ·〉h in (A), and the auxiliary spaces V˜
k−1
h ,
W k−1h and the map Πh in (B). The conditions (A), (B) are stated with index k−1
but for simplicity we will check the conditions in this section for V kh , V˜
k
h , W
k
h which
we choose as
V kh = Q˜rΛ
k(Th), V˜
k
h = Q
−
r Λ
k(Th), W
k
h = Q
d
r−1Λ
k(Th)(4.1)
where Qdr−1Λ
k(Th) is the space of discontinuous polynomial differential forms. We
will show that the finite elements Q˜rΛk(Th) and Q−r Λ
k(Th) satisfy the conditions
(A), (B). In addition to the conditions in (A) and (B), for local coderivatives, we
also need to show that 〈·, ·〉h on Q˜rΛ
k(Th) can give a block diagonal matrix with
appropriate choice of global DOFs.
We have shown that Q˜rΛk(Tˆ ) has a set of DOFs determined by evaluations at
nodal points. For T ∈ Th we can define the evaluation operator E
T
r for continuous
functions on T with the scaled Gauss-Lobatto quadrature rules on T .
For u, v ∈ Q˜rΛk(T ) with expressions u =
∑
σ∈Σk(T )
uσdxσ , v =
∑
σ∈Σk(T )
vσdxσ ,
we define 〈u, v〉h,T by
(4.2) 〈u, v〉h,T = |T |
∑
σ∈Σk(T )
ETr (uσvσ).
It is easy to see that 〈·, ·〉h,T is an inner product on Q˜rΛ
k(T ) and the norm defined
by this inner product is equivalent to the L2 norm with constants independent on
the scaling of T . We can define the inner product 〈·, ·〉h on Q˜rΛ
k(Th) by
〈u, v〉h =
∑
T∈Th
〈u|T , v|T 〉h,T(4.3)
for u, v ∈ Q˜rΛ
k(Th), and the norm ‖·‖h defined by this inner product is equivalent
to the L2 norm with constants independent of h. Therefore (A) is satisfied.
We now verify (B), but with k-forms instead of (k − 1)-forms for notational
convenience. Recall that we already defined V˜ kh and W
k
h in (4.1), so verification of
(B) consists of the following three steps:
Step 1. Prove (2.7)
Step 2. Define Πh satisfying the conditions in (B)
Step 3. Prove (2.8)
For Step 1, it is enough to show the identity in (2.7) for the restrictions of
polynomial differential forms on any T ∈ Th. Moreover, by scaling argument, it
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suffices to show the equality on the reference element Tˆ , i.e.,
〈u, v〉h,Tˆ = 〈u, v〉 , u ∈ Q
−
r Λ
k(Tˆ ), v ∈ Qr−1Λ
k(Tˆ ).
In fact, this equality is true because the Gauss-Lobatto quadrature rule with (r+1)
points give exact integration for polynomials of degree 2r − 1. This completes the
proof of Step 1.
The following result gives a proof of Step 2.
Theorem 4.1. Let Πh : Q˜rΛk(Th) → Q−r Λ
k(Th) be the interpolation operator
defined by the canonical degrees of freedom of Q−r Λ
k(Th), i.e., Πhu for u ∈ Q˜rΛk(T )
is characterized by∫
f
trf Πhu ∧ v =
∫
f
trf u ∧ v, v ∈ Q
−
r−1Λ
l−k(f), f ∈ ∆l(Th), l ≥ k.(4.4)
Then Πh is bounded in L
2Λk(Ω) with a norm independent of h, and d(u−Πhu) = 0
for u ∈ Q˜rΛk(Th).
Proof. Note the identity
Q−r Λ
k =
⊕
σ∈Σk
Qσ,r−1 ⊗Qσ∗,rdxσ
from the characterization of Q−r Λ
k. By the definitions of the degrees of freedom of
Q−r Λ
k and Q˜rΛk, the degrees of freedom of Q−r Λ
k(Th) is a subset of the degrees of
freedom of Q˜rΛk(Th). Therefore the uniform L2 boundedness of Πh is a consequence
of equivalence of the L2 norm and a discerete norm defined by the degrees of freedom
on each of these spaces.
To show d(u −Πhu) = 0, without loss of generality, we consider u defined only
on one element T . Since d(u−Πhu) ∈ Q−r Λ
k+1(T ), it is sufficient to show that∫
f
trf d(u−Πhu) ∧ v = 0 ∀v ∈ Q
−
r−1Λ
l−k−1(f), f ∈ ∆l(T ), l ≥ k + 1(4.5)
by the canonical degrees of freedom of Q−r Λ
k+1(T ). These vanishing identities
follow from the commutativity of d and trf , and Stokes’ theorem by∫
f
trf d(u −Πhu) ∧ v =
∫
f
d trf (u−Πhu) ∧ v
=
∫
∂f
tr∂f trf (u−Πhu) ∧ tr∂f v +
∫
f
trf (u −Πhu) ∧ dv
= 0
where the last equality follows from tr∂f trf = tr∂f , the hierarchical trace property
of Q−r Λ
k spaces, the inclusion dv ∈ Q−r−1Λ
l−k(f), and (4.4). 
For Step 3, we can reduce (2.8) to the corresponding identity on Tˆ , i.e., it is
enough to show
〈u−Πhu, v〉h,Tˆ = 0
for u ∈ Q˜rΛ
k(Tˆ ) and v ∈ Qr−1Λ
k(Tˆ ).
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Before we start its proof, recall that the quadrature nodes of the Gauss-Lobatto
rule with (r + 1) points are the zeros of ddtLr(t) on [−1, 1]. We also note that
(r + 1)(Lr+1(t)− Lr−1(t)) = (2r + 1)(tLr(t)− Lr−1(t)) = (2r + 1)
t2 − 1
r
d
dt
Lr(t),
so
Lr+1(ξ
j)− Lr−1(ξ
j) = 0 0 ≤ j ≤ r,(4.6)
i.e., the evaluation of Lr+1(t) − Lr−1(t) at the quadrature nodes of the Gauss-
Lobatto rule with (r + 1) points vanishes.
As Πh, we define Πˆh : Q˜rΛk(Tˆ )→ Q−r Λ
k(Tˆ ) as∫
f
u ∧ v =
∫
f
Πˆhu ∧ v v ∈ Q
−
r−1Λ
l−k(f), f ∈ ∆l(Tˆ ), l ≥ k.
Theorem 4.2. Let v = u− Πˆhu for u ∈ Q˜rΛk(Tˆ ). In v =
∑
σ∈Σk(Tˆ )
vσdxσ every
vσ has a form
vσ =
∑
i∈[[σ∗]]
(Lr+1(xi)− Lr−1(xi)) pσ,i + vσ,0(4.7)
where pσ,i ∈ Qσ∗,r(Tˆ )⊗Qσ,r−1(Tˆ ), and every term in vσ,0 written with the Legendre
polynomials has a factor of Lr(xj) for some j ∈ [[σ]].
Proof. Let v = u − Πˆhu =
∑
σ∈Σk(Tˆ )
vσdxσ be given. To prove the assertion
by induction we need to show the following two results. First, for f ∈ ∆k(Tˆ )
every polynomial coefficient of trf v ∈ Q˜rΛk(f) satisfies (4.7). Second, if every
polynomial coefficient of trf v satisfies (4.7) for all f ∈ ∆l(Tˆ ) with given l ≥ k,
then trg v satisfies the same property corresponding to (4.7) for all g ∈ ∆l+1(Tˆ ).
We prove the first claim. Recalling trf v ∈ Q˜rΛk(f) = QrΛk(f) for f ∈ ∆k(T )
and the definition of Πˆh, the polynomial coefficient of trf v is a polynomial in Qr(f)
which is orthogonal to all Qr−1(f) in the L2 inner product. Then it has at least
one factor of Lr(xj) for j ∈ [[σ]], therefore it is a form of (4.7).
For the second claim, from the trace property and the definition of Πˆh commut-
ing with the trace operator tr, we can reduce the claim to the case l = n−1 without
loss of generality. Suppose that every polynomial coefficient of trf v satisfies (4.7)
for all f ∈ ∆n−1(Tˆ ).
By (4.4) and the definition of shape function space of Q˜rΛk(Tˆ ), vσ has a form∑
l∈[[σ∗]]
Lr+1(xl)pσ,l + vσ,0 + vσ,1
where pσ,i ∈ (Qσ∗,r ⊗ Qσ,r−1)(Tˆ ) but pσ,i is independent of xi, vσ,0 is as in the
assertion, and vσ,1 is a polynomial such that every term in its expression with the
Legendre polynomials, has a factor of Lr(xl) or Lr−1(xl) for some l ∈ [[σ∗]]. We
remark that vσ,0 may have polynomial terms of degree greater than r. Let us
rewrite vσ as
vσ =
∑
l∈[[σ∗]]
(Lr+1(xl)− Lr−1(xl)) pσ,l + vσ,0 + qσ
where qσ ∈ (Qσ∗,r⊗Qσ,r−1)(Tˆ ). Note that qσ is a polynomial such that every term
in its Legendre polynomial expression has Lr(xl) factor for some l ∈ [[σ
∗]] or is in
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Qr−1(Tˆ ). Let f be an (n − 1)-dimensional hyperspace determined by xi = 1 for
some i ∈ [[σ]]. Then the polynomial coefficient of the differential form dxσ in trf v
is ∑
l∈[[σ∗]],l 6=i
(Lr+1(xl)− Lr−1(xl)) pσ,l|xi=1+vσ,0|xi=1+qσ|xi=1.
Since trf v can be written in the form of (4.7), the comparison of the above and
expressions in the form of (4.7) on f leads to qσ|xi=1= 0. Since it holds for any
i ∈ [[σ∗]] with xi = ±1,
qσ = q˜σ
∏
i∈[[σ∗]]
(1− x2i ), q˜σ ∈ (Qσ∗,r−2 ⊗Qσ,r−1)(Tˆ ).
If we set η = q˜σdxσ∗ , then
∫
Tˆ
v ∧ η = 0 due to the fact v = u − Πˆhu and the
definition of Πˆh. However,∫
Tˆ
v ∧ η = ±
∫
Tˆ
vσ q˜σ volTˆ = ±
∫
Tˆ
∏
i∈[[σ∗]]
(1− x2i )q˜
2
σ volTˆ ,
therefore qσ = 0. As a consequence vσ has a form (4.7). 
Corollary 4.3. For u ∈ Q˜rΛk(Th) and v ∈ Qdr−1Λ
k(Th),
〈u−Πhu, v〉h = 0.
Proof. It suffices to show the assertion for u ∈ Q˜rΛk(T ) and v ∈ Qdr−1Λ
k(T ) for
any T ∈ Th. We define uˆ ∈ Q˜rΛ
k(Tˆ ) and vˆ ∈ Qdr−1Λ
k(Tˆ ) as the pullbacks φ∗u and
φ∗v with the dilation map φ : Tˆ → T . From the definition of Πh and the property of
pullback on differential forms, φ∗(u−Πhu) = uˆ− Πˆhuˆ holds. Since 〈u−Πhu, v〉h,T
is a constant multiple of
〈
uˆ− Πˆhuˆ, vˆ
〉
h,Tˆ
with the constant depending on scaling.
By the characterization of uˆ − Πˆhuˆ in Theorem 4.2, the exactness of the Gauss-
Lobatto quadrature rule for polynomials of degree 2r − 1, the orthogonality of
Legendre polynomials, and (4.6),
〈
uˆ− Πˆhuˆ, vˆ
〉
h,Tˆ
= 0. 
Finally, we check that the proposed method give local coderivatives with an
argument completely analogous to the one in [23].
To see more details, let the set of nodal degrees of freedom and the basis of
Q˜rΛk(Th) associated to the nodal degrees of freedom be
{φ(T,z) : z ∈ Nr(T ), T ∈ Th}, {ψ(T,z) : z ∈ Nr(T ), T ∈ Th},
such that φ(T,z)(ψ(T ′,z′)) = δTT ′δzz′ with the Kronecker delta. For each z ∈ Nr(T )
for some T ∈ Th and we can consider the set of all basis functions ψ(T ′,z) with the
common point z. We denote this set of basis functions by Ψz. Then the quadrature
bilinear form 〈·, ·〉h with {ψ(T,z)} gives a block diagonal matrix such that each block
is associated to Ψz for some z. The influence of the inverse of this block matrix
associated to Ψz is only on the local domain consists of {T ′} such that ψ(T ′,z) ∈ Ψz,
so it is a spatially local operator and then gives a local coderivative.
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5. Concluding remarks
In this paper we develop high order numerical methods with finite elements for
the Hodge Laplace problems on cubical meshes that admit local approximations of
the coderivatives. The main task of the development is construction of a new family
of finite element differential forms on cubical meshes which satisfy the properties
for the stability analysis framework presented in Section 2.
In our study we have only considered Hodge-Laplace problems with the identity
coefficients. However, the discussion can be easily extended to a matrix-valued
coefficient K−1 which is symmetric positive definite, and piecewise constant on Th.
We point out that this is an important difference between our approach and the
work in [14] for the Maxwell equations. More precisely, the quadrature rules in
[14] are combinations of Gauss and Gauss-Lobatto rules for different components,
so the methods are not robust for matrix-valued coefficients because the matrix-
valued coefficients in bilinear forms mix the components with different quadrature
rules. We refer the interested readers to [23, Section 6] for details of the analysis
with K−1 6= I.
Finally, the extension of the methods to curvilinear meshes is not easy because
the conditions in (B) strongly rely on the properties of quadrature rules on cubical
meshes which do not hold on distorted cubical (or called curvilinear) meshes. In [3],
this extension was done for weakly distorted quadrilateral and hexahedral meshes by
measuring changes of bilinear forms and related quantities under mesh distortion.
However, this is possible in the cases because explicit forms of the bilinear and
trilinear maps and their derivatives are available for the specific setting k = n− 1
and n = 2, 3. The extension to general n and k is completely open.
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