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1. Introduction
1.1 Background
1.1.1 The Bothnian Sea and Eastern Gotland Basin
The dynamics in the Baltic Sea are driven by topographical, meteorological
and hydrological factors. The Baltic Sea is permanently stratiﬁed due to
the facts that there is saline water entering the basin from the North Sea
through the Danish straits and large amount of fresh water coming from
the rivers. The Baltic Sea and its sub-basins, surrounding countries and
drainage area are shown in Figure 1.1.
The layered structure of the water column restricts the wind’s effect upon
the upper layer, typically above the depth of 40–80 metres. The upper
layer and the lower layer are separated by the halocline. During the
summer there is typically a well-mixed surface layer formed by heating
and wind-induced mixing, that is typically between 15–20 metres deep. In
the autumn this thermocline disappears due to thermal convection and
turbulent mixing. Further information of the hydrography of the Baltic
Sea can be found in the work of Leppäranta and Myrberg (2009)
In this study the focus is on two sub-basins: the Bothnian Sea and the
Eastern Gotland Basin (Figure 1.1). The Gulf of Bothnia is the northern-
most basin of the Baltic Sea and the Bothnian Sea is the southern part
of the gulf. It is separated from the Åland Sea by a shallow sill so that
the more saline bottom water from the Baltic Proper cannot enter the
basin.
1
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Figure 1.1 A map of the Baltic Sea sub-basins, surrounding countries and
drainage area (HELCOM 2018b).
2
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In the north the Bothnian Sea and the Bothnian Bay are separated by
the Quark. The maximum depth in the Bothnian Sea is 293 metres found
in Ulvö Deep, near the Swedish Höga Kusten (“High Coast”). The mean
depth is 66 metres.
The Eastern Gotland Basin is a part of the Baltic Proper. The southern
mouth of the area is the Stolpe Channel. The northern line between the
Eastern Gotland Basin and the Northern Gotland Basin is located along
the line from Fårö to Gotska Sandö and Ristna. It is large bowl-shaped
basin with a mean depth of 77 metres and a maximum depth of 249 metres
in the Gotland Deep.
Coastal upwelling is a fairly common phenomenon in both basins (Lehmann
et al. 2012). Harmful algal blooms (HAB) are more severe in the Baltic
Proper (Rönnberg and Bonsdorff 2004) and the marine trafﬁc is heavy
(HELCOM 2018a). The Bothnian Sea, on the other hand, is less saline
with shallower mean depth, and parts of it freezes over the course of an
average winter (Leppäranta and Myrberg 2009).
In general, the deep-water oxygen conditions in the Bothnian Sea are fair
or better and the hydrographical conditions support this state. However,
with profound changes in the hydrographic regime or an increase in anthro-
pogenic loads, hypoxic conditions may occur (Raateoja 2013). In the Baltic
Sea in general, the ecological food web is affected by environmental factors
and human inﬂuence (Österblom et al. 2007). The long-term changes in
the Bothnian Sea food web were studied closely by Kuosa et al. (2017).
They found out that the recent changes in deep-water intrusion from the
Baltic Proper affect salinity and the stratiﬁcation. This in turn has an
effect on the structure of the phyto- and zooplankton communities.
In the Baltic Proper algal blooms have been a fairly common phenomenon
due to the anoxic conditions in the bottom of the sea, where phosphate is re-
leased ﬁrst into the deep water and from there to the surface water. A high
phosphate concentration is a prerequisite for the nitrogen-ﬁxing cyanobac-
teria that cause the summer blooms, but the local weather conditions also
play a crucial role (Bianchi et al. 2000, Raateoja et al. 2011).
In contrast to the Baltic Proper, HABs have been fairly rare in the Gulf of
Bothnia, partly because the oxygen situation in the bottom is fair. Appar-
ently, in recent years the nutrient situation has been changing in favour
of harmful algae (Jaanus et al. 2011). The hypothesis is that phosphorus
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Figure 1.2 Spatial and temporal scales in the sea. Figure after Stommel (1963)
and Dickey (2003).
rich water is entering the Bothnian Bay from the Baltic Proper, making
nutrients available for algae. (Rolff and Elfwing 2015).
The changes in the climate will affect the Baltic Sea as well. The warming
trend can be already seen and it will continue in the future (BACC II and
Author Team 2015). The effects of the climate change can be modelled
and projected and on-going observations are essential to be able to make
well-informed decisions (Andersson et al. 2015).
In the following section the studied phenomena are described more closely.
Spatial and temporal scales in the sea
In this study the focus was on physical and biochemical phenomena, which
are closely related and have an effect on the marine environment and
regional climate. Measurements focused on temperature, salinity, oxygen
concentration and currents. The forecasting methods focused on upwellings
and HABs. With the current methods we are not fully able to understand
and measure the crucial phenomena that take place on the mesoscale and
submesoscale.
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The mesoscale embeds the range of marine features that span from tens to
hundreds of kilometres and has time scales ranging from days to weeks
(See Figure 1.2). In the Baltic Sea the range of the mesoscale is typically
from 5 km to 20 km and it depends on wind forcing as well as buoyancy
forcing. Many of the currents, fronts and eddies take place on this spatial
and temporal scale. In particular, many chemical and biological processes
take place on the mesoscale (McGillicuddy 2016) and submesoscale (Lévy
et al. 2012). In the climatological scale, homogenous area for the Baltic Sea
water masses was deﬁned by Haapala and Alenius (1994) to be 30’ × 1◦ or
55 km × 55 km (latitude × longitude).
The mesoscale can be numerically deﬁned by the internal Rossby radius.
The Rossby radius is basically the horizontal scale at which the earth’s
rotation effects become as important as buoyancy effects (Gill 1982, Ch.
7.7.5 The Rossby Radius of Deformation). It varies with latitude, basin
depth and regional and seasonal variations in stratiﬁcation. The Baltic
Sea is located in latitudes where the wind forcing is strong. The changes
in the stratiﬁcation and the wind conditions cause the mesoscale to have a
large variance within the Baltic Sea. The smallest Rossby radius values
are found in the Belt Sea and the Gulf of Finland in autumn (1.3–2 km)
(Fennel et al. 1991, Alenius et al. 2003) and the largest values are found in
the Gotland Deep (11.9 km) (Alenius et al. 2003). The Bothnian Sea was
not considered in the aforementioned studies. An estimate of the internal
Rossby radius scale in the Bothnian Sea was presented by Westerlund
and Tuomi (2016); they provided an expert estimation of the radius to
be 2–5 km. In this work the focus is in mesoscale and it is deﬁned as
presented above. There are other deﬁnitions for mesoscale and atmospheric
scientists regognise also sub-categories. Sub-mesoscale and large scale are
mentioned in the meaning of smaller and larger scales than the mesoscale,
respectively.
As seen in Figure 1.2, it is possible to measure and forecast the aforemen-
tioned scales to some extent, but further studies are still needed. The
spatial resolution with the monthly forecasts in this study is 6 NM and
the forecasted area is the Baltic Sea (see Section 2.2.1). The temporal
resolution for the monthly forecasts is in an order of days. This resolution
covers most of the mesoscale phenomena. More advanced hydrodynamic
modelling systems can theoretically reach as high spatial resolution as
that of an order of metres and range up to a global scale. In general, global
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models have lower resolution than the local models due to the limited
computational and storage capasity of modern computers. In practice, the
model run is a compromise between time span, size of modelled area and
spatio-temporal resolution.
In this work the Baltic Sea Argo ﬂoats were used. The measurements can
reach a spatial resolution ranging from hundreds of metres to kilometres
and the range of the mission can extend up to hundreds of kilometres. The
temporal resolution of Argo ﬂoats is at best in the order of hours and the
range of the mission can be on a yearly scale (see Section 2.1). Argo ﬂoats
ﬁll spatial and temporal gaps in observational network (Table 1.1).
The interconnection between physics and biology is tight knit: the currents,
temperature and salinity have a crucial effect on life in the sea, provid-
ing and changing the availability of energy and nutrients for the living
organisms (Stigebrandt 2001). The nutrient and carbon cycles depend
heavily on temperature. The oxygen conditions can change drastically
in time scales ranging from hours to weeks (Viktorsson et al. 2012) and
nutrient concentrations have large spatial and temporal differences be-
tween sub-basins and between stations within the sub-basins (Sandén and
Danielsson 1995). The optimisation of the monitoring station locations
for temperature, salinity and nutrient concentrations was analysed in the
Baltic Proper by Toompuu and Wulff (1996).
The temperature and salinity structure
Leppäranta and Myrberg (2009) deﬁned that hydrography characterises
the physical and chemical properties of the water column and circulation
using empirical methods. Commonly this includes temperature, salinity,
pressure and density, alongside some chemical properties such as oxy-
gen concentration, nutrients and turbidity. The temperature and salinity,
among other variables, have a great effect on the life of the sea and under-
standing the air–sea interaction.
The water column structure in the Bothnian Sea is two layered in vertical
direction with a weak halocline at the depth of 50–60 metres. The saline
water in the bottom originates from the surface water of the Baltic Proper,
entering the Bothnian Sea through the Archipelago Sea and Åland Sea
(Marmefelt and Omstedt 1993). The maximum salinity in the bottom is
6–7 . In the summertime the thermocline forms at the depth of 15 metres
6
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on average. The mean horizontal circulation in the north–south direction
takes place in the surface layer in cyclonic motion. The wind forcing has a
strong effect on the currents, especially at the surface, which causes the
strong variation in the current ﬁeld (Håkansson et al. 1996).
The water column in the Baltic Proper is strongly stratiﬁed and the max-
imum salinity at the depth of 200 meters can be up to 13. The bottom
water is only ventilated by incoming water pulses from the North Sea. The
biggest pulses are called major Baltic Inﬂows (MBIs), which have been
registered since 1887 (Mohrholz 2018); the latest incoming large MBI was
detected in 2014 (Mohrholz et al. 2015).
Currents
Surface currents have been an important factor in the seafaring in the
Baltic Sea. The ﬁrst continuous current measurements in the northern
Baltic Sea were made from lightships at the end of the19th century (Mälkki
2001). Witting (1912) was the ﬁrst to study the surface currents in the
Bothnian Sea. Palmén (1930) formulated the ﬁrst concept of the cyclonic
surface current ﬁeld in the Finnish sea areas based on the lightship obser-
vations. Later, Hela (1958) studied the currents in the upper layers and
hydrography in the Bothnian Sea. The year 1991 was the Bothnian Sea
Year and an extensive measurement campaign on currents was launched,
both on surface currents (Uotila et al. 1995) and on currents in water
column (Alenius 1993). Only in recent years, after the era of lightships,
have the long-term measurements with acoustic Doppler current proﬁlers
(ADCPs) and moorings been started. In the deep sea areas, the availability
of the data is still heavily dependent on the occurrence of measurement
campaigns.
The currents are induced in the Baltic Sea with different mechanisms. The
most important are surface wind stress, sea surface tilt (due to the wind
or air pressure gradient), thermohaline horizontal density gradient and
potential tidal forces. The currents are further affected by friction, local
topography and Coriolis force. More information on currents can be found,
for example, in Leppäranta and Myrberg (2009).
Currents are an important factor for transporting momentum, energy and
matter and affecting turbulence in marine environment. The bottom cur-
rents cause friction and affect suspension and resuspension of sediments.
Locally, for example, the river run-off can change the sea level and thus
8
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have an effect on the currents. Also, the weather phenomena, such as
strong winds and low pressure cells, can tilt the sea surface and cause
seiches. In the Bothnian Sea basin the seiche period is in the order of
hours, estimated by using the Merian formula (Lisitzin 1974).
Upwelling
The upwelling phenomenon is a fairly common event in the Baltic Sea
(Myrberg and Andrejev 2003, Lehmann et al. 2012, Lehmann and Myrberg
2008). Strong enough winds frequently cause an upwelling somewhere in
the Baltic Sea. The wind event must last at least 60 hours, and the wind
direction and water column stratiﬁcation play important roles: when the
stratiﬁcation is strong (in summer time) the wind impulse needed to cause
upwelling is much smaller than when the water column is homogenous
(Haapala 1994). The atmospheric conditions leading to an up- or down-
welling in the Baltic Sea were studied on a large scale by Lehmann et al.
(2001), who analysed the effects of the North Atlantic Oscillation on up-
and downwelling events.
The Bothnian Sea has favourable conditions for the occurrences of up-
welling phenomena (Myrberg and Andrejev 2003). When the northerly
wind’s direction runs along the coast on the right-hand side of the basin,
the sea level rises and on the other side it falls due to Ekman transport.
Consequently, coastal jets on the both sides of the basin emerge and the
coastal water is then replaced slowly with water from the central basin
(Krauss and Brügge 1990).
In the Baltic Proper the surroundings of the Gotland Island have a pro-
nounced up- and downwelling system. The south-westerly winds cause
upwellings on the east coast of the island and downwellings on the western
coast. The width of the upwelling zone is 10–20 km and the length is
around 150 km (Myrberg and Andrejev 2003).
The upwelling characteristics in the Baltic Sea have been studied with
different methods. Ferryboxes crossing the Gulf of Finland have been
used to analyse the upwelling features (see, e.g. Kikas and Lips 2016).
Satellite sea surface temperature (SST) analysis of upwelling events was
made by Kahru et al. (1995) with the Advanced Very High Resolution
Radiometer (AVHRR) instrument and by Uiboupin et al. (2012) using
Moderate Resolution Imaging Spectroradiometer (MODIS) data and Chl-a
with MEdium Resolution Imaging Spectrometer (MERIS) data. Myrberg
9
Introduction
and Andrejev (2003) modelled and analysed statistically the upwellings
with the Oleg Andrejev-Alexander Sokolov (OAAS) model (Andrejev et al.
2004), and Kowalewski and Ostrowski (2005) studied up- and downwelling
events on the southern coast of the Baltic Sea with the Princeton Ocean
Model (POM).
The importance of the upwelling phenomenon is that it lifts cold and
nutrient-rich water to the near surface (euphotic) layer, where it can be
used by biological processes. This has an effect on physical and chemical
patterns (Lips et al. 2009) and eventually on the ecosystems and therefore,
for example, on algal blooms (Vahtera et al. 2005, Zhurbas et al. 2008, Lips
and Lips 2008).
In the Baltic Sea, the upwelling phenomenon may play a key role in re-
plenishing the nutrients necessary for the biological activity later in the
summer when the amount of nutrients is diminished in the euphotic zone.
In the areas where upwelling lifts phosphorus-rich water, the nitrogen–
phosphorus (N/P) ratio becomes small, favouring potentially harmful,
nitrogen-ﬁxing blue-green algae (Lehmann and Myrberg 2008, Vahtera
et al. 2010, Wasmund et al. 2012). The upwellings may also have an effect
on the reproductivity of ﬁsh by changing temperature and salinity condi-
tions (Nissling et al. 2006). The upwellings affect the lower boundary layer
of the atmosphere (Sproson and Sahlée 2014). The cold water can cause
fog formation in very local coastal areas (Leppäranta and Myrberg 2009).
The rapid fog formation is difﬁcult to forecasts without understanding the
dynamics of the sea. The upwelling phenomenon has an impact on the CO2
balance between air and sea (Krapivin and Varotsos 2016). The frequent
upwellings in the Baltic Sea are expected to have a major impact on the
Baltic Sea carbon budget (Norman et al. 2013). Globally, the upwelled,
CO2-enriched waters, can have an impact on shallow water ecosystems
(Melzner et al. 2013).
Harmful algal blooms
The history of algal bloom studies in the Baltic Sea begins at the end of
the 19th century (Finni et al. 2001). In early studies, the algal bloom
observations were from coastal areas, and systematic recordings from the
open ocean started after the World War II. Since the 1960s cyanobacterial
blooms have been frequent in the Gulf of Finland and Baltic Proper, which
indicates abundant nutrient availability. Groetsch et al. (2016) concluded
10
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that the spring blooms in the Baltic Sea have weakened but lengthened
from the year 2000 to 2014.
Eutrophication is one important factor that increases the number of algal
blooms. In the Baltic Sea the trend for eutrophication has been growing
in the 112-year period and a large part of the Baltic Sea is classiﬁed as
“affected by eutrophication” (Andersen et al. 2017). Eutrophication is the
main culprit for many environmental issues in the Baltic Sea, including
the blooming of harmful algae (Heisler et al. 2008). Basically, the more
nutrients that are available, the more algal blooms. In the Baltic Sea, the
intensity of spring blooms seems to have reduced from 2000 to 2014 due
to the reductions in nutrient loading (HELCOM 2018b). However, in the
Bothnian Sea the amount of harmful algal blooms has increased, which
is in connection with an increase in phosphate concentrations (Korpinen
et al. 2018).
The relation between the phosphorus concentration and cyanobacterial
blooms was recognised four decades ago (Niemi 1979). This known re-
lationship has been utilized in practical and operational uses. However,
the weather additionally controls how the algae situation develops in the
end. The effect of atmospheric forcing on the nutrient availability was
studied in the Baltic Sea by, for example, Lehtoranta et al. (2017) who
concluded that the nutrient inputs to the Gulf of Finland cannot explain
the inter-annual variation of the nutrient pools and that they are related
to the atmospheric conditions and stratiﬁcation of the water column.
The difﬁculty in forecasting the algal situation and blooms can be demon-
strated by a contemporary examplefrom the sea areas surrounding Fin-
land: in the beginning of June 2018, the assessment of the number of algae
blooms predicted a lower risk of blooms than earlier years (SYKE 2018a).
However, the exceptionally warm weather increased the algal growth so
that the algal blooms were the strongest of the 2010’s and at the largest
the blooms covered almost the whole of the Gulf of Finland, as well as the
southern parts of the Archipelago Sea and Åland Sea (SYKE 2018b).
1.1.2 Operational oceanography and marine management
The ﬁrst interesting marine phenomena for the seafaring were waves, tides
and currents as they were crucial elements for people living by the shore
and getting their livelihood from the sea.
11
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Figure 1.3 An outline of the operational oceanographic system (simpliﬁed and
modiﬁed from Bell et al. (2013)). The publications included in this
thesis and the main areas of studies are marked on the picture.
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During the Age of Discovery (1400–1700) the ocean explorations were
mainly cartographic and surface observations. The ﬁrst scientiﬁc voyages
were made in the late 1700s. At the same time, the ﬁrst hydrographic mea-
surements in the Baltic Sea were carried out (Fonselius and Valderrama
2003). World War II had a major effect on the development of the ﬁrst
wave forecasts and thus it gave the ﬁrst push to the development of the
operational oceanography (Schiller and Brassington 2011).
Operational oceanography is a multi-disciplinary branch of science that
aims to beneﬁt many aspects of society (Figure 1.3). However, there is no
single deﬁnition of operational oceanography. One description is given by
Flemming (2002) as follows:
Operational oceanography is the provision of scientiﬁcally based information
and forecasts about the state of the sea (including its chemical and biological
components) on a routine basis, and with sufﬁcient speed, such that users can
act on the information and make decisions before the relevant conditions have
changed signiﬁcantly, or become unpredictable. (Flemming 2002).
To be operational, the service needs to be real time, and routinely and
robustly delivered. The services can include ocean observations, along with
nowcasts and forecasts of different lengths. Usually the main difference
from the scientiﬁc state of the art is the demand of robustness, limitation of
computational capacity and real-timeliness. Robustness of the operational
models commonly means that model versions are older than the state-of-
the-art, but more tested and reliable in operational environment.
The need to understand and forecast the conditions in the ocean has a
long history, but one important breaking point in modern times was the
Rio Conference Earth Summit in 1992 and the publication of Agenda 21
(Sitarz 1993), which emphasises the meaning of the oceans and predicting
the ocean state (Pinardi and Woods 2002).
The operational marine systems helped to mitigate the effects of several
disasters globally in the 2010s: Deepwater horizon oil spill in the Gulf of
Mexico in 2010 (Liu et al. 2011), the Fukushima Dai-ichi nuclear power
plant accident in Japan in 2011 (Tsumune et al. 2012) and the grounding
of Costa Concordia on the shore of Italy in 2012 (Dominicis et al. 2014), to
name but a few.
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The state of the Baltic Sea is monitored and managed both internationally
and nationally. International politics have also greatly shaped the environ-
mental protection of the Baltic Sea and the establishment of the Helsinki
Commission (HELCOM) (Räsänen and Laakkonen 2007). During the 40
years of HELCOM, the loads from many pollution sources have decreased
but many problems still exist (Elmgren et al. 2015).
At the international level, the EU Marine Strategy Framework Directive
(MSFD; Directive 2008/56/EC; European Parliament and Council (2008))
has had a guiding effect on the national marine strategy. The ecological
indicators are constantly developed to describe the environmental status
and the goal is to eventually reach a Good Environmental Status (GES) in
2020 (see, e.g. Fleming-Lehtinen et al. 2015). The Finnish Marine Strategy
Plan is composed of three parts, namely: “The State of the Baltic Sea”
(Korpinen et al. 2018), “The Baltic Sea Monitoring Programme” (Korpinen
et al. 2015) and “The Marine Management Action Plan” (Laamanen 2016).
The national report of the state of the Baltic Sea is closely related to the
international HELCOM report (HELCOM 2018b).
The other legislation affecting operational oceanography in Finland is
the law “Laki Ilmatieteen laitoksesta” (212/2018), which deﬁnes that the
Finnish Meteorological Institute (FMI) should advance physical oceanog-
raphy. More precisely, it is obliged to warn citizens of hazardous situations
in the sea; FMI is responsible for maintaining and delivering marine fore-
casts and develops new observational and modelling methods for marine
services and for scientiﬁc purposes. The aims of these services could be,
for example, predicting events that may threaten life, safety or security,
or events that affect the marine health (Schiller and Brassington 2011).
These services could also be used as a tool in marine spatial planning
(MSP; Ehler and Douvere 2009).
The Finnish Marine Research Infrastructure (FINMARI) combines the
national marine research infrastructure together. This covers, for exam-
ple, research vessels and institutes, and also the Argo ﬂoats and other
offshore observational platforms. Finland is also a founding member of the
Euro-Argo European Research Infrastructure Consortium (ERIC), which
is responsible for the overall coordination of Euro-Argo (Finnish Research
Infrastructure Committee 2013).
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In Finland oceanographic research began with sea-level studies, ice studies
and studies of water masses and hydrography (Mälkki 2001). Today, there
are operational water-level measurements from 14 tide gauges along the
Finnish coast, and there are wave data available from wave buoys during
the ice-free season from the Gulf of Finland, the Baltic Proper and the
Gulf of Bothnia. The Alg@line project measures the surface data from
commercial ships in the Gulf of Finland and the Gulf of Bothnia. Several
Argo ﬂoats send hydrographical data from the Baltic Proper, the Bothnian
Sea and the Bothnian Bay.
In Finnish sea areas, the currently used operational models are hydrody-
namic 3D model, the wave forecast model, the ice model and the water-level
forecasts. Also, the Copernicus marine environment monitoring service
(CMEMS) is making operational products for the Baltic Sea. There are
other operational systems studies on the Northern Baltic Sea’s water level
and currents. For example, Lagemaa (2012) and Lips et al. (2016) studied
sub-mesoscale fetures with models and multiple sensors, and Nowicki et al.
(2019) studied upwellings in the southern Batic Sea.
Tonani et al. (2015) and She et al. (2016) analysed the future needs of
the operational systems. Important developments that are needed are a
higher model grid resolution, the development of a biogeochemical model
coupled with a physical system, a coupled ocean–ice–wave–atmosphere
forecasting system and improved data-assimilation systems. They also
pointed out that ensemble approach in the operational forecasts should be
studied further.
1.1.3 Argo ﬂoats
Argo ﬂoats are free-ﬂoating, autonomous ocean measurement devices,
which can carry a variety of sensors and operate in distant sea areas
for extended periods of time. There is a satellite connection to the ﬂoat;
some ﬂoats have a two-way Iridium satellite connection and they can send
measured data in real time to the data centre. Argo missions can also be
altered via satellite and ﬂoats can be recovered at the end of their mission
if they are somewhat near the coast.
15
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Thompson et al. (2017) concluded that in the future, the ocean observing
systems need to be heavily autonomous in order to be able to achieve
temporally and spatially dense measurement coverage of a high quality.
The mission planning should be developed so that it can autonomously
determine the sampling directives based on the observations from the
water column, models and remote sensing. The interplay between phys-
ical circulation and biogeochemical cycles is of great interest. With the
currently existing methods they are captured occasionally.
The Argo project
The Argo project (Roemmich et al. 2001) was the ﬁrst project to collect a
vast global data set from the upper layer of the ocean (<2000 m). Initially,
the Argo ﬂoats collected salinity and temperature data to assess the signals
of the climate change. Since then the Argo technology has matured and the
variety of the sensors has also increased (Riser et al. 2016). Currently there
are three models of Argos in use: PROVOR built by KANNAD (France),
Autonomous Proﬁling Explorer (APEX) built by Teledyne-Webb Research
Corporation (USA) and the SOLO ﬂoat built by the Scripps Institution of
Oceanography (USA) (Thomson and Emery 2014). In this study only the
APEX ﬂoats were used.
Nowadays all Argo ﬂoats are equipped with salinity, temperature and
pressure sensors (Gould et al. 2004) but the amount of additional sensors
for Argo ﬂoats has grown (Johnson et al. 2009), including sensors for
oxygen (Körtzinger et al. 2004), for pH (for analysing pCO2) (Williams et al.
2017), for ﬂuorescence and turbidity (Boss et al. 2008) and for chlorophyll-a
(Xing et al. 2011) to name but a few.
In the northern latitudes, and thus, also in the Baltic Sea, ice is an im-
portant environmental factor affecting Argo missions. The risk of collid-
ing while surfacing or being stuck in the middle of ice is real. However,
methods for measuring under ice have been developed and data has be-
come available from ice-covered areas (Klatt et al. 2007, Wong and Riser
2011).
Nowadays the Argo data is used in climate studies and it has revealed the
ongoing heating in the deep oceans (Roemmich et al. 2015, von Schuck-
mann et al. 2016) and marginal seas (Schroeder et al. 2017) along with
potential changes in chemistry and biology (Howes et al. 2015). Argo ﬂoats
have brought more information, especially about the world ocean’s heat
16
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storage, and thus helped to understand the energy balance and the climate
change, as well as variability of the temperature and salinity in the world’s
oceans (Ninove et al. 2016).
The Argo project has also had a great impact on ocean forecasting and
it has become a crucial part of developing links from seasonal to decadal
predictions (Le Traon 2013).
1.1.4 Hydrodynamic modelling and forecasting
The 3D models used in operational oceanography solve the Navier-Stokes
equations for a thin layer on a rotating planet. The equations may be
simpliﬁed in several ways and certain assumptions may be introduced
(incompressibility, hydrostatics). Models that solve these equations are
called ocean general circulation models (OGCMs) (Schiller and Brassington
2011). The Baltic Sea has been extensively modelled by different models in
the 2000s. To name some examples, Myrberg and Andrejev (2003) studied
main upwelling regions in the Baltic Sea with the OAAS model, Meier
(2001) studied mixing in the Baltic Sea and Meier et al. (2006) deep water
ventilation with the Rossby Centre Ocean model (RCO). Tuomi et al. (2012)
studied mixing in the Baltic Sea with COHERENS model (Luyten et al.
1999). Burchard et al. (2009) studied bottom currents in the western Baltic
Sea and Holtermann et al. (2014) studied deep water dynamics and mixing
in a stratiﬁed basin in the Baltic Sea with the General Estuarine Transport
Model (GETM) (Burchard et al. 2004). The Nucleus for European Modelling
of the Ocean (NEMO) model (Madec and the NEMO team 2008) has been
used in the Baltic Sea (Hordoir et al. 2013, 2018). Westerlund and Tuomi
(2016) used NEMO to analyse mixing in the northern Baltic Sea.
In the Baltic Sea there are some speciﬁc challenges in modelling. In gen-
eral, the weather forcing has large impact on the results from ocean models
(Treguier et al. 2017). In the Baltic Sea, the issue was discussed by, for
example, Tuomi (2014) and Westerlund (2018). The weather forcing has
to be selected carefully and with sufﬁcient resolution, but oftentimes a
forcing with sufﬁcient resolution is not available. The river input is also a
dominant feature in the hydrography and its modelling appears to be difﬁ-
cult (Placke et al. 2018). Also, to be able to describe mesoscale phenomena
correctly, there is need for a sufﬁciently high horizontal resolution.
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Ensemble forecasts
Forecasting is always coping with uncertainties. The errors are everywhere,
ranging from being in observations to being in model setup and code,
parameters and interpretation of the data. Moreover, the effect of small
errors tends to grow in time when the forecast length increases (Lorenz
1965). To be able to estimate the range of possibilities the estimation of
the errors in the system is needed (Leutbecher and Palmer 2008). Treguier
et al. (2017) concluded that “the next frontier” regarding the mesoscale
forecasts is the systematic use of ensemble approaches, as already used
in the weather forecasting and climate scenarios because of the chaotic
nature of the mesoscale phenomena.
The ensemble forecasting methods are developed from the Monte Carlo
techniques (Metropolis and Ulam 1949). One possibility is to produce
several forecasts instead of one deterministic forecast so that it is pos-
sible to see the range in which the true result lies. This requires more
computational power and different analysis methods.
Ensemble forecasts can be formed with different methods: by running
a model with different forcings (e.g. Molteni et al. 1996), by combining
multiple ensembles for multi-model multi-analysis ensembles (e.g. Mylne
et al. 2002) or by combining the ensemble from different deterministic fore-
casts (e.g. Ebert 2001). Operational multi-model ensembles for nowcasting
exist for the Baltic Sea (Golbeck et al. 2015). The multi-model ensembles
for management needs in the Baltic Sea in particular have been under
development during this decade (see, e.g. Meier et al. 2014).
The interpretation of the ensemble forecasts is not as straightforward
as with deterministic forecasts and specialised methods for interpreting
uncertainties have been developed.
The uses for ensemble forecasts are numerous, ranging from marine re-
sources management (Hobday et al. 2016) and operational forecasting
(Golbeck et al. 2015) to planning autonomous glider paths during mission
(Wang et al. 2013) and weather-scale ice forecasting (Mohammadi-Aragh
et al. 2018).
For decision-making, forecasts of different length are of great importance.
For example, Hobday et al. (2016) analysed the different lengths of fore-
casts that are important for decision-making concerning ﬁsheries. Middle-
range forecasts (7–10 days) are needed for reactive management, such as
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farm maintenance and feeding cycles. Seasonal-scale forecasting (weeks
to months) provides an early window for implementing strategies to min-
imize impacts, for example, for labor needs and harvest time. Monthly
forecasts are also used for navigation and route planning in ice (Choi
et al. 2015). Climate projections (covering decades to centuries) are used
as part of long-term planning tools, for example, for MSP and marine
infrastructure.
Climatological multi-model ensembles can be used in the Baltic Sea for
estimating the water level (Johansson et al. 2014) and ﬂood risks (Särkkä
et al. 2017, Pellikka et al. 2018) over the scale of decennials. Climatological
ensembles have been used also in the estimation of sea ice cover (Karpechko
et al. 2015)
1.2 The Research Gap
Operational oceanography is a fast-developing multi-discipline branch of
science that aims to offer tools for better marine management.
The need to understand marine system ecology is rooted in the Rio Cli-
mate Conference 1992 (see Section 1.1.2). Other tasks for operational
oceanography are to fulﬁll the management needs to ensure economical, se-
curity and safety issues in the marine environment. Siedlecki et al. (2016)
recognised the need for developing scientiﬁc methods to improve regional
predictability in time scales ranging up to the seasonal scale.
To understand the state of the sea the observations are needed. Until the
present, the amount of ocean observation has been very small and it has
not been possible to study and observe the state of the sea as often and
widely as necessary for mesoscale studies.
In general, it is possible to take measurements near the shore fairly often,
but for example, in the Bothnian Sea, the hydrographical monitoring is
conducted on average four times a year on COMBINE cruises (see Section
2.3.1). With this measurement frequency it is possible that the extremes in
the hydrography remain unseen. Knowing the extreme values and changes
in physical conditions is important. With understanding of the physics it
is possible to analyse, for example, the effects on changes in ecology or gas
exchange between the sea and air. The methods for capturing those values
should be studied further.
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The need for understanding processes in the ocean and reacting against
unwanted changes in advance is important in marine management. The
marine management decisions need different information and forecast
scales depending of the nature of the task at hand. For example, Opera-
tional ensemble HAB forecasts on monthly scale have not been available
before for the northern Baltic Sea. In this study, the monthly scale ensem-
ble forecasts are developed to better understand the upwelling phenomena
and analyse the feasibility of forecasts of different lengths. The HAB fore-
casts on a monthly scale are developed to add information on the timing
and location of potential algae blooming.
1.3 Objectives
Operational oceanography has the broad aim of bringing the best inter-
disciplinary knowledge achievable to people who need tools for well-informed
decision-making.
In this thesis, two important areas of operational oceanography are studied
and their methods are improved: measurement systems and forecasts
produced with 3D models. New observational methods are developed
further, as are the methods for analysing the data (Figure 1.3). The
monthly ensemble forecasting methods are also developed and the results
and performance are analysed.
The appended publications are organised so that the ﬁrst three publications
are more in the ﬁeld of descriptive oceanography and the development of
observational methods and data analysis. The latter two are from the ﬁeld
of computational oceanography and forecasting.
The solid basis of marine science is formed of the observations, so this work
begins with measurements and their analyses (Publications I–III). The
forecasting methods are analysed in Publications IV and V.
The publications with Argo observations bring us new knowledge about
the present state of the sea on a spatio-temporal scale that have been
missing so far in certain areas. In Publication I, the usability and piloting
of the ﬂoats in the shallow seas is discussed. In Publication II the compari-
son with traditional methods is shown and methods for extracting more
data from measurements are studied. In Publication III the methods for
extracting and analysing the data from GPS information are developed
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further.
Ensemble predictions brings us more understanding of the future state
of the sea; the future needs for these kind of forecasts were described
by Hobday et al. (2016) and Tonani et al. (2015). In Publication IV the
ability to forecast upwelling phenomena over an extended period of time is
discussed.
With Publication V, the subject of how to make the forecasts and their
uncertainties understandable for a layperson or decision maker is touched
upon. The approach discussed in this publication was also covered in the
work of Flynn and McGillicuddy (2018).
This thesis addresses the key questions concerning the research problem of
improving the operational system for describing and predicting ecologically
and environmentally substantial phenomena:
• How can observational data can be collected and analysed with new
methods in order to improve temporal and spatial coverage? (Publications
I–III)
• What kind of phenomena can be forecasted well in advance, even within
a time scale of weeks? (Publications IV and V)
More speciﬁcally, we can divide these questions into smaller subareas with
the following objectives:
1. utilise the new autonomous measuring devices and analysis methods in
the Baltic Sea – on temporal and spatial scales – ﬁlling the gap in the
existing observational network.
2. develop new methods to extract additional current information from
Argo measurements
3. explore the limits of the predictability of the upwelling phenomenon in
the Bothnian Sea
4. evaluate the feasibility of ocean ensemble forecasts predicting HABs
and upwellings in the Baltic Sea
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2. Materials and Methods
2.1 Argo ﬂoats in the Baltic Sea
In Publications I, II and III, the piloting of the ﬂoats, hydrography and
currents was analysed for the ﬁrst time from the Argo ﬂoat data from the
Bothnian Sea and the Eastern Gotland Basin. In oceans the ﬂoats measure
proﬁles from 1000–2000 metres depth and their diving cycle is 10 days. For
the Baltic Sea the diving depth is around 100–200 metres and the diving
cycle is 1–7 days. A schematic description of the ﬂoats’ measuring cycle is
presented in Figure 2.1.
The special characteristics of the Baltic Sea make the ﬂoat measurements
different to their operation in the oceans. The sea is shallow and the
diving settings and the balancing of the ﬂoat must be adjusted to selected
sub-basins because of the brackish water and differences in the salinity.
This affects water density and therefore ﬂoats’ buoyancy. Many areas
of the sea are heavily trafﬁcked and therefore the risk of collision while
surfacing exists. The northern parts are ice covered during the cold season
so ice avoidance is essential for the measurement campaigns lasting over
winter.
The Argo ﬂoats in the Baltic Sea have temperature, salinity and pressure
sensors. Some of them also measure ﬂuorescence and oxygen concentra-
tions. The routes of the missions are shown in Figure 2.2 and the technical
details of the ﬂoats are described in Table 2.1.
Argo data is ﬁrst processed and real-time quality controlled by national
Data Assembly Centers (DACs) before being sent to the Global Data As-
sembly Center (GDAC). In general, Argo data is quality controlled in two
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Figure 2.1 Schematic illustration of APEX cycle in the Baltic Sea (from Pub-
lication III) The proﬁle starts from the parking depth. Db marks
the beginning of the descent to the parking depth and De marks the
beginning of the drifting phase. Ab and Ae mark the beginning and
the end of proﬁle sampling respectively, and ΔtD and ΔtA are the
descension and ascension times, respectively.
stages: in real time (within 24 hours from recording) and in delayed mode
(within 1–2 years) (Barker et al. 2011). For the Baltic Sea measurements,
only the real-time quality control is performed. However, the delayed mode
quality control is under development.
2.1.1 Measured variables and units
For the temperature (T) and salinity (S) measurements in Publications I
and II, density and absolute salinity for the Argo and CTD (Conductivity,
Temperature, Depth) proﬁles were calculated using the Python implemen-
tation of the Thermodynamic Equation Of Seawater – 2010 (TEOS-10)
(IOC et al. 2010). Although the salinity data presented in Publications I
and II are in absolute salinity, the values from literature are presented as
they were in the original work, which was usually in practical salinity. The
difference between absolute salinity and practical salinity is approximately
0.1 in the Baltic Sea, with absolute salinity being higher, and this is taken
into account in the comparisons. Temperature shown is the in-situ tem-
perature, except for T-S diagrams, for which potential temperature was
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Figure 2.2 APEX measurements in the Baltic Sea (Publications I, II and III). The
location of the deployment is marked with a circle and the mission
end point with a cross. The details of the missions are presented in
Table 2.1. Figure: Simo Siiriä.
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applied. The Argo ﬂoats measure the pressure and not directly the depth.
In this study the relation between the pressure and depth is considered to
be 1 dbar ~1 m.
The location, and thus the movement, of the ﬂoat is determined by GPS.
The GPS error in location is less than 15 metres (95%). The location is
deﬁned once in every measuring cycle, after surfacing. The travelled speed
is then calculated from the changed location and the length of the cycle
(Publication III).
The currents below 90 dbars are considered to represent the deep currents
as this is below the halocline and, according to the results in Publication
II, the seasonal variation can reach the depth of almost 100 dbars.
Description of the measurements
In general, the Argo ﬂoats sampled the water column from diving depth to
near the surface every 2 dbars until the CTD shut down 4 dbars before the
surface due to technical reasons. The exceptions are the proﬁles that were
less than 50 dbars deep, for which, due to a software bug, the sampling
interval was 5 dbars. The deepest measured pressure used in this study
was 130 dbars.
The average distance from the bottom was estimated from the topography:
for the ﬁrst two missions, A and B (Table 3.1), it was 30 metres and for
the rest it was 10 metres. All ﬂoats in the Bothnian Sea were deployed
within an area of 615 km2, with a distance of 28 km between each other at
most.
The median time between the cycles in the time period of 2012–2016
was 24 hours within the range of two hours to seven days. The longest
measurement cycles occurred when the ice avoidance was tested. The
shortest possible measurement cycle in the depth range of 100–150 metres
is probably from two to three hours.
2.1.2 The persistency of the currents
The persistency is a value which indicates the permanence of the currents.
In Publication III the deep currents are studied and their persistency is
estimated.
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The studied area in the Bothnian Deep (Figure 3.1) was divided to a 3′ × 6′
(latitude × longitude) grid and current observations were averaged for
each grid box.
The persistency (R) of the current was calculated by dividing the mean vec-
tor speed by the average scalar speed as presented by Palmén (1930):
R =
√
u¯2 + v¯2
1
N
∑√
u2n + v
2
n
, (2.1)
where u¯ and v¯ are the average eastward and northward components of ve-
locity, respectively, un and vn are the respective components of the velocity
in a single cycle, and N is the number of cycles.
2.1.3 The monthly mean values of temperature and salinity
In Publication II the monthly mean values of the temperature and salinity
were analysed. The amount of Argo and CTD proﬁles greatly vary between
seasons and the same month of different years. The monthly mean values
were calculated by ﬁrst averaging over each month with data and then tak-
ing the mean over the years for each month. The amount of measurements
is very low below the pressure of 100 dbars, therefore monthly means
were considered valid up to a 100 dbars. Winter means were calculated
for 2014–2017 due to the lack of winter proﬁles before 2014 while other
seasons also included the years 2012 and 2013.
Halocline and thermocline depths were calculated as the depth of maxi-
mum gradient of salinity and temperature. The seasonal halocline was
excluded from the analysis by only using measurements under the thermo-
cline when it existed.
2.2 The forecasting system
2.2.1 The BALECO model
In this study, the FMI’s operational three-dimensional, coupled hydrody-
namic and biogeochemical model, BALECO, was used (operational until
2011) . In Publication IV the focus is on SST and in Publication V on HABs.
The model consists of two components: the general circulation model, MIT-
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gcm (Marshall et al. 1997a,b) and an ecological module (Publication V,
Appendix A). The computational model was discretised on a spherical polar
grid. The grid size was 0.2◦ × 0.1◦ (latitude × longitude), which is approxi-
mately 6 × 6 nautical miles (11.1 × 11.1 km). The model domain was 120
× 108 × 21 grid cells (latitude × longitude × vertical). The model domain’s
most south-western corner was located at 53.85◦ N, 8.7◦ E. The biological
activity is greatest in the euphotic zone so the vertical resolution of the top
most layer was 3 m, reduced to 2 m in the cells near the coast (Kiiltomäki
2008). The bottom topography was taken from the work of Seifert and
Kayser (1995). The spatial discretisation was made with minimum ﬁlter
at 6 NM intervals. The biogeochemical model appeared to have a tendency
to have a slight warm bias of around 0.5◦C (Kiiltomäki 2008).
The ecological model used in Publication V is based on ecosystem dynamics
formalised by Aksnes et al. (1995) and Tyrrell (1999). The model has
three phytoplankton groups: diatoms, ﬂagellates and cyanobacteria. These
groups have constant mortality rates and they use phosphate, silicate and
dissolved inorganic nitrogen (DIN). Diatoms are potentially limited by
the availability of silicate. Cyanobacteria can ﬁx molecular nitrogen and
therefore they are not limited by the availability of DIN. The ﬂagellates
group represents autotrophic ﬂagellates. Altogether, the ecosystem model
describes the essence of new production in the presence of three functional
groups. Their growth rates depend on nutrient concentrations, irradiation
and temperature (Stipa et al. 2003).
The ensemble forecast initial state was taken from the FMI’s deterministic
Baltic Sea forecast for the forecast’s start date of the run. The initial condi-
tions for the deterministic forecast, both physical and chemical conditions,
were obtained from the winter monitoring data of the HELCOM COMBINE
programme for the winter 2007–2008. The observations were interpolated
in three dimensions with a robust nearest-neighbour interpolation and
then supplemented by climatological values for the North Sea from the
World Ocean Atlas (Boyer et al. 2006).
2.2.2 Generation of the ensemble forecasts
In Publications IV and V the ensemble forecasts were created from an
unperturbed initial ocean state by running the model several times with
perturbed sets of weather forcings. The unperturbed ocean state was taken
from the routinely produced deterministic short-term Baltic Sea model
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forecast. The weather ensembles were from the monthly forecasting sys-
tem of ECMWF (European Centre for Medium-Range Weather Forecasts),
which is based on the Integrated Forecasting System atmospheric model
(from cycle CY32R3V in 2008 to CY35R3 in 2009). They were created with
the singular vector method (Molteni et al. 1996). The weather parameters
used as external forcing for the BALECO model were six-hourly winds
at 10 m, temperature and dew point temperature at 2 m and 12-hourly
surface solar radiation and surface thermal radiation. The wind stress was
calculated by the model of ECMWF for 10 m wind forcings.
In some cases with stormy winds, the wind stress grew large in certain
areas of the model domain, destabilising the system. As model stability
and forecast availability are paramount for an operational forecasting
system, this is compensated for by restricting the stress value growth
over a threshold value. These weather ensembles consist of 50 perturbed
ensemble members and an additional deterministic unperturbed control
run. Forecasts were made at one-week intervals.
Upwelling forecasts
Haapala (1994) used the wind impulse per unit area to quantify the effect
of wind. He found that the wind impulse needed to cause an upwelling
during thermal stratiﬁcation was 4000–5000 kg m−1 s−1 and in a thermally
homogenous situation it was 10500–14000 kg m−1 s−1. Impulses calculated
from the input ﬁelds used in this work are in agreement with these ﬁndings.
The upwelling forecast was showcased in the Publication IV, where an
upwelling phenomena was detected from satellite images and from in-situ
measurements, when possible.
During an upwelling event, the typical change in surface temperature is
from 1 to 5◦C/day (Lehmann and Myrberg 2008). Accordingly, 1◦C/day was
used as a threshold lower limit for an upwelling event. In forecasting the
upwelling events, the interest is mainly on the timing in order to be able
to, for example, estimate the possibility of fogginess in a coastal area. The
monthly scale prediction could then be reﬁned by shorter-term forecasts.
In Publication IV the forecast was evaluated as being successful if the
cooling period started during the upwelling period in the tide gauge and
satellite observations.
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HAB forecasts
The model calculates the amount of cyanobacteria as a molar amount
of nitrogen (N). Therefore, to be able to calculate the chlorophyll-a con-
centration in mg m−3, the results were compared with observations and
a threshold value for the forecasts was set. At the moment there is no
concentration limit or standard for visible HABs. In Publication V the
limit was set to be 2 mg m−3 based on the relevant literature (Kutser 2006,
Mazur-Marzec 2006) and uncertainties in nitrogen-chlorophyll conversion.
To calculate the amount of cyanobacteria in chlorophyll-a, the special C:N
and C:Chla ratios were used.
2.2.3 System veriﬁcation methods
The representability of the SST ensemble distributions, as well as the
quality of the ensemble forecasts were veriﬁed by the three methods:
the rank histogram, the continuous rank probability score (CRPS) and
residual–quartile–quartile (R–Q–Q) method. The quality of the upwelling
forecasts are then veriﬁed by probability of detection (POD) value and false
alarm rate (FAR) value.
Rank histogram
In Publication IV, a rank histogram was used to compare the ensemble
SST distribution with observation distribution. The observation data was
from Northern Baltic Proper wave buoy (Section 2.3.1). A rank histogram
(Anderson 1996, Hamill and Colucci 1997, Talagrand 1999) is probably the
tool most used for analysing ensemble forecasts (Jolliffe and Stephenson
2003). The histogram is useful in determining the reliability of an ensemble
forecast and as a diagnostic tool for analysing the mean and spread. The
method has been proven applicable for forecast veriﬁcation. However, it
should be used carefully with other veriﬁcation methods to ensure the
forecast quality. In general, a ﬂat histogram means that the spread of the
ensemble covers the spread of the observations and the distributions are
indistinguishable and thus have an ideal rank uniformity (Wilks 2011).
The differences from the ideal rank uniformity can be used to analyse
the inefﬁciencies of the ensembles. However, there are caveats which are
presented in depth by Hamill (2001).
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CRPS
In Publication IV, CRPS method was used to evaluate the SST ensemble
forecasting system. The observation data for comparison was from a North-
ern Baltic Proper wave buoy (see Section 2.3.1). CRPS can be interpreted
as an integral over all possible Brier scores (Jolliffe and Stephenson 2003).
For deterministic forecast CRPS is equal to the mean absolute error (MAE)
and thus allows clear interpretation (Hersbach 2000, Wilks 2011).
CRPS is deﬁned as follows, where x is the parameter of interest (e.g. SST)
and xa is the value that actually occurred:
CRPS =
∫ ∞
−∞
(F (x)− Fa(x))2dx, (2.2)
where
Fa(x) =
⎧⎪⎨
⎪⎩
0, if x < observed value
1, if x ≥ observed value,
(2.3)
and F (x) is the forecasted probability that xa will be smaller than x.
The R–Q–Q method
The R-Q-Q method is a graphical tool for analysing if two datasets have a
common distribution. This method was used in Publication IV to compare
SST ensemble distribution with wave buoy observations (see Subsection
2.3.1). The R–Q–Q method is similar to Quartile–Quartile plot, but instead
of plotting the forecast quartiles versus observation quartiles, it plots the
difference or “residual” of the two quartiles on the y-axis. The R-Q-Q plot
graphically compares data with the reference distribution and is sensitive
to differences in mean and variance between the forecast and observations
(Marzban et al. 2011, Wilks 2011).
POD and FAR
In Publication IV the performance of the upwelling forecasts is estimated
with numerical values called POD and FAR (Donaldson et al. 1975) using
contingency table (Table 2.2).
The probability of the event depends on the selected threshold value for
the studied phenomenon. The observation is “true” when the threshold
limit is exceeded, and the same is valid for the forecast.
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Table 2.2 Contingency table for deﬁning POD and FAR
Observation
True False
Fo
re
ca
st True a b
False c d
The POD and FAR values can then be deﬁned as follows:
POD =
a
a+ c
, (2.4)
and
FAR =
b
a+ b
, (2.5)
respectively.
In Publication IV the upwelling forecasts are evaluated with this method
by setting the threshold value of SST change to be at minimum 1◦C/day.
The observations used for the evaluation are from satellite tide gauges (see
Section 2.3.1).
2.2.4 Illustration of the probabilities
Ensemble forecasts contain a large amount of information. Compared
to deterministic forecasts, the interpretation and communication of the
uncertainties are more challenging. In Publications IV and V these issues
were approached with different types of ﬁgures, which show, for exam-
ple, the spread of the ensemble members and the probability of different
events.
In Publication IV the results were illustrated with plumes (Figure 7)
and with quartile plots for a single point (Figure 5). In addition to En-
semble Prediction System (EPS) plumes of temperature, the upwelling
phenomenon was studied with violin plots of the time derivatives of the
variable. Violin plots combine a box plot and kernel density (Hintze and
Nelson 1998). White dots inside the plots indicate the median value. In
general, violin plots give more information than box plots, especially when
working with skewed distributions. Since forward differentiation was used
to calculate the temperature derivative the violin plots are one day shorter
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than the EPS plumes. This method allows examination of the tempera-
ture change distribution more closely and identiﬁcation of the possible
upwelling events.
In Publication V the HAB probability maps were presented and compared
with Alg@line data and a map based on visual observations (see Section
2.3.1).
2.3 Validation data
2.3.1 Observations
CTD data
CTD data was used in this study (in Publications I and II) to compare
the Argo results in the Bothnian Sea with existing and established hydro-
graphical results. The CTD data is typically measured from the research
vessel during monitoring cruises (COMBINE). Finland is responsible for
monitoring the hydrography of the Bothnian Sea together with Sweden.
The implementation of the CTD measurements is described more closely
by HELCOM (2017).
CTD data was measured on the Finnish research vessel R/V Aranda in
the Bothnian Sea during 1998–2017. A Seabird CTD has been on board
Aranda since 1997, and thus this 20-year measuring period is considered
to be consistent in terms of measurement set up and errors. The average
number of CTD proﬁles per month was three for 1998–2017 and two
for 2012–2017, although it greatly varied, depending on monitoring and
research campaign timing, with about four months in a year having no
measurements.
Tide gauges
Tide gauges measure the water level as well as water temperature around
the Finnish coast. The data used in Publication IV was 10-minute data
which was averaged over 24 hours. The tide gauge data was used to
analyse the water movements in the Bothnian Sea basin (see Publication
III) and the sudden decrease of temperature during the upwelling events
(see Publication IV). Further details of the tide gauge data and methods
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were given by Johansson et al. (2001).
SST from a wave buoy
For general analysis of the performance of the ensemble forecast system
(see Publication IV), the wave buoy measurements of SST from the North-
ern Baltic Proper (59◦ 15’ N 21◦ 00’ E) were used. Further information on
the data from the buoy can be found in the work of Kahma et al. (2003).
The buoy measurements were taken every half an hour and averaged over
24 hours.
Satellite data
Satellite SST observations were used to identify the upwelling events in
Publication IV. This dataset was based on data from the National Oceanic
and Atmospheric Administration (NOAA) AVHRR satellite. Each image
was processed using a split window method and cloud detection algorithm
at SYKE (Finnish Environment Institute) (SYKE 2015).
Alg@line data
The biomass data from the Alg@line project (Ruokanen et al. 2003) was
used to compare forecasted HABs with observations in Publication V.
The data was collected by ferries operated by shipping companies. The
ferries have a ﬂow-through system called Ferrybox, which is equipped with
GPS, thermosalinograph, chlorophyll, phycocyanin and coloured dissolved
organic matter (CDOM) ﬂuorometers, a turbidity meter and a refrigerated
sampling unit.
Wind observations
Wind observations from weather stations around the Bothnian Sea and
the Baltic Sea Proper were used in Publications I, II and III to analyse
the effects of the wind on the sea. The stations are administered by the
Danish Meteorological Institute (DMI), the Swedish Meteorological and
Hydrological Institute (SMHI) and FMI and the average wind is calculated
by the governing institute.
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2.3.2 3D hydrodynamic model data
For comparing estimated velocities from ﬂoats in the Bothnian Sea (see
Publication III) and analysing surface drift errors, the two nautical mile
(NM) set-up of the NEMO 3D ocean model (V3.6), covering the Baltic Sea
and North Sea area, was used. The model wasrun from June to December
2014 (Hordoir et al. 2013, 2015, 2018).
The vertical resolution of the NEMO set-up was 3 m on the surface, and
layer thickness increased with depth. There were altogether 56 layers in
this conﬁguration. The time step of the model was 15 minutes and the
results were saved as one day averages. The bathymetry of the set-up
was updated to the latest version of the NEMO Nordic bathymetry . The
more detailed description of the bathymetry in this model setup can be
found in Hordoir et al. (2018). River run-offs and precipitation ﬁelds were
climatological. The atmospheric forcing for the model was achieved from
the FMI numerical weather prediction system HIRLAM (HIRLAM-B 2015).
Forcing was read into NEMO with the CORE bulk formulae (Large and
Yeager 2004).
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3. Results
3.1 Hydrographical measurements
3.1.1 A general description of the hydrography
in the Bothnian Sea
In Publication II the Argo measurements were used for the years 2012–
2017 in the Bothnian Sea (Table 3.1 and Figure 3.1). During this period the
ice avoidance algorithm was tested but not used in real ice conditions.
The near surface (4 dbars) temperatures varied from 0.1 ◦C to 22.7 ◦C and
salinities from 4.18 gkg to 5.74
g
kg . The deep measurement depth studied
was 100 metres, since it is the deepest HELCOM standard depth and
it is always below the estimated halocline depth. The monthly mean
temperature in this depth varied from 3.6 to 4.5 ◦C and the monthly mean
salinity varied from 6.24 to 6.47 gkg (see Publication II, Figure 3).
The mean temperatures measured with Argo ﬂoats closely followed the
mean temperatures presented in earlier studies (Lentz 1971). There were
some differences, for instance, the summer mean temperature was a couple
of degrees warmer and bottom temperature variation was smaller.
On average, the salinity was also close to values found in the related litera-
ture both near the surface and below the halocline. However, the variation
appeared to be smaller than in the literature and the measured values in
general were at the lower end of the range found in the literature.
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3.1.2 Small-scale events
In Publications I and II an Argo ﬂoats’ ability to measure three small-scale
hydrographical events was showcased. The timescale in all three events
was in order of days and the spatial scale of an order of kilometers. The
ﬁrst two cases were rapid wind-mixing events on the surface layer that
took place in the Eastern Gotland Basin and the Bothnian Sea. The third
event was the detection of warm water lenses in the Bothnian Sea, which
were potentially caused by a wind-induced downwelling event.
Warm water lenses
Two lenses of relatively warm water were measured under the halocline at
a pressure between 60 and 100 dbars after 15 October 2017 (see Publication
II, Figure 8). The temperature in these lenses was 1.3 ◦C warmer than the
surrounding water mass. The event could be seen in the measurements for
ten days. During the event the ﬂoat drifted approximately nine kilometres.
This event was probably caused by hard NW–NE winds between 5–10
October, which had triggered a downwelling event on the western side of
the Bothnian Sea.
Two missions, Missions I and J (Table 3.1), were measuring during this
period, the latter having a high measurement frequency ranging from two
hours to 24 hours and the former having a low measurement frequency set
to seven days. The aforementioned lenses could be detected by Mission J
with the higher measurement frequency, but were either missed completely
or their durations and magnitudes were not fully captured by Mission I
with a measurement cycle of a week.
Wind-induced mixing in the surface layer
In the Eastern Gotland Basin the formation and the decay of the ther-
mocline were detected from the temperature and salinity measurements
made in Mission K (Table 3.1). Publication I presents an event that oc-
curred in the autumn of 2013 when the hurricane-class storm “Christian”
crossed the Baltic Sea Proper in October 28. The maximum 10-minute
average wind speed measured during the storm was 39.5 m/s in Denmark.
From 28 to 29 October the wind speed varied from 17.4 to 22.1 m/s at the
Östergarnsholm weather station, on the Gotland Island. This weather
station was the closest station to the Argo measurement area. Also, the
maximum signiﬁcant wave height measured by the Northern Baltic Proper
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wave buoy was 5.2 metres. The ﬂoat’s measurement cycle lasted ﬁve days
at that point. Figures 10 and 11 in Publication I show how the strong
thermocline eroded during the storm between the measurements on the 24
and 29 October.
Mission J (Table 3.1), at the end of October 2017 in the Bothnian Sea was
set to measure a proﬁle every two hours to capture a storm event (see
Publication II, Section 3.2). During the storm the thermocline deepened 10
dbars, changing from 30 dbars to 40 dbars, and the uppermost surface layer
Argo measurement cooled by 0.9 ◦C during the 24-hour period. The storm
event was seen from the weather forecasts well in advance and the proﬁling
mode was changed before the storm reached the studied area.
3.1.3 Estimation of currents
In Publication III the currents in the Bothnian Sea with Argo ﬂoats were
analysed. There were altogether six Argo ﬂoat missions during the years
2012–2016, which used three different ﬂoats (see Table 3.1). Five missions
were launched at the beginning of summer (between mid-May and mid-
June), and one mission was launched in September. The deployment of
the ﬂoats took place near the same location in the middle of the Bothnian
Sea deep (Figure 3.1). This was to avoid bottom contact and collisions
with other vessels. During the winter time, the ice avoidance was also
tested.
In Publication III the currents in the Bothnian Sea, measured with Argo
ﬂoats, were analysed and methods for surface drift estimation were pre-
sented with both drifting measurements and hydrodynamic model esti-
mates.
A general description of the currents in the Bothnian Sea
The mean distance the ﬂoat moved during a one measurement cycle was
two to three kilometres. The average current speed was 2 cm/s, which is
considered to be an average residual speed in the deep waters (Alenius
1993). High speeds over 10 cm/s were very rare, and only estimated to
occur in 3 % of the cases, in fairly shallow depths. The majority of the
ﬂoats’ trajectories followed the expected resultant current towards the
north (Publication III, Figure 7).
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The speed estimates were compared with the current velocities calculated
by the NEMO model (see Section 2.3.2). At each proﬁle point the corre-
sponding grid point from the model domain was chosen. The model run
took place from June to December 2014 (altogether for seven months). The
results from the ﬂoat and the model were not directly comparable because
the time scale of the events suitable for investigation by the NEMO model
was limited by the structure of the model conﬁguration and available in-
puts for the model. To be able to assess the magnitude of the velocities the
velocity distributions from the model and observations were compared (see
Publication III, Figure 4).
In the modelled period from June to December 2014 there were three
occasions when there were strong winds and the ﬂoat’s drift speed exceeded
7 cm/s during the measurement cycle (see Publication III, Section 3.1). On
the two ﬁrst occasions presented in Publication III, the current speeds
modelled by NEMO and estimated from Argo trajectories represented
the highest 5 % of the current speeds in that time period. Because of
this, both Argo and model current speed estimates were considered to be
exceptionally high during these events. On the last occasion the wind
direction was southward and there were no clear signals of higher current
speeds in the model results, even though the observations suggested strong
currents.
The possible sources of differences between the model results and observa-
tion could be, for example, related to weather forcing. It was possible that
the routes of the low pressure systems were not described exactly by the
weather models. It was also possible that the ﬂoat had drifted on the sur-
face longer than expected. The bathymetry was poorly known in the area
and that could cause differences between the model and observation.
Currents in the Bothnian Sea Deep
In Publication III the currents in the Bothnian Sea Deep were analysed (see
Figure 3.1). On average, the ﬂoats drifted in the deep in 106 dbar pressure,
which is 13 dbars more than the average of all Bothnian Sea measurements.
The maximum pressure was 126 dbars. The speed estimated from ﬂoat
movement was on average 2 cm/s, which is in accordance with the whole of
the Bothnian Sea results (Alenius 1993), and the temporary maximum was
13 cm/s (see Figure 3.2b). The main directions of the currents ran along the
north–south axis, with the major part of observations showing a northward
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Figure 3.1 Argo missions in Bothnian Sea deep area. There were altogether 257
measurement cycles analysed for this study. The bathymetry is shown
in greyscale and the studied area is marked with red box. The routes
of the missions are marked with other colours.
movement. The N-W to N sector covered 37 % of all the observed directions,
while the sector from S-S-W to S-S-E covered around 22 % of all directions
(Figure 3.2a).
The Bothnian Sea deep was gridded and the persistence for the different
grid boxes was analysed as described in Section 2.1.2. The persistence
varied from 17% to 96% in the grid boxes that had over eight measurements.
It was common that the measurements in the same grid box were more
or less consecutive, therefore synoptic-scale weather phenomena could
explain the high persistency value.
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3.2 Monthly ensemble forecasts
3.2.1 Forecasting upwellings
In this study the interest in upwelling forecasts was in regard to timing.
If the timing of the event is known, it is possible, for example, to forecast
fogginess in a coastal area. The monthly scale forecast can then be reﬁned
to shorter-term forecasts in order to have a closer look at the event. In
Publication IV SST forecasts were produced for the Baltic Sea. These
forecasts were then analysed and a threshold value for the upwelling event
was deﬁned (see Section 2.2.2). The forecasts were then veriﬁed by using
the methods described in Section 2.2.3. The forecast was evaluated to be
successfull if the cooling period in the forecast started during the upwelling
event in observations (see Section 2.3.1).
Altogether there were 13 measured upwelling events, which could be
detected on one or more of the eight tide gauges during the study periods
between 2008 and 2009. The forecasts were divided into three categories:
forecasts of up to seven days, forecasts ranging from seven to 14 days
and forecasts for over 14 days. The shortest forecast period predicted 11
upwelling events, the second six and the longest two.
The POD value (see Equation 2.4) was 84.6% for the shortest forecast,
46.2% for the two-week forecast and 15.4% for the more-than-two-week
forecast. The FAR value (see Equation 2.5) from all forecasted events
was 15.4% for the up-to-a-week forecast, 68.4% for the two-week forecast
and 84.6% for the longest forecast. For the shortest forecast period, the
ratio of detected upwelling events was high and there were very few false
alarms. As the forecast period extended POD decreased and FAR increased.
According to these results the longer-than-two-week upwelling forecasts
had only little skill.
3.2.2 Forecasting harmful algal blooms
In Publication V one case study was made to show whether it is possible
to produce quantitative HAB forecasts with the aforementioned ensemble
prediction system. Figure 3.3 shows an example of a monthly ensemble
forecast of the amount of cyanobacteria and SST on the east coast of the
Gotland Island. The algae situation was measured 10 days earlier by
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Alg@line, showing a blue-green algal biomass on enroute from Helsinki to
Travemünde (see Publication V, Figure 5). The amount of algae biomass
was signiﬁcantly lower on the east coast of Gotland, which implies that
there was a possible ongoing upwelling event. The lower cyanobacteria
biomass concentrations observed near the coast were captured by a large
number of ensemble forecast members (see Figure 3.3b). Also, the fore-
casted SST results implied an upwelling event in the area (see Figure
3.3a).
The two-week harmful algal probability forecast made on 10 July 2008 (see
Publication V, Figure 7) was also compared with blue-green algae visual
observations collected by Finnish Institute of Marine Research from 22–24
July 2008 (see Publication V, Figure 6). It could be seen that in many areas
in the Gulf of Finland, where a high probability of HABs were forecasted,
there were also several observations of HABs. On the other hand, in the
Baltic Proper the HABs were observed on the western side of the Gotland
island when the forecasted higher probability of the blooms was on the
eastern side. Also, there were HAB observations in the Archipelago Sea,
but the forecast gave low probabilities of HABs.
3.2.3 Veriﬁcation of the forecasting system
Veriﬁcation deals with the functionality of the forecasting system to assess,
for example, if the system produces forecasts that accurately represent
the distribution of real-world events. Usually, the information about the
error and its change as a function of the forecast length is wanted. These
questions were studied with two methods used widely in meteorological
applications (see Section 2.2.3).
A SST rank histogram that combined monthly ensemble forecasts from
2008 and 2009 showed that the temperature observations from the North-
ern Baltic Proper wave buoy tended to fall in the lower bins than was
statistically expected (see Publication IV, Figure 2). The histogram in-
dicated that the system was slightly biased. The rank histogram also
showed that the spread of the ensemble did not cover enough of the future
possibilities and many observations tended to fall outside of the forecast
plume.
CRPS showed that the error between the SST observation and the ensem-
ble grew as the span of the forecast grew (see Publication IV, Figure 3). On
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average, the error between the forecast and the observation tended to grow
by around 0.01◦C per forecast day. The initial error between the model and
the observation was 0.66◦C, which is in line with the other veriﬁcations
made for this model before. The variation in temperature between months
was quite large, as was also detected from the in-situ measurements (see
Publication IV, Figure 4). In general, it was possible to see the growth rate
for error during the monthly forecast from CRPS. Despite this, CRPS is a
single quantity from which is difﬁcult to see the detailed behaviour of the
forecasting system (Hersbach 2000).
The R–Q–Q plot for the SST data (see Publication IV, Figure 5) showed
quartile distribution to be somewhat S-shaped, which indicated similar
issues to those of the rank histogram: the spread of the ensemble was
probably too narrow, and minimum and maximum values were not well pro-
duced by the system. The positive slope suggested that the SST variations
within the ensembles were larger than within the observations.
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(a)
(b)
Figure 3.2 The current rose (a) and probability density histogram (b) showing
the directions and distributions of the current speed in the Gulf of
Bothnia Deep for Apex Missions A–F (Table 2.1). The ﬁgures are
drawn from the data in Publication III.
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(a) Sea surface temperature (◦C)
(b) Amount of cyanobacteria (mg m−3)
Figure 3.3 An example of the monthly forecast predicting SST (a) and the amount
of cyanobacteria (b). The forecast is made for the east coast of Gotland
island (18.10◦E 57.25◦N) beginning from 20 June 2008 and ending
7 July. In the SST forecast upwelling event can be seen on 24 June.
Figures (a) and (b) are from Publication V
.
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4. Discussion
4.1 The developments of the operational system
In this work methods were developed for extending the possibilities of the
operational systems of the northern Baltic Sea. These improvements are
focused on the new methods for observing the Baltic Sea with autonomous
Argo ﬂoats, as well as on the new monthly ensemble forecasting methods,
described in the previous sections. The observational and computational
methods provide a more complete understanding of the state of the sea
in the present moment and also in the short- and long-term future. The
connections between observations and models in the operational oceano-
graphic system are shown in Figure 1.3. The methods presented in this
work could contribute together to further improve operational oceano-
graphic system in the Baltic Sea.
The measurements and the prediction methods can be used side by side
so that the observations work as the basis of the hydrodynamic models
that provide information on marine conditions for the initialisation and
assimilation, as well as the validation and veriﬁcation of the system’s
functionality (see, e.g. Le Traon 2013). Vice versa, the modelled results can
be used for planning the observational network (Grayek et al. 2015).
Argo ﬂoats are widely used in the oceans. In this study the focus was
on three aspects of the measurements taken by autonomous ﬂoats in the
northern parts of the Baltic Sea: 1) piloting the ﬂoats in the Baltic Sea, 2)
measuring and monitoring with the Argo ﬂoats and 3) analysing and using
the GPS data further.
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Argo ﬂoats’ strength compared to the ship-borne observations is that they
are able to catch the seasonal variations of the temperature in the near-
surface layer, as well as the thermocline strength, due to the fact that
they frequently measure during the summer when the peak temperatures
appear. With the new automatic and real-time observations, it is possible
to ﬁll in some of the gaps in our understanding of the state of the sea,
especially in regard to the temporal and spatial scales that are important
to the biogeochemistry of the sea (McGillicuddy 2016). Combined with
other methods, it is possible to make a closer study, for example, about
climate change and its effects on a local scale. Sufﬁciently large amount of
data from Argo ﬂoats could be combined with satellite data to create 3D
observation ﬁeld from the sea and use that as an initial ﬁeld for models,
in data assimilation or validation of the models. With the ﬂoats it is also
possible to observe temperature and salinity changes in the deep layers
and study the changes in stratiﬁcation. This type of studies could be then
combined with biogeochemical analysis of nutrient availability, upwellings
and gas exchange, to name but a few examples.
The salinity range in both horizontal and vertical directions are, so far,
better captured with the traditional CTD than the Argo measurements.
There exists a horizontal salinity gradient in the Bothnian Sea which
can be better observed with shipborne measurements than with Argo
ﬂoats. The range of research ship operations is not limited by bathymetry
and currents in the same manner as the trajectories of the Argo ﬂoats
are. However, we can utilise the free-ﬂoating feature of the Argo ﬂoats to
estimate water movements.
With ensembles the uncertainties of the forecasts can be shown and dis-
cussed in more detail. The upwellings have a great local impact on the
marine environment as they change the physical conditions rapidly and
bring nutrients to the euphotic zone (see, e.g. Lehtoranta et al. 2017). Up-
welling events cool the surface water and affect the local weather (Sproson
and Sahlée 2014). Prediction of these phenomena well in advance can help
to serve society by increasing safety (see, e.g. Tonani et al. 2015, Hobday
et al. 2016).
Society beneﬁts from these aforementioned improvements. Hobday et al.
(2016) showed that in the marine businesses there is a need for different
forecast time spans ranging from nowcasts to climate-scale forecasts. The
observations are an essential part of the operational systems as the data
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has numerous uses, as discussed in this work. The real-time observa-
tions tell the current status of the sea, and historical data sets reveal the
changes in the marine environment. By knowing and understanding the
hydrographical conditions in the sea, the alleviation of the negative human
impact on the environment is possible.
4.1.1 Observational methods
Argo ﬂoats can measure the salinity and temperature proﬁles and currents
at the diving depth on a temporal scale of hours. In the Bothnian Sea the
time scales for current estimates need to be evaluated carefully, because
the surface drift becomes dominant in very short cycle lengths. The surface
currents affect ﬂoats’ movement and the exact amount of the surface drift
remains unknown. The order of magnitude can be estimated already, but
in the future, the methods for removing the surface currents from the
results can be developed. The methods for removing the surface drift could
be, for example, to record the location more often while on the surface.
The methods for evaluating the effect of mesoscale events on temperature
and salinity observations, as well as on trajectories, are developed for
the North Atlantic by simulating the Argo array with a numerical model
(Kamenkovich et al. 2011). This implies that there is a growing need for
careful planning of missions. The best and densest measurement interval
for scalar measurement in the water column, such as temperature and
salinity, is probably not the best for the vector measurements, such as
velocity, as the portion of the surface drift increases.
With Argo ﬂoats it is possible to measure the water column in the deep
areas of the Baltic Sea. In the Bothnian Sea’s and Gotland Sea’s deeps, the
currents keep the ﬂoats in the same area and away from the coast, which
extends the mission length. However, this also limits the use of the Argo
ﬂoats, as they do not move actively so they cannot be directed anywhere else
than where the winds and currents move them, and thus in practice, they
cannot measure the whole basin. On the temporal scale the measurements
cover a whole year cycle. So far the winter measurements have been
sparse and the ice-avoidance technology has been tested. However, in the
oceans the Argos are routinely measuring under ice (Wong and Riser 2013)
and the test results from the Bothnian Sea and Bothnian Bay ﬂoats are
promising.
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The Argo drifting depth is decided by the pilot. This decision is typically
based on marine charts and the available bathymetry. Unfortunately the
existing data for remote areas is sparse and sometimes inaccurate. This
leads to collisions with the bottom and some unknown distance between the
bottom and the drifting depth is not included in the proﬁle measurements.
Also, the surface data is not available due to the present sensor technology,
which shuts the CTD pump down at approximate 4 dbar pressure.
The Argo data sent is real-time quality controlled (RTQC) by Coriolis Argo
data centre (http://www.coriolis.eu.org). This procedure is similar with
deep ocean Argo data. The delayed mode quality control (DMQC) methods
for the deep ocean Argo data matured during the Argo project and their
purpose was to ensure that the data was free from all detectable errors
and biases (Gaillard et al. 2009). However, the DMQC methodology for
Argo data from shallow, marginal seas is still under development.
With Argo ﬂoats it is possible to collect spatially and temporally dense
observation series, which could contribute to climate modelling. Balmaseda
and Anderson (2009) concluded that all the available data from ocean
observing systems contribute to the skill of the seasonal forecast when
used for initialising the forecast.
4.1.2 The ensemble forecasting system
Ensemble forecasts are a computationally time- and storage space-consuming
way of forecasting. Compared to deterministic forecasting it is possible to
gain more information about the uncertainties, but the price in this case is
that the computational time and storage space needs are 50 times larger
than those required for a deterministic forecast. This is also something to
consider when planning to have more dense computational grids and more
computationally intensive methods.
The ensemble forecasting system was analysed in Publication IV. From
those results we may assume that there are some limitations to the fore-
casting system. The produced ensembles are somewhat too narrow so they
do not detect all the events. There are some possible explanations for this:
the initial conditions of the sea do not include information about the errors
in the initial values. Therefore the forecast cannot take into account this
uncertainty about the initial state of the sea. Also, too large vertical mix-
ing together with a coarse resolution, can potentially cause, for example,
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incorrect forecasting of the formation of the sub-thermoclines during the
summer and therefore only the large-scale features of the upwelling events
can be detected. According to the results of the Leutbecher (2018) the
number of ensemble member in this study can be regarded to be sufﬁcient
for operational purposes.
The wind forcing has a great impact on the quality of the ocean fore-
casts globally and the quality of the atmospheric forcings should be also
improved (Treguier et al. 2017).
Resolution
Since the upwelling as a meso-scale phenomenon is also scaled by the baro-
clinic Rossby radius, the grid size should be of such an order (or even ﬁner)
(Lehmann and Myrberg 2008). Andrejev et al. (2011) and Lindow (1997)
showed that the resolution for hydrodynamic models should be in order
of half or even one-third of local baroclinic Rossby radius. In this study
the spatial resolution of the BALECO model was 6 NM (around 11.1 km),
which is in the upper limit of the baroclinic Rossby radius in the Baltic Sea
(Alenius et al. 2003), and therefore the phenomena were not described to
their full extent. However, as the purpose of this work was not to study
the upwelling as such but to study the ensemble prediction system, the
resolution was considered to be suitable as it was able to predict upwelling
events, although the extent and magnitude were not fully described. To be
able to produce mesoscale phenomena in detail in the Bothnian Sea the
horizontal resolution should be in order of 1 km × 1 km.
The threshold limits for probability forecasts
In Publication IV the threshold limit for an upwelling was set to be 1◦C/ day
(Lehmann and Myrberg 2008). On the one hand, it is unlikely that such a
change in temperature would be produced by other phenomena, such as
cold air advection, especially during the summer. On the other hand, this
limit is still low enough to assure that important upwelling events are not
missed.
In Publication V the chlorophyll-a concentration threshold value was set to
2 mg m−3 as a limit for a potentially visible cyanobacterial occurrence. In
practice there is no such limit or standard, especially because the HAB ob-
servations are based on visual approximation. However, some studies have
measured the chlorophyll-a concentration during a cyanobacterial bloom.
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Kutser (2006) suggested that blooming can be deﬁned as a chlorophyll-a
concentration exceeding 4 mg m−3. Mazur-Marzec (2006) found that the
chlorophyll-a concentration was about 10 mg m−3 or more during blooming
in the Gulf of Gdan´sk in the summer of 2004. However, Karlson et al.
(2008) did not ﬁnd any correlation between satellite based observation
and microscope analysis of the cyanobacteria accumulations. In this work
the evaluation was based on the best available operational HAB data
of the area, which was composite of satellite and visual data, therefore
including uncertainties from the both datasets. Taking into account the
uncertainties in the nitrogen-chlorophyll conversion, 2 mg m−3 is a conser-
vative limit for a level of biomass that could be perceived as a harmful or
nuisance bloom.
4.2 Future work
In changing climate, the need for theoretical framework and models which
can cope with large amount of data is complementary to dense and high-
quality observations. Ruhl et al. (2011) concluded that physical parameters
can be forecasted fairly well, but even more speciﬁc tools are needed,
for example, in food web modelling and forecasts for marine ecosystem
variables. The ecosystem modelling of the Baltic Sea has not yet reached
a state in which it could answer the majority of the requirements for the
EU MSFD (Tedesco et al. 2016). Ensemble forecasting systems are an
essential tool in operational oceanography, serving numerous purposes
such as sustainable blue growth and future planning. In the future extreme
weather events will potentially be more common, and therefore, ensemble
forecasts can also help mitigate the effects of these events (She et al.
2016).
The observational and computational methods are developing fast. Argo
data has already been used to evaluate models in the Bothnian Sea (West-
erlund and Tuomi 2016). In the future the computational capacity will
increase and that will enable several new improvements, not only in spatial
and temporal resolution but also in the computational methods themselves,
such as those used in self-organizing maps and machine learning. In the fu-
ture it is possible to use models with more complex topology and ecological
models. This complexity requires better understanding of the processes,
as well as better methods for assimilation, improvements of the initial
54
Discussion
ﬁelds and also methods for data analysis and management (see, e.g. Dickey
2003, Axell and Liu 2016).
Globally, high quality observations of salinity and temperature are com-
bined statistically with frequent and lower-accuracy satellite measure-
ments to produce 3D temperature and salinity ﬁelds at high temporal and
spatial resolutions (Guinehut et al. 2012). Furthermore, the combined
systems’ ability to reconstruct mesoscale phenomena has been evaluated
(Barceló-Llull et al. 2018). The ability of the Argo ﬂeet to work as a part
of observational systems has also been analysed by statistical methods
and models (Grayek et al. 2015). The 3D ﬁelds have been tested lately for
forecast data assimilation in the Baltic Sea (Axell and Liu 2016).
The measurement and battery technology is developing fast. With the more
powerful batteries the ﬂoats can carry more sensors, including altimeter
to prevent the bottom hits and adjust the diving depth in relation to
the bottom. The more frequent GPS connections from the surface help
to assess the surface drift. The CTD technology is developing, and it
enables achieving temperature and salinity data from the whole water
column, from the bottom to the surface. The interconnection with other
observational platforms need to be considered. For example, the role of
gliders was analysed by Liblik et al. (2016).
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5. Conclusions
The measurements are a basis for understanding the sea environment.
With models it is possible to take a leap forward and try to understand
the sea as a whole. Models can be used for forecasting forthcoming events
and states. In real life, there has to be a tight connection between the
theoretical framework (the model data) and reality (the observations), and
the models help us to see further while the observations root our knowledge
in reality as far as it is possible.
Even though the observations create the ground truth for all marine
analyses, it must be pointed out that observations also have limitations.
Measurements do not cover the whole sea and the data has systematic and
random errors. The magnitude varies from method to method. This work
presents the sources of the uncertainties in Argo observations as well as in
forecasts.
The new ﬂoats ﬁll the gaps in the observational network of the Baltic Sea
in the remote areas. It is possible to achieve observations of small-scale
phenomena including high speed currents, and salinity and temperature
anomalies in the water columns. With these measurements it is possible to
study extreme and/or short-term events that could not have been detected
with traditional measurement devices and/or measurement frequencies
or with relatively low costs. The ﬂoats can be used also for monitoring
conditions in the sea and for detecting changes in yearly and, in the future,
in decadal scale. The extreme events can be observed during the bad
weather that commonly prevents traditional ship-borne observations.
In this thesis new data for analysing the deep currents in a fairly shallow
and stratiﬁed sea with a non-stationary deep water drifter was used and
analysis methods were developed. The results showed that the current
estimates from the Argo data produce values on the same magnitude as
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the values with traditional measurement devices. Furthermore, from the
Argo data it is possible to detect and analyse the circumstances in which
the current speeds were exceptionally high as well as analyse the current
ﬁeld in the deep areas with some limitations.
In this thesis, probability-based forecasting for upwelling phenomena was
presented and the length of reliable forecasts were analysed. The analy-
sis showed that up-to-a-week forecasts were accurate and detected large
upwellings almost every time. In the longer forecast range the predictabil-
ity of the forecast deteriorated and the over two-week forecasting system
presented in this study was very weak for detecting upwellings.
However, the forecast span of the length of week or more is enough to, for
example, prepare for emerging, scientiﬁcally interesting events. From the
point of view of forecasting, the development of upwelling events and their
effect on local weather can be followed more closely.
The hydrodynamics and thermodynamics are important factors of the
ecosystem in the sea. As seen in this work, there are a lot of uncertainties
in the dynamics alone. The uncertainties in modelling of marine biogeo-
chemistry were studied and an ecological model was used to predict the
HABs in the Baltic Sea. The ecosystem model itself had uncertainties
added to those in the hydrodynamic model, and therefore many simpli-
ﬁcations were made. However, the study showed that it was possible to
produce HAB predictions based on the computational model and present
the uncertainties in an understandable manner.
In modern marine science, the observations and computational models
are tightly interconnected so that observations work as the initial and
boundary condition for the models and forecasts. In the optimal situation
they are assimilated in the forecasts and used for validation and veriﬁca-
tion. In an opposite way, measurement networks and campaigns can be
designed with models and it is possible to gain a better understanding of
the essential processes when they can be observed at the time they occur
and not when the measurements are scheduled.
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ABSTRACT
Argo ﬂoats have been successfully used for more than 10 years in the world’s ocean. The Finnish
Meteorological Institute began to develop practices to use Argo ﬂoats in the shallow brackish
water Baltic Sea in 2011. Since 2012, Argo ﬂoats have been in continuous use in the Baltic Sea
and are now a part of the Euro–Argo European Research Infrastructure Consortium (ERIC). The
ﬂoats are kept in the diﬀerent basins of the Baltic Sea, usually for a year and then recovered and
replaced with a new ﬂoat. The observation cycle is usually a week in monitoring mode, but we
have also used shorter intervals up to one day. With proper piloting practices, Argo ﬂoats are of
great value in monitoring and for research of shallow marginal seas, as they give regular and
frequent data around the year, regardless of weather conditions. Operating the ﬂoats has
matured to a level where we can state that Argo monitoring of the Baltic Sea is an operative reality.
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1. Introduction
Argo ﬂoats are an essential component of the global
ocean observing system, as they provide a large amount
of data with high temporal and spatial resolution at rela-
tively low cost (Riser et al. 2016). Until recent years, their
use on marginal seas have been scarce, as the typical
mode of operation expects a depth of 2 km and a large
area.
The semi-enclosed, shallow, brackish water Baltic Sea
is a European marginal sea that suﬀers from serious
environmental problems, mainly eutrophication. The
population in the catchment area is around 85 million
inhabitants, and the sea is important for the coastal
countries. Therefore the environmental conditions of
the Baltic Sea have been monitored in international
cooperation under the Baltic Sea Environment Protec-
tion Commissions – Helsinki Commission (HELCOM)
monitoring programs since 1979 (HELCOM 2017). All
the coastal countries of the Baltic Sea are members of
HELCOM. Today the HELCOM hydrography and
chemistry monitoring dataset also includes all earlier
observations from the monitoring stations, so there is
data since 1898. The data is available at International
Council for the Exploration of the Sea – ICES (www.
ices.dk).
The Baltic Sea consists of a series of basins that are
mostly separated by underwater sills. The limited
connection to the North Sea through the narrow and
shallow Danish straits have a great eﬀect on the
hydrography and consequently on the ecosystem health
of the Baltic Sea. The halocline, usually located between
40–80 m depth, typically isolates the deep water from
the upper layer that overturns seasonally. The deep
water masses in the southern and central Baltic and in
the western Gulf of Finland renew only when large
amounts of more saline- and oxygen-rich waters ﬂow
to the Baltic Sea from outside as Major Baltic
Inﬂows (MBIs). The frequency of MBIs has been vari-
able, but after the mid 1970s there have been few epi-
sodes (Matthäus 2006).
Seasonal thermocline develops in spring and reaches
15–30 m depth in late summer. It erodes in the autumn
due to cooling and wind-induced mixing. The dynamics
of the forming and eroding of the mixed surface layer has
a great inﬂuence on various biological processes and the
carbon interactions on the Baltic Sea. Modelling the
mixed layer is also still a challenge (Tuomi et al. 2012;
Dietze and Löptien 2016). Argo observations comp-
lement monitoring of these processes and can give valu-
able information on the stratiﬁcation of the Baltic Sea
(e.g. Westerlund and Tuomi 2016).
The Gotland Deep is a relatively small deep area sur-
rounded by shallower areas. The over 150 m deep part of
the basin is roughly 80 km long and 40 km wide and
includes the second deepest part of the Baltic proper
(c. 250 m). This makes it an ideal place to test whether
an Argo ﬂoat can be conﬁned in a closed area.
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There is a permanent halocline at 60–80 m depth,
which is also a pycnocline where the density diﬀerence
across it is around 2.5 kg/m3. This pycnocline restricts
the penetration of wind-induced mixing and seasonal
overturning of the upper layers to the deeper layers.
Therefore the deep layers of the Gotland Deep and
some other sub-basins suﬀer from hypoxia in stagnation
periods when MBIs do not happen. During the stagna-
tion periods, the water below the halocline renews
mainly by diﬀusion, which is a slow process. For
example, in the Gotland Deep the water age in the bot-
tom layer during stagnation periods is about 5 years
(Meier et al. 2006).
Observation station BY15 in the Gotland Deep (57.32
N 20.05 E) is one of the most visited monitoring stations
in the Baltic Sea Proper, and it is a benchmark of the state
of the Baltic Sea. A proﬁling mooring station has also
been used in the area (Prien and Schulz-Bull 2016). HEL-
COMmember countries are committed to visit it at least
once a month. The number of visits reported to HEL-
COM has been on average 20 per year since 1963 and
almost 30 per year in the 2000s. Thus the evolution of
hydrochemical conditions from the surface down to
the bottom are considered to be well-known there. The
importance of the processes aﬀecting the deep water oxy-
gen conditions justiﬁes even more frequent monitoring
of that important area to catch the details of those
processes.
FMI has been operating Argo ﬂoats in the Baltic Sea
since 2012 (Purokoski et al. 2013). In this paper, we will
present Argo ﬂoat data around the Gotland Deep and
demonstrate how the ﬂoats can be kept in a conﬁned
area for a year or more to collect time-series data.
While not completely stationary in position, a ﬂoat
operated this way collects data that can be used for
monitoring temporal and spatial changes of the ocean
properties.
We evaluate the quality of the Argo measurements
compared to traditional monitoring. We also demon-
strate the beneﬁts of measuring with high temporal res-
olution with the results from the data collected after the
Major Baltic Inﬂows and data on mixed layer formation
and oxygen interactions. The extra beneﬁt of using Argo
ﬂoats is that we can react to changes in environmental
conditions for example by shortening the time step
between proﬁles during intensive storms.
2. Operating Argo ﬂoats in the Baltic Sea
Typical Argo ﬂoats are constructed to be deployed in
oceans, where they spend most of their time drifting in
the depth of 1000m. Usually they do proﬁle measure-
ments from 2000 m to the surface once every 10 days
(Le Traon 2013). The alkaline battery used in the ﬂoats
oﬀers approximately 150 such cycles. They complete
the measurements with little or no user interference
after deployment. At the end of its mission, the ﬂoat
runs out of battery power and sinks to the ocean bottom.
Typical oceanic deployment areas are free of ice and deep
enough that the ﬂoat has no risk of hitting the bottom
during normal operations.
We have used Teledyne Webb research APEX ﬂoats
in our operations. The Gotland Deep ﬂoats have been
Bio-Argo ﬂoats with the following sensors:
. SBE 41CP CTD
. Aanderaa optode 4330 oxygen sensor
. Wetlabs FLBB-AP2 turbidity and ﬂuorescence sensor
The manufacturer states that the alkaline batteries of
the ﬂoat will provide up to 4 years or 150 proﬁle lifetimes
in ocean conditions (Table 1).
The ﬂoats can change their density up to 9 kg/m3. The
Baltic Sea has strong vertical density gradients, and the
densities also diﬀer horizontally from basin to basin,
with surface densities roughly from 1005 to 1010 kg/m3
(Leppäranta and Myrberg 2009). The density changes
within one proﬁle due to salinity and temperature diﬀer-
ences are on the same scale as the ﬂoat’s ability to change
density. For this reason, it is important to balance the
ﬂoat to match the expected densities of the target area.
The ﬂoats we used were ordered as balanced for the tar-
get area by the manufacturer.
When deﬁning the deployment site, a suggested
method is to choose a place where the depth is among
the deepest points of the intended operating area. At
the start of the mission, the ﬂoat ﬁrst checks its depth
every two hours to see if it should activate itself. There-
fore the original buoyancy must be set large enough for it
to evade the bottom before it activates, and low enough
to ensure that it descends down to at least 25 dbar
pressure level to make it wake up.
The proﬁling cycle in our measurements consists of:
(1) descending to the parking depth
(2) drifting at the parking depth measuring pressure,
salinity and temperature
(3) ascending to the surface, measuring the proﬁle with
all available instruments
Table 1. Argo missions in the Gotland Deep.
WMO
number Deployed Recovered
Active
(d)
Avg.depth
(m) Proﬁles
6902014 2013-08-14 2014-08-21 372 121 93
6902019 2014-08-21 2015-08-05 348 168 62
6902020 2015-08-05 2016-08-03 363 203 68
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(4) sending the data and receiving new instructions with
IRIDIUM satellites
In oceans, before the ascent, the ﬂoat dives ﬁrst from
the parking depth down to usually a 2 km depth before
making the proﬁle. In shallow seas, this step is not prac-
tical because the drifting depth is already close to the bot-
tom. The Baltic Sea is on average only 54 m deep with a
maximum depth of 459 m.
The main concern for further diving depths is
twofold:
(1) Bottom contacts should be avoided, as muddy bot-
tom can get the ﬂoat stuck.
(2) The ﬂoat should dive close enough to the bottom, as
it will then stay better in the designated area and
measure the whole proﬁle to as great a depth as
possible.
During this work, we determined the two most com-
mon cases when the bottom contacts occur: First, if the
initial deployment density of the ﬂoat is considerably lar-
ger than the density at the bottom of the location. Similar
risk occurs if the target diving pressure is set higher than
the water density at the bottom of the measurement area.
In that case, the ﬂoat will increase its density to the maxi-
mum as it tries to descend beyond the bottom. In
addition to the risk of losing the ﬂoat, this unnecessarily
consumes the batteries.
The most often-used cycle length in the Gotland Deep
missions was one week. The ascent from parking depth
to the surface and measuring the proﬁle took roughly
2.5 h. The communication took typically something
between 15 and 45min, depending on how quickly the
ﬂoat could establish the contact. For most of the cycle
time, the ﬂoat drifts in the parking depth. Diving cycles
are planned to have surfacing times at nights. This mini-
mises the chances of collisions with small boats or some-
one picking it up.
We found out during this work that the ﬂoat can be
kept within the deep area around the deployment point
by adjusting the parking depth deep enough to follow
lower layer currents but at the same time avoiding bot-
tom contacts. The pilot of the ﬂoat must anticipate the
conditions in the target area till the next surfacing, as
the ﬂoat receives instructions only at the surface. We
determined the parking depths using the ﬂoats last-
known position, the bathymetry from marine charts at
that location and weather forecasts for the time of
surfacing.
If there arises a need to change the parking depth
before the next scheduled measurement, the pilot can
shorten the observation cycle. Our experiences showed
that strong surface currents could make the ﬂoat drift
on the surface farther than intended. Such conditions
need to be recognised from the weather forecasts
beforehand in order to shorten or lengthen the sur-
facing time to either avoid the surface drift or to use
it in letting the ﬂoat drift to the desired direction at
the surface.
Our experience from the beginning of the operation
up to now has shown that if the ﬂoat is kept deep enough,
the deep currents following the bathymetry tend to keep
it in the closed area. In the Baltic Sea, the bottom bound-
ary layer is often interesting, and there is a scientiﬁc risk
when the ﬂoat is kept too safe leaving the interesting
near-bottom layer unobserved.
Seasonal ice cover is an extra challenge for the year-
round operations, especially in the northern areas of
the Baltic Sea, as the ﬂoat cannot communicate when
under ice, and a collision with the ice cover can harm
the sensors. For these reasons, a ﬂoat designed to operate
in such an area must be able to detect the ice before col-
lisions and may need to stay months without the possi-
bility to change instructions.
As of the writing of this paper, we have completed
four diﬀerent Argo missions in the Gotland Deep with
two Argo ﬂoats. Here we look in detail at the data
from the three ﬁrst missions during 2013–2015, which
show the evolution of the operational process and
some interesting cases. All ﬂoat missions in the Argo
program are identiﬁed by their individual WMO num-
bers. Coriolis service (Coriolis 2001) oﬀers the data pub-
licly available from a single source according to the
WMO numbers. Our missions which we analyse here
had the WMO numbers 6902014, 6902019 and
6902020. Of these, 6902014 and 6902020 are performed
with the same ﬂoat. The relatively compact size of the
Baltic Sea makes retrieval of the ﬂoats possible during
regular monitoring cruises or with the help of the coast
guard.
3. Data acquired from the Gotland Basin
3.1. Overview
Here we use data from three Argo ﬂoat missions in the
Gotland Deep area. The deployment times and average
proﬁle depths are presented in Table 1. Originally,
ﬂoats measured salinity as PSU and oxygen concen-
tration as mmol/kg. Absolute salinity and oxygen con-
centration in ml/l for the Argo and CTD proﬁles were
calculated using the Python implementation (https://
anaconda.org/pypi/gsw) of the Thermodynamic
Equation of Seawater - 2010, TEOS-10 (IOC, SCOR,
IAPSO 2010).
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The ﬂoats have stayed relatively well in the deep areas
of the Gotland Deep (Figure 1). The ﬁrst ﬂoat escaped
from the area around May 2014. It escaped partly due
to diving depth that was too low and partly due to the
strong winds during the time.
Usually the ﬂoats measured one proﬁle per week.
After deployments and in some high wind events, we
changed to daily proﬁling to get better time resolution
of the data and to keep control of the ﬂoats. On average,
the diving depth within the study period was 160 m with
a minimum of 100 m and a maximum of 210 m. The
average diving depth was increased with each mission
from 121 to 168 m, then to 203 m as we grew more
experienced in operating the Argo ﬂoats.
Data from the three missions was combined into one
time series (Figure 2). From this series, we can see the
seasonal stratiﬁcation patterns, oxygen behaviour (Sec-
tion 5.2) and inﬂow events (Section 5.1).
3.2. Diving depth and bottom contacts
The mission proﬁle depths, approximated bathymetry
(Seifert et al. 2001), and ﬂoat cycles with bottom contacts
are shown in Figure 3. The average proﬁle depth was
increased from ﬁrst to last mission by approximately
75 m, as can be seen in Figure 3. The grey areas show
cycles with bottom contacts, and thus the proﬁle depth
at those times gives accurate bathymetry information.
The bottom contacts were determined from the ﬂoat’s
drifting data by assuming that if the ﬂoat parking
depth varies less than 0.05 m during 10 h, the ﬂoat was
at the bottom. The resolution of the reference
bathymetry data used is about 1 nmi. On average, the
distance between the ﬂoat coordinates and the closest
bathymetry grid point was 730 m. The ﬂoat depth during
the bottom contact mostly corresponds well with the clo-
sest bathymetric data.
The number of bottom contacts changed considerably
from one ﬂoat to another. The First onemanaged to avoid
them until it drifted to north to a shallower area. Of the 93
proﬁles, 24 had a bottom contact. The second mission
had slightly more bottom contacts (23 of the 63 proﬁles).
The ﬂoat managed to rise from the bottom without pro-
blems after each contact, even if the general type of bot-
tom in the area were muddy (Winterhalter et al. 1981,
Figure 140a). With the experience gained from the ﬁrst
bottom contacts, the risk of getting stuck to the bottom
was deemed minor in the ﬂoat’s operating area. Based
on this, we decided to keep the ﬂoat close to the bottom
to prevent it from escaping from the desired area.
With the third mission, the diving depth was success-
fully chosen, preventing the ﬂoat from drifting into areas
that were too shallow. As such, it had bottom contact in
only 8 of the 68 proﬁles.
During these missions, the practice of operating shal-
low Argo ﬂoats was developed and improved. With the
increased knowledge of the ﬂoat behaviour, we were
able to keep the ﬂoat deeper with every mission. The
initial mission had an average diving depth of 121m,
the second 169m and the third 204m. Initially, we limited
the diving depth as we were over-cautiously avoiding the
bottom contacts. This led on the ﬁrst mission to the escap-
ing from the designated deep area, and thus a further need
for shallower dives. With the second ﬂoat, we increased
Figure 1. Routes of the Argo ﬂoats near the Gotland Deep (left) and the location of the Gotland Basin on the Baltic Sea (right). The
routes are identiﬁed by their WMO number. Topography data iowtopo2 (Seifert et al. 2001).
4 S. SIIRIÄ ET AL.
the diving depth, which kept it in the deeper area, but it
ended up having a considerable number of bottom con-
tacts. In the third one, we increased the diving depth
further, and thus managed to keep the ﬂoat deep enough
to stay in its designated area and thus having less bottom
contacts, as it remained mostly in the deepest area.
3.3. Deployment and operating area
The ﬂoats were deployed and recovered during R/V Ara-
nda’s annual COMBINE monitoring cruises. The active
ﬂoat was recovered, and another ﬂoat was put instead.
All three ﬂoats were deployed at 5 km from the ﬁrst
deployment point (20◦ 2’ E 57◦ 19’N).
The distance of the ﬂoats from their original point of
deployment can be seen in Figure 4. After staying in the
area over half a year, the ﬁrst ﬂoat escaped the deploy-
ment area in May 2014, ending up over 100 km north
from the point of deployment (see Figure 4). The other
two ﬂoats stayed mostly within 40 km of the deployment
point during their entire mission.
3.4. Faulty measurements and quality control
The Coriolis data centre has quality-controlled the data
on their system for consistency in for example time-
stamps and locations, and marked them with quality
ﬂags. For ocean proﬁles, Coriolis also performs
Figure 2. Measurements of the three Argo missions studied. Salinity (up), temperature (middle) and oxygen (bottom). Red lines indi-
cate ﬂoat changes.
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numerous quality control steps (Carval et al. 2017),
incompatible for the Baltic Sea, as the proﬁles diﬀer con-
siderably from the ocean proﬁles. As such, we removed
faulty proﬁles with the quality control described below:
Most of the proﬁles were measured successfully. How-
ever, in some cases the CTD sensor had probably been
clogged. These can be identiﬁed if either surface salinity
exceeded 7.5 or if the salinity dropped quickly between
two measurements. Here the limit of a quick sudden
drop was set to 0.3 g/kg between two measurements if
the following and previous measurement changes were
less than 0.03 g/kg. This was set to not reject a proﬁle
with a strong halocline, as a real one would be visible
in more than one consecutive measurement. In total,
12 out of 446 proﬁles (≈3%) were marked as ﬂawed.
This method detects clearly faulty proﬁles, but does not
ensure all clogged measurements are detected, especially
if the fault has been just temporal.
The recovered ﬂoats were sent back to the manufac-
turer where they were inspected, their sensors calibrated,
maintenance-serviced, batteries replaced, and sent back
to us so that we could deploy them again.
4. Argo data compared to other monitoring
data
As Baltic Sea Argo ﬂoats are part of the global Argo pro-
gram for monitoring the World Ocean, it is natural to
Figure 3. Proﬁle depth (solid lines) and approximated bathymetry along the ﬂoat drift route (dashed lines) during diﬀerent missions
(colours). The shaded grey areas show ﬂoat cycles with bottom contact at some point during the cycle. Bathymetry approximated from
the Leibniz Institute for Baltic Sea Research (IOW) bathymetry dataset (Seifert et al. 2001).
Figure 4. The distance of the ﬂoat from the original deployment point as a function of time. The green line marks the 30 km distance.
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reﬂect their data against the data from regular monitor-
ing cruises of the Baltic Sea, which is done within the
HELCOM cooperation. HELCOM has many monitoring
programs, and from those we refer to the Cooperative
Monitoring in the Baltic Marine Environment (COM-
BINE) and to the data that is publicly available from
the ICES data centre as a dataset by the HELCOM area.
The COMBINE program has two types of observing
stations: mapping stations and high-frequency stations
(HELCOM 2017). The data consists of water sample
data and CTD measurements collected by various
countries and institutions. The HELCOM dataset is
now maintained at the ICES data centre, and it includes
data since 1898 from HELCOM monitoring stations
listed in the ICES station dictionary (http://ices.dk/
marine-data/tools/pages/station-dictionary.aspx). The
mapping stations are visited only a couple of times per
year, and the high-frequency stations are aimed at giving
information on the annual course of the processes.
The HELCOM dataset is a subset of ICES CTD and
bottle data, which also contains data from stations
other than the HELCOM monitoring stations. That
data is also publicly available from ICES. Because we
wanted to compare our Argo data to data from ship
observations as near to the Argo proﬁles as possible,
we downloaded the relevant ICES data for our compari-
sons. Figure 6 shows the locations of CTDmeasurements
in the ICES data and the locations of our Argo proﬁles
studied here.
The most consistent ﬁxed location time series from
the Gotland Deep HELCOM monitoring station BY15
consists of on average two proﬁles per month during
the Argo operational period (Figure 5). From the 1960s
to the early 2000s the proﬁling frequency at BY15
increased from one to four proﬁles per month, after
which it decreased to the present two per month. The
Argo ﬂoat proﬁles nearby the monitoring station there-
fore more than doubles the temporal data coverage
Figure 5. Number of Argo and shipborne CTD proﬁles per month 30 km from HELCOMmonitoring station BY15 (57.32 N 20.05 E) for the
study period.
Figure 6. Locations of CTD proﬁles from ICES data (red stars) and
Argo proﬁles (blue crosses) studied in this paper. The Most fre-
quent measuring point, BY15 (57.32 N 20.05 E), which is also
the starting point of all three Argo missions, is marked with a
light red circle. The light blue circle marks the 30 km radius
from the By15.
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there. This added frequency helps studying events taking
days or weeks, like stratiﬁcation, and increase the
chances of getting measurements of shorter incidents
like storm-induced mixing. In Section 5, we consider
some of the phenomena detected.
The advantage of the monitoring points, compared to
the Argo measurement, is their consistency in place.
With the Argo ﬂoats, we need to consider more of the
drift in both time and location.
To validate Argo measurements against CTD, we
searched the closest matches from both datasets both
in time and location, and we checked how diﬀerent the
given results were on average. To determine the closest
pair, we used the relative distance (Dr), which was deter-
mined as:
Dr = Dkm + 3 kmd · Dd (1)
Figure 7. Best CTD matches for Argo 6902019. Temperature (a), salinity (b) and oxygen(c) are represented. Red indicates CTD measure-
ments, Blue Argo. Each proﬁle is shifted 10 units on their respective x-axis from the next one. The date of the Argo measurement is next
to each salinity proﬁle. Numbers under the date indicate the relative distance from the ship CTD, distance in days and distance in km.
Negative day diﬀerence indicates an Argo ﬂoat measurement earlier than the ship CTD.
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Where Dkm is the distance of measuring points in kilo-
metres, and Dd is their distance in days. The constant 3
was chosen for the equation after testing, as 3 km/d is in
the range of drifting speeds of the ﬂoats in the area, and it
gave a reasonable compromise between distances in days
and kilometres. Figure 7 shows examples of the best
matches for the ﬂoat 6902019.
We got closer matches between the Argo ﬂoat and ship
proﬁles in later missions as we gained more experience in
operating the ﬂoats. We managed to increase the average
diving depth with each mission and thus keep the ﬂoats
more conﬁned, which increased the amount of concurrent
ship CTDs, as the ﬂoat stayed closer to the BY15.
Each Argo proﬁle was paired with the closest (smallest
Dr) ship CTD. This often means that the same ship CTD
will be the best match for several Argo proﬁles, especially
on occasions when the Argo ﬂoat measured once a day,
during deployment and pick-up. This would cause most
of the best matches to describe the same situation, which
is undesired. For this reason, for the pairs with the same
ship CTD, we only picked for further analysis the one
with smallest Dr . This left us with 18, 14 and 25 unique
pairs for each mission. Of these, we picked for analysis
the ones with Dr , 35.0, leaving 6, 7 and 20 proﬁles,
respectively (Table 2). The importance of the measuring
point BY15 in the comparisons shows for the ﬁrst mis-
sion 3 out of 6 selected missions is within 10 km of it,
and for the second and third missions the same rates
are 2 out of 7 and 19 out of 20, respectively.
The remaining pairs were used to get an idea of poss-
ible systematic bias in the measurements. The best
matches for each ﬂoat were less than two kilometres
away and within a day; and for the last accepted, the
higher distance was either under 10 days or 20 km.
With these distances, single proﬁles can have consider-
able diﬀerences, but the average diﬀerences are interest-
ing to look at.
The biases are listed in Table 2. The depth studied
were divided into surface layer (0–30m) and bottom
layer (80–150 m). The in–between area (30–80 m) was
omitted, as it is less homogeneous and as such would
require taking into account the properties of the sensors
in much more detail. In addition the changes in location
and time are more dominant in this layer. The bottom
layer data was discarded from the ﬁrst ﬂoat, as its average
diving depth was 121 m, with no proﬁles covering the
whole 80–150 m range.
Temperature and salinity diﬀerences between the Argo
ﬂoat and ship data are small, considering that the matches
are not in exactly the same places or times. The biases are
small, generally under 0.1◦C. The ﬁrst ﬂoat has the highest
bias of 0.7◦C on the surface layer, with also the highest
average diﬀerences in the measurements. This is partly
due to it escaping the Gotland Deep to the north, where
there were fewer proﬁles to match, partly for the number
of comparable proﬁle pairs being only 6.
The oxygen values in the upper layer in the ﬁrst and
last mission were 0.3–0.6 ml/l, and on the middle ﬂoat
about 1 ml/l lower than the corresponding CTD
measurements. The manufacturer gives an accuracy of
5% for the sensor (Aanderaa Data Instruments AS
2001). In the surface layer, with O2 of 8–10ml/l these
diﬀerences are within expectations, taking into account
the diﬀerences in place and time for the ﬁrst and third
mission; but for the second mission, the oxygen values
are lower than expected. This can also be seen from
Figure 2, as oxygen in summer 2015 is lower than others
in the Argo ﬂoat measurements. Such a diﬀerence cannot
be seen in ship CTD measurements. It seems that based
on this, there are diﬀerences in the oxygen calibrations
on the ﬂoats, which should be taken into account.
5. Case studies in the Gotland Basin
To show the potential of the Argo data in the Baltic Sea
monitoring and research, we brieﬂy deal with two case
studies. The ﬁrst case in the major Baltic inﬂow that
occurred in December 2014. The other case is related
to process studies and deals with upper-layer mixing.
5.1. Detected Baltic inﬂow eﬀects on oxygen and
salinity
A Major Baltic Inﬂow occurred in 2014 December
(Mohrholz et al. 2015; Holtermann et al. 2017). More
saline, oxygen rich, inﬂowing waters ﬂowed slowly
north along the bottom or along certain density layers.
The MBI became visible in the Gotland Deep after Feb
2015 (Schmale et al. 2016). The ﬁrst half of 2015 was
still in the middle of the learning curve of our Argo oper-
ations, and therefore our proﬁles did not reach the near
bottom waters of the Gotland Deep. Holtermann et al.
(2017) measured the oxic situation in the Gotland Sea
at the Gotland Deep Environmental Sampling Station
Table 2. Comparison of the bias between ship CTD
measurements and Argo ﬂoats. Proﬁle pairs with Dr , 35 were
used for analysis. Lower values of the ﬁrst ﬂoat have been
omitted, as none of its proﬁles reached the full 150 m depth.
Bias between CTD and Argo measurements
Surface layer (0–30 m) Bottom layer (80–150 m)
Float
WMO
O2
(ml/l)
Salinity
(g/kg) T◦C O2 (ml/l)
Salinity
(g/kg) T◦C
Pair
No
6902014 0.3 −0.08 −0.66 – – – 6
6902019 1.1 −0.05 −0.10 0.17 0.05 0.03 7
6902020 0.6 −0.01 −0.06 0.19 −0.05 −0.01 20
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(GODESS) in 2015 and noticed the intrusion of the MBI-
induced water masses at the bottom-most layer (around
200 m) in February 2015, with salinity and oxygen peak-
ing at the end of April 2015.
In our Argo measurements, the changes in the deep
water salinity and oxygen content became visible in
mid-April 2015, as our proﬁle depth at the time was
around 170m (Figure 8). The decay of the oxygen con-
tent in the intermediate deep waters is seen from Sep-
tember 2015 to March 2016. Another small rise in
oxygen can be interpreted at the lowest depths from
the data during March–May 2016.
The zero level of the Argo oxygen sensors diﬀered by
roughly 0.1 ml/l. This is seen as a discontinuity in the
time series at time points where the missions changed
(Figure 9). The diﬀerent calibration of the Argo ﬂoats
was also visible in our analysis of the diﬀerences between
the Argo ﬂoat data and the ship data, with the diﬀerences
between the missions the largest at the surface, roughly
0.5 ml/l (Table 2).
Figure 9 shows the change in salinity and oxygen at
120, 150 and 180m depths during the MBI. The salinity
at 120 m depth increased roughly by 0.5 g/kg from May
2014 to Feb 2015. Between February and March 2015 the
salinity increased by approximately another 0.5 g/kg and
then stabilised to 12.3 g/kg. At the same time, oxygen
conditions changed from near zero to 0.8 ml/l by April
2015 at 120 m depth.
At 150 m depth, the Argo measurements started in
July 2014. Salinity has been rather constant there until
March 2015. Between March and May 2015, the salinity
at 150 m depth increased rapidly by 0.6 to 12.6. The
change in oxygen content was stronger at this depth,
approximately 1 ml/l starting from April 2015. The
peak oxygenation here was reached in July 2015 at nearly
1.1 ml/l. In the beginning of 2016, the oxygen vanished
from this depth. At 180 m depth, we mainly got measure-
ments from the last ﬂoat. Both the salinity and oxygen
there followed the same trends as at 150 m. These results
are consistent with the results of Holtermann et al.
(2017), considering that the ﬂoat moves and that the
lower-most layer is missing due to the diving depths,
especially in earlier missions.
The Argo data from the Gotland Deep gives
additional information on the MBIs and will give even
more in the future when the routine operations have
matured to catch a more complete column. The advan-
tage is that if an MBI is identiﬁed by other means, we
can increase the frequency of observations during the
phase when the MBI reaches the Gotland Deep.
Figure 8. Salinity and oxygen measurements at the time when the 2014 MBI reached the Gotland Deep. Red lines indicate ﬂoat change.
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5.2. Wind-induced mixing in the surface layer
The Argo dataset that we analyse here covers three
springs and three autumns. As the ﬂoats measure
approximately one proﬁle a week, the time scale ﬁts
well for monitoring the general spring and autumn
stratiﬁcation cycle. We can see both the formation and
the decay of the thermocline during three years from
the dataset (Figure 2).
For example in 2013, the thermocline eroded
faster than in 2014 and 2015 (Figure 10), which
Figure 9. The salinity (above) and oxygen (below) as a function of time, from the Argo proﬁles, from 120, 150 and 180 m depths, where
the ﬂoat went deep enough. The change in salinity was slightly under 1 g/kg from both 120 and 150 m. The change was sharper at
150 m. Oxygen in 120 m rose at highest to 1 ml/l
Figure 10. Autumn stratiﬁcations (2013, 2014 and 1015). At the far left (2013), the stratiﬁcation dissolved quicker, due to hurricane
‘Christian’. White colour indicates no data.
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was caused by the hurricane class storm ‘Christian’.
The storm crossed the Baltic Proper along its path-
way from southern Scandinavia to southern Finland
on October 28, 2013. In Denmark, the wind speeds
reached the classiﬁcation of violent storm and the
maximum 10min average speed measured was 39.5
m/s at the Danish Meteorological Institute station
number 615900, Røsnæs Fyr. From the 28th to the
29th of October, the wind speed was from 17.4 to
22.1 m/s at the Östergarnsholm weather station, on
the Gotland island in Sweden. This is the closest
weather station to the Argo Baltic Proper locations.
The maximum signiﬁcant wave height in the north-
ern Baltic Proper wave buoy during that event was
5.2 m.
The strong thermocline eroded between two Argo
proﬁles measured on the 24th and 29th of October
(Figures 10 and 11), and denser water seems to have
entered the area. The total salinity increase from the
proﬁles before the storm to after the storm is explained
by the ﬂoat drifting nearly 40 km south, where the sal-
inity is higher.
After the storm event, the thermocline started to re-
establish until 20 November, after which it continued
to deteriorate like in other autumns.
In 2014 and 2015, the thermocline erosion was not as
dramatic as in 2013. These autumns were more calm,
and the strong winds appeared later in the year when
the stratiﬁcation had already eroded due to the cooling
of the water and milder weather events.
6. Discussion
Before the FMI’s Argo missions in the Baltic Sea, the
overall expectations of the possibility to operate them
in marginal seas was rather pessimistic. The assumptions
were that they most likely either get stuck on the bottom
or drift to the shores pretty soon, before having time to
do a proper measurement series. Luckily these expec-
tations turned out to be too pessimistic, and now we
are able to operate the Argo ﬂoats operationally in the
Baltic Sea. Our operational Argo activity in the Gotland
Deep has continued since the missions studied here with
two ﬂoats (WMO numbers 6902024 and 6902027).
Operating an Argo ﬂoat is relatively cheap in com-
parison to ship days: one Argo costs roughly as much
as one ship day with a medium-sized, well-equipped
research ship (National Research Council 2009; Argo
project 2018, p. 68). The manpower needed during the
Argo operations is small, and the work is done remotely.
Ship-borne measurements and Argo operations are,
however, very diﬀerent in nature and will complement
each other in the Baltic Sea: Research vessels can choose
the exact time and location of the measurements and
have a high depth resolution. A research vessel can
also easily carry out a wide range of measurements on
the same spot. The drawbacks are the limitations of
hard weather and the cost of measuring. The ship’s mis-
sion must also be planned far ahead, and changing
weather can force the plans to change or be completely
cancelled at worst. Argo ﬂoats are practically weather-
Figure 11. Argo proﬁles of temperature (left) and salinity (right) before and after the hurricane class storm ‘Christian’.
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independent and can measure frequently for long time
periods. Their observation time step can be changed
when needed, and the data is almost real-time. As
Argo ﬂoat proﬁles are usually recorded with constant
intervals, it is likely to get proﬁles near before and after
sudden events, occasionally even during them also in
routine missions.
One drawback in our Argo data is the loss of the top-
most metres of the surface layer. The algorithm that pro-
tects the SBE CTD sensor of our APEX ﬂoats shuts down
the measurements well before the sensors reach the sur-
face (Haavisto et al. 2018).
Argo ﬂoats are freely drifting platforms. In the Got-
land Deep, the ﬂoats stayed most of the time within 30
km of the deployment point, occasionally drifting over
60 km away (Figure 4). As such, the whole dataset has
proﬁles from a rather large area. The separation of tem-
poral and spatial variations from the data needs to be
considered carefully. To solve this problem, it is possible
to select proﬁles according to the distance from a deﬁned
point for further time series analysis. This way, fewer
proﬁles can be used in the analysis, but they are the
ones which describe a similar area. This can be desired
when comparing data with another, stationary system,
or when the ﬂoat circulates in an area with inhomo-
geneous properties to monitor the diﬀerences between
these areas. It should also be kept in mind that Argo
ﬂoats move with currents and can follow the movements
of water masses. In contrast, shipborne CTD can be
taken in the same spot regardless of the movements of
water. With the ﬂoat series, where new ﬂoat replaces
another, the jump in location and possibly also in cali-
bration from one ﬂoat to the another must be handled
carefully (Figure 4).
The frequency of the Argo proﬁles makes it possible
to monitor the evolution of the oxygen content for a
longer period. The choice of the diving depth, however,
is a compromise between the completeness of the
proﬁle down to the bottom and with the risk of losing
the ﬂoat in a bottom hit. Even with the cautious
approach on the ﬁrst missions described in this paper,
the diving depths were enough to detect the major
inﬂow event. With the improved understanding of how
to operate Argo ﬂoats in the area, we will have even
more complete data from the coming inﬂow events. As
the oxygen measurements did have a higher bias than
the CTD measurements, one should be careful when
interpreting them.
Quality control of the Argo data needs further
research when applied to marginal seas like the Baltic
Sea. Consequent proﬁles can have large diﬀerences in
salinities caused by a drifting of relatively small distances
or strong salinity gradients. The well-established
methods used in the large oceans can falsely ﬂag these
changes as measurement errors. In this work, we have
presented a rudimentary method for detecting the faulty
proﬁles, but further work is needed. Oxygen-sensor cali-
bration needs further improvement. With the aid of
close-by ship CTD measurements, it is possible to detect
and account for the oxygen measurement bias. The pro-
cedures for doing this need to be further studied.
The tests in the Black Sea have found that the greater
number of the Argo ﬂoats in the area had a larger impact
on data assimilation quality than increasing the proﬁling
frequency by the same amount (Grayek et al. 2015). The
possibilities for increasing the number of Argo ﬂoats in
the Gotland Deep are therefore studied. They are a
very cost-eﬃcient means of monitoring, and their use
is agreed on within the IOC at least in the ocean. In
the optimal case, several ﬂoats could be used after an
MBI to more accurately measure the spread of the
water masses.
The Argo ﬂoats applied in the Gotland Deep and the
Baltic Sea in general can be used to study various cases
other than the ones presented in this paper. In case of
MBIs, the spreading of the incoming water is of interest,
and then spatial variability is important. With enough
Argo ﬂoats for longer time periods, the deep currents
of the areas can also be researched (Roiha et al. 2018).
Especially in the northern parts of the Baltic Sea, with
proper ice avoidance, the possibility to measure under
ice can provide valuable information that is hard to
obtain in other ways. With a large enough ﬂeet of Argo
ﬂoats, modelling work on the Baltic Sea would also
beneﬁt through veriﬁcation and assimilation of the
Argo data. Occasional events, like Major Baltic inﬂows
or storms, can be studied in more detail even with a regu-
lar weekly cycle of Argo ﬂoats. MBIs can be detected
months before their eﬀects arrive in the Gotland Deep.
Because of this we can increase the Argo ﬂoat measure-
ment frequency in due time for the study of the coming
MBIs at virtually no extra cost.
For further advancing the Argo measurements in the
Baltic Sea, the controlling methods should be further
developed and automated as the number of ﬂoats in
operation increases. This requires developing algorith-
mic or artiﬁcial intelligence based control schemes and
further study of the behaviour of the ﬂoats at given
depths, areas and weather conditions. For northern
parts, the application of ice-avoidance systems should
be further advanced and studied with both algorithmic
systems and physical solutions.
The topography plays an important role when plan-
ning further deployments of the Argo ﬂoats in marginal
seas. Based on these experiences, the Gotland Deep is a
suitable location, as it is relatively deep, and the deeper
JOURNAL OF OPERATIONAL OCEANOGRAPHY 13
drift kept the ﬂoat circulating around the area rather
than moving it away. The size of the area conﬁnes the
ﬂoat to roughly a 40 km radius area, which is small
enough to give meaningful local time series and large
enough that weather ﬂuctuations will not easily push it
out of the area. Other basins with similar characteristics
should be considered for further ﬂoat deployments.
Another larger area is operated in the Gulf of Bothnia
(Haavisto et al. 2018; Roiha et al. 2018). Other interesting
areas for deployment in the Baltic Sea include Bay of
Bothnia, Gulf of Gdansk, Bornholm Basin (IOPAN
2018) and Western Gotland Basin. Poland is an observer
at Euro-Argo, and the Institute of Oceanology of the Pol-
ish Academy of Sciences (IOPAS) in Sopot has begun to
use Argo ﬂoats since November 2016 in the southern
Baltic Sea including the Bornholm Basin. That data is
also available at the Coriolis Argo data centre.
We study the options to keep the ﬂoats even closer to
the bottom on certain occasions. Up to now the missions
have followed a safety strategy with minimised risks of
instrument losses and sensor faults. We have tried to
guarantee the recovery of the ﬂoats by limiting the
measurements in a way that the energy consumption is
on the level where the ﬂoat remains active until the
next suitable research cruise for recovery. Webb
Research speciﬁcations give 4 years and 150 ascents
nominal operation capacity for the Apex ﬂoat in the
ocean with 2000 m proﬁling depth. With such speciﬁca-
tions, about a one year mission time in the Gotland Deep
is very feasible with one proﬁle per week sampling.
Because the Argo ﬂoats are freely drifting devices,
there is a concern about misinterpreting the data in
respect to time and horizontal variations. There may
be ways to decrease the danger of misinterpretations
due to horizontal variations by using satellite data,
though that data is surface data and Argo data is not,
but mesoscale features may be identiﬁed from satellite
images. The other way is to beneﬁt from Alg@Line
data, from where horizontal correlation scales can be
estimated along the ship routes.
7. Conclusions
FMI has experimented with Argo ﬂoats in the Baltic Sea
since 2011, ﬁrst in the Bothnian Sea and then extended to
the Gotland Deep. Operating the ﬂoats has matured to a
level where we can state that Argo monitoring of the Bal-
tic Sea is now an operative reality. The data goes in near
real–time to the global Argo data centre and is available
on the Internet. Finland is a member of Euro–Argo and
has Argo ﬂoats in the North Atlantic, too. This member-
ship should guarantee continuity of this operative moni-
toring and gives possibilities to develop the Baltic Sea
monitoring. However, when operating in the area, the
various national jurisdictions should be considered,
especially as the Intergovernmental Oceanographic
Commission’s Executive Council adopted in June 2018
(IOC 2018) a decision that expands the standard bio-
Argo ﬂoat sensors to include oxygen, pH, nitrate, chlor-
ophyll, backscatter and irradiance.
Operating Argo ﬂoats, which were originally planned
for deep ocean use, in a shallow marginal sea is demon-
strated to be feasible, cost-eﬃcient and useful in the vary-
ing conditions in the Baltic Sea. It complements
measurements done by other means like research ships,
moored stations and gliders. The latter ones are coming
to the Baltic Sea after Argo ﬂoats, as both Estonia and
Finland are now using shallow water gliders there, too.
The Argo ﬂoats supplement well the data gathered
from other instruments. The investment is relatively
low cost. The ﬂoats are recoverable during regular moni-
toring cruises; they are reusable after maintenance; they
are practically weather-independent; and the data comes
in near real-time within an international data exchange
system and is freely available. The telemetry costs are
feasible and ‘piloting’ costs are rather low, too. Argo
ﬂoats are meant to be autonomous without the need
for piloting. However, in the Baltic Sea some ‘piloting’
guarantees they keep running in the desired areas. This
means that their location must be monitored on a weekly
basis, and there needs to be established practices to give
them new instructions if needed. Since the ﬂoats studied
here, we have constantly maintained at least one active
Argo ﬂoat in the Gotland Deep and various numbers
of active Argo ﬂoats in the Bothnian Sea.
We have shown that the resolution of the measure-
ments is capable of systematically detecting changes in
the dynamics of the sea on the scale of days, for example
the thermocline erosion in autumn 2013 during the hur-
ricane class storm.
The eﬀects of the late 2014 MBI was also detected in
the Argo data. The ﬁrst signs were seen in the deepest
observations.
Argo ﬂoats detected the ﬁrst signs of the late 2014
MBI around April, 2015, with increasing salinity and
oxygen levels at the depths of 150 m. Around the same
time, it was visible on CTD measurements that reached
the bottom (235 m) (Neumann et al. 2017).
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Wemade an assessment of the hydrography in the Bothnian Sea based on data collected
by the Argo ﬂoats during the ﬁrst 6 years of operation in the Bothnian Sea (2012–2017).
We evaluated the added value of Argo data related to the pre-existing monitoring data.
The optimal usage and proﬁling frequency of Argo ﬂoats was also evaluated and the
horizontal and vertical coverage of the proﬁles were assessed. For now we lose 4m of
data from the surface due to sensor design and some meters from the bottom because
of the low resolution of available bathymetry data that is used to avoid bottom collisions.
Meanmonthly temperature and salinity close to surface and below halocline from the ﬂoat
data were within the boundaries given in literature, although some variation was lost due
to scarcity of winter proﬁles. The temporal coverage of the Argo data is much better than
that of ship monitoring, but some spatial variability is lost since the ﬂoats are conﬁned
in the over 100m deep area of the Bothnian Sea. The possibility to adjust the ﬂoat
proﬁling frequency according to weather forecasts was successfully demonstrated and
found a feasible way to get measurements from storms and other short term phenomena
unreachable with research vessels. First 6 years of operation have shown that Argo ﬂoats
can be successfully operated in the challenging conditions of the Bothnian Sea and they
are shown to be an excellent addition to the monitoring network there. With multiple
ﬂoats spread in the basin we can increase our general knowledge of the hydrographic
conditions and occasionally get interesting data related to intrusions and mixing during
high wind events and other synoptic scale events.
Keywords: Bothnian Sea, hydrography, Argo ﬂoats, Baltic Sea, monitoring, instrument
1. INTRODUCTION
The physical properties of the water masses and the changes in them have been monitored in
the Bothnian Sea since the late 19th century (Pettersson and Ekman, 1897). Ocean observation
techniques have evolved during the past century from manual shipborne water sampling to ever
more precise and autonomous measurements with modern electronic devices. In the last 40
years CTD (Conductivity-Temperature-Depth) proﬁling from research vessels has been the most
common practice of standard monitoring. Moored instruments at surface, at certain depths and
proﬁling moorings are also used along with remote sensing. Various remotely operable platforms
for measuring hydrography, for example Argo ﬂoats, gliders and wave gliders, have become widely
used. The most commonly used is the Argo ﬂoat. There are close to 4,000 ﬂoats spread in the
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oceans worldwide as a part of the International Argo Program,
but they have seen little use in shallow coastal seas. For example
Grayek et al. (2015) and Kassis et al. (2015) have deployed ﬂoats
in relatively small basins in the Cretan Sea and the Black Sea, but
these areas are much deeper than the Bothnian Sea.
Monitoring of the sea is essential for gaining knowledge of
the past and present state and changes of the water column,
and the eﬀect of climate change on our sea areas. At present
the Finnish monitoring of the Bothnian Sea hydrography in the
open sea areas is the responsibility of the Finnish Meteorological
Institute and the monitoring is done in co-operation with the
Finnish Environment Institute three times a year as a part
of the Helsinki Comission (HELCOM) monitoring programme
COMBINE (HELCOM, 2014).
Although monitoring aims at providing long time series from
ﬁxed locations to evaluate the long-term changes in the state
of the Bothnian Sea, for many applications measurements with
higher temporal resolution that reﬂect the course of seasonal
cycles of temperature and salinity are needed. Even higher
temporal resolution, with observation interval being a day or in
some cases even less allows us to record phenomena happening
in short time scales, and helps to put the sparse ship monitoring
data into context in relation to the seasonal cycles. Improving
modeled forecasts by data assimilation and validation also require
frequent in-situ data. Argo ﬂoats provide a relatively cost eﬃcient
method for measuring with high temporal resolution in the open
sea.
The Finnish Meteorological Institute (FMI) ﬁrst tested an
Argo ﬂoat in the Baltic Sea in 2011 and has operated them in
the Bothnian Sea and the Gotland deep since 2012 as a part
of Euro-Argo ERIC. We now have an operational ﬂoat in the
Bothnian Bay as well. The characteristics of the Baltic Sea present
challenges to ﬂoat operations, but the ﬂoats have been found to
function adequately there. Their data has already been used for
model validation (Westerlund and Tuomi, 2016) and the deep
water circulation in the Bothnian Sea was assessed from their drift
speed by Roiha et al. (2018).
In this study we assess the hydrography of the Bothnian Sea
based on the ﬁrst 6 years of Argo data. The added value of
Argo ﬂoats to the existing monitoring network, that in the open
sea consists only of ship observations from regular monitoring
cruises, is evaluated and diﬀerent options for Argo ﬂoat use in
the Bothnian Sea are compared. Finally we make suggestions
for further development of the monitoring network in the
Bothnian Sea.
1.1. The Bothnian Sea
The Bothnian Sea is a shallow semi-enclosed sub-basin of the
Baltic Sea. It is connected to the Baltic Sea Proper only through
narrow straits through the Åland Sea (the Southern Quark)
and the shallow Archipelago Sea connecting it to the northern
Baltic Sea Proper (Figure 1). The water in the basin, as in
the entire Baltic Sea, is brackish due to large river runoﬀ and
limited inﬂow of saline water from the Baltic Proper. The surface
area of the Bothnian Sea is 64,886 km2 and the mean depth is
66m (Fonselius, 1996), with an over 100m deep area reaching
from the sill to Åland Sea along the Finnish coast to North-
Northeast (referred to as the Bothnian Sea deep in this work),
and shallower banks with numerous shoals on the Swedish side
called Finngrunden banks. The deepest point in the Bothnian Sea
is the Ulvö deep next to the northern Swedish coast.
A weak halocline on average at 50–60m separates the deep
water from the mixed layer in the Bothnian Sea. The mixed
layer overturns in the spring and autumn, and in the summer
a thermocline of 15m depth on average forms. The Bothnian
Sea is at least partially covered by sea ice every winter. Fresh
water runoﬀ from land dominates the mixed layer, while the deep
water is replenished by inﬂow of saline water from above the
halocline in the northern Baltic Sea Proper (Håkansson et al.,
1996; Hietala et al., 2007). There is a N-S gradient in salinity in
the Bothnian Sea, with more saline water in the South and along
the Finnish coast, than in the North and down the Swedish coast.
The surface salinity ranges from 4.8 to 6.0 g kg−1 and the bottom
salinity is between 6.4 and 7.2 g kg−1 (Bock, 1971). The average
temperature at the surface reaches 16 ◦C in the summer, and the
bottom temperature varies between 1.5 and 4.5 ◦C (Haapala and
Alenius, 1994).
1.2. Argo Floats in the Bothnian Sea
Argo ﬂoats are designed for open ocean, where proximity to
shoreline or bottom depth do not have to be considered. The
speciﬁc features of the Bothnian Sea, such as seasonal ice
cover, relatively small size of the basin and low salinity, present
challenges for the operation of ﬂoats. There are risks of the ﬂoat
touching the bottom and getting stuck, drifting to even shallower
waters and on shore, and hitting seasonal ice cover.
Seasonal diﬀerences in the Bothnian Sea stratiﬁcation present
a challenge for the ﬂoat diving. A large change in the ﬂoat
density may be needed to penetrate the seasonal thermocline
and the halocline, but in spring and autumn only a small ﬂoat
density change may result in sinking straight to the bottom in
the overturned water column. To address this problem Purokoski
et al. (2013) modiﬁed APEX ﬂoat’s diving algorithm to respond
faster to pressure change. This method worked, but it increased
the energy consumption of the ﬂoat and therefore was not applied
in further missions to increase the mission duration.
To prevent collision with seasonal ice cover, the ﬂoat can
be commanded to cut the ascent at a certain threshold of
temperature. So far 0–1 ◦C has been used depending on the
conditions, but more ice winters are needed to ﬁnd an optimal
value. If the ﬂoat does not reach the surface it saves the data and
sends it when the GPS connection has been established next time.
The ice avoidance limits data coverage of the upper water column
during ice season.
When operating in small basins, it is beneﬁcial to have some
control on the drifting of the ﬂoats, so that they do not drift to
shallow coastal waters. It was found that driving the ﬂoats to the
vicinity of the bottom between the measurement cycles worked
well, and also in some cases lead to nearly stationary ﬂoats. An
advantage with operating so close to shore is that the ﬂoats can be
retrieved for maintenance after each mission and redeployed. On
the other hand the ﬂoats in the Bothnian Sea require in general
much more operator time than the usual open ocean ﬂoats.
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FIGURE 1 | (A) Bothnian Sea location in the Baltic Sea (B), Argo ﬂoat drift routes in the Bothnian Sea, and (C) a zoomed in map of the deployment area. The colors
indicate separate deployments, and the stars and circles represent the deployment point ant the point of ﬂoat retrieval or of latest proﬁle, respectively. The black x:s
show locations of CTD-proﬁles measured in the Bothnian Sea deep during 2012–2017. The bathymetry data is from Seifert et al. (2001).
2. OBSERVATIONS AND METHODS
2.1. Argo Data
The Argo proﬁles used in the analysis of this paper were collected
in the Bothnian Sea in 2012 –2017. The data is from 10 diﬀerent
deployments, six of which were done with reused ﬂoats. In Argo
system the ﬂoats are identiﬁed with unique WMO numbers
that are related to the deployments rather than the physical
ﬂoat themselves. The ﬂoats used were 2,000m APEX ﬂoats by
Teledyne Webb Research. The details of the used ﬂoats and
their measured parameters are listed in Table 1. For detailed
information of the sensors and Argo ﬂoat structure and operation
see Teledyne Webb Research, Inc. (2013). The data is freely
available at Argo (2000)1.
Altogether 1,280 ﬂoat cycles were recorded over the 6 years
period, of which 1,083 resulted in a proﬁle of the water column.
Here unsuccessful cycles were deﬁned as proﬁles with only
up to four measurement points in the entire water column.
The percentage of failed proﬁles varies between deployments
(Table 2). Most of these failed proﬁles were due to ﬂoat being
temporarily stuck in the bottom or the ﬂoat not diving properly
1http://www.coriolis.eu.org/Data-Products/Data-Delivery/Argo-ﬂoats-by-
WMO-number
TABLE 1 | Details of the Argo ﬂoats used in the Bothnian Sea 2012–2017.
APE1 APE2 HAPE1 BAPE2
Model APEX-APF9l
Communications
and positioning
Two-way Iridium Short Burst Data (SBD), GPS
Measured
parameters
Pressure, temperature,
salinity
+ oxygen + ﬂuorecence,
turbidity
Sensors Sea-Bird SBE-41CP + Aanderaa
Optode 4330
+ WET Labs
FLbb
Additional
spesiﬁcations
Ice avoidance
algorithm
x x x
Modiﬁed pressure
detection algorithm
by FMI and Aalto
University
Extended from Roiha et al. (2018).
from the surface in the ﬁrst place. The sampling resolution
was 2 dbar except for proﬁles less than 50m deep, for which
the sampling resolution is 5 dbar due to a software bug in the
ﬂoats. In this paper “delayed mode” data was used whenever
available, and only data with a quality ﬂag 1 or 2 were used
(see Argo Data Management Team, 2017 for details). Missing
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TABLE 2 | Argo ﬂoat deployments in the Bothnian Sea in 2012–2017.
WMO Float Cycles Recorded Mean cycle Mean proﬁle Bottom Mission timespan
proﬁles length [d] depth [dbar] hits [%]
6901901 APE1 314 247 1 59 0 17.05.2012–05.12.2012
6902013 APE2 119 119 1 77 0 13.06.2013–02.10.2013
6902017 APE1 176 173 2 115 13 30.05.2014–24.10.2015
6902018 BAPE2 58 50 4 93 30 30.05.2014–13.11.2014
6902021 BAPE2 49 42 7 105 5 23.09.2015–13.05.2016
6902022 APE2 217 215 0.5 101 10 13.05.2016–11.10.2016
6902023 APE1 103 40 7 89 69 13.07.2016–31.12.2017
6902025 HAPE1 49 47 7 108 19 09.05.2017–31.12.2017
6902028 BAPE2 31 20 7 111 38 07.08.2017–31.12.2017
6902029 APE2 160 159 0.5 118 - 06.08.2017–27.10.2017
Bolded missions were ongoing at the end of the year 2017. Bottom hit here means that the ﬂoat had a bottom contact some time during a measurement cycle. The table is modiﬁed
and extended from Roiha et al. (2018).
FIGURE 2 | (A) Number of measured Argo proﬁles (gray) and CTD proﬁles (blue) per month in the Bothnian Sea for 2012–2017. The black dots represent the amount
of simultaneous ﬂoats each month. (B) Number of measurements per depth with a 2 dbar resolution with the Argo ﬂoats during 2012–2017.
latitude and longitude information for cycles that didn’t reach the
surface were interpolated for the purpose of density and salinity
calculations.
Most of the Argo proﬁles were measured during the ice free
season, and since 2014 continuous measurements have been
made with at least one ﬂoat over wintertime, although there
are some short gaps in 2016–2017 where the mission 6902023
didn’t provide proﬁles due to it being temporarily stuck in the
bottom (Figure 2A). The mean deepest measurement point per
proﬁle for all missions was at 94 dbar, and the mean deepest
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measurement point per proﬁle of each mission varied from
59 (6901901) to 118 dbar (6902029) (Table 2) depending on
the drifting area and target pressure relative to bathymetry.
The deepest pressure measured at was 130 dbar (26.10.2017,
6902029).
All the ﬂoats were deployed inside an area of 615 km2 with
maximum 28 km between the deployment points (Figure 1).
The ﬂoats mostly stayed conﬁned in the Bothnian Sea deep
basin. Two ﬂoats had a cyclonic drift path along isobaths in the
southern Bothnian Sea (missions 6901901 and 6902018), one was
almost stationary with maximum distance between proﬁles being
24 km (6902029), and the rest followed the deep toward North-
Northeast. There were three simultaneous deployments in the
autumn of 2017 (6902025, 6902028, and 6902029) with 6902028
and 6902029 close to each other and 6902025 more to the North
(locations of the ﬂoats shown in Figure 1). A fourth ﬂoat, mission
6902023, was also active during the same period, but it was stuck
in the bottom fromMay to December 2017.
During the ﬁrst two missions (6901901 and 6902013) the
park pressure of the ﬂoats was kept at around 80 dbar to avoid
bottom contacts. Due to this, approximately a 30 m deep layer
above the bottom was not observed. For the rest of the missions
the ﬂoats were kept closer to bottom, on average 10m away,
for better steering. This also resulted in more frequent bottom
contacts (Table 2). Due to the high proﬁling frequency for
mission 6902029 it was diﬃcult to estimate the amount of bottom
contacts since it spent such a short time at the park pressure
between proﬁles. On average 4m from surface was not measured
due to CTD sensor design. In this work “near surface” refers to
the shallowest available data point in the Argo proﬁles. Gridded
bathymetry data from Seifert et al. (2001)2 was used to estimate
the depth at proﬁle locations.
The ice avoidance algorithm preventing the ﬂoats from
colliding with sea ice got it’s ﬁrst operational test during winter
2016–2017, when ﬂoat 6902023 drifted under sea ice from
February to April. The partial proﬁles it measured during that
time show that the algorithm did detect the cold water mass and
cut the ﬂoat ascent as planned.
2.2. CTD Data
CTD data used here for comparison wasmeasured on the Finnish
research vessel RV Aranda in the Bothnian Sea 1998–2017. A
Seabird CTD probe was installed on Aranda in 1997 so this
20 year period gives us a consistent data set to compare with.
Since Finland is responsible for monitoring of the Bothnian
Sea together with Sweden, and the deep area of the basin is
mostly located in Finnish waters, most of the deep CTD proﬁles
from the Bothnian Sea are included in the data set and give
a comprehensive picture of the availability of CTD proﬁles in
the area. The average number of CTD proﬁles per month was
3 for 1998–2017 and 2 for 2012–2017, although it greatly varies
depending on monitoring and research campaign timing with
usually around 4 months in a year having any measurements
(Figure 2A). The locations of the proﬁles in 2012–2017 are
shown in Figure 1.
2https://www.io-warnemuende.de/topography-of-the-baltic-sea.html
2.3. Variables and Units
Density and absolute salinity for the Argo and CTD proﬁles
were calculated using the Python implementation3 of the
Thermodynamic Equation Of Seawater– 2010 (TEOS-10) (IOC
et al., 2010). All salinity data presented in this work are in
absolute salinity, but the values from literature are presented
as they were in the original work, which was usually practical
salinity. The diﬀerence of absolute salinity and practical salinity is
approximately 0.1 with absolute salinity being higher, and this is
taken into account in the comparisons. Temperature shown is the
in situ temperature, except for T-S diagrams, for which potential
temperature calculated according to TEOS-10 was applied.
Since the amount of Argo and CTD proﬁles greatly varies
between seasons and the same month of diﬀerent years, the
monthly mean values shown were calculated by ﬁrst averaging
over each month with data (or using the proﬁle as is for months
with only one proﬁle) and then taking the mean over the years
for each month. The monthly means were considered valid up to
100 dbar depth, below which there were only scattered datapoints
(Figure 2B). Winter means were calculated for 2014–2017 due
to lack of winter proﬁles before 2014, while other seasons also
include years 2012 and 2013. Halocline and thermocline depths
were calculated as the depth of maximum gradient of salinity
and temperature. Seasonal halocline was excluded from the
analysis by using measurements only under thermocline when it
existed.
3. RESULTS
3.1. Hydrography Based on Argo Data
Six summers and 3 year-round (2014–2017) cycles of
temperature and salinity in the water column were measured
during 2012–2017. Near surface temperature varied from 0.1 ◦C
(10.3.2017, ﬂoat 6902023) to 22.7 ◦C (28.7.2014, ﬂoat 6902017),
and the seasonal variation reached to almost 100 dbar depth
during winter 2014–2015 (Figure 3). In 2014, the near surface
temperature was overall much higher than in the other years, up
to 3 ◦C higher than in the second warmest summer 2016, and up
to 6 ◦C warmer than the average of the warmest month, August
(Figure 4A). Monthly mean temperature (2012–2017 average
for ice-free season and 2014–2017 average for winter months)
close to surface varied between 1.7 and 16.8 ◦C with highest
temperatures in August and lowest in March before the spring
overturning, and the mean temperature at 100 dbar was between
3.6 and 4.5 ◦C. The depth of 100 dbar was chosen to represent
deep water, since it was the deepest HELCOM standard depth
withmeasurements for every month of the year, and it was always
below the calculated halocline depth. Thermocline development
varied between years, starting inMay with strongest stratiﬁcation
(−2.0 ◦C/m) in August, after which the thermocline started to
decay. The mean depth of the thermocline in August varied
between 13 dbar (2014) and 22 dbar (2013 and 2016). The mean
thermocline depth in August over the whole Argo dataset was
18 dbar (Figure 5).
3https://anaconda.org/pypi/gsw
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FIGURE 3 | Time series of (A) temperature and (B) salinity at HELCOM standard depths from the Argo ﬂoats.
FIGURE 4 | Monthly mean proﬁles of (A) temperature and (B) salinity from Argo data. Proﬁles for months 1–4 include only 2015–2017 data due to lack of proﬁles and
the other months include the entire dataset period of 2012–2017. Data above 4 dbar and below 100dbar were cut off due to sparse measurements.
Measured salinity range close to surface was from 4.18 g kg−1
(5.5.2017, ﬂoat 6902023) to 5.74 g kg−1 (2.6.2012, ﬂoat 6901901)
(Figure 3B). For 100 dbar depth the minimum and maximum
values were 5.99 g kg−1 (18.11.2016, ﬂoat 6902023) and
6.83 g kg−1 (7.10.2017, ﬂoat 6902028), respectively. The variation
of the monthly mean of salinity close to surface was 5.31–
5.60 g kg−1 with highest values in May before the thermocline
has developed and lowest in August when the thermocline
restricts the mixing of freshwater runoﬀ with the underlaying
watermass. At 100 dbar the range of monthly mean salinity was
6.24–6.47 g kg−1 with highest values in the autumn and lowest in
the spring around the time of spring overturning Figure 4B. The
halocline was on average deepest, at 90 dbar, in February, and
shallowest, at about 58 dbar, in August, when the thermocline
was the strongest (Figure 5). The average halocline depth for
the entire period 2012–2017 was at 67 dbar. Salinity below the
halocline along the Bothnian Sea deep area was 0.33 g kg−1
higher in 2017 than in in 2012–2016, whereas the halocline
depth has shallowed since 2015, when the mean below halocline
salinity was lowest (Figure 3B).
The mean temperatures measured with the ﬂoats ﬁt to those
commonly presented in literature for the Bothnian Sea (Lentz,
1971), although the summer mean temperature is a couple of
degrees warmer and bottom temperature variation is smaller.
The record warm year 2014 showed as high near surface and
mixed layer temperature, and this is reﬂected in the results. The
smaller bottom variation compared to previously presented is
most likely explained by sparse winter proﬁles and the lack of
proﬁles from the shallow edge of the Archipelago Sea, where
seasonal mixing can reach the bottom easier. Salinity both close
to surface and below halocline was also on average in the limits of
what is presented in Bock (1971) but the values were mostly at the
lower end of the range and variation smaller. This is probably also
caused by scarcity of proﬁles close to the sill to the Åland Sea. The
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FIGURE 5 | Monthly means of (A) halocline and (B) thermocline depth and the strength of (C) salinity and (D) temperature gradients at the pycnocline depths
calculated from Argo data. Means for months 1–4 include only 2015–2017 data due to lack of proﬁles and the other months include the entire dataset period of
2012–2017. The red lines in (A,B) show the maximum and minimum depths of halocline and thermocline for each month.
monthly halocline depth here was similar to those presented by
Haapala and Alenius (1994), although here the maximum depth
of the halocline occurred earlier in the Spring (Figure 5). This is
most likely also due to the small amount of winter proﬁles, which
ampliﬁes the impact of the available years.
The mean salinity below the halocline in 2017 was 0.3 g kg−1
higher than between 1998 and 2016, both compared to the CTD
data and the Argo proﬁle data. Compared to the long time series
of salinity from the Bothnian Sea from 1900’s onwards the salinity
in 2017 is well inside the observed variability, but still highest
in the Bothnian Sea during the 21’st century. The drivers for
this salinity change could be many and certainly require further
research. One reason might be the major Baltic inﬂows (MBI)
in 2014–2016, which pushed saline water from the Northern
Baltic Proper to the Gulf of Finland, where record high bottom
salinities were measured in the end of 2016. The MBI’s could
have had an impact on the Bothnian Sea bottom salinity as well,
although the water has to pass multiple sills to reach the basin.
However, a change in the halocline depth or it’s salinity could
inﬂuence the Bothnian Sea, since the deep water of the Bothnian
Sea originates from the water above the SouthernQuark sill depth
of 60–70m in the Northern Baltic Proper (Hietala et al., 2007).
Also, change in wind conditions or runoﬀ from land may also
have aﬀected the change in stratiﬁcation in the Bothnian Sea. In a
modeling study by Väli et al. (2013) a strong negative correlation
between accumulated river runoﬀ and below halocline salinity,
as well as westerly winds and below halocline salinity were found.
Compared to the climatological period 1981–2010 during 2017
there were 2–3%more westerly winds and less easterly winds, but
the accumulated precipitation along the Finnish coast of the Gulf
of Bothnia was smaller than the rest of 2010’s and the 1981–2010
average. Especially in Oulu and Vaasa, the yearly precipitation
was on average 118% of the normal period average, while in 2017
it was 95%4.
3.2. Spatial and Temporal Scale Variability
From Argo Proﬁles
We analyzed areal similarity and the signiﬁcance of the
proﬁling frequency in the Bothnian Sea by comparing three
simultaneous missions from autumn 2017 between 06.08.–
27.10.2017 (6902025, 6902028 and 6902029). In the Baltic Sea
the size of an area where the water mass can be regarded as
homogeneous in a climatological sense was deﬁned as 30’x1◦
(latitude x longitude) or 55x55 km by Haapala and Alenius
(1994). The same deﬁnition seems to apply for the short term
Argo data as well. Floats 6902028 and 6902029 were within
50 km radius from each other for 75% of the duration of mission
6902029, with themaximum distance between them being 61 km.
The hydrographic features their data showed were very similar
(Figure 6). Float 6902025 drifted more to the north, with a 50–
100 km distance to the other ﬂoats, to an area with less saline
water above halocline. The north-south gradient in salinity is
known to be dominant in the Bothnian Sea (for example Janssen
et al., 1999). The shape of the T-S-diagram for ﬂoat 6902025 is
similar to those of 6902028 and 6902029, which indicates that the
temperature dynamics in the open sea along the Bothnian Sea
deep are not strongly dependent of latitude.
4http://en.ilmatieteenlaitos.ﬁ/statistics-from-1961-onwards
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FIGURE 6 | T-S diagrams of for deployments (A) 6902029, (B) 6902028, and (C) 6902025. Colors show pressure of measurement points.
FIGURE 7 | (A) Temperature and (B) absolute salinity proﬁles from ﬂoat 6902029. Black dotted lines show timing of proﬁles of ﬂoat 6902028 during the same period.
The gray shade is the background color and indicates that no data is available.
The high proﬁling frequency, one cycle every day (Table 2),
of ﬂoat 6902029 revealed more ﬂuctuation in water temperature
and variation in salinity above the halocline, than what ﬂoat
6902028 captured with a weekly proﬁling schedule (Figure 7).
The cooling of the mixed layer and the decay of the thermocline
were recorded in more detail than previously has been possible in
this area.
In the end of October ﬂoat 6902029 was set to do continuous
proﬁling to capture a predicted storm. The resulting dataset has
proﬁles every 2 h and it is the ﬁrst of it’s kind in the Bothnian
Sea. It reveals a 10 dbar deepening of the thermocline from
30 to 40 dbar, and a cooling of the mixed layer by 0.9 ◦C in
24 h between 25.-26.10.2017. This successful short term event
monitoring with continuous proﬁling is a good example of the
diﬀerent observation routines possible with Argo ﬂoats with two-
way communication. The storm was noticed in the forecast in
time and the new settings for the ﬂoat were delivered before the
storm reached the Bothnian Sea. A proﬁling resolution of 2–3
h, which is likely the fastest possible with the depth range of
100–150m, was achieved.
There was a lot of variation in the surface mixed layer salinity,
with values ranging from 5.11 to 5.54 g kg−1 during the 2.5
months. In August there was a 5 day period with 1.5 g kg−1 less
saline water in the surface mixed layer than the surrounding
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FIGURE 8 | (A) Temperature and (B) salinity proﬁles measured by ﬂoat 6902029 between 13.-24.10.2017. The dashed black lines show the proﬁles from ﬂoat
6902028 from the same time period.
days, which could be an advected lens of less saline water. An
oscillation of the halocline depth between 40 and 60 dbar was also
observed during the mission.
After October 15, 2017 two lenses of relatively warm water
were measured below the halocline between 60 and 100 dbar
(Figure 8). The temperature of these lenses was up to 5.1 ◦C,
while the mean temperature of the layer was 3.8 ◦C. The event
lasted around 10 days, after which the ambient temperature
returned close to the mean. The ﬂoat drifted approximately 9 km
during the event. Prevailing wind direction at Märket automatic
weather station between 5.–10.10. was between NW–NE and on
the 13.10. there were 15m s−1 winds from the North. These
northerly winds may have caused downwelling on the Swedish
side of the Bothnian Sea and at the edge of Finngrunden shoals.
The ﬂoat drifted close to the eastern edge of Finngrunden for the
entire mission (white line in Figure 1).
Most of these phenomena were either completely missed with
ﬂoat 6902028 because of them falling in between proﬁles (see the
black dots in Figure 7), or their duration and magnitude was not
fully captured. For example the stormwas left in between proﬁles,
as well as the warm water lenses.
4. DISCUSSION
4.1. Argo Floats vs Traditional Ship
Monitoring
After the start of regular Argo observations in the Bothnian
Sea in 2012, 166 ship borne CTD proﬁles have been measured.
Only three monitoring stations coincide with the Argo ﬂoat
deployment area (red rectangle in Figure 1), and six out of the
166 CTD proﬁles were measured at these stations. The most
commonly visited standard monitoring stations SR5, F26, and
US5B fall outside the main Argo drifting areas. Since temporal
coverage of Argo ﬂoats in the Bothnian Sea is much larger
than that of shipborne CTD proﬁling (Figure 2), Argo ﬂoats
can capture extreme values, as well as synoptic to storm scale
dynamics which are not possible to obtain with seasonal ship
monitoring.
Because Argo ﬂoats measure more frequently, they capture
the warming of the mixed layer and the development of the
thermocline in early summer, the temperature maximum and
variation during summer, and the cooling and decay of the
thermocline in the autumn, whereas the ship monitoring brings
out at best only the interannual variability of the water column
at certain monitoring stations. Usually the summer COMBINE
monitoring cruises take place in June and August, so the highest
surface temperature, that occurs at the edge of July-August, and
thermocline strength are often missed. During 2012–2017 the
Argo ﬂoats recorded up to 5◦C warmer temperatures in the
surface layer than ship monitoring (Figure 9A). On the other
hand minimum temperatures captured by ship proﬁling were
lower than those by Argo ﬂoats in the entire water column.
This can be mainly explained by the temporal coverage of the
Argo data, since until now, there is very little data from winter
time. The wider range in temperature in the CTD proﬁles below
80 dbar could be explained with spatial variation, the CTD data
covers the Southern Quark better than the Argo data. Due to the
larger areal coverage of the ship monitoring data, it includes data
from shallower areas, where the use of Argo ﬂoat is not optimal
and also from deeper areas, such as the Ulvö deep, which have
not yet been monitored with Argo ﬂoats. When only the area in
which the Argo ﬂoats are deployed and from where there is most
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FIGURE 9 | Ranges (dashed lines) and means (solid lines in B,D) of (A,C) temperature and (B,D) salinity data from Argo data (black) and ship CTD (red) from (A,B) the
entire Bothnian Sea and from (C,D) the Argo ﬂoat deployment area shown as a red rectangle in Figure 1 between 2012 and 2017. The locations of the CTD proﬁles
are also shown in Figure 1.
data available (the zoomed in area in Figure 1) is considered, then
the variability captured with Argo ﬂoats is 10◦C more than with
CTD (Figure 9).
The range of salinity in the entire Bothnian Sea was larger in
the CTD data than in the Argo data, especially close to surface,
where CTD proﬁles show up to 1 g kg−1 lower values. Since a
horizontal gradient in salinity exists in the Bothnian Sea, it is to
be expected that with a ship, not conﬁned in the deep area, the
extreme values are better reached. Argo ﬂoats recorded less saline
cases between 10 – 75 dbar, but their proﬁle mean was higher
than that of the shipborne CTD proﬁles. However, in the ﬂoat
deployment area it can be seen that the temporal variability in
salinity is much better captured by the Argo ﬂoats.
4.2. Monitoring Bothnian Sea Hydrography
as a Whole
Wehave presented in this paper a new addition to themonitoring
of the Bothnian Sea hydrography, the Argo ﬂoats. However, there
are also other new automated measurement systems, such as
gliders, that deserve to be mentioned and discussed . And also
existing in-situ moorings, satellite data and FerryBox systems
that already are, in addition to the traditional research vessel
monitoring, an essential part of the monitoring of the state of the
Bothnian Sea.
Due to the seasonal ice cover in the Bothnian Sea,
maintenance of in-situ moorings is challenging and therefore
they are currently limited only to few operational surface
temperature buoys, located close to the shoreline and two wave
buoys, which also include a temperature sensor. These surface
buoys operate only during the ice-free season and need to be
recovered well before the ice season starts. Therefore, they do
not cover the full seasonal cycle, but provide a good overview
of the late spring, summer, and autumn SST dynamics at their
locations.
FerryBox systems oﬀer continuous data from the near-surface
level from designated ship routes. Presently there is one FerryBox
operating in the Gulf of Bothnia (route Gothenburg-Kemi-Oulu-
Lübeck-Gothenburg). The quality of the temperature and salinity
measurements has been found good by Karlson et al. (2016) when
compared to other ﬁeld measurements and together with other
measurements to complement the traditional monitoring data in
the Baltic Sea.
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In addition to these in-situ measurements, satellites provide
a good coverage of the sea surface. Sea surface temperature has
been observed with satellites for a long time and daily SST maps
are provided in services such as the Copernicus Marine and
Environment Monitoring System (CMEMS)5. Also SSS can be
obtained from satellites, but presently the resolution and quality
of the products are not good enough in the Baltic Sea, but maybe
new progress will improve that (Olmedo et al., 2016).
To obtain more T-S-proﬁle measurements, FMI has recently
started to operate a glider to measure the hydrography in the
southeastern part of the Bothnian Sea. Presently there have been
two measurement campaigns during Autumns 2016 and 2017
(Alenius et al., 2018). Compared to Argo ﬂoats that drift freely
with currents, the gliders can be navigated along predetermined
routes. The vertical coverage of measurements is slightly better
than with Argos, since the FMI glider has an altimeter, which
allows the glider to dive close, c. 3–5 m, to the bottom. The
ice season sets limits to the operation of gliders in the northern
Baltic Sea. Liblik et al. (2016) state in their analysis of the
potential of underwater gliders in global observing system that
under ice operations have still been limited for gliders, but
shown to be feasible by e.g., Beszczynska Möller et al. (2011).
The gliders have not yet been used for regular monitoring in
the Baltic Sea, but have shown their potential to be a good
addition to the monitoring. They are, however, signiﬁcantly
more expensive than Argo ﬂoats and require more piloting and
maintenance.
The present state-of-the-art 3D ocean models, such as the
NEMO-Nordic Hordoir et al. (2018), are able to depict the
Baltic Sea hydrography fairly well. For example Westerlund and
Tuomi (2016) have shown that the vertical temperature and
salinity structure and the seasonal development of thermocline
in the Bothnian Sea were modeled with relatively good accuracy.
However, they also showed, with the help of Argo ﬂoat data,
that there is a need for improvement in the model physics
and parameterization in order to better describe the complex
stratiﬁcation conditions of the Baltic Sea. The accuracy of the
3D models can be improved by introducing assimilation of both
surface and proﬁle data as has been shown e.g., by Axell and Liu
(2016) in the Baltic Sea.
5. CONCLUSION
Hydrography of the Bothnian Sea during 2012–2017 was
estimated based on Argo data as a separate dataset, and then Argo
data were compared to CTD proﬁles from the same time period
and to historical CTD measurements.
For the ﬁrst time we were able to observe the seasonal cycle
of the water column in the open sea areas of the Bothnian Sea
on a weekly scale. The timing of spring and autumn overturning
and the development and decay of the thermocline can now
be followed in much more detail than is possible with ship
monitoring. With continuous in-situ proﬁling the phase of the
yearly thermal cycle of the water column can be followed and
5http://marine.copernicus.eu
compared to previous years to monitor changes in the cycle,
much like Leppäranta et al. (1988) did with the ice season. This
knowledge can be used to predict, for example, the upcoming ice
winter or timing and magnitude of summer algae blooms.
The Argo ﬂoats seem to work well as an independent
monitoring system for temperature dynamics in the Bothnian
Sea. Since salinity is a more conservative and location dependent
variable, the gradual changes in it may be better observed
with long term station monitoring, but small and short scale
phenomena are captured well. It was shown that the ﬂoat
proﬁling schedule is ﬂexible and can be adjusted to ﬁt the needs
of both standard monitoring and short term event observation.
The possibility to adjust the ﬂoat behavior according to weather
forecasts provides a great method to (a) achieve long term
deployments with weekly proﬁles and longer battery life with still
the option to get occasional fast proﬁling sequences and (b) get
data from storms where normal research vessel operations would
be diﬃcult or not possible. There are very little measured T-S-
proﬁles from storm situations in the Bothnian Sea. Achieving
data from upper mixed layer dynamics during a storm will give
valuable data e.g., for process studies and model development.
The Argo ﬂoats and ship monitoring supplement each other.
The long time series from ﬁxed monitoring stations with high
vertical resolution from ships gives reference to the magnitude of
short term variability measured with Argo ﬂoats, and the spatially
variable high temporal resolution proﬁling with Argo ﬂoats gives
insight of the possible phenomena behind anomalies seen in the
temporally sparse monitoring data. The ﬂoats also contribute to
the long term standard monitoring time series whenever they
drift past a monitoring station. The Argo ﬂoats are conﬁned in
the deep area of the Bothnian Sea, so their data mostly represents
the South-North variability in the water column.
For now, we have missed the top 4m of the water column
because of the limitation set by the CTD sensor design. Switching
to an alternative sensor would enable even better monitoring
of the mixed layer, which would then make prediction of for
example algal blooms easier. Gaining weekly to daily sea surface
observations would also support validation of sea surface remote
sensing.
Despite the challenging environment in the Bothnian Sea, the
Argo ﬂoats were found to function well and they have become
an important part of the monitoring network. Even though the
ﬂoats often touch the bottom and occasionally get stuck in the
bottom, they have so far always managed to free themselves. The
ice avoidance algorithm was also determined to be functioning
as expected and we have managed to retrieve all our ﬂoats
so far.
For future work it would be interesting to assess the Bothnian
Sea observing system in it’s current state as done by Grayek
et al. (2015) in the Black Sea to see what improvements
could be made regarding the now existing Argo operations.
Grayek et al. (2015) concluded that for the Black Sea a
good amount of ﬂoats is 10 and that adding more ﬂoats
instead of increasing proﬁling frequency gives best results at
least for data assimilation. Most important questions are how
many ﬂoats are enough to capture the instantaneous state of
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the Bothnian Sea suﬃciently, and what is the best proﬁling
frequency for long term monitoring and for the needs of
forecasting.
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Argo ﬂoats have been used in the environmental monitoring of the very shallow Bothnian
Sea, a sub-basin of the Baltic Sea, for 5 years as part of the Finnish Euro-Argo
programme. The Bothnian Sea is so far considered to be an environmentally healthy
part of the Baltic Sea because the deep waters of the basin are well-ventilated by
inﬂowing oxygen-rich saltier and heavier surface layer waters of the Baltic Sea proper.
Thus the deep water ﬂow is of interest in the Bothnian Sea. In this study, we used Argo
ﬂoat data from six different long-term missions, from 111 to 512 days, to analyze the
deep-water ﬂow in the Bothnian Sea where no continuous monitoring of currents exist.
We estimated mainly the ﬂow below the expected halocline from the paths of the ﬂoats.
We analyzed the movements statistically and estimated the error caused by the surface
drift of the ﬂoats during their stay at the surface by using 3D hydrodynamic model results
as reference data. Our results show a northward ﬂowing resultant current in the deep
trench of the Bothnian Sea. There seemed to be very little exchange between coastal
zone and open-sea waters in deeper layers. The drifting speed of the ﬂoats in the deep
layers of Bothnian Sea generally was around 2 cm/s but instantaneous speeds of up
to 30 cm/s in the middle-layer (50 dbars) were observed. In the Bothnian Sea deep, the
deep trench on the Finnish side of the Bothnian Sea, the vast majority of the observations
showed deep currents from south to north, with the same average speed of around 2
cm/s but the instantaneous maximum was smaller at 13 cm/s. Our study indicates that
the routine Argo ﬂoat observations can be used to get information on the deep currents
in the basin in addition to hydrographic observations.
Keywords: autonomous, measurement device, real-time, ocean observations, circulation, environmental
monitoring, hydrography
1. INTRODUCTION
The Baltic Sea is a small shallow sea that consists of several basins with most of the deeper parts
separated from each other by underwater sills. The water quality of the deep waters of the basins
diﬀer considerably from each other, although the whole Baltic Sea is more or less under loads from
the land. For example, themarine ecosystems change because of nutrient and energy ﬂuxes between
the surface and benthos; the local climate and ice conditions depend on the energy storage of the
sea and its movements. To know the deep currents and their variations is to be aware of potential
changes in the environment.
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The dynamics of the deep areas of the Baltic Sea are still partly
poorly known due to the limited quantity of measurements in
these areas. Most of the studies that enlighten the deeper water
layer dynamics concentrate on the Baltic Proper (e.g., Wieczorek,
2012), southern Baltic Sea (e.g., Bulczak et al., 2016), and Gulf
of Finland (e.g., Suhhova et al., 2018) and are often related to
examining the inﬂuence of major Baltic inﬂows on the deep
water (Meier et al., 2006). Subsurface currents transport energy
and substances, and they also have an eﬀect on ecosystems by
transporting the matter and the organisms.
The Bothnian Sea, a large sub-basin of the Baltic Sea, has
been considered to be an environmentally healthy part of
the vulnerable Baltic Sea, which suﬀers from environmental
problems, the most severe of which is the oxygen deﬁcit in the
deep waters of the Baltic Sea Proper. Some concern on the slight
worsening of the deep-water oxygen conditions in the Bothnian
Sea was expressed by Raateoja (2013). The general understanding
of the dynamics of the deep waters of the Bothnian Sea is that
oxygen-rich saltier and heavier water from the surface layer of the
Baltic Sea proper ﬂow in to the Bothnian Sea and sinks toward
the bottom and continues toward the north along the bottom,
thus ventilating the deep-waters there (Hietala et al., 2007). This
deep-water ﬂow is of interest and should be monitored. However,
there is no monitoring of currents in that open-sea area.
Kuosa et al. (2017) have studied the development of the Gulf
of Bothnia ecosystem and concluded that variation in deep-
water inﬂow from the Baltic Proper has an eﬀect on phyto- and
zooplankton communities in the Bothnian Sea.
The FinnishMeteorological Institute (FMI) has operated Argo
ﬂoats in the Bothnian Sea already for 5 years as part of the
Finnish Euro-Argo contribution. On average year the Bothnian
Sea freezes almost completely (SMHI, 1982) and the ﬂoats are
equipped with ice-avoidance algorithm. When ice avoidance
is used the ﬂoat is given a temperature value near freezing
temperature (in the Bothnian Sea 0.25–0.5◦C). If the ﬂoat detects
freezing water it stops proﬁling and returns to the parking depth.
In this study period no ice-avoidance was needed as the missions
were performed in either ice-free period or in the area with no
ice. However, the ice-avoidance was tested during this study with
test value around 3◦C.
In this paper we study the possibility to utilize the Bothnian
Sea Argo ﬂoat data to estimate the deep currents below the
pycnocline and thus add the value of the regular monitoring
with these instruments. We analyzed the 5 years data of Argo
ﬂoat measurements from 2012 to 2016 to study the deep water
movements in the Bothnian Sea in order to gain understanding
of the processes aﬀecting ecosystems there now and to be able
in the future to predict the changes in the physical conditions.
This type of data has far too coarse time resolution to reﬂect
internal oscillations in the basin, like inertial ones and Bothnian
Sea seiches. The results reﬂect more the net water transport in the
deep layer.
1.1. The Bothnian Sea
The Bothnian Sea is located in the northern part of the Baltic Sea
(Figure 1). It is generally shallow, with an average depth of 66
m, but it is divided topographically diﬀerent sections. There is
relatively straight forward sloping bottom on the eastern side of
the basin and an arch-shaped deep trench with maximum depth
of 293 m in the north-western part of the basin. The area of
the basin is 64 886 km2 (Fonselius, 1996). The surface salinity
in the open sea area is 5–6 and the deep-water salinity is 6–
7 (Fonselius and Valderrama, 2003). The shoreline is near, and
the area is important for marine traﬃc, nature conservation and
ﬁshing activities (Backer and Frias, 2013).
The northern parts and the coastal areas of the basin freeze or
are near to the freezing point during the winter. The upper layer
temperature is then smaller than maximum density temperature.
In spring the surface temperature increases toward maximum
density temperature, which causes overturning. In summer the
temperature is greater than maximum density temperature and a
seasonal thermocline forms. When the surface layer cools in the
autumn toward maximum density temperature the surface layer
overturns again. In winter the upper and deep layers are separated
by a weak halocline, which also is a pycnocline, at somewhere
between 70 and 90 m depths. The winter time convection reaches
this pycnocline as interpreted fromArgo data in the Bothnian Sea
(Haavisto et al., 2018) and data from ﬁxed oceanographic station
at Utö (Haapala and Alenius, 1994).
The Bothnian Sea is a basin that is behind several smaller
basins and sills that prevent the direct deep water ﬂow from
the Baltic Sea Proper. Thus the deep waters in the Bothnian
Sea are formed during the winter from surface water from the
Baltic Proper (Leppäranta and Myrberg, 2009). In last 20 years
the saline water inﬂow to the deep layers of the Bothnian Sea
has increased potentially by changes in sea-level dynamics in
the Baltic Proper or the salinity content of the inﬂowing water
(Raateoja, 2013). The deep water in the Gulf of Bothnia is
mainly cooled winter water from the Gotland Sea, that has sunk
over the southern Åland sill (Marmefelt and Omstedt, 1993).
During the summer the deep water system resembles the deep
water system in the Baltic Proper, with a strong thermocline and
dicothermal layer. Then the direct wind mixing can only eﬀect
the layer that is on top of the thermocline, and deeper mixing can
only happen when the thermocline disappears during spring and
autumn overturning. This has a signiﬁcant eﬀect on themicrobial
ecosystem on the surface layer and oxygen conditions in the
bottom layer (Raateoja, 2013).
The currents are induced in the sea by four diﬀerent
mechanisms: wind stress, sea surface tilt, horizontal
thermohaline gradient of density and tidal forces (Leppäranta
and Myrberg, 2009). The currents are altered by Coriolis
acceleration, topography and friction. The period of the inertial
oscillation is around 13.75 h in the southern Bothnian Sea
and around 13.44 h in the Northern Bothnian Sea. River run-
oﬀ could also change the local sea-level height and thus the
currents. The passing low pressure cells often cause seiches in
the Bothnian Sea. The theoretical uninodal seiche period for
the Baltic Proper–Bothnian Sea system is 35.6 h and water-level
observations suggest it might be as long as 39 h (Leppäranta and
Myrberg, 2009). With Merian formula we may estimate that the
uninodal seiche period accross the Bothnian Sea is 4.4 h and
along the Bothnian Sea 7 h. A northerly wind also drives the
surface layer toward the south and west, causing upwelling on
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FIGURE 1 | Map of Argo missions in the Bothnian Sea 2012–2016. The deployment site of the ﬂoats is in a deep part of the Bothnian Sea. The starting and ending
points are marked with stars and circles, respectively.The gray-scale shows the bathymetry. The cross marks the HELCOM continuous monitoring station, SR5.
the Finnish coast. The compensating current in the deep layer
then ﬂows toward the north.
The general concepts of the circulation in the Gulf of Bothnia
were laid down in the early 20th century when Witting (1912)
and Palmén (1930) studied the currents using observations from
drift cards, ship borne current measurements and from light
ships. They noticed that the main feature in the Bothnian Sea
surface and near surface was a cyclonic circulation moving water
to the north on the Finnish side of the basin and southwards on
the Swedish side. Witting’s works indicated two main circulation
cells, one in the northern part of the Bothnian Sea and the other
in the southern part. Palmén , however, concluded that there is
only one basin-wide circulation cell, and that concept has been
the basis of the general thinking since the 1930s.
Witting (1912) described the surface circulation separately for
June, August, October and from June to October. He described
the deep water movements in connection to water transports
and gave ﬁgures for transports in spring and autumn. In that
description the deep water transport goes down to the deep
trench of the Bothnian Sea and rises upwards on the Swedish side
where the depth of the sea is smaller. In both seasons the deep
water transport is toward north.
The data on the deep water currents in the Bothnian Sea
is sparse, and most of the measurements are concentrated in
the southern part near the Understen–Märket trench, where the
water exchange between the Baltic Sea Proper and the Bothnian
Sea is taking place. Witting and Pettersson (1925) were the ﬁrst to
analyze the deep currents in that area in two short campaigns in
the early 1920s. In the 1950s Hela (1958) studied the hydrography
of the area. In the 1960s Palosuo (1964) studied the water
exchange in the Åland Sea and the Quark and the routes of the
water in the upper layers (15–40 m) of the Bothnian Sea.
In 1991 the Gulf of Bothnia Year programme aimed at a
better understanding of the processes aﬀecting on the ecosystem.
This programme also included an intensive ﬁeld observation of
currents (e.g., Uotila et al., 1996). Coastal-open sea exchange
processes as well as deep-sea mixing processes were scrutinized
by using moored current meters and thermistor chains among
others to gain insight into the structure and dynamics of the
whole water column (Murthy et al., 1993). The current meter
data from 8 and 60 m depth from a station with bottom
depth of 112 m, showed mainly northward going currents at
both depth levels even in summer and inertial oscillations were
sometimes present at both depths. Unfortunately even those
datasets cannot answer to the question if there exists a two layer
ﬂow in the area under conditions when there is clear summer
stratiﬁcation.
Hietala et al. (2007) performed a measurement campaign
with R/V Aranda to study with ship-mounted acoustic Doppler
current proﬁler (ADCP) the currents in the Understen–Märket
trench. 3D hydrodynamic modeling studies have also been
executed to understand the water movements (e.g., Myrberg
and Andrejev, 2006). These studies concentrate mainly on the
near surface layers because there has not been good long-term
observational data on the currents in the whole water column.
The models today have achieved a certain maturity, but alongside
the models we need observations to improve our understanding
on the movement of water masses in the whole water column.
Frontiers in Marine Science | www.frontiersin.org 3 September 2018 | Volume 5 | Article 308
Roiha et al. Current Estimations From Argo Trajectories
Mesoscale phenomena on the surface have been also studied by
remote sensing methods (Kahru et al., 1995), but those methods
do not tell what happens in the deep layers.
1.2. Argo Floats
In the 1990s the time was right to start a global pursuit to
automatically monitor the oceans’ evolving temperature and
salinity ﬁelds (Riser et al., 2016). The ﬁrst global pursuit to
survey the physical properties of the world oceans was the World
Ocean Circulation Experiment (WOCE) (Woods, 1985). The
global Argo programme was launched after WOCE and has been
working since the year 2000 and it aims at real timemonitoring of
the world’s oceans including sea areas that are diﬃcult to reach by
other means. Nowadays the main task of the ﬂoats is to measure
the vertical distribution of basic hydrography ﬁelds and up to
80 additional parameters (Carval et al., 2015) at regular intervals
and upload the data right after the measurements to the Internet.
The ﬂoats have mostly been used in Open Ocean in areas where
the depth is much more that 1,000 m. In between the proﬁle
measurements, the ﬂoats drift freely with currents deep below the
surface (Argo, 2000).
In general, ﬂoats are designed to be used in oceans where
there is no danger of hitting the bottom or being hit by a ship
while on the surface. Normally there is no need to change the
diving parameters during the mission, and a one-way satellite
transmission from ﬂoat to shore is suﬃcient.
Usually the ﬂoats drift for about 10 days at a depth from 1
to 2 km. While ascending, they collect proﬁles of at least the
temperature and salinity, but other sensors might be included
too. Once the ﬂoat is at the surface, the measurement data as well
as the ﬂoat’s GPS position is transmitted to the data collector via
satellite. All the data from Argo ﬂoats is transmitted by satellite
and made available in a public database. Thus, continuous
measurement data becomes available from sea areas where in-
situ observations otherwise would be sparse (Le Traon, 2013).
Currently, almost all deployed ﬂoats are in the deep oceans, with
only a few operating in shallow, marginal seas.
The ﬂoats are successfully used to study currents in the deep
oceans and shelf seas for example in the Black Sea (Korotaev
et al., 2006), the Nordic Seas (Lavender et al., 2005; Voet et al.,
2010), and the Mediterranean Sea (Menna and Poulain, 2010),
too. The methods for analyzing the deep currents from the Argo
data have been developed during the years (e.g., Park et al., 2005)
In this study, we used the Argo data for the ﬁrst time in analyzing
currents in a shallow brackish water basin. With this data, we are
able to achieve time series that cover most of the ice free seasons
in the Bothnian Sea.
The Baltic Sea has a diﬀerent operating environment than
the oceans. With the aim of preventing the ﬂoat from hitting
the bottom and from drifting to shore, a much more active
involvement with the ﬂoat’s mission is required. Therefore, to be
able to change the diving parameters of the ﬂoat, two-way satellite
communication and short dive cycles are necessary requirements
(Purokoski et al., 2013). The main cost of operating the ﬂoats is
the manpower needed to keep watch on the ﬂoats. Beneﬁt for this
is the ability to react to interesting phenomena and increasing the
observation frequency when needed.
The Finnish Meteorological Institute has used Argo ﬂoats
in monitoring the Baltic Sea since the year 2012. At least two
Argo ﬂoats have been continuously in the sea in the Gotland
Deep, Baltic Sea Proper and in the Bothnian Sea. In our early
Bothnian Sea Argo ﬂoat missions, the ﬂoats were taken out from
the sea for the ice-covered season, but later in the years 2015 and
2016 the ﬂoats have been equipped with ice avoidance system
and they stay there also during the winter and a potentially ice-
covered period. The ﬂoats have been measuring in the areas
where there are routine HELCOM monitoring stations but no
dense time series. As the ﬂoats are kept away from the coast,
they can be used to estimate the water movements in areas where
so far only short-term deep current measurements have been
done.
2. MATERIALS AND METHODS
2.1. Bothnian Sea Argo Floats and Missions
In January 2011, FMI received two ﬂoats speciﬁcally balanced
for use in sea areas around Finland. These APEX (Autonomous
Proﬁling Explorer) ﬂoats were manufactured by Teledyne
Webb Research Corp. (East Falmouth, Massachusetts). Both
of the ﬂoats were equipped with basic Sea-Bird Electronics
Inc. (Bellevue, Washington) SBE 41CP CTD (Conductivity-
Temperature-Depth) sensors and a two-way Iridium satellite
transmitter. Later a bio-optical ﬂoat was also deployed to the
Bothnian Sea (Table 1). The ﬂoats were especially balanced to
function in brackish water. Since 2012, the measuring activity has
been continuous.
There were altogether six missions in the years 2012–2016
done by three diﬀerent ﬂoats (Table 2). FMI recovers the ﬂoats
after missions and reuses them after service. Five of the missions
were launched between mid-May and mid-June and one mission
was launched in September. All the missions were launched near
the same location in the middle of the Bothnian Sea deep to avoid
bottom contact and collision with vessels. The deployment area
is relatively deep and has a level bottom. During the winter time
the ice avoidance was also tested in open water with ice avoidance
temperature higher than exact ice avoidance temperature, but the
largest number of observations are from the summer season. In
later years, the number of winter measurements has also been
increasing due to positive experiences with the ice-avoidance
algorithm (Figure 2).
The typical measuring cycle starts when a ﬂoat starts the
diving procedure. When reaching the target pressure, the ﬂoat
stays at that depth, measuring pressure and temperature. After a
pre-set diving time the ﬂoat starts to measure the proﬁle. Unlike
the ocean, the proﬁle is started from the parking depth (Figure 3).
During the missions, the ﬂoats sometimes stayed on the surface
during the diving cycle, hit the bottom, or did not send the
complete log ﬁle. These occasions are removed from the analyzed
datasets (Table 2).
From the Argo logs we can directly access the diving time, the
time ﬂoated at the parking depth and the ascending time. When
we know the total cycle time, we can estimate the time spent at
the surface from those values.
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TABLE 1 | Technical details of the ﬂoats used in this study.
APE1 APE2 BAPE2
Modiﬁcations Modiﬁed pressure detection
algorithm by FMI and Aalto University
Model APEX-APF91
Sensors Temperature, conductivity, pressure + Oxygen sensor Aanderaa Optode 4330,
+ ﬂuorescence sensor and turbidity
sensor Wetlabs FLbb.
Communications 2-way Iridium satellite
All three ﬂoats had a 2-way satellite connection and CTD equipment. APE2 had also modiﬁed pressure detection, and BAPE2 had additional oxygen, ﬂuorescence and turbidity sensors.
TABLE 2 | Some statistics of Argo measurements in the Bothnian Sea 2012–2016.
Mission Float Beginning End Total cycles Valid cycles Median parking
pressure (dbar)
Median speed
(cm/s)
Standard deviation
of speed (cm/s)
A : 6901901 APE1 2012-05-17 2012-12-05 314 198 68 3.3 4.8
B : 6902013 APE2 2013-06-13 2013-10-02 120 115 77 2.4 2.1
C : 6902017 APE1 2014-05-30 2015-10-04 177 170 117 1.7 1.5
D : 6902018 BAPE2 2014-05-30 2014-11-14 62 27 95 3.0 2.2
E : 6902021 BAPE2 2015-09-23 2016-05-13 49 38 106 2.2 1.2
F : 6902022 APE2 2016-05-13 2016-10-11 217 214 101 0.9 1.4
The WMO number of missions, ﬂoat name, starting and ending dates of the missions, total number of observation cycles, number of quality controlled cycles, median parking pressure,
estimated median speed per mission and its standard deviation.
FIGURE 2 | Number of Argo cycles per month and per year in the Bothnian Sea, 2012–2016.
2.2. Hydrodynamic Model Conﬁguration
Used for Error Analysis
For comparing estimated velocities from ﬂoats and analyzing
surface drift errors we used a 2 nautical mile set-up of the NEMO
3D ocean model (V3.6) covering the Baltic Sea and North Sea
area. We ran the model for the year 2014. This set-up was
documented and validated for mixing in Westerlund and Tuomi
(2016) and for the currents in Westerlund et al. (2018) and is
based on the NEMO Nordic conﬁguration by Hordoir et al.
(2013, 2015).
The vertical resolution of this set-up starts from 3 m on
the surface, and increases with depth. The temporal resolution
of the model is 15 min and the values are saved as 1 day
averages. The bathymetry of the set-up was updated to the
latest version of the NEMO Nordic bathymetry. River run-oﬀs
and precipitation ﬁelds were climatological. We used forecasts
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FIGURE 3 | Schematic diagram of the APEX cycle during the ﬁrst mission in the Baltic Sea. The time scale is much shorter than in the deep ocean Argo
measurements. The parking depth also is the same as the depth where the proﬁle starts. Db is the beginning of the descension and De is the end. Ab and Ae are the
beginning and the end of ascension, respectively, and tD and tA are the times used for descension and ascension, respectively.
from the FMI numerical weather prediction system HIRLAM
(HIRLAM-B, 2015) as forcing. Forcing was read into the
NEMO run with the CORE bulk formulae (Large and Yeager,
2004).
3. RESULTS
We divided our analysis of deep-water currents in two
sections. First we wanted to get an overall impression of
the deep currents and their statistics in the Bothnian Sea in
general and analyze the extreme velocities with results from
a hydrodynamic model. The second topic was to analyze
speciﬁcally the deep ﬂow in the Bothnian Sea deep, which is
the deepest trench along the basin, and the ﬂow persistence
there.
3.1. Measurements and Current
Estimations in the Bothnian Sea in General
In the Bothnian Sea the ﬂoats median diving pressure was
93 dbar and median cycle length was 24 h, varying from
around 2 h to 7 days. Diving pressures were chosen so,
that the estimated distance from bottom remained roughly 30
m in the ﬁrst two missions A (6901901) and B (6902013)
(Figure 1) and 10 m in the rest of the missions, based on
known topography. For further description of the bottom
distance see (Haavisto et al., 2018). The shortest cycles are
used when the ﬂoat has been deployed and recovered to
ensure that the ﬂoat can receive commands via satellite. The
typical distance the ﬂoat moved was 2 to 3 km per cycle
and typical estimated speed around 2 cm/s (Table 2), which
has been considered to be typical residual speed in the deep
waters. Seventy-ﬁve percent of the estimated velocities were
under 3.5 cm/s. High velocities over 10 cm/s were very rare,
only 3% of the cases and were only observed during the
ﬁrst mission at a fairly shallow depth, median 47 dbars. The
highest estimated speed was 30 cm/s toward south at 50 dbar
depth near to Finnish coast in a situation where sea level
was going down in the Gulf of Bothnia. The ﬂoats’ paths
followed usually the expected northward going resultant current
in the deep layers of the Bothnian Sea. The ﬁrst mission A
(6901901) had a shallower average drifting depth than the others
(Figure 1).
We compared the speeds from the NEMO model to the
estimated speeds in each measurement way point in the model
layer that corresponded to the diving pressure of the ﬂoat.
The model was run from June to December 2014. The model
results cannot be compared directly to speed estimations, because
the time scale of events suitable to be investigated by this
model is limited by the structure of the model conﬁguration
and available inputs for the model. Overall, comparison of
modeled currents to observed ones always constitutes a challenge.
To be able to estimate the scale of the speeds we analyzed
the speed distributions from the model and observations. In
two cases the speeds either modeled by NEMO or estimated
from Argo trajectories represents the highest 5% of the speeds
(Figure 4).
In the study period there were three occasions, where
there were steady hard winds over period of several days.
During all these three events the estimated maximum
speeds were over 7 cm/s. On the surface, hard constant
northward winds cause upwellings on the Finnish coast
of the Bothnian Sea and the low pressure system tilts
the water level in the basin speeding the deep currents
northward.
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FIGURE 4 | Comparison of APEX parking pressure speed distribution versus
respective NEMO speed distribution from June 2014 to December 2014.
In the beginning of June 2014, there was a steady northern
wind, exceeding a daily average of 14 m/s at four coastal weather
stations along the Finnish coast on June 13. The tide gauges
on Gulf of Bothnia registered a rapid water level drop during
this event. The Argo ﬂoat reached the speed of 8 cm/s to
N-N-E at an average pressure of 110 dbars. The cycle length
was 24 h.
On September 20–22 2014, there was a deep low pressure
system passing over Sweden, which caused hard northerly winds,
speeds exceeding 26 m/s at the Swedish coastal weather stations
in the Bothnian Sea. This low pressure system aﬀected water
levels throughout the Gulf of Bothnia where there was a sudden
drop in water level and afterwards a very quick rise. The sea
surface temperatures also dropped rapidly and we could see an
upwelling event in the south-eastern coast of Bothnian Sea. This
event also aﬀected on the estimated velocity of the Argo ﬂoat.
The highest speed was 7.6 cm/s to N-N-W at the average diving
pressure of 117 dbars during a 48-h cycle.
During this 7 months study period, there was one occasion
where southern hard winds were dominant from October 22
to November 4. The ﬂoat moved at the fastest 8 cm/s to N-N-
E in the diving pressure of 100 dbars. This is probably due to
weakened stratiﬁcation, which allows the wind to aﬀect deeper
layers than in the summer time when the water column is heavily
stratiﬁed and wind eﬀect is limited on the mixed layer. The
Ekman transport has an eﬀect on the right hand direction from
the wind direction.
We may argue that both estimations show exceptionally high
speeds during these events and our current estimation from the
ﬂoat trajectories is valid. On the last occasion the wind direction
was southward and the model could not show a clear signal of
higher current speeds. This could be due to issues in weather
forcing and the fact that the routes of the low pressure cells may
not be described exactly by the weathermodels, the poorly known
bathymetry in the area or the model’s inadequacies to produce
correct stratiﬁcation in the autumn.
3.2. Measurements and Current
Estimations in the Bothnian Sea Deep
The Bothnian Sea Deep is a passage for deep water (Figure 5).
Our datasets have 257 cycles from this deep. On average, the
buoys drifted at 106 dbar pressure, while the maximum diving
pressure was 126 dbar. The minimum pressure of 51 dbar
was reached while deployed in June 2013. The shallow parking
pressure was set to avoid bottom contact during the ﬁrst dive
(Siiriä in submitted). The median cycle time was 24 h. When ice
avoidance was tested, the cycle time was as long as 7 days.
On average, the speed estimated from ﬂoat movement was
2 cm/s, while the temporary maximum was 13 cm/s. The main
directions of the currents were along the north-south axis, with
the major part of observations showing northward movement.
The N-W to N sector covers 37% of all the observed directions,
while the sector S-S-W to S-S-E sector covers around 22% of all
directions (Figure 6).
The average speeds were calculated for the area (Figure 7).
The diving cycles below 90 dbars were selected to represent the
deep currents. We divided the area to a 3′ latitude× 6′ longitude
grid and computed the number of observations and average
current speed in each grid box. The average speed was calculated
as follows:
u¯ =
1
N
N∑
n=1
un (1)
and
v¯ =
1
N
N∑
n=1
vn, (2)
where u¯ and v¯ are the average eastward and northward
components of velocity, un and vn are the respective components
of the velocity in a single cycle, and N is the number of cycles.
Cases where there have been fewer than three measurement have
been discarded. From the Equations (1, 2) we see that the average
movement is measured as distance/time. Each dive has the same
weight regardless of the diving time, as the ﬂoat likely moves
back and forth between the dives. Therefore a longer diving
time would not indicate the actual drift direction with a higher
probability than a short one.
The persistency R of the current was also calculated by
dividing the mean vector speed by the average scalar speed as
presented by Palmén (1930)
R =
√
u¯2 + v¯2
1
N
∑√
u2n + v
2
n
(3)
Most of the averaged velocities have a a stronger northward
component in the area, even though the averaged velocities are
fairly small. Only the south-west corner of the studied area
appears to have a stronger southward component.
We analyzed also the persistence of the ﬂows in diﬀerent grid
boxes. In this study the persistence varied between 17 and 96%
per cell in the grid boxes that had over 8 measurements (i.e., the
ﬂoat had measured the averaged currents a week or longer). In
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FIGURE 5 | Argo cycles in Bothnian Sea deep area. There were altogether
257 measurement cycles analyzed for this study. The bathymetry is shown in
grayscale and the studied area is marked with red box. The routes of the
missions are are marked with colors.
common place, the measurement per grid box are consecutive
so it is possible that synoptic scale weather phenomena is one
explanatory factor for persistent current. Within this method we
are able to study eﬀects of the synoptic scale weather eﬀects to the
Bothnian Sea.
In the southern part of the study area the persistence is in
general fairly small and the directions of the estimated current
changes quite often. However, in the middle part of the area
the currents are fairly persistently ﬂowing toward north. This
is probably partly due to the directing eﬀect of the bottom
bathymetry.
3.3. Estimating Possible Source of Errors
Katsumata and Yoshinari (2010) have analyzed the possible
sources of errors in measurement in Argo drifting. These are
positioning errors, internal clock drift, and unknown surface drift
before submerging and after surfacing. In this paper, we took a
deeper look on surface drift because unlike the other sources of
error, it is not as randomly distributed as the other errors. It is
possibly the biggest source of error due to the fact that ﬂoats in
the Bothnian Sea spend a fairly long portion of their mission time
on the surface compared to Argos in the ocean.
The distance drifted needs to be estimated from a model
or by estimating the velocity shear in the upper water column
(Lebedev et al., 2007). In this study we have estimated the scale
of the surface drift from the NEMO implementation in FMI.
For this study, we analyzed the year 2014 from the model and
observations and estimated the scale of the surface drift by
calculating the drifted distance from the model at the surfacing
point for each cycle. To avoid excessive error from surface
drifting, we removed the measurements that stayed in the surface
FIGURE 6 | Velocity distribution of the Apex missions in the Gulf of Bothnia
Deep. The colors show the estimated speed (cm/s) and the curves show the
percentage of the measurements in different directions.
FIGURE 7 | Average Argo velocities for the drifting depth (>90 dbar) in the
Bothnian Sea Deep. The length of the arrow indicates the average speed, and
the color indicates the number of observations in a grid box. The lighter the
color, the more observations.
layer (<20 dbars), where wind has a strong eﬀect on the ﬂoat
movements.
In the depth range of the Bothnian Sea Deep, roughly 100 m,
the Argo ﬂoats take on average 15min to reach the parking depth.
In general, the speed goal for descending and ascending is 8 cm/s.
The exact speed cannot be determined because the ﬁrst pressure
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check is done 15 min after the diving procedure starts. In that
time the ﬂoat has usually reached the target depth.
In this study the surface drift time was around 50 min varying
from 25 to 166 min depending on how quickly the ﬂoats gets
the GPS position and how quickly it succeeds in getting the data
connection. Another factor that aﬀects the surface drift time is the
depth of the proﬁle and hence the amount of data to be sent. The
ﬂoat drifts an unknown distance while ascending, descending
and while at the surface, since it reports its location only once
per cycle, just before diving.
From the pressure data we assumed that the median amount
of time spent in parking pressure was 95% of the total cycle time
varying from 90 to 99% from mission to mission. The median
value of surface drift time was 2.8% of the cycle, varying from 1
to 4% from mission to mission. The standard deviation for park
time is 6% and for surface drift 3.4%. The rest of the cycle is
descending (tD) and ascending (tA) (Figure 3).
We were able to evaluate the drifting speed on surface in
few cases, as the ﬂoats stay on surface for few hours, before
recovery transmitting their location roughly once in 10 min.
These occasions gave average surface drifting speed of 9 cm/s
(lowest 3.2 cm/s, highest 15.5 cm/s). We also estimated the
surface drift from model run of the year 2014. On every cycle the
ﬂoat surface time was multiplied by the model surface velocities.
This gives us the rough estimation of the scale of surface drift and
cannot be understood as the exact drift due to the limitations of
the hydrodynamic model. The median value with this method
was around 100 m per cycle and maximum 540 m. In this
estimation the median value for the distance traveled on the
surface is 5%. In comparison, the size of ﬂoat’s internal GPS
sensor error is less than 15 m. One must notice that most of the
surface drift values are beyond the resolution of current regional
3D models.
4. DISCUSSION
Finnish Meteorological Institute has used Argo ﬂoats in
hydrographic monitoring of the Bothnian Sea for over 6 years.
The ﬂoats have measured hundreds of proﬁles in all seasons and
we have got lots of new data from the open sea conditions and
physics of the Bothnian Sea. Alongside the hydrographic data
we have collected a unique dataset of over 700 estimates of the
drifting velocity of the ﬂoats in their parking depths. We have
analyzed those velocity estimates and their uncertainties to see if
they are useful and give added value to the monitoring program.
In our measuring strategy the ﬂoats stay at maximum pressure
and measure the proﬁle from there to the surface. The pressure
is deﬁned according to the estimated topography of the area
where the ﬂoat is. Thus the parking depth should represent the
deepest layer of the area and drift there the deep currents. The
average parking pressure of our whole data set was 90 dbars, but
there were diﬀerences from mission to mission. In the ﬁrst two
missions the average parking pressure was around 70 dbars, but
later on we kept the ﬂoats deeper, at more than 95 dbars, even up
to 113 dbars pressure.
It should be noted that the observation strategy was not
speciﬁcally planned for measuring the drift. Thus the time step
between observations varies a lot, from a few hours to several
days. However, In half of the cases the time step was around one
day and in 16% of the cases half a day, which both are much
shorter than time steps in conventional Argo ﬂoat measurements.
The aim of this study was to analyse how well these
measurements describe the deep water currents and what kind
of uncertainties remains. Therefore we compared our results to
the earlier studies in the area.
As shown in the introduction and description of the Bothnian
Sea, the general circulation of the sea was described already
in the early 1900’s. Those descriptions were based on current
measurements from research ship and light ships. Some decades
later Palosuo (1964) studied the hydrography of the Bothnian Sea
and found the cyclonic circulation in the upper layers (15–40 m).
Strong eﬀorts were put to the Gulf of Bothnia in its speciﬁc
study year 1991. In that context Alenius (1993) concluded
that the 60 m currents in the southern Bothnian Sea, on
station SR5, were more variable in direction and speed than on
coastal stations being less than 20 cm/s with northward currents
dominating. Current measurements were done in 1990 and 1991
with Aanderaa RCM-4 and RCM-7 current meters at station
SR5 (61.0520N, 19.3555E) (Figure 1) in the central southern
Bothnian Sea (Alenius, 1993) for several months in both years
with 10 and 15 min time steps. The data consists of over 33,000
individual observations from 113 m depth. In almost half of
the observations, the current speed was below the threshold
speed, 1.1 cm/s, of the current meters, which makes impossible
to estimate the true average speed there. The mean current speed
from data including the threshold speed was 4.5 cm/s. There
exists also ADCP data and shipmeasurements from the Bothnian
Sea Hietala et al. (2007).
We detected a northward resultant current in the Bothnian
Sea deep in accordance with the earlier studies. Our results of
current direction and speed were in line with present knowledge
in that area. Analysis of the persistence of the deep currents
showed that there were some areas where the ﬂow was fairly
persistent and the ﬂow toward the north was notably constant.
This is partly due to the topographical steering of the deep
area. In the literature we could ﬁnd values for persistence of the
surface currents in the area, which are typically between 20 and
40% (Leppäranta and Myrberg, 2009) or 20 and 90% (Witting,
1912). In general, the deep currents are more persistent than
upper layer currents in the open sea.
Our analysis of persistence for the currents shows values that
are in accordance of the values found in early literature. The
limited number of drift estimates ﬁlter out possible short time
scale motions which makes diﬃcult to generalize our persistence
results. Further studies are needed to analyze the persistence on
the longer time scales.
The overall properties of the currents estimated from Argo
ﬂoat trajectories are similar enough to the earlier studies to
give conﬁdence that Argo data is useful in describing at
least the net transport of the deep waters in the Bothnian
Sea. However, because the ﬂoats leave the parking depth
water mass when they measure the vertical proﬁle, the water
mass where they return after the proﬁle measurement and
consequent surface drift, is not exactly the same than where
they were before. How this aﬀects the results remains to be
studied.
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Argo ﬂoat drift is not the best method to describe extreme
velocity cases, though such cases may be important in shaping
the underwater environment. The strong currents feed energy for
the mixing processes, shape the bottom and move matter. The
suspension and resuspension caused by friction and turbulence
is an important factor in nutrient cycling. These extreme deep
currents are diﬃcult to study with hydrodynamic models because
of their small scale. With Argo ﬂoat data, we may still get more
accurate information about the strength of the currents.
One major source of error in the deep current estimate is
the surface drift of the ﬂoat, when it determines its position
and sends the data and receives instructions. The ﬂoat can also
drift horizontally during the ascent and descent from and to the
parking depth. This may especially be the case in measurements
in the shallow sea and short time steps between the proﬁles.
For using the ﬂoats speciﬁcally for deep ﬂow measurements, one
should optimize the measurement interval so that our resolution
is ﬁne enough to be in the scale of the deep water phenomena to
be studied and large enough in comparison to the surface drift so
that the error does not overwhelm the whole estimation.
We used surface drift estimates from numerical model and
data from the recovery of the ﬂoats in our error estimation.
During the recovery the ﬂoat records its position with 10–15 min
intervals and sends typically several positions values during the
drift at the surface. This is the best estimate of the ﬂoat’s surface
drift, for the ﬂoat behaves similarly during the mission.
The data collected in the recovery includes only fairly calm
wind situations so it would be beneﬁcial to measure the surface
drift also in windy situations to achieve the speed range of the
wind driven drift.
We are still on the way of studying other methods to estimate
the surface drift of our ﬂoats and how it really aﬀects to the
estimates of deep currents.
5. CONCLUSIONS
Our aimwas to study howwell Argo ﬂoat measurements describe
the deep water currents and what kind of uncertainties remains.
As the drift of the ﬂoat follows the water mass, we conclude
that we have caught the water mass movements of the deep
water in the Bothnian Sea, which is essential for the long-term
environmental conditions in the basin.
Argo ﬂoats have been used for years in the ocean monitoring
for their reliability, aﬀordability, weather independence, and real-
time data sending after proﬁling.In this study we have shown that
they are usable also for current estimation in the very shallow
semi-enclosed sea as the Baltic Sea.
In shallow waters the Argo ﬂoats have still limitations, some of
which may be resolved in the future. The strength and weakness
of Argos is that they are not stationary. Larger areas can be
covered with the ﬂoats, but the prevailing currents steer their
movement mostly. We can steer the ﬂoats in some degree by
adjusting the cycle length and the diving pressure or by keeping
the ﬂoat at the surface when it drifts to the desired direction there,
but the true destination remains still dependent on the currents
and winds.
For shallow water the lack of altimeter in the ﬂoat forces to
deﬁne the parking pressure by relying on the existing bathymetric
data, which is not always accurately known. Thus the very near-
bottom currents remain out of sight of the ﬂoats.
Even though the ﬂoats are used for routine monitoring, their
capacity allows to react to diﬀering conditions and increase the
observing frequency when needed. Coordinated use of Argo
ﬂoats and other autonomous vehicles, like gliders, increase the
monitoring and research possibilities even further.
In the future with better GPS positioning at the surface we
can reduce the error in deep water ﬂow estimates and we can get
surface drift estimates, too. With these features we may give new
use for the Argo data in monitoring and this comes without any
extra costs. Argo ﬂoats have become an integral part of the Baltic
Sea monitoring and they serve scientiﬁc research, too.
The next step is the optimizing of the number of ﬂoats as
well as their measuring frequency as already studied in the Black
Sea (Grayek et al., 2015). Optimization depends on many factors,
such as whether studying long-term changes in the current ﬁeld
or quick changes caused by low pressure systems.
In order to be able to detect mesoscale phenomena, we need
to have measurements in time interval of days and spatial scale of
kilometres, which can be easily achieved by Argo measurements
as shown in our study. These mesoscale phenomena are for
example eddies, lenses of diﬀerent water masses and eﬀects
of mixing in the water column during the storms. These
measurements can be used as well in analysing the present
conditions as well as in developing the hydrodynamic models,
forecasts, and scenario studies for the future.
Wemay also use the Argo data to estimate the age of the water
in the basin, as is done with models by Myrberg and Andrejev
(2006) Also, the data may be used to study, for example, the
salinity changes and oxygen conditions under the halocline and
the accumulation of environmentally harmful substances in the
deep areas.
By combining Argo data with other in-situ measurements
and hydrodynamic model results we could get a more complete
picture of the water movements in the Gulf of Bothnia. Argos
have been used already before in the ocean to characterize
the interplay of the diﬀerent water masses and currents (e.g.,
Gasparin et al., 2011).
These measurements could also be assimilated into
forecasting systems with hydrodynamical models to gain
a better understanding of the dynamics in the deep areas
(e.g., Taillandier et al., 2010). The better we understand the
connections between the sea and the atmosphere, the better we
can estimate the eﬀects of the changing climate on the biotic and
abiotic environment.
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ABSTRACT
The upwelling phenomenon is an important player in many physical, chemical and ecological
processes in the Baltic Sea. In this study, we demonstrate that it is possible to detect coastal
upwelling events well in advance utilising the monthly ensemble ocean forecasts for the
northern Baltic Sea. A biogeochemical ocean model, using forcing from the European Centre for
Medium-Range Weather Forecasts, was used to produce 27-day forecasts weekly. Upwelling
events in the coastal areas of the Gulf of Bothnia in the Baltic Sea were studied and the results
showed that the method can predict most major upwelling events with a one-week lead time
and a significant number of events with a two-week lead time.
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Introduction
The upwelling phenomenon has a strong impact on the
physical and biological marine environment in the Baltic
Sea. The upward flowing cool water brings nutrients to
the euphotic zone (Vahtera et al. 2005) and cools the
environment. It also has an effect on air temperature
and potentially on rapid fog formation (Leppäranta &
Myrberg 2009), as well as on carbon dioxide cycling
between the sea and the atmosphere (Löffler et al. 2012).
In an elongated, stratified basin, such as the Bothnian
Sea, the principal response to constant wind along the
coast is as follows: Ekman transport emerges in the sur-
face layer in a cross direction. As a result, the sea level
rises on the right-hand-side coast from the wind direc-
tion and falls on the other side’s coast. Consequently,
there are coastal jets produced along both coasts,
which are compensated for by slow return flows from
the central basin (Krauss & Brügge 1991).
For an upwelling to emerge in the Baltic Sea, the wind
event must last for at least 60 h, and, besides this, wind
direction and water column stratification play important
roles (Haapala 1994). In the Baltic Sea, upwelling is a
fairly common phenomenon, for example, on the coast
of the Gulf of Finland, the Gulf of Bothnia and the east
coast of Gotland island (Håkansson et al. 1996) to
name but a few. Almost all strong enough wind patterns
cause upwelling in some parts of the sea (Lehmann &
Myrberg 2008).
The statistical occurrences of the phenomenon have
been analysed by numerical modelling, which concludes
that the main areas of coastal upwelling events in the Bal-
tic Sea are the Bothnian Sea, the northern coast of the
Gulf of Finland, the west coast of the Baltic Proper, the
east coast of Gotland, the east coast of the Estonian
islands, the east coast of Denmark, including the Straits
and areas east of Bornholm island (Myrberg & Andrejev
2003). The statistical occurrences have also been ana-
lysed by satellite analysis, which shows similar results
as the modelling study but also notes that there are pro-
nounced upwelling events along the Polish coast as well
as the Baltic east coast (Lehmann et al. 2012).
Ensemble forecasting has been since beginning of the
1990s, an important tool in many disciplines, especially
in meteorology. The first ensemble predictions were pro-
duced operationally in US National Meteorological Center
(Tracton & Kalnay 1993) and European Centre for Med-
ium-Range Weather Forecasts (ECMWF) (Palmer et al.
1993).
In general, an ensemble forecast can be produced by
several methods: by using single model with different
forcing (e.g. Molteni et al. 1996), by combining single-
model ensembles as multi-model multi-analysis ensem-
bles (e.g. Mylne et al. 2002) or by using several models
as a poor-man’s ensemble predicted system (EPS) (e.g.
Ebert 2001).
In the Baltic Sea, the ensemble forecasts are widely used
in climatological studies (e.g.Meier et al. 2011), where the
time span reaches up to decades. The ensemble forecast-
ing is also used in operational oceanography, especially
with medium-range time scales. The state-of-the-art
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operational ensemble forecasting and warning systems in
North Sea and Baltic Sea produces medium-range fore-
casts with lead times of 48, 60 or 72 h (Alfieri et al.
2012; Golbeck et al. 2015).
The deterioration of model forecasts with time is a
well-known issue in weather forecasting, where the
reliable forecast range today is about a week depending
on the parameter and location (Bauer et al. 2015). How-
ever, the heat capacity and density of water are much
higher than those of air and, because of this, the persist-
ence of some phenomena in the oceans is typically longer
than in the atmosphere, which suggests better predictabil-
ity for these events. The internal weather of the sea, for
example, on the oceanic mesoscale, includes mainly
phenomena that occur on temporal scales ranging from
days to months, and on spatial scales ranging from kilo-
metres to hundreds of kilometres (Lermusiaux 2006).
There are several ways to analyse an ensemble. Vari-
ables can be studied by, for example, calculating the
ensemble mean, which provides an estimate of the prob-
abilistic expectation forecast. The ensemble can also be
divided into smaller sub-ensembles to make alternative
forecasts (Brankovic & Palmer 1997) and even individual
members can be used for prediction purposes. Ensem-
bles can be used as a quantitative tool for risk assessment.
In many applications, their potential economic value can
be much higher than the value of a deterministic forecast
(Richardson 2000).
In comparison with a single deterministic forecast,
ensembles offer the benefit of estimates of the bias, devi-
ation and range of the modelled variables, which may be
then compared with real-life situations, and it is also
possible to analyse the ensembles and see which forecasts
have a low predictive value (Buizza 1997). It is important
to know not only the numerical value of the forecast vari-
able but also to get information on the reliability of the
prediction (Leutbecher & Palmer 2008). The validity of
one ensemble forecast tells very little of the performance
of the forecasting system in general (Jolliffe & Stephen-
son 2003). Therefore, it is necessary to use a statistical
approach and to choose the specific methods that best
suit the task at hand.
In this study, a probability-based forecast is analysed,
including an in-depth look at the monthly ensemble pre-
diction system of sea surface temperature (SST) and its
performance. The special conditions of the northern
parts of the Baltic Sea are considered, and a case study
to show the possibilities and challenges in interpreting
ensemble forecasts of upwelling events is examined. A
statistical study to deepen the understanding of the sys-
tem is presented.
In this study, methods of ensemble forecasting are
developed and applied to gain information of useful
limits of predictability of the upwelling phenomena in
the Gulf of Bothnia in the Baltic Sea.
Materials and methods
Model configuration and ensemble production
We used Baleco, the operational three-dimensional bio-
geochemical model of the Finnish Meteorological Insti-
tute. The model consists of a general circulation model,
the MITgcm (Marshall, Adcroft, et al. 1997; Marshall,
Hill, et al. 1997), and an ecological module. The model
is discretised on a spherical polar grid. The grid size is
0.1° in longitude and 0.2° in latitude: about 11.1 km, or
six nautical miles. The model domain consists of 120
grid cells in the latitudinal direction, 108 grid cells in
the longitudinal direction and 21 grid cells in the vertical
direction. The south-western corner of the model
domain is at 53.85°N, 8.7°E. The vertical resolution of
the model is concentrated in the euphotic zone, so that
the topmost layer is 3 m, reduced to 2 m for the cells
touching the coast. The bottom topography is from
work of Seifert and Kayser (1995). The spatial discretisa-
tion is made with a minimum filter at intervals of six
nautical miles. The model appears to have a slight
warm bias of approximately 0.5°C (Kiiltomäki 2008).
For more information on the modelling system, see
Roiha et al. (2010).
The ensembles were created from an unperturbed
initial ocean state by running the model several times
with perturbed sets of weather forcings. The unperturbed
ocean state was taken from the routinely produced deter-
ministic short-term model forecast. The weather ensem-
bles were from the monthly forecasting system of the
ECMWF, which is based on the Integrated Forecasting
System atmospheric model (from cycle CY32R3V in
2008 to CY35R3 in 2009). They were created with the
singular vector method (Molteni et al. 1996). The
weather parameters used as external forcing for the
ocean model were 6-hourly winds at 10 m, temperature
as well as dew point temperature at 2 m, and 12-hourly
surface solar radiation and surface thermal radiation.
The wind stress is calculated by the model from the
ECMWF for 10-m wind forcings. In some cases with
stormy winds, the wind stress grows large in certain
areas of the model domain, destabilising the system. As
model stability and forecast availability are paramount
for operational forecasting system, this is compensated
for by restricting the stress value growth over a threshold
value.
These weather ensembles consist of 50 perturbed
ensemble members and an additional deterministic
unperturbed control run. For the purposes of this
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study, altogether 26 of 27-day forecasts were analysed for
the summer seasons of 2008 and 2009. All in all there
were 1326 individual model runs. Forecasts were made
at one-week intervals, the first ones starting at the begin-
ning of June, and the last ones starting at the end of
August.
Verification methods
Three methods, described below, are used to verify the
distribution of the ensemble as a sample from the prob-
ability distribution function (Casati et al. 2008) and to
evaluate the quality of the ensemble forecasts. These
methods exploit the whole ensemble, thus giving more
information on the system.
We used a rank histogram to estimate the quality of
the formulation of the ensemble forecast system. The
rank histogram is a graphical illustration of the spread
and the bias of the forecasting system. According to
reports, this method has been successfully used for
both simple low-order dynamical systems as well as for
general circulation models. The first version of this
method was introduced by Anderson (1996). In this
case, the method is proven to be applicable, but it has
to be used carefully with other statistical methods as fol-
lows (Hamill 2001; Marzban et al. 2011; Wilks 2011).
In addition, we use the continuous rank probability
score (CRPS). With this one can compare observations
with the whole ensemble and estimate the absolute
error between the system and reality. The CRPS method
has several advantages: it is sensitive to the total range of
the parameter of interest, it does not need predefined
classes, it can be interpreted as an integral over all poss-
ible Brier scores and, for a deterministic forecast, it boils
down to a mean absolute error (Hersbach 2000).
The third method is to look at results with the residual
quartile–quartile (R-Q-Q) (Marzban et al. 2011). In this
method, residuals from the model are compared with
predicted values. For perfect model, this comparison
produces random pattern. Any type of pattern indicates
problem with model fitness or variance heterogeneity.
Observations
To analyse the modelling system and forecasts, three
types of measurements were used: (1) SST from North-
ern Baltic Wave buoy, (2) SST from tide gauges along
the shore of the Gulf of Bothnia (Figure 1) and (3) SST
from satellite measurements.
The buoy measurements were taken automatically
every half an hour and averaged over 24 h. These obser-
vations were used to analyse the overall performance
of the ensemble forecasting system. Tide gauge
measurements along the shore of the Gulf of Bothnia
from eight measurement sites were used (Figure 1).
The temperature was measured every 10 min and for
the upwelling analysis, the data were averaged over
24 h. In addition, satellite SST observations were used
to identify the upwelling events. This dataset was based
on data from the National Oceanic and Atmospheric
Administration (NOAA) Advanced Very High Resol-
ution Radiometer (AVHRR) satellite. Image was pro-
cessed using a split window method and cloud
detection algorithm at SYKE (Finnish Environment
Institute) (SYKE 2016).
In this work, upwelling events in the Gulf of Bothnia
are considered for the years 2008 and 2009. Tide gauge
and satellite observations are used to verify the upwelling
events. Only events where the phenomenon was detect-
able both in tide gauge data and satellite observations are
accepted to ensure that the upwelling event is sizeable
enough to be able to be seen in the forecasts. For the
year 2009, there were no upwelling events which could
have been detected by both observation methods, mostly
due to the cloudiness in satellite pictures.
The upwelling phenomenon is illustrated with EPS
plumes as well as violin plots (Hintze & Nelson 1998),
which show the change in SST per day. Violin plots
are a developed version of more commonly used box-
plots. Their advantage is that the violin plot is more
informative showing the full distribution of the data.
This enables detection of sub-ensembles, when the
ensemble distribution is multi-modal, i.e. has more
than one peak.
Results
Upwelling events and the accuracy of the
forecasts
During an upwelling event, the typical change in surface
temperature is from 1 to 5°C/day (Lehmann & Myrberg
2008). Accordingly, 1°C/day was used as a threshold
lower limit for an upwelling event.
In forecasting the upwelling events, the interest is
mainly on the timing in order to be able to, for example,
estimate the possibility of fogginess in a coastal area. This
monthly scale prediction could be then refined by
shorter-term forecasts. In this work, the forecast was
evaluated as successful if the cooling period started
during the upwelling period in the tide gauge and satel-
lite observations.
Altogether there were 13 measured upwelling events,
which could be detected on one or more from eight tide
gauges during the study period. The forecasts were
divided into three categories: forecasts of less than 7
JOURNAL OF OPERATIONAL OCEANOGRAPHY 117
days, forecasts from 7 to 14 days and forecasts for over 14
days. The shortest forecast period predicted 11 upwelling
events, the second 6 and the longest 2. The probability of
detection value, which means fraction of observed events
that is forecasted correctly, was 84.6% for the shortest
forecast, 46.2% for the two-week forecast and 15.4%
for the more-than-two-week forecast. The false alarm
rate, i.e. fraction of false alarms from all forecasted
Figure 1. Bottom topography (BSHC 2013) for the Gulf of Bothnia.
Note: The tide gauge locations and wave buoy (59.25°N, 21.00°E) are marked with dots.
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events, was 15.4% for the less-than-a-week forecast,
68.4% for the two-week forecast and 84.6% for the long-
est forecast.
Verification of the forecasting system
A rank histogram combined from monthly ensemble
forecasts for 2008 and 2009 shows that the observations
tend to fall in lower bins than statistically expected
(Figure 2). This indicates that the system is slightly
biased. The rank histogram also shows that the spread
of the ensemble does not cover enough of the future pos-
sibilities, and many observations tend to fall outside the
forecast plume. In this study, lowest and highest bins of
the rank histogram are overrepresented.
The CRPS (Figure 3) shows that the error between the
observation and the ensemble grows as the span of the
forecast grows. On average, the error between the forecast
and the observation tends to grow by around 0.01 degrees
per forecast day. The initial error between the model and
the observation is 0.66°C, which is in line with earlier ver-
ification work on this model. The temperature variation
from month to month is quite large, as can be seen
from the in situ measurements (Figure 4).
The R-Q-Q plot (Figure 5) shows how most of the
forecasts produce quantile distributions somewhat S-
shaped and at an angle to the horizontal. The S-shape
indicates that the distribution of the forecast values is
not as wide as that of the observations, that is, the
minimum and maximum temperatures are not well
produced by the model. This is in good agreement
with the rank histogram, which also suggests the
same conclusion. From the R-Q-Q plot, one can also
see that the curves have a positive slope, which implies
that the climatological variance is larger within the
ensemble than within the observations. The summers
2008 and 2009 are marked with different colours: the
years are not alike.
Case study: upwelling on the west coast of
Finland from 1 August to 5 August 2008
We studied more closely the system’s ability to forecast
an upwelling event that took place on the Finnish coast
of the Bothnian Bay from 1 August to 5 August 2008
(Figure 6). This event extended over a 200 km stretch
of the Finnish coast, and lasted for five days. In the
first forecast, starting on 17 July, 16% of the ensemble
members predicted upwelling (Figures 7 and 8, upper
panel), while in the second forecast, starting on 24 July,
already 20% of the ensemble members predicted upwel-
ling (Figures 7 and 8, middle panel). In the third forecast,
starting 31 July, all the ensemble members predicted
cooling, and 82% predicted upwelling on 2 August
(Figures 7 and 8, lower panel). It can be seen that the dis-
tribution of the temperature rate of change is clearly
skewed towards negative values, indicating cooling in
all the forecasts. This becomes more pronounced as the
event gets closer.
Discussion
Several upwelling events along the coast of the Gulf of
Bothnia during the years 2008 and 2009 were studied
using the ensemble prediction system. Verified upwelling
events were only detected in 2008. The reproduction of
Figure 2. Rank histogram for 26 ensemble forecasts for the summers 2008 and 2009, observations from the Northern Baltic buoy.
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the upwelling cases was analysed and the confidence in
forecasts in monthly scale was evaluated.
Atmospheric conditions strongly affect the phenom-
enon, and just a small displacement or change in the
strength of the wind pattern can make the difference
between an upwelling event happening or not. This is
why ensemble prediction is suitable for predicting
upwelling – and, moreover, for quantifying its likelihood
– since this method produces its forecast from slightly
perturbed atmospheric input fields. In the end, upwelling
is dependent on wind speed, direction and duration, and
the stratification of the water column.
Upwelling forecasts
Upwelling events are triggered by atmospheric phenom-
ena, for example, a low pressure system. It is difficult to
predict the timing and location of these systems pre-
cisely. Nevertheless, these upwelling events can be seen
in different forecasts in slightly different places or at
slightly different times, even though their original trigger
is in fact the same phenomenon. In the sea, changes are
slower, and the inertia of the fluid is greater than in the
atmosphere. It is therefore possible to see traces of
weather phenomena in the sea after they are no longer
Figure 3. Mean daily CRPS.
Note: The equation for the regression line is y = 0.00976x + 0.65623. R2 = 0.5919.
Figure 4. Temperature observations from the Northern Baltic buoy (cf. Figure 1), and climatology.
Note: Climatology is from the OCEANSITES project and the national programmes that contribute it.
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visible in the atmosphere. In upwelling cases, the
location plays an important role. Small changes in the
wind pattern have a stronger effect on smaller coastal
areas than they do on larger coastal areas.
The threshold limit for upwelling was set to be 1°C/
day. On one hand, it is unlikely that such a change in
temperature would be produced by other phenomena,
for example, cold air advection, especially during sum-
mer. On the other hand, this limit is still low enough
that important events are not missed. In the early sum-
mer the ensemble forecast distribution tend to have the
greatest number of positive members as the water temp-
erature is rising. In the late summer, the situation is the
opposite, when the water is cooling.
Figure 5. Residual quantile–quantile plots for monthly ensemble forecasts for the summers 2008 and 2009.
Note: The values on both axes are degrees in Celsius.
Figure 6. Satellite image of sea surface temperature for 5 August 2008. Source: SYKE (2016). Accessed 17 November 2016.
Note: The area of interest is indicated by an arrow.
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Forecasts in the study were illustrated with two
types of graph: the traditional ensemble plume – which
shows the development of the temperature in 50 differ-
ent, physically realistic scenarios – and the violin
plot. These forecasts show the daily change in the temp-
erature; in this study, over a period of 27 days. This is
useful when there is a need to estimate the rate of change
of SST, for example, during upwelling events when the
cooling is relatively fast.
Since upwelling as amesoscale phenomenon is scaled by
the Rossby radius, the grid size should also be of that order
or even finer (Lehmann&Myrberg 2008). In this study, the
model grid size was 6 NM (around 11.1 km), which is close
to the reported upper limit of the baroclinic Rossby radius
in the Baltic Proper (Alenius et al. 2003). There is very lim-
ited data available on the Rossby radius in the Gulf of Both-
nia, but it is generally expected to be of the same order as
that of the Baltic Proper.
The performance of the forecasting system
The verification of the system showed that the forecasts
and observations differ somewhat. The three methods
used in this study showed similar results.
Rank histograms are a widely used method for the
evaluation of meteorological ensemble forecasts. They
are well suited for meteorological applications because
the availability of observations is relatively good for
them. As Hamill (2001) points out, rank histograms do
not give meaningful results unless computed on a fairly
large sample. Part of the overestimates and underesti-
mates in the rank histogram (Figure 2) might be due
to the unperturbed initial conditions of the ocean state
and on boundaries, which cause the first day of the fore-
cast to be (in most cases) different from observation. The
perturbance of the other variables and boundary con-
ditions should be done so that physical realism is
preserved.
The rank histogram showed that the dispersion is too
small, which is along the lines of the R-Q-Q plot. Also
the systematic error can be seen in the CRPS score as
well as in the R-Q-Q plot. In general, it is possible to
see the growth rate of the error during the monthly fore-
cast from the CRPS.
Although a detailed analysis of the physical reasons
behind this kind of forecast behaviour needs more
study, some preliminary reasons for the nonconformities
are presented here. One reason behind the lack of dis-
persion in the model could be the fairly coarse resolution
and too large vertical mixing in the model.
Figure 7. Three sequential monthly ensemble SST forecast
plumes for the west coast of Finland (Figure 4).
Note: Upwelling was detected 1 August lasting until 5 August.
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The highest temperatures tend to occur on warm
days, when the wind is relatively calm. In this situation,
a shallow surface layer might warm up a great deal more
than the whole mixed layer, thus forming a so-called
sub-thermocline near the surface. When the surface
layer of a numerical model is used for comparison with
the observations, it might be that the observation reflects
the temperature of the shallow surface layer at one
location, while the modelled temperature reflects the
mean temperature of the deeper mixed layer over a larger
area, resulting in a relatively large temperature
difference.
It is not clear why the coldest temperatures are not well
produced in the forecast. This again might be related to an
excess of vertical mixing in the model, resulting in too
deep a mixed layer with a weaker temperature gradient
in the thermocline. In this case, the enhanced mixing
would result in higher temperatures than the observations
show. The known warm bias also explains part of the
model’s inability to produce the coldest temperatures.
The performance of the forecast is different in differ-
ent geographical locations (Marzban et al. 2011). Thus,
more observations from different places are needed in
order to gain a more comprehensive view of the forecast
behaviour.
Conclusions
Ensemble forecasting on monthly time-scale appears to
be a promising tool in operational oceanography. How-
ever, the challenges of this approach are somewhat
different when applied to oceanography than in some
of the more established applications, such as weather
forecasting. For example, compared to the atmosphere
the characteristics of sea water are different, and the
availability of observations is much more sparse. Fur-
thermore, the Baltic Sea has its own particular character-
istics, adding to the list of things to take into
consideration.
As mentioned in previous sections, sea water has a
high density and heat capacity compared with the atmos-
phere. This means that the scale of phenomena, both
spatial and temporal, is different from that of the atmos-
phere. While this might mean longer predictability for
some phenomena, caution is in order and each phenom-
enon should be considered separately. The start of an
upwelling event, for example, might be as difficult to pre-
dict as any atmospheric phenomenon. But at the same
time, upwelling events, once initiated, can outlast the
triggering wind event. It might therefore be plausible to
conjecture that the duration of this phenomenon could
Figure 8. Three sequential violin plots of temperature rate of
change for the west coast of Finland (Figure 6).
Notes: Upwelling was detected 1 August, and it lasted until 5 August. The
defined limit for upwelling, 1°C/day, is marked on the plot by a red line.
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be more easily predicted than its start. But this needs
further research.
There has been very little research into how oceanic
ensemble forecasting differs from other applications.
As the Baltic Sea is semi-enclosed, quite small and has
a complex coastline, phenomenon such as upwelling is
quite common and important. This highlights the need
for a sufficiently high resolution in modelling, and
improving this aspect is important once more compu-
tational capacity makes this practical. As for now, too
many aspects of ensemble forecasts are limited by com-
puter capacity.
In spite of these difficulties, the ensemble approach
has clear advantages for oceanic applications, even
when forecasting relatively poorly known and difficult-
to-capture phenomena such as upwelling. In this study,
it is shown that on the time range of less than a week,
the forecast accuracy is excellent, and even on time
ranges from a week to two weeks, forecasts show ade-
quate accuracy. Methods used in other applications
were applied here and developed further to suit oceanic
uses.
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Operational marine environmental modelling has been considered notoriously difﬁcult; consequently there
are very few operational models of the marine environment. Operational modelling of harmful algal blooms
(HABs) requires the modelling of individual species and is therefore harder still. The separation of algal
species in models requires detailed knowledge of their behaviour (survival strategy through the life cycle),
and physiological ecology.
We present quantitative results of an ensemble approach to HAB forecasting in the Baltic, and discuss the
applicability of the forecasting method to bioheochemical modelling. Ensembles were produced by running
a biogeochemical model several times and forcing it on every run with different set of seasonal weather
parameters fromEuropean Centre forMedium-RangeWeather Forecasts' (ECMWF)mathematically perturbed
ensemble prediction forecasts. The ensembles were then analyzed by statistical methods and the median,
quartiles, minimum and maximum values were calculated for estimating the probable amounts of algae. To
evaluate the forecast method ﬁnal results were compared against available and valid in-situ HAB data in a case
study. It turns out that quantitative HAB forecasts are possible. Further veriﬁcation will require expanded
observational networks.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Modelling of non-linear variables always includes uncertainties
from different sources. The initial conditions might be inaccurate, the
model input has errors and the modelling of ocean conditions is not
exact because of truncation errors and inaccuracies in the modelling
of subscale phenomena (Leutbecher and Palmer, 2008). Therefore the
solution deteriorates in time.
The deterioration of model forecasts with time is a well-known
issue inweather forecasting, where the reliable forecast range is about
a week. In oceans the predictability of some phenomena is typically
longer. For example, the internalweather of the sea, the oceanicmeso-
scale, includes mainly phenomena which are occurring in temporal
scales from days to months and spatial scales from kilometres to
hundreds of kilometres (Lermusiaux, 2006). However, ocean predict-
ability is rarely exploited to its useful limits. Most operational ocean
forecasting is limited to ten day forecasts in the maximum, or to
coupled atmosphere–ocean seasonal forecasts where the focus is nev-
ertheless on the atmospheric forecast.
Physical ocean models are principally built on the same well-
known and relied upon equations as atmospheric models, and have
similar inherent limitations to their predictive skills. Biogeochemical
models, on the other hand do not enjoy a ﬁrm basis provided by e.g.
the primitive equations of ocean motions. Furthermore, the initial
condition for a biogeochemical forecast is often not well observed, and
the uncertainties are large. While there are signiﬁcant constraints to
how biogeochemical models are to be constructed (Redﬁeld, 1958),
the uncertainties involved in using biogeochemical models for fore-
casting appear to deserve an explicit treatment. This is particularly
true with models intended to predict not only the overall biogeo-
chemical processes, but also the behaviour of individual species.
In harmful algal bloom (HAB) forecasts a relationship between
phosphorus concentration and cyanobacterial blooms has been recog-
nized for decades (Niemi, 1979; Niemistö et al., 1989; Kahru et al.,
2000). This relationship has been utilized for practical and even oper-
ational purposes. These operational estimates of cyanobacterial bloom
probability and severeness have, however, been based mostly on the
wintertime (January–February) nutrient concentration ﬁelds and best
and worst case scenarios for summer weather conditions, without
accounting for the actual weather development and forecasts.
Janssen et al. (2004) demonstrated with model experiments that a
relationship between winter nutrients and summer cyanobacterial
blooms, in agreement with the inferences of Kahru et al. (2000, 2007),
is replicated with biogeochemical 3-dimensional numerical model.
Biogeochemical ensemble forecastss offer a quantitative tool for
the assessment of HAB related environmental risks for a wide range of
applications. Ensembles have been an essential tool in meteorology
for many years. In comparison with a single deterministic forecast,
ensembles offer the beneﬁt of estimates of bias, deviation and range
of the modelled variables from real life situation. It is also possible to
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analyze the ensembles and recognize forecasts with low skill (Buizza,
1997).
There are several ways to dissect the ensemble. Variables can be
studied by e.g. calculating the ensemble mean, which provides an
estimate of the probabilistic expectation forecast. The ensemble can
also be divided into smaller sub-ensembles to make alternative fore-
casts (Brankovic and Palmer, 1997) and even individual members can
be used for prediction purposes. Ensembles can be used as a quan-
titative tool for risk assessment. The potential economic value can be
much higher in many applications than the value of deterministic
forecast (Richardson, 2000).
In this work we explore the predictability of ensemble HAB model-
ling and demonstrate the usefulness of such forecasts in environmental
policymaking and risk assessment. The operational oceanmodel used in
this study has been examined closely by Kiiltomäki (2008) and accuracy
of the deterministic model has been evaluated against observations.
Previously it has been used for bloom forecasting as a part of ad hoc
ensembles with the help of expert insight, cf. FIMR and SYKE (2006).
Our systemwidens this approach by formalizing the forecasting process
in a computationally sound manner. Our approach brings greater con-
sistency of the forecasting process with actual weather forecasts. Causes
for the phenomena seen in the results can be traced more easily, giving
more information for forming the ﬁnal forecast.
2. Materials and methods
2.1. Model conﬁguration
For forecasting we used FMI (Finnish Meteorological Institute)
operational 3-dimensional biogeochemical model, Baleco. The model
consists of a general circulationmodel (Marshall et al., 1997a,b) and an
ecological module. The model is discretized on a spherical polar grid.
The grid size is 0.1° in longitudinal and 0.2° in latitudinal direction
(around 11.1 km, or 6 nautical miles) and the model domain reaches
120 grid cells in latitudinal, 108 grid cells in longitudinal and 21 grid
cells in vertical direction. The model domain's most south-western
corner is located at (53.85° N, 8.7° E). The vertical resolution of the
model is concentrated to the euphotic zone so that the topmost layer is
3 m, reduced to 2 m in the cells hugging the coast (Kiiltomäki, 2008).
The bottom topography (Fig. 1) is from Seifert and Kayser (1995). The
spatial discretization is made with minimum ﬁlter at 6 nm intervals.
The ecological model is based on ecosystem dynamics formalized
by Aksnes et al. (1995) and Tyrrell (1999). Themodel consists of three
phytoplankton groups: diatoms, ﬂagellates and cyanobacteria. These
groups have constant mortality rates and they use phosphate, silicate
and dissolved inorganic nitrogen. Diatoms are potentially limited by
availability of silicate. Cyanobacteria can ﬁx molecular nitrogen and
therefore they are not limited by availability on DIN. The ﬂagellates
group represents autotrophic ﬂagellates. Altogether the ecosystem
model describes the essence of new production in the presence of
three functional groups. The growth rates depend on nutrient con-
centrations, irradiation and temperature (Stipa et al., 2003). Formodel
equations see Appendix A.
Model runs obtained their initial state from FMI's deterministic
Baltic Sea forecast for the start date of the run. The deterministic
forecast's initial conditions, both physical and chemical, were obtained
from winter monitoring data of the HELCOM COMBINE program for
the winter 2007–2008. The observations were interpolated in three
dimensions with a robust nearest neighbour interpolation and then
supplemented by climatological values for the North Sea from the
World Ocean Atlas (Boyer et al., 2006).
2.2. Ensemble forecasts
The ensemble prediction system (EPS) is a technique to predict
the probability distribution of forecast states, given a probability dis-
tribution of random error in inputs and model error. Ensemble fore-
casts are formed by several slightly perturbed ensemble members.
Ensemble forecasts include more information than a single deter-
ministic forecast and therefore the analysis can give us a deeper
insight to many phenomena. Every ensemble member represents one
possible evolution of the system state in time and space. Therefore the
variety of applicable analysis approaches is very wide, when com-
pared to deterministic forecasts.
One of the oldest and simplest analysis methods is to calculate
ensemble mean to deﬁne the mean trajectory. It is also possible to
calculate some statistical values for analysis. These values can be, for
example, minimum andmaximumvalues, which indicate the extreme
values, and 25% and 75% quartiles of the ensemble spread. Another
useful approach is to compute the percentage of ensemble members
for which a given variable exceeds some limiting value, which can
then be interpreted as a probability of the event.
Ensembles in our study were created from an unperturbed initial
condition by running the model several times with different sets of
weather boundary conditions. The weather ensembles were made by
ECMWF using singular vector method (Molteni et al., 1996). Weather
parameters used as external forcing for ocean model were 6 hourly
10 mwinds and 2 m dew point temperature and 2 m temperature, 12
hourly surface solar radiation and surface thermal radiation. These
weather ensembles include 50 perturbed ensemble members and an
additional deterministic unperturbed control run. These were used to
generate a 28-day ensemble runs for the Baltic Sea for June, July and
August of 2008. ECMWF makes new monthly forecasts available once
a week, so for this three month period this meant altogether 13
ensemble runs, of which some were chosen for further analysis.
The ensemble forecast produced in this work gives the probability
of cyanobacteria concentrations. The forecast shows where the harmful
algal concentrations are high and thus the appearance of blooms ismore
likely.
2.3. Chlorophyll-a conversion
As themodel gives the amount of cyanobacteria inmolar amount of
nitrogen (N) we have used a special C:N ratio, the molar mass number
of carbon (12.01) and C:Chla ratio to calculate the chlorophyll-a con-
centrations in mg m−3. Since this work concentrates on the Baltic Sea,
we have used C:N=6.3, which is based on studies made in the area:
Walve and Larsson (2007) found out that C:N ratio in the cyanobac-
teria in Western Gotland basin was 6.2–6.4±0.3, the highest ratio
being 7.3. Another study made by Nausch et al. (2009) supports these
values as they found that the mean C:N ratio was 6.2 in the Eastern
Gotland basin.
The Carbon:Chlorophyll-a ratio η is also variable, and depends on
properties of the study area, the state of the bloom and most of all on
the algal species studied, e.g. it is known that C:Chla ratio is usually
larger in cyanobacteria than in other algae as they have also other
pigments that can be used in light harvesting (Geider et al., 1997).
Geider et al. found the minimum C:Chla to be approximately 38–67
for different kinds of cyanobacteria, although the study was not done
in the Baltic Sea. Eker-Develi et al. (2008) found the mean C:Chla ratio
for cyanobacteria to be 33 in Southern Baltic Sea, although there
was signiﬁcant variability, standard deviation being 35. In addition to
these ﬁndings Engström-Öst et al. (2002) reported a high POC:Chla
(b10 μm) ratio, 427±185, during cyanobacterial bloom decay, al-
though POC does not equal C exactly. Based on these results the C:Chla
ratio is a signiﬁcant source of uncertainty. This is further discussed in
Section 4.3.
With these conﬁgurations the chlorophyll-a (Chla) concentration
in mg m−3 was calculated from the model results with the formula
Chla =
Nc⋅6:3⋅12:01
η
≈Nc
η ⋅76; ð1Þ
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where Nc is the molar mass of cyanobacteria produced by the model.
The C:Chla ratio, η, is given for speciﬁc events separately. As a limit
for the cyanobacterial occurrence we used chlorophyll-a concentra-
tion of 2.0 mg m−3 which is based on studies by Seppälä and Balode
(1999), Nausch et al. (2004) and Kutser et al. (2006).
3. Results
3.1. Case study: harmful algal blooms and upwelling in the Baltic Sea,
June 2008
The summer weather of 2008 was cool and windy and thus large
scale HABswere absent. The overall algal bloom situation can be seen in
Fig. 2. In June and August blooms were milder than usual, in July the
situation was average (HELCOM, 2009). In the beginning of July the sea
water temperature increased a few degrees and the concentration
of cyanobacteria increased in the Gulf of Finland. Cyanobacteria were
mainly mixed in the water column. The Sea of Åland had some blooms.
From the middle July to end of July the algal blooms increased ﬁrst in
southern Sea of Archipelago, Sea of Åland, eastern Gulf of Finland
and southern Bothnian Sea. In the end of July the blooms were more
frequent and small bloomswere present all along of the Gulf of Finland.
The summer bloom culminated in the end of July, when the maximum
extent (approximately 180,000 km2) of algae blooms was observed.
However the normalized bloom indices for bloom extent (6575 km2),
duration (4.9 days) and intensity (32,651 km2 days) were lower than
the mean for the period 1997–2007.
In our case study we saw an upwelling on the east coast of
Gotland on the 24th of June. We show here how different weather
scenarios affect ocean conditions and how ensemble forecasts see
different biogeochemical phenomena.
Upwelling is very often strong enough for the sea-surface tem-
perature to be affected, and thus low temperatures in a thin strip near
the coasts are a signature of upwelling. Upwelling can also be seen in
the colour of the water and in the abundance of sea life (Gill, 1982).
Temperature and nutrient ensembles (Fig. 3a, c and d) and
cyanobacterial concentrations (Fig. 4) show an upwelling event in the
area. It can be seen that some weather scenarios cause upwelling
while other possible scenarios do not. The cyanobacteria ensemble
(Fig. 3b) and biomass observations (Fig. 5) from Algaline's automated
ferrybox sampling (Ruokanen et al., 2003) show evidence of up-
welling. The lower cyanobacteria biomass concentrations observed
near the coast are captured by a large number of ensemble forecast
members.
3.2. Comparison between observations and forecast
It is desirable to evaluate the quality of a probabilistic prediction
system not only in terms of the intrinsic quality of the results it
produces but also in terms of cost efﬁciency (Talagrand et al., 1999).
In HAB validation the available observational data is very sparse
and often qualitative in nature. Therefore the validation is especially
challenging.
Fig. 6 shows the observed situation in the end of July 2008, when
the HAB was at its peak. The observations are done by volunteers,
environmental authorities and Finnish border guards. Several kinds
of observations are combined in this ﬁgure. Observations are mainly
visual especially near the Finnish coast and there is no data about
biogeochemical variables during the phenomenon.
Contrast this with Fig. 7, showing HAB probability maps produced
from an ensemble forecast for the same time. Unlike the observations,
these maps are based on probabilities of quantitative values of
cyanobacteria chlorophyll-a as predicted by the model. Therefore, it is
not predicting directly the concentration of chlorophyll-a but rather
the possibility of the blooms. This is further illustrated in Fig. 8
showing single members of the ensemble.
From Figs. 6 and 7 it can be seen that in the Gulf of Finland there are
several observations of HABs in the areas where they were predicted.
We can also see that in the Northern Baltic Proper the predicted bloom
area is considerably to the East of the observed blooms, although with
lower values of η the edge does move westward. Furthermore, there
Fig. 1. Bottom topography (m) of the Baleco model. Also indicated on the map are the following geographic references used in the article: a) Gulf of Finland, b) Sea of Archipelago,
c) Bothnian Sea, d) Sea of Åland, e) Baltic Proper and f) Gotland.
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are no blooms forecasted for the Sea of Archipelago, yet there are
several observations of blooms.
4. Discussion
Large parts of Baltic Proper and Gulf of Finland are nitrogen-
limited, resulting in excess phosphorus in the surface layer in late
summer. This excess DIP pool has the potential to stimulate blooms of
nitrogen-ﬁxing cyanobacteria. That is, the potential of late summer
bloom is determined as early as February by the excessive DIP con-
centration in the surface layer. This correspondence has been studied
by Kahru et al. (2000). In later studies Janssen et al. (2004) have
reached the same conclusion with the computational models and
Lilover and Stips (2008) based on analysis of observations.
Our ensembles demonstrate the sensitivity of HABs to nutrient
ﬁelds, especially phosphate. Similarities can be seen in the distribu-
tion of the computational initial phosphate ﬁeld after the spring
bloom at the end of May (Fig. 9b) and probability based forecast
(Fig. 7a). The observed initial phosphate ﬁeld (Fig. 9a) has similar high
DIP concentrations in the Baltic Proper and western parts of Gulf of
Finland, but concentrations in the Bothnian Sea are higher only in the
initial winter DIP ﬁeld.
The initial nutrient ﬁeld plays an important role in algae growth
and it appears at ﬁrst that spatially the nutrient ﬁeld is a more
dominant factor in algal blooms than the weather conditions. How-
ever, during the summer the meteorological variables have a great
impact on timing, duration and intensity of the blooms as can be seen
in Fig. 3. For example Fig. 3b shows that unfavourable weather
conditions can delay the cyanobacteria growth for weeks. It is also
seen that the concentration of cyanobacteria chlorophyll is strongly
dependent on weather conditions.
This dependance on weather conditions led Kahru et al. (2007) to
suggest that only basin wide forecasts of frequency of cyanobacterial
accumulations are useful. As this work deals with forecasting prob-
ability of blooms instead of bloom frequency and we use a circulation
model with actual weather forecasts as inputs, it is possible that our
approach is suitable on sub-basin scales. This notion would require
further investigation, however.
The biological component of the model used in this study is a
simpliﬁed yet robust representation of the diverse natural ecosystem,
thus it has only three different algal groups and three different
nutrients related to each otherwith relatively simple equations shown
in Appendix A. However, the veriﬁcation work of Kiiltomäki (2008)
has showed that the biogeochemical component is ﬁt for this kind of
work. Furthermore, it has been shown in Section 3.1 that the model
responds well to the changing weather conditions and the dynamics
are accurate enough as the decrease in cyanobacterial concentration
during the upwelling event is reproduced by the model. Furthermore,
the beneﬁt of a more complex biological component is not apparent
because of other uncertainties such as the strong effect of the initial
nutrient ﬁeld. It would also require more computing time which is
not an advantage for an operationalmodel, especiallywhen it comes to
computationally demanding ensemble forecasts. Therefore it stands to
reason for this purpose that it might be more useful to increase the
accuracy of initial nutrient ﬁeld and nutrient input than to further
develop the relatively accurate biogeochemical component.
As the initial condition data was based on somewhat sparse win-
tertime observations it would be interesting to further investigate
whether perturbating the initial nutrient conditions could enable the
quantiﬁcation of the resulting uncertainty in the forecasts. However, a
perturbation scheme for marine biogeochemical forecasts remains to
be developed.
Fig. 2. Number of days with cyanobacteria observations by NOAA-AVHRR satellite imagery during 2008 (HELCOM, 2009).
Courtesy: SMHI.
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4.1. Applications
Ensemble forecasts of the marine environment have a variety of
possible applications.
Environmental indicators, derived quantities describing state of
the environment in an understandable manner, provide information
needed for decision makers to mitigate environmental problems. The
range of decision makers varies from individual consumers to
politicians, and the indicators should be helpful in making environ-
mental decisions.
For several years computational models have been used as a
decision support tool for policy makers. End users have found the
Fig. 4. Cyanobacterial ensemblemean forecast (mg m−3) for the 1st of July from the run beginning from20th of June (η=100). Lower concentrations on the coast of Gotland (18.80° E
57.25° N) indicate upwelling.
Fig. 5. Algaline fycocyanin (blue–green algal biomass) observations (PC ﬂuorescence) on 1st and 2nd of July 2008 on the route from Helsinki to Travemünde. On the east coast of
Gotland the values are clearly lower.
Courtesy: Finnish Institute of Marine Research
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products to be useful and ﬁt for that purpose. The added value of the
ensemble approach comes from the probabilities, which give insight
to what is likely to happen.
With ensemble forecasts it is also possible to illustrate how
weather conditions affect HABs. It is a well-known fact that cold and
windyweather prevents heavy bloomswhile sunny and calmweather
promotes them. HAB maps can illustrate the probability of blooming
instead of absolute amount of cyanobacterial biomass.
Applications developed byworking with the users and recognizing
their individual needs are essential when adding value for ensemble
forecasts.
4.2. Illustrations of probability based forecasts
Because of the large information content of ensemble forecasts, one
major challenge is to communicate the results and their uncertainties
to users. In deterministic forecasting these kind of problems simply
do not appear because there is less information available on the
uncertainties.
Recreational users need different kinds of information than, for
example, policymakers or professional users. These differences should
be taken into account in communication with user groups. There are
different ways to solve the problem with probability based forecasts
and in this work we have presented some of them. For instance,
professional users may beneﬁt from the more detailed information
provided in Fig. 3, while recreational users might appreciate the more
easily approachable map based presentation like the one in Fig. 7a.
Customization of communicated message to suit end user needs often
works for the beneﬁt of all partners.
4.3. Carbon:nitrogen and Carbon:chlorophyll-a ratios
Carbon:nitrogen:phosphorus stoichiometry is one of the most
discussed topics inmarine biogeochemistry and no ﬁnal agreement on
this relationship has yet been found. The most widely used ratio is so
called Redﬁeld ratio, C:N:P=106:16:1. There have been many studies
on the subject and it has been pointed out by Arrigo (2005) that
the Redﬁeld ratio is more an average than a universal constant, and a
single measurement, especially if made in a coastal region, can differ
signiﬁcantly from it. Because cyanobacteria are phosphorus limited in
the Baltic Sea, as they can ﬁx nitrogen, there is no need to take phos-
phorus into account in the chlorophyll-a conversion since the model
treats algae as a nitrogen reservoir. As discussed in Section 2.3, we
used C:N ratio of 6.3 for chlorophyll-a conversions, which is slightly
lower than Redﬁeld's ratio which gives C:N=106:16=6.625.
Although the carbon:nitrogen ratio has its effects on chlorophyll-a
conversion, amore signiﬁcant source of error is the carbon:chlorophyll-
a ratio η. As illustrated in Fig. 7 the value of this ratio affects the results
considerably. Because this ratio is so poorly constrained in this region it
is hard to arguewhich of the forecasts shownwould be themost proper
one. Achieving a more accurate C:Chla ratio would require information
at least on themean η of cyanobacteria in the Baltic Sea. This could then
be used as a best prior estimate and changed according to the state of
the bloom, although another question is how the state of the bloom can
be determined. Geider et al. (1997) have presented some modelling
approaches that could be used to resolve this variability. However the
determination of η is not on the scope of our article, but we note the
signiﬁcance and uncertainty related to it.
The uncertainties in the nitrogen to chlorophyll-a conversion has
its effects also on the accuracy of the forecast when veriﬁed against
observations. Variation in conversion values adds uncertainties which
could not be reproduced by this model setup. A biased conversion
value will also cause bias to the results irrespective of actual model
skill.
4.4. Limiting value for HABs
In Section 2.3, we determined a chlorophyll-a concentration of
2 mg m−3 as a limit for a possible visible cyanobacterial occurrence
(see Section 2.3) Deﬁning such a limit, however, for cyanobacterial
bloom is difﬁcult due to the lack of standards and especially because
most bloom observations are based on visual approximation. How-
ever there are some studies where measurements have been done
during cyanobacterial blooming in the Baltic Sea area (Seppälä and
Balode, 1999; Nausch et al., 2004; Kutser et al., 2006; Mazur-Marzec
et al., 2006). Kutser et al. (2006) suggested that blooming can be
deﬁned as chlorophyll-a concentration exceeding 4 mg m−3. Mazur-
Marzec et al. (2006) found that chlorophyll-a concentration was
round 10 mg m−3 or more during blooming in Gulf of Gdańsk sum-
mer 2004. Therefore, taking into account the uncertainties in the
nitrogen-chlorophyll conversion, 2 mg m−3 is a conservative limit for
a level of biomass that could be perceived as a harmful or nuisance
bloom.
5. Conclusions
Ensemble forecasting appears to be a promising tool in opera-
tional oceanography. The probability based approach illuminates the
uncertainty of modelled phenomena. Stable conditions create more
unanimous ensembles and vice versa.
Spring-time phosphorus ﬁelds are a relatively good predictor for
the spatial, basin-scale distributions of HABs in the summer. The
spatial variation of forecasted blooms is relatively small.
The weather conditions, however, clearly have an impact on
timing, duration and intensity of HABs. This variation can be observed
from and quantiﬁed with the ensemble forecasts in a manner that
Fig. 6. Combined harmful algal bloom observations from 22nd to 24th of July 2008. Red
colour is for very abundant blooms, orange is for abundant blooms, greenmeans there is
some algae and blue that there is no algae. This composite picture is based on qualitative
visual observations, there are no concentration data included.
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supports pre-emptive actions, at least against exposure to adverse
health effects.
When developing tools for marine policy making, the quality of
the modelled results should be well known and the quantiﬁcation
of errors should be considered. Quantitative veriﬁcation of the HAB
ensemble forecasts, however, is very challenging because of the
limited amount of observational data, and the difﬁculties in matching
the observed variables with the predicted variables.
Both themodel's sensitivity to initial conditions and the challenges
faced with veriﬁcation suggest that HAB modelling would greatly
beneﬁt from an increased amount of relevant observations. Veriﬁca-
tion would become much easier if quantitative information about
biomass concentrations in the Baltic Sea during the summer was
available. Gaps in the winter time phosphate monitoring measure-
ments can lead to notable shortcomings in summer's bloom forecasts,
and would need either more observations or a highly sophisticated
Fig. 7. Harmful algal concentration ensemble forecast with limiting value of 2 mg m−3 for blooming, with different values of C:Chla ratio (from 100 in 6 to 40 in 6). This two week
harmful algal probability forecast was formed from an ensemble run starting from 10th of July (cf. Fig. 8). Red colour indicates high probability of blooms (N75%) at the end of the
forecast, yellow considerable probability (50%–75%), green moderate probability (25%–50%) and blue low probability (b25%). This harmful algal forecast depends among other
things on the value chosen for C:Chla ratio η as shown in Eq. (1). The forecast map changes notably with different values of η ranging from 100 to 40.
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assimilation scheme to ﬁll. Should these kind of measurements and
better assimilation schemes become available, we expect the beneﬁts
of the ensemble approach to become even more pronounced.
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Appendix A. Ecological equations
The equations in the ecological model are
∂cd
∂t = cdðμd−ed−mdcdÞ ðA:1Þ
∂cf
∂t = cf ðμf−ef−mf cf Þ ðA:2Þ
∂cc
∂t = ccðμc−ec−mcccÞ ðA:3Þ
∂cN
∂t = −cdðμd−edÞ−cf ðμf−ef Þ−ccð−ecÞ ðA:4Þ
∂cP
∂t = rPNð−cdðμd−edÞ−cf ðμf−ef Þ−ccðμc−ecÞÞ ðA:5Þ
∂cS
∂t = rSNð−cdðμd−edÞÞ; ðA:6Þ
where cd, cf and cc are the biomasses of diatoms, ﬂagellate and
cyanobacteria, respectively. Concentrations of nitrogen, phosphate
and silicate are cN, cP and cS. The constant ratios for cyanobacteria
nutrient intake are rPN and rSN. Mortality rates are md, mf and mc. The
speciﬁc rates of exudations are dependent exponentially on temper-
ature by equation ed,f,c=e0a2T.
The phytoplankton growth rates μd,f,c depend on nutrient con-
centrations, irradiation and temperature:
μfmax = μ f0a
dT ðA:7Þ
Fig. 9. Fig. 9a shows initial excess phosphate ﬁeld (DIP-DIN/16) interpolated and estimated from nitrate and phosphate observations made by R/V Aranda in winter 2008. Fig. 9b
shows phosphate after spring bloom in the end of May 2008. Field is computed from observed initial ﬁelds by deterministic model. Fig. 9c is as Fig. 9b but for nitrate. We can see that
spring bloom has depleted nitrate ﬁeld in areas where cyanobacterial blooms typically occur. Therefore Fig. 9b can in this context be interpreted as amore complex, model generated
estimate of the simple calculation shown in Fig. 9a.
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μ f = μ fmax
I
I + kfI
cP
cP + kfP
cN
cN + kfN
 !
; ðA:8Þ
where I= I(z) is the illumination, μf0 is the maximum growth rate at
0 °C. kfP,fN=μfmax/αfN,fP are the half saturation functions as used by
Aksnes et al. (1995) with constant but species and limitation depen-
dent afﬁnities α. I(z) depends on the amount of biomass between the
depth z and the surface (shelf-shading).
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