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Abstract
There are wide classes of nonlinear evolution equations which possess invariant properties with respect to
a scaling and translations. If a solution is invariant under the scaling then it is called a self-similar solution,
which is a candidate for the asymptotic profile of general solutions at large time. In this paper we establish
an abstract framework to find more precise asymptotic profiles by shifting self-similar solutions suitably.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
In [8] Escobedo and Zuazua studied large time behaviors of solutions to convection–diffusion
equations such as
∂tΩ −Ω + a · ∇
(|Ω|pΩ)= 0, t > 0, x ∈ Rn, (n-B)
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(∂x1 , . . . , ∂xn)

. When p > 1
n
in (n-B), which is called the weakly nonlinear case, the nonlinear
term can be regarded as a perturbation from the scaling point of view. It is proved in [8] that
solutions asymptotically behaves like the Gauss kernel which is the self-similar solution to the
linear heat equations
∂tΩ −Ω = 0, t > 0, x ∈ Rn. (H)
On the other hand, when p = 1
n
, which is called the critical case, the nonlinear term is not
a perturbation and the Gauss kernel no longer describes the large time behaviors of solutions
to (n-B). Instead, in this case the self-similar solutions to the nonlinear equation (n-B) itself
describe large time behaviors of solutions to (n-B). The existence and the uniqueness of self-
similar solutions are shown in [1], and it is proved in [8] that these self-similar solutions give the
large time asymptotics of solutions in the following sense:
∥∥∥∥Ω(t)− t− n2 Uδ
( ·√
t
)∥∥∥∥
Lp(Rn)
= o(t− n2 (1− 1p )), t → ∞, 1 p ∞. (1)
Here Ω(t) is a solution to (n-B) with initial data Ω0 and Uδ is the profile function of the self-
similar solution satisfying
∫
Rn
Uδ(x) dx = δ :=
∫
Rn
Ω0(x) dx.
Eq. (n-B) is considered as a generalization of the well-known viscous Burgers equations
∂tΩ − ∂2xΩ +
1
2
∂x
(
Ω2
)= 0, t > 0, x ∈ R. (1-B)
For (1-B) a more precise asymptotic profile was given by [21]; see also [4]. Indeed, when the
initial data has a suitable decay at spatial infinity the next estimate holds with some y∗, t∗ ∈ R:
∥∥∥∥Ω(t)− (t + t∗)− 12 Uδ
( · + y∗√
t + t∗
)∥∥∥∥
Lp(R)
= o(t−2+ 12p ), t → ∞, 1 p ∞. (2)
This result is extended by [27], which established further improvements of the rate of conver-
gence for solutions to (1-B).
Roughly speaking, the above result implies that large time behaviors of solutions are described
more precisely by suitably shifted self-similar solutions. The key idea in [21] and [27] is to
reduce (1-B) to the linear heat equations by using the Hopf–Cole transformation. Hence, if we
try to obtain analogous results with (2) for (n-B) or other nonlinear equations, we cannot use the
arguments in [21,27].
Recently analogous observations with (2) were achieved in [24] for a one-dimensional
parabolic system modeling chemotaxis, usually called a Keller–Segel system. In [24] it is proved
that a suitably shifted Gaussian gives a more precise asymptotic profile of solutions than the
Gaussian itself, which improves the results of [22,17]. The shift is determined by solving some
ODEs. The one-dimensional Keller–Segel system treated in [24] is classified in the category of
the weakly nonlinear case. As is remarked in [24], it is expected that an analogous result to [24]
also holds for the multi-dimensional Keller–Segel systems when they are in the category of the
weakly nonlinear case. On the other hand, there is a two-dimensional Keller–Segel system which
is classified in the critical case. For such a system it is known [2,23] that self-similar solutions
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achieved for this case.
In [26] Witelski and Bernoff presented the idea to improve the asymptotic profile in terms
of shifted self-similar solutions as in (2) for the one-dimensional heat equations and the one-
dimensional porous medium equations. Their argument is based on a relation between decay rates
and the symmetries such as translation invariances in space and time and a scaling invariance.
The idea in [26] is then used in [10] to obtain the second and third order asymptotics of solutions
to the two-dimensional vorticity equations. But the way how to determine the shifts in [26] or
[10] seems to rely on explicit formulas of self-similar solutions and of eigenprojections related to
the linearized operators. So it will be worth establishing a general method based on the abstract
functional analysis for wider applications, where such explicit representations are not always
available.
The aim of this paper is thus to provide an abstract framework which clarifies the structure
leading to the estimates like (2). This enables us to capture more precise asymptotic behaviors
of solutions at time infinity for equations other than (1-B) in a systematic way. Our approach
is based on two symmetries of the equations as in [26]; translation invariance and scaling in-
variance. If an evolution equation is invariant with respect to some scaling, we can expect the
existence of self-similar solutions and they are candidates for the asymptotic profiles of general
solutions. It is well known that, by introducing the self-similar variables, this problem can be
reduced to the stability problem of stationary solutions for the equations in the new variables.
The key observation here is that if translations and the scaling are suitably connected, then the
linearized operators around the stationary solutions are shown to possess some point spectra
which reflect the symmetries but also correspond to the second order asymptotic profiles of solu-
tions. Then we determine the (time-dependent) shifts of stationary solutions so that the difference
of solutions and shifted stationary solutions always belongs to a complement subspace of the
eigenspace for these eigenvalues, by which we obtain more precise asymptotic profiles of solu-
tions. In our arguments the time dependent shifts are constructed by solving suitable ODEs which
are derived from the condition, stated as (T1) in Section 2.2.1, between infinitesimal generators
associated with translations and scaling. The condition (T1) seems to be a new observation due
to the abstract treatment, which plays important roles overall our arguments. We also note that in
the abstract setting a one-parameter family of translations is introduced as well as a simple trans-
lation. This enables us to treat equations, such as the Vlasov–Poisson–Fokker–Planck equations
without friction term, that are not invariant with respect to usual translations.
As an example of the application, we will consider the convection–diffusion equation (n-B).
By applying our method we will show the new estimate
∥∥∥∥Ω(t)− (1 + t)− n2 Uδ
( · + y˜∗√
1 + t
)∥∥∥∥
Lp
= O(1 + t)− n2 (1− 1p )−1+,
with small  > 0 and some y˜∗ ∈ Rn, which gives an improvement of the estimate (1) along the
direction of the estimate for (1-B) given in (2). To illustrate that our method systematically leads
to the convergence of solutions to a shifted self-similar solutions as in (2), we will also present
the applications to two-dimensional vorticity equation for viscous incompressible flows and two-
dimensional Keller–Segel systems. In the case of the Keller–Segel system, the result shows that
the convergence rate to a shifted self-similar solution depends on the initial data. Since rather
complicated computations are required, a verification of the conditions to apply our method to
the Keller–Segel system will be given in a separate paper [15]. In [15] an interesting spectral
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in [10] Gallay and Wayne obtained the second and third order asymptotic expansion by proving
the convergence of solutions to a shifted profile function of the self-similar solution. So our result
on the vorticity equation is a restatement of their results from our abstract framework. We will
further present that our method is applicable to the Vlasov–Poisson–Fokker–Planck equations
without friction term, which is a degenerate parabolic equation and is not invariant with respect to
a usual translation of a spatial variable. We will show that the one-dimensional Vlasov–Poisson–
Fokker–Planck equation possesses a self-similar solution; and an application of our method will
lead to the convergence of solutions to a shifted self-similar solution for a restricted class of
initial data.
This paper is organized as follows. From Section 2 to Section 6 we discuss in rather abstract
settings, by regarding translations and scaling as the actions of the additive groups and the mul-
tiplicative group, respectively. In Section 2.1 we introduce the idea of translation and scaling in
the Banach spaces and define the self-similarity of functions. We also fix the idea of solutions
for the abstract Cauchy problems in this section. Especially, we always deal with mild solutions
which are solutions to the integral equations defined through strongly continuous semigroups. In
Section 2.2 we give several assumptions for operators. The main results in this paper are stated
in Section 2.3. In Section 3 we derive the equations in self-similar variables in the abstract set-
tings. Then the existence and the stability of self-similar solutions to the original equations are
shown to be equivalent with those of stationary solutions to the new equations. The existence
and the uniqueness of stationary solutions are proved in Section 4. In Section 5 we establish the
local stability of the stationary solutions with a “rough” rate of convergence. Section 6 is the
main contribution of this paper, in which we determine a suitable shift of self-similar solutions
so as to get the more precise asymptotic profiles of solutions. For this purpose in Section 6.1 we
study the spectrum of the linearized operator around stationary solutions by applying the general
perturbation theory and semigroup theory of linear operators. In Section 6.2 we construct a time
dependent shift by solving the nonlinear ODEs. Finally, in Section 6.3 we calculate the rate of
convergence to shifted stationary solutions (or equivalently, shifted self-similar solutions), which
completes the proofs of the main results in Section 2.3. In Section 7 we apply our abstract results
obtained in Sections 2–6 to several nonlinear PDEs.
2. Preliminaries and main results
2.1. Scaling and translations in abstract settings
We consider the evolution equations in a Banach space X:
d
dt
Ω − AΩ + N (Ω) = 0, t > 0. (E)
Here A is a closed linear operator in X and N is a nonlinear operator. We are interested in large
time behaviors of solutions to (E) in the presence of several invariant properties with respect
to actions of groups, which are defined as scaling or translation in Definition 2.1 below. These
definitions might be rather general to call them “scaling” or “translation”, but we use this naming
in this paper because of typical examples in Section 7 and for simplicity of notations. We denote
by R× the multiplicative group {λ ∈ R | λ > 0} and by R+ the additive group R. Both groups are
endowed with the usual Eucledian topology. Let B(X) be the Banach space of all bounded linear
operators in X.
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of R× on X, i.e.,
Rλ1λ2 = Rλ1Rλ2, λ1, λ2 ∈ R×, (3)
R1 = I, (4)
Rλ′u → Rλu in X when λ′ → λ for each u ∈ X. (5)
(2) We say T = {τa}a∈R+ ⊂ B(X) a translation if T is a strongly continuous group acting
on X.
For one-parameter family of translations {Tθ }θ∈R with Tθ = {τa,θ }a∈R+ , we say that it is
strongly continuous if τa,θ ′(f ) → τa,θ (f ) in X as θ ′ → θ for each a ∈ R+ and f ∈ X. When
there are n one-parameter families of translations {T (j)θ }θ∈R, j = 1, . . . , n, we say that they are
independent if for all a, a′, θ ∈ R+ it follows that
τ
(i)
a,θ τ
(j)
a′,θ = τ (j)a′,θ τ (i)a,θ , 1 i, j  n. (6)
The generator of {Rλ}λ∈R× is the operator B given by
Dom(B) =
{
f ∈ X
∣∣∣ lim
h→0
R1+hf − f
h
exists
}
,
Bf = lim
h→0
R1+hf − f
h
, f ∈ Dom(B). (7)
Note that if f ∈ Dom(B) then Rλf ∈ Dom(B) and BRλf = RλBf . Moreover, if f ∈
Dom(B) then Rλf is differentiable in X at each λ ∈ R×, and we have ddλRλf |λ=λ0 = 1λ0 Rλ0Bf .
A scaling R = {Rλ}λ∈R× naturally induces an action on C((0,∞);X) as follows. For f ∈
C((0,∞);X) we set
Θλ(f )(t) = Rλ
(
f (λt)
)
, λ ∈ R×. (8)
Then it is not difficult to see
Proposition 2.1. (1) {Θλ}λ∈R× is an action of R× on C((0,∞);X) and Θλ is linear for each
λ ∈ R×.
(2) Θλ′(f )(t) → Θλ(f )(t) in X as λ′ → λ for each t > 0 and f ∈ C((0,∞);X).
We call {Θλ}λ∈R× the scaling induced by R. Let {Tθ }θ∈R be a strongly continuous one-
parameter family of translations. The generator of Tθ for each θ ∈ R is the operator Dθ given
by
Dom(Dθ ) =
{
f ∈ X
∣∣∣ lim
a→0
τa,θ (f )− f
a
exists
}
,
Dθf = lim τa,θ (f )− f , f ∈ Dom(Dθ ). (9)
a→0 a
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Dom(Γa,θ ) =
{
f ∈ X
∣∣∣ lim
h→0
τa,θ+h(f )− τa,θ (f )
h
exists
}
,
Γa,θ (f ) = lim
h→0
τa,θ+h(f )− τa,θ (f )
h
, f ∈ Dom(Γa,θ ). (10)
Definition 2.2. Let {Θλ}λ∈R× be the scaling induced by R = {Rλ}λ∈R× . We say that f ∈
C((0,∞);X) is self-similar with respect to {Θλ}λ∈R× iff
Θλ(f ) = f, λ ∈ R×. (11)
Then we easily see that
Proposition 2.2. The function f ∈ C((0,∞);X) is self-similar with respect to {Θλ}λ∈R× if and
only if there is a function h ∈ X such that
f (t) = R 1
t
(h). (12)
Next let us fix the idea of solutions to (E). Throughout of this paper we consider only mild
solutions, so we assume that A generates a strongly continuous (C0) semigroup etA in X, which
gives a mild solution to the linear equation
d
dt
Ω − AΩ = 0, t > 0. (E0)
Definition 2.3. We say that Ω(t) ∈ C((0,∞);X) is a mild solution to (E) if
t∫
0
∥∥e(t−s)AN (Ω(s))∥∥
X
ds < ∞
for any t > 0 and Ω(t) satisfies the equality
Ω(t) = e(t−s)AΩ(s)−
t∫
s
e(t−τ)AN (Ω(τ))dτ, for all t > s > 0. (13)
Moreover, if Ω(t) satisfies in addition
lim
t→0Ω(t) = Ω0 ∈ X, limt→0
t∫
0
∥∥e(t−s)AN (Ω(s))∥∥
X
ds = 0, (14)
then we say that Ω(t) is a mild solution to (E) with initial data Ω0.
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it satisfies
Ω(t) = etAΩ0 −
t∫
0
e(t−s)AN (Ω(s))ds, for all t  0. (15)
Definition 2.4. We call Ω(t) ∈ C((0,∞);X) a self-similar solution to (E) with respect to
{Θλ}λ∈R× if Ω(t) is a mild solution to (E) and is self-similar with respect to {Θλ}λ∈R× .
The existence of self-similar solutions and its asymptotic stability are related with the invariant
properties of (E) for the associated scaling. Moreover, if (E) also possesses a translation invari-
ance, we can expect more precise informations on the asymptotic profiles of general solutions.
The main purpose of this paper is to verify this idea under some assumptions on the operators.
Definition 2.5. Let R = {Rλ}λ∈R× be a scaling and let {Tθ }θ∈R be a strongly continuous one-
parameter family of translations.
(i) We say that (E) is invariant with respect to {Θλ}λ∈R× if Θλ(Ω)(t) is a mild solution to (E)
with initial data Rλ(Ω0) for each λ ∈ R× whenever Ω(t) is a mild solution to (E) with initial
data Ω0.
(ii) We say that (E) is invariant with respect to {Tθ }θ∈R if τa,t+θ (Ω(t)) is a mild solution to (E)
with initial data τa,θ (Ω0) for each a ∈ R+ and θ  0 whenever Ω(t) is a mild solution to
(E) with initial data Ω0.
Let (E0) be invariant with respect to {Θλ}λ∈R× and {Tθ }θ∈R. Then the above defini-
tion is expressed by the equalities Rλ(eλtAΩ0) = Θλ(etAΩ0) = Θλ(Ω)(t) = etARλ(Ω0) and
τa,t+θ etAΩ0 = etAτa,θΩ0, which holds for any Ω0 ∈ X, λ ∈ R×, a ∈ R+, and t, θ  0. Hence
we have key relations, which are equivalent representations of the above definitions, such as
Rλe
λtA = etARλ, (16)
τa,t+θ etA = etAτa,θ . (17)
Next we introduce the “similarity transform”. When (E0) is invariant with respect to {Θλ}λ∈R×
induced by R = {Rλ}λ∈R× we set
Θ(t) = Ret e(et−1)A = e(1−e−t )ARet , t  0. (18)
Lemma 2.1. The one parameter family {Θ(t)}t0 defined by (18) is a strongly continuous semi-
group in X.
Proof. From (18) and (16) we have
Θ(t)Θ(s) = e(1−e−t )ARetRes e(es−1)A
= e(1−e−t )ARe(t+s) ee
t+s (e−t−e−t−s )A
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= e(1−e−t−s )ARe(t+s)
= Θ(t + s).
It is easy to see that Θ(t) is strongly continuous and Θ(0) = I . This completes the proof. 
Let A be the generator of Θ(t), i.e.,
Dom(A) =
{
f ∈ X
∣∣∣ lim
t→0
Θ(t)f − f
t
exists
}
,
Af = lim
t→0
Θ(t)f − f
t
, f ∈ Dom(A). (19)
Then it follows that Dom(A)∩ Dom(B) ⊂ Dom(A) and
Af = Af +Bf, for f ∈ Dom(A)∩ Dom(B). (20)
In general, we cannot expect that B is relatively bounded with respect to A. Especially, the
spectral properties of A can quite differ from those of A. Typical examples of A, R, and T (j) are
, (Rλf )(x) = λn2 f (λ 12 x), and (τ (j)a f )(x) = f (x1, . . . , xj + a, . . . , xn). Then the generators of
R and T (j) are given by B = x2 · ∇ + n2 and D(j) = ∂xj .
2.2. Several assumptions
In this section we collect several assumptions on (E) and operators which we deal with.
2.2.1. Assumptions on (E0)
We first state the assumptions on (E0). As stated in the previous section, the operator A is
assumed to generate a strongly continuous semigroup etA in X.
(E1) There is a scaling R = {Rλ}λ∈R× such that (E0) is invariant with respect to {Θλ}λ∈R× .
(E2) There are finite numbers of strongly continuous one-parameter families of translations
{T (j)θ }θ∈R, 1  j  n, such that they are independent and (E0) is invariant with respect to
{T (j)θ }θ∈R for each j .
In other words, we have (16) and (17) for each Rλ and τ (j)a,θ . Let B , D(j)θ , and Γ (j)a,θ be
the generator of Rλ, the generator of T (j)θ , and the derivative of τ (j)a,θ with respect to θ de-
fined by (10), respectively. For a pair of linear operators L1,L2 its commutator is defined by
[L1,L2] = L1L2 − L2L1. The next assumption represents the relation between the scaling R
and translations {T (j)θ }θ∈R.
(T1) For all a, θ ∈ R and j = 1, . . . , n the inclusion
τ
(j)(Dom(A)∩ Dom(B)∩ Dom(D(j))∩ Dom(Γ (j)))⊂ Dom(B)a,θ θ a,θ
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[
B,τ
(j)
a,θ
]
f + θΓ (j)a,θ f = −aμjD(j)θ τ (j)a,θ f (21)
holds for f ∈ Dom(A)∩ Dom(B)∩ Dom(Γ (j)a,θ )∩ Dom(D(j)θ ).
(T2) For any nontrivial f belonging to Dom(A)∩Dom(B)∩⋂nj=1 Dom(D(j)1 ) the functions
{Bf,D(1)1 f, . . . ,D(n)1 f } are linearly independent.
The relation (T1) is formally expressed as [B,τ (j)a,θ ] + θΓ (j)a,θ = −aμjD(j)θ τ (j)a,θ . Especially,
when τ (j)a,θ = τ (j)a for all θ ∈ R it is just [B,τ (j)a ] = −aμjD(j)τ (j)a . As an example, if X = L2(R),
(Rλf )(x) = λ 12 f (λ 12 x), and (τaf )(x) = f (x+a), then (T1) formally holds with μ = 12 , i.e., we
have [B,τa] = − a2 ∂xτa . Note that Γa,θ = 0 in this case. The values μj in (T1) are related with
the eigenvalues of A and they play important roles in our arguments. We set
μ∗ = max{μ1, . . . ,μn,1}, μ∗ = min{μ1, . . . ,μn,1}. (22)
2.2.2. Assumptions on A
We recall that A is the generator of the strongly continuous semigroup Θ(t) = Ret e(et−1)A.
In our arguments it is more convenient to put assumptions on A than on A. So the additional
assumptions are given for A instead of A as follows. Let σ(A) be the spectrum of A and let
ress(e
tA) be the radius of the essential spectrum of etA; see [6, Chapter IV] for definitions.
(A1) There is a positive number  such that σ(A) ⊂ {0} ∪ {μ ∈ C | Re(μ)−}. Moreover,
0 is a simple eigenvalue of A in X.
(A2) There is a positive number ζ such that ζ > max{,μ∗} and ress(etA) e−ζ t .
Let w0 be the eigenfunction to the eigenvalue 0 of A normalized to be 1 in X. We will see
that (T1) and (T2) are sufficient conditions for D(j)1 w0 to be an eigenfunction to the eigenvalue−μj of A if w0 possesses a suitable regularity. Thus in this case  μ∗ holds by (A1).
Let us introduce the eigenprojections P0,0 and Q0,0, which are defined by
P0,0f =
〈
f,w∗0
〉
w0, Q0,0f = f − P0,0f (23)
where 〈 , 〉 is a dual coupling of X and its dual space X∗, and w∗0 is the eigenfunction to
the eigenvalue 0 of the adjoint operator A∗ in X∗ with 〈w0,w∗0〉 = 1. From (A2) the set{μ ∈ σ(A) | Re(μ) > −ζ } consists of isolated eigenvalues with finite algebraic multiplicities;
see [6, Corollary IV-2-11]. From the spectral mapping theorem we have
Proposition 2.3. Assume that (A1) and (A2) hold. Then we have
∥∥etAQ0,0∥∥B(X)  Ce−(−)t , t > 0, (24)
for any  > 0.
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Finally we give the assumptions on the nonlinear operator N . For a linear operator T we
denote by ‖ · ‖Dom(T ) the graph norm of T .
(N1) N maps Dom(A) into Q0,0X and there is q > 0 such that ‖N (f )‖X  C‖f ‖1+qDom(A)
holds for any ‖f ‖Dom(A)  1.
(N2) There are α ∈ (0,1], β ∈ [0,1), and 0 ∈ [0, ) such that for each t > 0 the operator
N(t, ·) = etAN (·) (25)
is a C1+α map from Dom(A) into Q0,0X satisfying the estimate
∥∥N ′(t, f )h−N ′(t, g)h∥∥
X
 C
(
1 + t
t
)β
e−(−0)t‖f − g‖αX‖h‖X, (26)
for all f,g,h ∈ Dom(A) with a constant C > 0 depending only on α, β , , 0, and M > 0 when
‖f ‖X + ‖g‖X + ‖h‖X M . Here N ′(t, f ) is a Fréchet derivative of N(t, ·) at f .
(N3) There is a dense set W in X such that λRλN = NRλ and τ (j)a,θN = N τ (j)a,θ hold in W
for any λ ∈ R×, a ∈ R+, θ ∈ R, and j .
Note that from (N1) and (N2), N(t,0) = 0 and N ′(t,0) = 0 follow. Moreover, for each t > 0,
N(t, ·) is extended as a C1+α map from X into Q0,0X. Let A−1 be the generator of the semigroup
etA in the negative order space X−1:
X−1 = Dom
(
(−A+ I )−1), ‖ · ‖X−1 = ∥∥(−A+ I )−1·∥∥X. (27)
Note that the domain of A−1 is just X; see [6, II-5]. Then the Laplace formula
(−A+ I )−1+θ = 1
Γ (1 − θ)
∞∫
0
t−θ e−t e−tA dt, θ ∈ [0,1), (28)
with the Euler Γ function Γ (1 − θ) and the estimates in (N2) lead to the following lemma.
Lemma 2.2. The nonlinear operator N (·) can be extended as a C1+α map from X into X−1 and
its Fréchet derivative N ′ is given by
N ′(f ) = 1
Γ (1 − γ )(−A−1 + I )
1−γ
∞∫
0
t−γ e−tN ′(t, f ) dt, (29)
for any γ ∈ [0,1 − β). Moreover, the equality
etA−1N ′(f ) = N ′(t, f ), t > 0, (30)
holds for any f ∈ X. Especially, etA−1N ′(f ) is extended as a bounded linear operator from X
into Q0,0X and satisfies the estimate
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X
 C
(
1 + t
t
)β
e−(−)t‖f − g‖αX‖h‖X, (31)
for any  > 0. Here the constant C is independent of ‖f ‖X , ‖g‖X , ‖h‖X , and t > 0.
Proof. We first note that if f ∈ X−1 then (−A−1 + I )θf = (−A + I )θf , and hence
(−A−1 + I )−θf = (−A + I )−θf for any f ∈ X. Moreover, if f ∈ X then etA−1f = etAf .
From N ′(t, f ) ∈ X and (N2) the right-hand side of (29) makes sense for any f ∈ X. By the
density argument, it suffices to prove (29) for any f ∈ Dom(A). Set Cγ = 1Γ (1−γ ) . For any
f,h ∈ Dom(A) we have
∥∥∥∥∥N (f + h)− N (f )−Cγ (−A−1 + I )1−γ
∞∫
0
t−γ e−tN ′(t, f )hdt
∥∥∥∥∥
X−1
=
∥∥∥∥∥Cγ (−A+ I )−γ
∞∫
0
t−γ e−t
{
etA
(N (f + h)− N (f ))−N ′(t, f )h}dt
∥∥∥∥∥
X
=
∥∥∥∥∥Cγ (−A+ I )−γ
∞∫
0
t−γ e−t
{
N(t, f + h)−N(t, f )−N ′(t, f )h}dt
∥∥∥∥∥
X
 C
∞∫
0
t−γ e−t
(
1 + t
t
)β
dt ‖h‖1+αX
 C‖h‖1+αX .
So the Fréchet derivative N ′(f ) : X → X−1 is given by the right-hand side of (29). To prove
(30) we note that etA−1N ′(s, f ) = etAN ′(s, f ) = N ′(t + s, f ) = esAN ′(t, f ) for t, s > 0 which
can be seen from the density argument and the semigroup property of etA. Then we observe from
(2.2) that
etA−1N ′(f ) = Cγ (−A−1 + I )1−γ
∞∫
0
s−γ e−setA−1N ′(s, f ) ds
= Cγ (−A+ I )1−γ
∞∫
0
s−γ e−sesAN ′(t, f ) ds
= N ′(t, f ).
Hence (30) holds. The estimate (31) follows from the semigroup property e(t+t0)A−1N ′(f ) =
etA−1et0A−1N ′(f ), Proposition 2.3, (30), and (N2). We omit the details here. This completes the
proof of the lemma. 
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Let us state the main results in this paper. Due to the nonlinearity, we only deal with suffi-
ciently small initial data and solutions. The first result gives the existence of self-similar solutions
to (E).
Theorem 2.1. Assume that (E1), (A1), (N1), (N2), and (N3) hold. Let {Θλ}λ∈R× be the scaling
induced by R in (E1), and q,α be the numbers in (N1), (N2). Then there is a number δ0 > 0
such that the following statement holds. There is a family of self-similar solutions {R 1
t
Uδ}|δ|δ0
to (E) with respect to {Θλ}λ∈R× such that Uδ is C1+α in X with respect to δ and written in the
form Uδ = δw0 + vδ for some vδ ∈ Q0,0X with ‖vδ‖Dom(A)  C|δ|1+q .
The second result is on the existence of time global solutions to (E) and their self-similar
asymptotics at time infinity.
Theorem 2.2. Assume that (E1), (A1), (A2), (N1), (N2), and (N3) hold. Let  be the number
in (A1). If ‖Ω0‖X is sufficiently small, then there is a unique mild solution Ω(t) ∈ C([0,∞);X)
to (E) with initial data Ω0 such that
∥∥R1+tΩ(t)−Uδ∥∥X  C(1 + t)− 2 ‖Ω0 −Uδ‖X, t > 0. (32)
Here δ = 〈Ω0,w∗0〉 and Uδ is the function in Theorem 2.1.
Remark 2.2. If there is a Banach space Y such that X is continuously embedded in Y and if
‖Rλf ‖Y = K(λ)‖f ‖Y holds with a constant K(λ) satisfying supλ1 K(λ) < ∞, then from (32)
we have ‖Ω(t) − R 1
1+t
Uδ‖Y = K( 11+t )‖R1+tΩ(t) − Uδ‖Y  CK( 11+t )(1 + t)−

2 ‖Ω0 − Uδ‖X .
Since ‖R 1
1+t
Uδ‖Y = K( 11+t )‖Uδ‖Y , R 11+t Uδ gives an asymptotic profile of Ω(t) at t  1.
The estimate (32) in Theorem 2.2 implies that solutions are approximated by the self-similar
solution in large time with accuracy up to O(t−

2 ). In view of Proposition 2.3, the rate O(t−

2 )
could be improved but in general at most up to O(t−+) for any  > 0. Our aim is to present
an abstract method to capture more precise asymptotic profiles of solutions by making use of
symmetries of equations, translation and scaling invariances. Especially, in many applications
our method gives a suitable shift of the self-similar solution as an asymptotic approximation
with accuracy beyond O(t−).
For y = (y1, . . . , yn+1) ∈ Rn+1 we define the shift operator
S(y;f ) = τ (1)y1,1+yn+1 · · · τ
(n)
yn,1+yn+1R 11+yn+1
f. (33)
Note that if O ⊂ Rn+1 is a sufficiently small open ball centered at the origin, then S(y;f ) is a
continuous map from O to X. The following lemma represents the relations between symmetries
of (E0) and the operator A.
Lemma 2.3. Assume that (E1), (E2), (T1), (T2), and (A1) hold. Let w0 be the eigenfunction for
the eigenvalue 0 of A in (A1) with ‖w0‖X = 1. Suppose that S(·;w0) : O → X is C1. Then Bw0
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w0, Bw0 and D(j)1 w0, j = 1, . . . , n, are linearly independent.
If in addition (A2) holds, then the set {μ ∈ σ(A) | Re(μ)  −μ∗} with μ∗ = max{1,μ1,
. . . ,μn} consists of finite numbers of eigenvalues with finite algebraic multiplicities (note that
the relation μ∗   holds by (A1) and Lemma 2.3). Let E0 be the total eigenprojection to the
eigenvalues {μ ∈ σ(A) | Re(μ)−μ∗}, that is,
E0 = 12πi
∫
γ˜
(λ−A)−1 dλ, (34)
where γ˜ is a suitable curve around {μ ∈ σ(A) | Re(μ)−μ∗}. Set
e0,0 = w0, e0,n+1 = c0,n+1Bw0, e0,j = c0,jD(j)1 w0, j = 1, . . . , n. (35)
Here c0,j is taken as ‖e0,j‖X = 1. Then {e0,j }n+1j=0 forms a part of the basis of the generalized
eigenspace E0X = {E0f | f ∈ X}. So there are {e∗0,j }n+1j=0 ⊂ X∗ which forms a part of the basis
of the generalized eigenspace associated with the eigenvalues {μ ∈ σ(A∗) | Re(μ)  −μ∗} to
the adjoint operator A∗ and satisfies the relations 〈e0,j , e∗0,k〉 = δjk , where 〈 , 〉 is a dual coupling
of X and its dual space X∗, and δjk is kronecker’s delta. By (A1) at least e∗0,0(= w∗0) is the
eigenfunction for the simple eigenvalue 0 of A∗. We set the projections as
P0,j f =
〈
f, e∗0,j
〉
e0,j , Q0,j f = f − P0,j f, 0 j  n+ 1, (36)
P0f =
n+1∑
j=0
P0,j f, Q0f = f − P0f. (37)
Note that P0X is a subset of E0X, and, in general, P0X does not coincide with E0X. Let −ν0 be
the growth bound of etQ0AQ0 , that is,
−ν0 = inf
{
μ ∈ R ∣∣ ∃Cμ > 0 s.t. ∥∥etQ0AQ0f ∥∥X  Cμeμt‖f ‖X, ∀f ∈ Q0X}. (38)
Then we always have
 ν0  ζ, (39)
where  and ζ are the numbers in (A1) and (A2). Next we set
H(y0, y;Uδ) = S(y;Uδ+y0). (40)
Then H(y0, y;Uδ) is continuous from (−δ0 +δ, δ0 −δ)×O ⊂ Rn+2 to X for each δ ∈ (−δ0, δ0).
Set μ0 = 0 and μn+1 = 1. We will show that each −μj is an eigenvalue of the linearized operator
A − N ′(Uδ); see Section 6 for the precise realization of A − N ′(Uδ). Especially, 0(= μ0) is
shown to be a simple eigenvalue by the general perturbation theory. If ν0  μ∗ and each −μj is
also a semisimple eigenvalue then we can derive the analogous estimate with (2) in the abstract
settings. The main contribution of this paper is as follows.
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hold. Suppose that S(y;w0) is C1 near y = 0 and H(y0, y;Uδ) is C1+γ near (y0, y) = (0,0)
for some γ > 0. Let Ω(t) be the mild solution in Theorem 2.2 with δ = 0 and let ν0 be the number
in (38). Assume that ν0  μ∗ and {−μj }n+1j=1 are semisimple eigenvalues of A − N ′(Uδ). Then
there exist η(δ) ∈ R and y∗ ∈ Rn+1 such that
∥∥∥∥R1+tΩ(t)− S
(
y∗1
(1 + t)μ1 , . . . ,
y∗n
(1 + t)μn ,
y∗n+1
1 + t ;Uδ
)∥∥∥∥
X
 C(1 + t)−ν0+η(δ)+ (41)
holds for all  > 0 and t  1. Here η(δ) satisfies limδ→0 η(δ) = 0 and C is independent of
t  1. Especially, if ν0 > μ∗ and |δ| is sufficiently small then {−μj }n+1j=1 are semisimple eigen-
values of A− N ′(Uδ), and thus (41) holds in this case.
Remark 2.3. The distribution of the spectrum of A assumed in Theorem 2.3 is visualized in
Fig. 1. When ν0  μ∗ we can take  = μ∗ := min1jn+1{μj } by (A1) and the definitions of
ν0. So ν0  μ∗  μ∗ =  > 0 holds, and the asymptotic profile is improved by (41) if ν0 > μ∗.
We will give some examples in Section 7 such that ν0 >μ∗ holds.
Remark 2.4. The value of η(δ) in Theorem 2.3 is determined by the spectrum of A − N ′(Uδ).
Indeed, we will show that there exists an η(δ) ∈ R with limδ→0 η(δ) = 0 such that
σ
(
A− N ′(Uδ)
)⊂ {−μj }n+1j=0 ∪ {μ ∈ C ∣∣ Re(μ)−ν0 + η(δ)}. (42)
The number η(δ) in Theorem 2.3 is nothing but η(δ) in (42). Moreover, in Theorem 2.3 if in addi-
tion ζ > ν0 and {μ ∈ σ(A−N ′(Uδ)) | Re(μ)−ν0 +η(δ)} consists of semisimple eigenvalues,
then we can take  = 0 in (41); see Remark 6.3 for details.
In Theorem 2.3 we consider the shifts of Uδ with respect to both translations and scaling.
In fact, we can also consider the shifts of Uδ with respect to only translations under weaker
assumptions on A. Set
μ˜∗ = max{μ1, . . . ,μn}, (43)
and
P˜0f =
n∑
j=0
P0,j f, Q˜0f = f − P˜0f. (44)
Let −ν˜0 be the the growth bound of etQ˜0AQ˜0 , that is,
−ν˜0 = inf
{
μ ∈ R ∣∣ ∃Cμ > 0 s.t. ∥∥etQ˜0AQ˜0f ∥∥X  Cμeμt‖f ‖X, ∀f ∈ Q˜0X}. (45)
Instead of (A2) we consider the case
(A2)’ There is ζ > max{, μ˜∗} such that ress(etA) e−ζ t .
3050 Y. Kagei, Y. Maekawa / Journal of Functional Analysis 260 (2011) 3036–3096Fig. 1. The distribution of the spectrum σ(A) assumed in Theorem 2.3. By (A2) the continuous spectrum is included in
the gray region, and there are only isolated eigenvalues with finite multiplicity in {μ ∈ C | Re(μ) > −ζ } (black dots in
the figure). Each −μj is shown to be an eigenvalue of A by Lemma 2.3. The definition of ν0 and the assumption ν0  μ∗
imply {μ ∈ σ(A) | Re(μ) > −ν0} = {−μj | μj < ν0, 0 j  n+ 1}.
Since μ∗  μ˜∗, (A2)’ is weaker than (A2) in general. For y˜ = (y1, . . . , yn) ∈ Rn let us define
the shift operator S˜(y˜;f ) by
S˜(y˜;f ) = S(y˜,0;f ) = τ (1)y1,1 · · · τ
(n)
yn,1f. (46)
Then we have
Theorem 2.4. Assume that (E1), (E2), (T1), (T2), (A1), (A2)’, and (N1)–(N3) hold. Suppose
that S(y;w0) is C1 near y = 0 and H(y0, y;Uδ) is C1+γ near (y0, y) = (0,0) for some γ > 0.
Let Ω(t) be the mild solution in Theorem 2.2 with δ = 0 and let ν˜0 be the number in (45). Assume
that ν˜0  μ˜∗ and {−μj }nj=1 are semisimple eigenvalues of A−N ′(Uδ). Then there exist η˜(δ) ∈ R
and y˜ ∈ Rn such that
∥∥∥∥R1+tΩ(t)− S˜
(
y∗1
(1 + t)μ1 , . . . ,
y∗n
(1 + t)μn ;Uδ
)∥∥∥∥
X
 C(1 + t)−ν˜0+η˜(δ)+ (47)
holds for all  > 0 and t  1. Here η˜(δ) satisfies limδ→0 η˜(δ) = 0, C is independent of t  1.
Especially, if ν˜0 > μ˜∗ and |δ| is sufficiently small then {−μj }nj=1 are semisimple eigenvalues of
A− N ′(Uδ), and thus (47) holds in this case.
Remark 2.5. From (38), (45), and Lemma 2.3 we have ν0  ν˜0 and 1  ν˜0. Hence, in general,
the shift of self-similar solutions with respect to both translations and scaling, (41), can give
more precise asymptotic profile than the shift with respect to only translations, (47), if (A2) is
satisfied. A typical example such that ν0 > ν˜0 follows is the viscous Burgers equations (1-B); see
Section 7.1. Even when ν0 = ν˜0, the rate in (41) is better than the one in (47) if η(δ) is negative
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Theorem 2.3 and 1 ν˜0. Then if η(δ) < 0 we have from (41),
∥∥∥∥R1+tΩ(t)− S˜
(
y∗1
(1 + t)μ1 , . . . ,
y∗n
(1 + t)μn ;Uδ
)∥∥∥∥
X

∥∥∥∥S
(
y∗1
(1 + t)μ1 , . . . ,
y∗n
(1 + t)μn ,0;Uδ
)
− S
(
y∗1
(1 + t)μ1 , . . . ,
y∗n
(1 + t)μn ,
y∗n+1
1 + t ;Uδ
)∥∥∥∥
X
−
∥∥∥∥R1+tΩ(t)− S
(
y∗1
(1 + t)μ1 , . . . ,
y∗n
(1 + t)μn ,
y∗n+1
1 + t ;Uδ
)∥∥∥∥
X

|y∗n+1|
1 + t ‖BUδ‖X −C(1 + t)
−1−c
for some c > 0. Here we used the C1+γ regularity of S(y;Uδ) near y = 0 and the fact that
∂yn+1S(y;Uδ)|y=0 = BUδ . Hence η˜(δ) +   0 must hold in (47), which proves the above as-
sertion. The examples such that ν0 = ν˜0 = 1 and η(δ) < 0 hold are given in Section 7.2 and
Section 7.3.
The proof of Theorem 2.4 is just a simple modification of the one of Theorem 2.3, so the
details will be omitted; see Section 6.4. Applications of main results to concrete nonlinear PDEs
will be given in Section 7.
3. Invariant property and reduction by similarity transform
In this section we prove that (E) is invariant with respect to the scaling R and the translations
{T (j)θ }θ∈R, j = 1, . . . , n under the assumptions stated in the previous section. We also derive
an equation by the “similarity transform” which enables us to analyze large time behaviors of
mild solutions to (E) in terms of a stability problem of stationary solutions to the new equation.
We first consider the relation between etAN and etAN . Since esA = Res e(es−1)A we have for
f ∈ Dom(A),
N (t, f ) := etAN (f ) = R 1
1+t
elog(1+t)AN (f ) = R 1
1+t
N
(
log(1 + t), f ). (48)
Since there is a sequence {fn} ⊂ X such that fn ∈ Dom(A) and fn → f in X, N (t, ·) can be
extended as a C1+α map on X and the above equality holds for any f ∈ X. Moreover, by density
arguments we have
Lemma 3.1. Assume that (E1), (E2), (A1), (N2), and (N3) hold. Then it follows that
λRλN (λt, f ) = N (t,Rλf ), t > 0, (49)
τ
(j)
a,t+θN (t, f ) = N
(
t, τ
(j)
a,θ f
)
, t > 0, (50)
for any f ∈ X, λ ∈ R×, a ∈ R+, θ ∈ R, and j .
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the same way. From (16) and (N3) it follows that λRλN (λt, f ) = limn→∞ λRλeλtAN (fn) =
limn→∞ etAλRλN (fn) = limn→∞ etAN (Rλfn) = N (t,Rλf ). This completes the proof. 
From (N2) and (48) we observe that the term ∫ t
s
e(t−τ)AN (Ω(τ)) dτ in (13) makes sense
for all Ω(t) ∈ C((0,∞);X) by rewriting it as ∫ t
s
N (t − τ,Ω(τ)) dτ . Moreover, if Ω(t) ∈
C([0,∞);X) then we can show limt→0
∫ t
0 ‖N (t − s,Ω(s))‖X ds = 0. Hence as a corollary of
Lemma 3.1 we have
Corollary 3.1. Assume that (E1), (E2), (A1), (N2), and (N3) hold. Then (E) is invariant with
respect to {Θλ}λ∈R× and {T (j)θ }θ∈R, j = 1, . . . , n.
Proof. Let Ω(t) ∈ C([0,∞);X) be a mild solution to (E) with initial data Ω0. Then Θλ(Ω)(t) =
RλΩ(λt) ∈ C([0,∞);X) and we have
Θλ(Ω)(t) = RλeλtAΩ0 −Rλ
λt∫
0
N (λt − s,Ω(s))ds
= etARλΩ0 −
t∫
0
λRλN
(
λ
(
t − s′),Ω(λs′))ds′
= etARλΩ0 −
t∫
0
N (t − s′,Θλ(Ω)(s′))ds′.
This implies that (E) is invariant with respect to {Θλ}λ∈R× . The invariance for {T (j)θ }θ∈R is
proved in a similar manner, so we omit the details. This completes the proof. 
Next we consider the following integral equation:
u(t) = etAu0 −
t∫
0
N
(
t − s, u(s))ds. (51)
The main result in this section is as follows.
Lemma 3.2. Assume that (E1), (A1), (N2), and (N3) hold. If Ω(t) ∈ C([0,∞);X) is a mild
solution to (E) with initial data Ω0, then u(t) = RetΩ(et − 1) is a mild solution to (51) with
initial data Ω0. Conversely, if u(t) ∈ C([0,∞);X) is a mild solution to (51) with initial data u0,
then Ω(t) = R 1
1+t
u(log(1 + t)) is a mild solution to (E) with initial data u0. Moreover, u ∈ X is
a stationary solution to (51) if and only if R 1 u is a self-similar solution to (E).
t
Y. Kagei, Y. Maekawa / Journal of Functional Analysis 260 (2011) 3036–3096 3053Proof. Here we give a proof for the last assertion only. For any t > s > 0 and u ∈ X we set
F(t, s;u) = R 1
t
elog
t
s
Au−R 1
t
log t∫
log s
N(log t − τ,u) dτ.
From the definition of etA and (48) we have
elog
t
s
A = R t
s
e(
t
s
−1)A, N(t, f ) = RetN
(
et − 1, f ).
Hence F(t, s;u) is written as
F(t, s;u) = e(t−s)AR 1
s
u−
t∫
s
1
r
R 1
r
N
(
t − r
r
, u
)
dr
= e(t−s)AR 1
s
u−
t∫
s
N (t − r,R 1
r
u) dr.
In the last line we used Lemma 3.1. Note that u ∈ X is a stationary solution to (51) if and only if
u satisfies
u = elog ts Au−
log t∫
log s
N(log t − τ,u) dτ = RtF (t, s;u),
for any t > s > 0. From the above calculation this is equivalent with
R 1
t
u = F(t, s;u) = e(t−s)AR 1
s
u−
t∫
s
N (t − r,R 1
r
u) dr,
i.e., R 1
t
u is a self-similar solution to (E). This completes the proof. 
4. Existence of self-similar solutions
In this section we prove the existence of self-similar solutions to (E), which is equivalent with
the existence of stationary solutions to (51) by Lemma 3.2.
For this purpose we look for a stationary solution Uδ of the form Uδ = δw0 + v where v
belongs to Q0,0X. Then the equation for v is
−Av + N (δw0 + v) = 0. (52)
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by the usual contraction mapping theorem for the map
Φ(δ,f ) = −(−A)−1N (δw0 + f ). (53)
The main result of this section is as follows.
Theorem 4.1. Assume that (E1), (A1), (N1), (N2), and (N3) hold. Then there is a positive number
δ0 such that if |δ| δ0 then there is a unique solution vδ to (52) in Q0,0X satisfying the estimate
‖vδ‖Dom(A)  C|δ|1+q . (54)
Moreover, vδ is C1+α in X with respect to δ, |δ| < δ0. Thus, we have a self-similar solution to
(E) which takes the form R 1
t
Uδ with Uδ = δw0 + vδ .
Proof. Let δ0 be a sufficiently small positive number. We show that Φ(δ, ·) is a contraction
mapping on the closed ball Bδ0 = {f ∈ Q0,0X | ‖f ‖Dom(A)  δ0}, if |δ| δ0  1. Indeed, from
(N1) we easily see that
∥∥Φ(δ,f )∥∥Dom(A)  C∥∥N (δw0 + f )∥∥X  Cδ1+q0 , if f ∈ Bδ0 .
Moreover, since the Laplace formula yields the representation
Φ(δ,f )−Φ(δ,g) =
∞∫
0
1∫
0
N ′
(
t, δw0 + θf + (1 − θ)g
)
(f − g)dθ dt,
we have from (N2) that ‖Φ(δ,f ) − Φ(δ,g)‖X  Cδα0 ‖f − g‖X . Combining these above, we
observe that Φ(δ, ·) is a contraction mapping on Bδ0 if |δ|  δ0 and δ0 is small enough. Thus
there is a unique fixed point of Φ(δ, ·) in Bδ0 . Let vδ be the fixed point. Then
‖vδ‖Dom(A) 
∥∥N (δw0 + vδ)∥∥1+qX  C|δ|1+q +C|δ|q‖vδ‖X.
Hence if |δ| is sufficiently small, then ‖vδ‖Dom(A)  2|δ|1+q . Finally, since Φ(δ, ·) is C1+α from
X into Q0,0X, by the uniform contraction mapping principle, vδ is C1+α with respect to δ in X.
This completes the proof. 
5. Global solvability of the evolution equations
In this section we prove the global existence of mild solutions to (51) for sufficiently small
initial data. Again by Lemma 3.2 this means the existence of time global solutions to (E) for
small initial data. The next result shows that the self-similar solution Uδ plays important roles
for the large time behavior of solutions to (51).
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that
sup
t>0
e

2 t
∥∥u(t)−Uδ∥∥X  C‖u0 −Uδ‖X. (55)
Proof. We first note that the smallness of ‖u0‖X leads to the smallness of |δ|, which guarantees
the existence of the stationary solution Uδ by Theorem 4.1. Let us consider the equation for
ω(t) = u(t)−Uδ ∈ Q0,0X:
∂tω −Aω = −N (Uδ +ω)+ N (Uδ), t > 0. (56)
The associated integral equation in X is
ω(t) =: Υ (ω) = etAω0 −
t∫
0
N
(
t − s,Uδ +ω(s)
)−N(t − s,Uδ) ds, (57)
where ω0 = u0 −Uδ . Clearly this is equivalent with (51). For θ ∈ [0,1] and the Banach space B
let us introduce the function space Cθ([0,∞);B) as follows:
Cθ
([0,∞);B) = {f ∈ C([0,∞);B) ∣∣ ‖f ‖Cθ (B) := sup
t>0
eθt
∥∥f (t)∥∥B < ∞}. (58)
Eq. (57) can be solved by the usual contraction mapping theorem on the ball BR = {f ∈
C
2
([0,∞);Q0,0X) | ‖f ‖C
2
(X)  R}, when R = 2‖Υ (0)‖C
2
(Q0X). Note that Υ (0)(t) = etAω0.
Since
N
(
t − s,Uδ +ω1(s)
)−N(t − s,Uδ +ω2(s))
=
1∫
0
N ′
(
t − s,Uδ + σω1 + (1 − σ)ω2
)
dσ
(
ω1(s)−ω2(s)
)
,
from Lemma 2.2 we have the estimates for Υ such as
∥∥Υ (ω1)−Υ (ω2)∥∥X(t)
 C
t∫
0
e−
3
4 (t−s)
(
1 + t − s
t − s
)β(‖Uδ‖X + ∥∥ω1(s)∥∥X + ∥∥ω2(s)∥∥X)α∥∥ω1(s)−ω2(s)∥∥X ds
 C
(|δ|α +Rα)e− 2 t‖ω1 −ω2‖C
2
(X).
Since ω0 ∈ Q0,0X, the function Υ (0)(t) is estimated as ‖Υ (0)‖C
2
(X)  C‖u0 −Uδ‖X by Propo-
sition 2.3. Hence Υ is a contraction mapping on BR for sufficiently small |δ| and R. Note that |δ|
3056 Y. Kagei, Y. Maekawa / Journal of Functional Analysis 260 (2011) 3036–3096and R can be taken small enough if ‖u0‖X is sufficiently small. Thus there is a unique solution
to (57) in BR if the initial data is sufficiently small. The proof is complete. 
As a corollary of Theorem 5.1 we have from Lemma 3.2:
Corollary 5.1. Assume that (E1), (A1), (A2), (N1), (N2), and (N3) hold. Set δ = 〈Ω0,w∗0〉. If‖Ω0‖X is sufficiently small, then there is a unique mild solution Ω(t) ∈ C([0,∞);X) to (E)
such that
∥∥R1+tΩ(t)−Uδ∥∥X  C(1 + t)− 2 ‖Ω0 −Uδ‖X, t > 0. (59)
This corollary immediately leads to Theorem 2.2.
6. More precise asymptotic profile by shift
In this section we study the asymptotic behavior of solutions obtained by Theorem 5.1 in
more details by assuming that (E) possesses an invariance with respect to translations. The key
step in our arguments is to introduce a linear transform with n + 2 parameters y = (y0, y), y =
(y1, . . . , yn+1):
H(y;Uδ) = S(y;Uδ+y0), (60)
where
S(y;f ) = τ (1)y1,1+yn+1 · · · τ
(n)
yn,1+yn+1R 11+yn+1
f. (61)
Proposition 6.1. Let f ∈ Dom(A). Assume that there is an open ball O ⊂ Rn+1 cen-
tered at the origin such that S(·;f ) : O → X is C1. Then S(y;f ) ∈ Dom(A) ∩ Dom(B) ∩
Dom(D(k)1+yn+1) for all k = 1, . . . , n. Moreover, for j = 1, . . . , n and y = (y1, . . . , yn+1) ∈ O
we have S(y;f )|y1=···=yj=0 ∈ Dom(A) ∩ Dom(B) ∩ Dom(D(k)1+yn+1) ∩ Dom(Γ
(l)
yl ,1+yn+1) for all
k = 1, . . . , n and l = 1, . . . , j .
Proof. For j = 0,1, . . . , n we set Sj (yj+1, . . . , yn+1;f ) = S(y;f )|y1=···=yj=0 if j  1 and
S0(y;f ) = S(y;f ). Since S(y;f ) is assumed to be C1 in O, each Sj is differentiable if y ∈ O.
Especially, we have Sj ∈ Dom(D(k)1+yn+1) for all k = 1, . . . , n by the independent property of
τ
(j)
aj ,θ
τ
(l)
al ,θ
= τ (l)al ,θ τ
(j)
aj ,θ
for 1 j, l  n.
Now we will show by the backward induction on j that each Sj belongs to Dom(A) ∩
Dom(B)∩ Dom(D(k)1+yn+1)∩ Dom(Γ
(l)
yl ,1+yn+1) for all k = 1, . . . , n and l = 1, . . . , j when y ∈ O.
Let us consider Sn(yn+1;f ) = R 1
1+yn+1
f . From the C1 regularity of Sn we have f ∈ Dom(B)
and so is true for Sn(yn+1;f ). Then from the relation of e(et−1)Af = Re−t etAf and the as-
sumption of f ∈ Dom(A), we have f ∈ Dom(A). So from the invariant property of RλeλtA =
etARλ, we also have Sn(yn+1;f ) = R 1
1+yn+1
f ∈ Dom(A). Since both S(y;f )|yi=0,i =l,n+1 =
τ
(l)
yl ,1+yn+1R 1 f and R 1 f are C
1 with respect to yn+1 for each l = 1, . . . , n, we can
1+yn+1 1+yn+1
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1+yn+1
f ∈ Dom(Γ (l)yl ,1+yn+1). This gives the desired regularity for Sn. Suppose that
Sj+1 belongs to Dom(A) ∩ Dom(B) ∩ Dom(D(k)1+yn+1) ∩ Dom(Γ
(l)
yl ,1+yn+1) for all k = 1, . . . , n
and l = 1, . . . , j + 1. Then we have from (T1) that
Sj (yj+1, . . . , yn+1;f ) = τ (j+1)yj+1,1+yn+1Sj+1(yj+2, . . . , yn+1;f ) ∈ Dom(B).
Furthermore, from the invariant property of (17) we see
etAτ (j+1)yj+1,1+yn+1Sj+1 = τ
(j+1)
yj+1,t+1+yn+1e
tASj+1.
Hence, τ (j+1)yj+1,1+yn+1Sj+1 ∈ Dom(A) from the assumption of Sj+1 ∈ Dom(A)∩Dom(Γ
(j)
yj ,1+yn+1).
Now it remains to show Sj ∈ Dom(Γ (l)yl ,1+yn+1) for all l = 1, . . . , j when j  1. But this can
be verified from the fact that both τ (l)yl ,1+yn+1Sj (yj+1, . . . , yn+1;f ) = S(y;f )|yi=0,i =l,j+1,...,n,
l = 1, . . . , j , and Sj are C1 with respect to yn+1. The regularity of S0 follows from the ones
of S1, similarly. This completes the proof. 
Let H(·;Uδ) : (−δ0 + δ, δ0 − δ)× O → X be C1, where O ⊂ Rn+1 is an open ball centered
at the origin. Then we observe that
∂y0H(0;Uδ) = ∂δUδ, (62)
∂ylH(0;Uδ) = D(l)1 Uδ, 1 l  n, (63)
∂yn+1H(0;Uδ) = BUδ. (64)
Our aim is to determine the parameters y(t) = (y0(t), y(t)) so that ‖u(t) − H(y(t);Uδ)‖X
decays faster than ‖u(t)−Uδ‖X . Let us formulate our problem precisely. Recall that A−1 is the
generator of etA in the negative order space X−1 with the domain X. We consider the equation
for v(t) = u(t)−H(y(t);Uδ) in X−1 where y(t) ∈ Rn+2 is determined later. Then we obtain the
equation in X−1 such as
∂tv −
(
A−1 − N ′(Uδ)
)
v = Tδv + Fδ(v)+ J (Vδ), (65)
where
Vδ(t) = H
(
y(t);Uδ
)
,
Tδv(t) =
{N ′(Uδ)− N ′(Vδ(t))}v(t),
Fδ(v)(t) = −
1∫
0
{N ′(Vδ(t)+ τv(t))− N ′(Vδ(t))}v(t) dτ,
J (Vδ)(t) = −∂tVδ(t)+A−1Vδ(t)− N
(
Vδ(t)
)
,
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N ′(f ) = (−A−1 + I )
∞∫
0
e−tN ′(t, f ) dt.
Let us consider the linearized operator A−1 − N ′(Uδ) in X−1 with the domain
{
f ∈ X−1
∣∣ (A−1 − N ′(Uδ))f ∈ X−1}.
It is not difficult to see that Dom(A−1 − N ′(Uδ)) = X. Indeed, by Lemma 2.2 we can write
N ′(Uδ) = Cθ(−A−1 + I )1−θ
∞∫
0
t−θ e−tN ′(t,Uδ) dt (66)
with θ ∈ [0,1 − β). Thus the interpolation inequality yields that N ′(Uδ) is relatively A−1-
bounded in X−1 with the bound 0, and hence, Dom(A−1 − N ′(Uδ)) = Dom(A−1) = X. Let
Lδ be the part of A−1 − N ′(Uδ) in X, that is,
Dom(Lδ) =
{
f ∈ X ∣∣ (A−1 − N ′(Uδ))f ∈ X},
Lδf :=
(
A−1 − N ′(Uδ)
)
f. (67)
Then by using Lemma 2.2 we can apply the perturbation theory of Desch–Schappacher to Lδ ;
see [6, III-3-3].
Lemma 6.1. The operator Lδ above generates the strongly continuous semigroup etLδ in X, and
satisfies the equation
etLδ = etA −
t∫
0
e(t−s)A−1N ′(Uδ)esLδ ds. (68)
Moreover, the estimate ‖etLδf ‖X  C(t)‖f ‖X follows with a constant C(t) 1 which is inde-
pendent of δ such as |δ| δ0.
Proof. From Lemma 2.2 we have for any f (s) ∈ C([0, t0);X),
∥∥∥∥∥
t0∫
0
e(t0−s)A−1N ′(Uδ)f (s) ds
∥∥∥∥∥
X
 C|δ|α
t0∫
0
(
1 + t0 − s
t0 − s
)β
e−

2 (t0−s)
∥∥f (s)∥∥
X
ds
 C(t0)|δ0|α sup
0<s<t0
∥∥f (s)∥∥
X
,
where 0 <C(t0) < 1 if t0 is sufficiently small. Hence from [6, Corollary III-3-3] the operator Lδ
generates the strongly continuous semigroup in X which satisfies (68). Note that the above t0 can
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timate sup0<t<t0 ‖etLδf ‖X  C sup0<t<t0 ‖etAf ‖X  C‖f ‖X , where C and t0 are independent
of δ with |δ|  δ0. By the semigroup property we have ‖etLδf ‖X  C(t)‖f ‖X with a constant
C(t) which is independent of δ with |δ| δ0. This completes the proof. 
6.1. Spectral property of the linearized operator
We first investigate the spectral property of Lδ in X which is directly related with the time
decay of solutions to (68). Note that the value |δ| is always assumed to be sufficiently small and
Uδ satisfies the estimate in Theorem 4.1. Let σ(Lδ) be the set of the spectrum of Lδ in X and we
denote by U the number of the elements of U .
Lemma 6.2. Set μ0 = 0, μn+1 = 1. Assume that (E1), (E2), (T1), (T2), (A1), (A2), and (N1)–
(N3) hold. Suppose that S(y;w0) and H(y0, y;Uδ) are C1 near y = 0 and (y0, y) = (0,0),
respectively. If |δ| is sufficiently small then there is an η(δ) such that limδ→0 η(δ) = 0 and
σ(Lδ) ⊂ {−μj }n+1j=0 ∪
{
μ ∈ C ∣∣ Re(μ)−ν0 + η(δ)}. (69)
Here ν0 is the number given by (38). When δ = 0 the functions ∂δUδ , BUδ , and D(j)1 Uδ with
j = 1, . . . , n are linearly independent eigenfunctions of Lδ for the eigenvalues μ0, −μn+1, and
−μj , respectively. Moreover, if ν0 > μj and |δ| is sufficiently small, then −μj is a semisimple
eigenvalue of Lδ with multiplicity {μk | μk = μj }. Especially, μ0(= 0) is a simple eigenvalue
of Lδ .
Remark 6.1. The assumption (A2) is not essential to prove BUδ and D(j)1 Uδ are eigenfunctions.
Especially, Lemma 6.2 and its proof yield Lemma 2.3 by taking N = 0.
Before proving Lemma 6.2 let us start from the next proposition by which we have the bound
for the essential spectrum of Lδ in X.
Proposition 6.2. It follows that
lim
δ→0 dist
(
σ
(
eA
)
, σ
(
eLδ
))= 0. (70)
Especially, there is η′(δ) ∈ R such that limδ→0 η′(δ) = 0 and
ress
(
etLδ
)
 e−(ζ−η′(δ))t . (71)
Proof. From Lemma 6.1, etLδ is strongly continuous semigroup in X and ‖etLδf ‖X 
C(t)‖f ‖X , t > 0 holds where C(t) is a constant independent of δ with |δ| δ0. Set
Λ(t)f = etLδf − etAf = −
t∫
e(t−s)A−1N ′(Uδ)esLδf ds.0
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∥∥Λ(t)f ∥∥
X
 C|δ|α
t∫
0
(t − s)−β∥∥esLδf ∥∥
X
ds  C|δ|α‖f ‖X.
Here the above constant C does not depend on ‖f ‖X and δ with |δ| δ0. Hence eLδ converges
to eA in B(X). So (70) follows from the general perturbation theory of linear operators; see [16,
Remark IV-3-3]. Thus (71) holds by (70), (A2), and the equality log ress(eLδ ) = 1t log ress(etLδ );
see [6, Proposition IV-2-10]. This completes the proof. 
Corollary 6.1. For each  > 0 the set
{
μ ∈ σ(Lδ)
∣∣ Re(μ) > −ζ + η′(δ)+ }
consists of finite numbers of eigenvalues with finite algebraic multiplicities.
Proof. The assertion follows from [6, Corollary IV-2-11]. We omit the details. 
Remark 6.2. If Λ(t) = etLδ − etA is compact, then the essential spectrum of etLδ is the same as
the one of etA. Especially, we have η′(δ) = 0 in this case.
Proof of Lemma 6.2. Let us prove that −μj is an eigenvalue of Lδ . Since H(y0, y;Uδ) is
assumed to be C1 with respect to (y0, y), from Proposition 6.1, R 1
1+yn+1
Uδ+y0 ∈ Dom(A) ∩
Dom(B) ∩ Dom(D(k)1+yn+1) ∩ Dom(Γ
(l)
yl ,1) and τ
(l)
yl ,1+yn+1R 11+yn+1
Uδ+y0 ∈ Dom(A) ∩ Dom(B) ∩
Dom(D(k)1+yn+1) for each 1 k, l  n when
∑n+1
j=0 |yj |  1. We start from the equality
−AUδ + N (Uδ) = 0. (72)
Since AUδ = AUδ +BUδ and [A, τ (j)a,1+yn+1 ]Uδ = Γ
(j)
a,1+yn+1Uδ which follows from τa,t+θ e
tA =
etAτa,θ , we have by acting τ (j)a,1 with |a|  1 on (72),
−Aτ (j)a,1Uδ + Γ (j)a,1 Uδ +
[
B,τ
(j)
a,1
]
Uδ −Bτ(j)a,1Uδ + τ (j)a,1N (Uδ) = 0.
Hence by (T1) and (N3) it follows that
Aτ
(j)
a,1Uδ − N
(
τ
(j)
a,1Uδ
)= −aμjD(j)1 τ (j)a,1Uδ,
that is,
A
τ
(j)
a,1Uδ −Uδ − N (τ
(j)
a,1Uδ)− N (Uδ) = −μjD(j)1 τ (j)a,1Uδ.a a
Y. Kagei, Y. Maekawa / Journal of Functional Analysis 260 (2011) 3036–3096 3061Since Uδ ∈ Dom(D(j)1 ) we can take the limit a → 0 in X−1 and obtain
(
A−1 − N ′(Uδ)
)
D
(j)
1 Uδ = −μjD(j)1 Uδ. (73)
This implies that D(j)1 Uδ ∈ Dom(Lδ). Since Uδ is not a trivial function, D(j)1 Uδ is not trivial
either from (T2). Hence D(j)1 Uδ is an eigenfunction for the eigenvalue −μj of Lδ .
Next we show BUδ is an eigenfunction for the eigenvalue −1 of Lδ . Let |λ− 1|  1. We act
λRλ on both sides of (72). Then by (N3) and λRλA = ARλ which follows from RλeλtA = etARλ
we have
ARλUδ + λRλBUδ − N (RλUδ) = 0,
i.e.,
A
RλUδ −Uδ
λ− 1 −
N (RλUδ)− N (Uδ)
λ− 1 = −RλBUδ.
By taking the limit λ → 1 in X−1, we observe that BUδ ∈ Dom(Lδ) and from (T2) it is an
eigenfunction for the eigenvalue −1 of Lδ . Similarly we can easily see from (72) that ∂δUδ is
an eigenvalue of the eigenvalue 0 of Lδ . From (T2) it is clear that ∂δUδ , BUδ , and D(j)1 Uδ with
j = 1, . . . , n are linearly independent.
Since σ(A) ⊂ {−μj }n+1j=0 ∪ {μ ∈ C | Re(μ)−ν0} by the definition of ν0 in (38), the conti-
nuity of σ(eLδ ) as in (70) yields (69) for some η(δ) satisfying
lim
δ→0η(δ) = 0, −ζ + η
′(δ)−ν0 + η(δ), (74)
where η′(δ) is the number in (71). This completes the proofs except for the last statement in the
lemma.
Let us prove that if ν0 > μj then −μj is a semisimple eigenvalue of Lδ with multiplicity
{μk | μk = μj }. For this purpose we first observe that −μj is a semisimple eigenvalue of A,
and hence, of A−1, with multiplicity {μk | μk = μj } when ν0 > μj . Indeed, since ν0 > μj
the space Ker(A + μjI) is spanned by {e0,k | μk = μj }, otherwise there is an eigenfunction in
Q0X (see (37) for the definition of Q0) of the eigenvalue −μj to Q0AQ0, which contradicts
with ν0 > μj by (38) and the spectral mapping theorem. Hence the geometric multiplicity of
the eigenvalue −μj to A is {μk | μk = μj }. Assume that there is a nontrivial function f ∈
Ker(A+μjI)2 such that f /∈ Ker(A+μjI). Then since (A+μjI)f ∈ Ker(A+μjI) we have
(A + μjI)f =∑μk=μj ake0,k for some ak ∈ C, which yields (Q0AQ0 + μjI)Q0f = 0. Since
f /∈ Ker(A+μjI) we have Q0f = 0. Hence −μj must be an eigenvalue of Q0AQ0, which again
contradicts with ν0 >μj by (38). Thus we have Ker(A +μjI)2 = Ker(A +μjI). On the other
hand, since the rank of the eigenprojection around the eigenvalue −μj of A is finite by (A2) and
[6, Corollary IV-2-11], −μj must be a pole of the resolvent of A; see [6, Section IV-1-17]. Thus
by [19, Remark A.2.4], −μj is a semisimple eigenvalue of A.
Finally we prove that the eigenvalue −μj of Lδ is semisimple if ν0 >μj and |δ| is sufficiently
small. From Corollary 6.1 −μj is an isolated eigenvalue with finite algebraic multiplicity. So
it suffices to show Ker(Lδ + μjI)2 = Ker(Lδ + μjI) as above. We note that, since Lδ is a
part of A−1 − N ′(Uδ) in X, the eigenvalues of Lδ are also eigenvalues of A−1 − N ′(Uδ) to
3062 Y. Kagei, Y. Maekawa / Journal of Functional Analysis 260 (2011) 3036–3096which the general perturbation theory for linear operators is easily applied. For the operator
A−1 −N ′(Uδ) the rank of the eigenprojection around −μj is invariant if |δ| is sufficiently small,
so it is {μk | μk = μj } < ∞ and −μj is a pole of the resolvent of A−1 −N ′(Uδ) by [6, Section
IV-1-17]. On the other hand, the geometric multiplicity of the eigenvalue −μj to A−1 −N ′(Uδ)
is large than or equal to {μk | μk = μj }, for we have found corresponding eigenfunctions. Hence
the rank of the eigenprojection around −μj coincides with the geometric multiplicity of −μj .
This implies Ker(Lδ + μjI)2 = Ker(Lδ + μjI) since Lδ is a part of A−1 − N ′(Uδ) in X. This
completes the proof. 
Proposition 6.3. The map Nδ(t, ·) = etLδN : Dom(A) → X can be extended as a C1+α map on
X and satisfies the estimate
∥∥N ′δ(t, f )h−N ′δ(t, g)h∥∥X  C
(
1 + t
t
)β
e−

2 t‖f − g‖αX‖h‖X, (75)
for any f,g,h ∈ X. Here N ′δ(t, f ) is the Fréchet derivative of Nδ(t, ·) at f . Especially, N can be
extended as a C1+α map from X into the negative order space Dom(Lδ,−1) with ‖ ·‖Dom(Lδ,−1) =
‖(−Lδ + I )−1 · ‖X , and the relation
etLδ,−1N ′(f ) = N ′δ(t, f ) (76)
holds for any f ∈ X.
Proof. The assertion that N is extended as a C1+α map from X into Dom(Dδ,−1) is shown as
in Lemma 2.2. Let f,g ∈ Dom(A). Then from Lemma 6.1 we have
etLδN ′(f )h− etLδN ′(g)h
= etAN ′(f )h− etAN ′(g)h−
t∫
0
e(t−s)A−1N ′(Uδ)
(
esLδN ′(f )h− esLδN ′(g)h)ds.
Then using (31), we get
∥∥etLδN ′(f )h− etLδN ′(g)h∥∥
X

∥∥etAN ′(f )h− etAN ′(g)h∥∥
X
+C|δ|α
t∫
0
(
(1 + t − s)(1 + s)
(t − s)s
)β
e−
3
4 (t−s)e−

2 s ds
× sup
t>0
(
t
1 + t
)β
e

2 t
∥∥etLδN ′(f )h− etLδN ′(g)h∥∥
X
,
which implies from (31) that
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t>0
(
t
1 + t
)β
e

2 t
∥∥etLδN ′(f )h− etLδN ′(g)h∥∥
X
 C sup
t>0
(
t
1 + t
)β
e

2 t
∥∥etAN ′(f )h− etAN ′(g)h∥∥
X
 C‖f − g‖αX‖h‖X.
This proves (75). The relation (76) follows from the argument just as in the proof of (30) in
Lemma 2.2. This completes the proof. 
From Lemma 6.1 and Proposition 6.3 we convert (65) to the integral equation
v(t) = etLδv0 +
t∫
0
e(t−s)Lδ
{
Tδv(s)+ Fδ(v)(s)+ J
(
Vδ(s)
)}
ds. (77)
6.2. Determination of y(t)
In this section we find suitable parameters y(t) = (y0(t), . . . , yn+1(t)) such that ‖u(t) −
H(y(t);Uδ)‖X decays faster than ‖u(t)−Uδ‖X . For this purpose the next lemma for J (Vδ)(t) =
−∂tVδ(t)+A−1Vδ(t)− N (Vδ(t)) with Vδ(t) = H(y(t);Uδ) is important.
Lemma 6.3. Assume that H(y;Uδ) is C1 near y = 0. Let y(t) ∈ C1((0,∞);Rn+2) with
supt>0 |y(t)|  1 be given. Set μ0 = 0 and μn+1 = 1, and let μj be the number in Lemma 6.2
for j = 1, . . . , n. Then for any stationary solution Uδ of (51) with |δ|  1, we have
J (Vδ)(t) = −
n+1∑
j=0
∂yj H
(
y(t);Uδ
) · (y′j (t)+μjyj (t)). (78)
Proof. From Proposition 6.1 we have H(y;Uδ) ∈ Dom(A)∩ Dom(B) and
τ
(j+1)
yj+1,1+yn+1 · · · τ
(n)
yn,1+yn+1R 11+yn+1
Uδ+y0 ∈ Dom(A)∩ Dom(B)∩ Dom
(
Γ
(j)
yj ,1+yn+1
)
for each j = 1, . . . , n− 1. We start from the equality
∂yn+1H(y;Uδ) = AH(y;Uδ)− N
(
H(y;Uδ)
)
, (79)
which follows by regarding yn+1 as a time variable. Indeed, since Uδ+y0 is a stationary solution to
(51), R 1
t
Uδ+y0 is a self-similar solution to (E) from Lemma 3.2. Especially, R 11
2 +t
Uδ+y0 is a mild
solution to (E) with initial data R2Uδ+y0 . Then from Corollary 3.1 we see τ (n)yn, 12 +tR 112 +t
Uδ+y0 is
a mild solution to (E) with initial data τ (n)1 R2Uδ+y0 . Thus again from Corollary 3.1 we haveyn, 2
3064 Y. Kagei, Y. Maekawa / Journal of Functional Analysis 260 (2011) 3036–3096τ
(n−1)
yn−1, 12 +t
τ
(n)
yn,
1
2 +t
R 1
1
2 +t
Uδ+y0 is a mild solution to (E) with initial data τ (n−1)yn−1, 12 τ
(n)
yn,
1
2
R2Uδ+y0 . Re-
peating this, we observe that τ (1)
y1,
1
2 +t
· · · τ (n)
yn,
1
2 +t
R 1
1
2 +t
Uδ+y0 is a mild solution to (E) with initial
data τ (1)
y1,
1
2
· · · τ (n)
yn,
1
2
R2Uδ+y0 . Hence, by setting t = yn+1 + 12 we get (79). On the other hand, the
direct calculation yields that
∂yn+1H(y;Uδ) =
n∑
j=1
τ
(1)
y1,1+yn+1 · · · τ
(j−1)
yj−1,1+yn+1Γ
(j)
yj ,1+yn+1τ
(j+1)
yj+1,1+yn+1 · · · τ
(n)
yn,1+yn+1R 11+yn+1
Uδ
− 1
1 + yn+1 τ
(1)
y1,1+yn+1 · · · τ
(n)
yn,1+yn+1BR 11+yn+1
Uδ.
Hence
∂yn+1H(y;Uδ)+
1
1 + yn+1 BH(y;Uδ)
=
n∑
j=1
τ
(1)
y1,1+yn+1 · · · τ
(j−1)
yj−1,1+yn+1Γ
(j)
yj ,1+yn+1τ
(j+1)
yj+1,1+yn+1 · · · τ
(n)
yn,1+yn+1R 11+yn+1
Uδ
+ 1
1 + yn+1
n∑
j=1
τ
(1)
y1,1+yn+1 · · · τ
(j−1)
yj−1,1+yn+1
[
B,τ
(j)
yj ,1+yn+1
]
τ
(j+1)
yj+1,1+yn+1 · · ·
× τ (n)yn,1+yn+1R 11+yn+1 Uδ.
By (T1) we get
(1 + yn+1)∂yn+1H(y;Uδ)+BH(y;Uδ)
= −
n∑
j=1
τ
(1)
y1,1+yn+1 · · · τ
(j−1)
yj−1,1+yn+1yjμjD
(j)
yj ,1+yn+1τ
(j)
yj ,1+yn+1 · · · τ
(n)
yn,1+yn+1R 11+yn+1
Uδ
= −
n∑
j=1
μjyjD
(j)
yj ,1+yn+1H(y;Uδ)
= −
n∑
j=1
μjyj ∂yj H(y;Uδ).
Here we used the independent property of {T (j)θ } assumed in (E2). Combining this with (79), we
have
AH(y;Uδ)− N
(
H(y;Uδ)
)
= AH(y;Uδ)− N
(
H(y;Uδ)
)+BH(y;Uδ)
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n∑
j=1
μjyj ∂yj H(y;Uδ)
= −yn+1∂yn+1H(y;Uδ)−
n∑
j=1
μjyj ∂yj H(y;Uδ).
Then (78) easily follows. This completes the proof. 
Now let us derive the ODEs which determines y(t). Below we assume that δ = 0. As in
Lemma 6.3 we put μ0 = 0 and μn+1 = 1. Recalling Lemma 6.2, we set
eδ,0 = cδ,0∂δUδ, (80)
eδ,j = cδ,jD(j)1 Uδ, 1 j  n, (81)
eδ,n+1 = cδ,n+1BUδ. (82)
Here each cδ,j is taken so that ‖eδ,j‖X = 1. Let us introduce the eigenprojections Pδ,j , j =
0, . . . , n+ 1 by
Pδ,j f =
〈
f, e∗δ,j
〉
eδ,j . (83)
Here the functions {e∗δ,j }n+1j=0 satisfy the relation 〈eδ,l, e∗δ,j 〉 = δjl and e∗δ,0 is the eigenfunction
of the adjoint operator L∗δ for the simple eigenvalue 0, e∗δ,j is one of functions which form
the generalized eigenspace for the eigenvalue −μj of L∗δ when j  1. Note that if −μj is a
semisimple eigenvalue of Lδ then e∗δ,j is also an eigenfunction of L∗δ for the eigenvalue −μj .
Then we introduce the projection
Pδ =
n+1∑
j=0
Pδ,j , Qδ = I − Pδ. (84)
Then from Lemma 6.2 and Proposition 6.3 we have
Lemma 6.4. Let ν0 and η(δ) be the numbers in Lemma 6.2. Let Nδ(t, f ) = etLδN (f ) be the
nonlinear operator in Proposition 6.3. For any  > 0 set ν,δ = ν0 − η(δ) − . Then there is a
positive constant C such that
∥∥QδetLδf ∥∥X  Ce−ν,δ t‖Qδf ‖X (85)
and
∥∥Qδ{N ′δ(t, f )−N ′δ(t, g)}h∥∥X  C
(
1 + t
t
)β
e−ν,δ t‖f − g‖αX‖h‖X (86)
hold for any f,h and g ∈ X.
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of etLδ in general, for each −μj is not assumed to be a semisimple eigenvalue of Lδ in this
lemma.
From the semigroup property Qδe(t+s)Lδ = QδetLδQδesLδ the growth bound of QδetLδ is
given by the spectral radious of QδetLδ , which is denoted by r(QδetLδ ). Hence it suffices to show
that r(QδetLδ ) is less than or equal to e−tν0,δ . To prove this we recall that if ν0 > μj then −μj
is a semisimple eigenvalue of Lδ with multiplicity {μk | μk = μj } by Lemma 6.2. Especially,
for such μj the corresponding eigenspace is spanned by {eδ,k | μk = μj } and it must be included
in PδX. By considering the spectral projection P′δ on the eigenspace for the eigenvalues {−μj |
ν0 >μj }, we may consider the problem in Q′δX where Q′δ = I −P′δ since Q′δX is invariant under
the action of etLδ and QδX ⊂ Q′δX. Then from Lemma 6.2 and the spectral mapping theorem for
eigenvalues, we have
r
(QδetLδ ) r(Q′δetLδ )max{ress(Q′δetLδ ), e−min{μj |ν0μj }t , e−ν0,δ t}
= max{ress(etLδ ), e−min{μj |ν0μj }t , e−ν0,δ t}. (87)
Assume that there is no μj satisfying ν0  μj . By (74) we have ress(etLδ )  e−(ζ−η′(δ))t 
e−(ν0−η(δ))t . Hence r(QδetLδ ) e−ν0,δ t in this case by (87), which gives (85). Next we assume
that there is a μj such that ν0  μj . Then ζ > μ∗  ν0 by (A2), and so we may assume that
|η′(δ)| + |η(δ)| < ζ −μ∗. Hence we have
ress
(
etLδ
)
 e−(ζ−η′(δ))t < e−(ν0−η(δ))t , (88)
uniformly in |δ|  1 in this case. This implies that η(δ) is determined by the behavior of σ(Lδ)
around {μ ∈ σ(A) | Re(μ) = −ν0} which consists of finite number of eigenvalues with finite
multiplicity. If there is no μj satisfying μj = ν0 then we have r(QδetLδ ) e−ν0,δ t from (87) and
(88), and thus (85) follows. Assume that there is a μj such that μj = ν0. In this case we need to
consider how η(δ) is determined. Since the eigenvalues of Lδ are continuously depending on δ
by (70), η(δ) is taken as the maximum of the following two quantities l1, l2 when |δ|  1:
l1 =
⎧⎪⎨
⎪⎩
max{Re(μ(δ))− ν0 | μ(δ) ∈ σ(Lδ)\{−ν0} is a bifurcation from
some eigenvalue μ(0) of A with Re(μ(0)) = −ν0},
−∞ if the set {μ(δ) ∈ σ(Lδ)\{−ν0} | μ(δ) is a bifurcation from
some eigenvalue μ(0) of A with Re(μ(0)) = −ν0} is empty,
l2 =
{0 if the rank of the total eigenprojection for the eigenvalue − ν0
of Lδ is strictly larger than {μk | μk = ν0},
−∞ otherwise.
We note that the value of max{l1, l2} cannot be −∞; otherwise we must have {μ ∈ σ(A) |
Re(μ) = −ν0} = {−ν0} from l1 = −∞ and its algebraic multiplicity is {μk | μk = ν0} from
l2 = −∞. Thus the eigenspace of the eigenvalues {μ ∈ σ(A) | Re(μ) = −ν0} is just spanned by
{e0,k | μk = ν0}, which contradicts with the definition of ν0 in (38). From the definitions of l1 and
l2 the inequality r(QδetLδ )  e−ν0,δ t holds. Indeed, if η(δ) is negative then l2 = −∞ and thus
−ν0 is a semisimple eigenvalue of Lδ whose eigenspace is spanned by {eδ,k | μk = ν0}. So from
(88) we have instead of (87),
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(QδetLδ )max{ress(etLδ ), e−min{μj |ν0<μj }, e−ν0,δ t}= e−ν0,δ t ,
for |δ|  1. When η(δ)  0 the desired inequality clearly holds from (87) and (88). Hence we
get (85).
The estimate (86) for t ∈ (0,1] directly follows from (75). For t > 1 we first note the relation
N ′δ(t + t0, f ) = e(t+t0)Lδ,−1N (f ) = etLδ,−1N ′δ(t0, f ) = etLδN ′δ(t0, f ) where 0 < t0 < 12 . Here we
used (76). Then we get (86) from (85) and (75). This completes the proof. 
Let η′ > 0 be a sufficiently small number satisfying η′ > η′(δ), where η′(δ) is the number
in Corollary 6.1. Let Eδ be the total eigenprojection for the eigenvalues {μ ∈ σ(Lδ) | Re(μ) >
−ζ + η′}. Then from (77) we have
Eδv(t) = e(t−T )LδEδv(T )+
t∫
T
e(t−s)LδEδ
{
Tδv(s)+ Fδ(v)(s)+ J
(
Vδ(s)
)}
ds. (89)
Since Eδ{Tδv(t) + Fδ(v)(t) + J (Vδ(t))} ∈ C([0,∞);X), Eδv(t) is differentiable in X with
respect to t and we obtain
d
dt
Eδv(t)−LδEδv(t) = Eδ
{
Tδv(t)+ Fδ(v)(t)+ J
(
Vδ(t)
)}
. (90)
Our aim is to construct (n+ 2) parameters y(t) so that v(t) belongs to QδX for all t  T with
large T . From now on we assume that {−μj }n+1j=1 are semisimple eigenvalues of A − N ′(Uδ).
Then we have PδLδQδ = 0. By the fact that PδEδ = EδPδ = Pδ , from (90) the requirement
Pδv(t) = 0 leads to the equation
−PδJ (Vδ) = PδTδv + PδFδ(v), t > T , (91)
and the initial condition at the initial time T  0,
Pδu(T ) = PδH
(
y(T );Uδ
)
. (92)
Eq. (91) and (92) are equivalent with the ODE system as follows. For 0  j, l  n + 1, let
kj,l(t), Tδ,j (t) and Fδ,j (t) be functions defined by
kj,l(t) =
〈
∂ylH
(
y(t);Uδ
)− ∂ylH(0;Uδ), e∗δ,j 〉,
Tδ,j (t) =
〈
Tδv, e
∗
δ,j
〉
,
Fδ,j (t) =
〈
Fδ(v), e
∗
δ,j
〉
.
As in Lemma 6.3 we set μ0 = 0 and μn+1 = 1. Let Π˜ = (d˜ij )1i,jn be an n× n matrix whose
component d˜ij is given by
d˜ij = μjδij , 1 i, j  n. (93)
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for y0(t) such as
(
1 + k0,0(t)
)
y′0 = −k0(t) ·
(
y˜′ + Π˜μy˜
)− k0,n+1(t)(y′n+1 + yn+1)+ Tδ,0(t)+ Fδ,0(t). (94)
Similarly we have for y˜(t),
(
I + K˜(t))(y˜′ + Π˜ y˜)= −k˜(1)(t)y′0 − k˜(n)(t)(y′n+1 + yn+1)+ T˜δ(t)+ F˜δ(t), (95)
where T˜δ(t) = (Tδ,1(t), . . . ,Tδ,n(t)), F˜δ(t) = (Fδ,1(t), . . . ,Fδ,n(t)), and K˜(t) = (k1(t), . . . ,
kn(t))
 is an n× n matrix with the vector kj (t). The vectors k˜(1)(t) and k˜(n)(t) are 1-st and n-th
columns of the transposed matrix of K˜. Finally we have for yn+1(t),
(
1 + kn+1,n+1(t)
)(
y′n+1 + yn+1
)= −kn+1,0(t)y′0 − kn+1(t) · (y˜′ + Π˜μy˜)
+ Tδ,n+1(t)+ Fδ,n+1(t). (96)
We consider the ODE system for y(t) with the initial time T  0 under the initial condition
〈
u(T ), e∗δ,j
〉= 〈H (y(T );Uδ), e∗δ,j 〉, (97)
for each j = 0, . . . , n+ 1. We set
Tδ(t) =
(Tδ,0(t), T˜ (t),Tδ,n+1(t)),
Fδ(t) =
(Fδ,0(t), F˜δ(t),Fδ,n+1(t)).
Then the system (94)–(96) can be written in the form
(
I +K(t))(y′(t)+Πy(t))= Tδ(t)+ Fδ(t),
where K(t) is an (n+ 2)× (n+ 2) matrix whose components are given by linear combinations
of kj,l(t), and Π = (dij )0i,jn+1 is an (n+ 2)× (n+ 2) matrix whose component dij is given
by
dij = μjδij , 0 i, j  n+ 1. (98)
By the definitions of {kj,l(t)}0j,ln+1, it is not difficult to prove
Proposition 6.4. Assume that H(y;Uδ) is C1+γ in X near y = 0. Let kj,l(t) be given in (94).
Then
n+1∑
j=0
n+1∑
l=0
∣∣kj,l(t)∣∣ C∣∣y(t)∣∣γ , (99)
where C does not depend on |δ|  1 and t > 0. Especially, we have
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Rn+2→Rn+2  C0
∣∣y(t)∣∣γ , (100)
for |y(t)| 1, where C0 is independent of t and δ.
We expect that |y(t)| is sufficiently small. If this is true, the inverse of I +K(t) exists. Then
we have the equation
y′(t)+Πy(t) = (I +K(t))−1(Tδ(t)+ Fδ(t))=: W(t,y(t)). (101)
Let us write W(t,y(t)) = (W0(t,y(t)),W(t,y(t))), where
W
(
t,y(t)
)= (W1(t,y(t)), . . . ,Wn+1(t,y(t))).
The representation (101) is useful since the right-hand side of (101) does not depend on the
time derivative of y(t). In order to solve (101) we derive some estimates of W(t,y(t)).
Proposition 6.5. Let Tδ and Fδ be given by (65). Assume that H(y;Uδ) is C1 in X near y = 0.
Then for any f ∈ X we have
∥∥(−Lδ + I )−1Tδf ∥∥X  C∣∣y(t)∣∣α‖f ‖X, (102)∥∥(−Lδ + I )−1Fδ(f )∥∥X  C‖f ‖1+αX . (103)
Here C is independent of |δ|  1 and t > 0. As a consequence, we have
∣∣Tδ(t)∣∣ C∣∣y(t)∣∣α∥∥v(t)∥∥X and ∣∣Fδ(t)∣∣ C∥∥v(t)∥∥1+αX .
Especially, if H(y;Uδ) is C1+γ in X near y = 0 then we have
∣∣W(t,y(t))∣∣ C(∣∣y(t)∣∣α + ∥∥v(t)∥∥α
X
)∥∥v(t)∥∥
X
. (104)
Proof. We give the proof of (102) only. By the Laplace formula we have
(−Lδ + I )−1Tδf =
∞∫
0
e−sesLδ
{N ′(Uδ)− N ′(Vδ(t))}f ds.
Hence from (75) and the C1 regularity of H(y;f ) with respect to y, we get
∥∥(−Lδ + I )−1Tδf ∥∥X  C
∞∫
0
(
1 + s
s
)β
e−s ds
∥∥Uδ − Vδ(t)∥∥αX‖f ‖X
 C
∣∣y(t)∣∣α‖f ‖X.
This completes the proof. 
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does not lead to the time decay apparently. To overcome this difficulty we consider the following
integral equation
y0(t) = −
∞∫
t
W0
(
s,y(s)
)
ds, (105)
yi(t) = e−μi(t−T )yi(T )+
t∫
T
e−μi(t−s)Wi
(
s,y(s)
)
ds, 1 i  n, (106)
yn+1(t) = e−t+T yn+1(T )+
t∫
T
e−(t−s)Wn+1
(
s,y(s)
)
ds, (107)
which is equivalent with (94)–(96) if limt→∞ |y0(t)| = 0. The problem here is that solutions to
(105)–(107) might not satisfy the initial condition (97) for j = 0. In fact, we can show the initial
condition for j = 0 is automatically satisfied if y(t) is a solution to (105)–(107) decaying at time
infinity. The main result in this section is as follows.
Proposition 6.6. Let u(t) be the solution in Theorem 5.1 with the initial data u0 ∈ X and δ = 0.
Then for sufficiently large T > 0 there is a solution y(t) ∈ C1([T ,∞);Rn+2) to (105)–(107)
satisfying the initial condition (97) and the estimate
∣∣y′(t)∣∣+ ∣∣y(t)∣∣ c′e− 3 (1+α)(t−T ), t > T , (108)
where c′ > 0 is a sufficiently small constant depending only on ‖u(T )−Uδ‖X and T > 0.
Proof. From Theorem 5.1 we have ‖u(t) − Uδ‖X  e− 2 t‖u0 − Uδ‖X . Especially, by taking T
large enough we may assume that ‖u(T )−Uδ‖X  κ where κ is so small as we want if needed.
Let C0 be the constant in (100). Let r1 ∈ (0, (2C0)−
1
γ ) be a small number and consider the closed
convex set Br1 = {y(t) ∈ C([T ,∞);Rn+2) | supt>T e

3 (t−T )|y(t)| r1}. For y ∈ Br1 we consider
the map Y(t;y) = (Y0(t;y), . . . , Yn+1(t;y)) defined by
Y0(t;y) = −
∞∫
t
W0
(
s,y(s)
)
ds,
Yj (t;y) = e−μj (t−T )Yj (T ;y)+
t∫
T
e−μj (t−s)Wj
(
s,y(s)
)
ds, j  1
where the initial data Y(T ;y) = (Y1(T ;y), . . . , Yn+1(T ;y)) is determined by the relation
〈
u(T ), e∗δ,j
〉= 〈H (Y0(T ;y), Y (T ;y);Uδ), e∗δ,j 〉, (109)
for j = 1, . . . , n+ 1. The existence of such Y(T ;y) will be proved later.
Y. Kagei, Y. Maekawa / Journal of Functional Analysis 260 (2011) 3036–3096 3071Our aim is to find a fixed point of the map Y(t;y) on Br1 by the Schauder fixed point theorem.
For this purpose, let us first estimate W(t,y(t)) for y ∈ Br1 . By the estimate of Uδ and the
definition of H(y; ·), we see that
∥∥Uδ −H (y(t);Uδ)∥∥X  C∣∣y(t)∣∣. (110)
Since we already have ‖u(t) − Uδ‖X  κe− 2 (t−T ) for any t  T with sufficiently small κ > 0,
it follows that
∥∥v(t)∥∥
X
= ∥∥u(t)−H (y(t);Uδ)∥∥X

∥∥u(t)−Uδ∥∥X + ∥∥Uδ −H (y(t);Uδ)∥∥X
 κe−

2 t +C∣∣y(t)∣∣.
Hence we have
(∣∣y(t)∣∣α + ∥∥v(t)∥∥α
X
)∥∥v(t)∥∥
X
 C
(
r1+α1 + κ1+α
)
e−

3 (1+α)(t−T ). (111)
Then from Proposition 6.5 we have |W(t,y(t))|  C(r1+α1 + κ1+α)e−

3 (1+α)(t−T )
. This yields
that
∣∣Y0(t;y)∣∣ C(r1+α1 + κ1+α)e− 3 (1+α)(t−T ), (112)∣∣Yj (t;y)∣∣ e−μj (t−T )∣∣Yj (T ;y)∣∣+C(r1+α1 + κ1+α)e− 3 (1+α)(t−T ). (113)
Here we used the fact min{μ1, . . . ,μn+1} and thus μj > 3 (1+α) for each j = 1, . . . , n+1.
Next we prove the existence and the uniqueness of
Y(T ;y) = (Y1(T ;y), . . . , Yn+1(T ;y))
by the implicit function theorem. Note that u(T ) is written in the form
u(T ) = Uδ + ξ0ω¯(T )
where ω¯(T ) ∈ Q0,0X with ‖ω¯(T )‖X = 1, and sufficiently small ξ0  0. For φ = (φ1, . . . , φn+1) ∈
R
n+1 and ξ1 ∈ R we consider the vector function
R(ξ0, ξ1, φ) =
(
R1(ξ0, ξ1, φ), . . . ,Rn+1(ξ0, ξ1, φ)
)
where
Rj (ξ0, ξ1, φ) =
〈
Uδ + ξ0ω¯(T ), e∗δ,j
〉− 〈H(ξ1, φ;Uδ), e∗δ,j 〉.
Clearly R(ξ0, ξ1, φ) is C1 near the origin. Since H(0;Uδ) = Uδ , we see that Rj (0,0,0) = 0
for each j . Moreover, since 〈∂ylH(0;Uδ), e∗δ,j 〉 = c−1δ,l δj l , we have |det(∇φR(0,0,0))| =
|Πn+1c−1| > 0. Hence by the implicit function theorem there is a C1 function φ(ξ0, ξ1) suchj=1 δ,j
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|Y0(T ;y)| are sufficiently small, then there is a unique Y(T ,y) ∈ Rn+1 satisfying (109). More-
over, from the equality
∂ξiRj +
n+1∑
l=1
∂φlRj ∂ξi φl = 0, i = 0,1, j = 1, . . . , n,
and φl(ξ0, ξ1) =∑1i=0 ∫ 10 (∂ξi φl)(θξ0, θξ1)ξidθ , we have |φl(ξ0, ξ1)| C(|δ|)(|ξ0| + |ξ1|). Not-
ing that |ξ0| = ‖u(T ) − Uδ‖X  κ and |ξ1| = |Y0(T ;y)| C(r1+α1 + κ1+α) from (112), we get
|Y(T ;y)|  C(κ + r1+α1 ). Hence by combining this with (113) it is easy to see that Y(t;y) is
a completely continuous mapping from Br1 into itself by the Ascoli–Arzelá theorem for suffi-
ciently small κ and r1. Then by the Schauder fixed point theorem we have y ∈ Br1 such that
y(t) = Y(t;y) for any t  T . It is clear that the fixed point y(t) satisfies the estimate (108). It
remains to prove this fixed point y(t) satisfies the initial condition (97). From the definition of
Y(t;y), (97) holds for j = 1, . . . , n + 1. So it suffices to check (97) for j = 0. Note that we
already know Eδv(t) = Eδ(u(t) − H(y(t);Uδ)) vanishes at time infinity and satisfies Eq. (90).
By the construction of y(t) and (91), the right-hand side of (90) belongs to (I − Pδ,0)X. Thus
Eδv(t) satisfies the integral equation
Eδv(t) = e(t−T )LδEδv(T )+
t∫
T
e(t−s)LδEδ(I − Pδ,0)S(s) ds (114)
where S(t) = Tδv(t)+Fδ(v(t))+J (Vδ)(t). By Proposition 6.5, Lemma 6.3, and (101) it follows
that ∥∥Eδ(I − Pδ,0)S(t)∥∥X  C∥∥v(t)∥∥X(∣∣y(t)∣∣α + ∥∥v(t)∥∥αX)+ ∣∣W(t,y(t))∣∣ (115)
for a constant C independent of t > T . In particular, we have ‖Eδ(I − Pδ,0)S(t)‖X 
Ce−

3 (1+α)t
. Hence ‖ ∫ t0 e(t−s)LδEδ(I − Pδ,0)S(s) ds‖X converges to zero at time infinity. Since
‖Eδv(t)‖X also converges to zero at time infinity, we have limt→∞ ‖e(t−T )LδEδv(T )‖X = 0.
But this implies that 〈u(T ), e∗δ,0〉 = 〈H(y(T );Uδ), e∗δ,0〉, otherwise ‖e(t−T )LδEδv(T )‖X cannot
vanish at time infinity. The proof of Proposition 6.6 is now complete. 
6.3. Estimate of u(t)−H(y(t);Uδ)
In this section we calculate ‖v(t)‖X more precisely by using the integral equation (77) for the
initial data v(T ) = u(T )−H(y(T );Uδ) ∈ QδX, which leads to Theorem 2.3. The main result in
this section is as follows.
Theorem 6.1. Let u(t) be the mild solution to (E) obtained in Theorem 5.1 with the initial data
u0 ∈ X and δ = 0. Let y(t) ∈ C1([T ,∞);Rn+2) be the parameters in Proposition 6.6. Then for
any  > 0, v(t) = u(t)−H(y(t);Uδ) satisfies∥∥v(t)∥∥
X
 Ce−(ν0−η(δ)−)(t−T ), ∀t > T . (116)
Here C depends only on , δ, and ‖u(T )−Uδ‖X .
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v(t) = Qδe(t−T )Lδv(T )+
t∫
T
Qδe(t−s)Lδ
(
Tδv(s)+ Fδ
(
v(s)
)+ J (Vδ)(s))ds. (117)
From Lemma 6.4 we have for any  > 0,
∥∥Qδe(t−s)LδTδv(s)∥∥X  C
(
1 + t − s
t − s
)β
e−ν,δ(t−s)
∣∣y(s)∣∣α∥∥v(s)∥∥
X
,
∥∥Qδe(t−s)LδFδ(v(s))∥∥X  C
(
1 + t − s
t − s
)β
e−ν,δ(t−s)
∥∥v(s)∥∥1+α
X
.
Moreover, from Lemma 6.3 and (101) we have
QδJ (Vδ)(t) = −Qδ∇yH
(
y(t);Uδ
) · W(t,y(t))
= −Qδ
(∇yH (y(t);Uδ)− ∇yH(0;Uδ)) · W(t,y(t)).
This gives from (104) that
∥∥Qδe(t−s)LδJ (Vδ)(s)∥∥X  Ce−ν,δ(t−s)∣∣y(s)∣∣γ (∣∣y(s)∣∣α + ∥∥v(s)∥∥αX)∥∥v(s)∥∥X.
Then, combining these above with Proposition 6.6, we get
∥∥Qδe(t−s)Lδ (Tδv(s)+ Fδ(v(s))+ J (Vδ)(s))∥∥X
 C
(
1 + t − s
t − s
)β
e−ν,δ(t−s)e−

3 α(s−T )
∥∥v(s)∥∥
X
.
This yields for any t  T ′  T ,
∥∥v(t)∥∥
X
 Ce−ν,δ(t−T
′)∥∥v(T ′)∥∥
X
+Ce−

6 α(T
′−T )
t∫
T ′
(
1 + t − s
t − s
)β
e−ν,δ(t−s)e−

6 α(s−T )
∥∥v(s)∥∥
X
ds.
By taking T ′ sufficiently large, we can take C‖v(T ′)‖X and Ce− 6 α(T ′−T ) sufficiently small.
Then it is not difficult to get the estimate (116). We omit the details here. This completes the
proof. 
Using Theorem 6.1, we can improve the decay estimate of W(t,y(t)). Let us recall that
μn+1 = 1 and μ∗, μ∗ are defined by (22).
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Then for sufficiently small  > 0 we have
∣∣W(t,y(t))∣∣ Ce−(ν,δ+α min{μ∗,ν,δ})(t−T ). (118)
Proof. From Proposition 6.6 and Theorem 6.1 we have
(∣∣y(t)∣∣α + ∥∥v(t)∥∥α
X
)∥∥v(t)∥∥
X
 C
(
e−

3 α(1+α)(t−T ) + e−αν,δ(t−T ))e−ν,δ(t−T ).
Hence we first get the estimate |W(t,y(t))| Ce−ν,δ(t−T ) from (104). Then from (105)–(107)
we get the estimates for y(t) such as |y(t)| Ce−min{μ∗,ν,δ}(t−T ) if  > 0 is sufficiently small.
Then again by (104) we have the improved estimate (118). This completes the proof. 
From Proposition 6.7 we obtain the precise decay estimates for y(t).
Corollary 6.2. Let y(t) ∈ C1([T ,∞);Rn+2) be the parameters constructed in Proposition 6.6.
Assume that ν0  μj . Then the limit y∗j = limt→∞ eμj tyj (t) exists and it follows that
∣∣eμj t yj (t)− y∗j ∣∣ Ce−(ν,δ+α min{μ∗,ν,δ}−μj )(t−T ). (119)
Proof. From (118) we observe that eμj tWj (t,y(t)) is integrable over (T ,∞) since the value
ν,δ + α min{μ∗, ν,δ} − μj is strictly positive if ν0  μj and , |δ| are sufficiently small by the
definition ν,δ = ν0 − η(δ)− . Hence we have
t∫
T
e−μj (t−s)Wj
(
s,y(s)
)
ds = e−μj t
( ∞∫
T
eμj sWj
(
s,y(s)
)
ds −
∞∫
t
eμj sWj
(
s,y(s)
)
ds
)
.
Especially, for y∗j = eμjT yj (T )+
∫∞
T
eμj sWj (s,y(s)) ds we have the estimate (119). This com-
pletes the proof. 
Proof of Theorem 2.3. Let Ω(t) ∈ C([0,∞);X) be the solution to (E) with initial data Ω0
with ‖Ω0‖X  1. Then by Theorem 2.2 and Lemma 3.2, u(τ) = ReτΩ(eτ − 1) is the unique
solution to (51) with initial data Ω0. Let y(τ ) = (y0(τ ), y(τ )) ∈ C1([T ,∞);Rn+2) be the pa-
rameters constructed in Proposition 6.6. We note that S(y(τ);Uδ) = H(0, y(τ );Uδ). Then from
Theorem 6.1 and Corollary 6.2 with j = 0 we have
∥∥u(τ)− S(y(τ);Uδ)∥∥X  ∥∥u(τ)−H (y(τ );Uδ)∥∥X + ∥∥H (y(τ );Uδ)−H (0, y(τ );Uδ)∥∥X
 Ce−(ν0−η(δ)−)(τ−T ) +C∣∣y0(τ )∣∣
 Ce−(ν0−η(δ)−)(τ−T ), τ > T  1.
Thus from u(τ) = ReτΩ(eτ − 1) we have∥∥ReτΩ(eτ − 1)− S(y(τ);Uδ)∥∥  Ce−(ν0−η(δ)−)(τ−T ) for τ > T  1,X
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∥∥R1+tΩ(t)− S(ξ(t);Uδ)∥∥X  C(1 + t)−ν0+η(δ)+, t  1, (120)
where ξ(t) = y(log(1 + t)). Assume now that ν0  μ∗. Then by Corollary 6.2 there are y∗ =
(y∗1 , . . . , y∗n+1) such that (119) holds. Then from (120) we conclude that
∥∥∥∥R1+tΩ(t)− S
(
y∗1
(1 + t)μ1 , . . . ,
y∗n
(1 + t)μn ,
y∗n+1
1 + t ;Uδ
)∥∥∥∥
X
 C(1 + t)−ν0+η(δ)+, (121)
for t  1. If ν0 >μ∗ then by Lemma 6.2 {−μj }n+1j=1 must be semisimple eigenvalues of Lδ if |δ| is
sufficiently small. Hence (121) holds in this case. This completes the proof of Theorem 2.3. 
Remark 6.3. Let η′(δ) be the number in (71). By Corollary 6.1 the set {μ ∈ σ(Lδ) | Re(μ) >
−ζ + η′(δ)} consists of isolated eigenvalues with finite multiplicity. Hence, if ζ > ν0 and |δ|
is sufficiently small then the set {μ ∈ σ(Lδ) | Re(μ)  −ν0 + η(δ) = −ν0,δ} consists of fi-
nite number of eigenvalues with finite multiplicity. In this case if all eigenvalues in {μ ∈
σ(Lδ) | Re(μ)  −ν0,δ} are semisimple then we can take  = 0 in (116) and (118), and hence,
in (121). Indeed, by considering the spectral decomposition for the semisimple eigenvalues
{μ ∈ σ(Lδ) | Re(μ)  −ν0,δ} it is not difficult to verify ‖QδetLδf ‖X  Ce−ν0,δ t‖Qδf ‖X in
Lemma 6.4. Then the calculations of ‖v(t)‖X above imply ‖v(t)‖X  Ce−ν0,δ(t−T ), and thus,
we first obtain the estimate |W(t,y(t))|  Ce−(α min{μ∗,ν,δ}+ν0,δ)(t−T ) by (118). This yields
|y(t)| Ce−min{μ∗,ν0,δ}(t−T ) from (105)–(107). Then again by (118) we have the improved esti-
mate |W(t,y(t))| Ce−(ν0,δ+α min{μ∗,ν0,δ})(t−T ) as desired.
6.4. Comments on Theorem 2.4
Theorem 2.4 is proved in the same way as in Theorem 2.3. Indeed, it suffices to determine
y(t) = (y0(t), y˜(t)) ∈ C1([T ,∞);Rn+1) so that v˜(t) = u(t) − H(y0(t), y˜(t),0;Uδ) belongs to
Q˜0X for all t  T , which leads to the ODEs for (y0(t), y˜(t)) as in the case of Theorem 2.3. We
can solve this ODEs by using the equality in Lemma 6.3:
J (V˜δ)(t) = −
n∑
j=0
∂yjH
(
y0(t), y˜(t),0;Uδ
) · (y′j (t)+μjyj (t)), (122)
where
V˜δ(t) = H
(
y0(t), y˜(t),0;Uδ
)
,
J (V˜δ)(t) = −∂tJ (V˜δ)(t)+A−1V˜δ(t)− N
(
V˜δ(t)
)
.
Under the assumptions of Theorem 2.4 we can show, instead of (69), that
σ(Lδ) ⊂ {−μj }n+1 ∪
{
μ ∈ C ∣∣ Re(μ)−ν˜0 + η˜(δ)} (123)j=0
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min{μ1, . . . ,μn}, and ν˜δ, = ν˜0 − η˜(δ) −  for  > 0, as in Theorem 6.1 and Corollary 6.2, we
obtain the estimates
∥∥v˜(t)∥∥
X
 Ce−ν˜δ, (t−T ),
∣∣y(t)∣∣ Ce−min{μ˜∗,ν˜δ,}(t−T ). (124)
Then by the relation R1+tΩ(t) = u(log(1 + t)) we have
∥∥R1+tΩ(t)− S˜(ξ˜ (t);Uδ)∥∥X  C(1 + t)−νδ, , t  1, (125)
where ξ˜ (t) = y˜(log(1 + t)). If ν˜0  μ˜∗ then the limit y∗j = limt→∞ eμj tyj (t) exists and
∣∣eμj t yj (t)− y∗j ∣∣ Ce−(ν˜,δ+α min{μ˜∗,ν˜,δ}−μj )(t−T ) (126)
holds. Hence we have
∥∥R1+tΩ(t)− S˜((1 + t)−μ1y∗1 , . . . , (1 + t)−μny∗n;Uδ)∥∥X  C(1 + t)−ν˜δ, , t  1. (127)
The details are omitted here. Especially, if ν˜0 > μ˜∗ and |δ| is sufficiently small, then {−μj }nj=1
must be semisimple eigenvalues of Lδ as in the proof of Theorem 2.3. Hence (127) holds in this
case. This completes the proof of Theorem 2.4.
7. Applications
In this section we consider several nonlinear equations to illustrate that our method systemat-
ically yields an asymptotic description of the large time behavior in terms of shifted self-similar
solutions. Especially, except for the results on the two-dimensional vorticity equations in Sec-
tion 7.2, the results below improve the known results, which are new contributions of this paper.
7.1. Convection–diffusion equations (n-B)
We first consider the convection–diffusion equation (n-B) with p = 1
n
for n 2, i.e.,
∂tΩ −Ω + a · ∇
(|Ω| 1nΩ)= 0, t > 0, x ∈ Rn. (128)
In contrast to the case of (1-B), the Hopf–Cole transformation does not work for (128) with
n  2. By applying our method we establish the following result which improves the estimate
(1) obtained in [8].
For m 0 and s ∈ N let L2m, Hsm be Hilbert spaces defined by
L2m =
{
f ∈ L2(Rn) ∣∣∣ ‖f ‖2
L2m
=
∫
Rn
(
1 + |x|2)m∣∣f (x)∣∣2 dx < ∞}, (129)
Hsm =
{
f ∈ L2m
∣∣ ∂βx f ∈ L2m, |β| s}. (130)
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Theorem 7.1. Let m2 >
n
4 + 12 . Assume that Ω(t) ∈ C([0,∞);L2m) be the solution to (128) sat-
isfying ‖Ω(0)‖L2m  1 and
∫
Rn
Ω(0, x) dx = δ = 0. Then there are η˜(δ) ∈ R and y˜∗ ∈ Rn such
that limδ→0 η˜(δ) = 0 and
∥∥∥∥Ω(t)− (1 + t)− n2 Uδ
( · + y˜∗√
1 + t
)∥∥∥∥
Lp
 C(1 + t)−
n
2 (1− 1p )−min{1, m2 − n4 }+η˜(δ)+ (131)
holds for all t  1,  > 0, and 1 p  2.
Remark 7.1. When n = 1 if the initial data Ω0 belongs to L2m with m > 52 then we can apply
Theorem 2.3, which recovers the results of (2). The details are omitted here.
In order to prove Theorem 7.1 we have to check the conditions stated in Theorem 2.4 for
(128). First we observe that the operator A for (128) is
Af = f, Dom(A) = {f ∈ L2m ∣∣f ∈ L2m}. (132)
So (E0) is the linear heat equation (H) in this case. As is well known, the associated (C0) semi-
group et is given by
(
etf
)
(x) = 1
(4πt)
n
2
∫
Rn
e−
|x−y|2
4t f (y) dy. (133)
From the Calderón–Zygmund inequality and the interpolation inequality it is not difficult to
see
Proposition 7.1. Let m 0. Then Dom() = H 2m. In particular, ρm∂xj f ∈ W 1,2(Rn) for each j .
The proof is omitted here. For each λ > 0, a ∈ R, and j = 1, . . . , n, we set
(Rλf )(x) = λn2 f
(
λ
1
2 x
)
, (134)(
τ
(j)
a f
)
(x) = f (x1, . . . , xj−1, xj + a, xj+1, . . . , xn). (135)
Then by the density arguments R = {Rλ}λ∈R× and T (j) = {τ (j)a }a∈R are shown to be a scaling
and a translation in L2m, respectively. Moreover, by setting T (j)θ = T (j) for each θ ∈ R, we have
independent one parameter families of translations {T (j)θ }θ∈R, j = 1, . . . , n; see Definition 2.1.
The generators of R and T (j)θ are respectively given by
B = x
2
· ∇ + n
2
, Dom(B) = {f ∈ L2m ∣∣ x · ∇f ∈ L2m}, (136)
D
(j) = D(j) = ∂x , Dom
(
D
(j))= {f ∈ L2m ∣∣ ∂x f ∈ L2m}. (137)θ j θ j
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τ
(j)
a,θ+h(f )−τ (j)a,θ (f )
h
= limh→0 τ
(j)
a (f )−τ (j)a (f )
h
= 0 for each a and θ in this
case. Let G be the n-dimensional Gaussian
G(x) = (4π)− n2 e− |x|
2
4 .
Then we have
Proposition 7.2. Let m2 >
n
4 + 1 and X = L2m. Then under the setting of (132), (134), and (135),
the conditions (E1), (E2), (T1), (T2), (A1), and (A2) are satisfied with μj = 12 ,  = 12 , and
ζ = m2 − n4 . The eigenprojection P0,0 for the eigenvalue 0 of A (see (23)) is given by
P0,0f =
( ∫
Rn
f (y) dy
)
G, (138)
and the number ν0 defined by (38) is 1 when n 2 and min{2, m2 − 14 } when n = 1. Moreover, if
m
2 >
n
4 + 12 and X = L2m then the conditions (E1), (E2), (T1), (T2), (A1), and (A2)’ are satisfied
with μj = 12 ,  = 12 , and ζ = m2 − n4 . The number ν˜0 defined by (45) is min{1, m2 − n4 } in this
case.
Proof. It is easy to check Rλeλt = etRλ and τ (j)a et = etτ (j)a , which gives (E1) and (E2).
The condition (T1) follows with μj = 12 from (136) and (137). To check (T2) we first note that
|x|f (x) ∈ L2(Rn) if f ∈ L2m with m2 > n4 +1. Let f ∈ Dom(B)∩
⋂n
j=1 Dom(D
(j)
1 ) and suppose
that
a0Bf +
n∑
j=1
ajD
(j)
1 f = a0
(
x
2
· ∇f + n
2
f
)
+
n∑
j=1
aj ∂xj f = 0, (139)
where aj ∈ R for each j = 0, . . . , n. If a0 = 0 then multiplying both sides above by f and
integrating over Rn, we get from the integration by parts, a0n4 ‖f ‖2L2 = 0, i.e., f = 0. If a0 = 0
and there is an aj with j  1, then multiplying both sides of (139) by xjf and integrating
over Rn, we have aj‖f ‖2L2 = 0. That is, f = 0. Hence (T2) holds.
We note that the semigroup etA = e(1−e−t )ARet is explicitly given by
(
etAf
)
(x) = e
nt
2
(4πa(t))
n
2
∫
Rn
e
− |x−y|24a(t) f
(
yet
)
dy, a(t) = 1 − e−t , (140)
and
A = + x
2
· ∇ + n
2
, Dom(A) =
{
f ∈ L2m
∣∣∣ (+ x2 · ∇
)
f ∈ L2m
}
.
In [9] Gallay and Wayne proved that the bound of the essential spectrum of etA and the spectrum
of A in L2 are given bym
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(
etA
)= e−( m2 − n4 )t , (141)
σ(A) =
{
μ ∈ C
∣∣∣ Re(μ)−m2 + n4
}
∪
{
−k
2
∣∣∣ k = 0,1,2, . . .}. (142)
Moreover, if k ∈ N ∪ {0} satisfies − k2 > −m2 + n4 then − k2 is a semisimple eigenvalue with mul-
tiplicity (n+k−1)!
k!(n−1)! and the associated eigenspace is spanned by the Hermite functions {∂βx G}|β|=k .
This gives (A1) and (A2) when m2 > n4 + 1 and (A2)’ when m2 > n4 + 12 . The eigenprojection P0,0
is easily calculated and given by (138). The proof is completed. 
For later use we consider the relations between the domains Dom(A), Dom(A), and Dom(B)
in the case of A =  and B = x2 · ∇ + n2 in L2m. As stated in (20), the inclusion Dom(A) ∩
Dom(B) ⊂ Dom(A) holds in general.
Proposition 7.3. Let m  0. Then Dom(A) = Dom(A) ∩ Dom(B) and ‖Af ‖L2m + ‖Bf ‖L2m 
C(‖Af ‖L2m + ‖f ‖L2m) hold for all f ∈ Dom(A).
Proof. Set ρ(x) = (1 + |x|2) 12 . For any function f in the Schwartz class the direct calculation
yields the equality
∫
Rn
ρ2m
∣∣∣∣f + x2 · ∇f
∣∣∣∣
2
dx =
∫
Rn
ρ2m|f |2 dx +
∫
Rn
ρ2m
∣∣∣∣x2 · ∇f
∣∣∣∣
2(
1 − 4m
1 + |x|2
)
dx
+
∫
Rn
ρ2m|∇f |2
(
n
2
− 1 +m− m
1 + |x|2
)
dx.
Combining this with the equality
∫
Rn
ρ2m|∇f |2 dx = −
∫
Rn
ρ2mff dx + 2m
∫
Rn
|f |2∇ · (xρ2m−2)dx,
we get ‖Af ‖L2m +‖Bf ‖L2m  C(‖Af ‖L2m +‖f ‖L2m), which holds for all f ∈ Dom(A) since the
Schwartz class is a core of A. This completes the proof. 
Let O ⊂ Rn be a small open ball centered at the origin. For y = (y˜, yn+1) ∈ O with y˜ =
(y1, . . . , yn), we set
S(y;f ) = τ (1)y1 · · · τ (n)yn R 11+yn+1 f = (1 + yn+1)
− n2 f
( · + y˜
(1 + yn+1) 12
)
. (143)
Since G is rapidly decreasing and smooth we have
Proposition 7.4. The map S(·;G) : O → L2 is C∞.m
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Let X = L2m. Then N (f ) = a ·∇(|f |
1
n f ) = (1+ 1
n
)|f | 1n a ·∇f makes sense for f ∈ Dom().
Indeed, we have from the Hölder inequality,
∥∥N (f )∥∥
L2m

(
1 + 1
n
)
|a|‖f ‖
1
n
L1+ 1n
∥∥ρm∇f ∥∥
L1+ 1n
, (144)
which is bounded if f ∈ Dom() by Proposition 7.1 and the Gagliardo–Nirenberg inequality.
Now we prove
Proposition 7.5. Let m2 >
n
4 + 12 and X = L2m. Then N (f ) = a · ∇(|f |
1
n f ) satisfies (N1), (N2),
and (N3) with q = α = 1
n
, β = 34 , and 0 = 0.
Proof. It is easy to check (N3). We will show (N1) and (N2). From (144), Proposition 7.1,
Proposition 7.3, and the Gagliardo–Nirenberg inequality, we have ‖N (f )‖L2m  C‖f ‖
1+ 1
n
Dom(A).
Moreover, N maps Dom(A) into Q0,0X by (138). Hence (N1) follows. To prove (N2) we recall
the estimates for etA (see (140)) obtained in [9]:
∥∥∇etAf ∥∥
L2m
 C
a(t)
n
2 (
1
q
− 12 )+ 12
∥∥ρmf ∥∥
Lq
, 1 q  2, (145)
where a(t) = 1 − e−t . Then by the relation ∂xj etA = e
t
2 etA∂xj we have
∥∥etA∂xj f ∥∥L2m  Ce
− t2
a(t)
n
2 (
1
q
− 12 )+ 12
∥∥ρmf ∥∥
Lq
, 1 q  2. (146)
Thus N(t, f ) = etAN (f ) is estimated as
∥∥N(t, f )−N(t, g)∥∥
L2
m+mn
 Ce
− t2
a(t)
3
4
∥∥ρm+mn (|f | 1n f − |g| 1n g)∥∥
L
2n
n+1
 Ce
− t2
a(t)
3
4
∥∥ρ mn (|f | + |g|) 1n ρm(f − g)∥∥
L
2n
n+1
 Ce
− t2
a(t)
3
4
(‖f ‖L2m + ‖g‖L2m) 1n ‖f − g‖L2m. (147)
Note that we have the additional decay for N(t, f ) if m > 0. Similarly, by the relation
N ′(t, f )h = (1 + 1
n
)etAa · ∇(|f | 1n h) we have
∥∥N ′(t, f )h−N ′(t, g)h∥∥
L2
m+mn
 Ce
− t2
a(t)
3
4
‖f − g‖
1
n
L2m
‖h‖L2m. (148)
We omit the details here. This completes the proof. 
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n
4 + 12 . Then by Theorem 2.1 there is a δ0 > 0 such that for each δ with |δ| δ0 there
is a Uδ ∈ L2m which gives a self-similar solution R 11+t Uδ to (128) and is C
1+ 1
n in L2m with respect
to δ. Note that Uδ is a solution to
−U − x
2
· ∇U − n
2
U = a · ∇(|U | 1n U), x ∈ Rn, (149)
with
∫
Rn
U(x)dx = δ by the definition of the projection P0,0. On the other hand, in [1] it is
proved that there is a unique solution U˜δ to (149) with
∫
Rn
U˜δ(x) dx = δ for all δ ∈ R which
belongs to H 2G ∩ W 2,p(Rn) with 1  p < ∞, where H 2G is the Gaussian weighted L2 space
defined by
L2G =
{
f ∈ L2(Rn) ∣∣∣ ‖f ‖2
L2G
=
∫
Rn
∣∣f (x)∣∣2 dx
G(x)
< ∞
}
, (150)
HsG =
{
f ∈ L2G
∣∣ ∂βx f ∈ L2G, |β| s}. (151)
Moreover, the estimate of solutions such as
‖U˜δ‖L∞ + ‖U˜δ‖H 1G  C|δ|, (152)
can be verified by the pointwise estimates of U˜δ obtain by [18]. We will show Uδ = U˜δ . In-
deed, in [8] it is proved that the self-similar solution R 1
1+t
U˜δ attracts any solution Ω(t) ∈
C([1,∞);L1(Rn) ∩ L2(Rn)) to (128) with ∫
Rn
Ω(t, x) dx = δ in the sense of (1). This implies
Uδ = U˜δ . Hence we have Uδ ∈ H 2G ∩W 2,p(Rn) with (152), and Uδ is C1+
1
n in L2m for all m 0
at least for sufficiently small |δ|. Note that Uδ has the form Uδ = δG+ vδ with
∫
Rn
vδ(x) dx = 0
by the construction of Theorem 4.1.
Let |δ| < δ0. For (y0, y) ∈ (−δ0 + δ, δ0 − δ)× O ⊂ Rn+2 we set
H(y0, y;Uδ) = S(y;Uδ+y0) = (1 + yn+1)−
n
2 Uδ+y0
( · + y˜
(1 + yn+1) 12
)
. (153)
Then the regularity of Uδ leads to
Proposition 7.6. Let m2 >
n
4 + 12 . Then H(y0, y;Uδ) is C1+
1
n as a mapping from (−δ0 + δ,
δ0 − δ)× O into L2m.
Proof. Since H 1G is included in Dom(B) in L2m, the fact Uδ ∈ H 2G implies that H(y0, y;Uδ) is
in fact C2 in L2m with respect to y for each fixed y0. Since we already know that Uδ is C1+
1
n
with respect to δ in L2m, H(y0, y;Uδ) is also C1+
1
n with respect to y0 in L2m. Hence it suffices
to show, for example, Uδ is differentiable in H 1G with respect to δ. To prove this, let us recall
that the operator A =  + x2 · ∇ + n2 is realized as a self-adjoint operator in L2G, denoted by
A∞ in order to avoid confusions, and H 1G = Dom((−A∞ + I )
1
2 ) with equivalent norms; see [7].
Moreover, the duality arguments as in [11, Proposition 2.1] shows that (−A∞)− 12 ∂x is extendedj
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(−A∞)−1∂xj = (−A∞)−
1
2 (−A∞)− 12 ∂xj , we have the estimate
∥∥(−A∞)−1∂xj f ∥∥H 1G  C‖f ‖L2G, (154)
for all f ∈ L2G. Since Uδ = δG+vδ solves vδ = (−A∞)−1N (Uδ) in L2G, we have for sufficiently
small |h| |δ|,
vδ+h − vδ = (−A∞)−1
1∫
0
N ′(τUδ+h + (1 − τ)Uδ)(vδ+h − vδ + hG)dτ,
where N ′(f )g = (1 + 1
n
)a · ∇(|f | 1n g). Then from (152) and (154) we have
‖vδ+h − vδ‖H 1G  C
1∫
0
∥∥∣∣τUδ+h + (1 − τ)Uδ∣∣ 1n (vδ+h − vδ + hG)∥∥L2G dτ
 C|δ| 1n (‖vδ+h − vδ‖L2G + |h|),
and hence, ‖ vδ+h−vδ
h
‖H 1G  C|δ|
1
n with C independent of h. Set ωh = vδ+h−vδh . Then we have
ωh −ωh′ = (−A∞)−1
1∫
0
{N ′(τUδ+h + (1 − τ)Uδ)(ωh +G)
− N ′(τUδ+h′ + (1 − τ)Uδ)(ωh′ +G)}dτ.
Similar calculations as above yields
‖ωh −ωh′ ‖H 1G  C
∥∥|Uδ+h −Uδ+h′ | 1n (ωh′ +G)∥∥L2G
 C‖Uδ+h −Uδ+h′ ‖
1
n
H 1G
(‖ωh′ ‖H 1G +C)
 C
∣∣h− h′∣∣ 1n .
Thus ωh converges to ∂δvδ is H 1G as h → 0, which completes the proof. 
Proof of Theorem 7.1. We first note that − 12 is a semisimple eigenvalue of Lδ . Indeed, for (128)
we have ν˜0 = min{1, m2 − n4 } and μ˜∗ = μ˜∗ = μj = 12 with j = 1, . . . , n, by Proposition 7.2. Then
by Lemma 6.2, − 12 is a semisimple eigenvalue of Lδ if |δ| is sufficiently small. Hence from
Theorem 2.3 there is y˜∗ = (y∗, . . . , y∗) ∈ Rn such that1 n
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∥∥∥∥R1+tΩ(t)− S˜
(
y∗1
(1 + t) 12
, . . . ,
y∗n
(1 + t) 12
;Uδ
)∥∥∥∥
L2m
 C(1 + t)−min{1, m2 − n4 }+η(δ)+.
Thus from ‖Rλf ‖Lp = λ
n
2 (1− 1p )‖f ‖Lp we have∥∥∥∥Ω(t)−R 11+t S˜
(
y∗1
(1 + t) 12
, . . . ,
y∗n
(1 + t) 12
;Uδ
)∥∥∥∥
Lp
 C(1 + t)− n2 (1− 1p )−min{1, m2 − n4 }+η(δ)+,
for 1 p  2. Since R 1
1+t
S˜(
y∗1
(1+t) 12
, . . . ,
y∗n
(1+t) 12
;Uδ) = (1 + t)− n2 Uδ( x+y˜∗√1+t ), the proof of Theo-
rem 7.1 is completed. 
7.2. Two-dimensional vorticity equations
In this section we consider the two-dimensional vorticity equations for viscous incompressible
flows:
∂tΩ −Ω + ∇ ·
(
Ω∇⊥(−)−1Ω)= 0, t > 0, x ∈ R2, (2-V)
where ∇⊥ = (∂x2 ,−∂x1) and ∇⊥(−)−1f is explicitly given as
∇⊥(−)−1f = 1
2π
∫
R2
(x − y)⊥
|x − y|2 f (y)dy,
where x⊥ = (−x2, x1). In this case A =  and N (f ) = ∇ · (f∇⊥(−)−1f ).
Proposition 7.7. Let m > 3 and X = L2m. Then N (f ) = ∇ · (f∇⊥(−)−1f ) satisfies (N1),
(N2), and (N3) with q = α = 1, β = 34 , and 0 = 0.
Proof. Since (N3) is easy to see, we will check only (N1) and (N2). We note that N (f ) =
(∇⊥(−)−1f,∇)f . From the Hardy–Littlewood–Sobolev inequality we have∥∥∇⊥(−)−1f ∥∥
L4  C‖f ‖L 43  C‖f ‖L2m if m> 1.
Hence by Proposition 7.1 and Proposition 7.3 we have
∥∥N (f )∥∥
L2m
= ∥∥ρmN (f )∥∥
L2
 C
∥∥∇⊥(−)−1f ∥∥
L4
∥∥ρm∇f ∥∥
L4
 C‖f ‖L2m‖f ‖Dom(A)
 ‖f ‖2Dom(A).
Together with (138), this shows (N1). Next we consider (N2). Since N is a bilinear form, it
suffices to give the estimate for etAM(f, g) := etA∇ · (g∇⊥(−)−1f ). Then from (146) and
the Hölder inequality we have
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L2m
 Ce
− t2
a(t)
3
4
∥∥ρmg∇⊥(−)−1f ∥∥
L
4
3
 Ce
− t2
a(t)
3
4
‖g‖L2m‖f ‖L2m.
This completes the proof. 
For (2-V) the equation for Uδ is
−U − x
2
· ∇U − n
2
U + ∇ · (U∇⊥(−)−1U)= 0, x ∈ R2, (155)
with
∫
R2 U(x)dx = δ. In [10] Gallay and Wayne proved that Uδ = δG is the unique solution
to (155) in L1(R2) by proving the global stability of δG; see also [13,12,20]. Especially, the
function H(y0, y;Uδ) defined by (153) is C∞ as a mapping from R × O ⊂ Rn+2 to L2m.
When Ωδ(t) ∈ C([0,∞);L1(Rn))∩C((0,∞);L∞(R2)) is a solution to (2-V) with∫
R2
Ω(0, x) dx = δ,
the large time behavior of Ωδ(t) is described as∥∥∥∥Ωδ(t)− δt−1G
( ·√
t
)∥∥∥∥
Lp
= o(t−1+ 1p ), t → ∞, 1 p ∞. (156)
This was proved by [13,3,12] for sufficiently small |δ|, and the smallness of δ was removed
by [10]. Applying Theorem 2.3, we have the following
Theorem 7.2. Let m > 3. Then for any δ ∈ R with 0 < |δ|  1 there exists a negative number
η(δ) such that limδ→0 η(δ) = 0 and the following statements hold.
Assume that Ω(t) ∈ C([0,∞);L2m) be the solution to (2-V) satisfying
∫
R2 Ω(0, x) dx = δ.
Then there is a y∗ = (y˜∗, y∗3 ) ∈ R2 × R such that Ω(t) satisfies∥∥∥∥Ω(t)− δ(1 + t + y∗3 )−1G
( · + y˜∗√
1 + t + y∗3
)∥∥∥∥
Lp
 C(1 + t)−2+
1
p
+η(δ)+
, (157)
for all t  1,  > 0, and 1 p  2.
We note that, the second and third asymptotic expansions to (2-V) are established in [10] by
obtaining the estimates of the type (157). So Theorem 7.2 here is a restatement of their results
from the abstract framework.
Proof of Theorem 7.2. Since ν0 = 1 > 12 = μj , j = 1,2, − 12 is a semisimple eigenvalue of Lδ
by Lemma 6.2. Furthermore, from [10, Remark 4.9] we observe that −1 is a simple eigenvalue
of Lδ and η(δ) is strictly negative if δ is not zero. Hence from Theorem 2.3 there are y∗3 ∈ R3
such that
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where Uδ = δG, which implies (157). This completes the proof. 
7.3. Keller–Segel systems
We consider the two-dimensional parabolic systems modeling chemotaxis:
{
∂tΩ
(1) −Ω(1) + ∇ · (Ω(1)∇Ω(2))= 0, t > 0, x ∈ R2,
∂tΩ
(2) −Ω(2) −Ω(1) = 0, t > 0, x ∈ R2.
(KS)
For (KS) the existence of self-similar solutions is proved in [2] and the stability estimate (158)
below is obtained by [23] when the initial data (Ω(1)(0),Ω(2)(0)) satisfies (1 + |x|2)Ω(1)(0) ∈
L1(R2), ∂xjΩ
(2)(0) ∈ L1(R2) for each j , and ‖Ω(1)(0)‖L1 and ‖∇Ω(2)(0)‖L2 are sufficiently
small:
∥∥∥∥Ω(1)(t, ·)− t−1U(1)δ
( ·√
t
)∥∥∥∥
Lp(R2)
= O(t−1+ 1p−σ ), τ → ∞, 3
4
 p  2. (158)
Here (t−1U(1)δ (
x√
t
),U
(2)
δ (
x√
t
)) is the self-similar solution to (KS) with ∫
R2 U
(1)
δ (x) dx =∫
R2 Ω
(1)(x,0) dx =: δ, and σ is a constant in (0, 12 ). The value of σ is not explicitly determined
in [23].
As is shown in [15], one can apply our method to obtain the following result which improves
the estimate (158).
Theorem 7.3. Let m> 2. Assume that
∥∥(Ω(1)(0),Ω(2)(0))∥∥
L2m×H 1m−2  1 and
∫
R2
Ω(1)(0, x) dx = δ = 0.
Then there exists a unique solution (Ω(1)(t),Ω(2)(t)) ∈ C([0,∞);L2m × H 1m−2) to (KS) such
that the following statements hold.
There are η˜(δ) ∈ R and y˜∗ ∈ R2 such that limδ→0 η˜(δ) = 0 and
∥∥∥∥Ω(1)(t)− (1 + t)−1U(1)δ
( · + y˜∗√
1 + t
)∥∥∥∥
Lp
 C(1 + t)−1+
1
p
−min{1, m−12 }+η˜(δ)+ (159)
holds for all t  1,  > 0, and 1  p  2. Furthermore, if m > 3 then there are η(δ) ∈ R and
(y˜∗, y∗3 ) ∈ R2 × R such that limδ→0 η(δ) = 0 and
∥∥∥∥Ω(1)(t)− (1 + t + y∗3 )−1U(1)δ
( · + y˜∗√
1 + t + y∗3
)∥∥∥∥
Lp
 C(1 + t)−2+
1
p
+η(δ) (160)
holds for all t  1 and 1 p  2. Moreover, η(δ) is positive (negative) if δ is positive (negative).
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if δ > 0 in (159). Therefore, (160) gives more precise asymptotic profile than (159) if m> 3 and
δ < 0; see Remark 2.5.
One can see from the estimate (160) that the convergence rate to a shifted self-similar solution
depends on the sign of δ. The argument to check the conditions stated in Section 2.2 is not so
straightforward, and, furthermore, it is needed a much more detailed argument to analyze the
value η(δ). So we give a proof of Theorem 7.3 in the separate paper [15].
Remark 7.3. Instead of (KS) we can also apply our abstract results to the Keller–Segel system
of a parabolic–elliptic type:
{
∂tΩ
(1) −Ω(1) + ∇ · (Ω(1)∇Ω(2))= 0, t > 0, x ∈ R2,
−Ω(2) = Ω(1), t > 0, x ∈ R2.
(KS’)
We can show the estimate like (159) for solutions to (KS’) when ‖Ω(1)(0)‖L2m is sufficiently
small for some m> 2, but the details are omitted here.
7.4. One-dimensional Vlasov–Poisson–Fokker–Planck equations
In this section we consider the one-dimensional Vlasov–Poisson–Fokker–Planck equations
without friction:
∂tΩ + u∂xΩ +E±(Ω)∂uΩ − ∂2uΩ = 0, t > 0, (x,u) ∈ R × R. (161)
Here Ω = Ω(t, x,u), and
E±(Ω) = ±12 sgn(x) ∗x
∫
R
Ω(t, x,u) du. (162)
For simplicity we consider the case E(Ω) = E+(Ω) here. In [5] the existence of global and
classical solutions to (161) is proved for some class of initial data. We here restrict ourselves to
the case where the mass of initial data is zero, which seems to be less physical but still has an
interesting aspect. In fact, from a scaling point of view Eq. (161) is strongly nonlinear, that is, the
nonlinear term would dominate the large time behavior of solutions. This implies that one cannot
expect the self-similar behavior of solutions in general. However, when the mass of solutions is
zero the nonlinearity of (161) is shown to be critical, and we can prove that there exists a self-
similar solution with “zero-mass” and the large time behavior of solutions in a class of zero-mass
functions is described by the self-similar solution. Another interesting feature of (161) is that it
is not invariant with respect to a usual translation of a spatial variable. But our abstract method
is still applicable.
By using the Fourier transform the semigroup associated with ∂2u − u∂x is given by
etAf =
√
3
2πt2
∫
2
e
− 3
t3
{x−y− t2 (u+v)}2− (u−v)
2
4t f (y, v) dy dv. (163)R
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as a function of (t, x,u) if t > 0, and satisfies
∂tΩ + u∂xΩ − ∂2uΩ = 0, t > 0, (x,u) ∈ R × R, (164)
pointwisely. Indeed, this can be verified by using the results on fundamental solutions to the
linear Vlasov–Poisson–Fokker–Planck equation obtained by Victory and O’Dwyer [25].
In this section the spaces L2m and Hsm are defined by
L2m =
{
f ∈ L2(R2) ∣∣∣ ‖f ‖2
L2m
=
∫
R2
(
1 + x2 + u2)m∣∣f (x,u)∣∣2 dx du < ∞},
H sm =
{
f ∈ L2m
∣∣ ∂β1x ∂β2u f ∈ L2m, 0 β1 + β2  s}.
By setting e0A = I , we can check that {etA}t0 is a strongly continuous semigroup in L2m for
each m  0. The associated generator is again denoted by A. The following estimates for etA
are useful.
Proposition 7.8. Assume that m 0. Let s be a nonnegative integer and j1, j2 ∈ {0,1}. Then for
any  > 0 we have
∥∥etAf ∥∥
Hsm
 Cet‖f ‖Hsm, t > 0, (165)∥∥∂j1x ∂j2u etAf ∥∥Hsm  Ce
t
t
3j1+j2
2
‖f ‖Hsm, t > 0, (166)
∥∥etA∂uf ∥∥Hsm  Ce
t
t
1
2
‖f ‖Hsm, t > 0. (167)
If m = 0 and s = 0 then we can take  = 0 in the above estimates. As a consequence, we have
∥∥∂u(I − A)−1f ∥∥L2m  C‖f ‖L2m. (168)
Proof. We rewrite (163) as
etAf =
√
3
2πt2
∫
R2
e
− 3y2
t3
− v24t f
(
x − y − t
2
(2u− v),u− v
)
dy dv. (169)
Set
f˜ (x, u;y, v, t) = f
(
x − y − t
2
(2u− v),u− v
)
.
Then we can check the equality
∂β1x ∂
β2
u f˜ (x,u;y, v, t) =
∑
clt
l
(
∂β1+lx ∂β2−lu f
)(
x − y − t
2
(2u− v),u− v
)
,0lβ2
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ρm = (1 + x2 + u2)m2
 C
(
1 +
∣∣∣∣x − y − t2 (2u− v)
∣∣∣∣
m
+ |y|m + (1 + tm)|u− v|m + (1 + tm)|v|m),
and the Minkovski inequality, we have
∥∥ρm∂β1x ∂β2u etAf ∥∥L2  C(1 + tm′)‖f ‖Hβ1+β2m , t > 0, (170)
for some m′ m, which gives (165). Estimate (166) is proved similarly from
∂
j1
x ∂
j2
u e
tAf =
√
3
2πt2
∫
R2
((
∂j2v −
t
2
∂
j1
y
)
∂
j1
y e
− 3y2
t3
− v24t
)
f
(
x − y − t
2
(2u− v),u− v
)
dy dv.
To prove (167) we note that
(
∂β1x ∂
β2+1
u f
)(
x − y − t
2
(2u− v),u− v
)
= ∂β1x ∂β2+1u f˜ (x,u;y, v, t)−
∑
1lβ2+1
clt
l
(
∂β1+lx ∂β2+1−lu f
)(
x − y − t
2
(2u− v),u− v
)
.
Thus we have from (166) and ∂xetAf = etA∂xf ,
∥∥∂β1x ∂β2u etA∂uf ∥∥L2m  ∥∥∂β1x ∂β2+1u etAf ∥∥L2m +C
∑
1lβ2+1
t l
∥∥∂xetA∂β1+l−1x ∂β2+1−lu f ∥∥L2m
 C
(
1 + tm′)t− 12 ‖f ‖
H
β1+β2
m
+C
∑
1lβ2+1
t l
(
1 + tm′)t− 32 ‖f ‖
H
β1+β2
m
 C
(
1 + tm′′)t− 12 ‖f ‖
H
β1+β2
m
,
for some m′′  m′. Estimate (168) is obtained from (166) and the Laplace formula ∂u(I −
A)−1f = ∫∞0 e−t ∂uetAf dt . This completes the proof. 
For each λ > 0 and a, θ ∈ R, set
(Rλf )(x) = λ 52 f
(
λ
3
2 x,λ
1
2 u
)
, (171)
(τa,θf )(x) = f (x + θa,u+ a). (172)
Then R = {Rλ}λ∈R× and {Tθ }θ∈R with Tθ = {τa,θ }a∈R+ are a scaling and a strongly contin-
uous one parameter family of translations in L2m, respectively. The generators of R and Tθ are
given by
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2
∂x + u2 ∂u +
5
2
, Dom(B) =
{
f ∈ L2m
∣∣∣ (3x2 ∂x + u2 ∂u
)
f ∈ L2m
}
,
Dθ = θ∂x + ∂u, Dom(Dθ ) =
{
f ∈ L2m
∣∣ (θ∂x + ∂u)f ∈ L2m}.
Furthermore, Γa,θ is given by
Γa,θ = a∂xτa,θ , Dom(Γa,θ ) =
{
f ∈ L2m
∣∣ a∂xτa,θf ∈ L2m}.
For j, k ∈ N ∪ {0} we introduce a function Hj,k by
Hj,k = cj,k∂jx (∂x + ∂u)ke−3(x− u2 )2− 14u2, cj,k =
(
−1
3
)|j | √3
2πj !k! . (173)
Let m> 1 and let L2m,0 be a subspace of L
2
m defined by
L2m,0 =
{
f ∈ L2m
∣∣∣ ∫
R2
f (x,u)dx du = 0
}
. (174)
Proposition 7.9. Let q ∈ N with q  3. Let m q2 + 74 and X = L2m,0. Then under the setting of(164), (171), and (172), the conditions (E1), (E2), (T1), (T2), (A1), and (A2) hold with n = 1,
μ1 = 12 ,  = 12 , and ζ = q2 . The eigenprojection P0,0 for the eigenvalue 0 of A (see (23)) is given
by
P0,0f =
( ∫
R2
uf (x,u)dx du
)
H0,1, (175)
and the number ν0 defined by (38) is 1. Moreover, if q ∈ N with q  2 and m > q2 + 74 and
X = L2m,0 then the conditions (E1), (E2), (T1), (T2), (A1), and (A2)’ are satisfied with μj = 12 ,
 = 12 , and ζ = q2 . The number ν˜0 defined by (45) is 1 also in this case.
Proof. It is easy to see from (163), (171), and (172) that RλeλtA = etARλ and τa,θ+t etA =
etAτa,θ for each t > 0, which implies (E1) and (E2). Let f ∈ Dom(B)∩Dom(Dθ )∩Dom(Γa,θ ).
We will show τa,θf ∈ Dom(B). Indeed, if a = 0 then τ0,θ = I and thus f ∈ Dom(B). If a = 0
then ∂xf ∈ L2m by (173). Thus ∂uf also belongs to L2m since Dθf = (θ∂x + ∂u)f ∈ L2m. The
assertion τa,θf ∈ Dom(B) follows from the equality
(
3x
2
∂x + u2 ∂u
)
τa,θf =
(
3(x + θa)
2
∂x + u+ a2 ∂u
)
τa,θf −
(
3θa
2
∂x + a2 ∂u
)
τa,θf.
The condition (T1) is now verified from the above equality and (173). Suppose that f ∈
Dom(A)∩ Dom(B)∩ Dom(D1) satisfies
a1Bf + a2D1f = 0. (176)
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then we multiply both sides of (176) by f and integrate over R2, which yields by integration by
parts that 3a12 ‖f ‖2L2 = 0, i.e., f = 0. If a1 = 0 then multiplying both sides of (176) by xf and
integrating over R2, we have a22 ‖f ‖2L2 = 0. This implies (T2). We note that etA = e(1−e
−t )ARet
is expressed as
etAf =
√
3e
5t
2
2πa(t)2
∫
R2
e
− 3
a(t)3
{x−y− a(t)2 (u+v)}2− (u−v)
2
4a(t) f
(
ye
3t
2 , ve
t
2
)
dy dv, (177)
where a(t) = 1 − e−t . Let m  q2 + 74 . In [14] it is proved that ress(etA)  e−
qt
2 in L2m and the
spectrum of A in L2m is estimated as
σ(A) ⊂
{
Re(μ)−q
2
}
∪
{
1
2
− l
2
∣∣∣ l = 1,2, . . .}. (178)
Moreover, if q + 1 > l and l ∈ N ∪ {0} then 12 − l2 is a semisimple eigenvalue and its eigenspace
is spanned by {Hj,k}3j+k=l ; the associated eigenprojection is given by
Plf =
∑
3j+k=l
〈
f,H ∗j,k
〉
Hj,k, (179)
where
〈f,g〉 =
∫
R2
f (x,u)g(x,u)e3(x−
u
2 )
2+ 14u2 dx du,
and H ∗j,k = (∂x + 3∂u)j (∂x + 2∂u)ke−3(x−
u
2 )
2− 14u2
. Especially, the direct calculations show that
P0f =
( ∫
R2
f (x,u)dx du
)
H0,0, P1f =
( ∫
R2
uf (x,u)dx du
)
H0,1.
So the first and the second eigenvalues of A in L2m,0 are simple and given by 0 and − 12 , respec-
tively, and the eigenprojection for the eigenvalue 0 is
P0,0f = P1f =
( ∫
R2
uf (x,u)dx du
)
H0,1. (180)
Since the third eigenvalue of A in L2m,0 is −1, we observe that ν0 defined by (38) is equal
to 1. This completes the proof. 
Let O ⊂ R2 be a small open ball centered at the origin. Let f ∈ L2m,0. For (161) the map
S(·;f ) : O → L2 is defined bym,0
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= (1 + y2)− 52 f
(
x + y1(1 + y2)
(1 + y2) 32
,
u+ y1
(1 + y2) 12
)
. (181)
From the definition of H0,1 we have
Proposition 7.10. Let m 0. Then the map S(·;H0,1) : O → L2m,0 is C∞.
Let us give the estimates for derivatives of etAf , which are essentially obtained in [14].
Proposition 7.11. Let m 94 . Then for any nonnegative integer s and j1, j2 ∈ {0,1} we have for
any f ∈ L2m,0 ∩Hsm,
∥∥∂j1x ∂j2u etAf ∥∥Hsm  C(1 + t− 3j1+j22 )‖f ‖Hsm, t > 0. (182)
Moreover, we have for any f ∈ L2m ∩Hsm,
∥∥etA∂uf ∥∥Hsm  C(1 + t− 12 )‖f ‖Hsm, t > 0. (183)
Remark 7.4. If m 114 and if f ∈ Q0,0L2m,0 ∩Hsm, then (182) is replaced by
∥∥∂j1x ∂j2u etAf ∥∥Hsm  C(1 + t− 3j1+j22 )e− t2 ‖f ‖Hsm, t > 0. (184)
This is proved from the estimate ‖etAf ‖L2m  Ce−
t
2 ‖f ‖L2m for f ∈ Q0,0L2m,0, (182), and the
semigroup property of etA. We omit the details here.
Proof of Proposition 7.11. Estimate (182) is already observed in [14], but we give the proof
for convenience to the reader. Let 0 < t  2. Recalling the relation etA = e(1−e−t )ARet , we have
from (166) that
∥∥∂j1x ∂j2u etAf ∥∥Hsm  Ct− 3j1+j22 ‖Ret f ‖Hsm  Ct− 3j1+j22 ‖f ‖Hsm, 0 < t  2.
For the case t  2 we use the semigroup property and obtain
∥∥∂j1x ∂j2u etAf ∥∥Hsm  C∥∥e(t−1)Af ∥∥L2m  C‖f ‖L2m.
Let us prove (183). It suffices to consider the case t  2 by the semigroup property. Then from
(167) we get
∥∥etA∂uf ∥∥Hsm = ∥∥Ret e(et−1)A∂uf ∥∥Hsm  C∥∥e(et−1)A∂uf ∥∥Hsm  Ct− 12 ‖f ‖Hsm.
This completes the proof. 
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Proposition 7.12. Let m 114 and X = L2m,0. Then N (f ) = E(f )∂uf satisfies (N1), (N2), and
(N3) with q = α = 2, β = 12 , and 0 = 0.
Proof. From (162) it is easy to see that for f ∈ L2m with m> 1,
∥∥N (f )∥∥
L2m

∥∥E(f )∥∥
L∞‖∂uf ‖L2m  ‖f ‖L1‖∂uf ‖L2m  C‖f ‖L2m‖∂uf ‖L2m. (185)
On the other hand, from (182) with l = 0 and k = 1 we see that ∂u(I − A)−1 is a bounded
operator in L2m,0 as in the proof of (168). So (185) yields ‖N (f )‖L2m  C‖f ‖L2m‖f ‖Dom(A).
Next we claim that N maps Dom(A)∩L2m,0 into
Q0,0L2m,0 =
{
f ∈ L2m,0
∣∣∣ ∫
R2
uf (x,u)dx du = 0
}
.
Indeed, since
∫
R2 f (x,u)dx du = 0 we have E(f ) =
∫ x
−∞
∫
R
f (y, v) dv fy =: F(x). Then it
follows that by integration by parts,
∫
R2
uE(f )∂uf dx du = −
∫
R2
E(f )f dx du
= −
∫
R
F(x)
(∫
R
f (x,u)du
)
dx
= −
∫
R
F(x)F ′(x) dx = 0.
This proves the claim, and (N1) holds. The condition (N3) is easily checked, so we omit the
proof of it. Finally we consider (N2). Let N(t, f ) = etAN (f ) with f ∈ L2m,0. If t  1 then we
have from (183),
∥∥N(t, f )−N(t, g)∥∥
L2m
 Ct− 12
∥∥E(f − g)f +E(g)(f − g)∥∥
L2m
 Ct− 12 ‖f − g‖L2m
(‖f ‖L2m + ‖g‖L2m).
When t  1 we first note that ∂u(E(f − g)f + E(g)(f − g)) ∈ Q0,0L2m,0 if f,g ∈ L2m,0 ∩
Dom(A). Thus in this case, by using the estimate ‖etAf ‖L2m  Ce−
t
2 ‖f ‖L2m for f ∈ Q0,0L2m,0
and (183), we have
∥∥N(t, f )−N(t, g)∥∥
L2m
 Ce− t2
∥∥e1A∂u(E(f − g)f +E(g)(f − g))∥∥L2m
 Ce− t2 ‖f − g‖L2
(‖f ‖L2 + ‖g‖L2 ).m m m
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derivative of N(t, ·) is formally given by N ′(t, f )h = etA∂u(E(f )h + E(h)f ), by the similar
arguments as above, we have
∥∥N ′(t, f )h−N ′(t, g)h∥∥
L2m
 C
(
1 + t
t
) 1
2
e−
t
2 ‖f − g‖L2m‖h‖L2m.
Hence (N2) follows and the proof of Proposition 7.12 is completed. 
Let m 114 . Then by Theorem 2.1 there is a δ0 > 0 such that for each δ with |δ| δ0 there is
a Uδ ∈ L2m which gives a self-similar solution R 11+t Uδ to (161) and is C
2 in L2m with respect to
δ. Note that Uδ is of the form Uδ = δH0,1 + vδ from Theorem 4.1, and vδ ∈ Q0,0L2m,0 ∩ Dom(A)
solves
vδ = (−A)−1N (δH0,1 + vδ) =
∞∫
0
etAN (δH0,1 + vδ) dt. (186)
Since vδ ∈ Q0,0L2m,0 ∩ Dom(A) implies ∂uvδ ∈ L2m, N (δH0,1 + vδ) belongs to Q0,0L2m,0 by
(185). In order to apply Theorem 2.3 we need the regularity of vδ ∈ H 2m+2. For this purpose we
resolve (186) in H 2m+2 below.
Proposition 7.13. Let m  114 . If |δ| is sufficiently small, then there is a solution vδ to (186) in
H 2m+2 such that ‖vδ‖H 2m+2  C¯|δ|
2 for some constant C¯ > 0. Moreover, this solution is unique in
the set {f ∈ L2m | ‖f ‖L2m  C¯|δ|}, and vδ is C2 in H 2m+2 with respect to δ.
Proof. We first prove the uniqueness. Let v˜1 and v˜2 be two solutions to (186) with ‖v˜i‖L2m 
C¯|δ|. Recalling the definition N(t, f ) = etAN (f ), we have
v˜1 − v˜2 =
∞∫
0
N ′(t, δH0,1 + v˜1)(v˜1 − v˜2) dt −
∞∫
0
N(t, v˜1 − v˜2) dt.
Then from (N2) we observe that
‖v˜1 − v˜2‖L2m  CC¯|δ|
∞∫
0
t−
1
2 e−
t
2 ‖v˜1 − v˜2‖L2m dt  CC¯|δ|‖v˜1 − v˜2‖L2m.
Thus if |δ| is small enough, we have v˜1 = v˜2. Next we find a solution to (186) in the ball Bδ =
{f ∈ H 2m+2 | ‖f ‖H 2m+2  C¯|δ|
2}. The proof is just as same as in Theorem 4.1. For v ∈ Bδ we set
Ψ (v) =
∞∫
etAN (δH0,1 + v)dt =
∞∫
etA∂u
(
E(δH0,1 + v)(δH0,1 + v)
)
dt. (187)0 0
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∥∥etA∂uE(f )f ∥∥H 2m+2  C
(
1 + t
t
) 1
2
e−
t
2
∥∥E(f )f ∥∥
H 2m+2
holds. Combining with the estimate ‖E(f )f ‖H 2m+2  C‖f ‖
2
H 2m+2
, we get ‖Ψ (v)‖H 2m+2 
C‖δH0,1 + v‖2
H 2m+2
. Similarly we also have
∥∥Ψ (v1)−Ψ (v2)∥∥H 2m+2  C(|δ| + ‖v1‖H 2m+2 + ‖v2‖H 2m+2)‖v1 − v2‖H 2m+2 .
These estimates are enough to conclude that Ψ is a contraction mapping in Bδ , and hence there
is a unique fixed point vδ in Bδ . Since N is a bilinear form, it is also easy to see that vδ is C2 in
H 2m+2 with respect to δ. This completes the proof. 
By Theorem 2.2 and the spectral property of A it is not difficult to show that the solution
Ω(t) ∈ C([0,∞);L2m,0) to (161) with ‖Ω(0)‖L2m  1 satisfies∥∥∥∥Ω(t)− (1 + t)− 52 Uδ
(
x
(1 + t) 32
,
u
(1 + t) 12
)∥∥∥∥
Lp
 C(1 + t)−3+
2
p
+
, (188)
for all t  1,  > 0, and 1  p  2, where δ = ∫
R2 uΩ(0, x,u) dx du. We will improve the
asymptotic profile by considering a shift of the self-similar solution.
Let |δ| < δ0  1. For (y0, y) ∈ (−δ0 + δ, δ0 − δ)× O ⊂ R3 we set
H(y0, y;Uδ) = S(y;Uδ+y0) = (1 + y2)−
5
2 Uδ+y0
(
x + y1(1 + y2)
(1 + y2) 32
,
u+ y1
(1 + y2) 12
)
. (189)
Then Proposition 7.13 immediately leads to
Corollary 7.1. Let m 114 . Then H(y0, y;Uδ) is C2 as a mapping from (−δ0 + δ, δ0 − δ) × O
into L2m.
Proof. From Proposition 7.13 we see Uδ = δH0,0 + vδ ∈ H 2m+2 and is C2 in H 2m+2 with respect
to δ. Then from the definition of (189) we have the claim. The proof is completed. 
Now we can apply Theorem 2.4 to (161) and obtain
Theorem 7.4. Let m > 114 . Assume that Ω(t) ∈ C([0,∞);L2m,0) is the solution to (161) satis-
fying ‖Ω(0)‖L2m  1 and
∫
R2 uΩ(0, x,u) dx du = δ = 0. Then there are η˜(δ) ∈ R and y∗1 ∈ R
such that limδ→0 η˜(δ) = 0 and∥∥∥∥Ω(t)− (1 + t)− 52 Uδ
(
x + (1 + t)y∗1
(1 + t) 32
,
u+ y∗1
(1 + t) 12
)∥∥∥∥
Lp
 C(1 + t)−
7
2 + 2p+η˜(δ)+ (190)
holds for all t  1,  > 0, and 1 p  2.
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that there are η˜(δ) and y∗1 ∈ R such that
∥∥R1+tΩ(t)− S˜((1 + t)− 12 y∗1 ;Uδ)∥∥L2m  C(1 + t)−1+η˜(δ)+,
if t  1. Hence from ‖Rλf ‖Lp = λ2(1−
1
p
)+ 12 ‖f ‖Lp we have
∥∥Ω(t)−R 1
1+t
S˜
(
(1 + t)− 12 y∗1 ;Uδ
)∥∥
Lp
 C(1 + t)− 72 + 2p+η˜(δ)+,
for 1 p  2, which gives (190). The proof is completed. 
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