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Abstract 
During the operation of a geological carbon storage project, a critical question is whether injected CO2 remains 
within the permitted zone. However, because a large suite of subsurface models are possible given very sparse static 
data, simulating flow in the entire suite to quantify the uncertainty in CO2 plume migration is impractical. We 
propose a fast alternative that scans the suite of geologic models and groups them on the basis of static connectivity. 
Grouping is achieved simply by measuring the shape dissimilarity of permeable zones in the prior models using path 
skeletons. By selecting a specific group of models that reflect the performance observed in the field, it is possible to 
quantify the uncertainty in CO2 plume migration. Our approach is compared against results obtained by flow 
simulation and subsequent model classification using principal component analysis (PCA) in characteristics of 
connectivity. 
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1. Introduction  
In a geological carbon storage project, it is crucial to verify that CO2 plume remains within the 
permitted zone [1]. However, since very sparse static data would be available to characterize aquifers, the 
uncertainty associated with the geologic model of the storage formation is likely to be significant. This 
implies a large suite of subsurface models has to be simulated in order to quantify the uncertainty in CO2 
plume migration. Furthermore, it may be necessary to quantify the spatial and temporal characteristics of 
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the CO2 plume as it encounters different heterogeneities in the subsurface. Knowledge of these 
characteristics can lead to effective strategies to manage the risk associated with the CO2 plume migration. 
We propose a fast computational approach that can be used to scan through a large suite of geologic 
models representing prior uncertainty in order to assess the essential flow characteristics. Our approach is 
motivated by the observation that the shape of migrated CO2 plume depends on the shape and connectivity 
of the permeability zones, other conditions being equal. This observation is an accurate depiction 
migration in certain environments such as fluvial reservoirs, and with the introduction of a suitable 
threshold value that defines “large” vs “small” permeability, this idea can be applied to a wide variety of 
reservoirs. Henceforth we use the term “permeable zones” to refer to the regions within a reservoir that 
have “large” permeability. We measure the shape dissimilarity of permeable zones instead of flow 
responses to save the computational cost of full-physics simulations. The subsurface models are separated 
into groups on the basis of dissimilarity of the shape and connectivity of the permeable zones. The 
dissimilarity measure should consider major variations in the location, orientation, and scale of geologic 
features that will influence CO2 plume migration. Ideally the measure will be insensitive to minor 
variations, so that a reduced set of representative models of CO2 plume migration can be found. 
The proposed method captures the connectivity of geologic models regardless of the source of these 
prior geologic models. In other words, the method can extract the essential connectivity features of the 
models regardless of whether the prior models were constructed using a Gaussian algorithm or using more 
sophisticated approaches such as using multi-point geostatistics. The method that we present relies on 
skeleton paths. Skeleton path based approaches have been used to measure dissimilarity of 2-dimensional 
and 3-dimensional binary images [2][3][4]. Although skeletonization reduces 2-dimensional or 3-
dimensional objects to 1-dimensional sets of line segments, a skeleton serves as an effective 
representation of the connectivity of elements comprising an object [5]. The conventional skeleton path 
based approaches calculate image dissimilarity by measuring dissimilarity of skeleton paths regardless of 
rotation, scale, location. However, for our application the measure of curve similarity should account for 
local orientation, scale and location because spatial connectivity and the flow performance is likely 
sensitive to such local features. For this reason, we use the discrete Fréchet distance [6] that is rotation, 
scale, and location sensitive. 
First of all, we calculate morphological skeletons of connected permeable objects in each geological 
model. We perform these calculations for 2-D domains in this paper but the method is fully general and 
applicable to 3-D domains. We measure dissimilarity between the models in terms of dissimilarity of the 
skeleton paths. We perform multivariate analysis of the dissimilarity matrix using multi-dimensional 
scaling (MDS) [7] in order to project the models in a metric-space. Models lying close to each other in 
this metric space bear strong resemblance to each other in terms of their connectivity. We then group 
models in this metric space using cluster analysis [8]. At the end of the cluster analysis, we have groups of 
models that exhibit similar flow connectivity characteristics. We extract common features of CO2 plume 
migration by conducting full-physics flow simulations in the representative models of the groups. 
Our approach is applied to quantify the uncertainty in plume migration at the In Salah field injection 
site that is assumed to have a fluvial depositional environment. Our approach is compared against the 
results obtained using a more traditional classification technique such as principal component analysis 
(PCA). In this paper, we apply this approach to a fluvial reservoir, but we expect that our approach is 
applicable to general geologic models as long as the flow is strongly constrained by permeability contrasts 
in the reservoir.  
2. Approach 
2.1. Proxy model for CO2 migration path 
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Our objective is to extract the essential features of CO2 migration path from prior geologic models that 
span a wide space of uncertainty. However, since it takes a very long time to simulate flow in hundreds of 
models, we require a proxy approach for approximating CO2 plume migration quickly. Our approach to 
formulate a purely statistical proxy is motivated by the observation that the shape and connectivity of the 
permeability zones largely control the shape of migrated CO2 plume. Fluvial depositional environments 
provide a good example of this situation. As the shape of the CO2 migration path is quite similar to the 
shape of permeable zone as shown in Fig. 1, uncertainty in the arrangement of sand-rich channels relative 
to fixed injection well locations results in uncertainty in predicting CO2 migration path. The only 
differences between the models in this suite are the spatial arrangement of channels if the proportion of 
channel sands is maintained constant across all the models. Given the strong contrast in permeability of 
the channel sands and the background mudstone, CO2 tends to migrate along the permeable zone. 
Consequently, we can reduce the computational cost for grouping reservoir models by comparing the 
shape and connectivity of the permeability zones without forward simulation of any flow dynamics. 
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Fig. 1. (a) example two-facies reservoir with high permeability (yellow) features in background of low permeability (blue); (b) the 
locations of injectors; (c) CO2 saturation after 50 years. 
2.2. Principal component analysis 
There are many methods to measure similarity or dissimilarity between images. We do not need high-
resolution techniques such as those employed in face recognition, but a technique which can roughly 
distinguish the location, orientation, and scale of geologic features.  
Principal component analysis (PCA) is a popular method to measure dissimilarity of images [9]. PCA 
is based on the covariance-based decomposition of images. However, the covariance is a statistic that 
indicates on the average, the relationship between pairs of locations in the reservoir model. Because it is 
an average measure, it is non-specific to any location in the reservoir model. The flow response at a well 
is strongly influenced by the presence of local connected features in the vicinity of the well. PCA that 
delineates features based on the global covariance cannot capture the influence of local features on the 
well response. We need a measure that gauges differences between models in terms of the local 
connectivity of features, as opposed to the average connectivity as would be calculated by PCA.  
2.3. A skeleton path based approach 
We should measure shape dissimilarity of 3-dimensional bodies to compare shape of permeability 
zones. In order to accomplish this, we approximate 3-dimensional objects to 1-dimensional ones using a 
morphological skeleton. A morphological skeleton is also called a medial axis and it is known to serve as 
an effective representation of an object [5]. Morphological skeleton is calculated by thinning or eroding 
an image until the image does not change while keeping topological equivalence as shown in Fig. 2. We 
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calculate dissimilarity between geologic models by measuring dissimilarity between corresponding paths 
in two skeletons. 
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Fig. 2. Skeletonization of geologic models for channel-dominated reservoirs such as shown in Fig. 1. 
First of all, prior models are indicator-transformed with thresholds for facies, permeability, and 
porosity to determine connected permeable objects, which are called geo-objects [10]. The skeletons and 
endpoints of all the geo-objects then are calculated. An end point is a skeleton point which has only a 
single neighbor. We consider dissimilarity of paths between endpoints as dissimilarity of the geologic 
models. The shortest path between endpoints is computed using Dijkstra’s algorithm [11]. 
Once the skeleton has been calculated, the shortest paths between endpoints are simplified to reduce 
the computational cost of measuring dissimilarity of the paths. The Ramer-Douglas-Peucker algorithm is 
used to simplify the paths [12].  
After the simplified shortest paths are calculated, it is necessary to determine which skeleton path in a 
model corresponds to a path in another model. For example, in Fig. 3, the first skeleton has four endpoints 
and six skeleton paths: (1)-(2), (1)-(3), (1)-(4), (2)-(3), (2)-(4), (3)-(4). The second skeleton has three 
endpoints and three skeleton paths: (1)-(2), (1)-(3), (2)-(3). The two most similar paths should be a pair of 
corresponding paths. 
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Fig. 3. Skeletons of two models; the numbers indicate endpoints. 
We use the discrete Fréchet distance (DFD) [6] to measure dissimilarity of paths. The discrete Fréchet 
distance measures dissimilarity between corresponding path segments. In Fig. 3, after dissimilarity of the 
eighteen pairs of the paths are measured using DFD, the three pairs that have the smallest dissimilarity are 
selected as the corresponding paths of the two models. The collective dissimilarity of these pairs is 
calculated as a root-mean-square distance: 
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where d is the DFD between corresponding paths, the subscript i is the index of a pair of corresponding 
paths, n is the number of pairs of corresponding paths; note that n is smaller than the number of paths in 
two models. The combined distance is taken as the measure of similarity between the models. The 
combined distances between all pairs of models are then analyzed using multi-dimensional scaling [7] 
and the k-means clustering algorithm [8]. MDS is used to project the models onto a space and then the 
models are clustered in the space using the k-means clustering algorithm. Cluster analysis yields the 
centroids of the clusters and the closest models to the centroids called medoids, which are considered as 
representative models. The representative models can be processed through a full physics flow simulator, 
in order to represent the uncertainty in plume migration. 
3. Application 
We compare the results of PCA and of our approach on a suite of models inspired by the In Salah field 
[13]. The reservoir model consists of three layers (8m, 4m, 8m), which have 100 by 100 blocks (20km by 
26.5km) in each layer.  The reservoir is operated with one hypothetical gas producer and three CO2 
injectors: Producer, KB-501, KB-502, and KB-503 (see Fig. 4). The preferential orientation of high 
permeability features in the In Salah field is known to be the SE-NW direction. We assume these features 
are connected and can be represented as channel like features (analogous to a discrete fracture network). 
Fig. 4 shows the principal orientation of the anticlinal structure and of the main permeability pathway, a 
training image of the high permeability (channel) features, and two realizations made by SNESIM [14]. 
We used SGeMS [15] to generate 400 realizations. The high permeability feature is assigned a 
permeability of 150md while the low permeability background has a permeability of 1md. The zone of 
interest for plume migration is the region in the vicinity of well KB-501. 
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Fig. 4. Left: the principal orientation of the high-permeability features (yellow line) and locations of injection wells and a 
hypothetical producer. Right: training image depicting the connectivity of high permeability features and two realizations generated 
by SNESIM. 
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Fig. 5 shows the 2D metric space of 18 medoids and the facies maps of five clusters calculated by our 
approach. We measure dissimilarity between geologic models using the skeleton path based approach and 
then apply the k-means clustering algorithm in a metric space formed by MDS. The silhouette is used to 
determine the optimum number of clusters [16]. The dimension of the metric space established using the 
MDS algorithm is 20 and the number of clusters obtained by k-means clustering is 18. 20-dimensional 
space is too high to visualize the locations of the 400 models. For this reason, we plot the 2D metric space 
of the 18 medoids in Fig. 5(a) only for visualization. 
Since the clusters #9 (Fig. 5(b)) and #17 (Fig. 5(c))  are close to each other in the 2D metric space, the 
shape of models in these clusters is also similar. However, the clusters #4 (Fig. 5(d)), #15 (Fig. 5(e)), and 
#17 in Fig. 5 are far apart in the metric space, and the shape of the skeletons for these models is quite 
different. The members in each cluster are very similar to the model corresponding to the cluster medoid. 
 
(a) (e) 
(b) 
(c) 
(d) 
 
Fig. 5. (a) 2D metric space depicting the position of 18 medoids; (b)cluster #9; (c) cluster #17 (d) cluster #4; (e) cluster #15; the 
green box indicates the medoid of each cluster. 
Now we apply PCA to the facies data in the zone of interest. We chose 27 eigenvectors that have high 
eigenvalues, which means the 400 models are projected onto a 27-dimensional space. In other words, the 
essential features of the 400 models can be reconstituted as a linear combination of the 27 features 
identified using PCA. Each model corresponds to a specific linear combination of the 27 principal 
components and plots as a point in the 27-dimensional space where the principal components are the axes. 
Two models that project close to each other in this 27-dimensional space should exhibit heterogeneity 
characteristics that are fairly similar.  
 H. Jeong et al. /  Energy Procedia  37 ( 2013 )  3771 – 3779 3777
 
 
We can examine the models grouped in this reduced dimension space in terms of the dominant feature 
exhibited by the models in a cluster. If the pattern we seek is a simple single straight channel (top left in 
Table 1), then both the PCA as well as our method based on skeletons do a good job of retrieving models 
that exhibit such a pattern. As the pattern that we seek becomes more complicated, the PCA based 
classification of models runs into trouble retrieving models that exhibit such features. In contrast our 
skeleton based approach does a much better job. These results indicate that if the actual observed 
injection response is affected by the complex connectivity of permeability features in the vicinity of the 
well, our skeleton-based model selection approach has a much better chance of retrieving a subset of prior 
models that exhibit connectivity characteristics that are similar to the target. 
Table 1. Comparison of the five most similar models obtained by PCA and our approach for four queries 
Pattern 
seek Method 1
st 2nd 3rd 4th 5th Pattern seek Method 1
st 2nd 3rd 4th 5th 
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PCA 
     
Our 
approach 
     
Our 
approach 
     
 
PCA 
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Our 
approach 
     
Our 
approach 
     
 
Once we cluster the models, we are able to extract the features CO2 plume migration by simulating 
flow in the representative models from each cluster, instead of all the models. Fig. 6 shows the two 
extracted features of CO2 plume migration. In Fig. 6, the facies maps are very similar to their skeleton. 
This means a skeleton can serve as a representation of facies shape. The skeletons of the medoids are 
similar to their CO2 saturation maps, which are also similar to the average saturation map for the cluster 
members. This implies CO2 plume migration can be estimated from static connectivity. The average of 
CO2 saturation over all models in a particular cluster indicates consistent hot spots indicating that the 
grouping procedure does indeed result in models that exhibit common connectivity characteristics in the 
vicinity of wells.  
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Fig. 6. The extracted features of CO2 plume migration 
4. Conclusions 
We present a novel approach to classify prior geologic models by measuring dissimilarity of shape of 
permeable zones using the skeleton path based approach. Dissimilarity between prior models is computed 
on the basis of the differences in the skeleton paths of geologic features near an injection well. The 
concept of the discrete Fréchet distance is used for this computation. Our approach presents more 
representative model clusters than alternate more traditional approaches such as PCA. As a direct 
consequence of the improved model grouping method, we can quantify the uncertainty of CO2 plume 
migration quickly with representative models for each cluster and furthermore utilize the observed 
injection data to quickly retrieve a set of models that reflect the field observation. We expect that our 
approach is applicable to geologic models in which strong permeability contrasts govern CO2 plume 
migration path. 
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