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Abstract Measurements of the neutral current cross sec-
tions for deep inelastic scattering in e−p collisions at HERA
with a longitudinally polarised electron beam are presented.
The single-differential cross-sections dσ/dQ2, dσ/dx and
dσ/dy and the double-differential cross sections in Q2
and x are measured in the kinematic region y < 0.9 and
Q2 > 185 GeV2 for both positively and negatively polarised
electron beams and for each polarisation state separately.
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The measurements are based on an integrated luminosity
of 169.9 pb−1 taken with the ZEUS detector in 2005 and
2006 at a centre-of-mass energy of 318 GeV. The structure
functions xF̃3 and xF
γZ
3 are determined by combining the
e−p results presented in this paper with previously mea-
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1 Introduction
The study of deep inelastic scattering (DIS) of leptons off
nucleons has been instrumental in establishing not only the
structure of nucleons but also many other aspects of the
Standard Model (SM). The HERA ep collider with a centre-
of-mass energy of 318 GeV has expanded the accessible
kinematic region for DIS measurements allowing for direct
observation of the effects of the weak interaction at high val-
ues of the negative four-momentum transfer squared, Q2. In
particular, the structure function xF̃3 can be obtained from
the difference of cross sections in e+p and e−p scattering.
At HERA xF̃3 is dominated by the interference of photon
and Z-exchange and can be extracted from data on a pure
proton target with no complications due to target mass or
higher twist effects. This furnishes not only a precise test of
the electroweak sector of the standard model but also pro-
vides direct information on the valence quark distributions
in the nucleon.
The data samples collected from 1992–2000 by the H1
and ZEUS collaborations were used for determinations of
the neutral current (NC) cross sections up to values of
Q2 ≈ 30 000 GeV2 [1–10]. A first extraction of xF̃3 clearly
demonstrated the effect of Z-exchange. A measurement of
e+p NC DIS cross sections for a longitudinally polarised
positron beam using a limited sample of data collected dur-
ing 2004 has also been published by the ZEUS collabora-
tion [11].
In this paper, measurements of the cross sections and the
asymmetry parameter, representing the difference in the be-
haviour of negatively and positively polarised electrons, are
presented. The measurement is made using data collected
during 2005 and 2006 when HERA collided both positively
and negatively polarised electron beams of 27.5 GeV with
protons of 920 GeV. The integrated luminosity amounts to
169.9 pb−1 with mean luminosity-weighted polarisations of
+0.29 and −0.27. This is a ten-fold increase over the pre-
viously available e−p sample. This allows a detailed and
direct probe of electro-weak effects at high Q2 and a more
precise measurement of the structure function xF̃3.
2 Standard Model predictions
Inclusive deep inelastic lepton-proton scattering can be de-
scribed in terms of the kinematic variables x, y, and Q2. The
variable Q2 is defined as Q2 = −q2 = −(k − k′)2, where k
and k′ are the four-momenta of the incoming and scattered
lepton, respectively. Bjorken x is defined as x = Q2/2P · q ,
where P is the four-momentum of the incoming proton. The
fraction of the lepton energy transferred to the proton in its
rest frame is given by y = P · q/P · k. The variables x, y
and Q2 are related by Q2 = sxy, where s, the centre-of-
mass energy is approximately given by s = 4EeEp , and Ee
and Ep are the initial energies of the electron and proton,
respectively.
The electroweak Born-level cross section for the e±p NC








where α is the fine-structure constant, Y± = 1 ± (1 −
y)2, and F̃2(x,Q2), F̃3(x,Q2) and F̃L(x,Q2) are gen-
eralised structure functions. Next-to-leading order (NLO)
QCD calculations predict that the contribution of the lon-
gitudinal structure function F̃L to d2σ/dxdQ2 is approxi-
mately 1.5%, averaged over the kinematic range considered,
and therefore neglected in the discussion in this section.
However, this term is included in SM calculations which are
compared to the measurements presented in this paper.
The generalised structure functions depend on the longi-
tudinal polarisation of the lepton beam which is defined as
Pe = NR − NL
NR + NL ,
where NR and NL are the numbers of right- and left-handed
leptons in the beam.1
Photon exchange dominates the cross section at low Q2
and is described by F̃2. It is only at Q2 values comparable
to M2Z that the γ /Z interference and pure Z exchange terms
become important and the F̃3 term contributes significantly
to the cross section. The sign of the F̃3 term in (1) shows
that electroweak effects increase (decrease) the e−p (e+p)
cross sections.



















−p − σ̃ e+p). (3)
The generalised structure functions can be split into terms





1At HERA beam energies the mass of the incoming leptons may be ne-
glected, and therefore the difference between handedness and helicity
may also be neglected.
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γ /Z interference (FγZ2 , xF
γZ
3 ) as
F̃2 = Fγ2 − (ve − Peae)χZFγZ2
+ (v2e + a2e − 2Peveae)χ2ZFZ2 , (4)
xF̃3 = −(ae − Peve)χZxFγZ3
+ (2veae − Pe(v2e + a2e ))χ2ZxFZ3 . (5)
In these equations, the respective vector and axial couplings
of the electron to the Z boson in the SM are given by
ve = −1/2 + 2 sin2 θW and ae = −1/2, where θW is the
Weinberg angle. The relative contribution of Z and γ ex-




0.2 and 1.1 over the range 1 500 < Q2 < 30 000 GeV2.
For the unpolarised case (Pe = 0), the interference structure
function xFγZ3 is the dominant term in xF̃3 as ve is small
(≈ −0.04) and thus terms containing ve in (5) can be ig-
nored, so that
xF̃3  −aeχZxFγZ3 . (6)
In this paper, measurements of xF̃3 and xF
γZ
3 are presented
using the full e−p dataset collected during 2005 and 2006.
The structure functions can be written in terms of the
sums and differences of the quark and anti-quark momen-
tum distributions. In leading order (LO) QCD
[Fγ2 ,F γZ2 ,FZ2 ] =
∑
q
[e2q,2eqvq, v2q + a2q ]x(q + q̄), (7)
[xFγZ3 , xFZ3 ] =
∑
q
[eqaq, vqaq ]2x(q − q̄), (8)
where vq and aq are the vector and axial couplings of the
quark q to the Z boson, and eq is the electric charge of
the quark. The densities of the quarks and anti-quarks are
given by parton distribution functions (PDFs) q and q̄ , re-
spectively. The sums run over all quark flavours except the
top quark.
The sensitivity of xFγZ3 to uv and dv , the valence




3 = 2x[euauuv + edaddv] =
x
3
(2uv + dv). (9)













(2uv + dv)dx = 5
3
. (10)
The charge-dependent polarisation asymmetry, A−, is de-
fined in terms of pure right-handed (Pe = +1) and left-
handed (Pe = −1) electron beams as
A− ≡ σ
−(Pe = +1) − σ−(Pe = −1)
σ−(Pe = +1) + σ−(Pe = −1) , (11)
where σ−(Pe = +1) and σ−(Pe = −1) are the cross sec-
tions at Pe values of +1 and −1, respectively. When the
beam polarisation is not unity A− is given by
A− = σ
−(Pe,+) − σ−(Pe,−)
Pe,+σ−(Pe,−) − Pe,−σ−(Pe,+) , (12)
where σ−(Pe,+) and σ−(Pe,−) are the cross sections eval-
uated at positive and negative electron polarisation values.





2 structure functions, and is proportional to the
combination aevq :












[e2q(q + q̄)]. (13)
Thus a measurement of A− can give direct evidence of par-
ity violation with minimal sensitivity to the proton PDFs,
and a comparison to SM predictions provides a test of the
electroweak sector of the SM.
3 Experimental apparatus
A detailed description of the ZEUS detector can be found
elsewhere [15]. A brief outline of the components most rel-
evant for this analysis is given below.
Charged particles were tracked in the central tracking de-
tector (CTD) [16–18], which operated in a magnetic field
of 1.43 T provided by a thin superconducting solenoid. The
CTD consisted of 72 cylindrical drift chamber layers, or-
ganised in nine superlayers covering the polar-angle2 region
15◦ < θ < 164◦. A silicon microvertex detector (MVD) [19]
was installed between the beampipe and the inner radius
of the CTD. The MVD was organised into a barrel with
3 cylindrical layers and a forward section with four planar
layers perpendicular to the HERA beam direction. Charged-
particle tracks were reconstructed using information from
the CTD and MVD.
The high-resolution uranium–scintillator calorimeter
(CAL) [20–23] consisted of three parts: the forward (FCAL),
2The ZEUS coordinate system is a right-handed Cartesian system, with
the Z axis pointing in the proton beam direction, referred to as the
“forward direction”, and the X axis pointing left towards the centre of
HERA. The coordinate origin is at the nominal interaction point.
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the barrel (BCAL) and the rear (RCAL) calorimeters, cov-
ering 99.7% of the solid angle around the nominal inter-
action point. Each part was subdivided transversely into
towers and longitudinally into one electromagnetic sec-
tion (EMC) and either one (RCAL) or two (BCAL and
FCAL) hadronic sections (HAC). The smallest subdivision
of the calorimeter was called a cell. The CAL relative en-
ergy resolutions, as measured under test-beam conditions,
were σ(E)/E = 0.18/√E for electrons and σ(E)/E =
0.35/
√
E for hadrons, with E in GeV. The timing reso-
lution of the CAL was better than 1 ns for energy deposits
exceeding 4.5 GeV.
An iron structure that surrounded the CAL was instru-
mented as a backing calorimeter (BAC) [24] to measure
energy leakage from the CAL. Muon chambers in the for-
ward, barrel and rear [25] regions were used in this analysis
to veto background events induced by cosmic-ray or beam-
halo muons.
The luminosity was measured using the Bethe-Heitler re-
action ep → eγp with the luminosity detector which con-
sisted of two independent systems, a photon calorimeter and
a magnetic spectrometer.
The lepton beam in HERA became naturally transversely
polarised through the Sokolov-Ternov effect [26]. The char-
acteristic build-up time in HERA was approximately 40
minutes. Spin rotators on either side of the ZEUS detector
changed the transverse polarisation of the beam into longitu-
dinal polarisation. The electron beam polarisation was mea-
sured using two independent polarimeters, the transverse po-
larimeter (TPOL) [27, 28] and the longitudinal polarime-
ter (LPOL) [29]. Both devices exploited the spin-dependent
cross section for Compton scattering of circularly polarised
photons off electrons to measure the beam polarisation. The
luminosity and polarisation measurements were made over
times that were much shorter than the polarisation build-up
time.
4 Monte Carlo simulation
Monte Carlo (MC) simulated events were used to determine
the efficiency for selecting events, the accuracy of kinematic
reconstruction, to estimate the background rate and to cor-
rect for detector acceptance.
NC DIS events were simulated including radiative ef-
fects, using the HERACLES [30] program with the DJAN-
GOH 1.6 [31, 32] interface to the hadronisation programs
and using CTEQ5D [33] PDFs. The hadronic final state
was simulated using the colour-dipole model in ARIADNE
4.10 [34]. To investigate systematic uncertainties, the MEPS
model of LEPTO6.5 [35] was also used. The Lund string
model of JETSET7.4 [36–38] was used for the hadroni-
sation. Diffractive NC events were generated using the
RAPGAP 2.08/06 [39] program and mixed with the non-
diffractive MC events to simulate the observed hadronic
final states. Background from photoproduction events was
simulated using HERWIG 5.9 [40].
The simulated samples were at least five times larger than
the corresponding data samples. They were normalised to
the integrated luminosity of the data.
The ZEUS detector response was simulated using a pro-
gram based on GEANT 3.21 [41]. The generated events
were passed through the detector simulation, subjected to
the same trigger requirements as the data and processed by
the same reconstruction programs.
5 Event reconstruction
Neutral Current events at high Q2 are characterised by the
presence of an isolated high-energy electron in the final
state. The transverse momentum of the scattered electron
balances that of the hadronic final state, and therefore the
measured net transverse momentum, pT , should be small.
The measured pT and the net transverse energy, ET , are de-
fined as
p2T = p2X + p2Y =
(∑
i













where the sum runs over all calorimeter energy deposits, Ei .
The polar and azimuthal angles, θi and φi , of the calorimeter
energy deposits are measured in a coordinate system with
the event vertex as origin. The variable δ, also used in the




(E − pZ)i =
∑
i
(Ei − Ei cos θi). (15)
Conservation of energy and longitudinal momentum re-
quires δ = 2Ee = 55 GeV if all final-state particles are de-
tected and perfectly measured. Undetected particles that es-
cape through the forward beam-pipe have a negligible effect
on δ. However, particles lost through the rear beam-pipe can
lead to a substantial reduction in δ.
Backsplash of low energy particles originating from sec-
ondary interactions and deposited at large angles were sup-
pressed by removing low energy deposits with a polar an-
gle greater than γmax, which was calculated on an event-by-
event basis. The specific value of γmax was tuned using both
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Fig. 1 Comparison of the final
e−p NC data sample with the
expectations of the MC
simulation described in the text.
The MCs are normalised to the
data luminosity. The
distributions of (a) Q2DA,
(b) xDA, (c) yDA, (d) the energy
of the scattered electron, E′e,
(e) the angle of the scattered
electron, θe, (f) the hadronic
angle, γh, (g) the transverse
momentum of the hadronic
system, pT,h, and (h) the Z
coordinate of the event vertex,
Zvtx, are shown
data and MC samples containing a reduced amount of back-
splash. Studies [42] have shown that this procedure depends
on the Q2 threshold of the sample. This effect is accounted
for in the study of systematic effects.
Furthermore, CAL energy deposits are separated into
those associated with the scattered electron, and all other
energy deposits. The sum of the latter is called the hadronic
energy. In the naive quark-parton model, the hadronic polar
angle, γh, defined as
cosγh =
p2T ,h − δ2h
p2T ,h + δ2h
, (16)
is the scattering angle of the struck quark, where the quan-
tities pT,h and δh are derived from (14)–(15) using only the
hadronic energy.
The double-angle (DA) method [43, 44] is used for recon-
structing the kinematic variables. It makes use of the polar
angle of the scattered electron, θe, and γh to reconstruct the
kinematic variables xDA, yDA, and Q2DA. The DA method is
insensitive to uncertainties in the overall energy scale of the
calorimeter. However, it is sensitive to initial-state QED ra-
diation and an accurate simulation of the detector response
is necessary. The variable y is also reconstructed using the
electron method, ye, and the Jacquet-Blondel method, yJB
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Fig. 2 The total systematic
uncertainty for the bins used in
the reduced cross section
measurements
[45]. These estimators for y are used only for the event se-
lection.
6 Neutral current event selection
ZEUS operated a three-level trigger system [15, 46, 47].
At the first level, only coarse calorimeter and tracking in-
formation were available. Events were selected using crite-
ria based on an energy deposit in the CAL consistent with
an isolated electron. In addition, events with high ET in
coincidence with a CTD track were accepted. At the sec-
ond level, a requirement on δ was used to select NC DIS
events. Timing information from the calorimeter was used
to reject events inconsistent with the bunch-crossing time.
At the third level, events were fully reconstructed. The re-
quirements were similar to, but looser than, the offline cuts
described below.
Scattered electrons were identified using an algorithm
that combined information from the energy deposits in the
calorimeter with tracks measured in the central tracking de-
tectors [1]. To ensure high electron finding efficiency and to
reject backgrounds, the identified electron was required to
have an energy of at least 10 GeV. A track matched to the
energy deposit in the calorimeter was required for events in
which an electron was found within the acceptance of the
tracking detectors. This was done by requiring the distance
of closest approach (DCA) between the track extrapolated
to the calorimeter surface and the energy cluster position to
be less than 10 cm and the electron track momentum, ptrke ,
to be larger than 3 GeV. A matched track was not required if
the electron emerged at a polar angle outside the acceptance
of the tracking detector. If the electron emerged in FCAL
with a polar angle outside the acceptance of the tracking de-
tector, it was required to have energy greater than 30 GeV.
An isolation requirement was imposed such that the energy
not associated with the electron in an η − φ cone of radius
0.8 centred on the electron was less than 5 GeV.
In photoproduction events where the electron emerges
at very small scattering angles, δ is substantially smaller
than 55 GeV, and in beam-gas events overlaid on NC events,
δ is substantially larger than 55 GeV. A requirement 38 <
δ < 65 GeV was imposed to remove these backgrounds. To
further reduce background from photoproduction events, ye
was required to be less than 0.95. The net transverse mo-
mentum was expected to be small for balanced NC events,
so to remove cosmic-ray events and beam-related back-
ground events the quantity pT /
√
ET was required to be less
than 4
√
GeV and the quantity pT /ET was required to be
less than 0.7.
In order to reject events where most of the hadronic fi-
nal state was lost in the forward beam-pipe, the projection
of γh onto the face of FCAL was required to be outside
a radius of 20 cm centred on the beam-pipe axis. The Z
coordinate of the ep interaction vertex, reconstructed using
tracks in the CTD and the MVD, was required to satisfy
|Zvtx| < 50 cm. The final event sample was defined by re-
quiring Q2DA > 185 GeV
2 and yDA < 0.9.
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Table 1 The single differential cross section dσ/dQ2 (y < 0.9) for
the reaction e−p → e−X (L = 169.9 pb−1,Pe = −0.03). The bin
range, bin centre (Q2c ) and measured cross section corrected to the
electroweak Born level are shown. The first (second) error on the cross
section corresponds to the statistical (systematic) uncertainties. The
number of observed data events (Ndata) and simulated background
events (NMCbg ) are also shown
Q2 range (GeV2) Q2c (GeV
2) dσ/dQ2 (pb/GeV2) Ndata NMCbg
185 – 210 195 (1.96± 0.01 +0.02−0.02) × 101 58678 65.4
210 – 240 220 (1.47± 0.01 +0.02−0.02) × 101 51660 83.5
240 – 270 255 (1.01± 0.01 +0.01−0.01) × 101 37659 52.4
270 – 300 285 7.89 ± 0.05 +0.11−0.09 29355 51.1
300 – 340 320 5.93 ± 0.04 +0.08−0.07 29377 53.3
340 – 380 360 4.51 ± 0.03 +0.06−0.05 22298 55.0
380 – 430 400 3.52 ± 0.03 +0.05−0.04 21008 59.4
430 – 480 450 2.63 ± 0.02 +0.06−0.05 15502 54.9
480 – 540 510 1.92 ± 0.02 +0.03−0.02 13332 45.5
540 – 600 570 1.45 ± 0.02 +0.02−0.01 9290 49.4
600 – 670 630 1.16 ± 0.01 +0.02−0.01 8405 48.6
670 – 740 700 (8.98± 0.11 +0.07−0.07) × 10−1 7483 20.6
740 – 820 780 (6.88± 0.08 +0.06−0.06) × 10−1 7608 26.3
820 – 900 860 (5.33± 0.07 +0.04−0.04) × 10−1 6287 33.5
900 – 990 940 (4.27± 0.06 +0.05−0.04) × 10−1 5690 32.1
990 – 1080 1030 (3.41± 0.05 +0.05−0.05) × 10−1 4644 29.4
1080 – 1200 1130 (2.75± 0.04 +0.03−0.03) × 10−1 4907 30.5
1200 – 1350 1270 (2.02± 0.03 +0.01−0.01) × 10−1 4645 24.4
1350 – 1500 1420 (1.52± 0.03 +0.02−0.01) × 10−1 3499 31.8
1500 – 1700 1590 (1.12± 0.02 +0.01−0.01) × 10−1 3452 27.6
1700 – 1900 1790 (8.40± 0.17 +0.09−0.09) × 10−2 2611 18.8
1900 – 2100 1990 (6.25± 0.14 +0.09−0.10) × 10−2 1957 7.2
2100 – 2600 2300 (4.39± 0.08 +0.03−0.03) × 10−2 3315 13.3
2600 – 3200 2800 (2.65± 0.06 +0.04−0.02) × 10−2 2345 21.9
3200 – 3900 3500 (1.48± 0.04 +0.01−0.01) × 10−2 1597 4.5
3900 – 4700 4200 (9.32± 0.28 +0.18−0.08) × 10−3 1111 2.9
4700 – 5600 5100 (5.08± 0.19 +0.11−0.06) × 10−3 708 2.8
5600 – 6600 6050 (3.81± 0.16 +0.10−0.09) × 10−3 586 4.4
6600 – 7800 7100 (2.23± 0.11 +0.07−0.04) × 10−3 401 1.5
7800 – 9200 8400 (1.59± 0.09 +0.06−0.02) × 10−3 331 0.0
9200 – 12800 10800 (6.90± 0.36 +0.19−0.05) × 10−4 369 1.4
12800 – 18100 15200 (2.45± 0.18 +0.07−0.09) × 10−4 193 1.4
18100 – 25600 21500 (7.99 +0.93−0.85
+0.65
−0.24) × 10−5 97 3.0
25600 – 51200 36200 (6.62 +1.28−1.08
+0.45
−0.33) × 10−6 37 0.0
A total of 360 437 candidate events passed the selection
criteria. The background is dominated by photoproduction
which was estimated to contribute, on average, about 0.3%
to the event sample but tend to populate mainly in smaller
Q2 and larger y regions. Other backgrounds were negligible.
A comparison between data and MC distributions is
shown in Fig. 1 for the variables Q2DA, xDA, yDA, energy
E′e and θe of the scattered electron, γh and pT,h of the final
hadronic system, and Zvtx for the event. The distributions
from the data and MC (NC + photoproduction) agree well.
7 Cross section determination
The single-differential cross-sections dσ/dQ2, dσ/dx and
dσ/dy for Q2 > 185 GeV2 and y < 0.9, and dσ/dx and
dσ/dy for Q2 > 3 000 GeV2 and y < 0.9, and the double-
differential cross-section d2σ/dxdQ2 were measured. The
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Table 2 Systematic uncertainties with bin-to-bin correlations
for dσ/dQ2 (y < 0.9) for the reaction e−p → e−X (L =
169.9 pb−1,Pe = −0.03). The left four columns of the table contain the
bin centre (Q2c ), the measured cross section, the statistical uncertainty
and the total systematic uncertainty. The right eight columns of the
table list the bin-to-bin correlated systematic uncertainties for δ1–δ7,
and the systematic uncertainties summed in quadrature for δ8–δ13, as
defined in Sect. 8. The upper and lower correlated uncertainties cor-
respond to a positive or negative variation of a cut value for example.
However, if this is not possible for a particular systematic, the uncer-
tainty is symmetrised
Q2c (GeV
2) dσ/dQ2 (pb/GeV2) stat. (%) sys. (%) δ1 (%) δ2 (%) δ3 (%) δ4 (%) δ5 (%) δ6 (%) δ7 (%) δ8–δ13 (%)
195 1.96×101 ± 0.4 +1.2−1.1 +0.0−0.1 −0.5+0.6 +0.4−0.4 +0.1−0.1 −0.1+0.1 +0.1+0.2 +0.0−0.0 +0.9−0.9
220 1.47×101 ± 0.5 +1.3−1.2 +0.4−0.0 −0.5+0.6 +0.4−0.4 +0.6−0.6 −0.0+0.1 −0.0+0.2 +0.1−0.1 +0.6−0.8
255 1.01×101 ± 0.6 +1.5−1.3 +0.6−0.0 −0.5+0.6 +0.8−0.8 +0.6−0.6 −0.1+0.2 −0.1+0.2 +0.1−0.1 +0.7−0.7
285 7.89 ± 0.6 +1.4−1.1 +0.7−0.0 −0.5+0.7 +0.2−0.2 +0.7−0.7 −0.1+0.2 −0.1+0.1 +0.1−0.1 +0.6−0.6
320 5.93 ± 0.6 +1.4−1.2 +0.5+0.0 −0.5+0.7 +0.6−0.6 +0.5−0.5 −0.1+0.3 −0.2+0.2 +0.1−0.1 +0.7−0.7
360 4.51 ± 0.7 +1.4−1.2 +0.8−0.1 −0.5+0.6 +0.4−0.4 +0.7−0.7 +0.1+0.1 −0.2+0.1 +0.1−0.1 +0.6−0.7
400 3.52 ± 0.7 +1.5−1.2 +0.5−0.0 −0.5+0.6 −0.1+0.1 +0.9−0.9 −0.0+0.0 −0.4+0.5 +0.1−0.1 +0.6−0.5
450 2.63 ± 0.8 +2.1−1.9 +0.5−0.0 −0.5+0.6 +0.9−0.9 +1.4−1.4 −0.2+0.5 −0.3+0.7 +0.1−0.1 +0.6−0.7
510 1.92 ± 0.9 +1.5−1.0 +1.0−0.0 −0.6+0.7 +0.3−0.3 +0.2−0.2 −0.1+0.1 −0.3+0.4 +0.1−0.1 +0.7−0.6
570 1.45 ± 1.1 +1.4−0.9 +0.8−0.1 −0.5+0.7 +0.3−0.3 +0.1−0.1 −0.2+0.4 +0.1+0.2 +0.2−0.2 +0.7−0.6
630 1.16 ± 1.1 +1.5−1.1 +1.0−0.2 −0.7+0.7 +0.0−0.0 −0.7+0.7 +0.1−0.1 +0.1+0.2 +0.2−0.2 +0.2−0.3
700 8.98×10−1 ± 1.2 +0.8−0.7 +0.1−0.2 −0.6+0.7 +0.1−0.1 +0.1−0.1 +0.1+0.2 +0.3−0.1 +0.1−0.1 +0.3−0.4
780 6.88×10−1 ± 1.2 +0.9−0.9 +0.0−0.4 −0.5+0.6 +0.5−0.5 +0.5−0.5 +0.1+0.0 +0.1+0.0 +0.1−0.1 +0.2−0.3
860 5.33×10−1 ± 1.3 +0.8−0.8 +0.4+0.0 −0.4+0.5 −0.4+0.4 −0.1+0.1 −0.3−0.3 −0.1−0.1 +0.2−0.2 +0.3−0.4
940 4.27×10−1 ± 1.4 +1.1−0.9 +0.0−0.2 −0.4+0.5 −0.4+0.4 +0.6−0.6 +0.4−0.1 −0.0−0.1 +0.2−0.2 +0.4−0.2
1030 3.41×10−1 ± 1.5 +1.5−1.4 +0.4−0.1 −0.3+0.5 +0.7−0.7 +1.1−1.1 +0.1+0.2 −0.1−0.4 +0.3−0.3 +0.4−0.4
1130 2.75×10−1 ± 1.5 +1.2−1.2 +0.2−0.3 −0.4+0.4 +0.9−0.9 −0.1+0.1 −0.1+0.4 +0.1−0.4 +0.2−0.3 +0.3−0.4
1270 2.02×10−1 ± 1.5 +0.7−0.7 +0.0−0.1 −0.3+0.4 −0.4+0.4 −0.1+0.1 +0.1−0.1 −0.1−0.2 +0.3−0.2 +0.3−0.4
1420 1.52×10−1 ± 1.7 +1.0−0.9 +0.5+0.0 −0.3+0.4 +0.1−0.1 −0.6+0.6 +0.1−0.2 −0.1−0.0 +0.4−0.4 +0.4−0.4
1590 1.12×10−1 ± 1.7 +1.0−0.6 +0.6−0.1 −0.3+0.3 +0.1−0.1 −0.2+0.2 +0.3+0.0 +0.0+0.3 +0.4−0.3 +0.3−0.3
1790 8.40×10−2 ± 2.0 +1.0−1.1 +0.5−0.1 −0.3+0.3 +0.6−0.6 −0.5+0.5 +0.2−0.1 −0.5−0.4 +0.3−0.3 +0.3−0.4
1990 6.25×10−2 ± 2.3 +1.5−1.6 +0.1−0.7 −0.3+0.4 −0.5+0.5 +1.3−1.3 +0.1+0.0 +0.1−0.2 +0.1−0.2 +0.3−0.3
2300 4.39×10−2 ± 1.8 +0.7−0.6 +0.2+0.0 −0.2+0.3 +0.2−0.2 +0.1−0.1 −0.2−0.0 +0.3+0.1 +0.3−0.2 +0.3−0.4
2800 2.65×10−2 ± 2.1 +1.6−0.7 +1.4−0.3 −0.2+0.3 −0.2+0.2 +0.4−0.4 +0.1+0.0 +0.3+0.1 +0.4−0.4 +0.4−0.2
3500 1.48×10−2 ± 2.5 +0.8−0.8 +0.2+0.0 −0.2+0.3 −0.5+0.5 −0.2+0.2 −0.1−0.0 +0.0−0.4 +0.3−0.1 +0.4−0.4
4200 9.32×10−3 ± 3.0 +1.9−0.8 +1.8−0.3 −0.2+0.3 +0.4−0.4 −0.0+0.0 +0.1−0.0 −0.4+0.0 +0.1−0.2 +0.2−0.4
5100 5.08×10−3 ± 3.8 +2.2−1.1 +1.9−0.3 −0.2+0.2 +0.9−0.9 −0.0+0.0 +0.0+0.0 +0.1+0.2 +0.2−0.2 +0.5−0.5
6050 3.81×10−3 ± 4.2 +2.5−2.4 +1.0+0.0 −0.2+0.3 −2.1+2.1 −0.4+0.4 +0.0+0.0 −0.8−0.1 +0.8−0.3 +0.4−0.4
7100 2.23×10−3 ± 5.0 +3.0−1.9 +2.4−0.1 −0.3+0.3 +1.4−1.4 +0.9−0.9 +0.0+0.0 −0.8+0.5 +0.2−0.1 +0.4−0.5
8400 1.59×10−3 ± 5.5 +3.7−1.2 +3.7−0.9 −0.3+0.4 −0.2+0.2 +0.1−0.1 +0.0+0.0 −0.0−0.0 +0.2+0.0 +0.3−0.8
10800 6.90×10−4 ± 5.2 +2.8−0.7 +2.7+0.0 −0.3+0.4 −0.2+0.2 +0.1−0.1 +0.0+0.0 −0.2−0.1 +0.3−0.2 +0.4−0.5
15200 2.45×10−4 ± 7.2 +2.8−3.7 +1.4−0.7 −1.1+0.3 −2.1+2.1 +0.7−0.7 +0.0+0.0 −0.9−2.6 +0.6−0.3 +0.5−0.6
21500 7.99×10−5 +11.7−10.6 +8.1−2.9 +7.8−1.4 −0.2+0.2 +0.1−0.1 +1.1−1.1 +0.0+0.0 −1.7+0.4 +1.5−1.3 +1.0−1.0
36200 6.62×10−6 +19.3−16.4 +6.7−4.9 +6.5+0.0 −0.3+0.3 −0.9+0.9 +0.8−0.8 +0.0+0.0 +0.1−3.0 +0.0−3.5 +1.4−1.4
cross sections in a particular bin (d2σ/dxdQ2 is shown as
an example) was determined according to
d2σ
dxdQ2






where Ndata is the number of data events in the bin, Nbg is
the number of background events predicted from the photo-
production MC, and NMC is the number of signal MC events
normalised to the luminosity of the data. The SM predic-
tion for the Born-level cross section, d2σ SMBorn/dxdQ
2, was
evaluated using CTEQ5D PDFs [33] as in the MC simula-
tion and using the PDG [48] values for the fine-structure
constant, the mass of the Z boson, and the weak mixing an-
gle. This procedure implicitly takes into account the accep-
tance, bin-centering, and radiative corrections from the MC
simulation. The bin sizes used for the determination of the
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Table 3 The single differential cross section dσ/dx (y < 0.9) for
Q2 > 185 GeV2 and Q2 > 3 000 GeV2 for the reaction e−p → e−X
(L = 169.9 pb−1,Pe = −0.03). The Q2 and bin range, bin centre (xc)
and measured cross section corrected to the electroweak Born level
are shown. The first (second) error on the cross section corresponds to
the statistical (systematic) uncertainties. The number of observed data
events (Ndata) and simulated background events (NMCbg ) are also shown
Q2 > (GeV2) x range xc dσ/dx ( pb) Ndata NMCbg
185 (0.63 – 1.00)×10−2 0.794×10−2 (8.66 ± 0.05+0.15−0.13) × 104 39875 243.8
(0.10 – 0.16)×10−1 0.126×10−1 (5.80 ± 0.03+0.08−0.07) × 104 48561 202.6
(0.16 – 0.25)×10−1 0.200×10−1 (3.60 ± 0.02+0.04−0.03) × 104 49042 122.0
(0.25 – 0.40)×10−1 0.316×10−1 (2.11 ± 0.01+0.05−0.04) × 104 49989 58.2
(0.40 – 0.63)×10−1 0.501×10−1 (1.24 ± 0.01+0.03−0.03) × 104 41427 14.5
(0.63 – 1.00)×10−1 0.794×10−1 (7.05 ± 0.04+0.18−0.18) × 103 37564 8.6
0.10 – 0.16 0.126 (3.96 ± 0.02+0.14−0.14) × 103 34201 4.3
0.16 – 0.25 0.200 (2.03 ± 0.02+0.09−0.09) × 103 19029 2.9
3000 (0.40 – 0.63)×10−1 0.501×10−1 (1.89 ± 0.08+0.08−0.04) × 102 640 7.4
(0.63 – 1.00)×10−1 0.794×10−1 (2.11 ± 0.06+0.03−0.02) × 102 1211 5.8
0.10 – 0.16 0.126 (1.62 ± 0.04+0.02−0.01) × 102 1522 4.3
0.16 – 0.25 0.200 (9.37 ± 0.26+0.17−0.15) × 101 1306 2.9
0.25 – 0.40 0.316 (4.21 ± 0.14+0.04−0.04) × 101 941 1.5
0.40 – 0.75 0.687 1.42 ± 0.07+0.06−0.05 381 0.0
Table 4 Systematic uncertainties with bin-to-bin correlations for
dσ/dx (y < 0.9) for Q2 > 185 GeV2 and Q2 > 3 000 GeV2 for the
reaction e−p → e−X (L = 169.9 pb−1,Pe = −0.03). The left five
columns of the table contain the Q2 range, bin centre (xc), the mea-
sured cross section, the statistical uncertainty and the total systematic
uncertainty. The right eight columns of the table list the bin-to-bin
correlated systematic uncertainties for δ1–δ7, and the systematic un-
certainties summed in quadrature for δ8–δ13, as defined in Sect. 8. The
upper and lower correlated uncertainties correspond to a positive or
negative variation of a cut value for example. However, if this is not
possible for a particular systematic, the uncertainty is symmetrised
Q2 > (GeV2) xc dσ/dx(pb) stat. sys. δ1 δ2 δ3 δ4 δ5 δ6 δ7 δ8–δ13
(%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
185 0.794×10−2 8.66×104 ± 0.5 +1.7−1.5 +0.6−0.1 −0.7+0.8 +0.4−0.4 −1.0+1.0 +0.0+0.0 −0.1+0.4 +0.2−0.2 +0.7−0.7
0.126×10−1 5.80×104 ± 0.5 +1.4−1.3 +0.4−0.0 −0.5+0.6 −0.0+0.0 −1.0+1.0 +0.0+0.0 −0.2+0.3 +0.2−0.2 +0.6−0.6
0.200×10−1 3.60×104 ± 0.5 +1.1−0.9 +0.5−0.0 −0.4+0.5 −0.4+0.4 +0.4−0.4 +0.0+0.0 −0.2+0.2 +0.1−0.1 +0.6−0.6
0.316×10−1 2.11×104 ± 0.5 +2.2−2.1 +0.4−0.0 −0.3+0.4 −1.0+1.0 +1.7−1.7 +0.0+0.0 −0.1+0.2 +0.1−0.0 +0.6−0.7
0.501×10−1 1.24×104 ± 0.5 +2.3−2.2 +0.3−0.0 −0.2+0.3 −1.3+1.3 +1.7−1.7 +0.0+0.0 −0.0+0.2 +0.0−0.0 +0.6−0.6
0.794×10−1 7.05×103 ± 0.5 +2.5−2.5 +0.3−0.0 −0.1+0.3 +1.8−1.8 +1.5−1.5 +0.0+0.0 +0.0+0.0 +0.0−0.0 +0.6−0.7
0.126 3.96×103 ± 0.6 +3.6−3.6 +0.3+0.0 −0.1+0.2 +3.1−3.1 +1.6−1.6 −0.1+0.0 −0.1+0.1 +0.0−0.0 +0.6−0.6
0.200 2.03×103 ± 0.8 +4.7−4.5 +0.3−0.0 −0.1+0.2 +4.4−4.4 +0.5−0.5 −0.3+1.3 −0.0+0.1 +0.0−0.0 +0.6−0.6
3000 0.501×10−1 1.89×102 ± 4.0 +4.2−2.1 +3.8+0.0 −0.2+0.1 −1.7+1.7 −0.1+0.1 +0.0+0.0 −0.4−0.9 +0.6−0.5 +0.7−0.5
0.794×10−1 2.11×102 ± 2.9 +1.4−1.1 +1.0−0.3 −0.2+0.3 +0.5−0.5 +0.6−0.6 +0.0+0.0 −0.5−0.3 +0.5−0.2 +0.3−0.4
0.126 1.62×102 ± 2.6 +1.1−0.5 +1.0−0.0 −0.2+0.3 +0.0−0.0 −0.1+0.1 +0.0+0.0 −0.4−0.1 +0.1−0.1 +0.2−0.2
0.200 9.37×101 ± 2.8 +1.8−1.6 +1.0−0.1 −0.3+0.2 −1.5+1.5 +0.1−0.1 +0.0+0.0 +0.1−0.3 +0.2−0.1 +0.3−0.3
0.316 4.21×101 ± 3.3 +0.9−1.0 +0.6−0.5 −0.2+0.2 −0.2+0.2 −0.3+0.3 +0.0+0.0 +0.1−0.5 +0.1−0.1 +0.4−0.5
0.687 1.42 ± 5.1 +4.3−3.9 +1.9+0.0 −0.4+0.6 +3.6−3.6 −0.3+0.3 +0.3+0.1 −1.1+1.1 +0.0−0.2 +0.8−0.9
single- and double-differential cross sections were chosen to
be commensurate with the detector resolutions. The statisti-
cal uncertainties on the cross sections were calculated from
the numbers of events observed in the bins, taking into ac-
count the statistical uncertainty of the MC simulation (signal
and background). Poisson statistics were used for all bins.
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Table 5 The single differential cross section dσ/dy for Q2 >
185 GeV2 and Q2 > 3 000 GeV2 for the reaction e−p → e−X
(L = 169.9 pb−1,Pe = −0.03). The Q2 and bin range, bin centre (yc)
and measured cross section corrected to the electroweak Born level
are shown. The first (second) error on the cross section corresponds to
the statistical (systematic) uncertainties. The number of observed data
events (Ndata) and simulated background events (NMCbg ) are also shown
Q2 > (GeV2) y range yc dσ/dy ( pb) Ndata NMCbg
185 0.00 – 0.05 0.025 (1.62 ± 0.01 +0.07−0.07) × 104 77160 0.0
0.05 – 0.10 0.075 (8.04 ± 0.03 +0.20−0.20) × 103 63212 0.0
0.10 – 0.15 0.125 (5.65 ± 0.03 +0.07−0.06) × 103 44182 0.0
0.15 – 0.20 0.175 (4.33 ± 0.03 +0.05−0.04) × 103 32450 2.9
0.20 – 0.25 0.225 (3.54 ± 0.02 +0.03−0.03) × 103 25546 18.8
0.25 – 0.30 0.275 (2.97 ± 0.02 +0.04−0.04) × 103 20660 11.4
0.30 – 0.35 0.325 (2.59 ± 0.02 +0.04−0.03) × 103 17536 34.0
0.35 – 0.40 0.375 (2.23 ± 0.02 +0.03−0.02) × 103 14668 53.5
0.40 – 0.45 0.425 (1.98 ± 0.02 +0.03−0.02) × 103 12363 69.7
0.45 – 0.50 0.475 (1.76 ± 0.02 +0.03−0.02) × 103 10889 101.1
0.50 – 0.55 0.525 (1.60 ± 0.02 +0.03−0.02) × 103 9651 108.2
0.55 – 0.60 0.575 (1.47 ± 0.02 +0.03−0.03) × 103 8568 81.8
0.60 – 0.65 0.625 (1.33 ± 0.02 +0.04−0.04) × 103 7248 99.8
0.65 – 0.70 0.675 (1.21 ± 0.02 +0.04−0.04) × 103 5936 95.1
0.70 – 0.75 0.725 (1.12 ± 0.02 +0.06−0.05) × 103 4376 83.4
3000 0.05 – 0.10 0.075 (3.46 ± 0.22 +0.07−0.06) × 101 242 0.0
0.10 – 0.15 0.125 (6.09 ± 0.29 +0.21−0.18) × 101 452 0.0
0.15 – 0.20 0.175 (6.49 ± 0.29 +0.10−0.10) × 101 493 0.0
0.20 – 0.25 0.225 (6.25 ± 0.28 +0.05−0.07) × 101 505 0.0
0.25 – 0.30 0.275 (6.39 ± 0.28 +0.11−0.07) × 101 525 0.0
0.30 – 0.35 0.325 (6.15 ± 0.28 +0.12−0.07) × 101 501 1.4
0.35 – 0.40 0.375 (5.22 ± 0.25 +0.13−0.07) × 101 425 0.0
0.40 – 0.45 0.425 (5.34 ± 0.26 +0.18−0.17) × 101 439 0.0
0.45 – 0.50 0.475 (5.19 ± 0.25 +0.14−0.11) × 101 421 0.0
0.50 – 0.55 0.525 (4.14 ± 0.23 +0.12−0.13) × 101 332 2.9
0.55 – 0.60 0.575 (4.28 ± 0.23 +0.05−0.07) × 101 335 0.0
0.60 – 0.65 0.625 (3.72 ± 0.22 +0.08−0.18) × 101 286 0.0
0.65 – 0.70 0.675 (3.93 ± 0.23 +0.09−0.20) × 101 301 3.0
0.70 – 0.75 0.725 (2.92 ± 0.20 +0.08−0.08) × 101 218 1.5
0.75 – 0.80 0.775 (2.98 ± 0.20 +0.10−0.10) × 101 219 1.5
0.80 – 0.85 0.825 (2.85 ± 0.20 +0.39−0.12) × 101 201 4.4
0.85 – 0.90 0.875 (2.57 ± 0.21 +0.14−0.43) × 101 173 8.7
8 Systematic uncertainties
Systematic uncertainties were estimated by re-calculating
the cross sections after modifying the analysis to account
for known uncertainties. The positive and negative devia-
tions from the nominal cross-section values were added in
quadrature separately to obtain the total positive and nega-
tive systematic uncertainty. The total systematic uncertain-
ties for the bins used in the reduced cross section measure-
ments are shown in Fig. 2. The description of each system-
atic uncertainty follows.
The following systematic uncertainties were treated as
correlated between bins:
• {δ1} to estimate the systematic uncertainty associated with
the electron finder, an alternative electron-finding algo-
rithm [49] was used and the results were compared to
those using the nominal algorithm. In addition, to evaluate
the systematic uncertainty of electron finding in an envi-
ronment of densely packed energy deposits, the electron
isolation requirement was varied by ±2 GeV. These two
checks were combined to give the systematic uncertainty
from electron finding which was less than 1% for the bulk
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Table 6 Systematic uncertainties with bin-to-bin correlations for
dσ/dy for Q2 > 185 GeV2 and Q2 > 3 000 GeV2 for the reaction
e−p → e−X (L = 169.9 pb−1,Pe = −0.03). The left five columns of
the table contain the Q2 range, bin centre (yc), the measured cross sec-
tion, the statistical uncertainty and the total systematic uncertainty. The
right eight columns of the table list the bin-to-bin correlated system-
atic uncertainties for δ1–δ7, and the systematic uncertainties summed
in quadrature for δ8–δ13, as defined in Sect. 8. The upper and lower
correlated uncertainties correspond to a positive or negative variation
of a cut value for example. However, if this is not possible for a partic-
ular systematic, the uncertainty is symmetrised
Q2 > (GeV2) yc dσ/dy(pb) stat. sys. δ1 δ2 δ3 δ4 δ5 δ6 δ7 δ8–δ13
(%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
185 0.025 1.62×104 ± 0.4 +4.1−4.1 +0.1−0.0 −0.1+0.2 +3.6−3.6 +1.7−1.7 −0.1+0.5 −0.0+0.2 +0.0+0.0 +0.7−0.8
0.075 8.04×103 ± 0.4 +2.5−2.5 +0.4−0.0 −0.2+0.3 −1.5+1.5 +1.9−1.9 +0.0−0.0 +0.0+0.2 +0.0+0.0 +0.7−0.7
0.125 5.65×103 ± 0.5 +1.2−1.1 +0.5−0.0 −0.3+0.4 −0.5+0.5 +0.7−0.7 +0.0+0.0 −0.1+0.2 +0.0+0.0 +0.6−0.6
0.175 4.33×103 ± 0.6 +1.1−1.0 +0.4−0.0 −0.4+0.5 −0.2+0.2 −0.6+0.6 +0.0+0.0 +0.0+0.2 +0.0−0.0 +0.5−0.7
0.225 3.54×103 ± 0.7 +1.0−0.8 +0.4+0.0 −0.4+0.5 +0.1−0.1 −0.4+0.4 +0.0+0.0 −0.1+0.2 +0.0−0.0 +0.6−0.5
0.275 2.97×103 ± 0.7 +1.2−1.2 +0.4−0.0 −0.4+0.5 −0.2+0.2 −0.8+0.8 +0.0+0.0 −0.2+0.2 +0.0−0.0 +0.6−0.7
0.325 2.59×103 ± 0.8 +1.4−1.2 +0.7−0.1 −0.4+0.4 +0.2−0.2 −1.0+1.0 +0.0+0.0 −0.1+0.4 +0.1−0.1 +0.5−0.6
0.375 2.23×103 ± 0.9 +1.1−0.8 +0.7−0.0 −0.3+0.5 −0.0+0.0 +0.1−0.1 +0.0+0.0 −0.2+0.3 +0.1−0.1 +0.6−0.7
0.425 1.98×103 ± 1.0 +1.4−1.0 +0.9−0.0 −0.3+0.5 +0.8−0.8 −0.1+0.1 +0.0+0.0 −0.1−0.0 +0.2−0.2 +0.5−0.5
0.475 1.76×103 ± 1.0 +1.9−1.0 +1.7−0.2 −0.3+0.5 −0.3+0.3 +0.1−0.1 +0.0+0.0 +0.1+0.2 +0.4−0.4 +0.6−0.7
0.525 1.60×103 ± 1.1 +1.6−1.3 +0.9−0.0 −0.5+0.6 +0.6−0.6 −0.8+0.8 +0.0+0.0 −0.3+0.2 +0.5−0.5 +0.5−0.4
0.575 1.47×103 ± 1.2 +2.3−2.3 +0.1−0.3 −0.7+0.9 +0.8−0.8 −1.8+1.8 +0.0+0.0 −0.1+0.1 +0.4−0.4 +0.4−0.5
0.625 1.33×103 ± 1.3 +3.3−3.2 +0.5−0.1 −1.5+1.6 −1.8+1.8 −2.1+2.1 +0.0+0.0 −0.3+0.1 +0.6−0.6 +0.4−0.4
0.675 1.21×103 ± 1.4 +3.5−3.2 +0.4−0.9 −2.7+3.2 +0.6−0.6 −0.8+0.8 +0.0+0.0 −0.1+0.4 +0.7−0.7 +0.4−0.5
0.725 1.12×103 ± 1.6 +5.7−4.7 +0.2−0.1 −4.3+5.3 +0.1−0.1 −1.6+1.6 +0.0+0.0 −0.1+0.2 +0.8−0.8 +0.8−0.8
3000 0.075 3.46×101 ± 6.5 +1.9−1.7 +0.1−0.0 −0.4+0.5 −0.2+0.2 −0.3+0.3 +1.3−0.1 −1.0+0.5 +0.0+0.0 +1.2−1.3
0.125 6.09×101 ± 4.7 +3.4−2.9 +1.4−0.0 −0.2+0.3 +2.5−2.5 −1.3+1.3 +0.0+0.0 +1.0−0.1 +0.0+0.0 +0.4−0.6
0.175 6.49×101 ± 4.5 +1.5−1.5 +0.1−0.4 −0.3+0.3 −1.3+1.3 −0.5+0.5 +0.0+0.0 +0.1−0.2 +0.0+0.0 +0.5−0.3
0.225 6.25×101 ± 4.5 +0.8−1.2 +0.2−0.5 −0.2+0.3 +0.5−0.5 +0.2−0.2 +0.0+0.0 −0.9−0.1 +0.0+0.0 +0.5−0.3
0.275 6.39×101 ± 4.4 +1.8−1.1 +1.5−0.1 −0.2+0.2 −0.9+0.9 −0.1+0.1 +0.0+0.0 −0.6−0.4 +0.0+0.0 +0.4−0.3
0.325 6.15×101 ± 4.5 +2.0−1.2 +1.6−0.1 −0.2+0.3 +0.5−0.5 +0.8−0.8 +0.0+0.0 +0.5+0.2 +0.1−0.1 +0.4−0.6
0.375 5.22×101 ± 4.9 +2.5−1.3 +2.3−0.2 −0.2+0.3 +0.6−0.6 +0.8−0.8 +0.0+0.0 +0.1+0.0 +0.0+0.0 +0.4−0.7
0.425 5.34×101 ± 4.8 +3.3−3.1 +1.0−0.3 −0.2+0.3 −3.0+3.0 +0.9−0.9 +0.0+0.0 −0.3−0.3 +0.0+0.0 +0.4−0.4
0.475 5.19×101 ± 4.9 +2.7−2.1 +2.1+0.0 −0.2+0.3 +1.5−1.5 +0.9−0.9 +0.0+0.0 −0.0−0.9 +0.0+0.0 +0.3−0.7
0.525 4.14×101 ± 5.5 +3.0−3.2 +0.2−0.8 −0.3+0.3 −2.8+2.8 +0.0−0.0 +0.0+0.0 −0.5+0.4 +0.4−0.4 +0.9−1.0
0.575 4.28×101 ± 5.5 +1.2−1.5 +0.4−0.6 −0.2+0.2 +1.1−1.1 +0.0−0.0 +0.0+0.0 −0.8−0.2 +0.0+0.0 +0.3−0.4
0.625 3.72×101 ± 5.9 +2.1−4.9 +0.9−4.5 −0.2+0.3 −1.8+1.8 −0.6+0.6 +0.0+0.0 −0.6+0.0 +0.0+0.0 +0.5−0.3
0.675 3.93×101 ± 5.9 +2.2−5.0 +1.8−4.9 −0.2+0.2 +0.9−0.9 +0.5−0.5 +0.0+0.0 −0.6+0.2 +0.4−0.4 +0.7−0.6
0.725 2.92×101 ± 6.8 +2.8−2.8 +0.1−2.0 −0.2+0.2 −1.5+1.5 −1.0+1.0 +0.0+0.0 −0.7+1.8 +0.3−0.3 +1.2−0.7
0.775 2.98×101 ± 6.8 +3.4−3.4 +3.1+0.0 −0.2+0.2 +0.9−0.9 +0.5−0.5 +0.0+0.0 −0.6−3.1 +0.3−0.3 +0.7−0.7
0.825 2.85×101 ± 7.2 +13.8−4.1 +13.7−0.5 −0.1+0.2 +0.2−0.2 −0.0+0.0 +0.0+0.0 +1.6−3.9 +1.1−0.9 +0.6−0.5
0.875 2.57×101 ± 8.2 +5.3−16.8 +2.1−16.1 −1.5+0.5 +0.6−0.6 +0.2−0.2 +0.0+0.0 −3.9−0.1 +4.6−2.1 +1.4−2.0
of the phase space. In the double-differential cross-section
bins at high Q2 and high y, the uncertainty was about
4%, and increased to 18% in the high-y bins of dσ/dy
for Q2 > 3 000 GeV2;
• {δ2} the variation of the electron energy scale by ±2%
in the MC resulted in changes less than 1% in the cross
sections over most of the kinematic region due to the use
of the DA reconstruction method. The effect was at most
5% at high y in dσ/dy;
• {δ3} the nominal procedure to calculate γmax used MC
sample with a similar Q2 cut as in the NC event selec-
tion. To account for the Q2 dependence of γmax in the
backsplash removal procedure, it was also derived with
higher Q2 thresholds and the results were compared. The
effect on the cross sections was generally less than 1%,
but increased to typically 5% in the high-x bins;
• {δ4} the systematic uncertainty in the parton-shower
scheme was evaluated by using the MEPS model of LEPTO
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Fig. 3 The e−p NC DIS cross
sections: (a) dσ/dQ2 for
y < 0.9 and the ratio to the SM
prediction, (b) dσ/dx for
Q2 > 185 GeV2 and
Q2 > 3000 GeV2 for y < 0.9
and (c) dσ/dy for
Q2 > 185 GeV2 and
Q2 > 3000 GeV2. The closed
circles represent data points in
which the inner error bars show
the statistical uncertainty while
the outer bars show the
statistical and systematic
uncertainties added in
quadrature. The curves show the
predictions of the SM evaluated
using the ZEUS-JETS PDFs at a
polarisation corresponding to
the residual polarisation in the
data and the shaded band shows
the uncertainties from the
ZEUS-JETS PDFs
to calculate the acceptance instead of ARIADNE.3 The un-
certainty was typically within ±2% but reached 5% in
some bins of the double-differential cross sections;
• {δ5} the cut of 20 cm on the projected radius of the
hadronic angle onto the FCAL was varied by ±3 cm. The
cross sections typically changed less than ±1%. The ef-
fect increased up to ±6% for the highest x bins of both
dσ/dx and the double-differential cross section;
• {δ6} the uncertainty due to “overlay” events, in which a
normal DIS event coincided with additional energy de-
posits in the RCAL from some other interaction, and pho-
toproduction contamination was estimated by narrowing
or widening the 38 < δ < 65 GeV interval symmetrically
by ±4 GeV. The effect on the cross sections was typically
3Since the simulation of parton-shower scheme also changes the de-
scription of the electron isolation, the comparison was made without
the electron isolation requirement to prevent double counting of sys-
tematic errors.
below 2%. In a few high-Q2 bins the uncertainty was as
large as 4%;
• {δ7} systematic uncertainties arising from the normalisa-
tion of the photoproduction background were estimated
by changing the background normalisation by ±40%. In
addition, systematic uncertainties arising from the esti-
mation of the photoproduction background were also es-
timated by reducing the cut on ye to ye < 0.9. The re-
sulting changes in the cross sections were typically below
±1%, and at most 2% in the high-Q2 bins of the double-
differential cross-section.
The following systematic uncertainties are either small or
not correlated between bins:
• {δ8} the energy resolution used in the MC for the scattered
electron was varied by ±1%, and the effect was less than
0.5% over the full kinematic range;
• {δ9} to reflect uncertainties in the alignment of the CAL
with respect to the CTD, the electron scattering angle was
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Table 7 The reduced cross section σ̃ for the reaction e−p → e−X
(L = 169.9 pb−1,Pe = 0). The bin range, bin centre (Q2c and xc) and
measured cross section corrected to the electroweak Born level are
shown. The first (second) error on the cross section corresponds to
the statistical (systematic) uncertainties. The number of observed data
events (Ndata) and simulated background events (NMCbg ) are also shown
Q2 range (GeV2) Q2c (GeV
2) x range xc σ̃ Ndata NMCbg
185 – 240 200 0.0037 – 0.006 0.005 1.092 ± 0.010+0.014−0.011 14079 88.0
0.006 – 0.01 0.008 0.922 ± 0.008+0.018−0.018 16389 23.3
0.01 – 0.017 0.013 0.783 ± 0.006+0.013−0.013 17628 2.9
0.017 – 0.025 0.021 0.662 ± 0.006+0.014−0.014 12598 0.0
0.025 – 0.037 0.032 0.561 ± 0.006+0.023−0.022 11904 0.0
0.037 – 0.06 0.05 0.500 ± 0.005+0.012−0.012 11002 0.0
0.06 – 0.12 0.08 0.441 ± 0.004+0.024−0.024 14235 0.0
0.12 – 0.25 0.18 0.334 ± 0.004+0.018−0.018 7372 0.0
240 – 310 250 0.006 – 0.01 0.008 0.936 ± 0.010+0.014−0.012 11341 26.1
0.01 – 0.017 0.013 0.793 ± 0.008+0.013−0.012 12602 6.0
0.017 – 0.025 0.021 0.656 ± 0.008+0.011−0.009 8935 1.5
0.025 – 0.037 0.032 0.565 ± 0.007+0.019−0.019 8745 0.0
0.037 – 0.06 0.05 0.494 ± 0.006+0.017−0.016 8494 0.0
0.06 – 0.12 0.08 0.429 ± 0.005+0.022−0.022 10350 0.0
0.12 – 0.25 0.18 0.331 ± 0.004+0.016−0.015 6985 0.0
310 – 410 350 0.006 – 0.01 0.008 0.969 ± 0.013+0.021−0.015 6903 71.5
0.01 – 0.017 0.013 0.821 ± 0.009+0.016−0.010 9505 8.8
0.017 – 0.025 0.021 0.693 ± 0.009+0.006−0.004 7274 0.0
0.025 – 0.037 0.032 0.605 ± 0.008+0.012−0.011 7071 0.0
0.037 – 0.06 0.05 0.509 ± 0.006+0.014−0.013 7509 0.0
0.06 – 0.12 0.08 0.435 ± 0.005+0.009−0.009 8417 0.0
0.12 – 0.25 0.18 0.314 ± 0.004+0.020−0.020 6571 0.0
410 – 530 450 0.006 – 0.01 0.008 0.993 ± 0.014+0.023−0.021 5334 84.2
0.01 – 0.017 0.013 0.857 ± 0.013+0.010−0.009 4719 16.1
0.017 – 0.025 0.021 0.685 ± 0.012+0.013−0.012 3668 1.3
0.025 – 0.037 0.032 0.591 ± 0.009+0.011−0.010 4173 0.0
0.037 – 0.06 0.05 0.519 ± 0.007+0.013−0.012 5225 0.0
0.06 – 0.1 0.08 0.432 ± 0.007+0.009−0.008 4249 0.0
0.1 – 0.17 0.13 0.359 ± 0.006+0.018−0.018 3727 0.0
0.17 – 0.3 0.25 0.262 ± 0.005+0.015−0.014 2819 0.0
530 – 710 650 0.01 – 0.017 0.013 0.878 ± 0.013+0.013−0.007 5347 59.5
0.017 – 0.025 0.021 0.755 ± 0.013+0.009−0.008 3568 5.7
0.025 – 0.037 0.032 0.597 ± 0.012+0.007−0.006 2740 1.3
0.037 – 0.06 0.05 0.512 ± 0.010+0.005−0.005 2908 0.0
0.06 – 0.1 0.08 0.424 ± 0.009+0.010−0.010 2418 0.0
0.1 – 0.17 0.13 0.361 ± 0.008+0.010−0.009 2201 0.0
0.17 – 0.3 0.25 0.253 ± 0.006+0.017−0.017 1887 0.0
710 – 900 800 0.009 – 0.017 0.013 0.860 ± 0.016+0.015−0.016 3339 49.4
0.017 – 0.025 0.021 0.733 ± 0.016+0.008−0.006 2360 3.1
0.025 – 0.037 0.032 0.634 ± 0.013+0.009−0.009 2453 7.4
0.037 – 0.06 0.05 0.522 ± 0.010+0.011−0.011 2719 0.0
0.06 – 0.1 0.08 0.448 ± 0.010+0.012−0.012 2332 0.0
0.1 – 0.17 0.13 0.377 ± 0.009+0.004−0.004 1903 0.0
0.17 – 0.3 0.25 0.257 ± 0.007+0.009−0.009 1405 0.0
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Table 7 (Continued)
Q2 range (GeV2) Q2c (GeV
2) x range xc σ̃ Ndata NMCbg
900 – 1300 1200 0.01 – 0.017 0.014 0.892 ± 0.020 +0.022−0.029 2217 75.7
0.017 – 0.025 0.021 0.791 ± 0.016 +0.015−0.013 2553 23.2
0.025 – 0.037 0.032 0.608 ± 0.013 +0.007−0.007 2478 11.7
0.037 – 0.06 0.05 0.551 ± 0.010 +0.007−0.008 3197 1.3
0.06 – 0.1 0.08 0.456 ± 0.009 +0.006−0.006 3039 0.0
0.1 – 0.17 0.13 0.375 ± 0.008 +0.004−0.004 2451 0.0
0.17 – 0.3 0.25 0.247 ± 0.006 +0.006−0.006 1872 0.0
0.3 – 0.53 0.4 0.125 ± 0.005 +0.010−0.007 641 0.0
1300 – 1800 1500 0.017 – 0.025 0.021 0.765 ± 0.023 +0.020−0.018 1273 58.3
0.025 – 0.037 0.032 0.629 ± 0.017 +0.005−0.004 1402 7.1
0.037 – 0.06 0.05 0.522 ± 0.013 +0.005−0.004 1756 1.4
0.06 – 0.1 0.08 0.477 ± 0.011 +0.005−0.005 1887 0.0
0.1 – 0.15 0.13 0.376 ± 0.011 +0.008−0.007 1201 0.0
0.15 – 0.23 0.18 0.312 ± 0.010 +0.006−0.005 1028 0.0
0.23 – 0.35 0.25 0.264 ± 0.010 +0.005−0.005 729 0.0
0.35 – 0.53 0.4 0.128 ± 0.007 +0.011−0.006 318 0.0
1800 – 2500 2000 0.023 – 0.037 0.032 0.636 ± 0.021 +0.016−0.009 977 19.1
0.037 – 0.06 0.05 0.571 ± 0.016 +0.005−0.005 1229 0.0
0.06 – 0.1 0.08 0.459 ± 0.013 +0.009−0.009 1246 1.3
0.1 – 0.15 0.13 0.374 ± 0.013 +0.003−0.004 883 0.0
0.15 – 0.23 0.18 0.309 ± 0.012 +0.002−0.006 723 0.0
0.23 – 0.35 0.25 0.247 ± 0.011 +0.004−0.004 502 0.0
0.35 – 0.53 0.4 0.120 ± 0.008 +0.004−0.005 239 0.0
2500 – 3500 3000 0.037 – 0.06 0.05 0.581 ± 0.021 +0.012−0.006 777 9.0
0.06 – 0.1 0.08 0.507 ± 0.017 +0.006−0.006 902 1.5
0.1 – 0.15 0.13 0.378 ± 0.015 +0.004−0.003 623 0.0
0.15 – 0.23 0.18 0.320 ± 0.014 +0.004−0.004 528 0.0
0.23 – 0.35 0.25 0.286 ± 0.014 +0.021−0.021 427 0.0
0.35 – 0.53 0.4 0.135 ± 0.010 +0.005−0.005 185 0.0
0.53 – 0.75 0.65 0.017 +0.002−0.002
+0.002
−0.002 62 0.0
3500 – 5600 5000 0.04 – 0.1 0.08 0.527 ± 0.017 +0.009−0.005 1001 7.3
0.1 – 0.15 0.13 0.463 ± 0.019 +0.005−0.004 610 1.4
0.15 – 0.23 0.18 0.340 ± 0.015 +0.003−0.002 499 0.0
0.23 – 0.35 0.25 0.243 ± 0.014 +0.004−0.003 318 0.0
0.35 – 0.53 0.4 0.140 ± 0.011 +0.009−0.009 176 0.0
5600 – 9000 8000 0.07 – 0.15 0.13 0.560 ± 0.024 +0.006−0.010 582 4.4
0.15 – 0.23 0.18 0.433 ± 0.023 +0.011−0.012 346 0.0
0.23 – 0.35 0.25 0.309 ± 0.020 +0.012−0.012 232 0.0
0.35 – 0.53 0.4 0.114 +0.014−0.012
+0.008
−0.008 87 0.0
0.53 – 0.75 0.65 0.019 +0.004−0.003
+0.001
−0.001 35 0.0
9000 –15000 12000 0.09 – 0.23 0.18 0.464 ± 0.028 +0.006−0.018 275 1.4
0.23 – 0.35 0.25 0.353 ± 0.029 +0.010−0.008 149 0.0
0.35 – 0.53 0.4 0.156 +0.021−0.018
+0.007
−0.006 72 0.0
15000 –25000 20000 0.15 – 0.35 0.25 0.461 ± 0.043 +0.028−0.017 129 4.4
0.35 – 0.75 0.4 0.183 +0.030−0.026
+0.009
−0.007 48 0.0
25000 –50000 30000 0.25 – 0.75 0.4 0.237 +0.042−0.036
+0.016
−0.014 42 0.0
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Table 8 Systematic uncertainties with bin-to-bin correlations for
the reduced cross section σ̃ for the reaction e−p → e−X (L =
169.9 pb−1,Pe = 0). The left five columns of the table contain the
bin centres, Q2c and xc , the measured cross section, the statistical un-
certainty and the total systematic uncertainty. The right eight columns
of the table list the bin-to-bin correlated systematic uncertainties for
δ1–δ7, and the systematic uncertainties summed in quadrature for
δ8–δ13, as defined in Sect. 8. The upper and lower correlated uncer-
tainties correspond to a positive or negative variation of a cut value for
example. However, if this is not possible for a particular systematic,
the uncertainty is symmetrised
Q2c (GeV
2) xc σ̃ stat. (%) sys. (%) δ1 (%) δ2 (%) δ3 (%) δ4 (%) δ5 (%) δ6 (%) δ7 (%) δ8–δ13 (%)
200 0.005 1.092 ± 0.9 +1.3−1.0 +0.7−0.0 −0.4+0.6 +0.4−0.4 −0.4+0.4 +0.0+0.0 +0.1−0.1 +0.3−0.3 +0.7−0.7
0.008 0.922 ± 0.8 +1.9−1.9 +0.3−0.0 −0.4+0.5 +0.2−0.2 −1.6+1.6 +0.0+0.0 +0.1+0.4 +0.1−0.1 +0.8−1.0
0.013 0.783 ± 0.8 +1.7−1.6 +0.2+0.0 −0.5+0.5 −0.2+0.2 −1.3+1.3 +0.0+0.0 +0.0+0.4 +0.0−0.0 +0.8−0.9
0.021 0.662 ± 1.0 +2.1−2.1 +0.4+0.0 −0.3+0.5 −1.6+1.6 +0.9−0.9 +0.0+0.0 −0.1+0.1 +0.0+0.0 +0.8−0.9
0.032 0.561 ± 1.0 +4.0−4.0 +0.1−0.0 −0.3+0.4 −1.5+1.5 +3.6−3.6 +0.0+0.0 +0.2+0.4 +0.0+0.0 +0.8−0.8
0.05 0.500 ± 1.0 +2.5−2.4 +0.0−0.3 −0.2+0.3 −0.5+0.5 +2.2−2.2 +0.0+0.0 +0.0+0.3 +0.0+0.0 +1.0−0.9
0.08 0.441 ± 0.9 +5.5−5.5 +0.0−0.1 −0.2+0.2 +5.0−5.0 +2.0−2.0 −0.0+0.0 −0.0+0.1 +0.0+0.0 +0.8−1.0
0.18 0.334 ± 1.3 +5.4−5.4 +0.1+0.0 −0.1+0.2 +5.3−5.3 +0.5−0.5 +0.7+0.2 −0.1+0.1 +0.0+0.0 +0.7−0.9
250 0.008 0.936 ± 1.0 +1.5−1.3 +0.6−0.0 −0.3+0.4 +0.5−0.5 −0.9+0.9 +0.0+0.0 −0.2+0.3 +0.1−0.1 +0.7−0.7
0.013 0.793 ± 1.0 +1.7−1.5 +0.7+0.0 −0.5+0.6 +0.0−0.0 −1.3+1.3 +0.0+0.0 −0.1+0.2 +0.0−0.0 +0.5−0.7
0.021 0.656 ± 1.1 +1.6−1.4 +0.7−0.0 −0.3+0.5 −0.1+0.1 +1.1−1.1 +0.0+0.0 −0.2+0.2 +0.0−0.0 +0.8−0.7
0.032 0.565 ± 1.2 +3.3−3.3 +0.6−0.0 −0.3+0.4 −0.8+0.8 +3.0−3.0 +0.0+0.0 +0.0+0.1 +0.0+0.0 +0.7−0.9
0.05 0.494 ± 1.2 +3.4−3.3 +0.4+0.0 −0.1+0.3 −2.4+2.4 +2.2−2.2 +0.0+0.0 −0.0−0.1 +0.0+0.0 +0.7−0.6
0.08 0.429 ± 1.1 +5.2−5.1 +0.7−0.0 −0.1+0.3 +4.6−4.6 +2.2−2.2 +0.0+0.0 −0.0+0.1 +0.0+0.0 +0.7−0.7
0.18 0.331 ± 1.3 +4.8−4.7 +0.2+0.0 +0.0+0.2 +4.1−4.1 +2.0−2.0 +0.3+1.0 +0.0+0.2 +0.0+0.0 +0.8−0.8
350 0.008 0.969 ± 1.3 +2.1−1.5 +1.6−0.1 −0.5+0.6 +0.9−0.9 −0.4+0.4 +0.0+0.0 −0.6+0.4 +0.4−0.4 +0.6−0.8
0.013 0.821 ± 1.1 +1.9−1.2 +1.4−0.0 −0.2+0.5 −0.2+0.2 −1.0+1.0 +0.0+0.0 −0.2+0.5 +0.0−0.0 +0.7−0.6
0.021 0.693 ± 1.3 +0.9−0.6 +0.4−0.1 −0.3+0.4 +0.3−0.3 +0.0−0.0 +0.0+0.0 −0.2−0.0 +0.0+0.0 +0.6−0.5
0.032 0.605 ± 1.3 +1.9−1.8 +0.8−0.0 −0.2+0.4 −1.6+1.6 +0.2−0.2 +0.0+0.0 −0.3+0.1 +0.0+0.0 +0.6−0.7
0.05 0.509 ± 1.2 +2.7−2.6 +0.6−0.0 −0.1+0.2 −1.9+1.9 +1.6−1.6 +0.0+0.0 −0.1+0.2 +0.0+0.0 +0.5−0.7
0.08 0.435 ± 1.2 +2.0−2.0 +0.3+0.0 −0.1+0.2 +1.1−1.1 +1.6−1.6 +0.0+0.0 +0.0+0.1 +0.0+0.0 +0.7−0.7
0.18 0.314 ± 1.3 +6.4−6.3 +0.4+0.0 −0.0+0.2 +5.7−5.7 +2.6−2.6 −0.1+1.2 +0.1+0.2 +0.0+0.0 +0.7−0.6
450 0.008 0.993 ± 1.5 +2.4−2.1 +0.7−0.3 −1.4+1.6 +1.3−1.3 −0.5+0.5 +0.0+0.0 −0.2+0.3 +0.6−0.6 +0.5−0.4
0.013 0.857 ± 1.5 +1.1−1.1 +0.1−0.1 −0.5+0.6 −0.4+0.4 +0.2−0.2 +0.0+0.0 −0.6+0.6 +0.1−0.1 +0.5−0.6
0.021 0.685 ± 1.7 +1.8−1.7 +0.2−0.1 −0.4+0.5 −0.1+0.1 +1.3−1.3 +0.0+0.0 −0.7+0.9 +0.0−0.0 +0.8−0.8
0.032 0.591 ± 1.6 +1.9−1.7 +0.8−0.1 −0.2+0.4 +0.0−0.0 +1.4−1.4 +0.0+0.0 −0.5+0.4 +0.0+0.0 +1.0−0.9
0.05 0.519 ± 1.4 +2.5−2.4 +0.7−0.0 +0.0+0.2 −1.6+1.6 +1.6−1.6 +0.0+0.0 −0.4+0.6 +0.0+0.0 +0.7−0.7
0.08 0.432 ± 1.6 +2.1−1.9 +0.3+0.0 +0.1+0.2 −0.7+0.7 +1.7−1.7 +0.0+0.0 +0.1+0.6 +0.0+0.0 +0.7−0.5
0.13 0.359 ± 1.7 +4.9−4.9 +0.6+0.0 +0.1+0.1 +4.4−4.4 +1.9−1.9 +0.0+0.0 −0.4+0.4 +0.0+0.0 +0.5−0.6
0.25 0.262 ± 2.0 +5.6−5.5 +1.1+0.0 +0.2+0.1 +5.2−5.2 +1.1−1.1 −0.9+0.8 −0.1+0.6 +0.0+0.0 +0.8−0.8
650 0.013 0.878 ± 1.4 +1.5−0.8 +1.2−0.2 −0.5+0.6 −0.0+0.0 −0.1+0.1 +0.0+0.0 −0.2+0.3 +0.5−0.5 +0.4−0.3
0.021 0.755 ± 1.7 +1.1−1.1 +0.0−0.1 −0.4+0.5 −0.3+0.3 −0.9+0.9 +0.0+0.0 −0.2+0.0 +0.1−0.1 +0.2−0.2
0.032 0.597 ± 2.0 +1.2−1.0 +0.5−0.2 −0.4+0.5 −0.5+0.5 +0.7−0.7 +0.0+0.0 +0.5+0.5 +0.0−0.0 +0.2−0.2
0.05 0.512 ± 1.9 +1.0−0.9 +0.1−0.0 −0.3+0.4 −0.4+0.4 +0.7−0.7 +0.0+0.0 +0.1+0.0 +0.0+0.0 +0.5−0.4
0.08 0.424 ± 2.1 +2.4−2.3 +0.7−0.0 −0.1+0.3 −1.8+1.8 +1.0−1.0 +0.0+0.0 +0.1−0.0 +0.0+0.0 +0.9−1.1
0.13 0.361 ± 2.2 +2.7−2.4 +0.9−0.0 −0.1+0.2 +2.1−2.1 −0.8+0.8 +0.0+0.0 +0.1+0.4 +0.0+0.0 +1.0−0.9
0.25 0.253 ± 2.4 +6.6−6.5 +1.0−0.0 −0.1+0.3 +6.3−6.3 +1.0−1.0 −0.8+0.2 −0.1+0.5 +0.0+0.0 +1.0−1.1
800 0.013 0.860 ± 1.8 +1.7−1.9 +0.4−1.0 −0.8+1.0 +0.4−0.4 −1.0+1.0 +0.0+0.0 −0.1+0.0 +0.6−0.6 +0.3−0.4
0.021 0.733 ± 2.1 +1.1−0.9 +0.5−0.1 −0.4+0.5 +0.6−0.6 −0.2+0.2 +0.0+0.0 +0.0+0.5 +0.1−0.1 +0.4−0.4
0.032 0.634 ± 2.1 +1.4−1.4 +0.0−0.4 −0.4+0.5 −0.8+0.8 −0.9+0.9 +0.0+0.0 +0.3+0.0 +0.1−0.1 +0.2−0.4
0.05 0.522 ± 2.0 +2.2−2.2 +0.3+0.0 −0.3+0.4 +0.7−0.7 +2.0−2.0 +0.0+0.0 −0.4+0.1 +0.0+0.0 +0.3−0.4
0.08 0.448 ± 2.1 +2.6−2.6 +0.5−0.0 −0.2+0.3 −2.5+2.5 +0.1−0.1 +0.0+0.0 +0.5−0.7 +0.0+0.0 +0.3−0.4
0.13 0.377 ± 2.4 +1.1−1.0 +0.5−0.0 −0.2+0.3 +0.7−0.7 +0.6−0.6 +0.0+0.0 +0.1−0.4 +0.0+0.0 +0.2−0.2
0.25 0.257 ± 2.8 +3.7−3.4 +0.3+0.0 −0.2+0.2 +3.3−3.3 +0.8−0.8 +1.2−0.1 +0.7−0.5 +0.0+0.0 +0.2−0.3
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Table 8 (Continued)
Q2c (GeV
2) xc σ̃ stat. (%) sys. (%) δ1 (%) δ2 (%) δ3 (%) δ4 (%) δ5 (%) δ6 (%) δ7 (%) δ8–δ13 (%)
1200 0.014 0.892 ± 2.3 +2.4−3.2 +0.6−2.2 −0.8+1.0 −0.7+0.7 −1.4+1.4 +0.0+0.0 −0.3−0.8 +1.4−1.4 +0.5−0.2
0.021 0.791 ± 2.1 +1.9−1.6 +0.9−0.1 −0.5+0.5 +1.5−1.5 +0.0−0.0 +0.0+0.0 +0.1+0.4 +0.4−0.4 +0.3−0.4
0.032 0.608 ± 2.1 +1.2−1.1 +0.0−0.1 −0.4+0.5 −0.5+0.5 −0.7+0.7 +0.0+0.0 +0.1+0.1 +0.2−0.2 +0.6−0.6
0.05 0.551 ± 1.8 +1.3−1.4 +0.1−0.0 −0.3+0.3 −0.1+0.1 +1.2−1.2 +0.0+0.0 −0.3−0.4 +0.0−0.0 +0.4−0.4
0.08 0.456 ± 1.9 +1.4−1.3 +0.3−0.0 −0.2+0.4 −0.3+0.3 +1.2−1.2 +0.0+0.0 +0.3−0.3 +0.0+0.0 +0.4−0.3
0.13 0.375 ± 2.1 +1.1−1.2 +0.1−0.0 −0.1+0.2 −0.9+0.9 +0.4−0.4 +0.0+0.0 +0.1−0.5 +0.0+0.0 +0.3−0.4
0.25 0.247 ± 2.4 +2.4−2.3 +0.3+0.0 −0.2+0.3 +2.0−2.0 +1.0−1.0 +0.0+0.0 −0.3−0.1 +0.0+0.0 +0.5−0.4
0.4 0.125 ± 4.1 +8.1−5.7 +0.0−0.1 −0.4+0.4 +5.6−5.6 +0.6−0.6 +5.8+3.4 +0.5−1.0 +0.0+0.0 +0.5−0.5
1500 0.021 0.765 ± 3.0 +2.6−2.3 +0.9−0.2 −0.6+0.4 −0.4+0.4 −0.1+0.1 +0.0+0.0 −1.0+0.1 +2.3−1.9 +0.4−0.4
0.032 0.629 ± 2.7 +0.7−0.6 +0.3−0.1 −0.3+0.3 −0.1+0.1 −0.3+0.3 +0.0+0.0 −0.1−0.1 +0.2−0.2 +0.4−0.3
0.05 0.522 ± 2.4 +0.9−0.8 +0.2−0.0 −0.3+0.4 +0.2−0.2 +0.4−0.4 +0.0+0.0 −0.4+0.5 +0.0−0.0 +0.3−0.4
0.08 0.477 ± 2.3 +1.0−1.1 +0.2−0.0 −0.3+0.4 −0.9+0.9 −0.2+0.2 +0.0+0.0 −0.4+0.1 +0.0+0.0 +0.3−0.5
0.13 0.376 ± 2.9 +2.1−1.8 +0.8−0.0 −0.1+0.3 −1.3+1.3 −1.1+1.1 +0.0+0.0 +0.8−0.2 +0.0+0.0 +0.3−0.4
0.18 0.312 ± 3.2 +1.8−1.7 +0.6−0.1 −0.3+0.2 +0.0−0.0 −1.6+1.6 +0.0+0.0 −0.3−0.2 +0.0+0.0 +0.4−0.4
0.25 0.264 ± 3.8 +1.9−1.9 +0.0−0.3 −0.3+0.3 +1.7−1.7 +0.6−0.6 +0.1+0.0 −0.1−0.3 +0.0+0.0 +0.3−0.3
0.4 0.128 ± 5.7 +8.8−4.3 +0.6+0.0 −0.5+0.3 +2.0−2.0 −0.9+0.9 +8.4−3.6 +0.3−0.4 +0.0+0.0 +0.6−0.5
2000 0.032 0.636 ± 3.3 +2.5−1.4 +1.8+0.0 −0.2+0.2 +0.3−0.3 +1.0−1.0 +0.0+0.0 +0.4+0.7 +1.1−0.8 +0.3−0.4
0.05 0.571 ± 2.9 +1.0−0.8 +0.5−0.0 −0.3+0.4 −0.3+0.3 −0.6+0.6 +0.0+0.0 +0.1+0.1 +0.0+0.0 +0.3−0.3
0.08 0.459 ± 2.9 +2.0−2.0 +0.1−0.1 −0.3+0.4 −0.1+0.1 +1.9−1.9 +0.0+0.0 +0.2+0.0 +0.0−0.0 +0.3−0.3
0.13 0.374 ± 3.4 +0.8−1.2 +0.1−0.6 −0.2+0.3 −0.5+0.5 +0.5−0.5 +0.0+0.0 +0.1−0.6 +0.0+0.0 +0.3−0.4
0.18 0.309 ± 3.8 +0.6−1.9 +0.0−0.7 −0.2+0.2 −0.3+0.3 +0.1−0.1 +0.0+0.0 −0.4−1.6 +0.0+0.0 +0.4−0.6
0.25 0.247 ± 4.5 +1.7−1.6 +0.3−0.0 −0.2+0.3 +1.5−1.5 +0.5−0.5 +0.0+0.0 +0.4+0.5 +0.0+0.0 +0.5−0.5
0.4 0.120 ± 6.5 +3.7−3.9 +0.0−0.2 −0.3+0.4 +3.1−3.1 +1.1−1.1 −0.5+1.0 +0.1−1.3 +0.0+0.0 +1.2−1.4
3000 0.05 0.581 ± 3.7 +2.0−1.1 +1.6−0.1 −0.3+0.4 +0.9−0.9 −0.0+0.0 +0.0+0.0 +0.4+0.2 +0.5−0.5 +0.4−0.3
0.08 0.507 ± 3.4 +1.1−1.1 +0.2−0.4 −0.2+0.3 −0.4+0.4 +0.8−0.8 +0.0+0.0 +0.5−0.1 +0.1−0.1 +0.3−0.5
0.13 0.378 ± 4.0 +0.9−0.7 +0.1−0.1 −0.2+0.3 +0.6−0.6 −0.1+0.1 +0.0+0.0 −0.3−0.3 +0.0+0.0 +0.7−0.1
0.18 0.320 ± 4.4 +1.2−1.3 +0.0−0.3 −0.2+0.2 −0.9+0.9 −0.6+0.6 +0.0+0.0 −0.5+0.2 +0.0+0.0 +0.4−0.3
0.25 0.286 ± 4.9 +7.4−7.3 +0.6−0.0 −0.2+0.2 +7.3−7.3 +0.2−0.2 +0.0+0.0 +1.1+0.3 +0.0+0.0 +0.8−0.6




















5000 0.08 0.527 ± 3.2 +1.8−0.9 +1.6−0.3 −0.2+0.2 −0.3+0.3 +0.2−0.2 +0.0+0.0 −0.6−0.4 +0.3−0.3 +0.5−0.3
0.13 0.463 ± 4.1 +1.0−0.8 +0.8+0.0 −0.2+0.2 −0.4+0.4 +0.3−0.3 +0.0+0.0 +0.1−0.3 +0.1−0.1 +0.2−0.5
0.18 0.340 ± 4.5 +1.0−0.5 +0.2−0.1 −0.3+0.2 +0.2−0.2 +0.3−0.3 +0.0+0.0 −0.1+0.7 +0.0+0.0 +0.5−0.3
0.25 0.243 ± 5.6 +1.8−1.2 +0.7−0.0 −0.2+0.3 +0.7−0.7 −0.7+0.7 +0.0+0.0 +1.2−0.6 +0.0+0.0 +0.4−0.3
0.4 0.140 ± 7.6 +6.5−6.4 +0.0−0.3 −0.2+0.3 +6.0−6.0 −2.1+2.1 +0.0+0.0 +0.4+1.3 +0.0+0.0 +1.1−1.1
8000 0.13 0.560 ± 4.2 +1.0−1.9 +0.0−1.0 −0.3+0.3 −0.5+0.5 −0.1+0.1 +0.0+0.0 −1.3+0.3 +0.5−0.3 +0.5−0.5
0.18 0.433 ± 5.4 +2.6−2.9 +0.1−0.3 −0.2+0.2 −2.4+2.4 +0.6−0.6 +0.0+0.0 +0.5−0.3 +0.0+0.0 +0.6−1.3







































12000 0.18 0.464 ± 6.1 +1.3−3.8 +1.0−3.6 −0.3+0.4 −0.4+0.4 −0.2+0.2 +0.0+0.0 −0.3−0.8 +0.2−0.3 +0.5−0.6
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Fig. 4 The e±p unpolarised
NC DIS reduced cross section σ̃
plotted as a function of x at
fixed Q2. The closed (open)
circles represent data points for
e−p (e+p) collisions in which
the inner error bars show the
statistical uncertainty while the
outer bars show the statistical
and systematic uncertainties
added in quadrature, although
errors are too small to be seen in
most cases. The curves show the
predictions of the SM evaluated
using the ZEUS-JETS PDFs
Fig. 5 The structure function
xF̃3 plotted as a function of x at
fixed-Q2. The closed circles
represent the ZEUS data. The
inner error bars show the
statistical uncertainty while the
outer ones show the statistical
and systematic uncertainties
added in quadrature. The curves
show the predictions of the SM
evaluated using the ZEUS-JETS
PDFs with the shaded band
indicating the uncertainties
varied by ±1 mrad. Typically, the deviations were within
±1% over the full kinematic range;
• {δ10} to account for differences in the description of the
ptrke distribution between data and MC, the p
trk
e require-
ment was varied by ±1 GeV, resulting in a variation of the
cross section by ±1% over most of the kinematic range,
and up to 2% in a few double-differential cross-section
bins;
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Table 9 The structure function xF̃3 extracted using the e−p data set
(L = 169.9 pb−1,Pe = 0) and previously published NC e+p DIS re-
sults (L = 63.2 pb−1,Pe = 0). The bin range and bin centre for Q2
and x, and measured xF̃3 are shown. The first (second) error on the
measurement refers to the statistical (systematic) uncertainties
Q2 range (GeV2) Q2c (GeV
2) x range xc xF̃3 × 10
2500 – 3500 3000 0.037 – 0.06 0.05 0.26 ± 0.28 +0.10−0.08
0.06 – 0.1 0.08 1.10 ± 0.35 +0.10−0.11
0.1 – 0.15 0.13 0.56 ± 0.56 +0.30−0.10
0.15 – 0.23 0.18 0.08 ± 0.72 +0.17−0.32
0.23 – 0.35 0.25 2.25 ± 0.95 +0.85−0.93
0.35 – 0.53 0.4 −0.03 ± 1.18 +0.51−0.47
0.53 – 0.75 0.65 −0.36 +0.46−0.44 +0.31−0.23
3500 – 5600 5000 0.04 – 0.1 0.08 0.74 ± 0.20 +0.09−0.06
0.1 – 0.15 0.13 1.16 ± 0.36 +0.07−0.07
0.15 – 0.23 0.18 1.13 ± 0.42 +0.09−0.13
0.23 – 0.35 0.25 0.60 ± 0.54 +0.17−0.16
0.35 – 0.53 0.4 1.05 ± 0.67 +0.38−0.35
5600 – 9000 8000 0.07 – 0.15 0.13 1.74 ± 0.25 +0.07−0.09
0.15 – 0.23 0.18 1.54 ± 0.35 +0.11−0.14
0.23 – 0.35 0.25 1.49 ± 0.43 +0.19−0.18
0.35 – 0.53 0.4 0.40 +0.50−0.48
+0.22
−0.21
0.53 – 0.75 0.65 0.23 +0.25−0.19
+0.04
−0.05
9000 – 15000 12000 0.09 – 0.23 0.18 0.91 ± 0.31 +0.07−0.17
0.23 – 0.35 0.25 1.37 ± 0.43 +0.09−0.14
0.35 – 0.53 0.4 0.97 +0.46−0.43
+0.14
−0.15
15000 – 25000 20000 0.15 – 0.35 0.25 2.04 ± 0.27 +0.16−0.09
0.35 – 0.75 0.4 1.02 +0.41−0.31
+0.12
−0.11
25000 – 50000 30000 0.25 – 0.75 0.4 1.05 +0.32−0.25
+0.10
−0.15
Table 10 The interference structure function xFγZ3 evaluated at Q
2 =
5 000 GeV2 for x bins centred on xc . The first (second) error on the
measurement refers to the statistical (systematic) uncertainties.
Q2 (GeV2) xc xF
γZ
3 × 10
5000 0.032 1.53 ± 1.41 ± 0.80
0.05 1.01 ± 1.19 ± 0.38
0.08 3.26 ± 0.66 ± 0.24
0.13 4.62 ± 0.62 ± 0.16
0.18 3.01 ± 0.54 ± 0.19
0.25 3.93 ± 0.44 ± 0.17
0.4 2.08 ± 0.39 ± 0.15
0.65 0.55 ± 0.63 ± 0.13
• {δ11} the uncertainty resulting from the hadronic energy
scale was evaluated by varying the hadronic energy in the
MC by ±1%. This caused changes of less than ±1% over
the full kinematic range in the MC;
• {δ12} the DCA requirement was changed to 8 cm to es-
timate the uncertainty in the background contamination
due to falsely identified electrons. The uncertainties in the
cross sections associated with this variation were below
±1% over the full kinematic range;
• {δ13} the systematic uncertainty associated with cosmic-
ray rejection was evaluated by varying the pT /
√
ET cut
by ±1√GeV. The cross-section uncertainties were below
±1% over the full kinematic range.
The relative uncertainty in the measured polarisation was
3.6% using the LPOL and 4.2% using the TPOL. The choice
of polarimeter was made run-by-run to maximise the avail-
able luminosity and minimise the uncertainty in the mea-
sured polarisation. The measured luminosity was assigned a
relative uncertainty of 2.6%. The uncertainties in the lumi-
nosity and polarisation measurements were not included in
the total systematic uncertainty shown in the final results.
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Fig. 6 The structure function
xF
γZ
3 extrapolated to a single
Q2 value of 5 000 GeV2 and
plotted as a function of x. The
closed circles represent data
points in which the inner error
bars show the statistical
uncertainty while the outer bars
show the statistical and
systematic uncertainties added
in quadrature. The curves show
the predictions of the SM
evaluated using several PDFs :
ZEUS-JETS (shaded band
shows the uncertainties),
CTEQ6.6 and MRST2004. The
measurements by the BCDMS
collaboration are shown as open
squares
9 Results
9.1 Unpolarised cross sections
The single-differential cross-sections with respect to Q2, x
and y, tabulated in Tables 1, 2, 3, 4, 5 and 6, are shown
in Fig. 3 for Q2 > 185 GeV2 and y < 0.9 for the com-
bined positive and negative polarisation samples having a
residual polarisation of −0.03. The cross-sections dσ/dx
and dσ/dy for Q2 > 3 000 GeV2 and y < 0.9 are also
presented in Fig. 3. The measured cross sections demon-
strate the precision of this measurement. The measured
cross sections are well described by the SM prediction
evaluated using the ZEUS-JETS PDFs [50]. The measure-
ment of dσ/dQ2 spans two orders of magnitude in Q2,
and at Q2 ∼ 40 000 GeV2, the spatial resolution reaches
∼10−18 m.
The reduced cross sections of unpolarised e−p NC DIS,
tabulated in Tables 7 and 8, are presented in Fig. 4 with the
residual polarisation of −0.03 corrected using theoretical
predictions. The correction factors were at most 2% in the
highest-Q2 bins. The SM predictions are in good agreement
with the measurements over the full kinematic range. Also
shown are unpolarised e+p NC DIS measurements with an
integrated luminosity of 63.2 pb−1 collected in 1999 and
2000 [4]. As discussed earlier, a significant difference be-
tween the e−p and e+p unpolarised reduced cross sections
is seen at high-Q2 values due to the contribution of xF̃3.
Figure 5 shows the structure function xF̃3 obtained from
the unpolarised e−p and e+p reduced cross sections in the
high-Q2 region, according to (3). The systematic uncertain-
ties between the measurements were treated as uncorrelated.
The results are also given in Table 9. The reduced cross sec-
tions visibly differ and are well described by the SM predic-
tions.
The structure function xFγZ3 has little dependence on Q
2
and so the measurements from 1 500 < Q2 < 30 000 GeV2
have been extrapolated to 5 000 GeV2, and then averaged, to
obtain a higher statistical significance. The structure func-
tion xFγZ3 measured at Q
2 = 5 000 GeV2, tabulated in Ta-
ble 10, is shown in Fig. 6. It is well described by the SM
predictions. The integral of xFγZ3 in the region of 0.032 <







3 = 0.80 ± 0.08(stat.) ± 0.03(syst.). (18)
This value is consistent with the SM prediction of 0.94 ±
0.02 as evaluated with the ZEUS-JETS PDFs, where the er-
ror is from the PDF uncertainty. Figure 6 also shows the
measurement of xFγZ3 obtained by the BCDMS collabo-
ration from NC muon-carbon scattering at lower energies,
which was extracted over the kinematic range 40 < Q2 <
180 GeV2 and 0.2 < x < 0.7 [51]. The BCDMS measure-
ments were corrected for the difference of the u-valence and
d-valence quark PDFs so as to be directly comparable to
the xFγZ3 obtained from NC e
−p scattering.4 The measure-
ments presented in this paper extend the x range for xFγZ3
data down to x ∼ 0.03, well below the range of the BCDMS
measurements. Furthermore, they are extracted at higher Q2
values where perturbative QCD calculations are more reli-
able. Moreover, this measurement is also free from heavy-
target corrections and isospin-symmetry assumptions which
are inherent in previous fixed-target measurements. There-
fore, at Bjorken x values from ∼10−2 to 0.65, this measure-
4In ep scattering, xFγZ3 = (2uv + dv)/3, while in eN scattering,
xF
γZ
3 = (uv + dv)/2. The correction was evaluated by using the
ZEUS-JETS PDFs and was typically about 15%.
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Table 11 The reduced cross section σ̃ for the reaction e−p → e−X
(L = 71.2 pb−1,Pe = +0.29). The bin range, bin centre (Q2c and xc)
and measured cross section corrected to the electroweak Born level
are shown. The first (second) error on the cross section corresponds to
the statistical (systematic) uncertainties. The number of observed data
events (Ndata) and simulated background events (NMCbg ) are also shown
Q2 range (GeV2) Q2c (GeV
2) x range xc σ̃ Ndata NMCbg
185 – 240 200 0.0037 – 0.006 0.005 1.094 ± 0.015 +0.014−0.011 5913 36.8
0.006 – 0.01 0.008 0.928 ± 0.012 +0.018−0.018 6914 9.8
0.01 – 0.017 0.013 0.785 ± 0.009 +0.013−0.013 7406 1.2
0.017 – 0.025 0.021 0.669 ± 0.009 +0.014−0.014 5337 0.0
0.025 – 0.037 0.032 0.558 ± 0.008 +0.023−0.022 4970 0.0
0.037 – 0.06 0.05 0.500 ± 0.008 +0.012−0.012 4615 0.0
0.06 – 0.12 0.08 0.435 ± 0.006 +0.024−0.024 5891 0.0
0.12 – 0.25 0.18 0.325 ± 0.006 +0.017−0.017 3003 0.0
240 – 310 250 0.006 – 0.01 0.008 0.920 ± 0.014 +0.014−0.012 4675 10.9
0.01 – 0.017 0.013 0.787 ± 0.011 +0.013−0.012 5247 2.5
0.017 – 0.025 0.021 0.649 ± 0.011 +0.010−0.009 3703 0.6
0.025 – 0.037 0.032 0.564 ± 0.010 +0.019−0.018 3657 0.0
0.037 – 0.06 0.05 0.481 ± 0.008 +0.016−0.016 3465 0.0
0.06 – 0.12 0.08 0.431 ± 0.007 +0.022−0.022 4353 0.0
0.12 – 0.25 0.18 0.324 ± 0.006 +0.016−0.015 2864 0.0
310 – 410 350 0.006 – 0.01 0.008 0.973 ± 0.019 +0.021−0.015 2902 30.0
0.01 – 0.017 0.013 0.826 ± 0.014 +0.016−0.010 4010 3.7
0.017 – 0.025 0.021 0.692 ± 0.013 +0.006−0.004 3044 0.0
0.025 – 0.037 0.032 0.603 ± 0.011 +0.012−0.011 2953 0.0
0.037 – 0.06 0.05 0.503 ± 0.009 +0.013−0.013 3112 0.0
0.06 – 0.12 0.08 0.432 ± 0.008 +0.009−0.009 3501 0.0
0.12 – 0.25 0.18 0.306 ± 0.006 +0.020−0.019 2689 0.0
410 – 530 450 0.006 – 0.01 0.008 1.004 ± 0.022 +0.024−0.021 2262 35.3
0.01 – 0.017 0.013 0.843 ± 0.019 +0.010−0.009 1948 6.8
0.017 – 0.025 0.021 0.681 ± 0.018 +0.012−0.012 1523 0.5
0.025 – 0.037 0.032 0.567 ± 0.014 +0.011−0.010 1676 0.0
0.037 – 0.06 0.05 0.504 ± 0.011 +0.013−0.012 2125 0.0
0.06 – 0.1 0.08 0.409 ± 0.010 +0.008−0.008 1687 0.0
0.1 – 0.17 0.13 0.355 ± 0.009 +0.017−0.017 1545 0.0
0.17 – 0.3 0.25 0.252 ± 0.008 +0.014−0.014 1135 0.0
530 – 710 650 0.01 – 0.017 0.013 0.874 ± 0.019 +0.013−0.007 2231 25.1
0.017 – 0.025 0.021 0.761 ± 0.020 +0.009−0.008 1511 2.4
0.025 – 0.037 0.032 0.597 ± 0.018 +0.007−0.006 1151 0.6
0.037 – 0.06 0.05 0.499 ± 0.015 +0.005−0.005 1186 0.0
0.06 – 0.1 0.08 0.415 ± 0.013 +0.010−0.010 988 0.0
0.1 – 0.17 0.13 0.349 ± 0.012 +0.009−0.008 891 0.0
0.17 – 0.3 0.25 0.250 ± 0.009 +0.016−0.016 780 0.0
710 – 900 800 0.009 – 0.017 0.013 0.828 ± 0.023 +0.014−0.016 1347 20.7
0.017 – 0.025 0.021 0.685 ± 0.023 +0.008−0.006 924 1.3
0.025 – 0.037 0.032 0.617 ± 0.020 +0.008−0.009 1000 3.1
0.037 – 0.06 0.05 0.495 ± 0.015 +0.011−0.011 1082 0.0
0.06 – 0.1 0.08 0.446 ± 0.014 +0.012−0.012 974 0.0
0.1 – 0.17 0.13 0.375 ± 0.013 +0.004−0.004 797 0.0
0.17 – 0.3 0.25 0.239 ± 0.010 +0.009−0.008 552 0.0
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Table 11 (Continued)
Q2 range (GeV2) Q2c (GeV
2) x range xc σ̃ Ndata NMCbg
900 – 1300 1200 0.01 –0.017 0.014 0.875± 0.030+0.021−0.028 911 31.9
0.017–0.025 0.021 0.744± 0.024+0.014−0.012 1005 9.8
0.025–0.037 0.032 0.594± 0.019+0.007−0.007 1013 4.9
0.037–0.06 0.05 0.557± 0.015+0.007−0.008 1352 0.5
0.06 –0.1 0.08 0.436± 0.013+0.006−0.006 1215 0.0
0.1 –0.17 0.13 0.364± 0.012+0.004−0.004 995 0.0
0.17 –0.3 0.25 0.225± 0.009+0.005−0.005 716 0.0
0.3 –0.53 0.4 0.120± 0.008+0.010−0.007 257 0.0
1300 – 1800 1500 0.017–0.025 0.021 0.761± 0.034+0.019−0.018 530 24.5
0.025–0.037 0.032 0.617± 0.026+0.004−0.004 575 3.0
0.037–0.06 0.05 0.538± 0.020+0.005−0.004 756 0.6
0.06 –0.1 0.08 0.454± 0.017+0.005−0.005 751 0.0
0.1 –0.15 0.13 0.365± 0.017+0.008−0.006 487 0.0
0.15 –0.23 0.18 0.293± 0.015+0.005−0.005 403 0.0
0.23 –0.35 0.25 0.263± 0.015+0.005−0.005 304 0.0
0.35 –0.53 0.4 0.122± 0.011+0.011−0.005 126 0.0
1800 – 2500 2000 0.023–0.037 0.032 0.631± 0.032+0.016−0.009 405 8.0
0.037–0.06 0.05 0.529± 0.024+0.005−0.004 476 0.0
0.06 –0.1 0.08 0.438± 0.020+0.009−0.009 497 0.5
0.1 –0.15 0.13 0.417± 0.021+0.003−0.005 412 0.0
0.15 –0.23 0.18 0.295± 0.017+0.002−0.006 288 0.0
0.23 –0.35 0.25 0.232± 0.017+0.004−0.004 197 0.0
0.35 –0.53 0.4 0.118+0.013−0.012
+0.004
−0.005 98 0.0
2500 – 3500 3000 0.037–0.06 0.05 0.557± 0.032+0.011−0.006 311 3.8
0.06 –0.1 0.08 0.508± 0.026+0.006−0.006 377 0.6
0.1 –0.15 0.13 0.378± 0.024+0.004−0.003 260 0.0
0.15 –0.23 0.18 0.292± 0.021+0.003−0.004 201 0.0
0.23 –0.35 0.25 0.304± 0.022+0.023−0.022 190 0.0
0.35 –0.53 0.4 0.106+0.015−0.014
+0.004
−0.004 61 0.0
0.53 –0.75 0.65 0.015+0.004−0.003
+0.002
−0.002 23 0.0
3500 – 5600 5000 0.04 –0.1 0.08 0.480± 0.025+0.009−0.004 380 3.1
0.1 –0.15 0.13 0.430± 0.028+0.004−0.003 236 0.6
0.15 –0.23 0.18 0.325± 0.023+0.003−0.002 199 0.0
0.23 –0.35 0.25 0.260± 0.022+0.005−0.003 142 0.0
0.35 –0.53 0.4 0.152+0.019−0.017
+0.010
−0.010 80 0.0
5600 – 9000 8000 0.07 –0.15 0.13 0.534± 0.035+0.005−0.010 231 1.9
0.15 –0.23 0.18 0.430± 0.036+0.011−0.012 143 0.0
0.23 –0.35 0.25 0.294+0.034−0.031
+0.011
−0.011 92 0.0
0.35 –0.53 0.4 0.113+0.022−0.019
+0.008
−0.008 36 0.0
0.53 –0.75 0.65 0.018+0.006−0.005
+0.001
−0.001 14 0.0
9000 –15000 12000 0.09 –0.23 0.18 0.401+0.045−0.040
+0.005
−0.015 99 0.6
0.23 –0.35 0.25 0.359+0.051−0.045
+0.010
−0.008 63 0.0
0.35 –0.53 0.4 0.172+0.035−0.030
+0.008
−0.007 33 0.0
15000 –25000 20000 0.15 –0.35 0.25 0.456+0.073−0.064
+0.028
−0.016 53 1.8
0.35 –0.75 0.4 0.175+0.050−0.040
+0.009
−0.007 19 0.0
25000 –50000 30000 0.25 –0.75 0.4 0.190+0.066−0.050
+0.013
−0.011 14 0.0
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Table 12 Systematic uncertainties with bin-to-bin correlations for
the reduced cross section σ̃ for the reaction e−p → e−X (L =
71.2 pb−1,Pe = +0.29). The left five columns of the table contain
the bin centres, Q2c and xc , the measured cross section, the statisti-
cal uncertainty and the total systematic uncertainty. The right eight
columns of the table list the bin-to-bin correlated systematic uncertain-
ties for δ1–δ7, and the systematic uncertainties summed in quadrature
for δ8–δ13, as defined in Sect. 8. The upper and lower correlated uncer-
tainties correspond to a positive or negative variation of a cut value for
example. However, if this is not possible for a particular systematic,
the uncertainty is symmetrised
Q2c (GeV
2) xc σ̃ stat. (%) sys. (%) δ1 (%) δ2 (%) δ3 (%) δ4 (%) δ5 (%) δ6 (%) δ7 (%) δ8–δ13 (%)
200 0.005 1.094 ± 1.4 +1.3−1.0 +0.7−0.0 −0.4+0.6 +0.4−0.4 −0.4+0.4 +0.0+0.0 +0.1−0.1 +0.3−0.3 +0.7−0.7
0.008 0.928 ± 1.2 +1.9−1.9 +0.3−0.0 −0.4+0.5 +0.2−0.2 −1.6+1.6 +0.0+0.0 +0.1+0.4 +0.1−0.1 +0.8−1.0
0.013 0.785 ± 1.2 +1.7−1.6 +0.2+0.0 −0.5+0.5 −0.2+0.2 −1.3+1.3 +0.0+0.0 +0.0+0.4 +0.0−0.0 +0.8−0.9
0.021 0.669 ± 1.4 +2.1−2.1 +0.4+0.0 −0.3+0.5 −1.6+1.6 +0.9−0.9 +0.0+0.0 −0.1+0.1 +0.0+0.0 +0.8−0.9
0.032 0.558 ± 1.5 +4.0−4.0 +0.1−0.0 −0.3+0.4 −1.5+1.5 +3.6−3.6 +0.0+0.0 +0.2+0.4 +0.0+0.0 +0.8−0.8
0.05 0.500 ± 1.5 +2.5−2.4 +0.0−0.3 −0.2+0.3 −0.5+0.5 +2.2−2.2 +0.0+0.0 +0.0+0.3 +0.0+0.0 +1.0−0.9
0.08 0.435 ± 1.3 +5.5−5.5 +0.0−0.1 −0.2+0.2 +5.0−5.0 +2.0−2.0 −0.0+0.0 −0.0+0.1 +0.0+0.0 +0.8−1.0
0.18 0.325 ± 1.9 +5.4−5.4 +0.1+0.0 −0.1+0.2 +5.3−5.3 +0.5−0.5 +0.7+0.2 −0.1+0.1 +0.0+0.0 +0.7−0.9
250 0.008 0.920 ± 1.5 +1.5−1.3 +0.6−0.0 −0.3+0.4 +0.5−0.5 −0.9+0.9 +0.0+0.0 −0.2+0.3 +0.1−0.1 +0.7−0.7
0.013 0.787 ± 1.4 +1.7−1.5 +0.7+0.0 −0.5+0.6 +0.0−0.0 −1.3+1.3 +0.0+0.0 −0.1+0.2 +0.0−0.0 +0.5−0.7
0.021 0.649 ± 1.7 +1.6−1.4 +0.7−0.0 −0.3+0.5 −0.1+0.1 +1.1−1.1 +0.0+0.0 −0.2+0.2 +0.0−0.0 +0.8−0.7
0.032 0.564 ± 1.7 +3.3−3.3 +0.6−0.0 −0.3+0.4 −0.8+0.8 +3.0−3.0 +0.0+0.0 +0.0+0.1 +0.0+0.0 +0.7−0.9
0.05 0.481 ± 1.8 +3.4−3.3 +0.4+0.0 −0.1+0.3 −2.4+2.4 +2.2−2.2 +0.0+0.0 −0.0−0.1 +0.0+0.0 +0.7−0.6
0.08 0.431 ± 1.6 +5.2−5.1 +0.7−0.0 −0.1+0.3 +4.6−4.6 +2.2−2.2 +0.0+0.0 −0.0+0.1 +0.0+0.0 +0.7−0.7
0.18 0.324 ± 1.9 +4.8−4.7 +0.2+0.0 +0.0+0.2 +4.1−4.1 +2.0−2.0 +0.3+1.0 +0.0+0.2 +0.0+0.0 +0.8−0.8
350 0.008 0.973 ± 1.9 +2.1−1.5 +1.6−0.1 −0.5+0.6 +0.9−0.9 −0.4+0.4 +0.0+0.0 −0.6+0.4 +0.4−0.4 +0.6−0.8
0.013 0.826 ± 1.6 +1.9−1.2 +1.4−0.0 −0.2+0.5 −0.2+0.2 −1.0+1.0 +0.0+0.0 −0.2+0.5 +0.0−0.0 +0.7−0.6
0.021 0.692 ± 1.9 +0.9−0.6 +0.4−0.1 −0.3+0.4 +0.3−0.3 +0.0−0.0 +0.0+0.0 −0.2−0.0 +0.0+0.0 +0.6−0.5
0.032 0.603 ± 1.9 +1.9−1.8 +0.8−0.0 −0.2+0.4 −1.6+1.6 +0.2−0.2 +0.0+0.0 −0.3+0.1 +0.0+0.0 +0.6−0.7
0.05 0.503 ± 1.9 +2.7−2.6 +0.6−0.0 −0.1+0.2 −1.9+1.9 +1.6−1.6 +0.0+0.0 −0.1+0.2 +0.0+0.0 +0.5−0.7
0.08 0.432 ± 1.7 +2.0−2.0 +0.3+0.0 −0.1+0.2 +1.1−1.1 +1.6−1.6 +0.0+0.0 +0.0+0.1 +0.0+0.0 +0.7−0.7
0.18 0.306 ± 2.0 +6.4−6.3 +0.4+0.0 −0.0+0.2 +5.7−5.7 +2.6−2.6 −0.1+1.2 +0.1+0.2 +0.0+0.0 +0.7−0.6
450 0.008 1.004 ± 2.2 +2.4−2.1 +0.7−0.3 −1.4+1.6 +1.3−1.3 −0.5+0.5 +0.0+0.0 −0.2+0.3 +0.6−0.6 +0.5−0.4
0.013 0.843 ± 2.3 +1.1−1.1 +0.1−0.1 −0.5+0.6 −0.4+0.4 +0.2−0.2 +0.0+0.0 −0.6+0.6 +0.1−0.1 +0.5−0.6
0.021 0.681 ± 2.6 +1.8−1.7 +0.2−0.1 −0.4+0.5 −0.1+0.1 +1.3−1.3 +0.0+0.0 −0.7+0.9 +0.0−0.0 +0.8−0.8
0.032 0.567 ± 2.5 +1.9−1.7 +0.8−0.1 −0.2+0.4 +0.0−0.0 +1.4−1.4 +0.0+0.0 −0.5+0.4 +0.0+0.0 +1.0−0.9
0.05 0.504 ± 2.2 +2.5−2.4 +0.7−0.0 +0.0+0.2 −1.6+1.6 +1.6−1.6 +0.0+0.0 −0.4+0.6 +0.0+0.0 +0.7−0.7
0.08 0.409 ± 2.5 +2.1−1.9 +0.3+0.0 +0.1+0.2 −0.7+0.7 +1.7−1.7 +0.0+0.0 +0.1+0.6 +0.0+0.0 +0.7−0.5
0.13 0.355 ± 2.6 +4.9−4.9 +0.6+0.0 +0.1+0.1 +4.4−4.4 +1.9−1.9 +0.0+0.0 −0.4+0.4 +0.0+0.0 +0.5−0.6
0.25 0.252 ± 3.0 +5.6−5.5 +1.1+0.0 +0.2+0.1 +5.2−5.2 +1.1−1.1 −0.9+0.8 −0.1+0.6 +0.0+0.0 +0.8−0.8
650 0.013 0.874 ± 2.2 +1.5−0.8 +1.2−0.2 −0.5+0.6 −0.0+0.0 −0.1+0.1 +0.0+0.0 −0.2+0.3 +0.5−0.5 +0.4−0.3
0.021 0.761 ± 2.6 +1.1−1.1 +0.0−0.1 −0.4+0.5 −0.3+0.3 −0.9+0.9 +0.0+0.0 −0.2+0.0 +0.1−0.1 +0.2−0.2
0.032 0.597 ± 3.0 +1.2−1.0 +0.5−0.2 −0.4+0.5 −0.5+0.5 +0.7−0.7 +0.0+0.0 +0.5+0.5 +0.0−0.0 +0.2−0.2
0.05 0.499 ± 2.9 +1.0−0.9 +0.1−0.0 −0.3+0.4 −0.4+0.4 +0.7−0.7 +0.0+0.0 +0.1+0.0 +0.0+0.0 +0.5−0.4
0.08 0.415 ± 3.2 +2.4−2.3 +0.7−0.0 −0.1+0.3 −1.8+1.8 +1.0−1.0 +0.0+0.0 +0.1−0.0 +0.0+0.0 +0.9−1.1
0.13 0.349 ± 3.4 +2.7−2.4 +0.9−0.0 −0.1+0.2 +2.1−2.1 −0.8+0.8 +0.0+0.0 +0.1+0.4 +0.0+0.0 +1.0−0.9
0.25 0.250 ± 3.6 +6.6−6.5 +1.0−0.0 −0.1+0.3 +6.3−6.3 +1.0−1.0 −0.8+0.2 −0.1+0.5 +0.0+0.0 +1.0−1.1
800 0.013 0.828 ± 2.8 +1.7−1.9 +0.4−1.0 −0.8+1.0 +0.4−0.4 −1.0+1.0 +0.0+0.0 −0.1+0.0 +0.6−0.6 +0.3−0.4
0.021 0.685 ± 3.3 +1.1−0.9 +0.5−0.1 −0.4+0.5 +0.6−0.6 −0.2+0.2 +0.0+0.0 +0.0+0.5 +0.1−0.1 +0.4−0.4
0.032 0.617 ± 3.2 +1.4−1.4 +0.0−0.4 −0.4+0.5 −0.8+0.8 −0.9+0.9 +0.0+0.0 +0.3+0.0 +0.1−0.1 +0.2−0.4
0.05 0.495 ± 3.1 +2.2−2.2 +0.3+0.0 −0.3+0.4 +0.7−0.7 +2.0−2.0 +0.0+0.0 −0.4+0.1 +0.0+0.0 +0.3−0.4
0.08 0.446 ± 3.2 +2.6−2.6 +0.5−0.0 −0.2+0.3 −2.5+2.5 +0.1−0.1 +0.0+0.0 +0.5−0.7 +0.0+0.0 +0.3−0.4
0.13 0.375 ± 3.6 +1.1−1.0 +0.5−0.0 −0.2+0.3 +0.7−0.7 +0.6−0.6 +0.0+0.0 +0.1−0.4 +0.0+0.0 +0.2−0.2
0.25 0.239 ± 4.3 +3.7−3.4 +0.3+0.0 −0.2+0.2 +3.3−3.3 +0.8−0.8 +1.2−0.1 +0.7−0.5 +0.0+0.0 +0.2−0.3
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Table 12 (Continued)
Q2c (GeV
2) xc σ̃ stat. (%) sys. (%) δ1 (%) δ2 (%) δ3 (%) δ4 (%) δ5 (%) δ6 (%) δ7 (%) δ8–δ13 (%)
1200 0.014 0.875 ± 3.4 +2.4−3.2 +0.6−2.2 −0.8+1.0 −0.7+0.7 −1.4+1.4 +0.0+0.0 −0.3−0.8 +1.4−1.4 +0.5−0.2
0.021 0.744 ± 3.2 +1.9−1.6 +0.9−0.1 −0.5+0.5 +1.5−1.5 +0.0−0.0 +0.0+0.0 +0.1+0.4 +0.4−0.4 +0.3−0.4
0.032 0.594 ± 3.2 +1.2−1.1 +0.0−0.1 −0.4+0.5 −0.5+0.5 −0.7+0.7 +0.0+0.0 +0.1+0.1 +0.2−0.2 +0.6−0.6
0.05 0.557 ± 2.8 +1.3−1.4 +0.1−0.0 −0.3+0.3 −0.1+0.1 +1.2−1.2 +0.0+0.0 −0.3−0.4 +0.0−0.0 +0.4−0.4
0.08 0.436 ± 2.9 +1.4−1.3 +0.3−0.0 −0.2+0.4 −0.3+0.3 +1.2−1.2 +0.0+0.0 +0.3−0.3 +0.0+0.0 +0.4−0.3
0.13 0.364 ± 3.2 +1.1−1.2 +0.1−0.0 −0.1+0.2 −0.9+0.9 +0.4−0.4 +0.0+0.0 +0.1−0.5 +0.0+0.0 +0.3−0.4
0.25 0.225 ± 3.8 +2.4−2.3 +0.3+0.0 −0.2+0.3 +2.0−2.0 +1.0−1.0 +0.0+0.0 −0.3−0.1 +0.0+0.0 +0.5−0.4
0.4 0.120 ± 6.3 +8.1−5.7 +0.0−0.1 −0.4+0.4 +5.6−5.6 +0.6−0.6 +5.8+3.4 +0.5−1.0 +0.0+0.0 +0.5−0.5
1500 0.021 0.761 ± 4.5 +2.6−2.3 +0.9−0.2 −0.6+0.4 −0.4+0.4 −0.1+0.1 +0.0+0.0 −1.0+0.1 +2.3−1.9 +0.4−0.4
0.032 0.617 ± 4.2 +0.7−0.6 +0.3−0.1 −0.3+0.3 −0.1+0.1 −0.3+0.3 +0.0+0.0 −0.1−0.1 +0.2−0.2 +0.4−0.3
0.05 0.538 ± 3.7 +0.9−0.8 +0.2−0.0 −0.3+0.4 +0.2−0.2 +0.4−0.4 +0.0+0.0 −0.4+0.5 +0.0−0.0 +0.3−0.4
0.08 0.454 ± 3.7 +1.0−1.1 +0.2−0.0 −0.3+0.4 −0.9+0.9 −0.2+0.2 +0.0+0.0 −0.4+0.1 +0.0+0.0 +0.3−0.5
0.13 0.365 ± 4.6 +2.1−1.8 +0.8−0.0 −0.1+0.3 −1.3+1.3 −1.1+1.1 +0.0+0.0 +0.8−0.2 +0.0+0.0 +0.3−0.4
0.18 0.293 ± 5.0 +1.8−1.7 +0.6−0.1 −0.3+0.2 +0.0−0.0 −1.6+1.6 +0.0+0.0 −0.3−0.2 +0.0+0.0 +0.4−0.4
0.25 0.263 ± 5.8 +1.9−1.9 +0.0−0.3 −0.3+0.3 +1.7−1.7 +0.6−0.6 +0.1+0.0 −0.1−0.3 +0.0+0.0 +0.3−0.3
0.4 0.122 ± 9.0 +8.8−4.3 +0.6+0.0 −0.5+0.3 +2.0−2.0 −0.9+0.9 +8.4−3.6 +0.3−0.4 +0.0+0.0 +0.6−0.5
2000 0.032 0.631 ± 5.1 +2.5−1.4 +1.8+0.0 −0.2+0.2 +0.3−0.3 +1.0−1.0 +0.0+0.0 +0.4+0.7 +1.1−0.8 +0.3−0.4
0.05 0.529 ± 4.6 +1.0−0.8 +0.5−0.0 −0.3+0.4 −0.3+0.3 −0.6+0.6 +0.0+0.0 +0.1+0.1 +0.0+0.0 +0.3−0.3
0.08 0.438 ± 4.5 +2.0−2.0 +0.1−0.1 −0.3+0.4 −0.1+0.1 +1.9−1.9 +0.0+0.0 +0.2+0.0 +0.0−0.0 +0.3−0.3
0.13 0.417 ± 5.0 +0.8−1.2 +0.1−0.6 −0.2+0.3 −0.5+0.5 +0.5−0.5 +0.0+0.0 +0.1−0.6 +0.0+0.0 +0.3−0.4
0.18 0.295 ± 5.9 +0.6−1.9 +0.0−0.7 −0.2+0.2 −0.3+0.3 +0.1−0.1 +0.0+0.0 −0.4−1.6 +0.0+0.0 +0.4−0.6




















3000 0.05 0.557 ± 5.7 +2.0−1.1 +1.6−0.1 −0.3+0.4 +0.9−0.9 −0.0+0.0 +0.0+0.0 +0.4+0.2 +0.5−0.5 +0.4−0.3
0.08 0.508 ± 5.2 +1.1−1.1 +0.2−0.4 −0.2+0.3 −0.4+0.4 +0.8−0.8 +0.0+0.0 +0.5−0.1 +0.1−0.1 +0.3−0.5
0.13 0.378 ± 6.2 +0.9−0.7 +0.1−0.1 −0.2+0.3 +0.6−0.6 −0.1+0.1 +0.0+0.0 −0.3−0.3 +0.0+0.0 +0.7−0.1
0.18 0.292 ± 7.1 +1.2−1.3 +0.0−0.3 −0.2+0.2 −0.9+0.9 −0.6+0.6 +0.0+0.0 −0.5+0.2 +0.0+0.0 +0.4−0.3







































5000 0.08 0.480 ± 5.2 +1.8−0.9 +1.6−0.3 −0.2+0.2 −0.3+0.3 +0.2−0.2 +0.0+0.0 −0.6−0.4 +0.3−0.3 +0.5−0.3
0.13 0.430 ± 6.5 +1.0−0.8 +0.8+0.0 −0.2+0.2 −0.4+0.4 +0.3−0.3 +0.0+0.0 +0.1−0.3 +0.1−0.1 +0.2−0.5
0.18 0.325 ± 7.1 +1.0−0.5 +0.2−0.1 −0.3+0.2 +0.2−0.2 +0.3−0.3 +0.0+0.0 −0.1+0.7 +0.0+0.0 +0.5−0.3




















8000 0.13 0.534 ± 6.6 +1.0−1.9 +0.0−1.0 −0.3+0.3 −0.5+0.5 −0.1+0.1 +0.0+0.0 −1.3+0.3 +0.5−0.3 +0.5−0.5
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Table 13 The reduced cross section σ̃ for the reaction e−p → e−X
(L = 98.7 pb−1,Pe = −0.27). The bin range, bin centre (Q2c and xc)
and measured cross section corrected to the electroweak Born level
are shown. The first (second) error on the cross section corresponds to
the statistical (systematic) uncertainties. The number of observed data
events (Ndata) and simulated background events (NMCbg ) are also shown
Q2 range (GeV2) Q2c (GeV
2) x range xc σ̃ Ndata NMCbg
185 – 240 200 0.0037 – 0.006 0.005 1.091± 0.013 +0.014−0.011 8166 51.2
0.006 – 0.01 0.008 0.919± 0.010 +0.018−0.018 9475 13.6
0.01 – 0.017 0.013 0.782± 0.008 +0.013−0.013 10222 1.7
0.017 – 0.025 0.021 0.657± 0.008 +0.014−0.014 7261 0.0
0.025 – 0.037 0.032 0.562± 0.007 +0.023−0.022 6934 0.0
0.037 – 0.06 0.05 0.500± 0.007 +0.012−0.012 6387 0.0
0.06 – 0.12 0.08 0.445± 0.005 +0.024−0.024 8344 0.0
0.12 – 0.25 0.18 0.341± 0.005 +0.018−0.018 4369 0.0
240 – 310 250 0.006 – 0.01 0.008 0.948± 0.012 +0.014−0.012 6666 15.2
0.01 – 0.017 0.013 0.797± 0.010 +0.013−0.012 7355 3.5
0.017 – 0.025 0.021 0.662± 0.010 +0.011−0.009 5232 0.8
0.025 – 0.037 0.032 0.566± 0.008 +0.019−0.019 5088 0.0
0.037 – 0.06 0.05 0.504± 0.007 +0.017−0.017 5029 0.0
0.06 – 0.12 0.08 0.429± 0.006 +0.022−0.022 5997 0.0
0.12 – 0.25 0.18 0.336± 0.006 +0.016−0.016 4121 0.0
310 – 410 350 0.006 – 0.01 0.008 0.968± 0.016 +0.021−0.015 4001 41.5
0.01 – 0.017 0.013 0.818± 0.012 +0.016−0.010 5495 5.2
0.017 – 0.025 0.021 0.694± 0.011 +0.006−0.004 4230 0.0
0.025 – 0.037 0.032 0.607± 0.010 +0.012−0.011 4118 0.0
0.037 – 0.06 0.05 0.513± 0.008 +0.014−0.013 4397 0.0
0.06 – 0.12 0.08 0.438± 0.007 +0.009−0.009 4916 0.0
0.12 – 0.25 0.18 0.319± 0.005 +0.020−0.020 3882 0.0
410 – 530 450 0.006 – 0.01 0.008 0.987± 0.018 +0.023−0.021 3072 48.9
0.01 – 0.017 0.013 0.868± 0.017 +0.010−0.010 2771 9.3
0.017 – 0.025 0.021 0.690± 0.015 +0.013−0.012 2145 0.8
0.025 – 0.037 0.032 0.609± 0.012 +0.012−0.011 2497 0.0
0.037 – 0.06 0.05 0.531± 0.010 +0.013−0.013 3100 0.0
0.06 – 0.1 0.08 0.448± 0.009 +0.009−0.008 2562 0.0
0.1 – 0.17 0.13 0.362± 0.008 +0.018−0.018 2182 0.0
0.17 – 0.3 0.25 0.270± 0.007 +0.015−0.015 1684 0.0
530 – 710 650 0.01 – 0.017 0.013 0.884± 0.016 +0.013−0.007 3116 34.4
0.017 – 0.025 0.021 0.753± 0.017 +0.009−0.008 2057 3.3
0.025 – 0.037 0.032 0.598± 0.015 +0.007−0.006 1589 0.8
0.037 – 0.06 0.05 0.523± 0.013 +0.005−0.005 1722 0.0
0.06 – 0.1 0.08 0.432± 0.012 +0.010−0.010 1430 0.0
0.1 – 0.17 0.13 0.369± 0.010 +0.010−0.009 1310 0.0
0.17 – 0.3 0.25 0.255± 0.008 +0.017−0.017 1107 0.0
710 – 900 800 0.009 – 0.017 0.013 0.885± 0.020 +0.015−0.017 1992 28.8
0.017 – 0.025 0.021 0.769± 0.021 +0.009−0.007 1436 1.8
0.025 – 0.037 0.032 0.648± 0.017 +0.009−0.009 1453 4.3
0.037 – 0.06 0.05 0.543± 0.014 +0.012−0.012 1637 0.0
0.06 – 0.1 0.08 0.452± 0.012 +0.012−0.012 1358 0.0
0.1 – 0.17 0.13 0.379± 0.012 +0.004−0.004 1106 0.0
0.17 – 0.3 0.25 0.270± 0.009 +0.010−0.009 853 0.0
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Table 13 (Continued)
Q2 range (GeV2) Q2c (GeV
2) x range xc σ̃ Ndata NMCbg
900 – 1300 1200 0.01 –0.017 0.014 0.908± 0.026+0.022−0.029 1306 43.8
0.017–0.025 0.021 0.828± 0.022+0.015−0.014 1548 13.4
0.025–0.037 0.032 0.620± 0.017+0.007−0.007 1465 6.8
0.037–0.06 0.05 0.550± 0.013+0.007−0.008 1845 0.8
0.06 –0.1 0.08 0.473± 0.011+0.007−0.006 1824 0.0
0.1 –0.17 0.13 0.385± 0.010+0.004−0.005 1456 0.0
0.17 –0.3 0.25 0.263± 0.008+0.006−0.006 1156 0.0
0.3 –0.53 0.4 0.129± 0.007+0.010−0.007 384 0.0
1300 – 1800 1500 0.017–0.025 0.021 0.771± 0.030+0.020−0.018 743 33.8
0.025–0.037 0.032 0.641± 0.023+0.005−0.004 827 4.1
0.037–0.06 0.05 0.514± 0.016+0.004−0.004 1000 0.8
0.06 –0.1 0.08 0.496± 0.015+0.005−0.005 1136 0.0
0.1 –0.15 0.13 0.386± 0.015+0.008−0.007 714 0.0
0.15 –0.23 0.18 0.328± 0.013+0.006−0.006 625 0.0
0.23 –0.35 0.25 0.265± 0.013+0.005−0.005 425 0.0
0.35 –0.53 0.4 0.134± 0.010+0.012−0.006 192 0.0
1800 – 2500 2000 0.023–0.037 0.032 0.644± 0.028+0.016−0.009 572 11.1
0.037–0.06 0.05 0.605± 0.022+0.006−0.005 753 0.0
0.06 –0.1 0.08 0.477± 0.018+0.010−0.009 749 0.8
0.1 –0.15 0.13 0.345± 0.016+0.003−0.004 471 0.0
0.15 –0.23 0.18 0.322± 0.016+0.002−0.006 435 0.0
0.23 –0.35 0.25 0.259± 0.015+0.005−0.004 305 0.0
0.35 –0.53 0.4 0.122± 0.010+0.004−0.005 141 0.0
2500 – 3500 3000 0.037–0.06 0.05 0.603± 0.028+0.012−0.007 466 5.2
0.06 –0.1 0.08 0.511± 0.022+0.006−0.006 525 0.9
0.1 –0.15 0.13 0.381± 0.020+0.004−0.003 363 0.0
0.15 –0.23 0.18 0.343± 0.019+0.004−0.004 327 0.0
0.23 –0.35 0.25 0.274± 0.018+0.020−0.020 237 0.0
0.35 –0.53 0.4 0.156± 0.014+0.006−0.005 124 0.0
0.53 –0.75 0.65 0.018+0.003−0.003
+0.002
−0.002 39 0.0
3500 – 5600 5000 0.04 –0.1 0.08 0.567± 0.023+0.010−0.005 621 4.2
0.1 –0.15 0.13 0.492± 0.026+0.005−0.004 374 0.8
0.15 –0.23 0.18 0.354± 0.021+0.003−0.002 300 0.0
0.23 –0.35 0.25 0.233± 0.018+0.004−0.003 176 0.0
0.35 –0.53 0.4 0.132+0.015−0.013
+0.009
−0.008 96 0.0
5600 – 9000 8000 0.07 –0.15 0.13 0.586± 0.032+0.006−0.011 351 2.6
0.15 –0.23 0.18 0.441± 0.031+0.012−0.013 203 0.0
0.23 –0.35 0.25 0.323± 0.027+0.012−0.012 140 0.0
0.35 –0.53 0.4 0.116+0.019−0.016
+0.008
−0.008 51 0.0
0.53 –0.75 0.65 0.020+0.005−0.004
+0.001
−0.001 21 0.0
9000 –15000 12000 0.09 –0.23 0.18 0.516± 0.039+0.007−0.019 176 0.8
0.23 –0.35 0.25 0.354+0.042−0.038
+0.010
−0.008 86 0.0
0.35 –0.53 0.4 0.146+0.027−0.023
+0.007
−0.006 39 0.0
15000 –25000 20000 0.15 –0.35 0.25 0.473+0.062−0.056
+0.029
−0.017 76 2.6
0.35 –0.75 0.4 0.193+0.043−0.036
+0.009
−0.007 29 0.0
25000 –50000 30000 0.25 –0.75 0.4 0.275+0.062−0.052
+0.019
−0.016 28 0.0
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Table 14 Systematic uncertainties with bin-to-bin correlations for
the reduced cross section σ̃ for the reaction e−p → e−X (L =
98.7 pb−1,Pe = −0.27). The left five columns of the table contain
the bin centres, Q2c and xc , the measured cross section, the statisti-
cal uncertainty and the total systematic uncertainty. The right eight
columns of the table list the bin-to-bin correlated systematic uncertain-
ties for δ1–δ7, and the systematic uncertainties summed in quadrature
for δ8–δ13, as defined in Sect. 8. The upper and lower correlated uncer-
tainties correspond to a positive or negative variation of a cut value for
example. However, if this is not possible for a particular systematic,
the uncertainty is symmetrised
Q2c (GeV
2) xc σ̃ stat. (%) sys. (%) δ1 (%) δ2 (%) δ3 (%) δ4 (%) δ5 (%) δ6 (%) δ7 (%) δ8–δ13 (%)
200 0.005 1.091 ± 1.2 +1.3−1.0 +0.7−0.0 −0.4+0.6 +0.4−0.4 −0.4+0.4 +0.0+0.0 +0.1−0.1 +0.3−0.3 +0.7−0.7
0.008 0.919 ± 1.1 +1.9−1.9 +0.3−0.0 −0.4+0.5 +0.2−0.2 −1.6+1.6 +0.0+0.0 +0.1+0.4 +0.1−0.1 +0.8−1.0
0.013 0.782 ± 1.0 +1.7−1.6 +0.2+0.0 −0.5+0.5 −0.2+0.2 −1.3+1.3 +0.0+0.0 +0.0+0.4 +0.0−0.0 +0.8−0.9
0.021 0.657 ± 1.2 +2.1−2.1 +0.4+0.0 −0.3+0.5 −1.6+1.6 +0.9−0.9 +0.0+0.0 −0.1+0.1 +0.0+0.0 +0.8−0.9
0.032 0.562 ± 1.3 +4.0−4.0 +0.1−0.0 −0.3+0.4 −1.5+1.5 +3.6−3.6 +0.0+0.0 +0.2+0.4 +0.0+0.0 +0.8−0.8
0.05 0.500 ± 1.3 +2.5−2.4 +0.0−0.3 −0.2+0.3 −0.5+0.5 +2.2−2.2 +0.0+0.0 +0.0+0.3 +0.0+0.0 +1.0−0.9
0.08 0.445 ± 1.1 +5.5−5.5 +0.0−0.1 −0.2+0.2 +5.0−5.0 +2.0−2.0 −0.0+0.0 −0.0+0.1 +0.0+0.0 +0.8−1.0
0.18 0.341 ± 1.6 +5.4−5.4 +0.1+0.0 −0.1+0.2 +5.3−5.3 +0.5−0.5 +0.7+0.2 −0.1+0.1 +0.0+0.0 +0.7−0.9
250 0.008 0.948 ± 1.3 +1.5−1.3 +0.6−0.0 −0.3+0.4 +0.5−0.5 −0.9+0.9 +0.0+0.0 −0.2+0.3 +0.1−0.1 +0.7−0.7
0.013 0.797 ± 1.2 +1.7−1.5 +0.7+0.0 −0.5+0.6 +0.0−0.0 −1.3+1.3 +0.0+0.0 −0.1+0.2 +0.0−0.0 +0.5−0.7
0.021 0.662 ± 1.4 +1.6−1.4 +0.7−0.0 −0.3+0.5 −0.1+0.1 +1.1−1.1 +0.0+0.0 −0.2+0.2 +0.0−0.0 +0.8−0.7
0.032 0.566 ± 1.5 +3.3−3.3 +0.6−0.0 −0.3+0.4 −0.8+0.8 +3.0−3.0 +0.0+0.0 +0.0+0.1 +0.0+0.0 +0.7−0.9
0.05 0.504 ± 1.5 +3.4−3.3 +0.4+0.0 −0.1+0.3 −2.4+2.4 +2.2−2.2 +0.0+0.0 −0.0−0.1 +0.0+0.0 +0.7−0.6
0.08 0.429 ± 1.4 +5.2−5.1 +0.7−0.0 −0.1+0.3 +4.6−4.6 +2.2−2.2 +0.0+0.0 −0.0+0.1 +0.0+0.0 +0.7−0.7
0.18 0.336 ± 1.6 +4.8−4.7 +0.2+0.0 +0.0+0.2 +4.1−4.1 +2.0−2.0 +0.3+1.0 +0.0+0.2 +0.0+0.0 +0.8−0.8
350 0.008 0.968 ± 1.7 +2.1−1.5 +1.6−0.1 −0.5+0.6 +0.9−0.9 −0.4+0.4 +0.0+0.0 −0.6+0.4 +0.4−0.4 +0.6−0.8
0.013 0.818 ± 1.4 +1.9−1.2 +1.4−0.0 −0.2+0.5 −0.2+0.2 −1.0+1.0 +0.0+0.0 −0.2+0.5 +0.0−0.0 +0.7−0.6
0.021 0.694 ± 1.6 +0.9−0.6 +0.4−0.1 −0.3+0.4 +0.3−0.3 +0.0−0.0 +0.0+0.0 −0.2−0.0 +0.0+0.0 +0.6−0.5
0.032 0.607 ± 1.6 +1.9−1.8 +0.8−0.0 −0.2+0.4 −1.6+1.6 +0.2−0.2 +0.0+0.0 −0.3+0.1 +0.0+0.0 +0.6−0.7
0.05 0.513 ± 1.6 +2.7−2.6 +0.6−0.0 −0.1+0.2 −1.9+1.9 +1.6−1.6 +0.0+0.0 −0.1+0.2 +0.0+0.0 +0.5−0.7
0.08 0.438 ± 1.5 +2.0−2.0 +0.3+0.0 −0.1+0.2 +1.1−1.1 +1.6−1.6 +0.0+0.0 +0.0+0.1 +0.0+0.0 +0.7−0.7
0.18 0.319 ± 1.7 +6.4−6.3 +0.4+0.0 −0.0+0.2 +5.7−5.7 +2.6−2.6 −0.1+1.2 +0.1+0.2 +0.0+0.0 +0.7−0.6
450 0.008 0.987 ± 1.9 +2.4−2.1 +0.7−0.3 −1.4+1.6 +1.3−1.3 −0.5+0.5 +0.0+0.0 −0.2+0.3 +0.6−0.6 +0.5−0.4
0.013 0.868 ± 2.0 +1.1−1.1 +0.1−0.1 −0.5+0.6 −0.4+0.4 +0.2−0.2 +0.0+0.0 −0.6+0.6 +0.1−0.1 +0.5−0.6
0.021 0.690 ± 2.2 +1.8−1.7 +0.2−0.1 −0.4+0.5 −0.1+0.1 +1.3−1.3 +0.0+0.0 −0.7+0.9 +0.0−0.0 +0.8−0.8
0.032 0.609 ± 2.0 +1.9−1.7 +0.8−0.1 −0.2+0.4 +0.0−0.0 +1.4−1.4 +0.0+0.0 −0.5+0.4 +0.0+0.0 +1.0−0.9
0.05 0.531 ± 1.8 +2.5−2.4 +0.7−0.0 +0.0+0.2 −1.6+1.6 +1.6−1.6 +0.0+0.0 −0.4+0.6 +0.0+0.0 +0.7−0.7
0.08 0.448 ± 2.0 +2.1−1.9 +0.3+0.0 +0.1+0.2 −0.7+0.7 +1.7−1.7 +0.0+0.0 +0.1+0.6 +0.0+0.0 +0.7−0.5
0.13 0.362 ± 2.2 +4.9−4.9 +0.6+0.0 +0.1+0.1 +4.4−4.4 +1.9−1.9 +0.0+0.0 −0.4+0.4 +0.0+0.0 +0.5−0.6
0.25 0.270 ± 2.5 +5.6−5.5 +1.1+0.0 +0.2+0.1 +5.2−5.2 +1.1−1.1 −0.9+0.8 −0.1+0.6 +0.0+0.0 +0.8−0.8
650 0.013 0.884 ± 1.8 +1.5−0.8 +1.2−0.2 −0.5+0.6 −0.0+0.0 −0.1+0.1 +0.0+0.0 −0.2+0.3 +0.5−0.5 +0.4−0.3
0.021 0.753 ± 2.3 +1.1−1.1 +0.0−0.1 −0.4+0.5 −0.3+0.3 −0.9+0.9 +0.0+0.0 −0.2+0.0 +0.1−0.1 +0.2−0.2
0.032 0.598 ± 2.6 +1.2−1.0 +0.5−0.2 −0.4+0.5 −0.5+0.5 +0.7−0.7 +0.0+0.0 +0.5+0.5 +0.0−0.0 +0.2−0.2
0.05 0.523 ± 2.5 +1.0−0.9 +0.1−0.0 −0.3+0.4 −0.4+0.4 +0.7−0.7 +0.0+0.0 +0.1+0.0 +0.0+0.0 +0.5−0.4
0.08 0.432 ± 2.7 +2.4−2.3 +0.7−0.0 −0.1+0.3 −1.8+1.8 +1.0−1.0 +0.0+0.0 +0.1−0.0 +0.0+0.0 +0.9−1.1
0.13 0.369 ± 2.8 +2.7−2.4 +0.9−0.0 −0.1+0.2 +2.1−2.1 −0.8+0.8 +0.0+0.0 +0.1+0.4 +0.0+0.0 +1.0−0.9
0.25 0.255 ± 3.1 +6.6−6.5 +1.0−0.0 −0.1+0.3 +6.3−6.3 +1.0−1.0 −0.8+0.2 −0.1+0.5 +0.0+0.0 +1.0−1.1
800 0.013 0.885 ± 2.3 +1.7−1.9 +0.4−1.0 −0.8+1.0 +0.4−0.4 −1.0+1.0 +0.0+0.0 −0.1+0.0 +0.6−0.6 +0.3−0.4
0.021 0.769 ± 2.7 +1.1−0.9 +0.5−0.1 −0.4+0.5 +0.6−0.6 −0.2+0.2 +0.0+0.0 +0.0+0.5 +0.1−0.1 +0.4−0.4
0.032 0.648 ± 2.7 +1.4−1.4 +0.0−0.4 −0.4+0.5 −0.8+0.8 −0.9+0.9 +0.0+0.0 +0.3+0.0 +0.1−0.1 +0.2−0.4
0.05 0.543 ± 2.5 +2.2−2.2 +0.3+0.0 −0.3+0.4 +0.7−0.7 +2.0−2.0 +0.0+0.0 −0.4+0.1 +0.0+0.0 +0.3−0.4
0.08 0.452 ± 2.8 +2.6−2.6 +0.5−0.0 −0.2+0.3 −2.5+2.5 +0.1−0.1 +0.0+0.0 +0.5−0.7 +0.0+0.0 +0.3−0.4
0.13 0.379 ± 3.1 +1.1−1.0 +0.5−0.0 −0.2+0.3 +0.7−0.7 +0.6−0.6 +0.0+0.0 +0.1−0.4 +0.0+0.0 +0.2−0.2
0.25 0.270 ± 3.5 +3.7−3.4 +0.3+0.0 −0.2+0.2 +3.3−3.3 +0.8−0.8 +1.2−0.1 +0.7−0.5 +0.0+0.0 +0.2−0.3
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Table 14 (Continued)
Q2c (GeV
2) xc σ̃ stat. (%) sys. (%) δ1 (%) δ2 (%) δ3 (%) δ4 (%) δ5 (%) δ6 (%) δ7 (%) δ8–δ13 (%)
1200 0.014 0.908 ± 2.9 +2.4−3.2 +0.6−2.2 −0.8+1.0 −0.7+0.7 −1.4+1.4 +0.0+0.0 −0.3−0.8 +1.4−1.4 +0.5−0.2
0.021 0.828 ± 2.6 +1.9−1.6 +0.9−0.1 −0.5+0.5 +1.5−1.5 +0.0−0.0 +0.0+0.0 +0.1+0.4 +0.4−0.4 +0.3−0.4
0.032 0.620 ± 2.7 +1.2−1.1 +0.0−0.1 −0.4+0.5 −0.5+0.5 −0.7+0.7 +0.0+0.0 +0.1+0.1 +0.2−0.2 +0.6−0.6
0.05 0.550 ± 2.4 +1.3−1.4 +0.1−0.0 −0.3+0.3 −0.1+0.1 +1.2−1.2 +0.0+0.0 −0.3−0.4 +0.0−0.0 +0.4−0.4
0.08 0.473 ± 2.4 +1.4−1.3 +0.3−0.0 −0.2+0.4 −0.3+0.3 +1.2−1.2 +0.0+0.0 +0.3−0.3 +0.0+0.0 +0.4−0.3
0.13 0.385 ± 2.7 +1.1−1.2 +0.1−0.0 −0.1+0.2 −0.9+0.9 +0.4−0.4 +0.0+0.0 +0.1−0.5 +0.0+0.0 +0.3−0.4
0.25 0.263 ± 3.0 +2.4−2.3 +0.3+0.0 −0.2+0.3 +2.0−2.0 +1.0−1.0 +0.0+0.0 −0.3−0.1 +0.0+0.0 +0.5−0.4
0.4 0.129 ± 5.2 +8.1−5.7 +0.0−0.1 −0.4+0.4 +5.6−5.6 +0.6−0.6 +5.8+3.4 +0.5−1.0 +0.0+0.0 +0.5−0.5
1500 0.021 0.771 ± 3.8 +2.6−2.3 +0.9−0.2 −0.6+0.4 −0.4+0.4 −0.1+0.1 +0.0+0.0 −1.0+0.1 +2.3−1.9 +0.4−0.4
0.032 0.641 ± 3.5 +0.7−0.6 +0.3−0.1 −0.3+0.3 −0.1+0.1 −0.3+0.3 +0.0+0.0 −0.1−0.1 +0.2−0.2 +0.4−0.3
0.05 0.514 ± 3.2 +0.9−0.8 +0.2−0.0 −0.3+0.4 +0.2−0.2 +0.4−0.4 +0.0+0.0 −0.4+0.5 +0.0−0.0 +0.3−0.4
0.08 0.496 ± 3.0 +1.0−1.1 +0.2−0.0 −0.3+0.4 −0.9+0.9 −0.2+0.2 +0.0+0.0 −0.4+0.1 +0.0+0.0 +0.3−0.5
0.13 0.386 ± 3.8 +2.1−1.8 +0.8−0.0 −0.1+0.3 −1.3+1.3 −1.1+1.1 +0.0+0.0 +0.8−0.2 +0.0+0.0 +0.3−0.4
0.18 0.328 ± 4.0 +1.8−1.7 +0.6−0.1 −0.3+0.2 +0.0−0.0 −1.6+1.6 +0.0+0.0 −0.3−0.2 +0.0+0.0 +0.4−0.4
0.25 0.265 ± 4.9 +1.9−1.9 +0.0−0.3 −0.3+0.3 +1.7−1.7 +0.6−0.6 +0.1+0.0 −0.1−0.3 +0.0+0.0 +0.3−0.3
0.4 0.134 ± 7.3 +8.8−4.3 +0.6+0.0 −0.5+0.3 +2.0−2.0 −0.9+0.9 +8.4−3.6 +0.3−0.4 +0.0+0.0 +0.6−0.5
2000 0.032 0.644 ± 4.3 +2.5−1.4 +1.8+0.0 −0.2+0.2 +0.3−0.3 +1.0−1.0 +0.0+0.0 +0.4+0.7 +1.1−0.8 +0.3−0.4
0.05 0.605 ± 3.7 +1.0−0.8 +0.5−0.0 −0.3+0.4 −0.3+0.3 −0.6+0.6 +0.0+0.0 +0.1+0.1 +0.0+0.0 +0.3−0.3
0.08 0.477 ± 3.7 +2.0−2.0 +0.1−0.1 −0.3+0.4 −0.1+0.1 +1.9−1.9 +0.0+0.0 +0.2+0.0 +0.0−0.0 +0.3−0.3
0.13 0.345 ± 4.6 +0.8−1.2 +0.1−0.6 −0.2+0.3 −0.5+0.5 +0.5−0.5 +0.0+0.0 +0.1−0.6 +0.0+0.0 +0.3−0.4
0.18 0.322 ± 4.8 +0.6−1.9 +0.0−0.7 −0.2+0.2 −0.3+0.3 +0.1−0.1 +0.0+0.0 −0.4−1.6 +0.0+0.0 +0.4−0.6
0.25 0.259 ± 5.8 +1.7−1.6 +0.3−0.0 −0.2+0.3 +1.5−1.5 +0.5−0.5 +0.0+0.0 +0.4+0.5 +0.0+0.0 +0.5−0.5
0.4 0.122 ± 8.5 +3.7−3.9 +0.0−0.2 −0.3+0.4 +3.1−3.1 +1.1−1.1 −0.5+1.0 +0.1−1.3 +0.0+0.0 +1.2−1.4
3000 0.05 0.603 ± 4.7 +2.0−1.1 +1.6−0.1 −0.3+0.4 +0.9−0.9 −0.0+0.0 +0.0+0.0 +0.4+0.2 +0.5−0.5 +0.4−0.3
0.08 0.511 ± 4.4 +1.1−1.1 +0.2−0.4 −0.2+0.3 −0.4+0.4 +0.8−0.8 +0.0+0.0 +0.5−0.1 +0.1−0.1 +0.3−0.5
0.13 0.381 ± 5.3 +0.9−0.7 +0.1−0.1 −0.2+0.3 +0.6−0.6 −0.1+0.1 +0.0+0.0 −0.3−0.3 +0.0+0.0 +0.7−0.1
0.18 0.343 ± 5.6 +1.2−1.3 +0.0−0.3 −0.2+0.2 −0.9+0.9 −0.6+0.6 +0.0+0.0 −0.5+0.2 +0.0+0.0 +0.4−0.3
0.25 0.274 ± 6.5 +7.4−7.3 +0.6−0.0 −0.2+0.2 +7.3−7.3 +0.2−0.2 +0.0+0.0 +1.1+0.3 +0.0+0.0 +0.8−0.6




















5000 0.08 0.567 ± 4.0 +1.8−0.9 +1.6−0.3 −0.2+0.2 −0.3+0.3 +0.2−0.2 +0.0+0.0 −0.6−0.4 +0.3−0.3 +0.5−0.3
0.13 0.492 ± 5.2 +1.0−0.8 +0.8+0.0 −0.2+0.2 −0.4+0.4 +0.3−0.3 +0.0+0.0 +0.1−0.3 +0.1−0.1 +0.2−0.5
0.18 0.354 ± 5.8 +1.0−0.5 +0.2−0.1 −0.3+0.2 +0.2−0.2 +0.3−0.3 +0.0+0.0 −0.1+0.7 +0.0+0.0 +0.5−0.3




















8000 0.13 0.586 ± 5.4 +1.0−1.9 +0.0−1.0 −0.3+0.3 −0.5+0.5 −0.1+0.1 +0.0+0.0 −1.3+0.3 +0.5−0.3 +0.5−0.5
0.18 0.441 ± 7.0 +2.6−2.9 +0.1−0.3 −0.2+0.2 −2.4+2.4 +0.6−0.6 +0.0+0.0 +0.5−0.3 +0.0+0.0 +0.6−1.3
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Fig. 7 The e−p NC DIS reduced cross section σ̃ for positively and
negatively polarised beams plotted as a function of x at fixed Q2. The
closed (open) circles represent the ZEUS data for negative (positive)
polarisation. The inner error bars show the statistical uncertainty while
the outer bars show the statistical and systematic uncertainties added
in quadrature. The curves show the predictions of the SM evaluated
using the ZEUS-JETS PDFs
ment adds valuable information to the global fits [52, 53] for
parton distribution functions.
9.2 Polarised cross sections
At HERA during 2005 and 2006 longitudinal polarisation
effects in ep DIS become significant at the electroweak
scale, where the contributions of both γ and Z exchange to
the cross section are comparable. The reduced cross sections
for positive and negative longitudinal polarisations, tabu-
lated in Tables 11, 12, 13 and 14, are shown separately in
Fig. 7 and are well described by the SM evaluated using the
ZEUS-JETS PDFs.
At high Q2, a difference between the positively and neg-
atively polarised cross sections is predicted. To demonstrate
this effect, the single-differential cross-section dσ/dQ2 for
y < 0.9, tabulated in Tables 15 and 16, was measured for
positive and negative beam polarisations separately and is
shown in Fig. 8. Both measurements are well described by
the SM prediction.
The ratio of measured cross sections for the two differ-
ent polarisation states are shown in Fig. 9(a). The differ-
ence between the two polarisation states is clearly visible
at higher Q2. The asymmetry A− (see (12)) extracted from
these measurements is tabulated in Table 19 and is shown in
Fig. 9(b), where only statistical uncertainties are considered.
The uncertainty in A− arising from the relative normaliza-
tion between data sets was evaluated to be 1.4 %. The other
systematic uncertainties are assumed to be cancelled. The
results compare well to the SM prediction. The deviation of
A− from zero, particularly at high Q2, shows the difference
in the behaviour of the two polarisation states and is clear
evidence of parity violation.
The effect of γ /Z interference is quantified by calculat-
ing the χ2 per degree of freedom of A− with respect both
to zero and the SM prediction using the ZEUS-JETS PDFs.
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Table 15 The single differential cross section dσ/dQ2 (y < 0.9)
for the reaction e−p → e−X (L = 71.2 pb−1,Pe = +0.29). The bin
range, bin centre (Q2c ) and measured cross section corrected to the
electroweak Born level are shown. The first (second) error on the cross
section corresponds to the statistical (systematic) uncertainties. The
number of observed data events (Ndata) and simulated background
events (NMCbg ) are also shown
Q2 range (GeV2) Q2c (GeV
2) dσ/dQ2 (pb/GeV2) Ndata NMCbg
185.0 – 300.0 250 (1.08 ± 0.00 +0.01−0.01) × 101 74098 105.5
300.0 – 400.0 350 4.77 ± 0.03 +0.07−0.05 25380 57.6
400.0 – 475.7 440 2.73 ± 0.03 +0.05−0.05 10769 34.0
475.7 – 565.7 520 1.78 ± 0.02 +0.02−0.02 7685 30.7
565.7 – 672.7 620 1.19 ± 0.02 +0.02−0.01 5715 32.6
672.7 – 800.0 730 (7.77 ± 0.11 +0.06−0.06) × 10−1 5242 17.8
800.0 – 1050.0 900 (4.60 ± 0.06 +0.04−0.04) × 10−1 6873 36.8
1050.0 – 1460.0 1230 (2.13 ± 0.03 +0.01−0.02) × 10−1 5558 38.9
1460.0 – 2080.0 1730 (8.81 ± 0.15 +0.05−0.05) × 10−2 3551 23.7
2080.0 – 3120.0 2500 (3.42 ± 0.07 +0.03−0.02) × 10−2 2269 14.2
3120.0 – 5220.0 3900 (1.06 ± 0.03 +0.01−0.01) × 10−2 1363 4.4
5220.0 – 12500.0 7000 (2.34 ± 0.08 +0.05−0.01) × 10−3 778 3.7
12500.0 – 51200.0 22400 (6.24 ± 0.52 +0.23−0.14) × 10−5 144 1.8
Table 16 Systematic uncertainties with bin-to-bin correlations for
dσ/dQ2 (y < 0.9) for the reaction e−p → e−X (L = 71.2 pb−1,Pe =
+0.29). The left four columns of the table contain the bin centre (Q2c ),
the measured cross section, the statistical uncertainty and the total
systematic uncertainty. The right eight columns of the table list the
bin-to-bin correlated systematic uncertainties for δ1–δ7, and the total
systematic uncertainties summed in quadrature for δ8–δ13, as defined
in Sect. 8. The upper and lower correlated uncertainties correspond to
a positive or negative variation of a cut value for example. However, if
this is not possible for a particular systematic, the uncertainty is sym-
metrised
Q2c (GeV
2) dσ/dQ2 (pb/GeV2) stat. (%) sys. (%) δ1 (%) δ2 (%) δ3 (%) δ4 (%) δ5 (%) δ6 (%) δ7 (%) δ8–δ13 (%)
250 1.08×101 ± 0.4 +1.2−1.1 +0.3−0.0 −0.5+0.6 +0.5−0.5 +0.4−0.4 −0.1+0.2 −0.0+0.2 +0.1−0.1 +0.7−0.8
350 4.77 ± 0.6 +1.5−1.1 +0.8−0.0 −0.5+0.7 +0.5−0.5 +0.6−0.6 −0.0+0.2 −0.2+0.2 +0.1−0.1 +0.6−0.6
440 2.73 ± 1.0 +1.8−1.7 +0.3−0.0 −0.5+0.6 +0.5−0.5 +1.3−1.3 −0.2+0.2 −0.4+0.7 +0.1−0.1 +0.6−0.6
520 1.78 ± 1.2 +1.3−0.9 +0.7−0.1 −0.5+0.7 +0.0−0.0 +0.1−0.1 −0.1+0.2 −0.2+0.3 +0.2−0.2 +0.7−0.7
620 1.19 ± 1.3 +1.4−1.0 +0.9−0.1 −0.6+0.7 +0.2−0.2 −0.6+0.6 −0.1−0.0 +0.1+0.2 +0.2−0.2 +0.4−0.5
730 7.77×10−1 ± 1.4 +0.8−0.7 +0.0−0.2 −0.5+0.6 +0.3−0.3 +0.1−0.1 +0.2+0.1 +0.1−0.1 +0.1−0.1 +0.2−0.3
900 4.60×10−1 ± 1.2 +0.9−0.8 +0.1−0.0 −0.4+0.5 −0.2+0.2 +0.6−0.6 +0.1−0.1 −0.0−0.0 +0.2−0.2 +0.3−0.3
1230 2.13×10−1 ± 1.4 +0.7−0.7 +0.1−0.0 −0.3+0.4 +0.3−0.3 −0.1+0.1 +0.0+0.1 −0.0−0.3 +0.3−0.3 +0.3−0.4
1730 8.81×10−2 ± 1.7 +0.6−0.5 +0.2−0.0 −0.3+0.3 +0.1−0.1 +0.0−0.0 +0.2−0.0 −0.2−0.1 +0.3−0.3 +0.3−0.3
2500 3.42×10−2 ± 2.1 +0.9−0.6 +0.4−0.0 −0.2+0.3 +0.3−0.3 +0.2−0.2 −0.1−0.0 +0.3+0.1 +0.3−0.2 +0.3−0.3
3900 1.06×10−2 ± 2.7 +1.3−0.6 +1.2−0.1 −0.2+0.3 −0.4+0.4 −0.1+0.1 −0.0−0.0 −0.2−0.1 +0.1−0.1 +0.3−0.3
7000 2.34×10−3 ± 3.6 +2.3−0.6 +2.2−0.0 −0.3+0.3 −0.0+0.0 +0.1−0.1 +0.0+0.0 −0.3+0.1 +0.5−0.2 +0.3−0.4
22400 6.24×10−5 ± 8.4 +3.7−2.3 +3.4−0.4 −0.7+0.3 −1.0+1.0 +0.7−0.7 +0.0+0.0 −1.0−1.6 +0.5−0.5 +0.6−0.6
The χ2/d.o.f. with respect to zero is determined to be 5.5,
whereas the χ2/d.o.f. with respect to the SM prediction is
1.5. Thus parity violation in ep NC DIS at very small dis-
tances is demonstrated at scales down to ∼ 10−18 m. At
large Q2 where the u quark dominates the PDF it is expected
that A−  2aevueu/e2u  0.3. The cross sections obtained
from NC DIS measurements can be used to constrain the
NC quark couplings within PDF fits [54], and the polarised
electron beam data provide sensitivity to quark vector cou-
plings. Therefore, this measurement is a stringent test of the
electroweak sector of the Standard Model.
10 Summary
The cross sections for neutral current deep inelastic scat-
tering in e−p collisions with a longitudinally polarised
electron beam have been measured. The measurements are
based on a data sample with an integrated luminosity of
169.9 pb−1 collected with the ZEUS detector at HERA from
2005 to 2006 at a centre-of-mass energy of 318 GeV. The ac-
cessible range in Q2 extended to Q2 = 50 000 GeV2 and has
allowed a stringent test of electroweak effects in the Stan-
dard Model.
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Fig. 8 The e−p NC DIS cross
section dσ/dQ2 for (a) positive
and (b) negative polarisation.
The inset shows the ratio to the
SM prediction. The closed
circles represent the ZEUS data.
The inner error bars show the
statistical uncertainty while the
outer bars show the statistical
and systematic uncertainties
added in quadrature. The curves
show the predictions of the SM
evaluated using the ZEUS-JETS
PDFs
Fig. 9 The ratio of dσ/dQ2
using positive and negative
polarisation in (a), and the
polarisation asymmetry A− as a
function of Q2 in (b). The
closed circles represent ZEUS
data. Only statistical
uncertainties are considered as
the systematic uncertainties are
assumed to cancel. The curves
show the predictions of the SM
evaluated using the ZEUS-JETS
PDFs
The single-differential cross-sections with respect to Q2,
x and y are presented for Q2 > 185 GeV2 and y < 0.9,
where the data obtained with negatively and positively po-
larised beams are combined. The cross sections dσ/dx and
dσ/dy are also measured for Q2 > 3 000 GeV2 and y < 0.9.
The reduced cross sections are measured in the kinematic
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Table 17 The single differential cross section dσ/dQ2 (y < 0.9)
for the reaction e−p → e−X (L = 98.7 pb−1,Pe = −0.27). The bin
range, bin centre (Q2c ) and measured cross section corrected to the
electroweak Born level are shown. The first (second) error on the cross
section corresponds to the statistical (systematic) uncertainties. The
number of observed data events (Ndata) and simulated background
events (NMCbg ) are also shown
Q2 range (GeV2) Q2c (GeV
2) dσ/dQ2 (pb/GeV2) Ndata NMCbg
185.0– 300.0 250 (1.08± 0.00+0.01−0.01) × 101 103254 146.9
300.0– 400.0 350 4.83 ± 0.03+0.07−0.06 35547 80.0
400.0– 475.7 440 2.80 ± 0.02+0.05−0.05 15291 47.0
475.7– 565.7 520 1.87 ± 0.02+0.02−0.02 11190 42.4
565.7– 672.7 620 1.19 ± 0.01+0.02−0.01 7926 45.0
672.7– 800.0 730 (8.30± 0.10+0.07−0.06) × 10−1 7719 24.7
800.0– 1050.0 900 (4.89± 0.05+0.05−0.04) × 10−1 10094 51.1
1050.0– 1460.0 1230 (2.25± 0.03+0.02−0.02) × 10−1 8111 53.7
1460.0– 2080.0 1730 (9.25± 0.13+0.05−0.05) × 10−2 5158 32.7
2080.0– 3120.0 2500 (3.61± 0.06+0.03−0.02) × 10−2 3314 19.4
3120.0– 5220.0 3900 (1.16± 0.03+0.02−0.01) × 10−2 2065 6.0
5220.0–12500.0 7000 (2.48± 0.07+0.06−0.02) × 10−3 1143 5.0
12500.0–51200.0 22400 (6.26± 0.45+0.23−0.14) × 10−5 200 2.6
Table 18 Systematic uncertainties with bin-to-bin correlations for
dσ/dQ2 (y < 0.9) for the reaction e−p → e−X (L = 98.7 pb−1,Pe =
−0.27). The left four columns of the table contain the bin centre (Q2c ),
the measured cross section, the statistical uncertainty and the total
systematic uncertainty. The right eight columns of the table list the
bin-to-bin correlated systematic uncertainties for δ1–δ7, and the total
systematic uncertainties summed in quadrature for δ8–δ13, as defined
in Sect. 8. The upper and lower correlated uncertainties correspond to
a positive or negative variation of a cut value for example. However, if
this is not possible for a particular systematic, the uncertainty is sym-
metrised
Q2c (GeV
2) dσ/dQ2 (pb/GeV2) stat. (%) sys. (%) δ1 (%) δ2 (%) δ3 (%) δ4 (%) δ5 (%) δ6 (%) δ7 (%) δ8–δ13 (%)
250 1.08×101 ± 0.3 +1.2−1.1 +0.3−0.0 −0.5+0.6 +0.5−0.5 +0.4−0.4 −0.1+0.2 −0.0+0.2 +0.1−0.1 +0.7−0.8
350 4.83 ± 0.6 +1.5−1.1 +0.8−0.0 −0.5+0.7 +0.5−0.5 +0.6−0.6 −0.0+0.2 −0.2+0.2 +0.1−0.1 +0.6−0.6
440 2.80 ± 0.8 +1.8−1.7 +0.3−0.0 −0.5+0.6 +0.5−0.5 +1.3−1.3 −0.2+0.2 −0.4+0.7 +0.1−0.1 +0.6−0.6
520 1.87 ± 1.0 +1.3−0.9 +0.7−0.1 −0.5+0.7 +0.0−0.0 +0.1−0.1 −0.1+0.2 −0.2+0.3 +0.2−0.2 +0.7−0.7
620 1.19 ± 1.1 +1.4−1.0 +0.9−0.1 −0.6+0.7 +0.2−0.2 −0.6+0.6 −0.1−0.0 +0.1+0.2 +0.2−0.2 +0.4−0.5
730 8.30×10−1 ± 1.2 +0.8−0.7 +0.0−0.2 −0.5+0.6 +0.3−0.3 +0.1−0.1 +0.2+0.1 +0.1−0.1 +0.1−0.1 +0.2−0.3
900 4.89×10−1 ± 1.0 +0.9−0.8 +0.1−0.0 −0.4+0.5 −0.2+0.2 +0.6−0.6 +0.1−0.1 −0.0−0.0 +0.2−0.2 +0.3−0.3
1230 2.25×10−1 ± 1.1 +0.7−0.7 +0.1−0.0 −0.3+0.4 +0.3−0.3 −0.1+0.1 +0.0+0.1 −0.0−0.3 +0.3−0.3 +0.3−0.4
1730 9.25×10−2 ± 1.4 +0.6−0.5 +0.2−0.0 −0.3+0.3 +0.1−0.1 +0.0−0.0 +0.2−0.0 −0.2−0.1 +0.3−0.3 +0.3−0.3
2500 3.61×10−2 ± 1.8 +0.9−0.6 +0.4−0.0 −0.2+0.3 +0.3−0.3 +0.2−0.2 −0.1−0.0 +0.3+0.1 +0.3−0.2 +0.3−0.3
3900 1.16×10−2 ± 2.2 +1.3−0.6 +1.2−0.1 −0.2+0.3 −0.4+0.4 −0.1+0.1 −0.0−0.0 −0.2−0.1 +0.1−0.1 +0.3−0.3
7000 2.48×10−3 ± 3.0 +2.3−0.6 +2.2−0.0 −0.3+0.3 −0.0+0.0 +0.1−0.1 +0.0+0.0 −0.3+0.1 +0.5−0.2 +0.3−0.4
22400 6.26×10−5 ± 7.2 +3.7−2.3 +3.4−0.4 −0.7+0.3 −1.0+1.0 +0.7−0.7 +0.0+0.0 −1.0−1.6 +0.5−0.5 +0.6−0.6
range 200 < Q2 < 30 000 GeV2 and 0.005 < x < 0.65 at
zero polarisation by correcting the residual polarisation of
the combined data sample. These measurements are com-
bined with previously measured e+p neutral current cross
sections to extract xF̃3. In addition, the interference struc-
ture function xFγZ3 is extracted at an average value of
Q2 = 5 000 GeV2.
The reduced cross-sections and the single-differential
cross-section dσ/dQ2 have also been measured separately
for positive and negative values of the longitudinal polar-
isation of the electron beam. Parity violation is observed
through the polarisation asymmetry A−. The measured
cross sections confirm the predictions of the Standard Model
and provide strong constraints at the electroweak scale.
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Table 19 The polarisation asymmetry measured using positively and
negatively polarised e−p beams (L = 71.2 pb−1,Pe = +0.29 and L =
98.7 pb−1,Pe = −0.27, respectively). The bin range, bin centre (Q2c )
and measured Asymmetry A− are shown. Only the statistical uncer-
tainties on the measurement are shown as systematic uncertainties are
assumed to cancel
Q2 range (GeV2) Q2c (GeV
2) Asymmetry A− × 10
185.0– 300.0 250 −0.11±0.09
300.0– 400.0 350 −0.21±0.15
400.0– 475.7 440 −0.45±0.23
475.7– 565.7 520 −0.89±0.27
565.7– 672.7 620 −0.03±0.32
672.7– 800.0 730 −1.19±0.32
800.0– 1050.0 900 −1.09±0.28
1050.0– 1460.0 1230 −0.95±0.32
1460.0– 2080.0 1730 −0.86±0.39
2080.0– 3120.0 2500 −0.96±0.49
3120.0– 5220.0 3900 −1.61±0.63
5220.0–12500.0 7000 −1.06±0.83
12500.0–51200.0 22400 −0.06±1.97
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