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Abstract
Let Lf be the Laplace transform of a function f ∈ X = Lp(0,∞).
For some classes of Borel measures µ in the half-plane Re z > 0
we prove the Hausdorff-Young property ‖Lf‖Y ≤ K‖f‖X , where
Y = Lp
′
(dµ), p and p′ are conjugate exponents, 1 ≤ p ≤ 2, and
the constant K is uniform over the class. Particular attention is
paid to the case dµ = dsγ, the arclength measure on a rectifiable
curve γ belonging to a suitable family. Examples are the family
of convex curves and the family of curves consisting of convex
components enclosed in a horizontal row of boxes with bounded
height-to-width ratio. In addition, for rays arg z = θ, the exact
L2 norm of the operator f 7→ Lf(reiθ) is given and an analog of
the Hausdorff-Young inequality in Lorentz spaces is obtained in
the case of “wrong” exponents p > 2.
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2
1 Introduction
The Laplace transform of a function f(t) defined on R+ = (0,∞) (from an
appropriate class) is an analytic function in the right half-plane C+ = {z =
x+ iy| x > 0},
Lf(z) =
∫ ∞
0
f(t)e−zt dt. (1.1)
Let Λθ be the ray z = ρe
iθ, ρ > 0, θ = const ∈ [−pi/2, pi/2]. The Laplace
transform observed along the ray Λθ is
Lθf(ρ) =
∫ ∞
0
f(t)e−ρte
iθ
dt. (1.2)
Generalizing, suppose γ ⊂ C+ is a rectifiable curve parametrized by ar-
clength z = z(s), s ∈ I ⊂ R. We consider the Laplace transform observed
along γ as a function of the parameter s:
Lγf(s) =
∫ ∞
0
f(t)e−z(s)t dt, s ∈ I. (1.3)
The subject of this paper, which extends our earlier publication [18], is
Lp estimates for the operators Lθ and operators Lγ corresponding to various
families of curves. It turns convenient to treat arclength measures |dz(s)| on
many suitable curves as examples of what we call well-projected measures on
C+. A part of this study is devoted to such measures and to corresponding
weighted Lp estimates for the Poisson and Cauchy integrals.
Let us detail the plan of the paper and sketch the results.
In Sect. 2 we show that the operator Lθ is a bounded operator from
Lp(R+) to Lp
′
(R+) for 1 ≤ p ≤ 2, uniformly in θ. Here p and p′ are conjugate
exponents:
p−1 + p′−1 = 1, 1 ≤ p ≤ p′ ≤ ∞. (1.4)
This relation between p and p′ is always assumed in the sequel.
Theorem 1 determines the exact norm of the operator Lθ in L2(R+). The
proof given in Sect. 2.2 is based on the explicit spectral decomposition of the
integral operator L∗θ Lθ with Hermite-symmetric kernel k(x, y) = (xe−iθ +
yeiθ)−1.
Theorem 2 asserts Lp(R+) → Lp′(R+) boundedness, uniformly in θ, of
Lθ for 1 ≤ p ≤ 2. It easily follows from Theorem 1 by the Riesz-Thorin
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interpolation theorem. The closer |θ| is to pi/2 in (1.2), the greater role in
the estimates is due to oscillations of the exponential factor exp(−ρteiθ), as
opposed to its decay in magnitude. The limiting cases θ = ±pi/2 correspond
to the classical Hausdorff-Young theorem for the Fourier transform.
In Sect. 2.3 we discuss the operators Lθ in the spaces Lp with “wrong”
exponents p > 2. For such values of p, neither the Fourier transform (or
its half-line version L±pi/2) nor the Laplace transform L0 are bounded maps
Lp → Lp′ . This fact for the Laplace transform, while long known, is surpris-
ingly little mentioned in the literature. We have included a counterexample
(Lemma 2.8). In contrast, Theorem 3 states a positive result: Lθ is a bounded
map between the Lorentz spaces Lp,r and Lp
′,r if |θ| < pi/2.
Sections 3 and 4 are full of technicalities, but their objective is clear:
Hausdorff-Young type theorems for operators Lγ with norm estimates uni-
form over different classes of curves in C+. Let us review contents of these
sections in motivational rather than in sequential order.
The target of Section 3 in short is Theorem 6, a “Master Theorem”. The-
orems in Section 4 are its corollaries, with exception of the last Theorem 12.
Among these corollaries, the first and easiest to understand is Theorem 7.
It covers in particular the class of convex curves (boundaries of convex do-
mains in C+). In the special case of hyperbolas
x2
a2
− y
2
b2
= 1, x > 0, (1.5)
the L2 estimates for Lγ have been proven in our paper [18]. A motivation
came from mathematical physics — a study of the Neumann problem for the
Helmholtz operator in a plane angle, see [21, Lemma 7.2] and [14], — and
prompted a more general inquiry into the Laplace transform observed along
curves.
In spite of a much more narrow focus of [18], all ingredients of the proof
of the master Theorem 6 have been already exposed there. In the proof of
Lemma 3.2 of [18] the key role was played by a quasi-triangle inequality,
with length of a subset of a plane curve on one side and lengths of the x- and
y-projections of that subset on the other. Axiomatizing, we call curves that
possess such a property well-projected curves. Abstracting further, we come
to the notion of a well-projected measure, which generalizes the arclength on
a well-projected curve.
The only place, but a critical one, where well-projectedness enters into
proof, is the end of proof of part (a) of Theorem 4 (p. 38).
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Theorems 4 and 5 of Sect. 3.3, on which our proof of Theorem 6 is based,
assert Lp estimates with well-projected weights for the Poisson integral and
the Cauchy integral, respectively. They may be of interest in their own right.
As mentioned earlier, most results in Sect. 4 are corollaries of Theorem 6.
However, before referring to Theorem 6 one must ensure that the measures
involved are well-projected. Sometimes it is quite obvious and sometimes
requires a certain effort. That part of the work — checking well-projectedness
and determining the corresponding constants — is mostly done in Sect. 3.2.
Thus, Theorem 7 refers to Examples 1 and 5, Theorem 8 — to Example 2,
Theorem 9 — to Example 8, and Theorem 11 — to Example 6.
A “Maximal Paley-Wiener Theorem” 10, not yet mentioned, stands out in
that it deals with a nonlinear maximal operator L∗ instead of linear operators
Lγ in other theorems of Section 4. It is similar to the Hardy-Littlewood
theorem for the maximal radial function of a function in the Hardy space Hp
on the unit disk [4, Th. 1.9]. Whereas the Paley-Wiener theory asserts that
sup
x>0
∞∫
−∞
|Lf(iy)|p′ dy ≤ C‖f‖pp, (1.6)
in Theorem 10 we first take the supremum and then integrate:∫ ∞
−∞
(
sup
x>0
|Lf(x+ iy)|
)p′
dy ≤ C˜‖f‖pp. (1.7)
By a simple trick the estimate (1.7) is equivalent to an uniform estimate
for ‖Lγ‖Lp→Lp′ over a family of discontinuous curves consisting of vertical
segments with non-overlapping y-projections.
Theorem 11 is of a similar nature. However, it is not a kind of result
in a nice, “final” form. Rather we perceive it as a prototype (with extra
conditions which can likely be dropped or at least significally weakened) of
a “Maximal Angular Inequality”, see (4.13), which would be in the same
relation to the uniform in θ estimate for ‖Lθ‖Lp→Lp′ from Theorem 2 as the
inequality (1.7) is to (1.6). Theorem 6 seems to be insufficient to obtain the
Maximal Angular Inequality in a desired generality.
The last Theorem 12 demonstrates one example where Theorem 6 is in-
sufficient, too, but an enhancement of technique used in its proof yields the
result.
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Tools employed in this work belong to the “old” harmonic analysis: Riesz-
Thorin and Marcinkiewicz interpolation theorems, Hilbert transform, Hardy-
Littlewood maximal theorem, with Lorentz spaces and Calderon’s extension
of Marcinkiewicz’s theorem being about the most recent. Most results could
have been obtained in the 1920s-30s; however we were not able to locate even
the fairly elementary Theorems 1 and 2 (for θ 6= 0,±pi/2) in the literature.
Notation and conventions
Constants
The letter C with or without subscripts denotes a positive constant in in-
equalities, always within a local scope (such as proof of a lemma or a the-
orem). The dependence on parameter(s) may be omitted, but is indicated
explicitly where necessary.
The subscripted letter K denotes the best constants (norms) in state-
ments of theorems. The scope of each Ki is global and the Ki’s may depend
on parameter(s). For example, K2(θ, p), defined in Theorem 2, is the same
throughout the paper. Precise values of the Ki’s are in most cases unknown
to the authors; available bounds are given.
Measure
The Lebesgue measure on the real line or on its subsets is denoted dt, dx,
etc. The arclength measure on rectifiable curves in the complex plane C is
denoted ds or |dz|.
If E is a subset of R or of a rectifiable curve in C, then its measure in
the applicable sense as above (i.e. length) is denoted |E|. When dealing with
more general measures, we use notation µ(E); here E is a Borel subset of C.
For f a real- or complex-valued function and λ > 0 we write
Ef (λ) = {x : |f(x)| > λ}. (1.8)
It is a subset of the domain of f . The distribution function of f is
df (λ) = |Ef (λ)| or df (λ) = µ(Ef (λ)), (1.9)
depending on a relevant measure, which should be clear from the context.
Norms
For a measurable function whose domain is an interval I of the real line (resp.
a rectifiable curve γ in C or a more general set equipped with measure µ), the
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Lp-norm with respect to the measure dt (resp. ds or µ) is denoted ‖f‖Lp(I)
(resp. ‖f‖Lp(γ) or ‖f‖Lp(dµ)), or simply ‖f‖p if the context ensures clarity.
The weak space Lp,∞(I) (1 ≤ p <∞) consists of measurable functions f
on I for which there exists C > 0 such that
df (λ) ≤ (C/λ)p, ∀λ > 0, (1.10)
and the weak p-norm of f is ‖f‖Lp,∞(I) = inf C. We write ‖f‖p,∞ if I is
implicit. (In fact, ‖·‖p,∞ is not a norm but a quasinorm, see e.g. [2, Sect. 1.3].)
More general Lorentz (quasi)norms ‖ · ‖p,r appear in Sect. 2.3.2 and
nowhere else in the paper. The relevant notation is located there.
If an operator A (not necessarily linear) carries functions from Lp(I) into
Lq(J), then
‖A‖Lp(I)→Lq(J) = inf
{
C
∣∣ ‖Af‖Lq(J) ≤ C‖f‖Lp(I), ∀f ∈ Lp(I)} .
Similar notation is used for norms of operators whose target space is a weak
space Lq,∞(J). Whenever it is safe to do so, we abbreviate ‖A‖Lp(I)→Lq(J) to
‖A‖p,q . If A is an operator of weak type (p, q), that is, A : Lp(I)→ Lq,∞(J),
then we abbreviate ‖A‖Lp(I)→Lq,∞(J) to ‖A‖p,q∗
The notation ‖f‖p,∞ will stand for the weak p-norm of a function f , while
‖A‖p,∞ will denote the norm of an operator A acting from Lp to L∞. Despite
a minor conflict of notation, the context should suffice to prevent confusion.
2 Hausdorff-Young type theorems for the La-
place transform observed along a ray
2.1 Lp → Lp′ boundedness, 1 ≤ p ≤ 2
Fix θ ∈ [−pi/2, pi/2] and consider the operator Lθ : f(t) 7→ Lθf(ρ) defined
by the formula (1.2). Note that L0 is the Laplace transform on the positive
real half-line, while L±pi/2 are the restrictions onto a real half-line (positive or
negative) of the Fourier transform of the function f with support in [0,∞).
It is easy to deduce Lp → Lp′ boundedness of Lθ for θ ∈ (−pi/2, pi/2)
from the known Lp → Lp′ boundedness of L0 [11, Th. 352]. Indeed, we have
|Lθf(ρ)| ≤
∫ ∞
0
e−tρ cos θ|f(t)| dt = L0|f |(ρ cos θ). (2.1)
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Raising to the power p′ and integrating, we obtain
‖Lθf‖p′ ≤ (cos θ)−1/p′ ‖L0|f | ‖p′
Therefore,
‖Lθ‖p,p′ ≤ (cos θ)−1/p′ ‖L0‖p,p′ . (2.2)
For estimates of this type in Lp spaces with power weights consult [17, § 4.2].
Our goal is to obtain a stronger result: a norm estimate uniform in θ.
Note first that Lθ is a bounded operator from L1(R+) to L∞(R+) with
norm independent of θ:
‖Lθ‖1,∞ = sup
t,ρ>0
|e−ρteiθ | = 1. (2.3)
Next we develop an L2-theory of Lθ. Like in the L2 theory of the Fourier
transform, the first step is to establish L2-norm boundedness of Lθ defined
on L1 ∩ L2. This step does not readily follow neither from Cauchy-Schwarz,
nor from Schur’s test, but it could be bypassed by referring to (2.2) with
p = 2. However, a more economical way to obtain a desired improvement
over (2.2) is to analyse the operator Lθ|L1∩L2 from scratch. Then of course
Lθ is extended by continuity to a bounded operator in L2 with an uniform
in θ norm estimate.
Theorem 1 (a) For any θ ∈ [−pi/2, pi/2] and any f ∈ L1(R+)∩L2(R+) the
inequality
‖Lθf‖2 ≤ K1(θ)‖f‖2 (2.4)
holds. Thus Lθ extends to the operator L2(R+)→ L2(R+) by continuity.
(b) The best possible constants
K1(θ) = ‖Lθ‖2,2 (2.5)
in (2.4) are: for |θ| < pi/2
K1(θ) =
√
pi (1− µ)(1−µ)/4 (1 + µ)(1+µ)/4, µ = |θ|
pi/2
, (2.6)
and for |θ| = pi/2
K1(±pi/2) =
√
2pi. (2.7)
(c) The even function K1(θ) is increasing and continuous on [0, pi/2]; in
particular, the uniform norm estimate in L2 for the operators Lθ is
sup
|θ|≤pi/2
K1(θ) =
√
2pi. (2.8)
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The proof in the case |θ| < pi/2 is based on the spectral analysis of the
operators L∗θLθ and will be given in the next section. Here let us comment
on the limiting cases θ = ±pi/2, where the operator Lθ is the restriction of
the Fourier transform to the positive or negative real half-line. The estimate
‖L±pi/2‖2,2 ≤
√
2pi (2.9)
follows from Plancherel’s theorem.
We want to prove the equality (2.7). To be definite, let θ = pi/2.
Take a nonzero function f(t) ∈ L2(R) supported on [0,∞). Consider
the family of functions fξ(t) = f(t)e
−iξt, ξ ∈ R. If Ff(ρ) = ∫∞
0
eitρf(t) dt
is the Fourier transform of f , then the Fourier transform of fξ is Ffξ(ρ) =
Ff(ρ− ξ). Letting ξ → +∞, we obtain
‖Lpi/2f‖2L2(R+) =
∫ ∞
0
|(Ff)(ρ− ξ)|2 dρ =
∫ ∞
−ξ
|Ff(ρ)|2 dρ
→ ‖Ff‖L2(R) =
√
2pi‖f‖2.
Thus the constant
√
2pi in (2.9) is best possible. 
In the same way as the Plancherel theorem and the trivial L1 → L∞
estimate imply the Hausdorff-Young theorem by means of interpolation, a
θ-uniform analog of the Hausdorff-Young now follows.
Theorem 2 Suppose 1 ≤ p ≤ 2 and θ ∈ [−pi/2, pi/2]. The operator Lθ
defined initially on L1(R+) ∩ Lp(R+) extends to a bounded operator from
Lp(R+) to Lp
′
(R+), where the relation (1.4) is assumed, with norm
‖Lθ‖p,p′ = K2(θ, p). (2.10)
Here
K2(θ, p) ≤ K1(θ)2/p′ . (2.11)
Consequently, an uniform in θ bound is
K2(θ, p) ≤ (2pi)1/p′ , ∀θ ∈ [−pi/2, pi/2]. (2.12)
Proof. For the operator Lθ defined on L1(R+) ∩ L2(R+) we have the norm
estimates (2.3) and (2.4). By the Riesz-Thorin interpolation theorem [2,
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Th. 1.1.1] Lθ is a bounded operator Lp(R+) → Lp′(R+) for any p ∈ [1, 2],
with norm
K2(θ, p) ≤ ‖Lθ‖2/p−11,∞ ‖Lθ‖2−2/p2,2 , (2.13)
which yields (2.11). The uniform estimate (2.12) now follows from (2.8). 
Remark. Theorem 2 gives only an upper bound for ‖Lθ‖p,p′ .
In the cases θ = 0 and θ = ±pi/2 the simple estimate (2.11) that fol-
lows from the Riesz-Thorin theorem can be compared with known estimates
derived by more refined methods.
In the case θ = ±pi/2 the Fourier transform) the precise constant for is
known for all p ∈ [1, 2]:
K2(±pi/2, p) = (2pi)1/p′
(
p1/p
p′1/p′
)1/2
. (2.14)
This result is due to Beckner [1] (and earlier to Babenko, for integer p). In
our situation the Fourier transform acts on functions with support in R+,
but the norm is not affected — by the argument used above to prove that
the constant in (2.8) is the same as in (2.9). The estimate (2.12) is inexact
by about 16%:
max
1≤p≤2
(2pi)1/p
′
K2(pi/2, p)
≈ 1.158.
(The maximum is attained at the smaller root p ≈ 1.192 of the quadratic
equation p2 − e2p+ e2 = 0.)
For |θ| 6= pi/2 and 1 < p < 2 we don’t know precise values of K2(θ, p).
The estimate (2.11) says K2(0, p) ≤ pi1/p′ . Hardy [10, Th. 9], [11, Th. 352]
showed that
K2(0, p) ≤ (2pi/p′)1/p′ . (2.15)
Setterqvist [20, Th. 2.2] substituted Beckner’s sharp Lp estimate for convo-
lutions into Hardy’s proof and obtained
K2(0, p) ≤ (pi(p− 1))1/p
′
(p(2− p))1/p−1/2 . (2.16)
The improvement over (2.11) given by (2.15) and (2.16) is characterized as
follows:
max
p
pi1/p
′
r.h.s. of(2.15)
= e1/2e ≈ 1.202
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and
max
p
pi1/p
′
r.h.s. of (2.16)
≈ 1.355.
(The maximum is attained at the positive root p ≈ 1.328 of the quadratic
equation p2 + (e− 2)p− e = 0.)
The known L2 norm (2.5) of Lθ and the method of [10] yield the bound
K2(θ, p) ≤
(
2pi
p′ cos θ
)1/p′
,
which is better than (2.11) if |θ| < arccos(2/p′), but for a fixed p ∈ (1, 2] and
θ → pi/2 it diverges. The same applies to a furhter enhancement (omitted)
similar to (2.16): it does nothing to the factor (cos θ)−1/p
′
.
2.2 Spectral decomposition in L2: proof of Theorem 1,
|θ| < pi/2
The proof of Theorem 1 consists of a series of lemmas. Lemma 2.1 and
its corollary give boundedness of Lθ in L2 — part (a) of the Theorem. In
Lemmas 2.2–2.5 we study the self-adjoint operator
Sθ = L∗θLθ. (2.17)
In Lemma 2.4, which is central to this section, an explicit spectral decom-
position of the operator Sθ is constructed, which readily yields ‖Sθ‖ as the
supremum of the spectrum of Sθ. Thus we find
‖Lθ‖2,2 = ‖Sθ‖1/22,2 , (2.18)
and obtain formula (2.6). The behaviour of the function k(θ) = ‖Sθ‖22,2 is
studied in Lemma 2.6. This furnishes a proof of the statement (c) of the
Theorem.
In this section (·, ·) denotes the scalar product in L2(R+). The notation
ω = eiθ
is used for brevity.
In Lemma 2.1 and its proof the limits of integrations 0 to∞ are assumed
throughout.
We begin the proof by showing that the bilinear form (Lθf,Lθg) is cor-
rectly defined and bounded on L2(R+)× L2(R+).
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Lemma 2.1 For any f, g ∈ L2(R+) the inequality
|(Lθf,Lθg)| ≤
∫ ∫ ∫
|f(y)g(x) e−xρω−yρω| dx dy dρ,
≤ C(θ)‖f‖2 ‖g‖2
(2.19)
holds with constant C(θ) independent of f and g.
Proof. By definition (1.2) of the operator Lθ, we have
(Lθf,Lθg) =
∫ ∫ ∫
f(y) g(x) e−xρω−yρω dx dy dρ. (2.20)
Therefore
|(Lθf,Lθg)| ≤
∫ ∫ ∫
|f(y)| |g(x)| |e−xρω−yρω| dx dy dρ
=
∫ ∫ ∫
|f(y)| |g(x)| e−ρ(x+y) cos θ dx dy dρ
=
∫ ∫ |f(y)| |g(x)|
(x+ y) cos θ
dx dy ≤ C(θ)‖f‖2 ‖g‖2.
In the last line we refer to the classical (“Hankel-type Hilbert”) inequality
for the quadratic form with kernel (x+ y)−1 [11, § 316]. 
Corollary. The operator Lθ is bounded in L2(R+). (Take f = g in (2.19).)
Part (a) of the Theorem is thus proved.
The main object of study in the proof of part (b) will be the integral
operator defined by the formula
Sθf(x) =
∫ ∞
0
f(y)
xω + yω
dy. (2.21)
For f ∈ L2(R+) and any x > 0 the integral converges absolutely by Cauchy-
Schwarz.
Lemma 2.2 The operator Sθ is bounded in L2(R+), and the formula (2.17)
holds.
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Proof. Lemma 2.1 justifies application of Fubini’s theorem to the triple inte-
gral in the right-hand of (2.20). Integration with respect to ρ with x and y
fixed yields the kernel of the operator Sθ∫ ∞
0
e−xρω−yρω dρ =
1
xω + yω
. (2.22)
Hence (Lθf,Lθg) = (Sθf, g) for all f, g ∈ L2(R+). Combining this with
(2.19), we immediately obtain both assertions of the Lemma. 
Our next goal is to find the norm of the operator Sθ precisely. This will
be done in Lemmas 2.3–2.5.
Introduce a family of generalized eigenfunctions which will be used in the
spectral decomposition of the operator Sθ:
ψτ (x) =
1√
2pi
x−
1
2
+iτ , x > 0, τ ∈ R. (2.23)
We call ψτ a generalized eigenfunction, since it formally satisfies the equation
Sθψτ = λτψτ (see next Lemma); however, ψτ /∈ L2(R+).
Lemma 2.3 For any τ ∈ R∫ ∞
0
ψτ (y)
xω + yω
dy = λτ (θ)ψτ (x), (2.24)
where
λτ (θ) =
pie2θτ
coshpiτ
. (2.25)
Proof. Set s = −1
2
+ iτ . We have (making the change of variable y 7→ yx):∫ ∞
0
ys dy
xω + yω
=
∫ ∞
0
(xy)s x dy
xω + (xy)ω
= xs
∫ ∞
0
ys dy
ω + ωy
.
The integral converges absolutely, since Re s = −1/2. We obtained (2.24)
with
λτ (θ) =
∫ ∞
0
ys dy
ω + ωy
.
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To prove (2.25), consider the integral
I(p) =
∫ ∞
0
ys dy
y + p
dy.
If p > 0, then the substitution y 7→ py yields
I(p) = B(s+ 1,−s)ps,
where B(·, ·) is Euler’s Beta function. By analytic continuation this formula
remains valid for all p /∈ [0,∞). Using the evaluation
B(s+ 1,−s) = pi
sin pi(s+ 1)
=
pi
sin(pi/2 + ipiτ)
=
pi
cosh piτ
,
we finally get
λτ (θ) = ωI(ω
2) =
ωpi
cosh piτ
(ω)2(−1/2+iτ) =
pi
cosh piτ
e(−2iθ)(iτ),
which simplifies down to (2.25). 
We are now ready to describe the spectral decomposition for the operator
Sθ explicitly.
Lemma 2.4 (a) For any f ∈ L2(R+) with compact support in (0,∞) define
f˜(τ) =
∫ ∞
0
f(x)ψτ (x) dx. (2.26)
Then f˜ ∈ L2(R) and the Plancherel-like identity holds∫ ∞
−∞
|f˜(τ)|2 dτ =
∫ ∞
0
|f(x)|2 dx. (2.27)
The operator U : f(x) 7→ f˜(τ) extends to an unitary operator from L2(R+)
to L2(R) and the inversion formula f = U−1f˜ in the explicit form is
f(x) = L2- lim
T→∞
T∫
−T
f˜(τ)ψτ (x) dτ. (2.28)
(b) The action of the operator Sθ on f ∈ L2(R+) can be described as follows:
Sθf = U−1 ◦Mθ ◦ U f, (2.29)
where Mθ is the multiplication operator in L
2(R),
Mθf˜(τ) = λτ (θ)f˜(τ). (2.30)
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Proof. (a) Let
x = ev, g(v) = f(ev)ev/2. (2.31)
Then ∫ ∞
−∞
|g(v)|2 dv =
∫ ∞
−∞
|f(ev)|2 dev =
∫ ∞
0
|f(x)|2 dx,
so g ∈ L2(R) and ‖g‖L2(R) = ‖f‖L2(R+). Now, by (2.23) and (2.26)
f˜(τ) =
1√
2pi
∫ ∞
−∞
f(ev)e−v/2e−ivτ dev =
1√
2pi
∫ ∞
−∞
g(v)e−ivτ dv.
By Plancherel’s identity for the Fourier transform, ‖f˜‖L2(R) = ‖g‖L2(R).
Hence the transformations f(x) 7→ g(v) 7→ f˜(τ) are isometries. Therefore
we can extend U to an isometry L2(R+)→ L2(R).
Expressing g(v) as the inverse Fourier transform of f˜(τ) and then express-
ing f(x) via g(v) by (2.31) yields (2.28). We conclude that U is surjective,
hence it is unitary.
(b) The formal calculation using (2.21) and (2.24) goes:
(USθf)(τ) =
∫ ∞
0
(∫ ∞
0
f(y)
xω + yω
dy
)
ψτ (x) dx
=
∫ ∞
0
∫ ∞
0
(
ψτ (x)
yω + xω
)
dx f(y) dy
=
∫ ∞
0
λτ (θ) ψτ (y) f(y) dy
= λτ (θ)f˜(τ) = (MθU)f(τ).
(2.32)
In the last line we used (2.30) and the fact that λτ (θ) ∈ R, see (2.25).
We will justify the change of order of integration assuming that f(x) has
compact support [a, b] ⊂ (0,∞). In this case there exists C1 > 0 (depending
on a and θ) such that |xω + yω| ≥ C1(1 + x) for all x > 0 and all y ≥ a.
Recalling the definition (2.23) of ψτ (x), we conclude that the double in-
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tegral corresponding to the iterated integrals in (2.32) converges absolutely:∫ ∞
0
∫ ∞
0
∣∣∣∣∣f(y)ψτ (x)xω + yω
∣∣∣∣∣ dx dy
≤
(∫ b
a
|f(y)| dy
) (∫ ∞
0
(2pi)−1/2C−11
(1 + x)
√
x
dx
)
≤ (b− a)1/2 ‖f‖2C2 <∞.
By Fubini’s theorem, the calculation (2.32) is justified, so the formula USθf =
MθUf holds for f ∈ L2 with compact support in (0,∞). Applying U−1 on
the left in both sides of this formula yields (2.29) for such f . All operators
here are bounded and the set of compactly supported functions is dense in
L2(R+). Therefore (2.29) is valid for all f ∈ L2(R+). 
Corollary. By (2.30), the norm of the operator Sθ in L2(R+) is
‖Sθ‖2,2 = ‖Mθ‖2,2 = sup
τ∈R
λτ (θ). (2.33)
(Since λτ (θ) > 0 for all θ and τ , the absolute value sign is omitted.)
Remark. The unitary operator U constructed in Lemma 2.4 does not depend
on θ (the primary reason being that the generalized eigenfunctions (2.23) are
common for all operators Sθ). As a consequence, the operators Sθ and Sθ′
commute for all θ, θ′ ∈ (−pi/2, pi/2). Note however that operators Lθ with
different values of θ do not commute. For instance, L−θLθ = L∗θLθ = Sθ,
while LθL−θ = S−θ 6= Sθ if θ 6= 0, because of (2.29), (2.30) and the inequality
λτ (θ) 6= λτ (−θ).
To complete the proof of the formula (2.6) and hence of part (b) of the
Theorem, it remains, in view of (2.18) and (2.33), to evaluate supτ∈R λτ (θ).
Lemma 2.5 For λτ (θ) as defined in (2.25) and K1(θ) as defined in (2.6) we
have
max
τ∈R
λτ (θ) = (K1(θ))
2, |θ| < pi/2. (2.34)
Proof. We may assume that θ ≥ 0. Logarithmic differentiation of λτ (θ) with
respect to τ yields the condition of extremum: 2θ − pi tanhpiτ = 0. Using
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the notation µ = 2|θ|/pi as in (2.6), rewrite this condition as tanhpiτ = µ.
Consequently, at the point of extremum (which is easily seen to be maximum)
e2piτ =
1 + µ
1− µ
and
cosh piτ = (1− µ2)−1/2.
We obtain
max
τ∈R
λτ (θ) = pi
(
1 + µ
1− µ
)θ/pi
(1− µ2)1/2,
which is equivalent to (2.34). 
Part (b) of the Theorem is thus proved.
To prove part (c), we need to show that K1(θ) from (2.6) is an increasing
function on [0, pi/2) and to check the formula (2.8), which also implies left
continuity of K1(θ) at θ = pi/2.
This follows from the next, last lemma, where for simplicity we consider
the function
k(µ) = (K1(θ)/
√
pi)4 = (1− µ)1−µ (1 + µ)1+µ.
Lemma 2.6 The function k(µ) is increasing in [0, 1) and
lim
µ→1−
k(µ) = 4.
Proof. By logarithmic differentiation, [ln(xx)]′ = lnx+ 1, hence
k′(µ)
k(µ)
= − ln(1− µ) + ln(1 + µ) > 0.
Finally, limµ→1− k(µ) = 22 limx→0+ xx = 4. 
The proof of Theorem 1 is complete.
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2.3 Case p > 2
2.3.1 Why Lθ : Lp 6→ Lp′
It is well known that the Hausdorff-Young theorem for the Fourier trans-
form does not have an analog for p > 2 [19, § 4.11]. Moreover, the Fourier
transform of an Lp function with p > 2 in the sense of distributions may not
even be a locally integrable function [13, Th. 7.6.6]. One explicit example [5,
§ 15.4] of a similar kind in the theory of Fourier series is given by
f(x) =
∞∑
n=1
n−1/2eix2
n
,
which is a distribution /∈ L1(0, 2pi).
One might expect a different situation for the Laplace transform and
generally for the operators Lθ with |θ| < pi/2, due to the exponentially
decreasing kernel e−xρe
iθ
. Such an expectation turns out to be valid only
partially. Lemmas 2.7 and 2.8 below tell a rather trivial Lp story. Sect. 2.3.2
presents a positive result involving Lorentz spaces.
Lemma 2.7 If f ∈ Lp(R+), p ≥ 2, |θ| < pi/2, then Lθf ∈ (L2 + L1,∞) (R+).
Moreover, Lθf(ρ) is continuous at any point ρ > 0.
Remark. The last statement of Lemma shows that Lθf can be viewed as a
distribution of order 0 in the space of distributions D(R+) [13, Def. 2.1.1].
In particular, all integrability troubles of Lθf(ρ) are attributable to its limit
behaviour at zero or infinity.
Proof. We may assume that f ≥ 0. Set f∞(t) = min(f(t), 1) and write
f = f∞ + f2. Then f∞ ∈ L∞ and f 22 (t) ≤ fpp (t), so f2 ∈ L2. We have
Lθf2 ∈ L2 (by Theorem 1) and
|Lθf∞(ρ)| ≤ ‖f∞‖∞
∫ ∞
0
e−ρt cos θ dt =
‖f‖∞
ρ cos θ
, (2.35)
hence Lθf∞ ∈ L1,∞(R+).
To prove continuity of g = Lθf it is enough, again, to separately consider
two cases: f ∈ L∞ and f ∈ L2. For f ∈ L∞ we set fn(t) = χ(0,n)(t)f(t),
where χI is the indicator function of the interval I. Now, gn = Lθfn is easily
seen to be continuous for any n > 0, while
|g(ρ)− gn(ρ)| ≤ ‖f‖∞
∫ ∞
n
e−tρ cos θ dt ≤ C(θ, ρ)‖f‖∞
n
.
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Continuity of g follows by the standard ε/3 trick (cf. [16, § I.5]):
|g(ρ)− g(ρ′)| ≤ |(g − gn)(ρ)|+ |(g − gn)(ρ′)|+ |gn(ρ)− gn(ρ′)|.
For f ∈ L2, we may assume f ≥ 0 and set fn(t) = min(f(t), n). Then
fn ∈ L∞, so gn = Lθfn are continuous on (0,∞) by the previous. By
Cauchy-Schwarz,
|g(ρ)− gn(ρ)| ≤ ‖f − fn‖2
(∫ ∞
0
e−2tρ cos θ dt
)1/2
≤ C(θ, ρ)‖f − fn‖2.
Since ‖f − fn‖2 → 0 as n → ∞, the continuity of g(ρ) again follows by the
ε/3 trick. 
Remark. Although Lθ : L∞ → L1,∞ and Lθ : L2 → L2, a Marcinkiewicz-
type interpolation result is not available. A known subtlety of Marcinkiewicz’s
theorem is the required inequality between the exponents of the interpolated
spaces, which is violated here: p = 2 6≤ 1 = q. (See e.g. [2], inequality (7) in
§ 1.3 and Exercise 9 in § 1.6.)
The failure of the method is due to the falsity of the conjecture. The truth
is, Lθ does not map Lp to Lp′ for p > 2 (Lemma 2.8). This fact seems to be
not as widely publicized, even for the standard Laplace transform (θ = 0),
as the corresponding result for the Fourier transform.
The assertion of Lemma 2.8 follows from a result of Bloom [3, Th. 3.2],
where more general weighted estimates for the Laplace transform are consid-
ered. Our proof offers an explicit counterexample.
Lemma 2.8 Lθ does not map Lp to Lp′ if p > 2.
Proof. For simplicity we assume θ = 0. For |θ| > 0 the same construction
works. Consider the family of functions
uα(t) = t
α−1 e−t.
Then
vα(x) = Luα(x) =
∫ ∞
0
tα−1 e−t(1+x) dt = (x+ 1)−α Γ(α).
It is clear that uα ∈ Lp(R+) if (α − 1)p > −1 and vα ∈ Lp′(R+) if p′α > 1.
Both conditions are equivalent to α > 1/p′, which is assumed in the sequel.
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We have
‖uα‖pp =
∫ ∞
0
tp(α−1) e−tp dt = p−1−p(α−1) Γ(p(α− 1) + 1),
so
‖uα‖p = p1/p′−α (Γ(p(α− 1) + 1))1/p. (2.36)
Also,
‖(x+ 1)−α‖p′p′ =
∫ ∞
0
(x+ 1)−p
′α dx = (p′α− 1)−1,
so
‖vα‖p′ = Γ(α) (p′α− 1)−1/p′ . (2.37)
Set α = 1/p′ + ε. Then p(α − 1) + 1 = p(α − 1 + 1/p) = pε. Now let
ε→ 0+. The asymptotics of the norm (2.36) is
‖u1/p′+ε‖p ∼ p0 (Γ(pε))1/p ∼ C1ε−1/p, C1 = C1(p) > 0.
At the same time, the asymptotics of the norm (2.37) is
‖v1/p′+ε‖p′ ∼ Γ(1/p′) (p′ε)−1/p′ ∼ C2(p)ε−1/p′ , C2 = C2(p) > 0.
Therefore ‖v1/p′+ε‖p′
‖u1/p′+ε‖p ∼ C3(p) ε
1/p−1/p′ →∞,
since 1/p− 1/p′ < 0.
To finish the proof, a standard functional-analytic argument is used. Con-
sider the sequence
ϕn =
u1/p′+1/n
(‖u1/p′+1/n‖p ‖v1/p′+1/n‖p′)1/2 ∈ L
p.
and let ψn = Lϕn. Then ‖ϕn‖p → 0 and ‖ψn‖p′ →∞ as n→∞.
Suppose, contrary to the assertion of the Lemma, that Lw ∈ Lp′ for any
w ∈ Lp. Then ψn → 0 weakly in Lp′ , since for any w ∈ Lp we have
|〈ψn, w〉| ≡
∣∣∣∣∫ ∞
0
(Lϕn)(x) w(x) dx
∣∣∣∣
=
∣∣∣∣∫ ∞
0
ϕn(t) (Lw)(t) dt
∣∣∣∣ ≤ ‖ϕn‖p ‖Lw‖p′ → 0.
As follows from the Banach-Steinhaus uniform boundedness principle, the
sequence {ψn} is norm bounded in Lp′ , which is not true by construction.
The Lemma is thus proved. 
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2.3.2 Operators Lθ in Lorentz spaces
Let us briefly recall the necessary definitions and facts, mostly to fix notation.
For details see e.g. [2], § 1.3, or [7], especially Th. 10.4.2.
The decreasing rearrangement of a nonnegative measurable function f(t)
defined on a measurable set I is the function f ∗ : [0,∞)→ [0,∞] defined as
f ∗(t) = inf{λ ≥ 0 : df (λ) ≤ t},
with df (λ) as in (1.9). (If df (λ) is strictly monotone and continuous, then
λ = f ∗(t) is just the inverse function to t = d(λ).)
The Lorentz space Lp,∞ coincides with weak Lp space, that is, the space
of measurable functions satisfying the inequality
‖f‖Lp,∞(I) = sup t1/p |f |∗(t) <∞.
For p ≥ 1, r ∈ (0,∞), the Lorentz space Lp,r(I), is the space of measurable
functions on I such that
‖f‖rLp,r(I) =
∫ ∞
0
(t1/p |f |∗(t))r dt
t
<∞. (2.38)
In particular, Lp,p = Lp and it is known that
Lp,r ⊃ Lp,s if r ≥ s. (2.39)
The functionals f 7→ ‖f‖Lp,r are not norms (if r > p) but quasinorms: they
satisfy the quasi-triangle inequality ‖f + g‖Lp,r ≤ C(‖f‖Lp,r + ‖g‖Lp,r) with
some C > 1.
The following is a p > 2 version of the Hausdorff-Young inequality for the
Laplace transform.
Theorem 3 For any p ∈ (2,∞), any θ ∈ (−pi/2, pi/2) and any r ∈ [1,∞]
the operator Lθ carries Lp,r(R+) into Lp′,r(R+).
Proof. If f ∈ L∞(R+), then by (2.35) Lθf ∈ L1,∞ and
‖Lθ‖∞,1∗ ≤ (cos θ)−1.
On the other hand, Theorem 1 and Chebyshev’s inequality ‖f‖p,∞ ≤ ‖f‖p
for p = 2 give
‖Lθ‖2,2∗ ≤ ‖Lθ‖2,2∗ ≤
√
2pi.
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It remains to apply the Caldero´n-Marcinkiewicz theorem [2, Th. 5.3.2]. 
Remark 1. Two particular cases deserve special attention in view of Lemma 2.8.
The inequality 1 < p′ < 2 < p <∞ and the inclusion (2.39) are used here.
(i) For r = p′ we obtain: Lθ : Lpp′ → Lp′ . The domain is Lpp′ ( Lp.
(ii) For r = p we obtain: Lθ : Lp → Lp′p ) Lp′ .
Remark 2. The theorem does not state that Lθ is surjective in the concerned
pairs of spaces.
Remark 3. We did not attempt to extract quantitave bounds for the con-
stants in the inequalities ‖Lθf‖Lp′,r ≤ C(p, r, θ)‖f‖Lp,r from the quantita-
tive forms of the Caldero´n-Marcinkiewicz existing in the literature (see e.g.
[15], [12]). It would be interesting to determine the growth of C(p, r, θ) as
|θ| → pi/2− 0.
3 Well-projected measures and weighthed
estimates for the Poisson, Cauchy, and La-
place integrals
3.1 Well-projected measures and curves
For a subset A ⊂ C we denote by Ax and Ay its projections on the coordinate
axes. If A is Borel, then Ax and Ay are Lebesgue measurable and we denote
by |Ax|, |Ay| their respective Lebesgue measures.
Definition 1 Let µ be a Borel measure on a domain D ⊂ C. We say that
µ is well-projected with projection constants kx ≥ 0 and ky ≥ 0 if for any
Borel set A ⊂ D the inequlaity
µ(A) ≤ kx|Ax|+ ky|Ay| (3.1)
holds (provided the right-hand side is finite).
The class of all such measures will be denoted W(D, kx, ky):
W(D, kx, ky) = {Borel measures on D satisfying inequality (3.1)}.
In the case D = C the notation is abbreviated:
W(kx, ky) := W(C, kx, ky).
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The classes W(kx, ky) are obviously translation invariant but not rotation
invariant. In fact, the well-projectedness property is not rotation invariant
regardless of the projection constants. See Examples 7, 10 below.
In order to provide a convenient interface between Theorem 4 (p. 37) and
results of Sect. 2, let us accommodate well-projectedness to rotated axes.
Definition 2 Suppose ξ, η are new rectangular coordinates related to x, y by
ξ = x cosα + y sinα, η = −x sinα + y cosα. (3.2)
A Borel measure µ on C is α-well-projected if the conditions of Definition 1
are met with ξ and η substituted for x and y respectively — that is, if there
exist constants kξ, kη ≥ 0 such that for any Borel set A ⊂ C
µ(A) ≤ kξ|Aξ|+ kη|Aη|, (3.3)
where Aξ and Aη are the projections of the set A on the new coordinate axes.
The class of such measures will be denoted Wα(kξ, kη).
Definition 1 merely axiomatizes the property on which our proof of the
key Theorem 4 hinges. In actual applications of that theorem we will be
dealing with rectifiable curves carrying arclength measure. It is convenient
to narrow down the definition of well-projectedness accordingly.
Fix a domain D ⊂ C. Let γ be a rectifiable curve in D parametrized by
arclength s ∈ I, where I ⊂ R is some interval. Naturally associated with
curve γ is the arclength measure µγ = |ds| supported on the closure of the
set γ(I).
We accept common abuse of terminology, by which a parametric curve γ
means both the map I
γ→ D and its range γ(I) ⊂ D. Where necessary, a
clarification will be provided.
One situation where such a necessity arises occurs when a curve has re-
turns and multiple passages (going back and forth through the same place),
so that it is impossible to retrieve the measure µγ uniquely given just the set
γ(I) (the geometric curve), cf. Remark 4 below and Example 3.
Curves are relevant for our purposes only as carriers of measure. There is
no point to insist on connectedness or on global continuous parametrization.
Hence the following generalization.
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Definition 3 Let I be a nonempty finite or countably infinite index set. A
family γ = {γn}n∈I of rectifiable curves is called a compound curve. If the
ranges of all γn are contained in a domain D, we say that γ is a compound
curve in D.
A compound curve in D can be regarded as a map whose domain is the
disjoint union of the domains In of the maps γn,
γ :
⊔
n∈I
In → D.
The associated total arclength measure is defined as
µγ =
∑
n∈I
µγn . (3.4)
Remarks. 1. In Definition 3 we do not impose any non-intersection con-
ditions on domains or ranges of the different γn. As an extreme example,
let all γn, n ∈ N, be the same identity map of a certain interval I. Then
γ : N × I → I. If A ⊂ I is a (Lebesgue-)measurable set, then µγ(A) can
assume only two values: 0 (if |A| = 0) and ∞ (if |A| > 0).
2. Talking about compound curves, we do not use the epithet ‘rectifiable’;
rectifiability of the constituents γn is required by definition. Since expressions
like “a rectifiable curve or a compound curve” can sound as if ‘compound’
might somehow go without rectifiability, we will write “an ordinary rectifiable
curve or a compound curve” in such cases.
3. An ordinary rectifiable curve γ can be identified with the compound
curve {γ}, the index set being a singleton.
4. In applications, a compound curve is often seen informally as the
union of the (ranges of) its members γn. If the curve is non-self-overlapping,
i.e. if the map γ is almost everywhere one-to-one, then the set ‘range of γ’
uniquely determines the measure µγ (naively — as length, rigorously — as
the one-dimensional Hausdorff measure, see [6, § 3.3.4(A)]).
5. In this paper we do not exploit a weighted version of the total arclength
measure (3.4), although many meaningful examples of well-projected mea-
sures can be produced that way.
Definition 4 Let γ be an ordinary rectifiable curve or a compound curve.
We say that γ is well-projected with projection constants kx, ky if the associ-
ated measure µγ has this property.
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We will use slightly abusive shorthands γ ∈W(D; kx, ky) or γ ∈W(kx, ky)
meaning, of course, that µγ belongs to the given class.
Similarly we will be talking about α-well-projected curves (ordinary recti-
fiable or compound) and write γ ∈Wα(kξ, kη) instead of a precise but more
cumbersome µγ ∈Wα(kξ, kη).
Remark. The well-projectedness property makes sense not only in the con-
text of one-dimensional rectifiable sets, see Examples 9 and 10.
3.2 Examples
Catalog of examples
1. Monotone curve
2. Graph of a Lipschitz function
3. A self-overlapping curve (a), also treated as a compound curve (b)
4. Union of monotone curves with projection overlap of finite multiplicity
5. Convex curve
6. Simple discontinous radial curve
7. Horizontal comb — a non-well-projected curve that becomes well-projected
in rotated coordinates
8. Boxed curve
9. Characteristic function of a bounded set in C
10. Cantor square
Graph of dependencies:
1 −→ 4 −→ 5
↓ ↓
6 7 −→ 8
−→
←−
2 3
9 −→ 10
Examples 1–2, 5–8 will have continuation in theorems of Sect. 4.
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Example 1. A rectifiable curve γ ⊂ D parametrized by arclength s is
monotone if the coordinate functions x(s), y(s) are monotone. We claim
that every monotone γ is in W(1, 1) = W(C; 1, 1). It suffices to prove this
for measurable sets A ⊂ γ and there we have
µγ(A) =
∫
A
ds =
∫
A
√
dx2 + dy2 ≤
∫
A
|dx|+
∫
A
|dy|
(∗)
= |Ax|+ |Ay|, (3.5)
as claimed. The step (∗) is where monotonicity is relevant.
Example 2. Let γ be the graph of a function y = f(x), x ∈ I ⊂ R. Suppose
that f is Lipschitz; presicely — that
|f(x1)− f(x2)| ≤ λ|x1 − x2|, ∀x1, x2 ∈ I. (3.6)
Then γ ∈W(I × R;√1 + λ2, 0).
Indeed, by Rademacher’s theorem [6, p. 81], f is a.e. differentiable. The
definition of derivative implies that at points of differentiability
|dy/dx| ≤ λ.
Thus, for a measurable subset A ⊂ γ∫
A
|ds| ≤
∫
Ax
√
1 + λ2 dx.
Of course, the roles of x and y in this example can be interchanged.
Example 3. (a) Consider the parametric curve
γ˜ : x(t) = t− 2 sin t, y(t) = 0.
The curve γ is obtained after re-parametrization of γ˜ by arclength. Its range
γ(R) is the x-axis, R×0 ⊂ C, part of which is covered twice. Let us compute
the measure µγ or rather its nontrivial part, restriction on R× 0. We have
min
t∈(−pi,pi]
x(t) = x|t=pi/3 = pi
3
−
√
3,
max
t∈(−pi,pi]
x(t) = x|t=−pi/3 = −pi
3
+
√
3.
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It is now clear that
µγ = (1 + χJ(x)) dx,
where χJ(x) is the characteristic function of the set
J =
⋃
n∈Z
Jn,
Jn =
[pi
3
−
√
3 + 2pin, −pi
3
+
√
3 + 2pin
]
.
Since 1 + χJ(x) ≤ 2, we have µγ ∈W(2, 0).
(b) The same measure can be obtained through a different interpretation
of γ. Namely, consider γ as a compound curve, γ = {γn}n∈Z, where (ignoring
the trivial y-component)
γn =

Jn−1, n > 0
R, n = 0
Jn, n < 0.
and each γn is parametrized by the identity map.
Example 4. This is a straightforward but useful generalization of Example 1
in the spirit of part (b) of Example 3.
Consider a compound curve γ = {γn}, where the member curves γn ⊂ D
are monotone and have the following finite projection multiplicity property.
We require that for any x ∈ R there be at most P1 member curves whose
x-projections contain x:
#{n : x ∈ (γn)x} ≤ P1, ∀x ∈ R.
A similar requirement is imposed on y-projections:
#{n : y ∈ (γn)y} ≤ P2, ∀y ∈ R.
Then γ ∈W(D;P1, P2). Indeed, the step (∗) of the chain (3.5) is now changed
to ∫
A
|dx|+
∫
A
|dy| ≤ P1|Ax|+ P2|Ay|.
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Example 5. A closed curve γ ⊂ C is convex if it is the boundary of a
convex set. Any closed convex curve is the union of at most 4 monotone
curves. Hence by Example 4 the arclength measure of any closed convex
curve is well-projected with kx = ky = 4.
A curve γ : [a, b] → R that is not closed is called convex if the closed
curve obtained by joining the points γ(a) and γ(b) with straight line is convex
(Fig. 1).
If the domain I of the map γ is not compact, let us exhaust I by compact
intervals: I ⊃ · · · ⊃ I3 ⊃ I2 ⊃ I1. If each restricted curve γ|In is convex, we
say that γ is convex.
It is easy to see that the procedures of closure and compact exhaustion
do not affect the projection multiplicity bound 4. Thus the inclusion γ ∈
W(D, 4, 4) holds true for any convex curve in D, closed or not.
Example 6. This example will be referred to in the formulation and proof
of Theorem 11.
Let ϕ ∈ (0, pi/2). Consider the sector Φϕ = {z | 0 < arg z < ϕ}. Suppose
α is a simple function defined on an interval I ⊂ R+ with values in (0, ϕ),
that is, α is piecewise constant and assumes only a finite number of values.
More specifically, let 0 ≤ r0 < r1 < · · · < rN−1 < rN ≤ ∞, I = [r0, rN), and
α(r) = αn for rn−1 ≤ r < rn, n = 1, 2, . . . , N .
Define the corresponding simple discontinuous radial curve: it is the com-
pound curve γ = {γn}Nn=1, where γn is the segment (a ray if n = N and
rN =∞) connecting the points rn−1eiαn and rneiαn .
Every simple discontinuous radial curve is, of course, well-projected (be-
ing a subset of the union of N rays). However there is no uniform estimate;
no class W(Φϕ, kx, ky) contains all such curves.
Indeed, let us fix x > 0 and ψ ∈ (0, ϕ). Take a big integer M and pick
M distinct points on the vertical interval Re z = x, 0 < Im z < x tanψ.
From each of these point issue a tiny radial segment of length ε. If ε is small
enough, there is no radial overlap between these segments and their union A
is a subset of some simple discontinuous radial curve. We have |A| = Mε.
At the same time, |Ax| < ε = |A|/M and |Ay| < |A| sinψ. Since M can
be arbitrarily large and ψ arbitrarily small, an uniform estimate of the form
|A| < kx|Ax|+ ky|Ay| does not exist.
We will however prove a restricted uniform estimate.
Given a sector Φϕ as above, a positive integer ν and c > 1, introduce the
class R(ϕ, ν, c) of simple discontinuous radial curves in Φ that possess the
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property
rn+ν ≥ cνrn provided n+ ν ≤ N. (3.7)
Intuitively, this assumption requires the curve to have long radial runs
(of length comparable to the current value of r) between angular jumps.
Lemma 3.1 All simple discontinuous radial curves in the sector Φϕ that
satisfy condition (3.7) are well-projected with uniformly bounded projection
constants: we have the inclusion
R(ϕ, ν, c) ⊂W(Φϕ;κ, 0), (3.8)
where
κ =
(
log secϕ
log c
+ ν + 2
)
secϕ. (3.9)
Proof. Let γ ∈ R(ϕ, ν, c) consist of the segments γn = [rn−1eiαn , rneiαn).
Consider their x-projections Jn = (γn)x = [rn−1 cosαn, rn cosαn). We want
to obtain an upper bound for the multiplicity of the x-projections
P1 = sup
x>0
#{n | Jn 3 x}.
(cf. notation in Example 4). Fix x > 0. Let
m = min{n | Jn 3 x}, M = max{n | Jn 3 x}.
Ignoring the trivial case P1 = 1, we may assume that M > m. Then
rm > rm cosαm > x ≥ rM−1 cosαM > rM−1 cosϕ.
Let h be the positive integer such that
m+ νh > M − 1 ≥ m+ ν(h− 1). (3.10)
Then by (3.7)
rM−1 ≥ cν(h−1)rm.
Comparing to the previous inequality, we see that
secϕ >
rM−1
rm
≥ cν(h−1).
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Therefore
ν(h− 1) < log secϕ
log c
.
Using the left inequality (3.10), we get
M −m+ 1 < νh+ 2 = ν(h− 1) + ν + 2 < log secϕ
log c
+ ν + 2. (3.11)
The right-hand side does not depends on x, hence it can serve as an upper
bound for P1 = supx(M −m+ 1).
Unlike in Example 4, we don’t have an estimate for the multiplicity P2
of y-projections; instead we do have bounded slope: ds/dx < secϕ on every
segment γn. Hence
dµγ ≤ P1 secϕ dx.
Substituting the estimate for P1 from the r.h.s. of (3.11), we obtain (3.8)–
(3.9). 
In the next examples we consider α-well-projected measures and curves
(recall Definition 2).
Example 7. A horizontal comb is a compound curve of the form
γ = {γn}n∈I, γn = [an, an + ibn], I = N or Z.
The segments γn will be referred to as “teeth”. We assume that an > am
when n > m, and that all bn > 0. The index set N corresponds to a “semi-
infinite” comb, and the index set Z yields a comb with infinitely many teeth
in both directions.
Similarly, a vertical comb consists of horizontally oriented teeth
γn = [ian, ian + bn], n ∈ N or Z.
The combs are never well-projected.∗ In a rotated coordinate system, how-
ever, well-projectedness with uniformly bounded projection constants takes
place for some classes of combs.
Given a positive integer ν and c > 0, introduce the class C(ν, c) of semi-
infinite horizontal combs that possess the properties
b1 ≤ b2 ≤ b3 ≤ . . . (3.12)
∗Take an arbitrarily large N and let β = min(b1, . . . , bN ). If piy denotes a projection
on the y-axis, then µγ(pi
−1
y ([0, β]) ≥ Nβ, making (3.1) impossible.
30
and
an+ν − an
k
≥ cbn, ∀n ≥ 1. (3.13)
The latter property means that the teeth must not be very long compared to
the spacings between them (averaged over ν successive intervals). The role
of condition (3.13) here is similar to the role of condition (3.7) in Example 6.
Lemma 3.2 For any α ∈ (0, pi/2), all semi-infinite combs that satisfy condi-
tion (3.13) are α-well-projected with uniformly bounded projection constants:
we have the inclusions
C(ν, c) ⊂Wα(κ1, 0) and C(ν, c) ⊂Wα(0, κ2), (3.14)
where
κ1 = c
−1 secα + (ν + 1) cscα,
κ2 = c
−1 cscα + (ν + 1) secα.
(3.15)
Proof. Structurally this proof repeats the proof of Lemma 3.1.
Let ξ and η be the new coordinates defined as in (3.2). Suppose γ ∈ C(ν, c)
consists of the segments (teeth) γn = [an, an+ibn]. Consider their projections
on the ξ axis,
Jn = (γn)ξ = [an cosα, an cosα + bn sinα]. (3.16)
We want to obtain an upper bound for the multiplicity P1 of the ξ-projections
P1 = sup
ξ
#{n | Jn 3 ξ}.
Fix ξ > 0. Let
m = min{n | Jn 3 ξ}, M = max{n | Jn 3 ξ}. (3.17)
Then
am ≥ ξ secα− bm tanα, aM ≤ ξ secα. (3.18)
Therefore,
aM − am ≤ bm tanα. (3.19)
Compared to the proof of Lemma 3.1, we modify the definition of the positive
integer h replacing M − 1 in the inequalities (3.10) by M :
m+ νh > M ≥ m+ ν(h− 1). (3.20)
31
Then by (3.12)–(3.13)
aM − am ≥ cν(h− 1)bm. (3.21)
Comparing to (3.19) we see that
cν(h− 1) ≤ tanα. (3.22)
Using left inequality (3.20), we get
M −m+ 1 < νh+ 1 = ν(h− 1) + ν + 1 ≤ tanα
c
+ ν + 1.
The right-hand side does not depends on ξ, hence it can serve as an upper
bound for P1 = supξ(M −m+ 1):
P1 ≤ tanα
c
+ ν + 1. (3.23)
The multiplicity P2 of projection of γ on the η-axis is estimated similarly:
P2 ≤ cotα
c
+ ν + 1. (3.24)
Since the teeth are vertical, we have ds = dy, so∣∣∣∣dsdξ
∣∣∣∣ = cscα, ∣∣∣∣dsdη
∣∣∣∣ = secα.
Combining these estimates with (3.23)–(3.24), we obtain (3.14)–(3.15). 
Example 8. Let {Bn}, n = 1, 2, . . . , be a family of non-overlapping rect-
angles (“boxes”) with sides parallel to the x, y axes. Using the notation of
Example 7, let the left lower corner and the right upper corner of Bn be,
respectively, an and an+1 + ibn.
Consider a compound curve γ = {gn}, where each γn is a convex curve
contained in the (closed) box Bn (Fig. 3). We say that γ is a boxed curve with
parameters {an}, {bn}. The horizontal comb of Example 7 is a particular
case: its teeth are precisely the the left sides of the boxes Bn.
Introduce the class B(ν, c) of boxed curves for which the box parame-
ters satisfy the conditions (3.12), (3.13). Thus we require the heights to be
nondecreasing and the aspect ratios ‘height/widht’ bounded on average (over
index intervals of length ν). Similarly to Example 7, curves of every such
class are well-projected with uniformly bounded projection constants in a
rotated coordinate system.
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Lemma 3.3 For any α ∈ (0, pi/2) we have the inclusions
B(ν, c) ⊂Wα(κ1, κ2) (3.25)
where
κ1 = 4
(
c−1 secα + (ν + 2) cscα
)
,
κ2 = 4
(
c−1 cscα + (ν + 2) secα
)
.
(3.26)
Proof. We only mention the changes to be made in the proof of Lemma 3.2.
The segments Jn on the ξ-axis (cf. (3.16)) are now defined as projections
of the boxes Bn (Fig. 4),
Jn = (Bn)ξ = [an cosα, an+1 cosα + bn sinα].
The inequalities (3.18) become
am+1 ≥ ξ secα− bm tanα, aM ≤ ξ secα.
Instead of (3.19) we have
aM − am+1 ≤ bm tanα. (3.27)
Defining the number h, we return from (3.20) back to (3.10). The inequality
(3.21) becomes
aM − am+1 ≥ cν(h− 1)bm.
The inequality (3.22) stays.
The difference between (3.20) and (3.10) results in the extra summand 1
in the right-hand side of (3.23): we now get
P1 ≤ tanα
c
+ ν + 2. (3.28)
Similarly (by changing α→ pi/2− α) we get
P2 ≤ cotα
c
+ ν + 2. (3.29)
Had we assumed the curves γn to be monotone, we would have already arrived
at the situation of Example 4 relative to the coordinates ξ, η. Since our
assumption about γn is convexity, the extra factor 4 (cf. Example 5) appears
in the ultimate projection multiplicity bounds.
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Now we infer (3.25)–(3.26) from (3.28)–(3.29) referring to Example 4. 
Example 9. Let χG be the characteristic function of a bounded Borel set
G ⊂ C. Define a measure µ by the formula
µ(A) =
∫
A
χG(x, y) dx dy =
∫
A∩G
dx dy,
where A is any Borel set in C. In other words, µ is the restriction of the
planar Lebesgue measure dx⊗ dy to the set G. We claim that
µ ∈W(t|Gy|, (1− t)|Gx|) (3.30)
for any t ∈ [0, 1].
Proof. Without loss of generality we may assume that A ⊂ G, so that A is
bounded. Clearly, A ⊂ Ax × Ay, hence
µ(A) ≤ |Ax| |Ay|.
To finish the proof, denote u = |Ax|, v = |Ay|, U = |Gx|, V = |Gy| and use
the obvious inequality
uv
UV
≤ t u
U
+ (1− t) v
V
provided u ≤ U, v ≤ V.

Example 10. Let
C =
∞⋂
n=0
Cn
be the standard closed ternary Cantor set. Here C0 = [0, 1] and the n-th
iteration set Cn, n = 1, 2, . . . , is obtained by removing the middle open
interval of length 3−n from each of the 2n−1 intervals consituting Cn−1.
The measure µ in this example is supported on the Cartesian product
C × C. It will be defined by a limiting process.
Let us begin with Lebesgue measure restricted to the unit square,
µ0 = dx⊗ dy|C0×C0 .
Let Q1, . . . , Q4 be the first-generation squares with side length 1/3 (Fig. 5).
Consider the linear maps Tj of the unit square C0 onto Qj, j = 1, . . . , 4. Let
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µ
(j)
0 be the push-forward of the measure µ0 by the map Tj, i.e. for any Borel
set A
µ
(j)
0 (A) = µ0(T
−1
j (A)).
Since Tj is a composition of the homothety with coefficient 1/3 and a trans-
lation, we have the explicit formula
µ
(j)
0 = 9 dx⊗ dy|Qj .
Define
µ1 =
1
3
µ
(1)
0 +
1
6
µ
(2)
0 +
1
3
µ
(3)
0 +
1
6
µ
(4)
0 .
(The weights are so chosen to make the proof of Lemma 3.4 work.) Thus
µ1(Q1) = µ1(Q3) = 1/3, µ1(Q2) = µ1(Q4) = 1/6, and µ1(C1 × C1) = 1.
Continuing by induction and assuming that the measure µn has been
constructed, define µ
(1)
n , . . . , µ
(4)
n as the push-forwards
µ(j)n (A) = µn(T
−1
j (A)). (3.31)
Now define
µn+1 =
1
3
µ(1)n +
1
6
µ(2)n +
1
3
µ(3)n +
1
6
µ(4)n . (3.32)
Observe that µn(C1 × C1) = 1 for all n ≥ 0. More generally, if Q is one of 2k
squares of k-th generation and n ≥ k, then µn+1(Q) = µn(Q). (Informally
speaking, to reveal the difference between µn+1 and µn one needs a microscope
capable to resolve distances as small as 3−n−1.)
Consequently, if R ⊂ C is a rectangle whose vertex coordinates are ra-
tionals of the form k/3m, k,m ∈ Z, then the sequence {µn(R)} stabilizes:
µm(R) = µm+1(R) = . . . , and existence of the limit
lim
n→∞
µn(R) = µm(R)
is trivial. We define µ(R) as this limit. Using inner and outer approximations,
we then extend µ to all rectangles with sides parallel to the axes, then — to
all open sets, and in the final step of construction — to the σ-algebra of all
Borel subsets of C.
Since µ(C × C) = µ(C) = 1 while the x- and y-projections of C × C
have Lebesgue measure 0, the measure µ is not well-projected. We will show,
however, that it is well-projected in rotated coordinates.
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Lemma 3.4 The measure µ constructed above belongs to the classWpi/4(
√
2, 0).
Proof. Let ξ, η be the coordinates (3.2) with α = pi/4. It suffices to prove
the estimates
µn(A) ≤
√
2 |Aξ| (3.33)
for n = 1, 2, . . . , where A ⊂ C is any Borel set.
For n = 0, the inequality 3.33 follows from Example 9 with t = 1 (in the
rotated axes), since |(C0)η| =
√
2.
Induction step n → n+ 1. Let Aj = A ∩ Qj (j = 1, . . . , 4). Combining
(3.31), (3.33), and the fact that T−1j expands lengths by a factor of 3, we get
µ(j)n (A) ≤
√
2
∣∣∣(T−1j (Aj))ξ∣∣∣ = 3√2 |(Aj)ξ| .
Therefore by (3.32)
µn+1(A) ≤
√
2
(
|(A1)ξ|+ 1
2
|(A2)ξ|+ |(A3)ξ|+ 1
2
|(A4)ξ|
)
. (3.34)
The decisive fact: the ξ-projections of the sets A1, A3, and A2 ∪ A4 do
not overlap. Hence
|Aξ| ≥ |(A1)ξ|+ |(A3)ξ|+ max
(|(A2)ξ|, |(A4)ξ|)
≥ |(A1)ξ|+ |(A3)ξ|+ 1
2
(|(A2)ξ|+ |(A4)ξ|) .
Comparing with (3.34), we conclude that
µn+1(A) ≤
√
2|Aξ|,
which completes the induction step and the proof of Lemma. 
3.3 Estimates for the Poisson and Cauchy integrals in
Lp spaces with well-projected weights
Our local goal is to obtain certain weighted Lp estimates of x-variable con-
volutions of Lp(R) functions with the Poisson kernel
P (x, y) =
1
pi
y
x2 + y2
36
and the Cauchy kernel
S(x, y) =
i
pi
1
x+ iy
.
For convenience we will always assume y > 0. Thus the complex number
z = x+ iy
will belong to the upper half-plane H.
Consider first the Poisson integral
Pu(z) =
∫
R
P (x− t, y)u(t) dt. (3.35)
If u ∈ L∞(R), the integral is pointwise defined everywhere in H due to the
properties of the Poisson kernel:
P (x, y) > 0,
∫
R
P (x, y) dx = 1, ∀y > 0, (3.36)
and the obvious estimate holds:
|Pu(z)| ≤ ‖u‖∞, ∀z ∈ H. (3.37)
Suppose µ is a well-projected measure in H. The weighted spaces Lp(dµ),
1 < p ≤ ∞, and the weighted weak space L1,∞(dµ) are defined in an obvious
way. For instance, if v(z) is a µ-measurable function in H, then
‖v‖L1,∞(dµ) = sup
λ>0
(λ · µ{z ∈ H : |v(z)| > λ}) .
Theorem 4 Suppose
µ ∈W(H; kx, ky). (3.38)
(a) The operator P acts continuosly from L1(R) to L1,∞(dµ). Quantitatively,
‖Pu‖L1,∞(dµ) ≤ (3kx + pi−1ky) ‖u‖L1(R). (3.39)
(b) Let 1 < p ≤ ∞. The operator P defined initially on L∞(R) ∩ Lp(R)
extends to a bounded operator from Lp(R) to Lp(dµ) with uniform norm
estimate
K3(p, kx, ky) := sup
µ∈W(H,kx,ky)
‖P‖Lp(R)→Lp(dµ) ≤ 2
(
(3kx + pi
−1ky)p′
)1/p
.
(3.40)
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Proof. (a) Fix λ > 0. Consider the set
A = EPu(λ) = {z ∈ H : |Pu(z)| > λ} (3.41)
and estimate the Lebesgue measure of its projections Ax and Ay on the
coordinate axes.
Estimation of |Ay| is elementary. Note that P (x, y) ≤ (piy)−1. Therefore
|Pu(x + iy)| ≤ ‖u‖1/(piy). Consequently, if y ∈ Ay, then λ < ‖u‖1/(piy),
hence
|Ay| ≤ ‖u‖1
piλ
. (3.42)
Estimation of |Ax|. Consider the (centered) Hardy-Littlewood maximal
function [9, § 2.1] of u(t),
U(t) = sup
a>0
1
2a
∫ t+a
t−a
|u(t)| dt.
Because of the properties (3.36) we have |Pu(x+iy)| ≤ U(x) (cf. [9, Th. 2.1.10]
or see p. 56). Therefore Ax ⊂ EU(λ). By the Hardy-Littlewood maximal the-
orem [9, Th 2.1.6] we obtain
|Ax| ≤ |EU(λ)| ≤ 3‖u‖1
λ
. (3.43)
Combining the inequalities (3.43), (3.42) and (3.1) we obtain (3.39).
(b) The estimate (3.40) follows from (3.37) (that is, ‖Pu‖∞ ≤ ‖u‖∞) and
(3.39) by means of the Marcinkiewicz theorem in a quantitative form with
effective constant [9, Th. 1.3.2]. 
The result (but not proof) of part (b) of Theorem 4 carries over mutatis
mutandis if the Poisson integral is replaced by the Cauchy integral
Su(z) =
∫
R
S(x− t, y)u(t) dt. (3.44)
Note that (z− t)−1 ∈ Lp′ as a function of t if y > 0 and p′ > 1. Therefore by
the Ho¨lder inequality Su(z) is pointwise defined in H if u ∈ Lp, 1 ≤ p <∞.
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Theorem 5 Under the assumptions (3.38) and 1 < p < ∞, the operator S
is a bounded operator from Lp(R) to Lp(dµ) and the uniform norm bound
holds:
K4(p, kx, ky) := sup
µ∈W(H,kx,ky)
‖S‖Lp(R)→Lp(dµ)
≤ K3(p, kx, ky)
(
1 + tan
(pi
2
max(p−1, p′−1)
))
.
(3.45)
Proof. If u(x) is a real-valued function, then the real part of the analytic
function Su(z) is Pu and the imaginary part is Pv, where v is the conjugate
function of u obtained by the Hilbert transform
v(x) = Hu(x) = p.v. 1
pi
∫
R
f(t)
x− t dt, x ∈ R. (3.46)
(For details see e.g. [9, § 4.1.2].) To summarize, we have Su = P ◦ (I+ iH)u,
and in this relation the requirement that u be real-valued can of course be
dropped due to linearity over C.
By a result of Pichorides, ‖H‖Lp(R) = tan
(
pi
2
max(p−1, p′−1)
)
[9, Remark
4.1.8]. Now (3.45) follows from (3.40). 
In the particular case p = 2 the estimate (3.45) yields
K4(2, kx, ky) ≤ 4
√
6kx + ky. (3.47)
We allowed a generous simplification in (3.40): 2pi−1 7→ 1.
3.4 Hausdorff-Young type inequality with well-projected
weights
We know from Theorem 2 that the Laplace transform
u(t) 7→ Lu(z) =
∫ ∞
0
u(t)e−tz dt, Re z ≥ 0,
is a bounded operator from Lp(R+) to the space Lp
′
(Λθ), where 1 ≤ p ≤ 2.
Here θ ∈ [−pi/2, pi/2] and the uniform bound (2.12) holds for the norm.
In this section we generalize this result, replacing the arclength measure
supported on the ray Λθ with a measure supported on a sector in the right
half-plane C+ and well-projected relative to the sector’s bounding rays.
39
Let −pi/2 ≤ α < β ≤ pi/2. Suppose µ is a measure supported on the
sector α ≤ arg z ≤ β and well projected relative to its bounding rays (see
Definition 2, p. 23):
µ ∈Wα(k, k′),
µ ∈Wβ(l, l′).
(3.48)
The class of all such measures will be denoted Wα,β(k, k
′, l, l′).
Theorem 6 For any µ ∈ Wα,β(k, k′, l, l′) and any 1 ≤ p ≤ 2, the Laplace
transform is a bounded operator from Lp(R+) to Lp
′
(dµ). Moreover, the norm
bound is uniform for all measures with given projection constants:
K5(p; k, k
′, l, l′) := sup
−pi
2
≤α<β≤pi
2
sup
µ∈Wα,β(k,k′,l,l′)
‖L‖Lp(R+)→Lp′ (dµ)
≤ (8pi)1/p′
(√
6k + k′ +
√
6l + l′
)2/p′
.
(3.49)
Proof. The inequality (3.49) follows by the Riesz-Thorin theorem, cf. (2.13),
from its two extreme cases: the L1 → L∞ estimate K5(1, . . . ) ≤ 1, which
is trivial since |Lf(z)| ≤ ‖f‖L1(R+), and a nontrivial L2(R+) → L2(dµ)
estimate, yet to be established,
‖Lf‖L2(dµ) ≤ K5(2; k, k′, l, l′) ‖f‖L2(R+) (3.50)
with constant
K5(2; k, k
′, l, l′) ≤ (8pi)1/2
(√
6k + k′ +
√
6l + l′
)
. (3.51)
In the proof that follows we could have kept p as a parameter throughout; the
only simplification gained by setting p = 2 is the visual and typographical
advantage of the shorter constant in (3.47) compared to that in (3.45). The
proof would yield Lp(R+) → Lp′(dµ) boundedness of the operator L for all
p ∈ (1, 2] without resorting to interpolation in the end. However, in the
corresponding generalization of (3.53) we would end up with a constant that
grows as (1 − p)−2 when p → 1+, cf. (3.45). On the contrary, the right-
hand side of (3.49) is uniformly bounded for p ∈ [1, 2]. This is why the
interpolatory approach is superior when p is close to 1.
We will derive an L2(R+) → L2(dµ) estimate for the operator L from
Theorem 2 using analyticity of the function Lf(z) and Theorem 5.
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Lemma 3.5 Suppose f(t) is a simple function (compactly supported, piece-
wise constant, with finite number of values) defined on R+. Let −pi/2 ≤ α <
arg z < β ≤ pi/2. We have the Cauchy integral representation
Lf(z) = 1
2pii
(∫ ∞
0
(Lβf)(x)
xeiβ − z e
iβ dx−
∫ ∞
0
(Lαf)(x)
xeiα − z e
iα dx
)
. (3.52)
Proof. The function f can be written in the form
f(t) =
N∑
n=1
cnχ[0,bn](t),
where χS denotes the characteristic function of the set S. The Laplace trans-
form of f(t) is
Lf(ζ) =
N∑
n=1
cnζ
−1 (1− e−ζbn) .
Thus, Lf(ζ) ∼ Cζ−1 as |ζ| → ∞ uniformly for α ≤ arg ζ ≤ β. Hence
the Cauchy integral along the arc ΓR = {ζ : |ζ| = R, α ≤ arg ζ ≤ β} is
estimated as ∣∣∣∣ 12pii
∫
ΓR
Lf(ζ)
ζ − z dζ
∣∣∣∣ = O(R−1), R→∞.
Applying the Cauchy integral formula with contour of integration consisting
of the two straight segments {ζ : 0 ≤ |ζ| ≤ R, arg ζ = α or β} and the arc
ΓR, we obtain (3.52) in the limit R→∞. 
Continuing the proof of Theorem 6, we estimate the two integrals in the
right-hand side of (3.52). To be specific, pick the first integral (with β). By
Theorem 1, see (2.8), we have
‖Lβf‖2 ≤ (2pi)1/2‖f‖2.
Rotate the coordinate system so as to make the ray of integration Λβ the
positive x axis and extend the function Lβf(x) by zero for x < 0. We are
now in the situation of Theorem 5, so∥∥∥∥ 1pii
∫ ∞
0
(Lβf)(x)
xeiβ − z e
iβ dx
∥∥∥∥
L2(dµ(z))
≤ 4√6l + l′ (2pi)1/2‖f‖2.
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The estimate for the α-part of the right-hand side of (3.52) is completely
analogous and we conclude
‖Lf‖L2(dµ) ≤ 2(2pi)1/2
(√
6k + k′ +
√
6l + l′
)
‖f‖2, (3.53)
which coincides with (3.50), (3.51).
To obtain the estimate (3.53), we have so far assumed that f is a simple
function (see Lemma 3.5). This constraint is unimportant due to density of
simple functions in Lp. The proof of Theorem 6 is complete. 
Remark. In our earlier paper [18, Note 2 after Theorem 2.1], a counterpart
of Theorems 2 (with an unimportant restriction p = 2 and an unspecified
constant) was found as a particular case of the main result, which, in terms
of logical dependencies, corresponds to Theorem 6 here. To the contrary,
in the present paper a proof of the latter statement depends on the former.
This logical structure allows us, first, to attend to the question of best con-
stants in Theorem 2, and, second, to use the Cauchy integral representation
with integration along rays (Lemma 3.5), which is easier to justify than a
similar representation in the Paley-Wiener theory [18, formula (3.1)], where
the integration path is the imaginary axis.
4 Applications
4.1 Uniform Hausdorff-Young estimates in some classes
of curves
The spaces Lp(γ) in this section are defined with respect to the arclength
measure µγ on the ordinary rectifiable or compound curve γ.
We begin with a theorem which is the most straightforward extension of
the result of our paper [18].
Let Mon(C+) be the class of monotone curves in C+ defined in Example 1
of Sect. 3.2. Let Conv(C+) be the class of convex curves in C+ defined in
Example 5.
Theorem 7 If γ is a monotone or convex curve in C+ and 1 ≤ p ≤ 2, then
the operator Lγ acts continuously from Lp(R+) to Lp′(γ). Moreover, we have
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the uniform norm estimates
K6(p) := sup
γ∈Mon(C+)
‖Lγ‖Lp(R+)→Lp′ (γ) ≤ (224pi)1/p
′
(4.1)
and
K7(p) := sup
γ∈Conv(C+)
‖Lγ‖Lp(R+)→Lp′ (γ) ≤ (16 · 224 pi)1/p
′
. (4.2)
Proof. This theorem is an immediate corollary of Theorem 6. If γ is a
monotone curve, then Mon(C+) ⊂ W−pi/2,pi/2(1, 1, 1, 1) by Example 1. Here
is the arithmetic connecting (3.49) and (4.1):
8 · (2√6 + 1)2 = 224.
Similarly, if γ is convex, then Conv(C+) ⊂W−pi/2,pi/2(4, 4, 4, 4) by Example 5,
and (4.2) follows. 
As the next application of Theorem 6 we obtain uniform estimates for Lγ
where γ is the graph of a Lipschitz function. This result covers some “wavy”
curves (sinusoids and such), to which Theorem 7 is not applicable.
Theorem 8 (a) Suppose f(x) is a Lipschitz function on an interval I ⊂ R+
with Lipschitz constant λ, see (3.6). Let γ = {x+ if(x) | x > 0} be the graph
of f . The operator Lγ acts continuously from Lp(R+) to Lp′(γ). Moreover,
the following uniform estimate holds:
K8(p, λ) := sup
f satisfies (3.6)
‖Lγ‖Lp(R+)→Lp′ (γ) ≤
(
32 pi (1 + λ2)
)1/p′
. (4.3)
(b) If f ≥ 0 is a Lipschitz function satisfying (3.6) on an interval I ⊂ R and
γˆ = {f(x) + ix | x > 0} is the graph of f rotated by 90◦, then we have the
uniform estimate
Kˆ8(p, λ) := sup
f≥0, satisfies (3.6)
‖Lγˆ‖Lp(R+)→Lp′ (γˆ)
≤ (36 · 32pi (1 + λ2))1/p′ . (4.4)
Proof. According to Example 2, γ ∈ W(√λ2 + 1, 0). Therefore, Theorem 6
is applicable with α = −pi/2, β = pi/2, k = l = 0, and k′ = l′ = √λ2 + 1.
Thus we come to (4.3).
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Interchanging the x and y axes, we acquire the extra factor 62/p
′
in (4.4),
which comes from (3.49). 
Theorem 8 covers some oscillatory curves with unbounded amplitude —
those for which, roughly speaking, the amplitude grows not faster than the
period. Example: let 0 < α < 1 and
y = xα cosx1−α, x ≥ 1. (4.5)
However, if we replace the arcs of the curve (4.5) between its zeros by semi-
circles (see Fig. 3 for α = 0), Theorem 8 does not help because the Lipschitz
condition no longer holds. Our next theorem is aimed at curves like that.
Recall the definition of boxed curves and the classes B(ν, c), see Exam-
ple 8 and (3.12)–(3.13). (One can consider mirrored boxes, where −bn ≤
Im z ≤ 0, in the same manner).
Introduce subclasses Bα(ν, c) ⊂ B(ν, c). Here 0 < α < pi/2 and we
require a curve of class Bα(ν, c) to lie in the sector 0 ≤ arg z ≤ α.
To avoid cumbersome expressions, in the last part of Theorem 9 we take
an arbitrary but representative particular case: α = pi/4, ν = 1. Denote the
class of such curves
B∗(c) = Bpi/4(1, c).
Theorem 9 Given 0 < α < pi/2, a positive integer ν, and real c > 0, let
γ be a boxed curve, γ ∈ Bα(ν, c). The operator Lγ acts continuously from
Lp(R+) to Lp
′
(γ). Its norm is bounded by a constant that depends on α, c,
ν, and p. In particular, the following uniform estimate holds:
K9(p, c) := sup
f∈B∗(c)
‖Lγ‖Lp(R+)→Lp′ (γ) <
(
1344pi (c−1 + 2)
)1/p′
. (4.6)
Proof. This theorem follows directly from Theorem 6 and Lemma 3.3. To
prove (4.6), take α = pi/4 and ν = 1 in (3.26), and find the projection
constants κ1 = κ2 = 4(c
−1√2 + 3) < 6(c−1 + 2). The common value of κ1
and κ2 is then used as the common value of the constants k, k
′, l, l′ in (3.49).
Substitution yields
(
√
+
√
)2 ≤ 4 · 7κ1 < 168(c−1 + 2),
and we obtain (4.6). 
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Horizontal combs (Example 7), being a particular case of boxed curves
fall into the scope of Theorem 9 (under the appropriate assumptions about
the parameters {an}, {bn}). A suitable modification of the theorem, which we
omit, handles combs and more general boxed curves rotated through an angle
α ∈ (0, pi/2) clockwise or counterclockwise. However, no such modification is
possible for α = ±pi/2. In particular, the equispaced vertical comb (Fig. 7)
remains out of reach for corollaries of Theorem 6. Well-projected estimates
in this case are available for non-vertical and non-horizontal directions, but
we don’t have an enclosing sector with suitable boundaries.
Using an extension of technique that led to Theorem 6, we will prove
a Hausdorff-Young type theorem for the equispaced vertical comb. (Theo-
rem 12) in the last section 4.4.
Now let us demonstrate that the relation (3.13) is “of the right order”,
that is, in a certain sense it is rather close to optimal.
4.2 A remark on weighted estimates for the Laplace
transform and tightness of conditions in Theorem 9
Let w(t) be a positive weight function on R+ and 1 < p ≤ 2. Bloom’s result
— a particular case of Theorem 2(a) in [3] — gives a necessary and sufficient
condition for the boundedness of the Laplace transform as an operator from
Lp(R+) to Lp
′
(R+, w(x)dx). The condition is
Lw(x) ≤ C
x
, ∀x > 0. (4.7)
In particular, if w(x) is monotone (nonincreasing or nondecreasing), then, as
is easily seen, xLw(x) = O(1) as x → 0+ if and only if w(x) is bounded.
Thus, for a monotone weight w, the necessary and sufficient condition for
the estimate ∫ ∞
0
|Lf(x)|p′ w(x) dx ≤ C‖f‖pp
to hold is w(x) = O(1). (The result is expected and is not difficult to prove
directly.)
Let us examine this fact in connection with our Theorem 9. Specifically,
let us consider a horizontal comb γ with teeth γn = [an, an+ibn], n = 1, 2, . . . .
Suppose, postponing any effort to justify, that the absolute values of Lf along
the tooth γn are comparable with absolute values of Lf along the interval
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(an−1, an] (we take a0 = 0):
|Lf(an + iy)| ≈
∣∣∣∣Lf (an − an − an−1bn y
)∣∣∣∣ . (4.8)
We deliberately leave a precise meaning of the ≈ sign undefined.∗ In such
intuitive sense we obtain
bn∫
0
|Lf(an + iy)|p dy ≈
an∫
an−1
|Lf(x)|pw(x) dx,
where for x ∈ (an−1, an]
w(x) = wn =
bn
an − an−1 . (4.9)
The condition w(x) = O(1) can be informally stated as a rule of thumb:
The ratio ‘tooth height to inter-teeth spacing’ should be bounded
for the Hausdorff-Young inequalities on a comb to hold.
Compare to the condition (3.13) with k = 1!
For instance, if an = n
α, α ≥ 1, and bn = nβ, then wn ∼ αnα−β−1,
so w(x) ∼ cx1−(β+1)/α for large x. Thus, by a simple heuristic argument,
the Hausdorff-Young theorem for Lγ is expected to be true if and only if
β ≤ α − 1. The “if” statement is contained in Theorem 9 and the “only if”
will be proven by making the vague relation (4.8) more mathematical.
A similar heuristic analysis with the same conclusion can be carried out
for more general boxed curves.
As promised, we will now show that the Hausdorff-Young theorem fails
for the comb γ as above in the case β > α − 1. It suffices to construct a
family of functions {fk}, depending on parameter k > 1 such that
(a) ‖fk‖p = 1,
(b)
∫∞
0
|Lfk|p′ w(x) dx → ∞ as k →∞, and
∗A wishful interpretation: U ≈ V , if c1 ≤ U/V ≤ c2, where U and V are real positive
functions, and c1 and c2 are positive constants. But it is too good to be true.
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(c) all fk satisfy a rigorous replacement of (4.8) — the inequality
|Lfk(an + iy)| ≥ c1
∣∣∣∣Lfk (an − an − an−1bn y
)∣∣∣∣ , 0 ≤ y ≤ bn
with some c1 > 0 independent of n and k .
Let δ = 1 − (β + 1)/α > 0. Fix p ∈ (1, 2]. Define fk(x) = Ake−kx
with Ak = (kp)
1/p. The choice of Ak is dictated by condition (a). Next,
Lfk(t) = Ak(t+ k)−1, so∫ ∞
0
|Lfk(t)|p
′
(1 + t)δ dt > (kp)p
′/p
∫ ∞
0
tδ dt
(t+ k)p′
= kp
′/p+δ+1−p′ pp
′/p
∫ ∞
0
τ δ dτ
(τ + 1)p′
= Ckδ,
where C does not depend on k. Thus condition (b) holds true.
To simplify analysis of condition (c), let t = an − (an − an−1)y/bn and
t + ∆t = an + iy. Notice that |∆t| ≤ ct, where c depends only on α. (A
stronger estimate |∆t| ≤ ct/n is true but unnecessary.) The condition (c)
holds with constant c1 = (1 + c)
−1. Indeed,
|Lfk(t)|
|Lfk(t+ δt)| =
∣∣∣∣t+ ∆t+ kt+ k
∣∣∣∣ ≤ 1 + ∆tt+ k < 1 + ∆tt ≤ 1 + c.
Conclusion: A comb with parameters an = n
α, bn = n
β satisfies con-
ditions of Theorem 9 (assuming α ≥ 1) if and only if β ≤ α − 1. The
boundedness of the operator Lγ from Lp(R+) to Lp′(γ) takes place in the
same range of values of β. This example should help to get an intuitive
feeling about tightness of conditions in Theorem 9.
4.3 Two maximal theorems
Maximal Paley-Wiener theorem
Let f be a function on R+ for which the Laplace transform Lf is defined
in the right half-plane C+. Define the maximal Laplace transform of f ,
L∗f(y) = sup
x>0
|Lf(x+ iy)|. (4.10)
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Theorem 10 For 1 < p ≤ 2 the inequality(∫ ∞
−∞
|L∗f(y)|p′ dy
)1/p′
≤ K10(p) ‖f‖p (4.11)
holds. (In particular, |L∗f | <∞ a.e.) Here
K10(p) ≤ (192pi)1/p′ .
Remark. If instead of L∗f(y) we consider the function L∗∗f(x) = supy |Lf(x+
iy)|, then there is an obvious pointwise estimate
|L∗∗f(x)| ≤ (L|f |)(x),
and the corresponding “maximal theorem” is a trivial corollary of the Hausdorff-
Young inequality for the Laplace transform on R+.
Lemma 4.1 Theorem 10 allows the following equivalent formulation:
Let 1 < p ≤ 2. The inequality(∫ ∞
−∞
|Lf(b(y) + iy)|p′ dy
)1/p′
≤ K10(p)‖f‖p (4.12)
holds for any f ∈ Lp(R+) and any simple (i.e. piece-wise constant, finitely-
valued) function b : R→ R+.
Proof. Since the left-hand side of (4.12) is not greater than the l.h.s. of (4.11),
the original formulation implies the new one. Let us prove the converse.
Suppose b : R → R+ is a measuruable function. Approximate b(y) by
simple functions b(n)(y)→ b(y) a.e. For each of the functions b(n) we have the
inequality (4.12). Since Lf(z) is continuous, Lf(b(n)(y)+iy)→ Lf(b(y)+iy)
a.e. By Fatou’s Lemma, the inequality (4.12) still holds for b(y). Thus the
class of admissible functions b in Lemma 4.1 has been extended from simple
to measurable.
Next, fix f ∈ Lp(R+). The function Lf(z) is analytic in C+ and for
any y, |Lf(x + iy)| → 0 as x → +∞. There are well-defined functions
L∗εf(y) = maxx≥ε |Lf(x+ iy)| and
bε(y) = min {x ≥ ε | L∗εf(y) = |Lf(x+ iy)| } .
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The function bε(y) (which depends on f) is obviously measurable. By the
previous, the estimate (4.12) with bε in place of b holds true. The right-hand
side is independent of ε. Finally, L∗εf(y) → L∗f(y) as ε → +0 and the
inequality (4.11) follows by the Monotone Convergence Theorem. 
Proof of Theorem 10. We prove the Theorem in the form stated in Lemma 4.1.
Consider a simple positive function b(y) defined for almost all y ∈ R,
b(y) = bn for an−1 < y < an, n = 1, . . . , N,
where a0 = −∞, aN = +∞. To it, there corresponds a compound curve
γ = {γn}, where γn is the vertical interval (bn + ian−1, bn + ian) (Figure 6).
It remains to apply Theorem 6 to the arclength measure µγ=|dy|γ. Clearly,
µγ ∈W−pi/2,pi/2(1, 0, 1, 0) — cf. (3.48). We get (4.12) with constant
K10(p) ≤ K5(p, 1, 0, 1, 0) ≤ (8 · 22 · 6pi)1/p′ ,
as claimed. 
A restricted Maximal Angular Theorem
The result of this section, Theorem 11, viewed separately, may look very
artificial. It should be considered in an appropriate context. The context is
what we call the “Maximal Angular Theorem” (MAT).
In this paper we prefer to define a status of MAT not in terms of its
claimed or conjectured trueness, but in terms of goal setting — as a “desirable
result”. This will be signified by the question mark over inequality sign. We
hope to clarify the status and to discuss further details in a separate paper.
Let us explain what is desired.
By analogy with (4.10) introduce the angular maximal Laplace transform
(L]f)(r) = sup
|θ|<pi/2
|Lf(reiθ)|, r > 0.
The most straightforward form of MAT would assert the Maximal Angu-
lar Inequality. It is but the Hausdorff-Young type inequality for L]f ,(∫ ∞
0
|L]f(r)|p′ dr
)1/p′ ?
≤ C(p) ‖f‖p, 1 < p ≤ 2. (4.13)
By analogy with Lemma 4.1, an equivalent formulation that does not
involve the operator L] can be given. Recall the notion of a simple discon-
tinuous radial curve introduced in Example 6 of Section 3.2.
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So, the second formulation of MAT would propose that for any p ∈ (1, 2]
and any simple discontinuous radial curve γ in C+ with polar equation θ =
α(r), the inequality(∫ ∞
0
|Lf(reiα(r))|p′ dr
)1/p′ ?
≤ C(p) ‖f‖p (4.14)
holds with constant C(p) that does not depend on functions f and α.
Theorem 2 (apart from the value of the constant) is contained in the
inequality (4.14) as a very special case: α(r) = const . The relation be-
tween Theorem 2 and (4.14) parallels the relation between the classical Paley-
Wiener theorem and our Theorem 10 in the form (4.12).
The theorem below is a prototype of MAT, with constraints that may
turn out to be unnecessary.
Given a positive integer ν and a real c > 1, introduce the class R(ν, c) of
simple discontinuous radial curves that lie in the right half-plane and satisfy
the “long radial runs” condition (3.7).
Unlike in the definition of the classes R(ϕ, ν, c) in Example 6, the new
classes do not depend on the sector aperture ϕ. Clearly, R(ν, c) ⊃ R(ϕ, ν, c)
for all ϕ ∈ (0, pi/2).
Theorem 11 Suppose ν is a positive integer and c > 1. For any p ∈ [1, 2]
the supremum
K11(p, ν, c) := sup
γ∈R(ν,c)
‖Lγ‖Lp(R+)→Lp′ (γ)
taken over all simple discontinuous radial curves γ of the class R(ν, c) is
finite and
K11(p, ν, c) ≤
(
18 · 8 · 24
(
log 2
log c
+ ν + 2
))1/p′
. (4.15)
Proof. If γ ∈ R(pi/3, ν, c), then according to Lemma 3.1, γ is well-projected,
more precisely γ ∈W(κ, 0), with projection constant
κ = 2
(
log 2
log c
+ ν + 2
)
. (4.16)
obtained by substitution of secpi/3 = 2 to (3.9).
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By symmetry, γ is also well-projected in the coordinate system rotated
through the angle pi/3 counterclockwise: γ ∈Wpi/3(κ, 0).
Thus we have the inclusions (3.48), where µ = µγ (which is the radial
Lebesgue measure dr), α = 0, β = pi/3, k = l = κ, and k′ = l′ = 0.
Therefore,
γ ∈M0,pi/3(κ, 0, κ, 0).
Since the “long radial runs” condition (3.7) is rotation-invariant, a similar
well-projectedness property is true for any sector Φα,α+pi/3 = {z | α ≤ arg z ≤
α + pi/3} with −pi/2 ≤ α ≤ pi/6.
That is, if γ ∈ R(ν, c) and γ lies in the sector Φα,α+pi/3, then
γ ∈Mα,α+pi/3(κ, 0, κ, 0). (4.17)
Let us split a given curve γ ∈ R(ν, c) into three parts
γ = γ−1 ∪ γ0 ∪ γ1,
so that γj lies in the sector Φ−pi/6+jpi/3, pi/6+jpi/3, j = −1, 0, 1.
Taking γ = γj in (4.17) and applying Theorem 6 we obtain
‖L‖Lp(R+)→Lp′ (γj) ≤ K5(p;κ, 0, κ, 0) ≤ (8pi · 4 · 6κ)1/p
′
.
Hence for the whole curve γ we get
‖L‖Lp(R+)→Lp′ (γ) ≤ 3 (8 · 24piκ)1/p
′
.
A minor improvement — replacement of the factor 3 by 32/p
′
— is possible
due to the Riesz-Thorin theorem, as before (cf. (3.51)⇒(3.49)).
Substition of the value of κ from (4.16) yields the estimate (4.15). 
Remark. If γ is a ray as in Theorem 2, then γ ∈ R(1, c) with arbitrarily
large c. Theorem 11 gives a uniform bound for the constant K2(θ, p) in (2.10):
K2(θ, p) ≤ lim sup
c→∞
K11(p, 1, c) ≤ 103681/p′ .
where 10368 = 18 ·8 ·24 ·3. The constant 2pi in Theorem 2, inequality (2.12),
is — not surprisingly — much sharper.
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4.4 Beyond the reach of Theorem 6: Vertical comb
A vertical comb (defined in Example 7) is α-well projected for any α that is
not a multiple of pi/2. However, Theorem 6 is not applicable, because there
is no suitable enclosing angle — see (3.48), the definition of classesMα,β. Yet
a Hausdorff-Young type theorem is valid at least for an equispaced vertical
comb with teeth of equal length (Fig. 7).
Theorem 12 Let γ be the doubly infinite vertical comb with teeth [in, in+b],
b > 0, n ∈ Z. For any p ∈ [1, 2] the operator Lγ acts continuously from
Lp(R+) to Lp
′
(γ). That is, the inequality( ∞∑
n=−∞
∫ b
0
|Lf(x+ in)|p′ dx
)1/p′
≤ K12(b, p)‖f‖p (4.18)
holds with a constant K12(b, p) independent of f .
We will give two proofs. The first one is direct, short, and demonstrates
rather explicitly how to exploit the oscillatory factors eint — the only elements
in the integrand of the Laplace transform that vary among the infinitely many
teeth. The second proof is much less elementary but allows greater flexibility;
it relies on a refinement of Theorem 4. Further applications of this technique
must be left to another publication.
First proof. Like in Theorem 6, the Lp → Lp′ boundedness of Lγ for
1 ≤ p ≤ 2 follows by Riesz-Thorin interpolation from the two extreme cases:
p = 1 (trivial case) and p = 2, which is the subject of the rest of this proof.
Given f ∈ L2(R+) we must find a bound for
‖Lγf‖2L2(γ) =
∞∑
n=−∞
∫ b
0
∣∣∣∣∫ ∞
0
e−t(x+in) f(t) dt
∣∣∣∣2 dx. (4.19)
It will require an application of Parceval’s identity and the following estimate
based on Hilbert’s inequality for the norm of the infinite matrix with entries
amn = (m+ n+ 1)
−1, m,n ≥ 0.
Lemma 4.2 Suppose f(t) is a finite continuous function on R+ and define
g(x, t) =
∞∑
n=0
f(t+ 2pin) e−(t+2pin)x,
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where t ∈ [0, 2pi) and x ∈ (0, b). Then∫ b
0
dx
∫ 2pi
0
|g(x, t)|2 dt ≤ C(b) ‖f‖22 (4.20)
with constant C(b) independent of f .
Proof. Note that the series defining g(x, t) terminates after finitely many
terms, so a question about convergence does not arise. Next, we may assume
that f ≥ 0. Denote for brevity fn(t) = f(t+ 2pin). Then∫ b
0
|g(x, t)|2 dx =
∑
m,n≥0
fm(t) fn(t)
∫ b
0
e−(2t+2pi(m+n))x dx.
The function (1 + x−1)(1− e−x) is bounded on R+. Therefore the inequality∫ b
0
e−rx dx =
1− e−br
r
≤ C1b
1 + br
,
holds for all r > 0 with some absolute constant C1. From this we infer∫ b
0
|g(x, t)|2 dx ≤ C2(b)
∑
m,n≥0
fm(t)fn(t)
1 +m+ n
≤ C3(b)
∞∑
n=1
|fn(t)|2.
The last step is Hilbert’s inequality [11, § 9.1]. Integrating over t ∈ [0, 2pi]
we come to (4.20) with C(b) = C3(b). 
Using the notation g(x, t) introduced in Lemma 4.2, write the inner inte-
gral in (4.19) as∫ ∞
0
e−t(x+in) f(t) dt =
∞∑
m=0
∫ 2pi
0
e−(t+2pim)x−int f(t+ 2pim) dt
=
∫ 2pi
0
e−int g(x, t) dt.
Substituting this to (4.19) and using Parceval’s identity we get
‖Lγf‖2L2(γ) =
∞∑
n=−∞
∫ b
0
∣∣∣∣∫ 2pi
0
e−int g(x, t) dt
∣∣∣∣2 dx
= 2pi
∫ b
0
dx
∫ 2pi
0
|g(x, t)|2 dt.
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Application of Lemma 4.2 leads to the inequality
‖Lγf‖2L2(γ) ≤ 2pi C(b) ‖f‖22.
The class of admissible functions in Lemma 4.2 is dense in L2(R+), hence
the proof is complete. 
Second proof.
Theorem 6 was obtained through the chain of dependent statements:
Theorem 4(a) =⇒ Theorem 4(b) =⇒ Theorem 5 =⇒ Theorem 6.
The proofs of all those implications did not depend on well-projectedness.
Therefore, if we manage to modify proof of Theorem 4(a) so as to make
it work for the vertical comb, Theorem 12 will follow. The next lemma
is the desired accommodation of Theorem 4(a). It asserts a weak L(1, 1)
boundedness of the Poisson transform P (3.35) restricted to a horizontal
comb corresponding to our given vertical comb by 90◦ rotation.
Lemma 4.3 If v(z) = Pu(z) is the Poisson transform of a function u ∈
L1(R+), then for any λ > 0
∞∑
n=−∞
∣∣{y ∈ (0, b) : |v(n+ iy)| > λ}∣∣ ≤ 2(pi−1 + 3b) ‖u‖1
λ
. (4.21)
Proof. To understand a necessary modification to the proof of Theorem 4,
let us examine why that proof fails in the present situation.
The estimates (3.42) for |Ay| and (3.43) for |Ax| are valid; they are not
bound to any particular curve or well-projected measure. But (3.42) does
not help, since the y-projection of our comb has infinite multiplicity. And
(3.43) plays no role as the comb’s x-projection has zero length.
Thus the reason of failure is the unfortunate distribution of weights in
(3.1): kx = 0 and ky =∞.
In the modified proof we break v into two parts, vd (“diagonal”) and vr
(“residual”). The restriction vd|γn will depend only on the restriction of u on
the interval (n− 1/2, n+ 1/2), escaping the infinite multiplicity trouble.
An estimate for vr will be due to the fact that |vr(n+ iy)| can not be big
without the uncentered maximal function of u being correspondingly big on
the whole interval (n− 1/2, n+ 1/2).
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For h > 0, define a truncated Poisson kernel
Ph(x, y) = P (max(h, |x|), y).
Let us write
v(z) = vd(z) + vr(z),
where
vd(z) = u ∗x (P − P1/2),
vr(z) = u ∗x P1/2.
We will estimate the weak norms ‖vd‖L1,∞γ and ‖vr‖L1,∞γ separately.
Estimation of ‖vd‖L1,∞γ . Let un(x) denote the part of the function u be-
longing to the interval (n− 1/2, n+ 1/2):
un(x) =
{
u(x), x ∈ (n− 1
2
, n+ 1
2
)
,
0, x /∈ (n− 1
2
, n+ 1
2
)
.
Since (P − Ph)(x, y) = 0 for |x| > h, we have
vd(n+ iy) =
∫ 1/2
−1/2
(P − P1/2)(t, y) u(n− t) dt
=
∫ 1/2
−1/2
(P − P1/2)(t, y) un(n− t) dt.
Like in the proof of the estimate (3.42), we use the inequalities
(P − P1/2)(t, y) < P (t, y) ≤ 1
piy
to infer ∣∣{y : |vd(n+ iy)| > λ}∣∣ ≤ 1
piλ
‖un‖1.
Summing over n yields
‖vd‖L1,∞γ ≤
1
pi
‖u‖1. (4.22)
Estimation of ‖vr‖L1,∞γ . Introduce the sets
Yn(λ) = {y ∈ (0, b) | |vr(n+ iy)| > λ}. (4.23)
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We have to estimate
∑
n |Yn(λ)|. The idea is to reduce the problem of estima-
tion of sizes of the “vertical” sets Yn(λ) to a similar problem for “horizontal”
sets DU(µ) (see (1.8)) described by the inequality U(x) > µ for an auxiliary
function — the uncentered Hardy-Littlewood maximal function of u,
U(x) = sup
I3x
1
|I|
∫
I
|u(t)| dt.
Here I is any finite interval containing x.
We will need a sub-lemma.
Lemma 4.4 There exists a positive decreasing function F (t) defined for t ≥
0 such that F (0) = 1, F (t) = O(1/t) as t→∞, and for any x ∈ (x0−h, x0 +
h) and any y > 0
|(u ∗ Ph)(x0 + iy)| ≤ F (h/y)U(x). (4.24)
Proof. Introduce
ρy(s) = −2s ∂P (s, y)
∂s
=
4
pi
ys2
(y2 + s2)2
and
F (t) =
∫ ∞
t
ρ1(s) ds, t ≥ 0.
The properties of F (t) asserted in Lemma are easy to verify.
The function Ph(x, y) is a positive linear combination of the normalized
characteristic functions (2s)−1χ[−s,s](x), s ≥ h, taken with weights ρy(s):
Ph(x, y) =
∫ ∞
max(h,|x|)
ρy(s)
2s
ds =
∫ ∞
h
χ[−s,s](x)
2s
ρy(s) ds.
The total weight in this representation is
∫∞
h
ρy(s) ds = F (h/y).
By definition of the maximal function, for |x− x0| < s we have
1
2s
∫ x0+s
x0−s
|u(t)| dt ≤ U(x).
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Therefore
|(u ∗ Ph)(x0 + iy)| ≤
∫ ∞
−∞
Ph(x0 − t, y) |u(t)| dt
=
∫ ∞
h
ρy(s) ds
∫ ∞
−∞
χ[−s,s](x0 − t)
2s
|u(t)| dt
=
∫ ∞
h
ρy(s) ds
1
2s
∫ x0+s
x0−s
|u(t)| dt
≤
∫ ∞
h
ρy(s)U(x) ds = F (h/y) U(x).
Q.E.D. 
Returning to proof of Lemma 4.3, we apply Lemma 4.4 with h = 1/2.
Suppose that y ∈ Yn(λ). According to Lemma 4.4, if |x− n| < 1/2, then
λ < |vr(n+ iy)| ≤ F (1/(2y))U(x) ≤ F (1/(2b))U(x). (4.25)
The above inequality is a key to the proof. The situation is indeed quite
surprising. Having assumed that |vr(n+ iy)| > λ for some y ∈ (0, b), we have
obtained a lower bound for the maximal function U(x) not just at a single
point but for all x in an interval of length 1:
U(x) > µ =
λ
F (1/(2b))
, ∀x ∈ (n− 1/2, n+ 1/2).
Thus we formalize the aforementioned connection between the “vertical” sets
Yn(λ) and the “horizontal” sets EU(µ):
Yn(λ) 6= ∅ =⇒ (n− 1/2, n+ 1/2) ⊂ EU(µ).
The intervals corresponding to different values of n are disjoint, while the set
EU(µ) is the same for all n. Therefore⋃
n: Yn(λ)6=∅
(n− 1/2, n+ 1/2) ⊂ EU(µ).
Passing from sets to their Lebesgue measures we get (recall notation (1.9))
#{n | Yn(λ) 6= ∅} ≤ dU(µ).
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On the other hand, the (uncentered) Hardy-Littlewood maximal theorem
states that [9, Theorem 2.1.6]
dU(µ) ≤ 3‖u‖1
µ
.
Consequently,
#{n | Yn(λ) 6= ∅} ≤ 3 ‖u‖1
λ
.
Since the length of every Yn(λ) is at most b, we conclude that
∞∑
n=−∞
|Yn(λ)| ≤ b · #{n | Yn(λ) 6= ∅} ≤ 3b ‖u‖1
µ
= C(b)
‖u‖1
λ
with C(b) = 3b · F (1/(2b)). By definition of the weak 1-norm it follows that
‖vr‖L1,∞γ ≤ C(b) ‖u‖1. (4.26)
To present the end result in a simple form, we now coarsen the constant:
F (1/(2b)) ≤ 1, hence C(b) ≤ 3b. We could have omitted the constant
F (1/(2b)) already in the r.h.s. of (4.25) but we preferred to keep it — mostly
in order to justify a notational distinction between λ (the parameter in the
“vertical” inequality) and µ (the parameter in the “horizontal” inequality).
Combining (4.22) and (4.26), we obtain (4.21). (Recall that ‖ · ‖1,∞
satisfies the quasi-triangle inequality ‖f +g‖1,∞ ≤ 2(‖f‖1,∞+‖g‖1,∞), hence
the extra factor 2).
The proof of Lemma 4.3, and with it — the second proof of Theorem 12,
is finished. 
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xy
Figure 1: A convex curve and its four monotone parts (Example 5)
61
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Figure 2: A simple discontinuous radial curve (Example 6)
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Figure 3: Boxed non-Lipschitz curve (Example 8; Theorem 9) and its ξ-
projection
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Figure 4: Projection of a box onto a ray (Lemma 3.3)
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Figure 5: Cantor square (Example 10): first and second generation squares
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Figure 6: A simple discontinuos vertical curve for the Maximal Paley-Wiener
Theorem (Th. 10)
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Figure 7: An equispaced vertical comb (Theorem 12)
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