Abstract-To model a fault that can be caused by more than one source, a mixture of conditional Gaussian transitions is proposed. The conditional means are modelled by recurrent neural networks. An expectation-maximization (EM) algorithm is used to estimate model parameters. By grouping known types of faults it is possible to form a bank of different fault models.
I. Introduction
The model-based fault detection methods are a very important class of techniques which can reveal unwanted deviations in system characteristics [19] . There are two kinds of model: process models and signal models. The first is used when both the input and output variables of the system are available, and the second when only output measurements are available. Once an appropriate model is adopted it can be used to generate residuals, being the difference between observed signal values and model predicted values. Once evaluated, the residuals can provide information about system behaviour.
In the existing literature on fault diagnosis, a variety of different process and signal models have been proposed [3] , [10] , [20] , [23] . However, a model involving a mixture of Gaussian transitions has not yet been applied in the context of fault diagnosis. Using this approach, we propose a methodology for designing a bank of models. The proposed algorithm can be applied as either a process model or as a signal model.
Our approach is similar to one introduced by Newbold and Ho [18] , and studied further by Hanlon and Maybeck [6] and Semoushin et al. [22] . The Kalman filter bank is applied to diagnose multiple faults in a system and a general likelihood ratio test (GLRT) is used to detect changes in system behaviour. We apply these ideas to a model with a mixture of Gaussian transitions in order to deal with various operational modes. However, instead of dealing only with first-order and second-order moments, we propose to represent the model in terms of conditional distributions. One advantage that a mixture of conditional Gaussian distributions has over other models [6] , [18] , [22] is that nonlinear effects due to system faults can be captured [14] . We use recurrent neural networks [8] as our model for the nonlinear effects in the mean of the signal. This approach allows different causes of a single fault to be modelled.
II. Mixture of Gaussian Transitions
The signals produced by most faults are nonstationary, nonlinear time series. This makes modelling difficult if a particular fault has multiple sources. There are two difficulties in resolving problems associated with these signals: selection of an appropriate model capable of capturing multi modality and estimating the parameters of the selected model. Our approach is to use a mixture of conditional Gaussian transitions, as follows:
where F (y t |F t−1 ) is the conditional cumulative distribution function (cdf) of the observation y t at time t, F t−1 is a dependence vector (a vector of previous samples) taking values in R m with m = |F |, Φ(·) is the cdf of the standard normal distribution, α k is a mixture weighting coefficient, h k is a non-linear mapping h k : R m →R, σ 2 k is the variance of component k and K is a number of mixture components. Equation (1) is a generalization of the finite mixture model discussed in [4] , [16] , [24] . Our mixture representation was chosen because (i) estimating parameters for this type of model is possible using the EM framework, (ii) the most likely fault type can be detected by monitoring changes in the likelihood ratio for given set of observations, and (iii) using Monte Carlo techniques, the future behaviour of the signal can be predicted. Whilst our model has several attractive features, there are some drawbacks. First, the choice of h k is not necessarily obvious, and will depend on the problem at hand. Second, h k can be nonlinear in its parameters. And, third, there are significant problems associated with estimating K, the order of dependence in F t−1 and monitoring the standard error.
Our work builds on that of Le et al. [14] and Wong and Li [26] . Both papers deal with mixtures of conditional Gaussian distributions. The first is a continuation of work of Raftery [21] . It explains how this type of mixture can model nonlinear time series, particularly flat stretches, bursts of activity and change points, using a simple autoregressive model (AR) of the first order (AR(1)) for the conditional mean. The second generalizes this to an autoregressive model of arbitrary order (AR(p)).
However, the linear AR model has some disadvantages [25] . Of particular interest from perspective of fault modelling, are the following restrictions. The AR model is not suitable for time series exhibiting sudden bursts of large amplitude. Moreover it deals only with symmetric data. In addition, since a linear difference equation does not have stable periodic solutions, independent of initial conditions, the AR model cannot account for limit cycles.
Notwithstanding these limitations, (1) is a natural generalization of the linear AR model to the case of nonlinear h k (F t−1 ). Let it be assumed that process of signals of the monitored system follow a stochastic difference equation of the form
where h k is an unknown smooth function governing the dynamic behaviour of component k, ǫ t,k are iid with zero mean and finite variance σ 2 k , having probability density function f k (·) (a standard normal distribution), and {y t , t ∈ Z + } is a time series on an arbitrary space generated by (1) .
There is a variety of possible approximations of the deterministic skeleton h k (F t−1 ) in (2), for example, the class of linear basis expansion models with splines or wavelets as bases [7] . However, given that our primary objective is time series modelling, a parametric model h k (F t−1 ) is required that must be capable of embedding temporal sequences. It must be capable of making temporal association, that is, to generate a sequence in response to a particular input sequence, and it must have the capacity to reproduce a sequence when it observes part of it. The first is related to process models, while the second is connected with signal models within the model-based fault diagnosis framework. For the case of a process model, the dependence vector F t−1 is defined as To meet the requirements imposed on h k (F t−1 ), two types of neural networks are proposed. For the process models, a recurrent neural network (RNN) is suggested, described by a discrete-time nonlinear model of the form [12] 
where n is the number of neurons, For the signal models, a time delay neural network (TDNN) is considered. It differs from (3) in that λ i = 0 (no node dynamics). We analyse stability conditions of RNN in order to reveal model properties. Since TDNN is a subclass of RNN, our results for RNN apply directly to TDNN.
An application of RNN in the context of Mixture of Experts was given in [13] , but the statistical properties of RNN were not considered.
III. Model Properties
The conditional Gaussian mixture (1) has two important properties. Since the conditional mean of each component depends on previous samples, a conditional distribution can change its shape and from unimodal it can become multimodal. The conditional expectation of y t given previous samples
where h k (F t−1 ) is a nonlinear parametric model. It is worth noting that the accuracy of prediction depends on the model used for the conditional mean. Additionally, (1) has the conditional variance [26] var(y
By exploiting these properties in the context of fault modelling, a multiple source fault can be modelled, onestep prediction can be performed, and its corresponding variance calculated. However, asymptotic stationarity of the time series {y t , t ∈ Z + } is required. We establish this condition using results of Meyn and Tweedie [17] , Chan and Tong [1] and Wassim and Bernstein [5] . For a model (2), let (R m , B m , µ m ) be a probability space, where B m are the Borel sets of R m and µ m is Lebesgue measure on R m . Furthermore, it is postulated that ǫ t,k are iid with positive probability density f k . For some F ∈R m and A∈B m , the transition probability function P (F, A) of {y t } is given by
Similarly, P (n) (F, A)=P (F t+n ∈A|F t =F) are the n-step transition probabilities with P (1) =P . In this way, a time series {y t , t∈Z + } with a transition probability P (F, A) There are three important properties of Markov chains formulated in [17] that are relevant to the problem discussed here. The first is ϕ-irreducibility. The Markov chain is said to be ϕ-irreducible if, for some finite measure ϕ(A)>0, there is an n>0 such that P (n) (F, A)>0 for all F ∈R m . In other words, all parts of the state space can be reached whatever the initial point. The next is aperiodicity: there is no regular pattern in return times to states. Finally, a property that gives the rate of convergence and makes a link with the deterministic part of the model (2) 
where π is invariant probability measure, that is,
If the associated Markov chain is geometrically ergodic, then the distribution of the time series will converge to π geometrically quickly, in which case it is said to be asymptotically stationary. For asymptotic stationarity, geometric ergodicity must be proved for each component in (6) . We use a result of Chan and Tong [1] to establish a connection between geometric ergodicity of {y t } and the existence of a Lyapunov function of the parametric model h k (F t−1 ) in (2) . Once a Lyapunov function is identified for h k (F t−1 ), geometric ergodicity follows from Theorem 4.2 and Section 5 of [1] .
To prove the existence of a Lyapunov function for (3), re-write it as (9) there is a Lyapunov function of the form V (x)=x T Px, where P is a positive-definite matrix for which ∆V (x)<0. Particular constraints imposed on Λ, B and W are given in [12] .
We deduce that the time series {y t , t∈Z + }, generated by the Gaussian transition model with a conditional mean modelled by RNN, is asymptotically stationary, connoting that (4) and (5) take only finite values.
IV. Estimation
The EM algorithm [2] is used to estimate model parameters. Suppose that a set of observations {y t , t∈Z + } is generated by (1) . An unobservable random choice of component k, that originates an observation y t , is modelled by random indicator variable 
where Y , Z and Ψ denote observations, the missing data and the parameters of the model, respectively. The E-step involves computing the conditional expectation of the complete log likelihood (10), often called the Q function, and defined as follows:
where E Ψ i {I k,t |Y, Ψ} is the expectation of the hidden variable Z conditional on observation Y and a set of a model parameters Ψ. Since log L c (Ψ|Y, Z) is a linear function of an unobservable random variable Z, the Estep requires calculating the conditional expectation of Z given the observations [16] :
whereǫ i,t is the current estimate of the residual for a component i, defined byǫ i,t =y t −h i (F t−1 ).
The EM algorithm requires Q(Ψ|Ψ i ) to be maximized. To facilitate this, it can be rewritten as
It is maximized over α k and σ k subject to the necessary constraints using the Lagrange multiplier approach. This leads to the following updating equations for α k and σ k :
For models h k (F t−1 ) that are linear in the parameters, such as the AR models and linear basis expansion models, Q(Ψ|Ψ i ) can be maximized directly. However, for the neural network models considered here, maximization of Q(Ψ|Ψ i ) requires an iterative technique. Taking derivatives with respect to the parameters of h k (F t−1 ), the following expression is obtained:
Equation (16) resembles the back-propagation (BP) learning algorithm in the case when the squared error cost function is used. However, there is an important difference. In contrast to original expression for BP, this one, given by (16) , is modulated by τ t,k (the expectation of a latent variable) and σ 2 k (variance of component k). As in BP, using the gradient-descent method, the weight is updated using
From this it is apparent that the M-step is batch gradient learning. Most of our work here is devoted to modelling a single fault coming from more than one source. Consequently the EM based framework is applied. However, if there is a single source, then it is still possible to use maximum likelihood methodology for neural network training. By simple arithmetic starting from the likelihood function
it is possible to show that the maximum likelihood based training procedure gives the following equations for batch learning within one step:
whereǫ t is the current estimate of the residual, given bŷ ǫ t =y t −h(F t−1 ). Despite the fact that estimation of parameters is restricted to the BP algorithm, there are still types of neural network that can be successfully applied in model-based fault modelling. We conclude that the methodology can be applied to recurrent networks whose training is based on BP. The types of RNN that can be used are the fully and partially RNN-like recurrent back-propagation network, Jordan sequential network and the simple recurrent network [8] , including TDNN.
V. Simulation Results
We illustrate the algorithm by way of an example of nonlinear vibrations in engineering systems; we analyze the phenomenon of amplitude-dependent frequency [9] , [11] , [25] . The frequency of the observed signal depends on the amplitude of the excitation signal, which is composed of deterministic and stochastic components. Considering the amplitude-dependent frequencies as undesirable, we require a fault model capable of capturing multi-modality. We will assume that the change in signal amplitude (frequency) occurs at random.
For simplicity, assume that there are only two amplitude levels. A fault model is represented by two self-exiting autoregressive (SETAR) models, M 1 and M 2 , given by (21) and (22), respectively (see [25] , Section 2.14.2): 
The noise that drives these models has variance var(ǫ t )=(0.005) 2 . Switching between models M 1 and M 2 occurs according to a two-state Markov chain with transition probabilities p 11 =p 22 =0.95. The training and test sets are created using simulated values. To improve neural network training, simulated values were scaled to the range y t ∈[−0.5, 0.5], and the training set consisted of T =9000 samples. Since for a given model only output measurements are available, this is obviously an example Comparative frequency characteristics of the test and predicted values of the signal, using the multiple signal classification (MUSIC ) [15] method, are given in Fig. 4 . It is apparent that the corresponding model captured signal dynamics with negligible deviation from the original signal.
VI. Discussion
In this paper an approach to modelling a multiple source fault was proposed, based on a mixture of conditional Gaussian transitions. The conditional means were approximated by neural networks, allowing successful modelling of nonlinear dynamics. Parameters were estimated using maximum likelihood. Future research will focus on full implementation of a bank of fault detection filters using conditional Gaussian transitions.
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