Abstract. We relate curvettes with dicriticals.
Introduction
The algebraic theory of dicriticals was developed in [Ab9] to [Ab14] , [AH1] to [AH2] , and [AL1] to [AL2] . Now, based on the idea of curvettes, we give a constructive version of the theory. Here we deal with algebraic aspects, with Theorem (3.4) as the main result, and elsewhere we shall deal with analytic aspects.
Terminology
We shall follow the terminology of [Ab8] to [Ab14] , especially that of Section 2 and Remark (4.0) of [Ab11] , Sections 2 and 3 of [Ab12] , Sections 2 to 4 of [Ab13] , and Sections 2 to 5 of [Ab14] . Some other basic references are [Ab1] to [Ab7] . For any ring A we put P (A) = set of all nonzero principal ideals in A with P × (A) = P (A) \ {A} and P * (A) = P (A) ∩ spec(A).
Referring to Section 2 of [Ab12] for definitions, for any overring B of A we put 
For any T ∈ π(R, V ) with V ∈ D(R)
Δ we put
ξ(R, T, V ) = T ∩ M (V ) = the parameter ideal of (R, T, V ) and we observe that then we have ξ(R, T, V ) ∈ P * (T ) with ord T ξ(R, T, V ) = 1 and V = T ξ(R,T,V ) . Then we put γ(R, T, V ) = {c ∈ P × (T ) : ord T c = ord (T /ξ(R,T,V )) c}
= set of all arcs of (R, T, V ) and we define the weight of c by letting
θ(R, T, c) = χ(o * R (T ), T )ord T c.
We put γ * (R, T, V ) = γ(R, T, V ) or ∅ according as T ∈ π * (R, V ) or T ∈ π * (R, V ) = set of all curvettes of (R, T, V ).
Next we put: σ(R) = set of all stems of R, i.e., all finite sequences S = (S j , I j ) 0≤j≤μ where (S j ) 0≤j≤μ is a finite QDT sequence of R with I j ∈ P × (R j ) for 0 ≤ j ≤ μ, such that for 0 ≤ j < μ we have (S j , S j+1 )(I j ) = I j+1 , and (S j , S j+1 )(I j ) = S j+1 whenever
For any V ∈ D(R) Δ we put: σ(R, V ) = set of all arc stems of (R, V ), i.e., all members S = (S j , I j ) 0≤j≤μ of σ(R) such that (S j ) 0≤j≤μ−1 is the finite QDT sequence of R along V with I μ ∈ γ(R, S μ , V ). We define the weight of S by letting
and we put
where we call μ the layer index of V over R and denote it by μ(R, V ), and we
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Remark 3.2. Observe that the system (x, y, κ) was used in assertion (3.1.1), and then assertion (3.1.1) was used to prove assertion (3.1.2), which itself does not refer to the system (x, y, κ). In other words, to prove (3.1.2) we fixed some generators (x, y) of M (R) and some coefficient set of R. This was like fixing a coordinate system for proving some geometric property of a geometric figure in the plane and afterwards wiping out the coordinate system. Δ , by a double curvette of (R, V 1 , . . . , V r ) we mean a sequence (S ij , I ij , S ij , I ij ) 1≤i≤r,0≤j≤μ i where, for 1 ≤ i ≤ r, we have that the ideal a + a is M (R)-primary and
Proof. Follows from (3.1).
Remark 3.5. It is conceivable that the above "follows from" may not be so obvious to a reader who is not familiar with resolving singularities of plane curves by a sequence of QDTs = Quadratic Transformationsà la Max Noether [Noe] , who was regarded as the father of algebraic geometry until we learned better from Felix Klein [Kle] , who declared that he and his friends Max Noether and Paul Gordon (the King of Invariant Theory [Gor] ) learned algebraic geometry from George Salmon's book [Sal] Higher Plane Curves, published in 1852 in Dublin, Ireland. So to be user-friendly, referring to pages 131-141 of [Ab6] for the geometry of it, here is a long-winded paraphrase of the "follows from" carried out in a discursive manner.
(1) Notation. In Section 2 there are two displayed boldfaced definitions of weights θ. The second boldfaced weight is sandwiched between the boldfaced definitions of stems σ(R), arc stems σ(R, V ), and curvette stems σ
Let S = (S j , I j ) 0≤j≤μ be a member of σ(R) with μ > 0. The stem property says that, for 0 ≤ j < μ, the ideal I j is unitangent; i.e., it goes through exactly one member of Q 1 (S j )
To explain unitangency, following the principle of coordinate fixing enunciated in (3.2), fix any generators (x, y) of M (R) and any coefficient set κ of R. By (3.1) we get to the heart of our proof saying that
fixing generators F ij and F ij of the ideals I ij and I ij in S i and letting
, we have that the initial form info(F ) = info (R,x,y) F is a nonzero homogeneous polynomial of degree d in
We write info(F R) for the ideal in k[X, Y ] generated by info(F ) and call this the initial ideal of the ideal F R. We write rad(info(F R)) for the
for some e ∈ N + and some homogeneous irreducible φ ∈ K[X, Y ] \ K. Also note that F R is unitangent iff there is exactly one member R of Q 1 (R) for which (R, R )(F R) = R . Without assuming it to be unitangent, by info(F ) * and info(F R) * we denote the unique generator of info(F R), which is of the form X p Y q +(terms of Y -degree < q). For the sake of completeness, if F = 0, then we put info(F ) = info (R,x,y) F = 0 and rad(info(F R)) = info(F R) = {0}.
Given any UFD A and given any Φ = a subset of A or Φ = a set of subsets of A, by GCD(Φ) A we denote the smallest nonzero principal ideal Ψ in A such that φ ∈ Ψ or φ ⊂ Ψ for all φ ∈ Φ. We write GCD(Φ) A = 1 to mean GCD(Φ) A = A, and we write GCD(Φ) A = 1 to mean GCD(Φ) A = A. In dealing with the case of
we may write GCD(Φ) *
A for the concrete or starred GCD, by which we mean the unique generator of the ideal GCD(Φ) A which is of the form
, and we may drop the subscript A. We are mostly interested in situations like Φ = {info(I 1 ), info(I 2 )} with I 1 , I 2 in P × (R), and then we may write GCD(info(I 1 ), info(I 2 )) * for GCD(Φ) * A . (*) Note that by convention on empty or infinite sums or products: empty sums are zero, empty products are one (or a unit ideal), terms reduced to zero in an infinite sum are disregarded, and terms reduced to one (or a unit ideal) in an infinite product are disregarded. 
(R, J, T ) = m(T, J T ) where J T = (R, T )(J). Finally, for any V ∈ D(R)
Δ we introduce the Zariski index n(R, J, V ), which is a nonnegative integer obtained by putting
Referring to convention (*), the famous Zariski Factorization Theorem proved in Appendix 5 of [ZaS] , and restated in (2.4) of [Ab12] , can be paraphrased by saying that
and by noting that the finite set D(R, J) is characterized by saying
Again referring to convention (*), we claim that (with
Proof. Relabelling V 1 , . . . , V r suitably we can find an integer p with 0 ≤ p ≤ r such that
and hence upon letting
, and hence by the stem property we see that F i0 and F i0 are unitangent with info( By (•) we see that
* is the GCD* of the initial forms of all the elements of J of R-order d, and the (X, Y )-degree of info(F 10 . . . F p0 ) * clearly equals s. Therefore the LHS of ( †) equals d − s.
Thus the LHS and the RHS of ( †) both equal d − s, and so we are done.
(3) Primariness. Let us prove a somewhat more general version of the part of (3.4) which asserts that the ideal a+a is M (R)-primary. For inductive purposes we introduce the chopped version S = (S j , I j ) 0≤j≤μ of a member S = (S j , I j ) 0≤j≤μ of σ(R) with μ > 0 by putting μ = μ − 1 and (
Note that S is a member of σ(S 1 ). Also note that since I 0 and I 0 are nonzero nonunit principal ideals in R, we have
We claim that given any other member S = (S j , I j ) 0≤j≤μ of σ(R) with μ > 0 we have the following assertions.
Claim (i). If GCD(I 0 , I 0 ) = 1, then S 1 = S 1 and GCD(I 1 , I 1 ) S 1 = 1.
To prove (i), assume that there exist nonzero principal ideals J, I * , I * in R with J = R such that I 0 = JI * and I 0 = JI * . Now there exists T ∈ P 1 (R, J), and for any such T we have T ∈ P 1 (R, I 0 ) ∩ P 1 (R, I 0 ); hence S 1 = S 1 because the stem property implies P 1 (R, I 0 ) = {S 1 } and P 1 (R, I 0 ) = {S 1 }. Now upon letting To prove (ii), assume S μ ⊂ S μ ⊂ S μ . By induction on min(μ, μ ) we shall show that GCD(I 0 , I 0 ) = 1. If min = 1, then we are done by (i). So let min > 1 and assume the result is true for all smaller values of min. If GCD(I 0 , I 0 ) R = 1, then we are done. So assume that GCD(I 0 , I 0 ) R = 1. Then by (i) we see that S 1 = S 1 and GCD(I 1 , I 1 ) S 1 = 1. Now S and S are members of σ(S 1 ) with 0 < min(μ, μ ) < min(μ, μ ) and S μ ⊂ S μ ⊂ S μ . Consequently by the induction hypothesis we get GCD(I 1 , I 1 ) S 1 = 1, which is a contradiction. This completes the proof of (ii). Now we shall prove the following claim, which is obviously more general than the M (R)-primary part of (3.4). Let r, r , μ 1 , . . . , μ r , μ 1 , . . . , μ r be positive integers. For 1 ≤ i ≤ r and 1 ≤ i ≤ r let
Claim (iii).
To prove (iii), it suffices to note that, by (ii), the nonzero principal ideals I i0 and I j0 in R have no nonzero nonunit common factor in R, and hence neither do their products a and a . Therefore the ideal a + a is M (R)-primary.
The deviation of notation, where σ * (R, V ) was replaced by the bigger set σ(R) and condition (•) was replaced by its weaker version (• ), was only for (iii), and henceforth we revert to the notation of (3.4). At any rate, having established the M (R)-primary part of (3.4), we may visualize R to be the local ring of a simple point of a surface (which may be algebraic or analytic or arithmetical), and we may visualize a and a as curves on that surface passing through that point but having no common component there. 
(R, T )(J) for all T ∈ Q(R).
Then, referring to convention (*), as another application of the chopping principle, we claim that for any T ∈ Q l (R) with l ∈ N we have
Proof. Induction on l. For l = 0 we are reduced to ( †). So let l > 0 and assume the result is true for all smaller values of l. Let R be the unique member of Q 1 (R) such that T ∈ Q l−1 (R). Let
and consider the nonzero principal ideals I and I in T given by
By ( ) it follows that
If R ∈ E, then by (•) we see that B(R)
= ∅ = C , and hence the RHS of ( ‡) equals zero and I = T , and hence the LHS of ( ‡) equals zero by ( * ). If R ∈ E , then by (•) we see that B(R) = ∅ = C, and hence the RHS of ( ‡) equals zero and I = T , and hence the LHS of ( ‡) equals zero by ( * ). So now assume that R ∈ E ∪ E . Then
It follows that if C = ∅, then both sides of ( ‡) are zero. Also assume that C = ∅. Now clearly we are in the l − 1 case. In greater detail, for every i ∈ C let Then, speaking in a geometric manner, for the multiplicity d of the transform I = (T * , T )(I * ) of the "unitangent curve" I * at the "point"
* according as I is or is not tangent to the exceptional line. Therefore, only assuming S i ∈ σ(R, V i ) but without assuming
(6) Conclusion. Theorem (3.4) follows from ( ), ( ), Claim (iii), ( ‡), and (5). We shall now give a slightly different arrangement of the proof in which Theorem (3.4) is replaced by Theorems (3.6) and (3.7), which are formally independent of the material from (2.1) to (3.5). 
and the condition which says that
by fixing generators F ij and F ij of the ideals I ij and I ij in S i and letting
Then upon letting
we have that the ideal a + a is M (R)-primary and
Proof. In view of ( ) and Claim (iii) of (3.5), we are done by the proof of ( ‡) of (3.5).
Theorem 3.7. In the situation of (3.6), replace the assumption of the double stem of (V 1 , . . . , V r ) by the assumption of the double arc of (R, V 1 , . . . , V r ), by which we mean, for 1 ≤ i ≤ r,
Retain the assumption of being balanced.
Then the conclusions of (3.6) hold with the supplement that
Proof. Follows from (3.5)(5) and (3.6).
Remark 3.8. (3.4) follows from (3.7) when we observe that replacing σ(R, V i ) by σ * (R, V i ) amounts to saying that (3.1) ⇒ (3.6)( * ). (3.5)(4)( ‡) and its proof may be called a local induction since it deals with a single QDT sequence, namely the finite QDT sequence (R j ) 0≤j≤ν of R with R = R 1 and T = R ν . This clever afterthought reminds us of the sentence from the Bhagwat-Gita saying that yoga means doing things cleverly, in Sanskrit: YOGAH KARMASUKAUSHALAM.
Our original proof of (3.4) made a global induction on μ = max(μ 1 , . . . , μ r ). The case of μ = 1 follows from (3.5)(2)( †). Now let μ > 1 and assume the result is true for all smaller values of μ. Briefly and geometrically speaking, we cut up the curves a, a into tangential packets (Δ b ) 1≤b≤a according to their initial forms. As in the resolution of singularities described on pages 131-141 of [Ab6] , this will decompose the "pencil of curves" given by a, a into members (R b ) 1≤b≤a of Q 1 (R) which,à la Max Noether, represent points in the first neighborhood of the point of the surface mentioned at the end of (3.5)(3). This will strip off the packet Δ 0 belonging to o(R). The value of μ at each R b is smaller than the μ we started with. End of induction! In detail, using the notation of (3.3) to (3.5), we restate our goal (3.4.1) as (S e(b,i)j , I e(b,i)j ) 0≤j≤μ(b,i) and S e(b,i) = (S e(b,i)j , I e(b,i)j ) 0≤j≤μ(b,i) be the chopped versions of S e(b,i) and S e(b,i) respectively, where
Clearly these are members of σ 
It can be shown that this equation for 1 ≤ b ≤ a supplemented by (3.5)(2)( †) yields (3.8.1). Since this is only a sketch of an alternative proof of (3.4), we need not give more exhaustive details.
Since (3.5)(4)( ‡) is the crux of this entire section, we paraphrase it by observing that in the situation of Theorem (3.6), the main assertion (3.6.1) is equivalent to saying that for any T ∈ Q l (R) with l ∈ N we have
with proof the same as the proof of (3.5)(4)( ‡). For a more logical presentation of this section, after reading definition (3.5)(2) of the derived Zariski number m(R, J, T ), start with the above version of (3.5)(4)( ‡) valid for a balanced double stem which gives rise to Theorem (3.6), then read Theorem (3.7) after reviewing the definition of an arc stem and Basic Fact (3.5)(5), and finally read Theorems (3.1) and (3.4) after looking up the definition of a curvette stem in Section 2. Note 3.9. As the r = 1 case of (3.4) supplemented by (3.5)(4), we get the following (which can be "re-proved" by induction on μ): For any V ∈ D(R) Δ let S = (S j , I j ) 0≤j≤μ and S = (S j , I j ) 0≤j≤μ be any members of σ * (R, V ) for which we have S μ = S μ and θ(R, S) = θ(R, S ). Then I 0 + I 0 is M (R)-primary and
with θ(R, S) = d μ−1 and D(R, I 0 + I 0 ) = {V }.
Subideal transforms and tangential maps
To sharpen the last section, let R be a two dimensional regular local domain with quotient field L.
(4A) Subideals. Let I be a nonzero ideal in R. For any T ∈ Q(R), the (R, T )-transform (R, T )(I) of I was defined in Section 2 of [Ab11] . Given any generators x, y of M (R), coefficient set κ of R, and finite number of nonzero elements 
given by (z) = zA.
, we get a bijection
We call δ R the tangential bijection relative to R, and for any Ψ ∈ P * (A) we call δ R (Ψ) the QDT of R in the direction Ψ. For any Φ ∈ P (A) put
We call δ R the derived tangential map relative to R. Note that δ R and δ R are clearly independent of the choice of x, y, κ. for a unique nonzero homogeneous principal ideal g(R, I, J) in grad(R). We call g(R, I, J) the reduced gcd of (R, I, J); we put
and we call P 1 (R, I, J) the reduced first layer of (R, I, J). Note that if the ideal J is principal, then info(R, J) = f(R, J). Recall that the big stars of I in R are members of B(R, I) = {o
Lemma 4.1. For any nonzero ideal I in R we have 
Proof.
(1) to (3) are easy. (4) follows from Appendix 5 of [ZaS] .
Lemma 4.2. Let J ⊂ I be any nonzero ideals in R with ord
Proof. Let h = h(R, I) = the dicritical height of (R, I); i.e., h is the unique nonnegative integer such that Q h (R, I) = ∅ = Q h+1 (R, I). For every j ∈ N, let l(j) be the condition that (R, T )(J) −T = (R, T )(I) −T for all T ∈ Q j (R, I), and let r(j) be the condition that for all T ∈ Q j (R, I) we have ord T (T, (R, T )(J)) = ord T (T, (R, T )(I)) and m(R, J, T ) = m(R, I, T ). Note that then l(0) is the LHS of (4.3), while the RHS of (4.3) says that r(j) is true for all j ∈ N. Assuming the RHS of (4.3), by (4.1)(2) and (4.2) we see that for every j ∈ N we have l(j + 1) ⇒ l(j).
Since l(h + 1) is vacuously true, by decreasing induction on j we get l(0), which is the LHS of (4.3). By (4.1) we see that the LHS of (4.3) implies the RHS of (4.3). With this preparation at hand, let us sharpen Theorem (3.6) by proving: Proof. Follows from (3.5)(2)( ) and (4.4).
