In this work, we apply the reproducing kernel method for investigating Blasius equations with two different boundary conditions in semi-infinite domains. Convergence analysis of the reproducing kernel method is given. The numerical approximations are presented and compared with some other techniques, Howarth's numerical solution and Runge-Kutta Fehlberg method.
Introduction
Nonlinear differential equations are extensive in science and technology. However, finding analytical solutions for this class of equations has always been a challenging work [3] . Many approximate methods were introduced for the analytical solution of nonlinear differential equations in the recent years. Among these, Homotopy Analysis Method (HAM) [49] , Adomian Decomposition Method (ADM) [2] , Variational Iteration Method (VIM) [21] , Differential Transformation Method (DTM) [31] , and Homotopy Perturbation Method (HPM) [41] can be referred. Some new techniques for approximate solution of nonlinear differential equations are shown up recently, such as Optimal Homotopy Asymptotic Method (OHAM) [45] , Generalized Homotopy Method (GHM) [46] , and reproducing kernel method (RKM) [13] .
In the present paper, the RKM has been applied for the solution of two different forms of nonlinear Blasius equation in a semi-infinite domain. Much notice has been given to the work of the RKM to solve many works. The work [13] presents great applications of the RKM. For more details see [1, 4-7, 10-12, 17, 22, 23, 26, 27, 32, 42, 44, 48, 51] . We present two forms of the Blasius equation arising in fluid flow inside the velocity boundary layer as follows. The first form of the Blasius equation is given as:
The second form is given as:
These equations are the same except for boundary conditions. The first form of the equation is the well-known classical Blasius first derived by Blasius and dates back about a century, which defines the velocity profile of two-dimensional viscous laminar flow over a finite flat plate. This form of the Blasius equation is the simplest form and the origin of all boundary layer equations in fluid mechanics. The second form of the equation, presented more recently, arises in the steady free convection about a vertical flat plate embedded in a saturated porous medium, Laminar boundary layers at the interface of cocurrent parallel streams, or the flow near the leading edge of a very long, steadily operating conveyor belt [3] . Many analytical techniques were introduced to investigate Blasius equation.
He [24] presented a perturbation method. Comparison with Howarth's numerical solution finds out that this technique gives the approximate value σ = 0.3296 with 0.73 accuracy. Asaithambi [9] obtained this number correct to nine decimal positions as σ = 0.332057336. The variational iteration method (VIM) is implemented for a reliable treatment of two forms of Blasius equation [47] . Fazio [18] searched the Blasius problem numerically. Sinc-collocation technique is implemented in [36] and the HAM is employed by Yao and Chen in [49] and Liao in [29] . For more details see [8, 14-16, 19, 28, 30, 33-35, 37-40, 43, 49, 50] . We organize the paper as follows. We give some new reproducing kernel functions in Section 2. We present the linear operator in Section 3. We show the main results in Section 4. We give the approximate solutions of (1)-(2) in this section. We illustrate examples in Section 5. We give the conclusion in Section 6.
Preliminaries
The inner product and the norm in 
The inner product and the norm in
is obtained as [13] T t (y)= 1 2 sinh (1) [
) is a reproducing kernel space. Kernel function R y is obtained as:
where
Proof.
with integrations by parts. We obtain
by reproducing property. If
and
Due to R y (t) ∈ W 4 2 [0, ∞), it follows that
from (9)- (13), the unknown coefficients c i (y) and d i (y) (i = 1, 2, . . . , 8) can be acquired. Therefore, R y (t) is obtained as:
In this section, the solutions of (1)- (2) 
the problem (1) gets the form:
The L given by (14) is a bounded linear operator.
Proof. We need to show Lv
, where M > 0 is a positive constant. By (3) and (4), we have
By (8), we have
where M 1 > 0 is positive. Therefore,
We have
by reproducing property. Thus, we get
where M 2 > 0 is positive. Therefore, we obtain
, that is
The main results
Let ϕ i (t) = T t i (t) and
Proof. We obtain
The subscript y by the operator L indicates that the operator L applies to the function of y. (15) , then
Theorem 4. If v(t) is the exact solution of
Proof. We get
by (16) and uniqueness of solution of (15) . This completes the proof.
The approximate solution u n (x) can be acquired as: [20] f (t n , v n−1 (t n )) → f (t, v(t)) as n → ∞. 
Then v n (t) in iterative formula (19) converges to the exact solution of (17) in W 4 2 [0, ∞) and
Proof. By (19), we obtain
from the orthonormality of
, we obtain
i.e.,
By the completeness of
(ii) Taking limits in (19) ,
Therefore, we get
If n = 2, then
We have (Lv(t 2 ) = f (t 2 , u 1 (t 2 )).
Then, we get
by induction. We have,
Therefore, v (t) is the solution of (15) and
where A i are given by (20).
Numerical results
In this section, two examples are given to demonstrate the efficiency of the RKM. We have shown comparison tables to prove the power of the RKM. All computations are applied by Maple software Tables 1-3 , v, v ′ , and v ′′ obtained from the RKM are compared with Howarth's numerical solution [25] . Furthermore, as it can be seen from Tables 1-3 , the RKM is more accurate than the variational iteration method [24] . In Tables 4-6 , the result of the RKM is given against that of exact (numerical) method.
There is a good agreement between the results of the RKM and numerical solution. The results are in very good agreement with numerical and previous data available in the literature. 
Conclusion
In this work, we introduced an algorithm for solving the Blasius equation with two different boundary conditions in semi-infinite domains. For illustration purposes, examples were chosen to show the computational accuracy. This work has confirmed that the RKM offers important benefits in terms its computational effectiveness to solve the strongly nonlinear equations.
