We introduce the Hidden Polynomial Function Graph Problem as a natural generalization of the abelian Hidden Subgroup Problem (HSP) over groups of the form Z p × Z p , where the hidden subgroups are generated by (1, a) for different a ∈ Z p . These subgroups and their cosets correspond to graphs of linear functions on Z p . For the Hidden Polynomial Function Graph Problem the functions are not restricted to be linear but can also be polynomial functions of degree n ≥ 2.
Introduction
Quantum algorithms allow us to solve certain problems more efficiently than any or the currently best known classical algorithms. However, the exact extent of the computational advantage of quantum computers over classical computers is not well understood.
Shor's algorithm for factoring integers and calculating discrete logarithms [17] is one of the most important and well known examples of quantum computational speedups. where z ∈ Z p and Q runs over all linear polynomials of the form Q(X) := q 1 X. In the Hidden Polynomial Function Graph Problem the polynomials Q(X) are no longer restricted to be linear but can also be of degree n ≥ 2, i.e., we have Q(X) = n i=1 q i X i . The subgroups are generalized to graphs of polynomial functions going through the origin (0, 0) and their cosets to function graphs which are translated vertically.
Several other generalizations of the abelian HSP have been presented in [5] . We describe later how the Hidden Polynomial Function Graph Problem is related to the Hidden Polynomial Problem which was defined in that work.
Analogously to many interesting HSP, our problem is classically hard as its classical query complexity is polynomial in the field size p. Our approach to solve this problem on a quantum computer is to generalize standard techniques for the HSP. First, we reduce the Hidden Polynomial Function Graph Problem to a quantum state identification problem. Second, we use the pretty good measurement (PGM) approach [1] to systematically construct measurements for distinguishing the quantum states. Third, we relate the success probability and implementation of the PGM to a certain classical problem involving polynomial equations. We present an efficient quantum algorithm for the case of quadratic polynomials by establishing that the success probability of the PGM is lower bounded by a constant and that the measurement can be implemented efficiently.
The paper is organized as follows: In Section 2 we define the Hidden Polynomial Function Graph Problem and compare it to the Hidden Polynomial Problem studied in [5] . In Section 3 we adapt the standard approach for HSPs to the new problem. In Section 4 we discuss the properties of the states we obtain with the modified standard approach. In Section 5 we construct a measurement to distinguish these states. In Section 6 we discuss the case of quadratic functions thoroughly and show that an efficient solution for this special case exists. In Section 7 we conclude and discuss possible objectives for further research.
Hidden Polynomial Function Graph Problem
We define the Hidden Polynomial Function Graph Problem as a generalization of particular abelian HSPs. Whereas in the case of a HSP we want to identify a subgroup hidden by a black-box function, in our case we rather want to efficiently identify a polynomial that is hidden by a black-box function.
Definition (Hidden Polynomial Function Graph Problem):
be an arbitrary polynomial of degree n whose constant term is equal to zero. Let F : Z 2 p → Z p be a black-box function hiding the polynomial Q in the following sense:
iff there is an element z ∈ Z p such that
i.e., the function F is constant on {(x, Q(x) + z) : x ∈ Z p } and distinct for different values of z. The Hidden Polynomial Function Graph Problem is to identify the polynomial Q if only the black-box function F is given. An algorithm for polynomials with constant degree n is efficient if its running time is polylogarithmic in p.
An alternative definition of the function F is given by
where π is an unknown and irrelevant bijection π : Z p → Z p which permutes the elements of Z p arbitrarily.
The Hidden Polynomial Function Graph Problem is hard to solve with a classical computer as its query complexity is polynomial in p. This is because at least n different points (x 1 , y 1 ), . . . , (x n , y n ) with F (x 1 , y 1 ) = . . . = F (x n , y n ) are required in order to determine the hidden polynomial Q of degree n. The probability of obtaining such n-fold collision is smaller than the probability of obtaining a 2collision. The probability of the latter is 1/p. In contrast, there is an efficient quantum algorithm for quadratic polynomials Q(X) = q 2 X 2 + q 1 X. The Hidden Polynomial Function Graph Problem is related to the Hidden Polynomial Problem defined in [5] . The Hidden Polynomial Problem for univariate polynomials can be equivalently reformulated as follows. The black-box function f : Z p → Z p is given by f (x) = σ(Q(x)), where σ is an arbitrary permutation of Z p and Q(X) is the hidden polynomial. It is readily seen that the black-boxes f can be obtained from the black-boxes F by querying F only at points of the form (x, 0). For this reason the black-boxes F offer more flexibility in designing quantum algorithms. We are able to design an efficient quantum algorithm for the black-boxes F hiding quadratic polynomials, whereas no algorithms are known for the black-boxes f .
Standard Approach
Most quantum algorithms for HSPs are based on the standard approach. Therefore, this method can be seen as a natural way to approach the Hidden Polynomial Function Graph Problem. This leads to the following algorithm:
• Prepare an equally weighted superposition of all (x, y) ∈ Z 2 p and initialize the register for the results. Evaluate the black-box function F . The corresponding state transition is 1 p x,y∈Zp |x |y |0 → 1 p x,y∈Zp |x |y |F (x, y)
• Measure and discard the third register. Assume we have obtained the measurement result π(z). Then the state on the first and second register is
where Q is the unknown polynomial hidden by F and z is uniformly at random. The corresponding density matrix is
We refer to the states ρ Q as polynomial function states.
This variant of the standard approach to HSP also reduces the Hidden Polynomial Function Graph Problem to a state distinguishing problem: Given a polynomial function state ρ Q with unknown Q decide which state it is. In Sec. 6 we show that an efficient identification of ρ Q is possible at least for quadratic polynomials. The basis of this solution is the structure of the states which can be used to construct and implement a measurement which allows us to distinguish among the quantum states with high success probability.
Structure of Polynomial Function States
The starting point of our analysis are the states ρ Q,z which can be written as
By averaging these states over z we obtain the density matrix ρ Q of Eq. (1). To obtain a compact notation we introduce the cyclic shift S p |x := |x + 1 mod p for which we obtain the equation
This directly leads to
Now we use the fact that the shift operator S p and its powers can be diagonalized simultaneously with the Fourier matrix
where ω p := e 2πi/p is a pth root of unity. Hence, the Fourier transformed density matrices have the block diagonal form
in the Fourier basis where I p denotes the identity matrix of size p and where we write |b, x := |b ⊗ |x . By repeating the standard approach k times for the same function F , we obtain the density matrixρ ⊗k Q . After rearranging the registers we can writẽ
where q|, Φ (n) (b), Φ (n) (c), and |x are defined as follows:
• q| = (q 1 , q 2 , . . . , q n ) ∈ Z 1×n p is the row vector whose entries are the coefficients of the hidden polynomial Q
is the column vector whose entries are the entries of x.
We use the ideas of [1] to simplify the further constructions with the statesρ ⊗k Q . Let w = (w 1 , . . . , w n ) ∈ Z n p and |w ∈ Z n×1 p be the corresponding column vector. Consider the matrix problem to determine all b ∈ Z k p for given x ∈ Z k p and w ∈ Z n p such that
The set of solutions to this matrix problem, i.e., to these polynomial equations, defines an algebraic variety. We denote this set by
and its cardinality by η x w := |S x w | . We also define the quantum states |S x w to be the equally weighted superposition of all solutions
if η x w > 0 and |S x w to be the zero vector otherwise. Using this notation, we can express the stateρ ⊗k Q asρ
This form is very useful for the construction of the pretty good measurement which we will use for distinguishing the states ρ ⊗k Q for different polynomials Q and for computing the success probability.
The Pretty Good Measurement
A simple yet very useful measurement for distinguishing the states of a given ensemble is the pretty good measurement (PGM) [13] (also known as the square root measurement or least squares measurement [8] ). For example, the PGM is the optimal measurement for distinguishing the hidden subgroup states arising in the HSP over the dihedral group [1] . Moreover, it provides the basis for the efficient quantum algorithms for HSPs over semidirect product groups [2] .
In our situation, the PGM for the statesρ ⊗k Q consists of the operators 
Therefore, we obtain the PGM operators
where q ∈ Z n p corresponds to Q. Since for a POVM on a p 2 -dimensional system with positive-semidefinite operators E i the equation i E i = I p 2 must hold, we need additional operators for the PGM of the polynomial states ifρ does not have full rank. In the following we can neglect these operators for the computations of probabilities since these additional operators are orthogonal to allρ ⊗k Q . Simple computations show that the PGM with the operators E Q of Eq. (2) lead to the success probability
(3)
A natural way to implement the PGM follows from the block diagonal structure of the operators E Q in Eq. (2) . The operators can be written as
This structure suggests that we use an implementation scheme with two stages. In the first stage we apply an orthogonal measurement on the second tensor component of the system in the standard basis. Assume that the measurement result is x ∈ Z k p . Depending on this result we have to implement the POVM with the operators E x Q on the remaining register of the system.
To this end, we embed everything into a larger Hilbert space (C p ) ⊗m ⊗(C p ) ⊗m ⊗C 2 , where m := max{k, n}. The first tensor component contains the quantum states |w (where w ∈ Z n p ) and |S x w (which are a superpositions of certain vectors |b , where b ∈ Z k p ). The second tensor component stores the quantum states |x (where x ∈ Z k p ). The third register is used to indicate if η x w = 0. All tuples w ∈ Z n p and b, x ∈ Z k p are padded suitably with zeros to have length m.
To implement the POVM we consider the transformation V defined by
for all w ∈ Z n p and all x ∈ Z k p . The transformation V is defined to act as the identity on the subspace spanned by all basis vectors not covered on the left hand side of Eq. (4). It is obvious that V can be implemented efficiently provided that we can create the superpositions |S x w for all w and x. The POVM defined by the operators E x Q can be realized by first appending a qubit with state |0 0| and applying V † and then measuring in the Fourier basis. In the next section we show that there is an efficient preparation of these superpositions |S x w for quadratic polynomials.
Hidden Parabola
We show that the standard approach of Sec. 3 and the PGM of Sec. 5 lead to an efficient algorithm for a hidden parabola defined by the quadratic polynomial Q(X) = q 2 X 2 + q 1 X. We show that for two copies of the polynomial function states the success probability is lower bounded by a constant. Additionally, we argue that the PGM can be implemented efficiently.
For a single copy of the polynomial function state ρ Q , i.e., we have k = 1, it turns out that the PGM is the optimal measurement for distinguishing the states. However, for a single-copy measurement the success probability is only
which does not leads to an efficient algorithm. In contrast, if we construct the PGM for two copies, i.e. k = 2, then we can show that the success probability of the PGM is lower bounded by a constant. This strongly resembles the situation for the Heisenberg-Weyl HSP, where a single copy is also not sufficient but the PGM of two copies lead to an efficient quantum algorithm [2] .
For quadratic polynomials we have to consider the sets
, v = w 1 , and w = w 2 to avoid too many indices. Therefore, we have to find the set of solutions of the equations bx + cy = v and b 2 x + c 2 y = w .
Depending on x and y which are determined by the orthogonal measurement in the first stage as well as by v and w the set of solutions can encompass 0, 1, 2, p or p 2 solutions. To derive a lower bound on the success probability of Eq. (3) it suffices to consider the p 2 − 3p + 2 cases where
x, y = 0 and x = −y .
In these cases the equations of (5) have the solutions (b j , c j ) with
is a square in Z p . For each pair (x, y) there are p(p + 1)/2 pairs (v, w) such that the resulting D is a square. In this case, there is at least one solution. Therefore, we have the following lower bound on the success probability
In the remaining part of this section we argue that the measurement can be implemented efficiently. Following the discussion of the end of Sec. 5 we only have to show that we can implement the transform of (4) efficiently. This means that we have to prepare the superposition of all solutions of equations (5) . For n = 2 we can find the solutions of the p 2 − 3p + 2 considered cases with O(log(p)) operations on a classical computer (see Cor. 14.16 in [9] ). Since there are at most two solutions the superposition can be prepared efficiently. For completeness, we give the remaining cases with at least one solution (their overall probability is negligible):
• For (x, y) = (0, 0) we have the p 2 solutions (b, c) with arbitrary b, c ∈ Z p for w, v = 0. 
In all cases, the solutions of Eqs. (5) can be computed easily and the corresponding superpositions can be created efficiently.
Conclusion and Outlook
We have introduced the Hidden Polynomial Function Graph Problem as a generalization of the abelian Hidden Subgroup Problem. We have shown that both the standard approach and the pretty good measurement approach for HSP can be successfully adapted. This approach leads to efficient quantum algorithms for quadratic polynomials over prime fields. A generalization of all the methods to non-prime fields F d is straightforward. The Fourier transform over Z p has to be replaced by the Fourier transform over F d which can be implemented efficiently [7] . The central points of interest for future research are the generalization to polynomials over rings (admitting a Fourier transform), polynomials of higher degree, multivariate polynomials, and a broader class of functions. Moreover, it would be important to find real-life problems which could be reduced to our black-box problem and the problems defined in [5] .
