Estimates of turbulent heat flux and heat budget in a time-dependent mixed layer and a surface slab layer are presented using the microstructure data measured during the cruise of the R/V Hakuho-maru at the fixed location of 0, 156E. Repeated profilings of the microstructure measurements with 3-or 6-hour intervals were carried out from November 12 to 27 in 1992.
Introduction
The western Pacific warm-pool region has a great impact to the atmosphere through the SST change, which is considered to be a trigger of the ENSO events. The Tropical Ocean Global Atmosphere (TOGA) Coupled Ocean-Atmosphere Response Experiment (COARE) was planned to achieve its goal for an improved understanding of the western Pacific Ocean warm pool in the mean and transient state of the tropical ocean/global atmosphere systern (TOGA COARE Operation Plan, First Draft, Feb. 1992) .
Toward these objectives, an enhanced monitoring of the ocean and atmosphere over the western Pacific warm pool region, began in mid-1992 and continued through mid-1993. During four months of an Intensive Observing Period (TOP), from November 1992 through February 1993, Japanese TOGA COARE scientists also joined the TOP with cruises by the R/V Hakuho-maru and the R/V Natsushima.
The scientific objectives of one of the several components of the intensive surveys are to estimate the vertical mixing of heat, salt, and momentum; to quantify the horizontal advection of temperature and salinity in the context of the air-sea fluxes of heat, moisture, and momentum. In the following, we estimate turbulent heat flux (hereafter THF) in the surface layer (from surface to the depth of 28C isotherm) and thermocline using the microstructure data measured during the cruise by the R/V Hakuho-maru at the location 0, 156E. Repeated profiling of microstructure elements with 3-or 6-hour intervals was carried out from November 12 to November 27 in 1992.
Instruments and operations
The Japanese Microstructure Profiler (hereafter JMSP) capable of profiling microstructure to the depth of 500m, consists of a cylindrical vehicle of 11cm diameter and 80cm in length containing electronics and recording components with forward stings supporting various sensors, including a shear probe (Kanari, 1991) . The free-fall vehicle is allowed to fall freely with a nominal fall velocity of about 70cm/sec, and is retrieved after release of attached ballast which is preset through a pressure release mechanism.
For the sake of saving of time in repeated measurements, a preset depth of 250m was adopted. The data of temperature, conductivity, pressure, small-scale shear, temperature gradients, and conductivity gradients are sampled every 10 milliseconds along the trajectory. The small-scale velocity shear, sensed by an airfoil shear probe, can resolve shears with vertical wavelengths between 0.007 and 1.0m. The dissipation rates of kinetic energy were estimated from the integration of the wave-number shear spectrum over the nominal wave-number range between 2 and 140cpm, which corresponds with the average value in about 3.5m-bin of depth. In order to avoid data contamination by the ship's wake, the starting depth of data intake was set at 5m below the surface.
Additional mean shear estimates were made using a ship-board Acoustic Current Profiler (ADCP), which measures the current profile over the depth range from 20 to 220m with a vertical interval of 10m. The ADCP profiling was made just before (or just after) the JMSP profiling.
Data sets of atmospheric forcings were all provided from on-board meteorological instruments mounted on the control deck of the R/V Hakuhomaru, stored into the MT-system with a sampling rates of 5 minutes.
Profilings of the JMSP at the fixed station consist of three stages. The first stage began at 22: 30 (Local Standard Time) on November 12 (Profile No. 003) and continued to 10: 30 on November 15 (Profile No. 013) with 6-hour interval observations. The second stage was followed from 10: 30 on November 15 to 10: 30 on November 20 (Profile No. 053) with 3-hour intervals, and the third followed from 10: 30 on November 20 to 04: 30 on November 27 (Profile No. 081) with 6-hour intervals.
At profiling No. 064, we had a probe accident. After the recovery of the JMSP, we found the shear probe broken as if it had bumped against something solid. We were forced to exchange the JMSP for another one. Afterward, we found the shear measured by the probe on the reserve instrument contained noise caused by an instrumental vibration due to a higher falling rate. For this reason, we removed the data taken after profile No. 065 in the estimate of THE below.
Meteorological data sets
The sea surface heat flux was estimated using bulk aerodynamic formulae (Kondo, 1975) and direct measurements of solar radiation and infrared radiation (Otobe, 1993) . Jb=cgJq/pcpTw+3gS0Qe/(1-S0)Le, (1) where p is the density of sea water, g is the acceleration of gravity, a and 3 are the contraction rate of density by temperature and salinity respectively, Jq is the net surface heat flux, cp is the specific heat of sea water, Tw is surface water temperature in deg K, So is surface salinity, Qe is the latent heat flux, and Le is latent heat of vaporization. The second term of Eq. (1) represents the buoyancy change due As shown in Fig. 1c , sea surface temperature (Tw) and air temperature (Tair) clearly show diurnal changes. The difference between air temperature and sea surface temperature reaches a maximum early every morning as the sea surface temperature remains high. Condition of the sea surface The mean surface net heat flux during the observing period between November 12 and 27 was 49W/m2, in which the net radiation was 176W/m2, the sensible heat 9W/m2, and the latent heat 118W/m2 (Otobe, 1993) . Figure 2 shows the time integration of the surface net heat flux from 22: 00 November 12 to 00: 00 November 23. The trend of the integrated curve shows the almost constant heat flow through the sea surface, which reaches about 80MJ/m2 for eleven days. The amount of heat input is capable of changing temperature in the 70m water column by 0.27C for about eleven days. The maximum momentum flux by wind during observing period from profiling No. 003 to No. 064 was about 1.2W/m2 (Fig. 1e) . Except for this maximum wind activity and the north wind burst from November 23 to 24 (not shown in Fig. 1 ), there was no remarkable wind forcing throughout the whole observing period.
Microstructure data sets
The microstructure data set as a discrete time series taken at the fixed station is given in Table 1 . The relative time represents the elapsed time measured from the first cast No. 003 at 22:30 on November 12.
In every profiling, temperature, conductivity, temperature gradients, conductivity gradients, and depth data are sampled at 10-millisecond intervals, and stored into the IC-memory cassette of the JMSP. The stored data are taken out after recovery of the JMSP in every profiling.
The measured data are processed every 512-data bin and converted to temperature, salinity, potential density, stability frequency, dissipation rate of kinetic energy, and dissipation rate of temperature fluctuation.
The time series of temperature profile measured by the JMSP is shown in Fig. 3a, 3b , and 3c. Figure  3a shows contours in the first stage profiled with 6-hour intervals, Fig. 3b is in the second stage profiled at 3-hour intervals, and the third stage is with 6-hour intervals in Fig. 3c .
At the beginning of the profilings, the thickness of the surface layer was about 90m reflecting the strong wind burst on November 12. However, it rapidly decreased for three days and reached to 70 m. Penetration of warm water of 29-30 C began in the morning on November 14. After two disappearances on November 16 and 17, it gradually reached 70m layer as seen in Figs. 3b and 3c. Semidiurnal changes of the displacement of the temperature contour line with an amplitude of about 15m are remarkable in the thermocline in Fig. 3b .
Figures 4a, 4b, and 4c show a time series of the dissipation rate of kinetic energy s estimated from measured small-scale shear, corresponding with temperature contours in Figs. 3a, 3b, and the first half of Fig. 3c respectively. The color scale shows every 0.5 interval of log(E) in c. g. s. units. The region of higher dissipation rate than 10-4cm2/sec3 corresponds well with the surface layer above 80m depths. Dissipation rates higher than 10-3cm2/sec3, shown by orange and red colors, are indicative of diurnal change, but it is not so conclusive ; the diurnal variation often disappears, and sometimes is disturbed by the meteorological forcings.
The level of dissipation rates falls to 10-5 cm2/sec3 at the top of a thermocline of 90m depth to about 120m depth.
Mixed layer
Definition of the mixed layer depth (hereafter MLD) is one of the important issues in the field. Up to the present, various definitions have been proposed. Wyrtki (1964) defined it as the depth at which the temperature differs by 0.5C from the SST. Defant, according to Wyrtki (1964) , defines the thermocline depth (depth of the mixed layer base) by temperature gradients greater than 0.02C/m. Levitus (1982) has determined the top of thermocline by using the density gradients greater than 0.125kg/m3/m together with the Wyrtki's definition. Lukas and Lindstrom (1991) have discussed the differences of MLD using the various definitions; e. g., density gradient criterion of 0.01kg/m3/m, temperature gradient criterion of 0.05C/m, the isothermal layer criterion of 0. 025C for temperature, and 0.02psu for salinity etc. With such various definitions, MLDs never coincide with each other.
In the present paper, we are not able to produce accurate SST time series for the microstructure data analysis. We defined the MLD as a depth of temperature change by 0.1C from the temperature at 5 m (the top layer measured by the JMSP). The value of 0.1C was determined empirically. The criterion of density corresponding to the temperature criterion is 0.05kg/m3, which more or less coincides with the temperature-based mixed layer depth. Below, the temperature-based mixed layer depth is referred to as MLDT, and the density based one as MLDD. Figure 5 shows the change of MLD estimated with the above MLD definition. The solid line shows the MLDT estimated from temperature profiles, and the broken line shows the MLDD from density profiles, respectively. The estimated MLDT coincides with the MLDD with a difference within about 10 percent. The maximum MLDT of about 94 m could be caused by the strong wind burst on November 12 and 13. The daily variation of MLDT corresponds well with the net surface heat flux. However, because of increasing stabilization of the near-surface layer, the variation of MLDT becomes gradually unclear after November 18.
Estimate of turbulent heat flux
The THF, FT, can be determined using the eddy diffusivity for heat by the following form:
The vertical eddy diffusivity for mass, Kp, is calculated using the Osborn model (Osborn, 1980) as follows:
where R f is the flux Richardson number, and N is the stability frequency. The flux Richardson num- ber R f is defined as the ratio of buoyancy flux to the turbulent production due to mean shear in a steady state TKE balance. In our estimate, we use the mixing efficiency coefficient Rf/(1-Rf)=0.2 following Peters et al. (1988) . If the stratification is dominated by temperature, the eddy diffusivity of mass can be estimated by the eddy diffusivity of heat. Accordingly, using Eqs. (2) and (3) we can estimate THF, FT, with the diffusivity of mass estimated from measured values by the JMSP.
6.1 Dissipation rate in the mixed layer As seen in Fig. 6b , the dissipation rate of kinetic energy in the MLDT is fluctuating between 10-3 and 10-4cm2/sec3. It often sharply decreases with increasing surface stability (decrease of MLDT) and also increases with increasing wind forcing.
The dissipation rate in the deeper layer below 20 m is well correlated with the wind forcing. This can be shown by the time series of dissipation rates in every 512-data bin, from which dissipation data above the 20m layer is removed, as shown in Fig.  6b . The high dissipation corresponds well with the wind speed higher than 3m/sec (Fig. 6a) , and in the period of no wind or calm sea condition the dissipation rate drastically decreases. Figure 7a shows the MLDT (as a solid line) and Monin-Obukhov length, L (as dots). According to Lombardo and Gregg (1989) , when the ratio MLD/-L is less than 1.0, the wind forcing is the main agent of mixed-layer deepening. On the other hand, if the ratio is greater than 10, convection is the sole deepening agent. The ratio MLD/-L is shown in Fig. 7b , in which only the ratios between 0.01 and 100 are plotted. Figure 7b reveals that the purely wind-forced deepening events were only 13 percent of all profiles, 6 percent was convective, 33 percent was of mixed agency, and the rest was in the stable regime (not shown in Fig. 7 ).
Turbulent heat flux in the mixed layer
The heat budget equation within the timedependent mixed layer is given in the following form:
pcphdTa/dt+pep(Ta-T-h)dh/dt= -J+FR(-h)+FT(-h)-pc pfVUTdz, (4)
where Ta is mean temperature over the mixed layer, U is the horizontal velocity, T-h is the temperature at the base of the mixed layer -h(t), -J is the net surface heat flux, FR(-h) is the irradiative heat flux at the mixed-layer base, and FT (-h) is the THE at the mixed-layer base. The two terms in the left hand side of Eq. (4) show the heating due to net surface heat flux, and the fourth term on the right-hand side of (4) shows the advective flux averaged over the mixed layer.
In estimating FR(-h), we adopted the double exponential depth-dependent formula as given in Eq. (5).
where, I0 is the solar insolation at the surface, subscripts 1 and 2 refer to the long-and short-wave components of insolation. According to Paulson and Simpson (1977) and Jerlov (1968) , the possible values of parameters are I1=0.6, I2=1-0.6, Al=1.0m, and a2=17m as typical values for the equatorial water (Jerlov type TB). Figure 8 shows the time series of respective terms in Eq. (4) estimated from the observed data. The maximum of MLDT (Fig. 8f) of about 90m at midnight on November 12 could be due to both strong wind and convection. Figure 8a shows the net heating rate (FM) in the mixed layer. Figures 8c, 8d , and 8e show the net heat flux at the surface -J, 
FR(-h) and FT(-h) is
given in Fig. 8b as FA. At the base of the mixed layer, the THF, FT(-h), is always downward with a maximum value of 239.1W/m2. However, the mean value during the observing period is only 31.4W/m2 downward. The THF as shown in Fig. 8e seems to be less correlated with the wind forcing shown in Fig. 6a . This may be because, when mixed layer depth is shallow, a high dissipation rate could be induced solely by surface-confined convective motion from surface cooling. The resultant eddy diffusivity has both the effects of wind forcing and convection.
The net heat input (positive value in Fig. 8b ) corresponds to a shallowing of the mixed-layer depth (Fig. 8f) , and the maximal THF at the base of mixed-layer (Fig. 8e ) arises in the cooling stage (negative value in Fig. 8b ). The THF increases with decreasing mixed-layer depth. This means that the turbulent heat passes through the shallow mixed layer and penetrates into the deeper layer below the mixed layer base as does the radiative flux. In the above heat budget, we excluded the advective term in Eq. (4). The mean heat flux averaged over eleven days is 107.2W/m2 for FM, and 51.6W/m2 for FA, respectively. The difference could be due to omission of the advective term. Figure 9 shows the time integration of FM (as a broken line in the figure) and FA (as a solid line in the figure) . The integration of FM is almost twice the integration of FA, suggesting again that the effect of the advective term could be more than 50 percent of the stored heat.
6.3 Turbulent heat flux in the surface layer Here, we defined the surface layer as the layer from the surface to the depth of the 28C isotherm, which almost corresponds to the top of the thermocline. During the observing period, the surface-layer thickness does not change significantly as the mixed layer does. As the average depth of the surface layer is about 70m for the whole observing period, so for convenience' sake we fixed the thickness of the surface layer at 70m in estimating the bulk heat budget.
THF (in W/m2) estimated in every 512-data bin is shown in Fig. 10a . The solid squares above the zero flux line show the upward flux, and, below, the downward flux. Figure 10b shows the temperature in 20m-thick layers in the depth range from 5 to 75m. In the surface layer, the upward flux does not exceed 50W/m2, but the maximum downward heat flux reaches 175W/m2, except for one case of 250W/m2. The total mean flux in the surface layer is 9. 1W/m2 downward. Higher values of upward heat flux seem to correspond with the large latent heat flux due to a high-wind period. Temperature and potential density change (Fig. 10c ) are well correlated with the downward turbulent heat flux.
Variation of potential density due to heat flux will be compared in Fig. 10b , in which the mean density in every data bin is indicated by marks corresponding with every 20-m depth interval. The surface density in the layer shallower than 20m reveals clear diurnal change, corresponding with surface buoyancy input. The accumulated heating during this observing period is reflected in the decreasing trend of density up to 60m depth.
Heat budget in the surface layer
As seen in Fig. 2 , accumulated net heat input during November 12 to 23 is about 80MJ/m2. This heat input corresponds with the mean net heat flux of 84.1W/m2. The mean THE profile averaged over the observing period is given in Fig. 11 . The solid line and broken line in figure show the THE estimated by the Osborn model and Cox number method, respectively. In the Cox number method, the thermal eddy diffusion coefficient KT is given as follows KT=3DCox,
where D is the thermal diffusivity, and Cox is the Cox number. However, the temperature sensor of our instrument has not enough resolution to resolve high-frequency temperature fluctuations. Thus, in estimating the variance of temperature gradient fluctuations, we applied a correction for lost variance based on the Batchelor spectrum, as described in Peters et al. (1988) . The flux in Fig. 11 is based on the eddy diffusivity coefficient estimated from the corrected variance of temperature gradient fluctuations.
The mean THE of the 70m layer is 2.3W/m2 downward. Here, let us again use the heat budget equation. In stead of a time-variable mixed layer, we use a slab layer with constant thickness H (70m). Integrating the heat budget equation in space (from the surface to H) and time from t1 (=22:30, Nov. 12) to t2 (=04:30, Nov. 23) we have a bulk heat budget equation as follows:
where Tm (t) is mean temperature of slab H at time t.
In derivation of Eq. (7), we neglected the term FR(-H), because the irradiative flux is small at the depth H. If there is no advective flux, then the bulk budget becomes pcpH(Tm(t2)-Tm(ti))= Jqdt+FT(-H)dt.
We can completely examine the balance of Eq. (8) using the data shown in Figs. 2 and 8 . The mean temperatures of slab layer H at the time ti and t2 are given in Table 2 . The temperature change of +0.27C from November 12 to November 13 corresponds with the change of density anomaly of -0.1kg/m3. Using the data in Table 2 and p= 1000kg/m3, H=70m, cp=4000J/kgK, the left-hand side (LHS) of Eq. (8) can be estimated as 84MJ/m2. The first term of right-hand side (RHS) in Eq. (8) represents the total surface net heat input during tti and t2, and this is already given as 80MJ/m2 in Section 3. The second term of the RHS in Eq. (8) is given by -2.3W/m2x(t2-ti)= -9.3MJ/m2. Consequently, the total of the RHS in Eq. (8) is 70.7MJ/m2. If we consider that the imbalance of the LHS and RHS of Eq. (8) would be caused by omission of the advective term, then the contribution of the advective term can be evaluated as 13.3MJ/m2, which is only 16 percent of the total heat input.
Summary
In the frame of the TOGA-COARE TOP (Intensive Observing Period), the R/V Hakuho-maru cruise (KH-92-5, Leg. 2) was carried out during November 10 through December 10 in 1992. In this cruise, the microstructure profilings at the fixed location (0, 156E) were operated during November 12 through 27 at 3-or 6-hour intervals. As the flux estimate in the upper layer of the equatorial Pacific ocean is one of the main objectives of the TOGA-COARE project, we estimated the turbulent heat flux and heat budget in this region, though the change of meteorological conditions was not substautial during the observation.
The observed and estimated results are summarized as follows:
1) The period from November 12 to 23 corresponds to a heating regime of almost constant net heat flow through the sea surface at the rate of 80MJ/m2 for eleven days. The amount of heat input will be able to raise the temperature in the 70 m-water column by 0.27C for eleven days.
2) During the period from November 12 to 18, the mixed-layer depth shows a remarkable diurnal change corresponding to the surface heat input. At the beginning of the observation, the daily mixed layer has already reached to about 90m, but the maximal depths in the diurnal changes gradually decreased near-surface stratifications from almost constant heating. The diurnal change of the mixedlayer depth was obscured after November 18. 3) The heat budget in the time-dependent mixed layer is greatly affected by the advective heat flux. The advective heat flux was estimated at more than 50 percent of the heat stored during the same period.
4) The surface layer maintains an almost constant thickness of about 70m during the observing period. The maximal mean THE in the surface layer was 50W/m2 upward and 250W/m2 downward. The mean THE at the base of the surface layer was 2.3W/m2 downward.
5) The bulk heat budget in the surface slab layer is almost in balance with the surface net heat input and THE at the base of the surface layer. The net surface heat input into the surface slab layer of 70m thick was 80MJ/m2 during eleven days, while the heat of 9.3MJ/m2 is transported from the surface layer into the thermocline by turbulence. Thus the residual heat of 70.7MJ/m2 could raise the temperature of the surface layer by 0.2C. The net heat storage of the surface layer, estimated from the mean temperature change during eleven days was 84MJ/m2. We conclude, in this context, that the discrepancy between the amount of net residual heat and the stored heat could be caused by an advective heat flux of 13.3MJ/m2, which is 16 percent of the net heat input. The lower fraction of the advective heat flux in the slab layer could be caused by cancellation due to inverse advection in the deeper layer within the slab.
