Abstract-A high automation degree is one of the most important features of data driven modeling tools and it should be taken into consideration in classification systems design. In this regard, constructive training algorithms are essential to improve the automation degree of a modeling system. Among neuro-fuzzy classifiers, Simpson's min-max networks have the advantage to be trained in a constructive way. The use of the hyperbox, as a frame on which different membership functions can be tailored, makes the min-max model a flexible tool. However, the original training algorithm evidences some serious drawbacks, together with a low automation degree. In order to overcome these inconveniences, in this paper two new learning algorithms for fuzzy min-max neural classifiers are proposed: the adaptive resolution classifier (ARC) and its pruning version (PARC). ARC/PARC generates a regularized min-max network by a succession of hyperbox cuts. The generalization capability of ARC/PARC technique mostly depends on the adopted cutting strategy. By using a recursive cutting procedure (R-ARC and R-PARC) it is possible to obtain better results. ARC, PARC, R-ARC, and R-PARC are characterized by a high automation degree and allow to achieve networks with a remarkable generalization capability. Their performances are evaluated through a set of toy problems and real data benchmarks. We also propose a suitable index that can be used for the sensitivity analysis of the classification systems under consideration.
I. INTRODUCTION
A LONG with clustering, function approximation, and prediction problems, the automatic resolution of classification problems is one of the most important challenges in the design of intelligent systems. A great number of practical modeling problems can be solved by expressing them as classification problems. In general, each time we have to assign a given object to one class, we perform a classification task. The objects to be classified are described by measuring a set of their properties, so that each object can be represented by a feature vector. The classification problem consists of generating a computational system (a classifier)
, which is able to associate a class label to any input pattern of . The codomain is a label set where it is not possible to define any distance measure between its elements (or even when a forced distance definition may be misleading). The classifier must be determined by considering only the information contained in a set of
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input-output pairs (training set), so that a given error measure is minimized over a set (test set) with . A classification system CS is a pair CM, TA , where TA is the training algorithm, i.e., the set of instructions responsible for generating, starting from a given training set, one particular instance of the classification model (CM). In the following, we will deal with exclusive classification problems, in which each pattern is associated with a unique class label [1] - [4] .
Usually, the behavior of a TA will depend on the values of its training parameters
. By fixing different values for , the classification system will yield distinct classifiers, each characterized by a performance on . Thus, given a particular instance of a classification problem CP, i.e., a pair , the performance of CS with respect to can be estimated by measuring the accuracy of the classifier over
. By fixing an error measure, the performance will depend both on the classifier and on , i.e., . Since , the performance of a classification system on is a function of the training parameters, i.e., . It is important to underline that the parameter vector must be fixed in advance by the user; consequently, a low robustness of the TA with respect to is a serious drawback for the practical use of a classification system. Furthermore, some classification systems require additional a priori choices by the user. In fact, the task of a classifier is to fix a specific determination of the model parameters , so that , with . For example, if we consider an MLP model, is the set of the connection weights between its neurons. If the adopted classification model does not have a fixed structure, its complete characterization should also include a determination of the structural parameter set , so that . Usually, must be fixed prior to the optimization performed on by TA. For example, in order to use an MLP model, the user must fix in advance the number of layers and the number of neurons in each layer. These choices are very critical with respect to the final classifier performances, since a wrong structure usually causes overfitting or prevents the optimization procedure from converging on a solution. It is clear that, although the structure parameters are formally model parameters, and hence they should not be mistook for training parameters, they play the same role as parameters, since
. From the user's point of view this means an additional difficulty, since the classifier structure must be fixed in advance. By relying on some optimization criterion (such as MDL, AIC, etc.) [5] - [11] , it is possible to design the TA so that it automatically chooses the classifier structure. We say that a TA is constructive if it is able to determine both and parameters, so that , with and .
From the above discussion, it is clear that even if the most important feature of a classification system is its generalization capability, another very important feature is its automation degree. A low automation degree can be a serious drawback for a classification system, since it could prevent its successful employment in practical applications, where the users do not have particular skills in neuro-fuzzy modeling (medical diagnostic aid software, decision tools for banking and insurance applications, etc.) or when the neuro-fuzzy inference engine plays a core role in a more complex modeling system.
Ideally, a classification system should satisfy the following properties.
1) The TA is constructive.
2) There are only a few training parameters to be fixed in advance by the user.
3) The classification system is robust with respect to its training parameters, i.e., the classifier performance must not depend critically on . It is important to underline that if a classification system satisfies only the third property, it cannot be considered automatic, since the structural parameters are very critical. On the other hand, if a set of classification systems satisfies the first two properties, it is possible to compare their automation degrees by relying on the robustness of the learning procedures with respect to the training parameters. In this regard we can adopt a proper measure, as the one proposed in Section IV.
A powerful constructive tool to solve exclusive classification problems is the fuzzy min-max neural network proposed by Simpson [12] ; its performances are clearly illustrated in [13] . It is important to point out the noticeable effort devoted in the technical literature to the problem of improving the generalization capability of the min-max algorithm [14] - [16] . However, when used in batch applications, the original training algorithm is affected by some serious problems. Namely, the training result is excessively dependent on pattern presentation order and on the main training parameter. Moreover, this parameter imposes the same constraint on coverage resolution in the whole input space. This last drawback is particularly critical since it reduces the generalization capability of the neural model. In order to avoid these inconveniences, two new training algorithms are proposed: the adaptive resolution classifier (ARC) and pruning ARC (PARC) algorithms [17] , [18] . These algorithms allow a fully automatic training of min-max network, since no critical parameters must be fixed in advance. Furthermore, the adaptive resolution mechanism significantly enhances the generalization capability of trained models.
In Section II, we present a brief overview of min-max classification system, together with an optimized version of the training algorithm called optimized min-max (OMM). The basic ideas underlying the ARC and PARC algorithms are discussed in Section III. In Section IV, the automation degrees of ARC and PARC are compared to those of the original min-max and of the OMM algorithms, by means of a detailed sensitivity analysis. The good performances of ARC and PARC are further confirmed in Section V, by a set of toy problems and real data benchmarks. A modified learning strategy (R-ARC and R-PARC), based on a recursive procedure [19] , is proposed in Section VI.
Some encouraging results strengthen the validity of the new approach.
II. OVERVIEW OF MIN-MAX CLASSIFIERS
The min-max classification strategy consists of covering the patterns of the training set with hyperboxes whose boundary hyperplanes are parallel to the main reference system. It is possible to establish size and position of each hyperbox by two extreme points: the "min" and "max" vertices. The hyperbox can be considered as a crisp frame on which different types of membership functions can be adapted. In the following, we will adopt the original Simpson's membership function [12] , in which the slope outside the hyperbox is established by the value of a parameter . A min-max classification model is a feedforward three-layer network, where the first layer aims only to supply the input features to each neuron of the second (hidden) layer. Each neuron of the hidden layer corresponds to a hyperbox and computes the membership of the input pattern with respect to . The third (output) layer has one neuron for each class. Each neuron of the output layer determines the fuzzy membership of the input pattern with respect to the corresponding class. When we are dealing with exclusive classification problems, the class corresponding to the maximum membership value is selected as the output class label ("winner takes all" strategy). If it is different from the actual output (the class label associated in the training set with the input pattern), we have an error. If more than one class reach the maximum membership value, we have an indetermination.
The original training algorithm is characterized by a three-step process [12] : 1) expansion of hyperboxes, for accommodating a new example of the training set; 2) overlap test, for determining overlaps among hyperboxes associated with different classes; 3) contraction, for eliminating overlaps. Let be the th pattern of the training set and its th component,
. In order to accommodate , in step 1 it is necessary to identify a hyperbox that can be expanded. The set of candidate hyperboxes is determined by an expansion condition. Namely, a hyperbox can be expanded to include if it satisfies the following constraint: (1) where and are, respectively, the th component of the min and max vertices of . Among the set of hyperboxes that meet the expansion criterion, the training algorithm will expand the one which is characterized by the highest degree of membership in . If the set of candidate hyperboxes is empty then a new hyperbox will be generated and its min and max vertices will be set equal to . This means that the expansion process is mainly controlled by the parameter that establishes the maximum size allowed to each hyperbox. Small values will yield min-max networks characterized by a great number of hyperboxes. For this reason, by fixing it is possible to adjust the training set coverage resolution. This parameter is very critical, since it directly affects the number and position of the resulting hyperboxes and, consequently, it influences the network structure and the classification performance. In fact, given a set of samples, each determination in will yield a min-max network characterized by a performance on the test set. In order to select the network with the best generalization capability in advance (i.e., without any knowledge of the test set), it is possible to consider a modified training algorithm [20] , which refers to the Occam's razor criterion [21] . This well-known principle of learning theory states that, under the same condition of performance on the training set, the net that shows the best generalization capability is the one that is characterized by the lowest structural complexity. According to this principle, we should choose the network that minimizes at the same time both its complexity and its error on the training set. This is a typical multiobjective minimization problem, since usually a more complex network will correspond to a better performance on the training set (overfitting phenomenon). A common way to solve this type of problems consists in defining a convex linear combination of two terms measuring, respectively, the complexity and the classification error of the network on , i.e.:
By minimizing the objective function (2) it is possible to select a regularized neural network, which ideally will correspond to the one characterized by the best generalization capability. Obviously, the effectiveness of such a heuristic optimization procedure will depend on the available set of candidate models and on the way we define both the complexity measure and the classification error. Regarding this last topic, in expression (2) we set as the percentage of examples not satisfied of the training set and as the percentage of hyperboxes with respect to the training set cardinality. The behavior of the objective function will depend on the weight , by which the user can control the training procedure, taking into account that small values of will yield more complex nets and consequently more accurate on (the opposite situation arises for large values of ). Hence, is the default compromise value. In the following, we will refer to this modified version as OMM. The advantage of OMM with respect to the original training algorithm is the automatic selection of the regularized network, together with the corresponding value, according to the objective function (2). This feature is very important when considering the automation degree of the training procedure.
However, the OMM training algorithm still shares with the original one the following drawbacks:
• an excessive dependence on the presentation order of the training set; • the same constraint on coverage resolution in the whole input space. In fact, each hyperbox must satisfy the constraint (1) everywhere in the input space. If we want to reconstruct with high accuracy a complex boundary in the decision region (see toy problem of Fig. 6 , Section V-A), we must use small hyperboxes even in the input space regions far from class boundaries, where small hyperboxes are not needed. For this reason, the use of a fixed constraint like (1) implies to set the same coverage resolution in the whole input space. In order to overcome these inconveniences, two new training algorithms are developed: the ARC and PARC.
III. ARC AND PARC TRAINING ALGORITHMS
With respect to the original training algorithm, the ARC/PARC technique uses a different training mechanism [17] , [18] , still yielding the same type of neuro-fuzzy model (i.e., the classical min-max neural network). In this section, we will describe the basic concepts underlying the ARC/PARC technique. In order to explain the new training algorithm, we need to introduce a specific notation and to state some definitions.
A. Basic Definitions and Adopted Notation
Given a pattern and a hyperbox , with vertices and , we say that covers (and that is covered by ) if and only if
. Considered a hyperbox and a training set , it is univocally determined the subset of patterns covered by . On the other hand, given a set of patterns , the hyperbox which covers all the patterns in always exists but it is not unique. Among all the possible hyperboxes which covers , we can consider the minimum size one , defined by the vertices (3) Each pattern of the training set is associated by definition with a class label; given an instance of a classification problem characterized by classes, we can code without loss of generality each class label with an integer in the range from 1 to . We will use the notation to state that a pattern is associated with the class label . Given a hyperbox that covers a set of labeled patterns, we will say that is pure if and only if , otherwise will be said hybrid. If is pure, it will be associated with the class label ; if is hybrid it will be associated by default with the label "0." We will use the notation to represent a hyperbox associated with the label . Given a generic set of labeled patterns, a set of labeled hyperboxes is a coverage of if only pure hyperboxes associated with the same label can overlap, i.e., This property is mandatory when dealing with exclusive classification problems.
If each pattern in is covered by (at least) one hyperbox (pure or hybrid) in , then is a total coverage of . If each hyperbox in is pure, then is a pure coverage. If a coverage includes at least one hyperbox per class, then it is said to be complete; a total and pure coverage is always complete.
It is important to underline that, given a coverage of a training set , it is univocally determined the corresponding min-max neural network, i.e., the classification model. The net generation procedure is the operation of building a neuro-fuzzy min-max model from a specific coverage ; this procedure consists in associating with each pure hyperbox of a fuzzy membership function and in defining a neural model with a labeled hidden neuron for each pure hyperbox in . Obviously, there will be al-ways output neurons, one for each class, regardless of . This is because is univocally determined once a particular instance of a classification problem has been considered. Since each coverage of defines a specific min-max network , we will indicate with the classification error of over . Evidently, if a pattern is covered by a hyperbox , every min-max network having in its hidden layer a neuron corresponding to will classify correctly . Thus, if is a total and pure coverage of then . Given two pure hyperboxes and , let be the hyperbox of minimum size containing both and (4) The hyperbox is said to be the fusion between the pair of hyperboxes and ; this new hyperbox will be associated with the same class label . Given a coverage , the fusion between two hyperboxes and belonging to is said admissible, with respect to , if does not overlap with any hyperbox in associated with a label different from , including the special label "0." In other words, the fusion is admissible if the set of hyperboxes obtained from by deleting and , and by adding , is a coverage. It is easy to demonstrate that if is a total coverage, then also is a total coverage. A coverage is said reducible if exists at least a pair of labeled hyperboxes such that their fusion is admissible with respect to . The whole succession of hyperbox fusions that transforms a reducible coverage in an irreducible coverage is said fusion procedure. As a direct consequence of the previous discussion, if is a total coverage then also is a total coverage.
B. ARC Training Algorithm
The main aim of the ARC procedure is to construct a total and pure coverage of obtained through a succession of coverages, and hence of min-max models, of increasing complexity. The basic operation to obtain this succession is the hyperbox cut. It consists in cutting a hybrid hyperbox in two parts by a hyperplane, perpendicular to one coordinate axis and in correspondence to a suitable point. Each time a new coverage is constructed, a fusion procedure is performed, the corresponding classifier is generated and the objective function given by (2) is computed. The regularized net will correspond to the minimum value of .
The initialization step of the ARC training algorithm consists in considering the total coverage of constituted by the unique minimum size hybrid hyperbox , covering all the patterns in . Since does not contain any pure hyperbox, it cannot be used to generate a min-max model. Thus, it is necessary to define a succession of cuts, with the aim to isolate new pure hyperboxes from the hybrid ones. This is the goal of the generic step of ARC, which consists of selecting a hybrid hyperbox and then cutting it.
In order to assure the convergence of the ARC algorithm, we need to define a cutting procedure such that if we cut a hybrid hyperbox of a given coverage of , the resulting set of hyperboxes is a coverage as well. Since we are interested in building classical min-max networks, i.e., classification models where hyperboxes have their boundary hyperplanes parallel to the coordinate axis of the main reference system, the cutting hyperplane must be parallel to an edge of the considered hybrid hyperbox. In fact, this is the only way to assure that the intersection between the two offspring hyperboxes is empty. For this reason, the expression of the implicit equation of a cutting hyperplane takes the form . The cutting operation can be considered as an operator that generates two new hyperboxes as a function of the hybrid hyperbox to be cut, the coordinate axis , and the coefficient . Now, we need to compute and such that each pattern previously covered by will be covered by only one of the two new hyperboxes. Let be the set of patterns covered by is partitioned into two new sets of patterns. Let and be the set of patterns that will be covered by and , respectively, with and . We can construct and as follows. For each pattern covered by , if then else . Successively we compute, by using (3), the min and max vertices of the minimum size hyperboxes and that cover and , respectively. After the cutting operation, a new total coverage is obtained from the original one , by deleting and by adding the two new hyperboxes. We can have two distinct cases.
1) Both hyperboxes are hybrid.
2) At least one of the two new hyperboxes is pure. In the first case, we associate and with the special label "0." Since the set of pure hyperboxes in and is the same, and thus it is not necessary to perform any fusion procedure and to generate a new min-max network. In the second case, one or both the new hyperboxes are promoted from the hybrid status to the pure status. If a new hyperbox has been promoted, then we will associate with it the correct class label, else we will associate the label "0." In this case, contains at least one more pure hyperbox with respect to the original coverage, and thus a fusion procedure over is performed for generating a new classification model . What we need to completely define a cutting strategy is a criterion to select the hybrid hyperbox to be cut and the hyperplane coefficients. Several alternatives are possible; among them, the criterion described by the following steps achieved the best performances (see the two-dimensional example in Fig. 1 ).
1) The hybrid hyperbox covering the highest number of patterns is selected. 2) Let be the set of patterns of class covered by and ; if is the number of classes, then . We consider the two class labels and that are the most frequent ones with respect to the whole number of patterns covered by ; i.e., (5) Let us denote by and the centroids of and , and by their distance along the th coordinate axis, i.e.,
. The edge of to be cut is the one parallel to the coordinate axis such that ; 3) is chosen as the average value between the th coordinates of and , i.e.,
A synoptic flow chart of the ARC training procedure is shown in Fig. 2 . We can always consider the coverage as the union of two distinct sets of hyperboxes: the set containing only the hybrid hyperboxes in and the set containing only the pure ones. Consequently, the ARC procedure will stop when is empty.
C. On the Convergence of ARC Procedure
A pair of patterns is said to be incongruent if and . It is important to underline that a pair of patterns can be incongruent because of some noise in the input and/or output space or as a consequence of the precision of the adopted number representation. We say that a training set is congruent (with respect to a given number representation) if does not exist any incongruent pair of patterns. If is incongruent, depending on the nature of the classification problem, we can decide to abort the modeling process or to obtain from a congruent training set by deleting a proper subset of patterns. Although the congruence of a training set is a common property in most of the classical benchmarking data sets, it should always be verified when dealing with data coming from real modeling problems.
Proposition: The ARC procedure will converge in a finite number of steps to a total and pure coverage of if and only if is a congruent finite set of labeled patterns. Proof: First of all, we will show that there exists at least one total and pure coverage of if and only if is congruent. Let be the number of patterns in . Let us consider the set of the pure hyperboxes obtained by covering each pattern of with a hyperbox such that . Obviously, is a pure coverage of if and only if is congruent; moreover, is a total coverage by construction. Thus, if is incongruent, no total and pure coverage of exists, thus ARC will never stop. Now, given a congruent , we want to show that can be obtained trough a succession of cuts, in the worst case. Given a labeled and congruent set of patterns, let be the number of cuts necessary to obtain the coverage of . Let us consider a cut on , such that the sets of patterns covered by and , respectively, are nonempty. Since, by definition of the cutting procedure, is a coverage of , we have . Obviously, if then . Therefore, by cutting recursively until is obtained, we have . The inductive step used to demonstrate this proposition works even in the presence of fusion steps, as long as the fusion procedure is designed such that it takes as its argument a coverage and returns a new set of hyperbox that is a coverage as well. As explained at the end of Section III-A, the fusion procedure was designed exactly with this property. Moreover, the fusion procedure is performed over the set of pure hyperboxes in the current coverage, returning the same set of hybrid hyperboxes. Since cuts are performed on the hybrid hyperboxes, the number of cuts needed to obtain is unchanged after a fusion procedure. It is important to remark that if is a congruent pair of patterns, then ; conversely, if is an incongruent pair, the proposed cutting procedure is unable to determine a coverage of . If is the number of cuts actually performed by ARC over , then is much less then in most cases, since mainly depends on the topological and metric structure of .
D. PARC Training Algorithm
Since the computational cost of the fusion step is , (where , i.e., the number of pure hyperboxes in the coverage ), the speed performance of ARC depends mostly on how many times a fusion procedure is performed and on the number of hyperboxes in when the fusion procedure starts. Thus, a way to speed up the ARC technique consists in reducing the total number of nets generated during training, and in reducing their average complexity. It is possible to follow this strategy by developing PARC.
The PARC technique performs two subsequent procedures:
• an ARC procedure, without the fusion step, aiming to reach a pure and total coverage of ; during this step no network is generated, and thus it is not necessary to compute the objective function for each coverage; • a pruning procedure which produces a succession of coverages (and thus of min-max networks) characterized by decreasing complexity. The latter procedure is an iteration of the following three steps: 1) fusion procedure; 2) network generation and computation of function defined by (2); 3) structure reduction step, where some negligible hyperboxes are deleted from the actual coverage according to a previously defined criterion. The structure reduction criterion is intended to generate a succession of networks characterized by a decreasing complexity of the decision region boundaries. For each pure hyperbox in , we compute the number of patterns of covered by and associated with the class label ; the hyperboxes are ordered by increasing values of . The structure reduction substep deletes the set of hyperboxes associated with the smallest . The pruning procedure stops when the deletion of some pure hyperboxes makes the actual coverage not complete. In Fig. 3 , an example of the pruning procedure is shown. Let us consider the training set of Fig. 3(a) ; after the ARC procedure, the total coverage in Fig. 3(b) is constituted by 20 hyperboxes, since noise is present in the center of the four main clusters. During the first structure reduction step, the three hyperboxes covering only one pattern are deleted; the network resulting after the subsequent fusion procedure is shown in Fig. 3(c) . The hyperbox covering two patterns is deleted by the second structure reduction step; after the fusion procedure we obtain the network in Fig. 3(d) consisting of only four hyperboxes, which is also the regularized net yielded by the PARC training algorithm. This example demonstrates that the pruning procedure is fundamental to perform an automatic optimization of the network structure and, at the same time, it imparts noise robustness to the whole training procedure. The PARC algorithm is depicted in Fig. 4 .
It is important to note that each coverage produced by ARC is a total coverage, where each pattern of is covered by a hybrid hyperbox or by (at least) a pure one. On the other hand, among the coverages determined by PARC, only the first one is a total coverage. In fact, after the structure reduction step, there will be a nonempty subset of that is no more covered by any hyperbox. Moreover, during the PARC fusion procedure it is possible that some patterns of are covered by a hyperbox obtained from the fusion between a pair of hyperboxes and associated with the same class label . Thus, even if and are pure (in a strict sense), can be hybrid, although we will associate with it the class label . In this case we say that is a pseudopure hyperbox. During training each pseudopure hyperbox is treated as a pure one. In particular, the network generation procedure will define a labeled hidden layer neuron for each pure and pseudopure hyperbox in the current coverage.
IV. SENSITIVITY ANALYSIS OF ARC/PARC CLASSIFIERS
A low automation degree can be a serious drawback for a classification system, as previously discussed in Section I. In this section, we propose a way to measure the automation degree of a classification system by relying on its sensitivity to the training parameters.
Let us consider a training parameter in the range and let be the set of the remaining parameters; by fixing to a specific determination , we have . From the user point of view, the parameter is critical if a slight change of corresponds to a large change in , i.e., if the average value of over is high. Thus it is possible to compare the automation degree of two or more classification systems, with respect to a given instance of a classification problem, by using the following sensitivity measure:
The evaluation of the expression (7) requires to compute the derivative of ; since its explicit expression is unknown, we must replace the derivative with some approximate expression based on suitable samples of . Let be a uniform sampling of , with and let be the sampling interval, so that . Thus we can approximate the sensitivity index (7) as follows: (8) When comparing two or more classification systems the performance measure and the number of samples must be fixed in advance. However, the discrete derivative of still depends on , i.e., on the difference between and . Thus, it is useful to normalize the expression (8) to the maximum theoretical value of , where and are, respectively, the maximum and minimum values that the chosen performance measure can assume.
Taking into account this normalization, we define the sensitivity of a classification system with respect to as (9) By using expression (9), the proposed ARC/PARC technique will be compared with respect to the original Simpson's TA and to the OMM TA. The comparison will be carried out on the well-known Cancer data set, which is a real data benchmark coming from the Proben1 collection [22] . Each benchmark of [22] is proposed on three different permutations of the same data set. In the following we will consider the first permutation (Cancer1). This is an instance of an exclusive classification problem, consisting of 525 patterns in the training set and 174 in the test set; each pattern has nine components and is labeled by one of two possible classes, i.e., benignant or malignant.
In the following, the percentage of errors in the training set will be denoted as , while that on the test set will be denoted as . Similarly, the percentage of indeterminations will be denoted as and for training and test sets, respectively. The performance measure will be chosen as the sum of and ; thus, is equal to 100, while is equal to 0. It is interesting to note that the performance can be considered as the "worst error" that can be realized by the classifier on the test set. Once the membership function type and the slope parameter have been fixed (we will use the default value ), the behavior of the classification systems to be compared is as follows: the original Simpson's min-max (SMM) TA will depend both on the parameter value and on the specific permutation of the training set; OMM TA will depend both on the pattern presentation order (being a modified version of SMM) and on parameter; ARC and PARC training algorithms will depend only on the value. Consequently, in order to compare the classification systems sensitivities, the following sets of samples will be considered (please see the equation at the bottom of the page). In order to build a set of samples for the OMM training algorithm, we considered the interval [0.01; 0.99], with a sampling step equal to 0.01.
In Tables I, II, III , and IV, we report the results obtained by SMM, OMM, ARC, and PARC, respectively. In these tables, label "HBs" indicates the number of hyperboxes corresponding to the number of neurons in the hidden layer, while the times reported refer to the training procedures, which are executed on the same hardware platform and software environment. In the additional column of Table II, which is labeled , is reported the value corresponding to the regularized net. It can be seen that both the SMM TA and the OMM TA are characterized by for SMM for OMM, ARC and PARC high percentages of indeterminate patterns. We have examined this phenomenon trough a set of two-dimensional toy problems and we have ascertained that a high number of indetermination is due to the contraction mechanism of the original Simpson's learning procedure [12] . In fact, when two hyperboxes associated with different class labels overlap, the contraction mechanism consists in reducing the size of both the hyperboxes along the direction which minimizes the amplitude of the contraction. This resizing operation causes the two contracted hyperboxes to have a common boundary hyperplane . Since the original membership function is maximum in the inner part of the hyperbox, including the boundary hyperplanes, a pattern on belongs with the same membership value to both the hyperboxes. Obviously, the probability that a pattern lies on a hyperplane depends on the adopted number representation and usually is very low. However, when during training the number of overlaps and contractions hugely increases, these regions become more relevant. This phenomenon is particularly serious in some classification problems where the patterns are described by many discrete attributes (i.e., attributes which are defined in a finite set of values), such as in the Cancer data set. As a consequence, the number of indeterminations tends to increase.
As expected, training times in ARC and PARC are independent of parameter, while this is not the case for the original Simpson's training algorithm and, especially, for the OMM. This is due to the fact that the resulting network complexity depends mostly on the value assigned to the parameter. ARC and PARC yield good classification performances with a high automation degree, as confirmed by the sensitivity analysis in Table V . Moreover, the average complexity of the networks obtained by ARC and PARC is much lower than the average complexity of the networks generated by SMM and OMM classification systems.
In conclusion, ARC and PARC outperform both SMM and OMM in terms of automation degree and training times. Moreover, they exhibit also a better generalization capability, as will be further discussed in the next section.
V. PERFORMANCE ANALYSIS OF ARC/PARC CLASSIFIERS
Exhaustive simulation tests were carried out for ascertaining the performance of the proposed algorithms. In order to show the benefits of the ARC/PARC technique with respect to the original training algorithms, we will consider two-dimensional toy problems. The first one will regard the ARC/PARC independence of the pattern presentation order; the second one will evidence the ARC/PARC adaptive resolution mechanism, which is related to the covering accuracy of the data space.
The proposed algorithms will be investigated also by considering well-known real classification problems, which yield a wider evaluation of ARC/PARC performances. In fact, they can be compared with the results obtained on the same data sets by the numerous classification systems proposed in the technical literature.
A. Two-Dimensional Toy Problems
All tests in this section were carried out by fixing the slope parameter of the membership function to . The first classification problem is defined by the training set of Fig. 5(a) , where the patterns are organized in alternate rows of two different classes. In a first test, the training set is ordered by using the vertical coordinate as the ordering key. Fig. 5(b) shows the hyperboxes obtained by OMM with . It yields zero errors on the training set with . In a second test, the presentation order was changed, using the horizontal coordinate as the ordering key. The OMM algorithm with gives the hyperboxes of Fig. 5(c) , which yields % and % with . The two previous tests show that the presentation order is critical for the min-max algorithm. Fig. 5(d) shows the hyperboxes obtained by PARC with . The resulting net is the same, regardless of pattern presentation order.
Let us consider a second toy problem in which we want to reconstruct with high accuracy the decision region of Fig. 6(a) ; for this reason we fix , once for all. The training set, shown in Fig. 6(b) , consists of 333 points. Fig. 6(c) shows the hyperboxes resulting from OMM; this net yields % and % with 64 hyperboxes. By using PARC, the number of hyperboxes is reduced, as shown in Fig. 6(d) ; this net yields zero errors on the training set with only 14 hyperboxes. In conclusion, these toy problems confirm that ARC and PARC do not depend on pattern presentation order, and that they can achieve better performances with less complex networks.
B. Real Data Benchmarks
We will compare ARC/PARC with respect to OMM, by using a set of real data benchmarks. Moreover, for a wider evaluation of the performances of the new training algorithms, we need to compare their accuracy with respect to some reference methods. In this regard, we will use a simple probabilistic classifier (SPC) and the classical -NN classifier.
SPC determines the class label of an input pattern by using a random generator based on the class recurrences in the training set. For instance, given a class classification problem, the recurrence of the class , is defined as , where is the overall number of patterns of the training set and is the number of patterns belonging to the class . When no penalty terms are assigned to weight the classification errors, the SPC performance can be evaluated by its mean statistical error, determined by (10) where is the overall number of patterns of the test set and is the target class label of its th pattern. It is evident that SPC results do not depend on the geometrical distribution of data in the feature space, which is one of the most important information to be considered in a classification task. However, the SPC error (10) can be considered a partial measure of the difficulty to classify the data set under consideration, since it quantifies the data spread among the different classes. It seems superfluous to remark that a powerful classifier must hugely outperform SPC.
The -NN rule is a well-known classification technique [23] . It holds some interesting asymptotic properties; for example, when and the number of patterns , the -NN rule is equivalent to classifiers based on Bayesian decision theory [24] . Even if the theoretical performance of -NN should decrease when is limited, the -NN may produce better results with respect to statistical classifiers based upon a mixture model (since -NN does not need any a priori hypothesis) [1] . Therefore, -NN can be considered as a simple but valid reference algorithm, where the data distribution in the feature space is taken into consideration. As for the SPC, it fully contrasts with the neural-network approach, since no classification model (as defined in Section I) is inferred. Moreover, the -NN technique is characterized by a high computational cost, since the classification procedure coincides with the search of the nearest neighbor patterns in a look-up table. In the following, we will use a simple version of -NN based on the Euclidean norm.
Regarding the OMM algorithm, the slope parameter of the membership function is fixed to and the learning weight to . For -NN classifiers, all the values of ranging from one to 50 were considered, but only the results concerning the one scoring the best classification error are reported. The input patterns of both the training and the test set were normalized in the range from zero to one prior to learning and classification.
1) Ringnorm:
The Ringnorm data set [25] is a 2 class classification problem consisting of 20 dimensional patterns, the first 5000 of which are used as test set and the following 300 as training set. Each class is drawn from a multivariate normal distribution: class 1 has zero mean and covariance four times the identity; class 2 has unit covariance and mean slightly different from zero. The results concerning the Ringnorm data set are reported in Table VI . As expected, due to the quasiconcentric location of the two normal distributions, the best -NN performance is obtained for . The -NN performance is similar to that of the OMM classifier. Moreover, the balanced spread of data between the two classes yields an SPC performance that is close to 50%. By using ARC/PARC there is a massive increment of performance, especially when compared to the classification error of 21.4% obtained in [25] by using the CART classifiers. The best results are obtained in this case by the ARC net, which is slightly more complex than the one generated by PARC, but largely simpler than the OMM net.
2) Glass: The Glass data set concerns with the classification of glass types and it is contained in the mentioned Proben1 collection [22] . Similarly to the Cancer data set, we used the first permutation (Glass1) of the Glass data set. It is constituted by 214 patterns, the first 161 in the training set and the following 53 in the test set. Each pattern is composed by nine features (refractive index plus the chemical analysis of eight different elements) measured from one among the six glass types (classes) that must be detected. The results of this benchmark are reported in Table VII . Also in this case, the best -NN performance is obtained for . On the other hand, SPC and OMM yield inadequate results, the latter having a very high number of indeterminations. ARC/PARC have equivalent performances, which are superior to that of -NN. In this case, the complexity of the ARC/PARC nets is larger than that of OMM, while maintaining a better performance. These results confirm the flexibility of ARC/PARC technique in the selection of an appropriate model complexity, in order to obtain the best generalization capability. Moreover, the performance of ARC/PARC (around 26%) is always better than the best performance (around 32%) obtained in [22] by using different neural-network approaches.
3) Diabetes: Also the Diabetes data set is contained in the Proben1 collection. Once again, we used its first permutation (Diabetes1). It is composed by 768 patterns, the first 576 in the training set and the following 192 in the test set. Each pattern is composed by eight (physiological) features that are used to decide if the corresponding person is diabetic or not (2 class problem). The results reported in Table VIII show that the best   TABLE VIII  DIABETES1 CLASSIFICATION RESULTS   TABLE IX  IRIS CLASSIFICATION RESULTS performing algorithms are ARC and PARC. They have identical classification errors on the test set, while the network obtained by PARC is less complex. The best -NN performance is obtained with , and it is also better than the one of OMM. The performances of ARC/PARC, obtained for the Diabetes1 data set, are very close to the best ones reported in [22] .
4) Iris:
The Iris data set consists of 150 sample vectors of iris flowers [26] . Each pattern is composed by four features (sepal length, sepal width, petal length, petal width), and three classes of flowers (Iris Versicolor, Iris Virginica, and Iris Setosa) are present. The first 90 patterns are used in the training set and the next 60 in the test set. The best performance is obtained by ARC and PARC, with a classification error of 1.6667% corresponding to only one misclassification (see Table IX ).
The results obtained from the previous real data benchmarks show that ARC and PARC outperform OMM, -NN, and SPC classifiers in the most meaningful aspects of the classification problems: the generalization capability, the automation degree, and training time. These results also demonstrate that ARC/PARC algorithms favorably compare with the best performances obtained by different approaches reported in the technical literature. Moreover, the nets trained by ARC/PARC are independent of the pattern presentation order, as confirmed by the tests previously carried out on two-dimensional toy problems.
Therefore, it is reasonable to adopt the ARC/PARC technique as the reference training algorithm for fuzzy min-max classification models. Consequently, we will evaluate any further improvement in min-max classification systems with respect to it.
VI. IMPROVING ARC/PARC TECHNIQUE BY
A RECURSIVE CUTTING STRATEGY The underlying idea of a possible improvement of the ARC/PARC technique is to isolate recursively pure hyperboxes. In order to explain the new cutting strategy, we need to state some further definitions. Let be the minimum size hybrid hyperbox containing all the training set patterns. Let be the minimum size hyperbox that covers all the patterns of set associated with class , and let be the whole set of these hyperboxes. We define hyperbox overlap group (HOG) a subset of such that the union of all hyperboxes in the HOG is a connected region of the input space. Depending on the topological structure of set , we can have more than one HOG for each hybrid hyperbox (see Fig. 7 ).
Let be the set of all nonempty intersections (hyperboxes) between each pair of hyperboxes in a HOG; by construction, the hyperboxes in are all hybrid. For example, the subset for the HOG of Fig. 7 is equal to and it is shown in Fig. 8 . We define extended hybrid hyperbox (EHH) the minimum size hyperbox containing all hyperboxes in . Let be the set of the boundary hyperplanes of the EHH. Given an HOG and its associated EHH, the new cutting procedure consists in cutting all the class hyperboxes in the HOG by all the hyperplanes in (dotted lines in Fig. 8 ). In the following, we illustrate step by step the whole training procedure denoted as recursive ARC (R-ARC). The recursive nature of the algorithm derives from step 2.2: the same cutting procedure, accomplished for a parent hybrid hyperbox, will be performed for each hybrid hyperbox in its offspring. It is important to underline that, while the ARC training algorithm generates a min-max network whenever a new pure hyperbox is added to the set, R-ARC produces a network only after processing all HOGs of all hybrid hyperboxes included in set at a fixed step (that is, only after step 2.2 is completely accomplished). We can also derive from R-ARC another training algorithm: the recursive PARC (R-PARC). R-PARC can be easily obtained from the PARC algorithm by substituting the initial ARC procedure with an R-ARC one.
The validity of the new cutting strategy has been verified by several tests carried out on real data benchmarks, as for ARC/PARC algorithms. For instance, we report in Tables X and XI the results of R-ARC and R-PARC on Ringnorm and Glass1 data sets, respectively. The comparison with respect to the results previously obtained by ARC and PARC evidences an encouraging increase of performance.
VII. CONCLUSION
In classification systems design, besides generalization capability and noise robustness, it is very important to take into account the automation degree of the training procedure. In fact, automatic training procedures are essential to bring state-of-the-art modeling techniques in the field of practical applications and to design efficient systems able to work in a self-governing way, without any need of human expertise. In this regard, we consider the constructive approach as a fundamental strategy to improve the automation degree of a modeling system, since structural parameters are automatically established during training. As shown, the automation degree can be measured in terms of the sensitivity of the system with respect to training parameters.
Among neuro-fuzzy networks, a well-known classification system based on a constructive training algorithm is the SMM. The generalization capability of the original min-max classifier depends mostly on position and size of the hyperboxes generated during training. Moreover, also in its optimized versions, min-max performances depend significantly on the data presentation order and the shape of the decision region is affected by the constraint on the maximum size allowed for each hyperbox.
An evident advance has been obtained by adopting the adaptive resolution procedure of the ARC/PARC technique. This procedure is based on a particular cutting strategy, which plays a core role in improving the reconstruction accuracy of the decision regions. The adaptive resolution technique outperforms the original training algorithm in terms of generalization capability and training time. Moreover, we have shown that the automation degree of ARC/PARC is much higher than SMM and OMM, when tested on real data problems. The proposed classification systems are highly automatic, since their training algorithms do not depend on pattern presentation order and no critical parameter must be fixed in advance by the user. The overall good performances of ARC/PARC are confirmed by the results reported in the paper.
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