In this paper, the following almost periodic n-species competitive system with feedback controls
Introduction
The Lotka-Volterra system is a rudimentary model on mathematical ecology and has been studied in [1] . But most of the literature requires that the coefficients of the system are constants. It is well known that, as the effects of the environmental factors are considered, the assumption of periodicity or almost periodicity of parameters is more realistic and more important (e.g., seasonal effects of weather, food supplies, mating habits, harvesting, etc.).
The two species or n-species Lotka-Volterra competition system with periodic (almost periodic) coefficients have been studied extensively in [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . In the literature, the competitive systems with linear growth
(1.1)
a ij (t)x j (t) , i = 1, . . . , n, (1.2) were considered. Some sufficient conditions were obtained for the uniform persistence and existence of a unique globally attractive periodic (almost periodic) solution for the LotkaVolterra competition system (1.1) or (1.2). According to the culture figures that are obtained by Ayala on the studies of D. Psendoobscura and D. Serrata, the growth rate of some competitive species does not correspond with that of the Lotka-Volterra model (see Chen [1] ). The reason is that the linear mathematics used neglects many important factors, such as the effect of toxic (see Chatopadhyay [15] ) or the age-structure of a population (see Cui and Chen [16] ). As these important factors are to be considered, we have to introduce more complex equations. For the above reasons, the following autonomous or nonautonomous system has been considered in [15, 16] , respectively: ẋ 1 (t) = x 1 (t)[r 1 (t) − a 1 (t)x 1 (t) − b 1 (t)x 2 (t) − c 1 (t)x 1 (t)x 2 (t)], x 2 (t) = x 2 (t)[r 2 (t) − a 2 (t)x 1 (t) − b 2 (t)x 2 (t) − c 2 (t)x 1 (t)x 2 (t)].
(1.3)
On one hand, ecosystem in the real world are continuously distributed by unpredictable forces which can result in changes in the biological parameters such as survival rates. Of practical interest in ecology is the question of whether or not an ecosystem can withstand those unpredictable disturbances which persist for a finite period of time. In the language of control variables, we call the disturbance functions as control variables (for more discussion on this direction, one could refer to K. Gopalsamy and P. Weng [17] for more details).
On the other hand, it has been proved that under certain conditions x 1 (t) is permanence and x 2 (t) is extinction in system (1.1) (see [7] ). In order to search for certain schemes (such as harvesting procedure) to ensure system (1.1) coexists under the conditions obtained in [7] , Xiao, Tang, and Chen [18] consider the following controlled system (see [18] for more details):
(1.4) Sufficient conditions are derived for the permanence and existence of globally asymptotically stable in a two species competitive system with feedback controls. It shows that the controls can save extinction of the species.
Probably stimulated by the works of [15] [16] [17] [18] , Liu [19] discussed the following system with feedback controls:
(1.5)
Some conditions were derived that guarantee the persistence of the positive periodic solution.
It is noted that most of works only handle systems with periodic coefficients. However, when the various constituent components of the temporally nonuniform environment is with incommensurable (nonintegral multiples) periods, one has to consider the environment to be almost periodic since there is no a priori reason to expect the existence of periodic solutions. If the effects of the environmental factors are considered, the assumption of almost periodicity should be more realistic, more important, and more general. Recently, Huang and Chen [20] studied system (1.5) with almost periodic coefficients, some sufficient conditions are obtained for the existence of a unique almost periodic solution of system (1.5). However, few authors consider the multiple-species with feedback controls which the effect of toxic and the age-structure are considered. To the best of our knowledge, this is the first paper considering the almost periodic solutions of the following n-species competitive system with feedback controls:
where x i (t) (i = 1, . . ., n) are the density of competitive species, u i (t) (i = 1, . . ., n) are the control variables, and X = (x 1 (t), . . . , x n (t), u 1 (t), . . . , u n (t)). In this paper, some sufficient conditions are obtained for the existence of a unique almost periodic solution of system (E) by using the comparison theorem and constructing suitable Lyapunov function. This paper is organized as follows. In the next section, by using comparison theorem, we shall obtain that there exists a bounded solution of system (E) on R. In Section 3, by constructing a suitable Lyapunov function, some sufficient conditions are obtained for the existence of a unique almost periodic solution of system (E). In Section 4, we deduce criteria for some well-known special cases of system (E) to illustrate the generality of our results, and the obtained results improve and generalize those given in [9, 10, 13, 14, [18] [19] [20] . Finally, a suitable example is given to illustrate that our main results are applicable.
Throughout this paper, we shall use the following notations:
• We always use i, j = 1, . . . , n, unless otherwise stated.
• If f (t) is an almost periodic function defined on (−∞, +∞), we set
• Moreover, we set
• Denote mean value
Throughout this paper, we suppose that the following conditions are satisfied: 
Existence of bounded solutions
In the following we will state some lemmas which will be used in the proof of Theorem 2.1.
For any given initial condition of system (E),
It is not difficult to see that the corresponding solution
. . , u n (t)) exists for all t 0 and satisfies
First, we consider the systeṁ 
Proof. Since a ι > 0 and m(b(t)) > 0, obviously, system (2.1) has a unique almost periodic solution represented as follows:
2)
Letz(t) be given by (2.2) and z(t) = z(t, 0, z 0 ) (t 0 = 0) be any other solution of system (2.1) with any given initial value (0, z 0 ), then
Since m(b(t)) > 0, we have t 0 b(u) du → +∞ as t → +∞. Therefore, z(t) −z(t) → 0 as t → +∞, i.e.,z(t) is the unique almost periodic solution of (2.1) which is globally attractive. From (2.2), the rest part of Lemma 2.1 follows and this completes the proof of Lemma 2.1. 2
Now we consider the almost periodic logistic equatioṅ 
z(t) = a(t) − b(t)z(t).
Through the similar proof as Lemma 2.1, we introduce Lemma 2.2 which improves [13, Theorem 1].
Lemma 2.2. If a ι > 0 and m(b(t)) > 0, then system (2.3) has a unique globally attractive positive solutionx(t) withx(t)
b µ /a ι . Moreover, letx i (t) (i = 1, 2) be the unique posi- tive solution of (2.3) with b(t) = b i (t), a(t) = a i (t) (i = 1, 2), respectively. If b 2 (t) > b 1 (t) and a 2 (t) a 1 (t), thenx 2 (t) >x 1 (t). Lemma 2.3 (Fink [22, Theorem 6.2]). Letẋ = f (t, x) have a solution ϕ which is bounded on [t 0 , ∞). If f (t, x) is almost periodic in t uniformly for x ∈ K = {ϕ(t): t t 0 }, then there
is a solution of the equation on all of R with values in K.
We shall make some preparations before stating our Theorem 2.1. Under the assumptions (H 1 ) and (H 2 ), from Lemma 2.2, we havė
has a unique positive globally attractive almost periodic solution
, and Lemma 2.1, we knoẇ
, and
we knoẇ
And from (H 1 ), (H 2 ), and Lemma 2.1, we derivė
has a unique positive globally attractive almost periodic solution u * i (t) with
then system (E) has at least one positive (componentwise) solution defined on R with value in S.
Proof. From the first equation of system (E), one obtainṡ
From (H 2 ), using comparison theorem on (2.4), we have
where x i (t) is a solution of system (E) which satisfies 0 < x i (0) x * i (0). From the second equation of system (E) and (2.5), one followṡ
Using comparison theorem on (2.6), we have
where u i (t) is a solution of system (E) which satisfies 0 < u i (0) u * i (0). From the first equation of system (E), (2.5), and (2.7), one obtainṡ
From (H 3 ), using comparison theorem on (2.8), we have
where x i (t) is a solution of system (E) which satisfies
The second equation of system (E) implies thaṫ u i (t) r i (t) − e i (t)u i (t). (2.10)
Using comparison theorem on (2.10), we have
where u i (t) is a solution of system (E) which satisfies u i (0) u * i (0) > 0. Since
and
by Lemma 2.2, it follows
Therefore, system (E) has a bounded solution X(t) = (x 1 (t) , . . . , x n (t), u 1 (t), . . . , u n (t)) ⊂ S for t 0. Since F i (t, X), G i (t, X) (defined in (E)) are almost periodic in t uniformly for X(t) = (x 1 (t) , . . . , x n (t), u 1 (t), . . . , u n (t)) ⊂ S. Hence, by Lemma 2.3, system (E) has at least one bounded solution Y (t) = (y 1 (t), . . . , y n (t), v 1 (t) , . . . , v n (t)) ⊂ S for all t ∈ R. This completes the proof of Theorem 2.1. 2
Existence of a unique almost periodic solution
Further we will state a definition and a lemma which will be used in the proving of our main results.
A consequence of such a global attractivity of a bounded positive (componentwise) solution of system (E) on R is that there cannot be another positive (componentwise) bounded solution of system (E) on R. 
Proof. From Theorem 2.1, system (E) has at least one solution u 1 (t) , . . . , u n (t)) be any other solution of system (E) with X(0) > 0.
Consider the following Liapunov function:
Calculating the upper right derivative D + V (t) of V (t) along the solution of (E), by simplifying, we get
Then V (t) is decreasing on [0, ∞), thus 0 V (t) V (0), and lim t →+∞ V (t) = V * 0. Now we prove that V * = 0 and Y (t) is globally attractive. Since Y (t) ⊂ S, then ln y i (t), v i (t) are bounded. As
So,
. . , u n (t)) is bounded, using the mean-value theorem, there are positive constants ρ 1 , ρ 2 such that
Take
We claim V * = 0. Otherwise V * > 0, and we have
This contradicts with the positivity of V (t), so V * = 0, from (3.1), we have
Thus Y (t) = (y i (t), . . . , y n (t), v 1 (t), . . . , v n (t))
is the unique positive bounded solution of system (E) contained in S for all t ∈ R, which is globally attractive. This completes the proof of Theorem 3.1. 2
Now consider the system     ẋ
where, for some sequence {t k } with t k → ∞ as k → ∞,
uniformly for all t ∈ R, as k → ∞, where 
are also almost periodic in t.
Lemma 3.2. Under the assumptions (H 1 )-(H 4 ), the system (E * ) has a unique bounded solution ϕ(t) = (ϕ 1 (t), . . . , ϕ n (t), ψ 1 (t), . . . , ψ n (t)) ∈ S on R, which is globally attractive.

Proof. By the definition of mean value and the assumptions (H 1 )-(H 3 ), from (3.2), it follows m(b i (t)) = m(b * i (t)), m(e i (t)) = m(e
(H 4 ) and (3.3) lead to (H * 4 ) There exist positive constants s i , ω i and ε i , δ i such that
From Theorem 3.1, ϕ(t) = (ϕ 1 (t), . . . , ϕ n (t), ψ 1 (t), . . . , ψ n (t)) ∈ S is the unique bounded solution of system (E * ) on R, which is globally attractive. This completes the proof Lemma 3.2. 2
By Lemma 3.2, it follows that for each h(t, X) ∈ H (f (t, X)), the hull equatioṅ x = h(t, X)
has a unique bounded solution on R with value in S. Hence, from Lemma 3.1, these unique solutions are all almost periodic. Therefore, by the global attractivity, Y (t) is the unique almost periodic solution of system (E) contained in S. Thus our main results follows. (y 1 (t), . . . , y n (t), v 1 (t) , . . . , v n (t)) ⊂ S on R, which is globally attractive. (y 1 (t), . . . , y n (t), v 1 (t) , . . . , v n (t)) ⊂ S on R, which is globally attractive.
Theorem 3.2. Under the assumptions (H 1 )-(H 4 ), then system (E) has a unique positive (componentwise) almost periodic solution Y (t) =
Proof. Since m(b i (t)) b ι
i > 0 and m(e i (t)) e ι i > 0, from the discussion in Section 2,
By Theorem 3.2, Corollary 3.1 holds. 2 
Now consider system (E) with periodic coefficients, i.e., b i (t), r i (t), a ij (t), c ij (t), d i (t), e i (t), f i (t)
Theorem 3.3. If system (E) satisfies
(H 7 ) ω 0 b i (t) dt > 0, ω 0 e i (t) dt > 0; (H 8 ) ω 0 b i (t) − n j =1, j =i a ij (t)x * j (t) − d i (t)u * i (t) dt > 0; (H 9 ) there exist positive constants s i , ω i such that    s i a ii (t) + n j =1, j =i s i c ij (t)x * j (t) − ω i f i (t) > s j n j =1, j =i a ji (t) + n j =1, j =i s j c ji (t)x * j (t
), ω i e i (t) > s i d i (t),
then system (E) has a unique ω-periodic solution in S, which is globally attractive.
Proof. From the proof of Theorem 3.2, since b i (t), r i (t), a ij (t), c ij (t), d i (t), e i (t), f i (t)
are all ω-periodic, we can take
Let X(t) be the unique positive almost periodic solution of system (E), but in the periodic case, X(t + ω) is also an almost periodic solution of system (E). By the uniqueness of almost periodic solution, it follows that X(t) = X(t + ω) for all t ∈ R. This completes the proof of Theorem 3.3. 2
Corollary 3.2. In addition to (H
Applications
To illustrate the generality of the obtained results, we shall apply the results given in Sections 2 and 3 to particular competition systems with feedback controls or without feedback controls, which have been studied extensively in the literature. The following two applications will show that the derived sufficient conditions are easily verifiable, more general, and weaker than those given in the literature, thus improve and generalize some well-known results. Application 4.1. Now we consider the Lotka-Volterra competition system [9, 10, 13, 14] 
(ii) There exist strictly positive constants s i and ε i such that
In Theorem 4.1, take s i ≡ 1, i = 1, . . ., n and ε i ≡ µ > 0, we have the following corollary. 
Through the similar proof as Corollary 3.1, one can obtain the following corollary. 
Theorem 4.2. Let b i (t), a ij (t) be nonnegative ω-periodic functions defined for t ∈ [0, ω],
then system (4.1) has a unique positive ω-periodic solution which is globally attractive if system (4.1) satisfies
There exist strictly positive constants s i such that Remark 4.1. Obviously, the results in [9, 10, 13, 14] are special cases of Theorems 4.1 and 4.2. So our results are fresh and more general. For more detail examples to show how we improve the results, one could refer to Example 5.2 in Xia, et al. [21] . Hence, we generalize and improve the main results given in [9, 10, 13, 14] . 
(t), a i (t), b i (t), c i (t), d i (t), e i (t), f i (t), g i (t) (
We shall make some preparations first. If a ι 1 > 0 and m(r 1 (t)) > 0, from Lemma 2.2, we knoẇ
has a unique positive almost periodic solution x * 1 (t) with 0 < x * 1 (t) r 
has a unique positive almost periodic solution u * 2 (t) with 0 < u
has a unique positive almost periodic solution x * 2 (t) with
From h ι 1 > 0, m(e 1 (t)) > 0, and Lemma 2.1, we seė
has a unique positive almost periodic solution u * 1 (t) with
has a unique positive almost periodic solution x * 1 (t) with
Similar proof as Theorem 3.2, we have the following results. Remark 4.2. Obviously, system [18, (1.4) ] is a special case of system (1.5) and the results given in [19, 20] are special cases of our results. This implies that the obtained results improve and extend those given in [18] [19] [20] . Corresponding to system (E), we have b 1 (t) = 9 + sin 2t, b 2 (t) = 9 + cos 2t, r 1 (t) = 3 + sin 2t, r 2 (t) = 3 + cos 2t, a 11 (t) = a 22 (t) = 2, a 12 (t) = a 21 Thus by Corollary 3.1, there exists a unique positive almost periodic solution of system (5.1).
Discussion
In this paper, we have investigated a n-species competitive system with feedback controls in which some important factors such as the effect of toxic and the age-structure are considered simultaneously. As we can see, by constructing a more general V -function, the conditions ensuring the existence of a unique almost periodic solution (periodic solution) are much weakly than those obtained by the theorems in [9, 10, 13, 14, [18] [19] [20] . Therefore, the obtained results improve and generalize those given in [9, 10, 13, 14, [18] [19] [20] .
