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A sufficient condition of Polya type is given for a function to be the Fourier 
transform of a unimodal distribution. This condition is used to show that 
exp(- 1 3c I3 - 3 1 x I) is the Fourier transform of a unimodal distribution. 
1. INTRODUCTION 
It is an unfortunate fact that necessary and sufficient conditions are often 
impossible to verify and one must search for useful sufficient conditions when 
confronted with a particular example. A good illustration of this is the subject 
of characteristic functions, or Fourier transforms of probability measures. 
There is a beautiful necessary and sufficient condition due to Bochner [ 1, 
Theorem 4.221, but when confronted with a specific function it is usually not 
very helpful. For example, consider the function 
f&> = exd--a I x I - I x 1”). (1.1) 
If we wish to find an “a” for which this function is a characteristic function 
we would not use Bochner’s theorem, but would apply the following theorem 
of P6lya [l, Theorem 4.3.11. 
THEOREM A. -rf f( ) x is real oalued, continuous, f(0) = 1, f(--EC) =f(~), 
lim,,,f(X) = 0 and f(x) is convex for x > 0 then f(x) is the characteristic 
function of an absolutely continuous distribution. 
Similarly, when trying to check if a function is the characteristic function 
of a unimodal distribution, there is a necessary and sufficient condition due 
to Khinchin [l, Theorem 4.5.11. Again this theorem is often impossible to 
apply to a given function. In particular, I do not see how to use it to find a 
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value of “a” for whichf,(x) will be the characteristic function of a unimodal 
distribution. However there is a theorem of Polya’s type which is easy to 
apply and using it we can show that fa(x) is the characteristic function of a 
unimodal distribution for a > 3. 
THEOREM 1. Iff( ) x is real valued, continuous, f(0) = 1, f(-x) = f(x), 
lim,,, f(x) = 0 and -f’( x ) is convex for x > 0 then f (x) is the characteristic 
function of a &modal distribution. 
2. PROOF OF THEOREM 
To show the origin of Theorem 1 a proof of a weaker result will be given 
first. We will assume that -f”‘(x) exists and is nonnegative for x 3 0, that 
s 
m 
xIf(x)ldx < ~0 and 
0 
$+2 x”f(x) = & x3f’(x) = pz tif “(x) = 0. 
Polya proved Theorem A by computing the Fourier transform off(x) and 
showing it was nonnegative. We will do the same. Let 
h(t) = 1-1 f(x) eixt dx = 2 sbg f (x) cos xt dx. 
Since h(t) is even, to show the unimodality of h(t) it is sufficient to show that 
h’(t) < 0, t > 0. But 
F(t) = -2 Iom gf(x) sin xt dx 
so we need to show that 
I(t) = lam f (x) x sin tx dx > 0, t > 0. 
Integrate by parts, differentiating f (x) and integrating the other factor. 
w> = f(x) Jo* usintudu]~-~mf’(x)~o’usintududx, 
and the integrated terms vanish by the assumptions we made. Integrate by 
parts twice more; again the integrated terms vanish; to obtain 
I(t) = Jbm f “(x) la (x - u) u sin tu du dx 
=-~~omflll(~)~oz(x-u)ausintududx. 
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Since -f”‘(x) >, 0, x 3 0, it is sufficient to show that 
g(x) = Joz (x - u)” u sin tu dU > 0, x > 0, t > 0. (2.1) 
Letting tu = v we see that 
g(x) = i Iozt (xt - v)” v sin v dv, 
so it is sufficient to prove 
h(x) = 6 (x - v)” v sin v dv > 0, x > 0. 
h(x) is a convolution, so it is natural to take its Laplace transform. 
H(z) = Jorn e--z2 j-O% (x - v)~ v sin v dv dx 
But 
.c 02 m 
==L e-xzx2 dx I e-% sin v dv 0 0 
-f.ImJ” e-(z-i)av dv 
0 
=$Im &= 2 * 2x 4 
z3(x2 + 1)2 = z”(x” + 1)2 * 
1 m 
2(z2+1)= 0 s 
e+“(l - cos X) dx; 
so 
.c 
oz (x - v)” v sin v dv = 4 Jon (1 - cos v) (1 - COS(X - TJ)) dv, 
and the right-hand side is clearly positive when x > 0. 
A different proof of this inequality was given by R. Williamson [.5]. The 
proof of the weak version of Theorem 1 is completed in the same way Polya 
completed the proof of Theorem A, just invert the Fourier transform. 
The proof of Theorem 1 will use Williamson’s inequality (2.1) and a 
representation theorem for n-times monotone functions which was discovered 
but never published by Schoenberg [3]. A proof and an extension to fractional 
values was given by Williamson [5], and related results were independently 
proved by Levy [2]. 
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A convex function on (0, CO) which vanishes at infinity is decreasing and 
nonnegative. Similarly a function which satisfies the conditions in Theorem 1 
on [0, cc) is nonnegative, decreasing, and convex. Schoenberg’s representa- 
tion theorem implies that 
f(x) = jy’ (1 - x202 d&4 
with /I(u) nondecreasing. Let E > 0 and set 
KG(t) = 2 Joa f(x) e-‘* cos xt dx = 2 J m/1” (1 - x24)” d/l(u) fFz cos xt & 
0 0 
Fubini’s theorem can be applied to give 
K,(t) = 2 ~om~ol’u (1 - XU)~ e-+ cos xt dx d/l(u). 
We can differentiate under the integral by dominated convergence to obtain 
--k,‘(t) = 2 ~om~l’u (1 - xu)” xe-‘” sin xt dx d/3(u), 
so K,‘(t) is a decreasing function if we can show that 
s 
l/U 
(1 - xu)” xe+$ sin xt dx > 0, E, t, t.4 > 0. (2.2) 
0 
It is sufficient to prove (2.2) for 24 = 1, i.e., 
s 
o1 (1 - x)” xe-+ sin xt dx > 0, E, t > 0. (2.3) 
But (2.3) follows from the positivity of the Poisson kernel for Fourier sine 
transforms and (2.1). The Poisson kernel is 
I 
m 1 m 
e-Ex sin xt sin xs dx = - 
f 2 0 
e-cz[cos x(t - s) - cos x(t + s)] dx 
0 
1 
[ 
E E =- 
2 2 + (t - s)2 - E2 + (t + s)2 1 ’ O9 s5 t ’ O9 
and a well known argument gives the following known lemma. 
LEMMA 1. If 
s m f (x) sin xt dx > 0, t 30, 0 
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then 
s 
m 
eF%j(x) sin xt dx 3 0, t 20, 6 >o. 
0 
Unfortunately I cannot give a reference for this lemma, but the analogous 
result for Fourier series was proved by Szegij [4]. 
The proof of Theorem 1 is completed by observing that 
l$ k(t) = W), 
and h,(t) is decreasing for t > 0, and so h(t) decreases for t > 0. Then 
inversion of the Fourier transform completes the proof. 
3. APPLICATIONS 
P. Medgyessy needed a function which decayed faster than the normal 
distribution and was also the characteristic function of a unimodal distribu- 
tion. He used Polya’s theorem to show that fa(x) (see (1.1)) is a characteristic 
function for a 2 2. Using Theorem 1 we can show that fa(x) is the charac- 
teristic function of a unimodal distribution when u 3 3. For 
--f;(x) =f,(x) [6 - 18x(a + 3x2) + (a + 3x2)7. 
If a >, 3, then 6x < u + 3x2. This gives 
6 - 18x(u + 3x2) + (a + 3~~)~ 3 6 - 3(u + 3~~)~ + (u + 3x2)3 
= 6 + (u + 3~~)~ (u - 3 + 3x2) > 0 
when a > 3. 
I thank P. Medgyessy for suggesting the problem of finding a useful 
sufficient condition which could be used to show thatf,(x) is the characteristic 
function of a unimodal distribution for some a. 
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