The Concurrent Subspace Design (CSD) framework has been used to conduct a preliminary design optimization of an electric powered, unmanned air vehicle (EPUAV) operating a low Reynolds number. A multidisciplinary system analysis has been developed for this class of vehicles and includes aerodynamics, weights, propulsion, performance and stability and control. The CSD framework employs artificial neural network based response surfaces to provide approximations to the design space. This approach was applied to two design studies. In one case 29 continuous and discrete design variables were included representing the most demanding application of the CSD framework to date. In each case the CSD framework was able to identify feasible designs with significant weight reductions relative to any previously considered (i.e. initial database) designs. This was accomplished with a limited number of system analyses. The results also demonstrate the adaptive nature of this design framework to changes in design requirements.
INTRODUCTION
The purpose of this paper is to describe an MDO application of a multidisciplinary design framework, Concurrent Subspace Design, CSD, in which model-based design decisions can be applied to multidisciplinary, conceptual design. Of particular concern is the ability to implement this framework without having to extensively modify or adapt the software used for the multidisciplinary system analysis.
At the onset the authors wish to emphasize an attempt on their part to differentiate between engineering system design and mathematical optimization. Though it would be the goal of any designer to develop the global "optimum" design, in most practical situations this is generally not possible. Therefore, one is often satisfied with a design which meets the primary constraints or performance goals and is more effective by some quantifiable measure (i.e. merit function) than other designs which have been considered. It is also important that this design be identified in a reasonable amount of time. The framework used in this work represents a method for the efficient selection of a feasible design for a complex system and our purpose is to demonstrate issues of problem formulation and implementation.
The CSD framework has been used in a number of different applications ranging from simple demonstration problems to more complex engineering components [1] [2] [3] . In the current application a special class of aircraft are considered, electric powered unmanned air vehicles, EPUAVs. The design and fabrication of this class of aircraft have provided a focus for the capstone design experience at the University of Notre Dame for the past decade. This experience has provided an aircraft database as well as a number of discipline specific analyses, which have been developed to support these design studies. Due to the unique and non-traditional potential missions for EPUAVs they also provide an interesting example for design studies.
The first phase of the current work was the development of integrated system analysis software to provide the information for design decisions. This integrated system analysis includes vortex lattice aerodynamics, empirical drag and weights estimation, propeller and electric motor propulsion system computations, flight performance and stability and control assessments. This current application represents an extension of the complexity of the system analysis and an increase in the number of design variable and system states from previous CSD implementations. The paper overviews certain features of CSD, its use with the EPUAV's and highlights a number of design studies.
Terminology
In order to present the discussion in this paper a number of terms or concepts need to be developed.
Design variables,{x}: The set of independent parameters which can be "controlled" by the designer. The set of design variables completely defines the artifact at some level of abstraction. Some design variables maybe continuous(real-valued), others discrete (integers), and others may not be "numeric" at all, such as material type.
State variables, {y}: A set of parameters which are used to describe the performance or characteristics of a specific design. Design decisions are based upon state information. States are functions of design variables.
System analysis, SA: That process whereby the complete set of state variables associated with a specific set of design variables is determined by satisfying a set of state equations.
For multidisciplinary systems the SA involves a variety of different engineering disciplines and their associated analysis methods and corresponding models.
Consistent design: A set of design variables and associated states which satisfies all of the conditions set forth in the system analysis. Not every set of design variables may result in a consistent design (i.e. a particular aircraft design may not have enough power available to achieve steady level flight at any speed.)
Feasible design : A consistent design which satisfies a set of explicit requirements or constraints, in addition to the state equations, which are imposed on either design variables or states. In most optimization problems the constraints are functions of design variables and system states.
Optimum design: A feasible design with the best performance as quantified by some measure of merit relative to all other designs proximate to the optimum. The optimum can either be local or global and for most practical problems it occurs on constraint boundaries.
CONCURRENT SUBSPACE DESIGN
The MDO framework presented in this paper has evolved from the fundamental structure of Concurrent Subspace Optimization (CSSO) proposed by Sobieski 4 and it involves the use of neural network based response surface approximations. For additional information related to its development and implementation and a variety of other issues related to mixed continuous discrete optimization problems, the reader is referred to References 5-8.
The current approach attempts to exploit the fact that the system being designed can be decomposed in a manner which corresponds to the analysis or prediction "tools" used to provide the information required to make design decisions. This is a model or "tool-based" decomposition. As an example, the "weights" discipline is responsible for determining the weights of all of the components based upon information related to configuration, geometry, loads and materials. The "tools" used by the weights discipline can vary with the level of detail and time available to develop the information. For the framework presented herein individual technical discipline, or subspace, "experts" can each contribute to the design process by suggesting candidate designs. These designs can be developed using whatever methods or tools are best suited for the particular subspace -at the particular point in the design process.
A schematic of the basic CSD algorithm is shown in Figure 1 . The process flow in the CSD algorithm begins with the selection of a group of baseline designs. A system analysis is performed on each of these designs to initially populate the design database with design variable and associated state information. The initial design database can contain a baseline design, perturbations about the baseline or information from other design studies or data sources. A set of response surface approximations is then formed using this initial set of designs. As implemented in this study CSD uses three-layer, feed-forward, sigmoid activation neural networks for response surface approximations. In the next step in the process independent and concurrent design activities of the subspace experts yield additional members of the design database. This algorithm allows discipline designers to be creative in arriving at new candidate designs. The solutions obtained by discipline-level designers can be very different from the current design being considered (not restricted by move-limits) and the subspace designers can suggest as many designs as time and resources will permit. Designers at the subspace level are not required to optimize at all, but rather provide new designs by any available means.
In order to effectively participate in the design process, subspace designers are given the ability to change a subset of the system design variables. A given design variable maybe controlled by a single designer or shared by subspace designers. Designers have available to them information which can be used to approximate the impact of their decisions on non-local states at little computational expense once the response surfaces are quantified. It should be noted that not all subspaces need to develop new design candidates at each step in the process. Some subspaces may not contribute new designs. The issues related to the role of the subspace expert are also influenced by the level of "automation" desired in the process.
The result of the Concurrent Subspace Design phase of the CSD algorithm is a set of new designs. These new designs are analyzed and added to the design database from which an updated system approximation is constructed. The design database continues to expand with each iteration of the algorithm; each time a new approximation is formed using all of the available design database information.
The next step in the process is the fully approximate system coordination problem. It has the benefit of using all of the system design variables and of removing certain restrictions on the optimization algorithm. Since the cost of performing the approximate system analysis is quite small, optimization algorithms such as those associated with discrete system optimization, or hybrid approaches, can be used. An additional benefit of the global approximations is apparent when the design requirements or constraints change during the design process. Because the response surface approximations are re-formed using all available design space data and they approximate states, rather than constraints or the merit function, the rapid reevaluation of designs, based on a change in design criteria, is possible. It is even possible to initiate the system coordination problem from multiple starting locations so that one can identify and avoid local optimum.
This framework is similar to the more traditional design methods based upon "carpet" plots. In CSD the multidimensional "carpet" plots have been parameterized in the form of neural network approximations and the most appropriate optimization strategies are used to seek the best design. The ability of this approach to provide improved or optimum designs is directly related to the accuracy of the response surface approximation used for system level coordination.
Mixed Continuous Discrete Optimization Both continuous and discrete variables were required in the current application. This was accomplished by combining two distinct optimization strategies, one suitable for purely discrete and the other for purely continuous optimization. Since the system analysis performed at the system level is fully approximate, it provides certain flexibility in the selection of the optimization algorithm. The system level optimization was therefore initially posed as fully discrete. This was accomplished by discretizing each of the continuous variables, and using a discrete optimizer, simulated annealing, to adjust all the design variables. This enabled it to effectively explore any region of the space and helped avoid local minimum. Continuous optimization followed simulated annealing in this hybrid scheme.
A drawback of simulated annealing, as is common among all discrete optimization methods, is the large number of merit function evaluations required. Since the optimization performed at the system level is based solely upon information gained from the response surface approximations, the large number of function evaluations is not a limiting drawback.
In performing constrained optimization by simulated annealing, the constraints were formulated as penalty functions and added to the objective function. The form of these penalty functions can affect the performance of the optimizer. Reference 7 details alternatives for the penalty functions and describes the methods used in CSD.
Continuous optimization in the current formulation of the CSD framework was performed using the generalized reduced gradient method 9 . It is a gradient-based technique that is suitable for constrained optimization.
User Interactive CSD Figure 2 illustrates the CSD framework as invoked in the current study. A recently developed system analysis for EPUAVs provided the model-based design information. The goal of the current work was to use this "monolithic" analysis package and integrate it into the CSD framework with minimal new "code" development. This implied that subspace design would be performed by "experts" using experience and intuition -not optimization algorithms which would require additional software. Thus a user-interactive form of CSD is outlined below.
To initiate the process, the initial database was selected and, using that database, an initial set of response surfaces developed. A system-level, fully-approximate, mixed continuous-discrete optimization was then performed resulting in a baseline design.
At this point the subspace experts were involved. Each expert was allowed to suggest new designs to add to the database. At each iteration each expert could suggest one or more new designs but were not required to suggest any if this was appropriate at a given point in the process. The new subspace designs were based on experience or resulted from "what if" logic. The subspace "experts" had available the full system analysis tool to perform their manual subspace design studies as well as the response surface approximations to determine the impact of their decisions on "non-local" states or constraints. These experts were not limited to suggesting single designs to add to the database and at certain points in the process they actually selected multiple designs.
These candidate designs were then analyzed using the full system analysis and added to the database. The response surfaces were updated and the process continued until convergence was achieved. Convergence of this process was determined by the designers who monitored the design progression and determined when a suitable design has been achieved.
The primary framework was invoked on a Unix workstation with process control developed using TCL/TK. The system analysis was a series of FORTRAN codes which were assembled from a variety of independent analyses and integrated into a single executable. The System Analysis (SA) is the source for the information used to describe system performance. It is the critical evaluation of this information that the designer uses to make decisions. The artifact designed in the current application, EPUAV, is a complex, multidisciplinary system. The system analysis for the EPUAV is shown schematically in Figure 3 . In this application the disciplines of aerodynamics, weights estimation, propulsion, performance and stability and control were included. Figure 3 is referred to as a dependency or N 2 diagram and it illustrates the information exchanged between the individual disciplines. The purpose of the system analyses is to provide consistent designs, they need not be feasible. In this case this allows the system analyses to assume a hierarchic form thus not requiring information feedback. The system analysis is organized as shown in Figure 3 in a manner so that all necessary state information is "fedforward" (i.e. appears above the diagonal). Thus the aerodynamics, weights or propulsion disciplines can be performed in any order as long as they precede the performance and stability and control disciplines. The system analysis was developed for electric-powered, remotely or autonomously controlled, low-Reynolds-number flight vehicles. The vehicles are powered by fixedpitch propellers driven by electric motors. Batteries are used for energy storage. The airframes are fabricated using lightweight, organic, orthotropic composites (wood) and plastics. The database used to provide the empirical models for certain parts of the system analysis contains aircraft with 6-15 ft 2 wing area, weights of 5-15 lbs with maximum flight speeds of less than 100 ft/sec. This implies that the Reynolds number based on chord for most of the lifting surfaces is less than 5x10 5 . Typical payloads are avionics systems and other instrumentation ranging from 0.5 -5 lbs.
The system analyses for the electric powered UAV required 42 parameters to completely describe a design and associated flight condition. These included external dimensions on the wing, horizontal and vertical empennage surfaces, elevator, motor and battery type. The aircraft itself was restricted to a simple planform configuration with a nose mounted motor and propeller, single main wing and aft mounted horizontal tail. The fuselage was divided into three segments: forward, which contained the motor; mid-section, which contained any payload and avionics and support for the main wing ; aft, which supported the horizontal stabilizer. A single system analysis takes approximately 10 seconds on a Sparc Ultra1 workstation.
Discipline Analyses
The analyses associated with each of the disciplines are described below. Space does not allow for a detailed description of each.
Aerodynamics The aerodynamics discipline is responsible for developing the "lift curve" and drag polar for the aircraft. The wing and horizontal stabilizer are modeled and analyzed using the vortex lattice method 10 . The wing and tail are modeled as non-planar, interfering surfaces and the analysis allows linear taper, sweep and twist. The paneling of the surfaces is automated in order to maintain reasonable panel aspect ratios as the lifting surface geometry changes during the design. Currently 5 different low-Reynolds number airfoils are available for use in the analysis and their selection represents a discrete design variable in the optimization phase.
The maximum lift coefficient is estimated by determining when the local section maximum lift coefficient exceeds the 2-D maximum lift coefficient for the airfoil. Drag estimation for the aircraft is based upon the component build-up method as presented by Jensen 11 . The state output from this discipline is an estimate of C Lmax , C D vs. C L and pitching moment characteristics for the aircraft. These are internal states since they do not directly enter into the calculation of the merit function or constraints in the design optimization problem. Weights Weight prediction is based upon empirical models developed from a database of aircraft of this class designed and fabricated at the University of Notre Dame during the past decade. Weights are estimated for the major components: wing, fuselage, empennage surfaces and landing gear. Avionics and payload weights are fixed as user input and the motor, propeller and battery weights are determined by the selection of those individual components. This discipline analysis determines total aircraft weight and center of gravity location.
Since the merit function for the design optimization is total vehicle weight, the overall optimization results strongly depend upon the accuracy and suitability of these empirical correlations.
Propulsion Electric propulsion represents a rather unique feature of this application. Electric motors with battery energy storage present special challenges for flight vehicle design. Batteries are heavy and system weight does not decrease during flight. Motor speed is controlled by varying the voltage applied to the motor and range and endurance depend upon current requirements and battery capacity.
This discipline analysis has two primary components. The first is a blade element propeller analysis for fixed-pitch propellers which includes induced velocities, tip loses, as well as Mach and Reynolds number corrections 12 . It computes thrust and power coefficients and propeller efficiency. The propeller is then matched with a permanent magnet electric motor to determine thrust and power available as well as current draw which are the output states for this discipline. These too are internal states since they only indirectly influence the constraints and the merit function.
Performance The flight performance estimates are based upon the internal states provided by the aerodynamics and propulsion disciplines. The output states are maximum and minimum level flight speeds, maximum steady rate of climb, take-off distance and maximum range.
A number of the flight performance calculations were adapted from code developed by Smetana 13 and the take-off estimate is a numerical integration ground roll prediction. These calculations are performed at a fixed altitude.
Many of the states determined in this discipline are included as constraints in the design optimization.
Stability and Control This discipline involves an assessment of basic longitudinal stability and control. The static margin is estimated base upon the information provided by the aerodynamics discipline and the center of gravity provided by the weights discipline.
The landing gear are placed on the aircraft (tricycle configuration) so that a fixed percent of the total weight is on the main gear. Then for a fixed maximum elevator deflection, the speed at which the nose gear can be lifted from the ground is determined. The static margin and rotation speed are used as constraints in the optimization problem.
This newly developed system analysis for EPUAVs provides a useful tool to the designer. Though extensive evaluation of the complete analysis is ongoing, a simple "trade study" is used to illustrate certain characteristics. Figure 4 presents a carpet plot for an example in which payload and wing aspect ratio are varied (all other design variables fixed) and takeoff weight and maximum range determined. It illustrates the monotonic and nonlinear variation in particular states for this complex coupled system analysis. The system analysis described above provided the foundation for the designoptimization study. Two design problems will be presented. In the first, twelve design variables were identified. This fairly small number of design variables (all continuous) was selected to allow for a comparison of the CSD framework with a gradient-based NAND (Nested ANalysis/Design) optimization 14 . The merit function and constraints for this first problem were similar to the second problem and since the second application was the primary focus of this study, it will be presented in some detail below. Results for this smaller, benchmark application follow later in this paper.
In the second application the design problem was posed using 29 design variables which are listed in Table 1 . Four were discrete (airfoil profile, number of batteries, battery type and motor type) and the remainder continuous. To give some idea of the scope of this design problem, if each of these 29 design variables were used in a two-level, fullfactorial exhaustive search, it would take 340 years based on the assumption that each system analysis takes 10 seconds.
The SA produces a significant amount of information but for this study selected design variables and eight system states were used to compute the design merit function and the constraints for the optimization. The design/optimization problem for the CSD formulation can be stated as: In order to determine the state vs. design variable dependencies, and thus the appropriate forms for the response surface approximations to the states, a series of system analyses were performed. This was accomplished by "manually" varying each design variable across its allowable range while all the others were fixed at their nominal values. Approximately 4 values were selected across the range of each design variable. The resulting 113 designs formed one of the databases used in the design studies and were used to develop the information in Table  1 . This Table illustrates the states and the design variables on which they depend. Thus the neural network response surface for Wto was a 13xNx1 network where the number of hidden layers, N, was determined using the techniques outlined in References 7 and 8. Significant care must be exercised in identifying these dependencies and space does not permit detailing the methods invoked to insure appropriate design variable allocation.
The subspace optimization allows for the concurrent design of the system by allowing designers to suggest alternative designs at the subspace level. The design variable allocation for each of the subspace design (optimization) problems were defined as shown in Table 1 . Four subspaces were identified.
SS1 -Weights SS2 -Aerodynamics and Performance SS3 -Propulsion SS4 -Stability and Control Each subspace "expert" was responsible for a subset of the system design variables. This allocation resulted in both shared and discipline-unique design variables for the subspace design problems. Each subspace design problem takes the same form as above and were performed in a "quasi-heuristic" fashion using both the SA and response approximations to provide design guidance.
RESULTS
A series of studies was performed to provide a preliminary evaluation of the formulation of the design problem and the performance of CSD. As indicated above a number of "initial" databases were developed. Each database contained a baseline design, usually near the "center" of the design space and perturbations of single design variables from this baseline. Table 2 summarizes the four databases considered. Those containing 25 and 49 designs were used for the 12 DV study and each contained a single feasible design and the average and minimum weight of all the designs are indicated in Table 2 .
Those containing 58 and 113 designs were used for the 29 DV study and none of the designs in these initial databases were feasible.
Variable Name (Type) Wto Vmax Vmin ROC Sto R S.M. Vrot SS1 SS2 SS3 SS4
Fuselage WidthCenter Section (C)
Fuselage HeightCenter Section (C)
Fuselage LengthCenter Section (C)
Fuselage LengthAft Section (C)
Fuselage LengthForward Section (C) The first study was the gradient based NAND approach using 12 design variables. The results of three cases (1-3) are shown in Table 3 . Each optimization was begun from a different starting location. Case 1 was begun at the center of the space and Cases 2 and 3 at arbitrarily selected points with the space. Cases 2 and 3 converged to similar designs while Case 1 appeared to converge to another local minimum. There was significant variation in the number of iterations (system analyses) required for each case and this appeared to depend upon the starting location. The CSD framework was applied to the same 12 DV problem discussed above (Cases 4-6) Cases 4 and 5 started with the same initial database (49 designs) and Case 6 started with a database about ½ the size (25 designs). All three cases converged to similar designs. All three designs were feasible and each weighed less than any of the NAND designs. The total number of system analyses (design iterations plus initial database) were similar for all three cases and where anywhere from 50% to an order of magnitude less than that required for the NAND approach. The 12 DV cases involved only continuous design variables and thus did not fully exercise the capabilities of the hybrid, mixed approach but did serve to benchmark the CSD performance.
Cases 7-13 in Table 3 summarize the results achieved for the 29 DV problem. They involved the use of different sized initial databases and a brief study related to the control parameters for simulated annealing. No comparative results similar to the NAND approach for the 12 DV problem were available since this is a true mixed optimization problem and gradient-based optimizers cannot address this problem. All of the resulting designs were feasible and provided a 3.2% to 9.2% reduction in weight over the least weight design in the entire database (which was infeasible). This was accomplished with a total number of system analyses (initial database plus design iterations) in a range of 150 to 200. This is a marked improvement in comparison with even the NAND results on the smaller 12 DV problem.
Limited space does not allow detailing all the final designs for this study. It is not possible at this time to state that any of these designs are more than local optimum. In Cases 10-12 various cooling schedules for the simulated annealing step in the hybrid, mixed optimization algorithm were invoked. These three cases resulted in different final designs with Case 12 providing the least weight design achieved to date. For this design 9 of the design variables were at side constraints, and none of the constraints were exactly satisfied with only the range requirement near active. It is not unreasonable to expect that this would occur since a number of important propulsion system design variables are discrete and changes in these discrete variables to achieve feasibility may not allow the design to reside on constraint surfaces.
The most interesting of these cases is Case 13 for which some additional details are provided. In Case 13 ten iterations of CSD were performed using the same constraints as Cases 7-12. After ten iteration, the database had grown to 158 designs. At this point, as is the case in many actual design studies, the "requirements" were changed. The maximum and minimum level flight speeds, maximum steady rate of climb, maximum range and takeoff distance constraints were all modified to be more "demanding". Figure 5 represents the convergence history for this case and presents the weight, range, maximum speed and takeoff distance versus iteration. Note iteration 10 is when the constraints were changed. The solid lines indicate the actual system states as determined by the system analysis and the dashed lines the neural network response surface approximations at that design step. One notes that as the design converges the approximations improve as additional training data is added in the vicinity of the final design.
It is of particular interest to realize that it only required 22 additional system analyses to achieve this new feasible, optimal design. By being able to exploit the information developed during the "earlier studies" CSD was able to significantly reduce the computational requirements for this multidisciplinary system. A fairly demanding implementation of the CSD framework has been demonstrated using a complex, multidisciplinary system. This was accomplished through the development of a coupled, system analysis for this special class of flight vehicles, EPUAVs, and an adaptation of the basic CSD algorithm to allow for optimization of systems which are mixed, thus containing both continuous and discrete design variables.
Two series of studies were presented containing 12 and 29 design variables respectively. In each case the CSD framework was able to identify feasible designs with significant weight reductions relative to any "previously considered" (i.e. initial database) designs. This was accomplished with a practical number of system analyses.
One final aspect of the current work was associated with the manner in which the software was developed. The SA was developed independently of the CSD framework and could function as a "standalone" code. Its adaptation to the CSD framework was performed by engineers who had not been involved in the development of the CSD framework code and was done with a relatively small amount of training and documentation.
Future efforts will focus on the performance of this hybrid optimization algorithm and evaluation of the character of the response surface approximations to this complex, discontinuous design space.
