Abstract. This short note provides an improvement on a recent result of Vecchio on a norm bound for the inverse of a lower triangular Toeplitz matrix with nonnegative entries. A sharper asymptotic bound is obtained in addition to a version for matrices of finite order. The results are shown to be nearly best possible under the given constraints.
1. Introduction. This paper provides an improvement on a recent result of Vecchio on inverses of lower triangular Toeplitz matrices. We refer the reader to Vecchio [13] for a discussion of applications particularly those to the stability analysis of linear methods for solving Volterra integral equations. Example 1 displays an improvement in that realm. Other references on the topic, mentioned in [13] , include [1] , [2] , [7] , [10] , [11] , and [12] .
The matrices of interest here are (n + 1) × (n + 1) truncations of infinite lower triangular matrices generated by sequences {a i } i≥0 , i.e.,
We will prove the following theorem. Theorem 1.1. Suppose that the sequence {a i } i≥0 satisfies
for some constant a and all n. Then
and, in particular, if a > 0,
Note that Vecchio [13] obtained a comparable (to (1.4)) though less sharp result
and the methods used therein do not seem amenable to a bound for finite n as in (1.3). Since we are primarily interested in reliable and applicable, explicit bounds for finite n, standard Lyapunov stability methods (cf. [3] , [4] , [5] , [6] , [8] , [9] , and references therein) are also not directly applicable.
Note (optimality of Theorem 1.1). Suppose a 1 = a 0 > 0 and a i ≡ a for 2 ≤ i ≤ n. Also, for 0 ≤ i ≤ n, let
It is easy to verify that in this case
and hence if a > 0,
i and hence
if n is even.
Note that (1.8) and (1.9) compare quite favorably with (1.3), and that for a > 0, (1.4) is in fact optimal under the monotonicity assumption in (1.2).
We close this section with an example. Example 1. In [13] , the difference, E n , between the analytical and numerical solutions due to the application of a direct quadrature (DQ) method to the Volterra integral equation (VIE) 
where E n = A n Γ n , and c 1 , c 2 , and A n vary according to the DQ method used (see [13] ).
Applying (1.3) in place of (1.4) gives
The next section comprises a proof of Theorem 1.1. 
Note that if we set
for 0 ≤ i ≤ n, then h 0 = 1 and
for 1 ≤ i ≤ n, and hence we will restrict attention to the simpler sequence {h i }. Now, set γ −1 = 1 and for 0 ≤ i ≤ n, let
be the successive difference, which is nonnegative under the monotonicity assumption in (1.2) .
Also, define the nonnegative sequence {S i } by S i = 0 for i ≤ −2, S −1 = 1 and
for i ≥ 0. Downloaded 08/04/12 to 152.17.52.70. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php A key to obtaining our bound will be a splitting of h i into positive and negative parts as given by Lemma 2.1. Note that (2.8) may be compared with the use of the fundamental matrix {u j } in [13] given by
for n ≥ 0. In fact, it is not difficult to show that S i = u i+1 for all i ≥ −1. The following lemma follows from (2.6) in [13] . For completeness, we give a proof here.
Lemma 2.1. We have
Proof. Note that taking differences in (2.6) gives
for i ≥ 1. In addition, by (2.4)
for i ≥ 1, and hence
and {h j } j>0 satisfy the same recurrence and the lemma follows.
We require the following lemma concerning alternating sums over subsequences of
Proof. If m ≤ 0, (2.12) is immediate. Suppose (2.12) holds for m < N where N > 0. For m = N , we have 
where the first inequality in (2.13) follows by induction.
We are now in a position to prove Theorem 1. 
where for 0 ≤ j ≤ n − 1,
(2.16) Lemma 2.2 and (2.14) give for some sequence Remark. Note that if knowledge of a n is available, then (2.18) provides an improvement on (2.19).
