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a b s t r a c t
In this work, we give nonresonance conditions for a singular quasilinear two-point bound-
ary value problem
(ϕp(u′))′ + h(t)f (t, u) = k(t, u, u′), a.e. in (0, 1),
u(0) = u(1) = 0,
where ϕp(x) = |x|p−2x, p > 1, f ∈ C([0, 1] × R,R), h is a nonnegative measurable func-
tion on (0, 1), and k : (0, 1) × R × R → R is a Carathéodory function dominated by
K ∈ L1(0, 1), i.e., |k(t, x, y)| ≤ K(t) for all (t, x, y) ∈ (0, 1)× R× R.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
This work is concerned with nonresonance conditions for the following singular quasilinear two-point boundary value
problem:
(ϕp(u′))′ + h(t)f (t, u) = k(t, u, u′), a.e. in (0, 1),
u(0) = u(1) = 0, (P)
where ϕp(x) = |x|p−2x, p > 1, f ∈ C([0, 1] × R,R), h is a nonnegative Lebesgue measurable function on (0, 1) and
k : (0, 1)×R×R→ R is a Carathéodory function such that k = k(t, x, y) is Lebesgue measurable in t for all (x, y) ∈ R×R
and continuous in (x, y) for almost all t ∈ (0, 1). We further assume that there is a K ∈ L1(0, 1) such that |k(t, x, y)| ≤ K(t)
for all (t, x, y) ∈ (0, 1)× R× R.
Conditions on h(t)f (t, u)which ensure the solvability of the problem (P) for any function k of the class assumed here are
often called nonresonance conditions. Nonresonance conditions have been given a considerable amount of attention in the
literature as researchers seek to obtain general solvability conditions for problems of type (P). See, e.g., [1–5] for semilinear
problems (p = 2), and [6–11] for quasilinear problems.
Nkashama and Robinson [4] obtained nonresonance conditions for the problem (P) for p = 2, h ≡ 1, f (t, u) = m2u+
f1(u), where m is a positive integer, f1 ∈ C(R,R) with at most linear growth, and k(t, x, y) = k1(t) ∈ L2(0, 1). They used
some technical lemmas relating the concepts of weak convergence and average values to prove their results on solvability of
the problem (P). Recently, Rynne [5] generalized those lemmas in a study of nonresonance for the Sturm–Liouville boundary
value problem with jumping nonlinearities. In this work, we use the ideas of [4,5] to present nonresonance conditions for a
singular quasilinear two-point boundary value problem (P).
The rest of this work is organized as follows. In Section 2, we introduce some preliminaries including definitions and
some lemmas for later use. In Section 3, the proof of the main result is given.
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2. Preliminaries
Let C10 [0, 1] denote the Banach space of continuously differentiable functions u satisfying u(0) = u(1) = 0 with norm
‖u‖1 = maxt∈[0,1] |u′(t)|. By a C1-solution u of (P), wemean a function u ∈ C10 [0, 1]with ϕp(u′) ∈ W 1,1(0, 1)which satisfies
(P) almost everywhere. Note that solutions u of (P) may not be in C10 [0, 1] if h has a strong singularity at t = 0 and/or 1.
Throughout this work, we assume the following hypotheses.
(F) There exist two positive constantsmf ,Mf such thatmf |u|p ≤ uf (t, u) ≤ Mf |u|p for all (t, u) ∈ [0, 1] × R.
(H) h ≢ 0 on any subinterval in (0, 1) and h ∈ A. Here
A =

h ∈ L1loc((0, 1), [0,∞))
∫ 1
0
sp−1(1− s)p−1h(s) ds <∞

.
Define g by g(t, v) = f (t, v)/ϕp(v) for (t, v) ∈ [0, 1] × (R \ {0}). Then g ∈ C([0, 1] × (R \ {0}), [mf ,Mf ]). We define
functions g±, g± : [0, 1] → R as they were defined in [5]. Thus we define, for each t ∈ [0, 1], g+(t) and g+(t) as the
maximal and minimal extended real numbers, respectively, such that, given any sequence of intervals, {(an, bn)} ⊂ [1,∞),
with bn →∞, and lim infn→∞(bn − an)/bn > 0, we have
g+(t) ≤ lim inf
n→∞
1
bn − an
∫ bn
an
g(t, x)dx ≤ lim sup
n→∞
1
bn − an
∫ bn
an
g(t, x)dx ≤ g+(t).
Similarly, we define g−(t) and g−(t) as the maximal and minimal extended real numbers satisfying
g−(t) ≤ lim inf
n→∞
1
bn − an
∫ −an
−bn
g(t, x)dx ≤ lim sup
n→∞
1
bn − an
∫ −an
−bn
g(t, x)dx ≤ g−(t).
It is clear that for all t ∈ [0, 1],
lim inf
x→∞ g(t, x) ≤ g+(t) ≤ g
+(t) ≤ lim sup
x→∞
g(t, x)
and
lim inf
x→−∞ g(t, x) ≤ g−(t) ≤ g
−(t) ≤ lim sup
x→−∞
g(t, x),
where these inequalities can be strict. Examples illustrating this definition are given in [4].
In addition to (F) and (H) we make the following hypothesis.
(G) There exist a positive number x0 and an increasing function θ : [0, 1] → [0,∞) such that limt→0 θ(t) = 0 and
|g(t, x)− g(s, x)| ≤ θ(|t − s|) for all t, s ∈ [0, 1], |x| ≥ x0.
The following lemma can be obtained without any change in the proof of Lemma 2.8 in [5].
Lemma 2.1. Let {un} ⊆ C10 [0, 1] and {ρn} ⊆ (0,∞) be such that ρn →∞ and (un/ρn)→ v in C1[0, 1], where v has a finite
set of critical points. Suppose that g satisfies (G). Then, for each σ ∈ {±} and any interval [α, β] ⊆ {t : σv(t) > 0},∫ β
α
gσ (s)ds ≤ lim inf
n→∞
∫ β
α
g(s, un(s))ds
≤ lim sup
n→∞
∫ β
α
g(s, un(s))ds ≤
∫ β
α
gσ (s)ds.
Now consider the following nonlinear eigenvalue problem:
(ϕp(u′))′ + µh(t)ϕp(u) = 0, a.e. in (0, 1),
u(0) = u(1) = 0. (Eµ)
In [12], Kajikiya et al. showed the existence and properties of eigenvalues for the problem (Eµ) as follows.
Theorem 2.2 ([12]). Let p > 1 and h ∈ A. Then there exists a set of eigenvalues for (Eµ) which satisfies the following.
(i) It is a countable set {µn|n ∈ N} such that µn is strictly increasing on n and diverges to∞ at n →∞.
(ii) Its corresponding eigenfunctions u belong to C10 [0, 1] and ϕp(u′) ∈ W 1,1(0, 1).
(iii) Each eigenspace is one-dimensional.
(iv) Any eigenfunction corresponding to µn has exactly n− 1 simple zeros in (0, 1).
(v) If µ is an eigenvalue for (Eµ) with µ ≠ µn, then corresponding eigenfunctions are not in C1[0, 1].
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Finally we give a comparison lemma which is a direct consequence of Lemma 3.3 in [12].
Lemma 2.3. For i = 1, 2, let ui satisfy (ϕp(u′))′+ hi(t)ϕp(u) = 0, a.e. in (0, 1), ui ∈ C1[0, 1], and hi ∈ A. Assume in addition
that u1 ≢ 0 in (t1, t2), where t1, t2 are zeros of u1 and h1(t) < h2(t) for a.e. in (t1, t2). Then there exists s ∈ (t1, t2) such that
u2(s) = 0.
Proof. If the conclusion is not true, then, without loss of generality, we may assume u2(t) > 0 for all t ∈ (t1, t2). By Lemma
3.3 in [12], we have∫ t2
t1
(h1(t)− h2(t))|u1|pdt ≥ 0.
This contradicts the fact that h1(t) < h2(t) a.e. in (t1, t2). 
3. The main result
Recall that g(t, v) := f (t, v)/φp(v) for v ≠ 0. The following is the main theorem in this work.
Theorem 3.1. Assume that g satisfies (G) and g±, g± lie in an interval (µk, µk+1) for some k ∈ {0, 1, 2, . . .}. Here, µ0 = 0.
Then (P) has a C1-solution u0.
Proof. Consider the following equation:
(ϕp(u′))′ + F(λ, u)(t) = 0, a.e. in (0, 1),
u(0) = u(1) = 0, (Pλ)
where λ ∈ [0, 1], γ is a fixed constant in (µk, µk+1), and
F(λ, u)(t) = (1− λ)γ h(t)ϕp(u(t))+ λh(t)f (t, u(t))− λk(t, u(t), u′(t)).
Note that for all (λ, u) ∈ [0, 1]×C10 [0, 1], F(λ, u) ∈ L1(0, 1). Indeed, by Lemma 2.2 in [13], we have |u(t)| ≤ 2t(1− t)‖u‖1.
Then, we have
|F(λ, u)(t)| ≤ [γ +Mf ]h(t)|u(t)|p−1 + K(t)
≤ [γ +Mf ]2p−1tp−1(1− t)p−1h(t)‖u‖p−11 + K(t),
and it follows from h ∈ A that F(λ, u) ∈ L1(0, 1).
For all (λ, u) ∈ [0, 1] × C10 [0, 1], there exists uniquely α(λ, u) ∈ R such that∫ 1
0
ϕ−1p
[
α(λ, u)−
∫ s
0
F(λ, u)(τ )dτ
]
ds = 0
and let us define H : [0, 1] × C10 [0, 1] → C10 [0, 1] by
H(λ, u)(t) =
∫ t
0
ϕ−1p
[
α(λ, u)−
∫ s
0
F(λ, u)(τ )dτ
]
ds.
Then it can be easily proved that H : [0, 1] × C10 [0, 1] → C10 [0, 1] is completely continuous (see [7,13,14]). Furthermore,
we can easily find that u = H(λ, u) for (λ, u) ∈ [0, 1] × C10 [0, 1] if and only if u is a C1-solution of (Pλ).
We claim that there exists R > 0 which is independent of λ ∈ [0, 1] such that if u = H(λ, u), then ‖u‖1 < R. Indeed,
suppose on the contrary that there exists a sequence {(λn, un)} in [0, 1]×C10 [0, 1] such that un = H(λn, un) and ‖un‖1 →∞
as n →∞. Put vn = un/‖un‖1. Then,
vn(t) =
∫ t
0
ϕ−1p

α(λn, un)
‖un‖p−11
−
∫ s
0
F(λn, un)(τ )
‖un‖p−11
dτ

ds
=
∫ t
0
ϕ−1p
[
α(xn)−
∫ s
0
xn(τ )dτ
]
ds,
where xn(t) = F(λn,un)(t)‖un‖p−11 ∈ L
1(0, 1) and α(xn) is the unique constant such that∫ 1
0
ϕ−1p
[
α(xn)−
∫ s
0
xn(τ )dτ
]
ds = 0.
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Since {xn} is bounded in L1(0, 1), α(xn) is bounded, and thus {vn} and {v′n} are equicontinuous on [0, 1]. It follows from‖vn‖1 = 1 that maxt∈[0,1] |vn(t)| ≤ C for some C > 0, for all n. By the Ascoli–Arzelà theorem, there exists a subsequence of
{vn}, say again, {vn}, such that vn → v in C10 [0, 1]. We may assume that α(xn)→ α∗ ∈ R and λn → λ∗ ∈ [0, 1].
Let us denote g(t, un(t)) by gn(t). It follows from {gn} being a bounded sequence in L∞(0, 1) = (L1(0, 1))′ and L1(0, 1)
being a separable Banach space that there exists a subsequence, say again, {gn}, such that gn → Gweak star in L∞(0, 1). Let
ℵ[a,b] be the characteristic function, i.e.,
ℵ[a,b](t) =

1, if t ∈ [a, b],
0, if t ∉ [a, b].
It follows from Lemma 2.2 in [13] and the Lebesgue dominated convergence theorem that
ℵ[0,t](·)h(·)ϕp(vn(·))→ ℵ[0,t](·)h(·)ϕp(v(·)) in L1(0, 1),
and thus∫ t
0
gn(s)h(s)ϕp(vn(s))ds →
∫ t
0
G(s)h(s)ϕp(v(s))ds.
Now for each t ∈ [0, 1],we have
ϕp(v
′
n(t)) = α(xn)−
∫ t
0
[(1− λn)γ + λngn(s)]h(s)ϕp(vn(s))ds+ λn
 t
0 k(s, un(s), u
′
n(s))ds
‖un‖p−11
and letting n →∞we get
ϕp(v
′(t)) = α∗ −
∫ t
0
[(1− λ∗)γ + λ∗G(s)]h(s)ϕp(v(s))ds.
Thus v satisfies
(ϕp(v
′(t)))′ + [(1− λ∗)γ + λ∗G(t)]h(t)ϕp(v(t)) = 0, a.e. in (0, 1),
v(0) = v(1) = 0.
Note thatmf ≤ G ≤ Mf a.e. in [0, 1] since 0 < mf ≤ g ≤ Mf . Then by Lemma 4.4 in [12], v has at most finite zeros in [0, 1]
and so does v′ since v is concave in {t ∈ [0, 1] | v(t) > 0} and is convex in {t ∈ [0, 1] | v(t) < 0}. Since gn → Gweak star
in L∞(0, 1) and ℵ[a,b] ∈ L1(0, 1), for any subinterval [a, b] of [0, 1], we have
lim
n→∞
∫ b
a
gn(s)ds =
∫ b
a
G(s)ds.
By Lemma 2.1, for any interval [a, b] ⊂ {t : v(t) > 0},∫ b
a
g+ds ≤
∫ b
a
G(s)ds ≤
∫ b
a
g+ds
and for any interval [c, d] ⊂ {t : v(t) < 0},∫ d
c
g−ds ≤
∫ d
c
G(s)ds ≤
∫ d
c
g−ds.
Hence, by the same argument as in the proof Lemma 2 in [4], we have g+ ≤ G ≤ g+ a.e. in {t : v(t) > 0}, and
g− ≤ G ≤ g− a.e. in {t : v(t) < 0}, and thus µk < (1 − λ∗)γ + λ∗G(t) < µk+1 a.e. in (0, 1). Since v ∈ C10 [0, 1]
and µk < (1 − λ∗)γ + λ∗G(t) a.e. in (0, 1), v has at least k interior zeros by Lemma 2.3. Then any eigenfunctions
corresponding to µk+1 must have k + 1 interior zeros in (0, 1) by Lemma 2.3 and (1 − λ∗)γ + λ∗G(t) < µk+1 a.e. in
(0, 1), which contradicts (iv) of Theorem 2.2. Thus, the claim is established and degLS(I−H(λ, ·), BR(0), 0) are well-defined
and independent of λ ∈ [0, 1]. Here BR(0) is the open ball with radius R and center 0 in C10 [0, 1]. Therefore, by Theorem 3.2
in [13], degLS(I−H(1, ·), BR(0), 0) = degLS(I−H(0, ·), BR(0), 0) = (−1)k.Hence there is a C1-solution u0 ∈ BR(0) of (P). 
Remark 3.2. Note that Theorem 3.1 holds without the assumption (G) on g if the function f depends only on u since one
can obtain a lemma which is analogous to Lemma 2.1 (see Lemma 1 in [4]).
Acknowledgement
The authors thank the referee for his or her helpful remarks.
1404 C.-G. Kim, J.R. Ward / Applied Mathematics Letters 24 (2011) 1400–1404
References
[1] H. Asakawa, Nonresonant singular two-point boundary value problems, Nonlinear Anal. 44 (2001) 791–809.
[2] P. Habets, F. Zanolin, Upper and lower solutions for a generalized Emden–Fowler equation, J. Math. Anal. Appl. 181 (1994) 684–700.
[3] A. Marcos, Nonresonance conditions on the potential for a semilinear Dirichlet problem, Nonlinear Anal. 70 (2009) 335–351.
[4] M.N. Nkashama, S.B. Robinson, Resonance and nonresonance in terms of average values, J. Differential Equations 132 (1996) 46–65.
[5] B.P. Rynne, Non-resonance for Sturm–Liouville problems with jumping nonlinearities in terms of average values, Nonlinear Anal. 51 (2002)
1319–1326.
[6] M. Cuesta, J.P. Gossez, P. Omari, Nonresonance to the right of the first eigenvalue for the one-dimensional p-Laplacian, Nonlinear Anal. 38 (1999)
481–496.
[7] M. García-Huidobro, R. Manásevich, F. Zanolin, Strongly nonlinear second order ODE’s with unilateral conditions, Differential Integral Equations 6
(1993) 1057–1078.
[8] D. Jiang, H. Zhang, Nonuniform nonresonant singular Dirichlet boundary value problems for the one-dimensional p-Laplacian with sign changing
nonlinearity, Nonlinear Anal. 68 (2008) 1155–1168.
[9] M. Cuesta, M. García-Huidobro, A nonresonance result for strongly nonlinear second order ODE’s, Adv. Differential Equations 6 (2001) 1219–1254.
[10] P. Yan, Nonresonance for one dimensional p-Laplacian with regular restoring, J. Math. Anal. Appl. 285 (2003) 141–154.
[11] M. Zhang, Nonuniform nonresonance of semilinear differential equations, J. Differential Equations 166 (2000) 33–50.
[12] R. Kajikiya, Y.H. Lee, I. Sim, One dimensional p-Laplacian problem with a strong singular indefinite weight, I. Eigenvalue, J. Differential Equations 244
(2008) 1985–2019.
[13] R. Kajikiya, Y.H. Lee, I. Sim, Bifurcation of sign-changing solutions for one dimensional p-Laplacian problemwith a strong singular weight; p-sublinear
at∞, Nonlinear Anal. 71 (2009) 1235–1249.
[14] D. O’Regan, Some general existence principles and results for (φ(y′))′ = qf (t, y, y′), 0 < t < 1, SIAM J. Math. Anal. 24 (1993) 648–668.
