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Abstract
We determine the irreducible representations of quasi-simple groups in which some element of prime
order p has less than p distinct eigenvalues. Let p be a prime greater than 2. Let C denote the field of com-
plex numbers, GL(n,C) the group of all (n× n)-matrices over C. Let G ⊆ GL(n,C) be a finite irreducible
subgroup, Z(G) the center of G. Let p > 2 be a prime. We call G an Np-group if it contains a matrix g
such that gp is scalar, g has at most p − 1 distinct eigenvalues and g does not belong to a proper normal
subgroup of G. We assume p > 2 as no N2-group exist for n > 1. This paper is a major step toward the
determination of all Np-groups. This will serve for recognition of finite linear groups containing a given
matrix with the above property for some p. The bulk of the work is to determine quasi-simple Np-groups.
This is done in the current paper, and the general case will be dealt with in a subsequent work.
© 2008 Elsevier Inc. All rights reserved.
Keywords: Finite linear groups; Representation theory of finite groups
1. Introduction
Let C denote the field of complex numbers, GL(n,C) the group of all (n×n)-matrices over C.
Let G ⊆ GL(n,C) be a finite irreducible subgroup, Z(G) the center of G. Let p > 2 be a prime.
We call G an Np-group if it contains a matrix g such that gp is scalar, g has at most p−1 distinct
eigenvalues and g does not belong to a proper normal subgroup of G. We assume p > 2 as no
N2-group exists for n > 1.
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recognition of finite linear groups containing a given matrix with the above property for some p.
In general, identification of finite matrix groups that contain a single matrix with a certain prop-
erty is required for many applications. Intensive work in the area has been continuing from the
19th century.
The bulk of the work is to determine quasi-simple Np-groups. This is done in the current
paper, and the general case will be dealt with in a subsequent work. The case where g has at
most p − 2 distinct eigenvalues has been settled in the previous paper [30]. A particular case of
the problem where the group has a cyclic Sylow p-subgroup is considered in [28], and it serves
as a base of induction in this work.
As we use the classification of finite simple groups, we prefer to use the language of group
representation theory. Let G be the universal covering of a non-abelian finite simple group and
p > 2 a prime. In this paper we determine the irreducible representations θ of G and elements
g ∈ G with gp ∈ Z(G) such that the matrix θ(g) has exactly p − 1 distinct eigenvalues, equiv-
alently, the minimum polynomial of θ(g) is of degree p − 1. This is done in Theorem 1.1. The
paper contains some results of similar kind for p-elements g ∈ G not necessarily satisfying the
condition gp ∈ Z(G) as well as some results on modular representations with the above prop-
erties. Of course, all results remains valid for non-modular representations over an algebraically
closed field of prime characteristic.
In the statement below, An denotes the alternating group of order n!/2 and M12, M22, M23,
J2, J3, Co1, Suz and Ru are sporadic simple groups denoted as in the Atlas of Finite Simple
Groups [3]. Our notation for classical groups is standard; to be precise, we mention that U(n,q)
means the unitary group over the field of q2 elements. Let ε be a primitive pth root of 1.
Theorem 1.1. Let G be the universal covering of a non-abelian finite simple group and let g ∈ G
be a p-element with gp ∈ Z(G) for p > 2. Let θ be a complex irreducible representation of G.
Suppose that θ(g) has exactly p − 1 distinct eigenvalues. Then gp = 1 and one of the following
holds:
(1) Sylow p-subgroups of G are cyclic in which case the list of (G,g, θ) is provided by Theo-
rem 2.1 below;
(2) G/Z(G) = SL(2,p2), and dim θ = (p2 − 1)/2;
(3) G = Sp(4,p), g is not a transvection, and dim θ = (p2 − 1)/2;
(4) G/Z(G) = PSp(4,p), g is a transvection, and dim θ = p(p − 1)2/2;
(5) G = Sp(2n,3), n > 1, g is a transvection and dim θ = (qn ± 1)/2;
(6) G = SU(3,p), p > 3, g is a transvection, and dim θ = p(p − 1);
(7) G/Z(G) = PSU(4,3), |θ(Z(G))| = 6, |g| = 3 and dim θ = 6;
(8) G/Z(G) = PSU(n, q), n > 2, q even, p = q + 1, (n,p) = 1, rank(g − z · Id) = 1 for some
z ∈ Fq2 , dim θ = (qn + (−1)nq)/(q + 1) or (qn − (−1)n)/(q + 1);
(9) G/Z(G) = An, p = 3 or 5, g is a p-cycle, |θ(Z(G))| = 2, dim θ = 2(n−3)/2 for n odd, and
dim θ = 2(n−2)/2 for n even or n = 6, p = 3, g is not necessarily a 3-cycle and dim θ = 4;
(10) G/Z(G) = Sp(6,2) for p = 3, or O+(8,2) for p = 3,5, |θ(Z(G))| = 2, and dim θ = 8;
(11) G/Z(G) = G2(4), |θ(Z(G))| = 2, p = 3,5 and dim θ = 12;
(12) G/Z(G) = Suz, |θ(Z(G))| = 6, |g| = 3 or 5 and dim θ = 12;
(13) G/Z(G) = J2, |θ(Z(G))| = 2, p = 3 and dim θ = 6;
(14) G = Co1, p = 3,5,7 and dim θ = 24.
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pth root of unity, except in items (7), (12) for p = 3 and (6) for θ of dimension (qn − (−1)n)/
(q + 1). In (6) the eigenvalues of θ(g) can be {1, ε, . . . , εp−1} \ εi for arbitrary i with 0 < i < p
depending on the choice of g and θ . In (6) these can be {1, ε, ε2} \ εi for any i = 0,1,2.
Some groups do not occur in the statement due to the isomorphisms PSL(2,9) ∼= A6,
SL(4,2) ∼= A8, etc. In the statement above we only indicate dim θ . However, we can identify
θ itself as well. For groups whose character tables are available explicitly, this is the matter of
straightforward inspection. In (2), (3), (5), (6) and (8) θ is a Weil representation of the relevant
group. In (9) θ is a well known basic representation of G. Concerning item (1) of the theorem,
observe that the list of Theorem 2.1 includes also the cases where θ(g) has less than p−1 distinct
eigenvalues. These extra cases are recorded in Theorem 2.2.
Notation. If m, n are integers, (m,n) stands for the greatest common divisor of m, n. Through-
out the paper p is a fixed prime integer, and F is an algebraically closed field of characteristic 0
unless otherwise stated. If H is a group then H ′ is the commutator subgroup of H. If h ∈ H
then o(h) is the order of the image of h in H/Z(H). For a, b ∈ H we set [a, b] = aba−1b−1.
For a finite group H we denote by ρH the regular character, the regular representation of H or
regular H -module; similarly, 1H denotes the trivial character, the one-dimensional trivial repre-
sentation of H or the trivial H -module. Throughout the paper all representations considered are
finite-dimensional and all modules are finitely generated. Symbol θ ∈ IrrF H means that θ is an
irreducible F -representation of H . If F is the field of complex numbers, we omit F and write
θ ∈ IrrH . If θ is a representation of H and h ∈ H then deg θ(h) stands for the degree of the min-
imal polynomial of θ(h) and Spec θ(h) stands for the set of all eigenvalues of θ(h), disregarding
the multiplicities. In order to describe Spec θ(h) for h being of prime order we introduce the fol-
lowing sets of pth roots of unity. Let ε be a primitive pth root of 1; then λp = {ε, . . . , εp−1}. Set
νp = {εi} where i runs over non-quadratic residues modulo p, and μp = {εi} where i runs over
quadratic residues modulo p. We also set ν¯p = 1∪νp, μ¯p = 1∪μp , and ρjp = {1∪λp}\{εj , ε−j }
where j = 0. For coprime natural numbers p, q we denote by mp(q) (or mp) the order of q
modulo p, equivalently, the least number k such that qk ≡ 1 (modp). For uniformity of certain
reasoning we sometimes use symbols GLε(n, q), and SLε(n, q) where ε = 1 or −1. If ε = 1 then
these are simply the groups GL(n, q) and SL(n, q), if ε = −1 then these are the groups U(n,q)
and SU(n, q).
The meaning of saying that G is a finite reductive group is that there are a connected
reductive algebraic group G¯ and an algebraic group endomorphism Fr : G¯ → G¯ such that
G = {x ∈ G¯: Fr(x) = x} and G is finite. One usually expresses this as G = G¯Fr . For a finite
group G the expression G ∈ Chev(r) means that G is finite reductive and, additionally, the group
G¯ is simple simply connected defined over a field of characteristic r > 0. The choice of Fr de-
termines a field parameter q and we write G = G(q). In this paper the meaning of q and G(q) is
the same as in [13].
If X, Y are groups then X ◦Y denotes the central product of X, Y , that is, X ◦Y = (X×Y)/Z
where Z is a subgroup of Z(X × Y). So if Z = 1 then X ◦ Y coincides with X × Y .
2. Preliminaries and some known results
Theorem 2.1. (See [28].) Let G be a quasi-simple finite group with center Z. Let p be a prime
divisor of |G| and P a Sylow p-subgroup of G. Let M be a faithful irreducible FG-module.
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one of the following holds:
(1) G = PSL(n, q), |P | = (qn − 1)/(q − 1), n is an odd prime, (n, q − 1) = 1, (p, qk − 1) = 1
for k < n and dimM = |P | − 1;
(2) G = SL(2, q), q ≡ 1 (mod 4), |P | = (q + 1)/2, and dimM = |P | − 1;
(3) G = SL(2, q), q > 4 is even, |P | = q + 1, dimM = |P | − 1 or |P | − 2, and, if q > 8 then
|P | = p;
(4) G/Z(G) = PSL(2,p), |P | = p > 3, and dimM = (p ± 1)/2 or p − 1;
(5) G = Sp(2n,q), q is odd, n > 1 is a 2-power, (p, qk + 1) = 1 for k < n, |P | = (qn + 1)/2,
and dimM = |P | − 1;
(6) G = PSU(n, q), n is an odd prime, (n, q + 1) = 1, (p, qk + 1) = 1 for k < n, |P | = (qn +
1)/(q + 1), and dimM = |P | − 1;
(7) G = Ap , the alternating group, |P | = p > 5, and dimM = p − 1;
(8) G/Z(G) = A8 ∼= SL(4,2) or A9, |P | = 5, dimM = 8 and |Z(G)| = 2;
(9) G/Z(G) = A6 ∼= PSL(2,9), |P | = 5, dimM = 3 and |Z(G)| = 3;
(10) G/Z(G) = A7, |P | = 5 or 7, dimM = 4 and |Z(G)| = 2;
(11) G/Z(G) = A7, |P | = 7, dimM = 6, and |Z(G)| = 3 or 6;
(12) G/Z(G) = Sp(6,2), |P | = 5, dimM = 8, and |Z(G)| = 2;
(13) G/Z(G) = PSL(3,4) or PSU(4,3), |P | = 7, dimM = 6 and |Z(G)| = 6;
(14) G/Z(G) = G2(4), |P | = 7 or 13, dimM = 12 and |Z(G)| = 2;
(15) G = M11, |P | = 11, and dimM = 10;
(16) G = M23, |P | = 23, and dimM = 22;
(17) G/Z(G) = M12 or M22, |P | = 11, dimM = 10 and |Z(G)| = 2;
(18) G/Z(G) = Suz, |P | = 7 or 13, dimM = 12 and |Z(G)| = 6;
(19) G/Z(G) = J3, |P | = 19, dimM = 18 and |Z(G)| = 3;
(20) G/Z(G) = Ru, |P | = 29, dimM = 28 and |Z(G)| = 2;
(21) G/Z(G) = J2, |P | = 7, dimM = 6, and |Z(G)| = 2;
(22) G/Z(G) = Co1, p = 13 and dimM = 24.
Conversely, for all these cases M|P does not contain the regular FP-submodule. In addition,
Spec θ(g) consists of all non-trivial |P |-roots of unity, except for the following cases:
(a) G/Z(G) = PSL(2,p), |P | = p > 3, and dimM = (p − 1)/2 where Spec θ(g) = μp or νp;
(b) G/Z(G) = PSL(2,p), |P | = p > 3, and dimM = (p + 1)/2 where Spec θ(g) = μ¯p or ν¯p;
(c) G/Z(G) ∼= A6, p = 5, and dim θ = 3, where Spec θ(g) = μ¯p or ν¯p;
(d) G/Z(G) ∼= A7, p = 7, and dim θ = 4 where Spec θ(g) = μ¯p or ν¯p;
(e) G/Z(G) = PSL(2, q), q > 4 even, |P | = q+1 and dimM = q−1 where Spec θ(g) consists
of all |P |-roots of unity but two of them inverse to each other.
Remark. Let H be a group such that H = H ′ ·Z(H) and let h ∈ (H \Z(H)) be a p-element. Let
φ ∈ IrrH and θ = φ|H ′ . Then θ is irreducible and there is a p-element g ∈ H ′ such that o(g) =
o(h) and deg θ(g) = degφ(h). This rather obvious claim will be used later with no reference,
especially, when H ′ is as in Theorem 2.1.
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a prime p > 3, let g ∈ G with gp ∈ Z(G). Suppose that 〈gG〉 = G and degg < p − 1. Then one
of the following holds:
(A) degg = n = (p− 1)/2 and G/Z(G) ∼= PSL(2,p); in addition, Specg = α · νp or α ·μp for
some α ∈ F .
(B) degg = (p + 1)/2 and one of the following holds:
(1) G/Z(G) = PSp(2k,p) and g ∈ Z(G) is a transvection in G/Z(G); furthermore, either
k > 1 and n = (pk ± 1)/2 or else k = 1 and n = (p + 1)/2;
(2) G/Z(G) = F 2kp · Sp(2k,p), a semidirect product of Sp(2k,p) and the additive group
of the natural Sp(2k,p)-module F 2kp , k  1, the projection of g into Sp(2k,p) is a
transvection and n = pk;
(3) G/Z(G) = A6 ∼= PSL(2,9), p = 5 and n = 3;
(4) G/Z(G) = A7, p = 7 and n = 4;
(5) G/Z(G) = J2, p = 5 and n = 6;
(6) G/Z(G) ∼= A5 ×A5, p = 5 and n = 4.
In addition, Specg = α · ν¯p or α · μ¯p where α is as above.
(C) degg = n = p−2, G/Z(G) = SL(2, q) for q even. In addition, Spec θ(g) = α ·ρjp for some
j with 1 j  (p − 1)/2.
Theorem 2.3. (See [25,26].) Let g ∈ G where G is a quasi-simple group of Lie type in char-
acteristic p > 2 and |g| = p. Let θ ∈ IrrG and θ(g) = p − 1. Suppose that θ is faithful and
G/Z(G) PSL(2,p). Then one of the following holds:
(1) G = PSU(3,p), dim θ = p(p − 1) and g is a transvection;
(2) G = SL(2,p2) and dim θ = (p2 − 1)/2;
(3) G = Sp(4,p), dim θ = (p2 − 1)/2 and g is not a transvection;
(4) G = PSp(4,p), dim θ = p(p − 1)2/2 and g is a transvection;
(5) G = Sp(2n,3), n > 1, p = 3, g is a transvection and dim θ = (3n ± 1)/2;
(6) G = 6 · SU(4,3) and dim θ = 6.
In addition, Spec θ(g) = λp . Moreover, in each case (1)–(6) there exists θ satisfying the above
conditions.
Proof. If G ∈ Chev(p) (and θ is not necessarily faithful), the theorem has been proved in [26],
except computing the dimension of θ in case (5) which is done in [22]. Suppose that G /∈
Chev(p), that is, G/Z(G) has sporadic Schur multiplier. Then G/Z(G) ∈ {Ω(7,3), PSU(4,3),
PSL(2,9), G2(3)}. These groups are available in [3]. So the result follows by computations with
the characters given in [3]. 
The following is a particular case of the main result in [6]. Recall that if G is a group and
g ∈ G then o(g) is the order of the projection of g into G/Z(G).
Theorem 2.4. Let V be an orthogonal, unitary or symplectic space over a finite field of char-
acteristic r , let H = I (V ) be the group of isometries of V . Assume that H ′ is quasi-simple and
that dimV > 6 in the orthogonal case. Let G be a group such that (|Z(G)|, r) = 1 and, for a
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Let g ∈ G be a semisimple p-element such that g stabilizes an isotropic (singular) subspace of
V and, in the unitary case either (p, |Z(H)|) = 1 or gq+1 ∈ Z(G). Let φ ∈ IrrG and s := o(g).
If 1 < degφ(g) < s then H = U(m,q) for q even, s = q + 1, degφ(g) = q , and g has an
eigenspace on V of dimension m− 1.
Observe that q + 1 is either prime or 9 in virtue of Lemma 2.9 below. Furthermore, G/Z =
SU(n, q) if (n,p) = 1.
Lemma 2.5. (See [23].) Assume the hypothesis of Theorem 2.4. Then φ is a Weil representation
of G and dimφ = (qn + (−1)nq)/(q + 1) or (qn − (−1)n)/(q + 1).
Lemma 2.6. (See [23].) Let G = SU(n, q) where n is odd. Then there exists a unique irreducible
complex representation φ of G of dimension (qn − q)/(q + 1). In addition, φ is a Weil represen-
tation of G and φ|Z = Id.
Theorem 2.7. (See [29].) Let G be the universal covering of the alternating group An where
n > 7. Let θ ∈ IrrG and 1 < deg θ(g) < p. Suppose that S is not cyclic. Then p = 3 or 5, g has
a single p-cycle on {1,2, . . . , n}, Spec θ(g) = λp , θ is a so-called basic representation of G. In
addition, if (p,n) = 1 then dim θ = 2(n−3)/2 for n odd, and dim θ = 2(n−2)/2 for n even; if n is
divisible by p then dim θ = 2(n−3)/2 for n odd, and dim θ = 2(n−4)/2 for n even.
Lemma 2.8. Let T = UH be a finite group where H = 〈h〉 is a cyclic p-subgroup and U is
a normal r-subgroup for some prime r = p. Let |H/CH (U)| = pk . Let F be a field of char-
acteristic f and let φ be an F -representation of T faithful on U . Suppose that (f, r) = 1 and
1 < degφ(h) < o(h). Then U is non-abelian and pa = rb + 1 for some a, b ∈ N. Additionally,
degφ(h) (pa − 1)pk−a .
For f = p > 0 the result can be found, for instance, in [8, VII.10.2]. (Observe that in this
case hp
k ∈ Z(T ) so hpk belongs to the kernel of φ.) Let f = 0 and let ψ be a reduction of φ
modulo p. Then ψ is faithful on R and degφ(g) degψ(g). So the lemma is valid for f = 0.
Let f = 0,p. Then T is an f ′-group so the Brauer character of φ coincides with the character of
some representation τ of T in characteristic 0. Hence degφ(g) = deg τ(g) and the result follows.
Lemma 2.9. (See [16, Ch. IX, Lemma 2.7].) Let p, r be primes and a, b positive integers such
that pa = rb + 1. Then either p = 2, b = 1 or r = 2, a = 1 or pa = 9.
Lemma 2.10. (See [13, §13.2].) Let H ∈ Chev(r) be quasi-simple, let R be a proper parabolic
subgroup of H and U the unipotent radical of R. Then CH(U) = Z(H) ·Z(U).
Lemma 2.11. Let H ∈ Chev(r) be quasi-simple, let g ∈ P where P is a proper parabolic sub-
group of H and o(g) = pk > 1 with p = r being a prime. Let F be an algebraically closed
field of characteristic f = r and let φ be an irreducible F -representation of H such that
1 < degφ(g) < pk . Then the unipotent radical U of P is non-abelian and one of the follow-
ing holds:
(1) p = 2, r = 2a−1 − 1 for some a and degφ(g) (2a − 1)2k−a;
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(3) r = 2, o(g) = 9 and degφ(g) 6.
Proof. By Lemma 2.10, CH(U) = Z(G) · Z(U) whence |〈g〉/C〈g〉(U)| = pk . Then the result
follows from Lemmas 2.8 and 2.9. 
Lemma 2.12 (Borel–Tits, see [13, §13.1]). Let H be a finite reductive group in characteristic r
and g ∈ G. If g normalizes an r-subgroup of H then g belongs to a proper parabolic subgroup
of H .
Let En denote a p-group whose commutator subgroup belongs to its center Z which is a cyclic
group and W := En/Z is elementary abelian of order p2n. Such groups are called extraspecial.
Lemma 2.13. Let A ⊆ AutEn be the subgroups of all elements in AutEn that act trivially on Z
and B = En/Z be the subgroup of inner automorphisms. Then the commutator mapping En ×
En → Z induces on W a non-degenerate bilinear alternating form and the action of A on En
produces a homomorphism π : A → Sp(W) ∼= Sp(2n,p).
Theorem 2.14 (Hall–Higman–Shult, cf. [16, Ch. IX, Theorem 3.2]). Let B be a finite group con-
taining an extraspecial normal p-subgroup En, and [b,Z(En)] = 1. Suppose that |b| = rα where
r = p is a prime, and brα−1 does not centralize En. Let θ be a faithful irreducible representation
of B . Then either
(1) the degree δ of the minimal polynomial of θ(b) equals |b|, or
(2) |b| = pn−t + 1, |CW(b)| = p2t and b acts irreducibly on W/CW(b), in which case δ =
|b| − 1.
The following lemma is a standard fact of Galois theory.
Lemma 2.15. Let p be a prime and let L be a field containing a primitive pth root (respectively,
4th root) of 1 if p is odd (respectively, p = 2). Let K = L(ε) be a field extension where ε is a
root of 1 such that εpd ∈ L and εpd−1 /∈ L for some natural number d . Then K : L = pd .
Lemma 2.16. (See [30, Lemma 2.11].) Let G = SLε(n, q) and h ∈ H = GLε(n, q) be a semisim-
ple element. Then H = CH(h)G.
Lemma 2.17. Let T be a Sylow p-subgroup of GL(n, q) where (p, q) = 1 and p > 2. Let a =
mp(q) be the least positive number k such that p divides qk − 1 and let ep be the p-part of
qa − 1. Let S be an irreducible cyclic subgroup of T .
(1) |S| divides qn − 1.
(2) If |S| ep then T is cyclic, n = a and |T | = ep .
(3) Suppose that a = 1. If S = 〈s〉 is of order pl > ep then n = pl/ep .
(4) (See [24].) If T is irreducible and primitive then either T is cyclic.
Proof. (1) Let V be the natural module for GL(n, q). By Schur’s lemma, the enveloping algebra
K of S over Fq is a field, so V is an irreducible K-module. Therefore, |K| = qn.
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subgroup X of order e. As the multiplicative group of K is cyclic, S ⊆ X. Therefore, K = L and
n = a < p. We can assume that X ⊆ T . We show that X = T . Indeed, otherwise NT (X) = X.
As CT (S) ⊂ K , we have that CT (X) = X. However, NT (X)/X acts on K as a subgroup of
Gal(K/Fq) which is of order K : Fq = n. As n < p, we conclude that NT (X) = X.
(3) By Lemma 2.15, n = K : Fq = pl/ep . 
Lemma 2.18. (See [15].) Let V be a finite-dimensional vector space over a finite field endowed
with a non-degenerate bilinear or quadratic form, and let I (V ) denote the group of isometries
of V . Let X be an irreducible cyclic subgroup of I (V ). Then one of the following holds:
(1) I (V ) = U(n,q), n odd and |X| divides qn + 1;
(2) I (V ) = Sp(2n,q) and |X| divides qn + 1;
(3) I (V ) = O−(2n,q) and |X| divides qn + 1.
Furthermore, if |X| = p then n is the least integer k > 0 such that qk + 1 is a multiple of p.
The following lemma is obvious, but we record it as we use it many times without reference.
Lemma 2.19. Let H be a finite group, and let H = H1 × H2 be a direct product of subgroups
H1 and H2. Let hi ∈ Hi (i = 1,2) and h = h1h2. Let τ be a representation of H and let τi be an
irreducible constituent of τ |Hi . Suppose that deg τ(h) = l. Then deg τi(hi) l for i = 1,2.
Lemma 2.20. Let F be a field of characteristic f = p and let S be the set of all pn-roots of 1
in F . Let A,B be subsets of S such that |A| > i and |B| pn − i for i = 1,2. Then AB = S.
Proof. The lemma is trivial for i = 1. Let i = 2. Let ε denote a primitive pn-root of 1 in F .
We can assume |B| = pn − 2, and let S = B ∪ εa ∪ εb . Let εk, εl, εm ∈ A where k, l, m are
distinct modulo pn. If εi /∈ (Bεk ∪ Bεl ∪ Bεm) then the three sets {εa+k, εb+k}, {εa+l , εb+l},
{εa+m, εb+m} have common element εi . Let, say, εi = εk+a . Then εi = εl+a which implies that
εi = εl+b and then εi = εm+a , εi = εm+b. 
Lemma 2.21. (See [30, Lemma 3.4].) Let F be an algebraically closed field of characteristic
f = p for a prime p and let a, b ∈ GL(r,F ) be matrices such that ap and [a, b] = Id are scalar.
Suppose that (f,p) = 1. Then degb = p · degbp , and Specb consists of all pth roots of the
elements of Specbp .
The meaning of the symbols μp , νp , μ¯p , ν¯p , λp used in Lemmas 2.22 and 2.23 is as at the
end of Section 1 (see Notation). Let ρp denote the set of all pth roots of 1 in F . In the lemma
below the symbol μpνp means the set {ab: a ∈ μp,b ∈ νp} (ignoring repetitions).
Lemma 2.22. (See [30, Lemma 2.13].)
(1) If p ≡ 1 (mod 4) and p = 5 then ν2p = μ2p = ρp = μ¯pμp = ν¯pνp , μpνp = μ¯pνp =
ν¯pμp = λp .
(2) If p ≡ 3 (mod 4) and p = 3 then ν2p = μ2p = λp = μ¯pμp = ν¯pνp and νpμp = ρp =
ν¯2 = μ¯2 .p p
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(4) If p = 3 then μ23 = ν3, ν23 = μ3, μ3ν3 = {1}, μ¯3ν3 = ν¯3, ν¯3ν3 = μ¯3, μ¯3ν¯3 = ρ3 = μ¯23 = ν¯23 .
In Lemma 2.23 A˜7 denotes the 2-fold covering of the alternating group A7.
Lemma 2.23. Let H = H1 × H2 where H1 and H2 are quasi-simple groups with cyclic Sylow
p-subgroups and |H1|  |H2|. Let h ∈ H be of prime order p and h /∈ (H1 ∪ H2)Z(H). Let
φ ∈ IrrH . Suppose that φ is non-trivial on both H1 and H2 and 1 < degφ(h) < p. Then p > 3
and either H1,H2 ∼= SL(2,5), p = 5, dimφ = 4 and Specφ(h) = μ¯5 or ν¯5, or Specφ(h) = λp
and one of the following holds:
(1) φ(H) ∼= A˜7 × PSL(2,7), p = 7 and dimφ = 12;
(2) φ(H) ∼= 3 ·A6 × SL(2,5), p = 5 and dimφ = 6;
(3) φ(H) ∼= SL(2,p)× PSL(2,p), p ≡ 3 (mod 4) and dimφ = (p2 − 1)/4;
(4) φ(H) ∼= SL(2,p) ◦ SL(2,p), p ≡ 1 (mod 4) and dimφ = (p − 1)2/4;
(5) φ(H) ∼= SL(2,p)× PSL(2,p), p ≡ 1 (mod 4) and dimφ = (p2 − 1)/4;
(6) φ(H) ∼= PSL(2,p)× PSL(2,p), p ≡ 3 (mod 4), p > 3 and dimφ = (p − 1)2/4.
In particular, if H1,H2 are simple then (6) holds.
Proof. Let φ = φ1 ⊗ φ2 where φi is a non-trivial representation of Hi for i = 1,2. Then
Specφ(h) = Specφ1(h1)× Specφ2(h2) for some hi ∈ Hi with hpi ∈ Z(Hi). By Lemma 2.19(2),|Specφi(hi)| < p − 1. In particular, p > 3. By Theorem 2.1, Specφi(hi) has at least p − 2 dis-
tinct eigenvalues except when φi(Hi) ∼= A˜7 and Specφi(g) = μ¯7 or ν¯7 or when Hi ∼= SL(2,p)
or PSL(2,p) where Specφi(g) can be μp , νp , μ¯p or ν¯p . Obviously, Specφ(h) = ρp if
Specφi(hi) = λp for some i = 1,2. By Lemmas 2.22 and 2.20, the same is true if 1 ∈ Specφi(hi)
for both i = 1,2. Hence 1 /∈ Specφi(hi) for some i and Specφi(hi) = μp or νp for this i. Let
i, j ∈ {1,2} and i = j .
Suppose first that φj (Hj ) ∈ {3 · A6 with p = 5, A˜7 with p = 7, SL(2,p), PSL(2,p)}. Then
dim(φj )  (p + 1)/2 by Lemma 2.20, and Specφj (hj ) ∈ {μp,νp, μ¯p , ν¯p}. If Hj ∼= A˜7 then
dimφj = 4 and Specφj (hj ) = μ¯7 or ν¯7. So Specφi(hi) = μ7 or ν7, see Lemma 2.22. Then
dimφi = 3 and (1) follows. A similar argument works if Hj ∼= 3 · A6 with p = 5 which leads
to (2). In the remaining cases Hj = SL(2,p) or PSL(2,p) with p > 3, and Specφi(hi) ∈
{μp,νp, μ¯p, ν¯p}. Then the lemma follows from Lemma 2.22 by inspection of all possibilities.
Observe that in (4) φ(H) is not a direct product.
Suppose that φj (Hj ) is none of the groups 3 · A6 with p = 5, A˜7 with p = 7, SL(2,p),
PSL(2,p). Then, by Theorem 2.1, Specφj (hj ) = λp or ρjp for some j . By Lemma 2.20,
degφi(Hi) = 2 which impossible unless Hi ∼= SL(2,5) and p = 5. Then φj (Hj ) ∼= SL(2,4) ∼=
PSL(2,5) which case has been already discussed. 
Remark. Not each representation of the list (1)–(6) satisfies the condition degφ(h) < p.
Lemma 2.24. Let H = H1 ◦ H2 ◦ · · · ◦ Hk where k > 1, none of Hi/Z(Hi) is isomorphic to
PSL(2,p) and H1, . . . ,Hk are non-abelian quasi-simple groups with cyclic Sylow p-subgroups.
Let h ∈ H , hp = 1 and the projection of h into Hi/Z(Hi) is non-trivial for every i. Let σ be a
faithful complex (reducible) representation of H such that degσ(h) < p. Then every irreducible
constituent of σ is non-trivial on at most one Hi . In addition,
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(2) if degσ(h) < p − 1 then degσ(x) < p − 1 for some x ∈ H1 with |x| = p.
Proof. As Sylow p-subgroups of Hi are cyclic, Z(Hi) and Z(H) have no element of or-
der p. Then h = h1 · · ·hk for some 1 = hi ∈ Hi with hpi = 1. Let τ be a non-trivial irreducible
constituent of σ . Express τ = τ1 ⊗ · · · ⊗ τk for some irreducible representations τi of Hi
for i = 1, . . . , k (depending on τ ). Then τ(h) = τ1(h1) ⊗ · · · ⊗ τk(hk) and deg τ(h) < p. By
Lemma 2.19, deg τi(hi) < p for all i = 1, . . . , k. By Lemma 2.23, τ is non-trivial on at most
one Hi so Spec τ(h) = Spec τi(hi). Furthermore, either Spec τi(hi) = λp or ρjp for some j by
Theorem 2.1. In the former case σ has no trivial irreducible constituent so Spec τ(h) = λp for
every choice of τ hence (1) holds. In the latter case Spec τ(h) = ρjp with the same j for all
non-trivial irreducible constituent τ of σ . Hence Specσ(h) = ρjp . Then Specσ(hi) = ρjp which
yields (2). 
Lemma 2.25. Let H = H1 ×· · ·×Hk where k > 1 and Hi ∼= SL(2,4) for i = 1, . . . , k. Let h ∈ H ,
h5 = 1 and the projection of h into Hi is non-trivial for every i. Let σ be a faithful complex
(reducible) representation of H such that degσ(h) < 5. Then every irreducible constituent of σ
is non-trivial on at most one Hi . In addition,
(1) if degσ(h) = 4 then Specσ(x) = λ5 whenever x ∈ H is of order 5;
(2) if degσ(h) < 4 then degσ(x) < 4 for some x ∈ H1 with |x| = 5.
Proof is similar to the proof of Lemma 2.24. As above, h = h1 · · ·hk for hi ∈ Hi where each
hi is of order 5, and if τ is a non-trivial irreducible constituent of σ then τ(h) = τ1(h1) ⊗ · · · ⊗
τk(hk) and deg τ(h) < 5. By Lemma 2.23, τ must be trivial on all but one of Hi . From this point
the proof can be completed exactly as in Lemma 2.24.
By using the character tables given in [3] one can establish Lemmas 2.26 and 2.27 below:
Lemma 2.26. Theorem 1.1 is true if G/Z(G) is a sporadic simple group.
Lemma 2.27. Theorem 1.1 is true if G/Z(G) is a group of Lie type in characteristic r such that
r divides |Z(G)|, except, possibly, when G/Z(G) is isomorphic to 2E6(2).
Remark. The full list of groups satisfying the hypothesis of the above lemma is well known
and can be found in [13]. In view of Theorem 2.1, one can assume here that Sylow p-subgroups
of G are not cyclic. One can also use induction if a p-element in question is contained in a
proper quasi-simple subgroup of G. In items (7), (12) of Theorem 1.1 Z(G) contains elements
of order 3; therefore, if |g| = 3 and deg θ(g) < 3 then deg θ(zg) < 3. The case where G = 2E6(2)
is dealt with in Lemma 4.23. 
3. Classical groups
In this section Theorem 1.1 is proved for classical groups. In fact, we consider a slightly more
general setting. Namely, let V be an orthogonal, unitary or symplectic space over a finite field of
characteristic r , and let I (V ) be the group of isometries of V . Let H = I (V ) or GL(V ). In this
notation we prove the following claim.
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quotient group G/Z is isomorphic to a subgroup of H containing H ′. Assume H ′ to be quasi-
simple and, if V is orthogonal, assume dimV > 6. Let g ∈ G with gp ∈ Z(G) for a prime p = r .
Let θ ∈ IrrG. Suppose that 1 < deg θ(g) < p. Then either Sylow p-subgroups of G/Z(G) are
cyclic or H = I (V ) and g stabilizes a totally isotropic (singular) subspace of V (where V is a
G-module under the natural homomorphism G → H ).
Arguing by the way of contradiction, in proving the theorem we can assume that Sylow p-sub-
groups of G/Z(G) are not cyclic and, if H = I (V ), that g stabilizes no totally isotropic (singular)
subspace of V . Recall that Theorem 2.1 deals with the case where Sylow p-subgroups of G are
cyclic, and the remark after Theorem 2.1 reduces to it the case where Sylow p-subgroups of
G/Z(G) are cyclic. Theorems 2.3 and 2.4 settle the case where g stabilizes a totally isotropic
(singular) subspace of V .
Lemma 3.2. Let G ∼= SLε(n, q). Let p > 2 be a prime dividing q − ε. Then G contains no
irreducible p-element.
Proof. Suppose the contrary, let g ∈ G be an irreducible p-element. Let 〈g〉 be the envelop-
ing algebra of g. Then 〈g〉 is a field by Schur’s lemma. By Lemma 2.15, 〈g〉 : 〈go(g)〉 = o(g).
Therefore, the characteristic polynomial of g is xo(g) − λ for some λ from Fq or Fq2 (depending
on ε). As g is irreducible, the polynomial xo(g) − λ is irreducible, and hence λ = 1. This is a
contradiction, as detg = λ = 1. 
In Lemma 3.3 and Proposition 3.5 below F denotes an algebraically closed field of character-
istic f with (f,pq) = 1.
Lemma 3.3. Let G = H = GL(n, q) and g ∈ G be a non-central reducible p-element. Let θ ∈
IrrF G and dim θ > 1. Then deg θ(g) = o(g).
Proof. Let W = 0 be a g-stable proper subspace of V , let P = {x ∈ H : xW = W } and U be the
unipotent radical of P . It is easy to check that U is abelian and 〈g〉 ∩ CG(U) = 〈g〉 ∩ Z(G) =
〈go(g)〉. Then the proposition follows from Lemma 2.8. 
Lemma 3.4. (See [13, §8.1(5)].) Let H = I (V ) and let C ⊂ H be a cyclic subgroup of odd
prime order not dividing q . Let V = V1 ⊕ · · · ⊕ Vk be a decomposition of V as a direct sum of
irreducible non-degenerate C-submodules isomorphic to each other. Let T = CH(C). Then T
contains a subgroup isomorphic to SU(k, qr) where r = n/k.
Proposition 3.5. Let G = H = GLε(n, q). Suppose that (q−ε,p) = 1. Let g ∈ G be a p-element
such that gp ∈ Z(G) and g stabilizes no one-dimensional subspace of V . Let φ ∈ IrrF G with
dimφ > 1. Then degφ(g) = p. In addition, φ(gp) = λ ·Id for some λ ∈ F and Specφ(g) consists
of all pth roots of λ.
Proof. Let V denote the natural module for GLε(n, q), and W a minimal g-submodule of V . By
Lemma 2.17, dimW = p. The case V = W is considered in [30, Lemma 3.5]. So we can assume
that V = W .
If ε = 1 then the proposition follows from Lemma 3.3.
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CSU(n,q)(g), contains a unipotent element u, say. Let (u − Id)m = 0 and (u − Id)m+1 = 0. Then
(u − Id)mV is a non-zero totally isotropic g-stable subspace. Now the proposition follows from
Theorem 2.4. 
Proposition 3.6. Theorem 3.1 is true if G = H = GL(V ).
Proof. We can assume that g is a p-element. If g is reducible then the result follows from
Lemma 3.3. Let g be irreducible. Then gp = Id, otherwise the Sylow p-subgroups of GL(V )
are cyclic (Lemma 2.17(2)). So q − 1 is divisible by p, and the result is contained in Proposi-
tion 3.5. 
The generic Weil representations of unitary groups G = U(n,q) is defined as a representation
of G whose character χ is given by
χ(g) = (−1)n(−q)d(g)
where g ∈ G and d(g) = n − rank(g − Id). Let W be the module afforded by the generic Weil
representation. Fix an element a ∈ Fq2 of order q + 1 and let η be a primitive (q + 1)-root
of unity in F . Set z = diag(a, . . . , a) and b = diag(a,1, . . . ,1) so g := zb−n ∈ SU(n, q). Set
Wi = {w ∈ W : zw = ηiw} for 0  i  q . Then dimWi = qn+(−1)nqq+1 for i = 0 and q
n−(−1)n
q+1
otherwise. In addition, Wi are G-modules and W = ⊕Wi . If n > 2 then Wi are irreducible as
SU(n, q)-modules, see [11]. Set B = 〈b〉.
Lemma 3.7. Let g,Wi be as above and (n, q+1) = 1. Suppose that q+1 is an odd prime power.
Then Specg|Wi = {ηj : j = i}.
Proof. By Theorem 2.4, degg|Wi  |g|−1. It is known and easy to compute that (χ |B,1B) = 0,
that is, 1 is not an eigenvalue of b and bn on W as (n, q+1) = 1. Since bn = zg−1 and 1 is not an
eigenvalue of bn|Wi , it follows that g|Wi does not have eigenvalue ηi . So the result follows. 
Let mp be the least positive number k such that p divides qk − 1 and let ep be the p-part of
qmp − 1.
Lemma 3.8. Let h ∈ H = I (V ) be a p-element such that |h| ep . Suppose that h stabilizes no
isotropic (singular) subspace of V .
(1) There is an orthogonal decomposition V = V1 ⊕ · · · ⊕ Vl as a direct sum of h-submodules
such that h|Vi = Id and Vi is irreducible for all i  l − 1, and dimV1 = · · · = dimVl−1. In
addition, either h|Vl is irreducible and dimVl = dimV1 or h|Vl = Id and Vl is anisotropic
(non-singular).
(2) If a Sylow p-subgroup of H is not cyclic then h|V2 = Id, except, possibly, when V is unitary
of dimension 2 and p divides q + 1 or V is orthogonal of dimension at most 4.
Proof. For h of order p the lemma is available in [30, Lemma 3.7]. The general case follows by
the same reasoning with replacement of Lemma 2.12 in [30] by Lemma 2.17 of this paper. 
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so h = diag(h1, . . . , hl) and hi ∈ I (Vi). If V is orthogonal, assume dimV > 4, and if V
is unitary assume (p, q + 1) = 1. Suppose that |hi | = |h1| whenever hi = Id and Sylow p-
subgroups of H are not cyclic. Then there are integers m2, . . . ,ml coprime to p such that
x =: diag(h1, hm22 , . . . , hmll ) stabilizes a totally isotropic (singular) subspace of V .
Proof. Let k = max{i: hi = 1}. Then k  l − 1 and k > 1 by Lemma 3.8. Set Hi = I (Vi). It
follows from Lemma 2.18 that V1, . . . , Vk are isometric, hence the groups H1, . . . ,Hk are iso-
morphic to each other. By Lemma 2.17(3), Sylow p-subgroups of Hi are cyclic for i = 1, . . . , k.
Let πi : H1 → Hi be an isomorphism. By Sylow’s theorem, πi(h1) is conjugate in Hi to hmii for
some integers mi . Use these integers to construct x where we set ml = 1 if k < l. Then x ∈ H and
V1, . . . , Vk are isomorphic x-modules (as the matrices of x|Vi under suitable bases in Vi coincide
for i = 1, . . . , k). Set W = V1 + · · · + Vk . By Lemma 3.4, C := CI(W)(x|W) ∼= U(k, qk). Here
(k, q) = (2,2), (2,3), (3,2). Hence C′ is quasi-simple and contains a unipotent element. There-
fore, CI(V )(x|V ) contains a unipotent element which belongs to I (V )′. It is known that I (V )′ is
a central quotient of a group Y ∈ Chev(r) where r is a prime dividing q , and (|Z(Y )|, r) = 1. Let
y ∈ Y project onto x under the natural homomorphism Y → I (V )′. Then Y contains a unipotent
element u, say, such that yu = uy. By Lemma 2.12, y belongs to a proper parabolic subgroup
of Y . Let P be a maximal parabolic containing Y . Then there is a totally isotropic (singular)
subspace W of V such that P = {g ∈ Y : gW = W }. It follows that x stabilizes W as required.
(One could also show that a totally isotropic Fq2k -subspace of W in the geometry of W as a
U(k, qk)-module is totally isotropic (singular) in the geometry defining I (W).) 
Lemma 3.10. Let t ∈ H = U(n,q) and tq+1 = 1. Then t stabilizes no totally isotropic subspace
of V if and only if all eigenvalues of t are of multiplicity 1.
Proof. Observe that t can be diagonalized over Fq2 as tq+1 = 1 and every eigenvalue of t be-
longs to Fq2 . If t stabilizes a totally isotropic subspace W , say, then t has an eigenvector v ∈ W .
Let tv = av with a ∈ Fq2 so aq+1 = 1. Then t acts as multiplication by σ(a−1) on V/v⊥ where
σ stands for the Galois automorphism of Fq2/Fq . Observe that σ(a) = aq so σ(a−1) = a−q = a.
By Maschke’s theorem, t has an eigenvector v′ /∈ v⊥, and then tv′ = av′. So the eigenvalue a is
of multiplicity at least 2.
Conversely, if t has an eigenvalue a of multiplicity > 1 then t acts scalarly on the a-eigenspace
W so t stabilizes an isotropic subspace of W . 
Proposition 3.11. Let G = H = U(V ) ∼= U(n,q) and n > 2. Let g ∈ G be a p-element. Suppose
that |g| divides q + 1 and stabilizes no totally isotropic subspace of V . Then deg θ(g) = o(g).
Proof. If n = 3 then the lemma follows by examining the character table for U(3, q), see for
instance [7]. Let n > 3. There is a basis v1, . . . , vn of V with identity Gram matrix such that g
is represented by a diagonal matrix diag(t1, . . . , tn). Clearly, all these diagonal entries are dis-
tinct. We can replace g by a suitable scalar multiple and assume that |g| = pr . By reordering
the above basis elements, we can assume that |t1| = pr . As now |g| = pr , there is i > 1 such
that tp
r−1
1 = tp
r−1
i . We reorder ti so that t
pr−1
1 = tp
r−1
2 . Observe that g is contained in the group
G1G2 ∼= G1 × G2 where G1 = {x ∈ G: xvi = vi for i = 4, . . . , n} and G2 = {x ∈ G: xvi = vi
for i = 1,2,3}. (So G1 ∼= U(3, q) and G2 ∼= U(n− 3, q).) Express g = g1g2 where g1 ∈ G1 and
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r−1
1 = tp
r−1
2 and g1 = diag(t1, t2, t3), we have that |g1| = |g| = pr . Let τ be an irre-
ducible constituent of the restriction of θ to G1G2 such that τ(G1) is not scalar. Then τ = τ1 ⊗τ2
where τi is an irreducible representation of Gi for i = 1,2 and τ1 is not of dimension 1. By the
case n = 3 discussed above, deg τ1(g1) = pr . Therefore, deg τ(g) = deg(τ1(g1)⊗ τ2(g2)) = pr ,
and hence deg θ(g) = pr . 
Proof of Theorem 3.1. Obviously, we can assume that g is a p-element for p > 2 and
G = 〈G′, g〉. Set X = G/Z so H ′ ⊆ X ⊆ H . Then X/X′ ∼= G/G′Z. As |Z| is coprime to the
defining characteristic of H , the inspection of Schur’s multipliers of G′/Z(G′) shows that G′ is a
Chevalley group (see for instance [13, p. 72]). As p > 2, we have that g ∈ G′ and G = G′ unless,
possibly, H = GLε(V ). In the latter case G′ ∼= SLε(V ) and Z ∩ G′ = 1. Then 〈G′, g〉 ∩ Z = 1
whence Z = 1 and G = X, that is, G itself is a subgroup of H . Furthermore, in the latter case
we can assume that G = H . Indeed, let φ be an irreducible representation of H such that θ is a
constituent of φ|G. Then all irreducible constituents of φ|G are of shape θh, that is, h-conjugate
of θ for h running over representatives of the cosets H/G. By Lemma 2.16 H = H ′ · CH(g)
so the representatives h can be chosen so that hg = gh. Then Spec θh(g) = Spec θ(g), and the
claim follows.
The case H = GL(V ) is settled in Proposition 3.6. Let H = I (V ). Theorems 2.1, 2.3 and 2.4
reduce the proof to the case where Sylow p-subgroups of G/Z(G) are not cyclic, g is semisimple
and stabilizes no proper totally isotropic (singular) subspace of V . By Proposition 3.5 we can
assume that gp = 1. Indeed, if gp = 1 then p divides |Z(G)|. Then V is neither symplectic nor
orthogonal, as otherwise G = G′ and Z(G) is a 2-power. Hence H = U(n,q) and (q+1,p) = p.
Therefore, either g is diagonalizable or |g| = pa+1 where q + 1 = pab with b being coprime
to p. In the former case the result follows from Proposition 3.11, in the latter case it does from
Proposition 3.5. Thus, we can assume that gp = 1.
Let V = V1 ⊕ · · ·⊕Vl be an orthogonal decomposition of V as a direct sum of g-submodules
as in Lemma 3.8. Let m = dimV1 and let k be the greatest i such that g|Vi = Id is irreducible.
So k  l − 1 and dimVi = m for i = 1, . . . , k, see Lemma 3.8. Set Hi = {x ∈ H : xVi = Vi and
x|V⊥i = Id}. Then H1, . . . ,Hk are isomorphic to each other.
Suppose first that m = 1. Then V is unitary and the result is obtained in Proposition 3.11.
Let m = 2 and V is orthogonal. Then p divides q+1 and dimVj = 2 for j  k. As dimV  7
in this case, we have that k  3 so h|V3 = Id. Suppose the contrary, that the theorem is false
in this case, that is, deg θ(g) < p. Set W = V1 + V2 + V3. As V1, V2, V3 are anisotropic
(Lemma 2.18), the Witt index of W is equal to 2 so I (W) = O−(6, q). Set D = {x ∈ G: x|W ∈
Ω−(6, q), x|W⊥ = Id}. Then D ∼= Ω−(6, q) and D/Z(D) ∼= PSU(4, q). Moreover, D is a quo-
tient of SU(4, q). In fact, a surjective homomorphism SU(4, q) → Ω−(6, q) is obtained from
the action of SU(4, q) on the exterior square of the natural module for SU(4, q).
As p > 2, D contains an element d such that d|W = g|W . Set C = 〈D,g〉. Then d−1g ∈ Z(C).
Let σ be an irreducible constituent of θ |C such that dimσ > 1. Then degσ(g) = degσ(d)
hence σ(d) < p. As |Z(SU(4, q))| divides 4, the group SU(4, q) contains an element h of order
|d| which projects to d under the above homomorphism. Therefore, degσ(d) = p by Proposi-
tion 3.11. This is a contradiction.
Using Lemma 2.17, one can observe that I (V1) is not solvable unless one of the following
holds: (a) m = 1, (b) m = 2 and V is orthogonal, (c) m = 2, q  3 and V is symplectic, (d) m = 3
and I (V ) = U(n,2). We first consider these exceptional cases. Cases (a) and (b) have been
already dealt with. Let (c) hold. As |g| divides q + 1, we have q = 2, |g| = 3. It follows that
Vi and Vj are isomorphic g-modules whenever g|V = Id and g|V = Id. By Lemma 3.4, CG(g)i j
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is false. Consider (d). By Lemma 2.18, |g| divides 9 so |g| = 3 by the above assumption. Then
m = 1, a contradiction.
Thus, we assume that I (V1) is not solvable. Then I (V1)′ is quasi-simple as I (V1) is not
isomorphic to O+(4, q) by Lemma 2.18. By Lemma 2.17, Sylow p-subgroups of Hi are cyclic.
Let Gi be the preimage of H ′i ∼= I (Vi)′ in G for i = 1, . . . , k. Then G′i is quasi-simple and has
cyclic Sylow p-subgroups. As m> 1, one observes that g ∈ X := G′1 · · ·G′k . Clearly, [Gi,Gj ] =
1 for i = j so X is a central product of G′1, . . . ,G′k . Observe that gz ∈ X′ for a suitable z ∈
Z. So we can assume that g ∈ X′. In addition, G′i/Z(G′i ) is not isomorphic to PSL(2,p) as
g is semisimple, except in the case where q = 4,m = 2 and G′i/Z(G′i ) ∼= PSL(2,5). In the
exceptional case, H ′i = Sp(2,4) (not SU(2,4) as the latter group has no irreducible elements)
hence Z(Hi) = 1. Let σ be a non-trivial irreducible constituent of θ |X . By Lemmas 2.24 and 2.25
(use the latter for the exceptional case) we have that either Spec θ(x) = λp for every x ∈ X
such that xp ∈ Z(X) and x|Vi = Id for i = 1, . . . , k or degσ(h) < p − 1 for some h ∈ X with
hp = 1. In the latter case observe that h ∈ G′. As G′/Z(G′) is simple, the conjugacy class of h
generates G′. By [30, Theorem 1.2], G′ is either a classical group in characteristic p (which is not
the case here) or G′ ∼= SL(2, q) with q even (which again is not the case as Sylow p-subgroups of
SL(2, q) are cyclic). In the former case, by Lemma 3.9 there is x ∈ X such that xp ∈ Z(X) and,
x|Vi = Id for i = 1, . . . , k and x belongs to a proper parabolic subgroup of G. This contradicts
Theorem 2.4. 
Theorem 3.1 can be complemented as follows.
Theorem 3.12. Let G and θ be as in Theorem 3.1, p > 2 and let g ∈ G be a p-element of
order dividing ep . Let o(g) be the order of the projection of g into G/Z(G). Suppose that 1 <
deg θ(g) < o(g). Then either Sylow p-subgroups of G/Z(G) are cyclic or g stabilizes a totally
isotropic (singular) subspace of V .
Proof. Suppose the contrary. In view of Theorem 3.1 we can assume that o(g) > p. As in the
proof of Theorem 3.1, we can assume that either g ∈ G′ or H = GLε(V ). If H = GL(V ), then g
is reducible in view of Lemma 2.17(2); so the result follows from Lemma 3.3.
Let H = I (V ) and let V = V1 ⊕ · · · ⊕ Vl be an orthogonal decomposition of V from
Lemma 3.8, k = max{j : g|Vj = Id} and let m = dimV1. The case m = 1 follows from Propo-
sition 3.11 exactly as in the proof of Theorem 3.1. Let m > 1. Then (p, |Z(I (V ))|) = 1 so
o(g) = |g|. By reordering Vj we can assume that g|V1 is of order |g|. The case where m = 2 and
V is orthogonal follows exactly as in the proof of Theorem 3.1. So if V is orthogonal, we assume
m> 2.
As |g| >p > 2, one observes that I (Vi) is not solvable for i = 1, . . . , k (the case with I (Vi) =
U(3,2) cannot occur as then |g| = 9 > e3 = 3). In addition, I (Vi) = O+(4, q) as O+(4, q) has
no irreducible cyclic subgroup. It follows that I (Vi) is quasi-simple. Let Gi be the preimage
of H ′i ∼= I (Vi)′ in G for i = 1, . . . , k. As in the proof of Theorem 3.1, g is contained in X =
G′1 ◦ · · · ◦G′k where G′i/Z(G′i ) is not isomorphic to PSL(2,p) as |g| >p. Express g = g1 · · ·gk
for gi ∈ Gi . As gi |Vi = g|Vi , we have that gi = Id for i = 1, . . . , k.
Let σ be a non-trivial irreducible constituent of θ |X such that dimσ > 1. Then σ = σ1 ⊗
· · · ⊗ σk where σi ∈ IrrG′i so σ(g) = σ1(g1)⊗ · · · ⊗ σk(gk). Clearly, deg θ(g) < |g| implies that
degσ(g) < |g| and that degσi(gi) < |g|. We choose σ so that dimσ1 = 1. By Theorem 2.1,
|g1| = qm + 1. As |g1| = |g| > p > 2, Lemma 2.9 tell us that |g| = 9, so qm = 8 and p = 3. If
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ruled out above. 
Corollary 3.13. Let G be a quasi-simple classical group or a spinor orthogonal group. Let g ∈ G
be a p-element of order dividing ep . Let θ be a non-trivial irreducible representation of G. Then
(1) deg θ(g)  o(g) − 1, except, possibly, in the case where G/Z(G) is isomorphic PSL(2, q)
with q even and |g| = q + 1;
(2) suppose that Sylow p-subgroups of G are not cyclic. If deg θ(g) o(g)− 1 then G/Z(G) =
PSU(n, q), n > 2, q even, (n, q + 1) = 1, p = q + 1 or p = 3, q = 8, |g| = 9, rank(g − z ·
Id) = 1 for some z ∈ Fq2 , dim θ = (qn + (−1)nq)/(q + 1) or (qn − (−1)n)/(q + 1).
Proof. Suppose the contrary. Then by Theorem 3.12 either g stabilizes a non-zero totally
isotropic (singular) subspace of V (where V is the natural module for G) or Sylow p-subgroups
of G are cyclic. In the former case the result follows from Theorem 2.4 and Lemmas 2.5 and 3.7,
in the latter case it follows from Theorem 2.1. We add some comments to deducing (2). Ob-
serve first that, if p divides q + 1 then |g|  ep implies that gq+1 = 1. So Theorem 2.4 is
applicable. In addition, Theorem 2.4 tell us that o(g) = q + 1 hence |g| = o(g) = q + 1. If
G = SU(n, q) then g is diagonalizable, and Theorem 2.4 implies that the Jordan form of g is of
shape diag(ε, . . . , ε, ε−n+1) where ε is a primitive (q + 1)-root of unity. So (n,p) = 1 as other-
wise g(q+1)/p is scalar and o(g) < q + 1. The assertion on dim θ follows from Lemma 2.5. 
Remark. Assumption |g| ep cannot be dropped, see [6] (the corrigendum).
4. Exceptional groups of Lie type
Throughout this section G = G¯Fr where G¯ is a simple simply connected algebraic group in
defining characteristic r > 0 and Fr is a Frobenius endomorphism of G¯.
We study the minimum polynomial degrees of p-elements in G and in related groups for
2 < p = r . In view of Theorem 2.1 we assume that Sylow p-subgroups of G are not cyclic. In
particular, we do not need to discuss groups 2B2(q) and 2G2(q) as their Sylow p-subgroups are
cyclic for p > 2 with (p, q) = 1. Observe that the section contains some results on representa-
tions in non-zero characteristic.
Recall that S denotes a Sylow p-subgroup of G. In this section we prove the main theorem
for groups G = G¯Fr such that G/Z(G) is a group of exceptional Lie type (not isomorphic to
classical) and for 2F4(2)′. Additionally, we consider central extensions of 2E6(2).
Let Φm(x) denote the cyclotomic polynomial for mth roots of 1, and ΠΦlmm (x) a polynomial
associated with G, see [2] and [13, pp. 110–111]. Set |G|r ′ := |G|/|U | where U is a Sylow r-
subgroup of G. Then |G|r ′ = ΠΦlmm (q). If G = 2B2(q), 2F4(q) we assume that q = 22a+1, and
if G = 2G2(q) then q = 32a+1 which notation agrees with that in [13]. Throughout this section
mp denotes the multiplicative order of q (modp), and ep is the p-part of Φmp(q). Observe that
Φ1(q) = q − 1, Φ2(q) = q + 1, Φ3(q) = q2 + q + 1, Φ4(q) = q2 + 1, Φ5(q) = q4 + q3 + q2 +
q + 1, Φ6(q) = q2 − q + 1, Φ8(q) = q4 + 1, Φ10(q) = q4 − q3 + q2 − q + 1, Φ12(q) = q4 −
q2 + 1.
The main result of this section is the following theorem.
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G is perfect and Sylow p-subgroups of G are not cyclic. Let g ∈ G be a p-element of order at
most ep and θ = 1G an irreducible representation of G. Then deg θ(g) = o(g).
If Sylow p-subgroups of G are abelian then |g| ep for every p-element g ∈ G. In general,
this is not always true. If p = 3 then this is true for instance for G = G2(q) or 2F4(q) and is false
for F4(q).
Theorem 4.1 is not sufficient to prove Theorem 1.1 for groups G = G¯Fr where G¯ is excep-
tional. Indeed, if e3 = 3 then one has to examine the additional cases where G = E6(q) or 2E6(q)
and 1 = g3 ∈ Z(G). This is done separately:
Theorem 4.2. Let G = E6(q) or 2E6(q) and 1 = g3 ∈ Z(G) where g ∈ G. Let θ ∈ IrrG. Then
deg θ(g) = 3.
Lemma 4.3. (See [14, §4.10].)
(1) S is abelian if and only if there is exactly one m such that p divides Φm(q) and S is cyclic if
and only if lm = 1 for this m.
(2) S contains a homogeneous abelian normal subgroup A of rank lmp and of exponent ep .
In fact, S is abelian if and only if S = A, see [14, §4.10.4]. In general, A is the Sylow p-sub-
group of a homogeneous (in a sense) torus T normalized by S, where T is unique up to conjugacy
in G, see Proposition 4.5 below for details. It is well known that S normalizes a maximal torus
of G [20, Ch. E-II, 5.19]. Our strategy is mainly in including A into a classical subgroup H of
G in order to use results proved in Section 3. For this we need A to be defined in terms of G.
Below we define A as the Sylow p-subgroup of a ‘p-torus’ T (p)mp . As p-tori are conjugate in G,
so are their subgroups A. Furthermore, by Proposition 4.5, every element of order at most ep is
contained in a conjugate of A.
Set Φ+4 (q) = q +
√
2q + 1, Φ−4 (q) = q −
√
2q + 1, Φ+6 (q) = q +
√
3q + 1, Φ−6 (q) = q −√
3q + 1, Φ+12(q) = q2 + q
√
2q + q + √2q + 1, Φ−12(q) = q2 − q
√
2q + q − √2q + 1. Then
Φ4(q) = Φ+4 (q) · Φ−4 (q), Φ6(q) = Φ+6 (q) · Φ−6 (q) and Φ12(q) = Φ+12(q) · Φ−12(q). With this
notation, the following holds:
∣
∣2B2(q)
∣
∣
2′ = Φ1(q)Φ+4 (q)Φ−4 (q);
∣∣2G2(q)
∣∣
3′ = Φ1(q)Φ2(q)Φ+6 (q)Φ−6 (q);
∣∣2F4(q)
∣∣
2′ = Φ21 (q)Φ22 (q)
(
Φ+4 (q)
)2(
Φ−4 (q)
)2
Φ6(q)Φ
+
12(q)Φ
−
12(q).
Lemma 4.4.
(1) Let G = 2B2(q) where q = 22m+1. Then maximal tori of G are of order Φ1(q), Φ+4 (q),
Φ−4 (q).
(2) Let G = 2G2(q) where q = 32m+1. Then maximal tori of G are of order Φ1(q), Φ2(q),
Φ+6 (q), Φ
−
6 (q).
(3) Let G = 2F4(q) where q = 22m+1. Then maximal tori of G are of order Φ21 (q), Φ22 (q),
Φ1(q)Φ2(q), Φ4(q), Φ1(q)Φ
+(q), Φ1(q)Φ−(q), (Φ+(q))2, (Φ−(q))2, Φ6(q), Φ+ (q),4 4 4 4 12
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ucts of 2 subtori of equal order Φ1(q), Φ2(q), Φ+4 (q), Φ−4 (q), respectively.
(4) Let G = 3D4(q). Then G has maximal tori of orders Φ21 (q)Φ3(q), Φ22 (q)Φ6(q), Φ1(q)×
Φ2(q)Φ3(q), Φ1(q)Φ2(q)Φ6(q), Φ23 (q), Φ
2
6 (q) and Φ12(q).
Proof. The list of maximal tori is available in [18]. To justify the additional assertion in (2),
observe that G = 2F4(q) contains a subgroup X ∼= 2B2(q) × 2B2(q) such that X = X¯Fr where
X¯ is a subgroup of G¯ and G = G¯Fr , see [19]. The group 2B2(q) contains tori of order Φ1(q),
Φ+4 (q) and Φ
−
4 (q). Similarly, G contains a subgroup Y ∼= SU(3, q) such that Y = Y¯Fr where Y¯
is a subgroup of G¯. As Y contains a torus of order Φ22 (q), which is the direct product of subtori
of order Φ2(q) in Y , the claim follows. 
Proposition 4.5.
(1) For every factor Φlmm (q) in the expression |G|r ′ = ΠΦlmm (q) either there exists a torus Tm of
G of order Φlmm (q) or otherwise there exist tori T +m , T −m of orders Φ+m(q)lm and Φ−m(q)lm .
(2) Let T (p)mp be a torus Tmp , T +mp or T −mp in (1) of order divisible by p. Then:
(i) torus T (p)mp is unique up to conjugacy;
(ii) NG(T (p)mp ) contains a Sylow p-subgroup of G;
(iii) the Sylow p-subgroup of T (p)mp is homocyclic of rank lmp and of exponent ep .
(3) If G = 3D4(q) then T1 (respectively, T2) is contained in a torus of order (q − 1)(q3 − 1)
(respectively, (q + 1)(q3 + 1)). Tori T3, T6, T12 are maximal.
Proof. Observe first that (i) means that for d = mp one can unambiguously define a G-conjugacy
class of Fr-stable tori T¯ in G¯ such that T¯ Fr is of order described in (1), and (ii) can be refined by
saying that NG(T¯ (p)mp ) contains a Sylow p-subgroup of G.
(1) follows from Lemma 4.4 if G ∈ {2B2(q), 2F4(q), 2G2(q)}. (If G has tori of orders
(Φ+m(q))lm and (Φ−m(q))lm then G has no torus of order Φ
lm
m (q), see Lemma 4.4.) For other
groups the existence of Tm is proved in [1, Proposition 3.3]. If G = 3D4(q) then Tm is maxi-
mal for m > 2, otherwise Tm is contained in a maximal torus of order Φ1(q)Φ2(q)Φ3m(q), see
Lemma 4.4(4). This proves (3) and (1) for this group.
(2) (i) follows from [1, Theorem 3.4] for G /∈ {2B2(q), 2F4(q), 2G2(q)} and from comments
in [1, p. 259] (or from Lemma 4.4) for G ∈ {2B2(q), 2F4(q), 2G2(q)}.
(ii) The claim is contained in [1, Theorem 3.4(4)] if G /∈ {2B2(q), 2F4(q), 2G2(q)}. Let G ∈
{2B2(q), 2F4(q), 2G2(q)}. It suffices to show that the order of NG(T (p)mp ) is divisible by that of S.
This is trivial if |S| = |A| = elmpp as in this case T (p)mp itself contains a conjugate of S. The cases
where |S| > elmpp can be easily detected as this happens exactly when p divides Φm(q) for some
m > mp , see [13, 10.1] and this implies that p divides m [13, p. 112]. Inspection of the order
formulas prior Lemma 4.4 shows that p = 3. Then mp  2 so tori T (p)mp are of order (q − 1)lm1
for q > 2 or (q + 1)lm2 . These tori appear in [19, Table 5.2] implying the claim, except for tori
of order q − 1 in G = 2G2(q). However, for this group p = 3 as (p, q) = 1.
(iii) If G /∈ {2B2(q), 2F4(q), 2G2(q)} then Tmp is a direct product of lmp subtori of order
Φmp(q) by [2, Proposition 3.4]. For classical groups (2) is well known so we assume that G
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of order (Φ+m(q))lm and (Φ−m(q))lm for lm > 1 are the direct product of subtori of equal order
Φ+m(q) and Φ−m(q), respectively. (This is trivial for G ∈ {2B2(q), 2G2(q)}.) It is easy to check
that the numbers Φ+m(q) and Φ−m(q) are coprime, so exactly one of them is divisible by p. Thus,
a torus T (p)mp is well defined and it is a direct product of lmp subtori of equal order divisible by p.
The Sylow p-subgroup of each of these subtori is cyclic of order ep as otherwise the subgroup
A0 of elements of order p in T (p)mp would be of rank at least 2lmp which contradicts to [13, 10.2].
Therefore, the Sylow p-subgroup of T (p)mp is homogeneous of rank lmp and of exponent ep .
We denote by A the Sylow p-subgroup of T (p)mp and keep this definition also for groups which
are not simply connected. To be precise, let π : G¯ → G¯1 be an isogeny and set G1 = G¯Fr1 . We
define a p-torus T1 in G1 as T¯ Fr1 where T¯1 = π(T¯ ) and T¯ is a torus in G¯ such that T¯ Fr = T (p)mp . It
is known that |G| = |G1| and |T1| = |T¯ (p)mp | but G and G1 are not always isomorphic, moreover,
G1 is not always quasi-simple, see for instance [10, Proposition 4.2.3]. However, all assertions
in Proposition 4.5 remain valid for G1 in place of G (for instance, item (iii) in (2) follows from
[13, 10.1]). It follows from Proposition 4.5(2) that A is a well defined p-subgroup of G and
that A is normal in a Sylow p-subgroup of G even if G is not simply connected. We call A a
generic p-subgroup of G. So generic p-subgroups of G are conjugate in G. Notice that A(G1) is
often contained in π(G) (when G1 is not simple connected), in which case the results on simply
connected groups are sufficient for our purpose, see Lemma 4.6 below. 
Table 1 provides information about the group A in Proposition 4.5 provided lmp > 1 (equiva-
lently, S is not cyclic). It is extracted from [13, Table 4.1] and [19]. The algebraic group notation
for groups of Lie type makes no difference between quasi-simple and simple groups, however,
this is usually immaterial for the use of Table 1 in this section. Central products of groups in
Table 1 generally differ from direct products, however, for certain values of q they can coincide.
The first column of Table 1 contains the groups G that contains a non-cyclic Sylow p-subgroup
for a prime p > 2. The second column gives Φlmm (q) with lm > 1. For the primes p such that
m = mp the 3rd column gives the index of A in S, provided it is greater than 1 (as the index is a
p-power, there is no confusion to choose the right value among those indicated in the column).
The last two columns contain some subgroups H of G which generically contain A. (The list is
partitioned into two columns to simplify references.)
In the following lemma H means H1 or H2 in Table 1.
Lemma 4.6. Let G,H be as in Table 1. Then A ⊂ H if one of the following holds:
(1) H is one of the groups 3D4(q) × Cq2+q+1, 3D4(q) × Cq2+q+1, SU(3, q) ◦ Cq2−q+1 or
SL(3, q) ◦Cq2+q+1;
(2) H is semisimple and (|Z(H˜ )|,p) = 1 where H˜ is the simply connected group associated
with H ;
(3) mp > 2.
Proof. (1) The first case is obvious as Φ33 (q) = (q2 + q + 1)3 = Φ23 (q)(q2 + q + 1) and
Φ36 (q) = (q2 − q + 1)3 = Φ26 (q)(q2 − q + 1), see Table 1. Two other groups appear in Ta-
ble 1 for m > 2 which implies p > 3. As the center of SLε(q) is of order 3 or 1, and3
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G Φ
lm
m (q) S : A H1 H2
lm > 1,
m = mp
G2(q) Φ
2
1 (q) 3 SL3(q)
G2(q) Φ
2
2 (q) 3 SU3(q)
3D4(q) Φ21 (q) 9 SL3(q) G2(q)
3D4(q) Φ22 (q) 9 SU3(q) G2(q)
3D4(q) Φ23 (q) SL3(q) ◦Cq2+q+1
3D4(q) Φ26 (q) SU3(q) ◦Cq2−q+1
F4(q) Φ
4
1 (q) 9 Spin9(q)
F4(q) Φ
4
2 (q) 9 Spin9(q)
F4(q) Φ
2
3 (q)
3D4(q) SL3(q) ◦ SL3(q)
F4(q) Φ24 (q) Sp4(q
2)
F4(q) Φ
2
6 (q)
3D4(q) SU3(q) ◦ SU3(q)
2F4(q) Φ
2
1 (q) Sp4(q)
2B2(q)× 2B2(q)
2F4(q) Φ
2
2 (q) 3 SU3(q) Sp4(q)
2F4(q) (Φ
+
4 (q))
2 2B2(q)× 2B2(q)
2F4(q) (Φ
−
4 (q))
2 2B2(q)× 2B2(q)
E6(q) Φ61 (q) 81,5 SL6(q) ◦ SL2(q)
E6(q) Φ42 (q) 9 D5(q), F4(q) SL6(q) ◦ SL2(q)
E6(q) Φ33 (q)
3D4(q)×Cq2+q+1 SL3(q) ◦ SL3(q) ◦ SL3(q)
E6(q) Φ24 (q) D5(q) F4(q)
E6(q) Φ26 (q) F4(q) SU3(q) ◦ SU3(q)
2E6(q) Φ41 (q) 9
2D5(q), F4(q) SU6(q) ◦ SL2(q)
2E6(q) Φ62 (q) 81,5 SU6(q) ◦ SL2(q)
2E6(q) Φ23 (q) F4(q) SL3(q) ◦ SL3(q)
2E6(q) Φ24 (q)
2D5(q) F4(q)
2E6(q) Φ36 (q)
3D4(q)×Cq2−q+1 SU3(q) ◦ SU3(q) ◦ SU3(q)
E7(q) Φ71 (q) 81,5,7 SL8(q) D6(q) ◦ SL2(q)
E7(q) Φ72 (q) 81,5,7 SU8(q) D6(q) ◦ SL2(q)
E7(q) Φ33 (q) E6(q) SL6(q) ◦ SL3(q)
E7(q) Φ24 (q) SL8(q) E6(q)
E7(q) Φ36 (q)
2E6(q) SU6(q) ◦ SU3(q)
E8(q) Φ
8
1 (q) 3
5,25,7 SL9(q) D8(q)
E8(q) Φ
8
2 (q) 3
5,25,7 SU9(q) D8(q)
E8(q) Φ43 (q) SL3(q) ◦E6(q)
E8(q) Φ44 (q) 5 D8(q) SU5(q
2)
E8(q) Φ25 (q) SL5(q) ◦ SL5(q)
E8(q) Φ46 (q) SU3(q) ◦ 2E6(q)
E8(q) Φ28 (q) D8(q)
E8(q) Φ210(q) SU5(q) ◦ SU5(q)
E8(q) Φ212(q)
3D4(q2)
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similarly for SU(3, q) ◦Cq2−q+1.
(2) Every group H in Table 1 is semisimple except those listed in part (1) of this lemma.
By comparison of the polynomials ΠΦlmm (x) for G and for H˜ one observes that |A| = |A(H˜ )|,
except for the case where G = 2F4(q) and mp = 4. In the exceptional case the same conclusion
follows from Lemma 4.4 by comparison of the expressions for |2F4(q)|2′ and |2B2(q)|2′ recorded
prior Lemma 4.4. There is a surjective homomorphism π : H˜ → H whose kernel is contained in
Z(H˜ ). As A(H˜ ) is a p-group and (|Z(H˜ )|,p) = 1, the claim follows.
(3) If mp > 2 then one observes by inspection of Table 1 that (1) or (2) can be used. 
Lemma 4.7. Let G be a group given by the 1st column of Table 1, and let H1, H2 be the groups
given by the 3rd and 4th columns. Suppose that p > 2 divides the number in the 3rd column.
(1) A is contained in each subgroup listed in Table 1.
(2) S is contained in at least one of the subgroups listed in Table 1, unless one of the following
holds:
(i) G = F4(q), p = 3 and m3 = 1,2;
(ii) G = 3D4(q), p = 3 and m3 = 1,2;
(iii) G = E6(q), p = 3 and m3 = 1,2;
(iv) G = 2E6(q), p = 3 and m3 = 1,2;
(v) G = E7(q), p = 3 and m3 = 1,2;
(vi) G = E8(q), p = 3 and m3 = 1,2 or p = 5 and m5 = 1,2.
Proof. (1) follows from Table 1 and Lemma 4.6. (2) If S = A then the lemma follows immedi-
ately from Table 1 by Sylow’s theorem as Φlmm (q) divides |H |. Suppose that S = A. As the orders
of H1 and H2 are known, one can check whether |S| divides |H1| or |H2|. 
Proposition 4.8. Let G = G¯Fr and p > 2. Set ep := |Φmp(q)|p , that is, ep is the exponent of A.
Then every p-element g ∈ G of order at most ep is conjugate to an element in A.
Proof. For classical groups the lemma is rather well known, so we assume that G is of excep-
tional Lie type. Recall that G¯ is simply connected and that every torus of G is contained in a
maximal torus. As A is a subgroup of a torus (see Proposition 4.5), it follows that A is contained
in a maximal torus T , that is, T = T¯ Fr where T¯ is a maximal torus in G¯. Let l be the Lie rank
of G¯. Suppose first that lmp = l. In this case our argument is identical to that in [30, Lemma 4.5].
Let lmp < l. For p > 3 the result is available in [30, Lemma 4.5]. So suppose p = 3. If Sylow
3-subgroups of G are cyclic, they are conjugate to A, see Lemma 4.3. So we assume the opposite.
If S is contained in a subgroup X = X¯Fr such that X¯ is classical and simply connected then the
result follows from the classical group case. Observe that we need X¯ to be simply connected
only when it is of type An with n > 1 as, if X¯ is of type Bn,Cn or Dn, then the center of X¯ is a
2-group and we deal with p > 2. In particular, this covers the case where G ∼= 2F4(q) and m3 = 2
where X ∼= SU(3, q), see Table 1. (Observe that we do not need to deal with m3 ∈ {1,4} as q is
an odd power of 2 here, hence both Φ1(q) = q − 1 and Φ4(q) = q2 + 1 are not divisible by 3.)
Inspection of Table 1 for lm3 < l shows that we are left with the following cases: G ∼= 3D4(q)
for m3 = 1,2, G ∼= E6(q) for m3 = 1 or 2E6(q) for m3 = 2. In the latter two cases S is contained
in a subgroup X of G isomorphic to F4(q), so the result follows.
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that maximal tori in G are determined up to conjugacy by their orders. Let T be a maximal torus
of G containing g. Then |T | = q4 − q2 + 1 as (q2 − 1,3) = 3. It is well known that G¯ contains
an Fr-stable semisimple subgroup H¯ of type A1 × A1 × A1 × A1 such that H¯Fr is isomorphic
to (H1 ◦ H2) · K where H1 ∼= SL(2, q), H2 ∼= SL(2, q3) and |K| = (2, q − 1). (If q is even then
H1 ◦H2 = H1 ×H2.) Furthermore, H contains tori of orders (q − ε)(q3 − ε) and (q − ε)(q3 + ε)
where ε = ±1. Therefore, if |T | = (q − ε)(q3 − ε) or (q − ε)(q3 + ε) then we can assume that
g ∈ H . Then g ∈ H1H2.
We wish to show that (∗) every g ∈ S is conjugate to an element in H . As g belongs to a
maximal torus, we are left with the case where g ∈ Tε and Tε denotes a maximal torus of order
(q2 − εq + 1)2. Then |g| = 3 in this case.
Recall that G has 2 conjugacy classes C1, C2 of elements of order 3 [14, p. 210]. By [5,
Tables in Proposition 2.2], if x ∈ G and |x| = 3 then CG(x) either contains a subgroup N1
of index at most 2 such that to N1 ∼= SL(2, q3) ◦ Cq−ε or a subgroup N2 of index at most 3
such that N2 ∼= SLε(3, q) ◦ Cq2+εq+1. In the former case (|CG(x)|, |S|) < |S|, in the latter case
(|CG(x)|, |S|) = |S|. By reordering C1,C2 if necessary, we can assume that (|CG(x)|, |S|) = |S|
for x ∈ C2. As A is normal in S, it follows that A ∩Z(S) contains an element z of order 3 such
that CG(z) contains S. Therefore, A∩C2 is not empty.
Let g ∈ Tε . In order to show that g is conjugate to an element of A it suffices to prove that
A∩C1 and A∩C2 are not empty. The latter have been done above.
Let x1 ∈ A ∩ H1 and |x1| = 3. We show that x1 ∈ C1. Indeed, CG(x) contains a subgroup
H2 ∼= SL(2, q3). Then H2 is not contained in a conjugate of CG(z) as CG(z)′ ∼= SLε(3, q) and
|SL(2, q3)| > |SLε(3, q)|. This completes the argument proving (∗).
Furthermore, H¯ contains a subgroup H¯0 of type A1 ×A1 such that H¯Fr0 ∼= (H1 ◦SL(2, q)) ·K .
If g ∈ H and |g|  e3, it follows that g ∈ H0, hence g ∈ T0 where T0 is a subtorus of order
(q − ε)2. By Proposition 4.5(3), g ∈ A as required. 
We now start proving our results on representations.
Let G be of type G2(q). We denote by α and β the simple roots of G with |α| > |β|. If σ
is a root for G, we denote by Uσ the unipotent root subgroup labeled by σ . Let Pα (respec-
tively, Pβ ) denote the proper parabolic subgroups of G containing all Uσ for σ > 0 and U−α
(respectively, U−β ).
Lemma 4.9. (See [12].) Let G be of type G2(q) with q > 2 even. Let R be the unipotent radical
of Pβ . Then R′ = 1 and the conjugation action of Pβ on R induces a structure of FqPβ -module
on R/R′ which is irreducible with the highest weight 3ω1.
Lemma 4.10. Let p,q > 2, (p, q) = 1 and let g ∈ G ∼= G2(q) be a p-element contained in
a proper parabolic subgroup of G. Let F be an algebraically closed field of characteristic f
coprime to pq and let θ ∈ IrrF G with dim θ > 1. Then deg θ(g) = |g|.
Proof. We can assume that g ∈ Pα or g ∈ Pβ . Let Rα and Rβ denote the unipotent radicals
of Pα and Pβ , respectively. As C〈g〉(Rα) = 1 (respectively, C〈g〉(Rβ) = 1) (Lemma 2.10), by
Lemma 2.11 q is even. Therefore, Pα/Rα ∼= Pβ/Rβ ∼= SL(2, q) × Cq−1 where Cq−1 is a cyclic
group of order q − 1. It follows that |g| divides q − 1 or q + 1 so mp  2. In addition, q > 3 as
SL(2,3)×C2 has no semisimple element of odd order.
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As [Uα,Uα+3β ] = U2α+3β , and [Uα+2β,Uα+β ] = U2α+3β , and all other pairs of root subgroups
of Rβ commute, the group Rβ is isomorphic to a group of extraspecial type in the sense of [17],
and |Rβ | = q5 (see also [17, Lemma 4.3]). By Lemma 2.8, g centralizes U2α+3β . Then g ∈ L :=
〈U±β〉. (Indeed, let F¯q be the algebraic closure of Fq . Then g as an element of G2(F¯q) can be
expressed as hα(t)hβ(s) for some s, t ∈ F¯q . Elements u = u(r) ∈ U2α+3β are parametrized by
r ∈ F¯q and (by [21, Lemma 19]) gug−1 = t 〈2α+3β,α〉s〈2α+3β,β〉u = u(tr) as 〈2α + 3β,β〉 = 0
and 〈2α + 3β,α〉 = 1. Hence gu = ug implies that t = 1 so g = hβ(s) ∈ U±β(F¯q)∩G = U±β .)
It is known that M = Rβ/U2α+3β has a structure of FqL-module. More precisely, M is a highest
weight module of highest weight 3ω1 (see Lemma 4.9), so M = W ⊗WFr where W is the natural
FqL-module and Fr denote the Frobenius endomorphism of W . It is then easy to compute the
eigenvalues of g on M . In particular, g|M has no 1-eigenspace unless |g| = 3 when the dimension
of the 1-eigenspace M1 is equal to 2. Let q = 2t . Regarding M and M1 as vector spaces over F2
we have dimF2 M = 4t and dimF2 M1 = 0 if |g| > 3 and 2t is |g| = 3.
Let P ′β stand for the normal subgroup of Pβ of index q − 1. It follows that P ′β contains Rβ
and U±β . Let τ be an irreducible constituent of the restriction of θ |P ′β non-trivial on U2α+3β .
Observe that U2α+3β centralizes L. Then τ(Z(P ′β)) is a cyclic group so τ(Rβ) is an extraspecial
group of order 2q4. By Lemma 2.10, C〈g〉(Rβ) = 1 and then by Theorem 2.14, one observes that
deg τ(g) < |g| implies that M/M1 is irreducible F2〈g〉-module. The dimension an irreducible
Fq〈g〉-module is equal to mp . Hence dimF2 M0  tmp . Therefore, dimF2 M1  4t − tmp  2t .
This contradicts the above claim unless |g| = 3. If |g| = 3 then dimF2 M0  2 so dimF2 M1 
4t − 2. This is a contradiction as t > 1.
So g ∈ Pα . The group Rα is generated by Uβ , Uα+β , Uα+2β , Uα+3β , U2α+3β . The group
Rα contains an abelian subgroup A = 〈Uα+3β,Uα+2β,U2α+3β〉 normal in Pα . Set M1 =
〈Uα+3β,U2α+3β〉. Then M1 is isomorphic to the natural L-module where L = 〈U±α〉. By
Lemma 2.8, g must act trivially on A.
Let G¯ be the respective algebraic group over K where K is the algebraic closure of Fq .
Let P¯α be the parabolic subgroup of G(F¯q) such that Pα ⊂ P¯α . The conjugation action of P¯α
on A¯ = 〈Uα+3β(F¯q),Uα+2β(F¯q),U2α+3β(F¯q)〉 is known to make A¯ to be F¯qPα-module. Then
Uα+3β(1),Uα+2β(1),U2α+3β(1) is a basis of this module. As g acts on the basis trivially, g does
so on A¯. Furthermore, g is conjugate in P¯α to an element of the standard torus of G2(F¯q) so we
can assume that g = hα(t)hβ(s) for some s, t ∈ F¯q . Let u = u(r) ∈ U2α+3β . Then gug−1 = u(tr)
by the above. Similarly, if u = u(r) ∈ Uα+2β then gug−1 = t 〈α+2β,α〉s〈α+2β,β〉u = su, whence
s = 1 so g = 1. 
Lemma 4.11. Let p > 2 and let G = G2(q), q > 2, or 2F4(q) or 2F4(2)′. Let g ∈ G be a p-ele-
ment, and let θ ∈ IrrG with dim θ > 1. Then deg θ(g) = |g|.
Proof. Suppose the contrary, that is, that deg θ(g) < |g|. As p > 2, the case with G = 2F4(2)′
is equivalent to that of G = 2F4(2) so we shall deal uniformly with G = 2F4(q) for q  2. In
view of Theorem 2.1 we assume that Sylow p-subgroups of G are not cyclic. This implies that
mp  2 or G = 2F4(q) and mp = 4.
Suppose first that G = G2(q). Then mp  2 by Table 1, so p divides q2 − 1. As q > 2,p > 2,
we have that q = 3. Set ε = 1 if mp = 1 and ε = −1 if mp = 2. Then g is contained in a subgroup
H ∼= SLε(3, q), see Table 1, so g is diagonalizable in H = SLε(3, q) (under an orthonormal basis
of the natural H -module if ε = −1). For p = 3 we additionally use Lemma 3.2 to make this
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which implies, by Lemma 3.11, that eigenvalues of g at the natural module for H are not distinct.
Hence g centralizes a unipotent element in H , hence g belongs to a proper parabolic subgroup
of G by Lemma 2.12. Then the result follows from Lemma 4.10.
Let G = 2F4(q). If mp = 1 or 4 then g is contained in a direct product of two copies of
2B2(q). In this case the result follows from Theorem 2.1, except for q = 2 where 2B2(2) is
solvable of order 20. Let q = 2. Then mp = 1 so mp = 4 hence |g| = 5. This case can be easily
settled by using the character table of G. Let mp = 2. By Proposition 4.8 we can assume that
g ∈ A. By Table 1, g is contained in a subgroup H ∼= SU(3, q). As above, g is diagonalizable
in SU(3, q), hence |g|  ep . So we can assume that g ∈ A. Then g is contained in a subgroup
isomorphic to Sp(4, q), and the lemma follows from Corollary 3.13 applied to Sp(4, q). 
Lemma 4.12. Let G = 3D4(q), ε = ±1 and let Tε be a torus of order (q2 + εq + 1)2 of G.
(1) The torus Tε is a maximal torus in G and NG(Tε)/Tε ∼= SL(2,3).
(2) If g ∈ Tε then g is conjugate to g−1 by an element of NG(Tε).
(3) Suppose that ε = 1, mp = 3 or ε = −1, mp = 6. Then Tε = Tmp contains a Sylow p-sub-
group of G.
Proof. (1) is contained in [5, Table 1]. (2) is well known as the Weyl group of an algebraic group
of type D4 contains a central involution, for details see, for instance, [9, Lemma 8.1]. (3) follows
from Table 1. 
Below we shall make use of the following simple observation: (∗) Let V = V1 +V2 be vector
spaces, dimV1 = dimV2 = 1 and let N ⊂ GL(V ) be an irreducible subgroup. Suppose that nV1 ⊂
V1 ∪ V2 for every n ∈ N . Then N is imprimitive. Indeed, set Ni = {n ∈ N : nVi = Vi} for i =
1,2. If n ∈ N1 then nV2 = V2 as otherwise nV2 = V1 and n−1 /∈ N1. Similarly, if n ∈ N2 then
nV1 = V1. So N1 = N1 ∩ N2 = N2. Furthermore, if n /∈ N1 ∪ N2 then nV1 = V2 and nV2 = V1.
It follows that N permutes V1,V2, hence N is imprimitive.
Let mp = 3 or 6, ε and Tε = Tmp be as in Lemma 4.12(3). Then A is contained in a group
Hε ◦ Cε where Hε ∼= SLε(3, q) and Cε is a cyclic group of order q2 + εq + 1 = Φmp(q), see
Lemma 4.6. Therefore, A = A1 ×A2 where A1 = Tε ∩Hε and A2 = A∩Cε .
Lemma 4.13. Let G = 3D4(q), mp = 3 or 6 and t ∈ A. Then t is conjugate in NG(Tε) to an
element tk1 t
l
2 where |t1| = |t2| = |t | and ti ∈ Ai for i = 1,2.
Proof. As A1 and A2 are cyclic of equal order, there are elements ti ∈ Ai for i = 1,2 such
that |ti |  |t | and t = t i1tj2 for some integers i, j . Suppose the contrary. Then either (i,p) = 1
or (i,p) = 1. Moreover, this is true for elements ntn−1 for n ∈ NG(Tε). Consider the group
X = 〈t1, t2〉/〈tp1 , tp2 〉. This is an elementary abelian p-group of rank 2 so one can view it as a
2-dimensional vector space V , say, over Fp . Let V1,V2 be the subspaces of V spanned by the
images of t1, t2, respectively, in X. Then V is an FpN -module and the above property can be
transfered to V as follows: nV1 ⊂ V1 ∪V2 for any n ∈ N . By [13, 12.1] N acts irreducibly on the
elements of order p in A (as p > 3, A is abelian so [13, 12.1] is applicable). It follows that N
acts irreducibly on X and on V . By assertion (∗) prior the lemma, this is false. 
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Then deg θ(g) = |g|.
Proof. We assume that g is not contained in a subgroup isomorphic to G2(q) (otherwise the
lemma follows from Lemma 4.11). Then either mp = 3 or 6 (and p > 3) or p = 3, see Table 1.
Suppose first that mp = 3 or 6. According to Table 1, we can assume that g ∈ X ◦ Y where
X ∼= SLε(3, q) and Y ∼= Cε . Express g = xy for x ∈ X and y ∈ Y . Then y = 1 as X is contained
in a subgroup isomorphic to G2(q). In addition, we can assume that g ∈ Tε , and moreover, by
Lemma 4.13, that |x| = |y| = |g|.
We can write θ |(X◦Y) = (φ1 ⊗ λ1) ⊕ · · · ⊕ (φs ⊗ λs) where φj ∈ IrrX and λj ∈ IrrY for
j = 1, . . . , s. We order the summands so that dimφi > 1 for i = 1, . . . , t  s and dimφi = 1
for i > t . Suppose that deg θ(g) < |g|. Then degφj (x) < |g| = |x|. As mp = 3 or 6, Sylow
p-subgroups of SUε(3, q) are cyclic, so Theorem 2.1 tells us that degφi(x) = |x| − 1 for i  t
and 1 /∈ Specφi(x). Hence deg θ(g) = |g| − 1. In addition, 1 /∈ Spec θ(g) as g is conjugate to
g−1 in G (Lemma 4.12(2)). (Indeed, if η is a |g|th root of unity and η is not an eigenvalue of
θ(g) then η−1 is not an eigenvalue of g. This contradicts the fact that deg θ(g) = |g| − 1 unless
η = 1.) It follows that λ1(y) = · · · = λt (y) = 1. This implies that s > t (otherwise θ(y) = Id) so
λt+1(y), . . . , λs(y) are not equal to 1. It follows that 1 ∈ Spec θ(x) and 1 /∈ Spec θ(xkyl) for any
k, l coprime to p. This contradicts the fact in Lemma 4.13 that x is conjugate to some element
xkyl .
Suppose p = 3. The case with q = 2 can be easily verified by the character table of G, so
we assume q > 2. We know from claim (∗) in the proof of Proposition 4.8 that g is contained
in a subgroup H = X ◦ Y where X ∼= SL(2, q) and Y ∼= SL(2, q3). Express g = xy with x ∈ X,
y ∈ Y . Let φ be an irreducible constituent of θ |H . Then φ = τ ⊗ η where τ, η are irreducible
representations of X,Y , respectively. Hence φ(g) = τ(x) ⊗ η(y). Suppose the contrary, that
deg θ(g) < |g|. Then degφ(g) < |g| so deg τ(x) < |g| and degη(y) < |g|. If |y| > |x| then we
choose φ so that dimη > 1. Then |y| = q3 + 1 by Theorem 2.1. By Lemma 2.9, if |y| = q3 + 1
then |y| = 9 and q = 2, which is not the case here. Thus, |y|  |x| = |g|. Then |x| = q + 1 by
Theorem 2.1 so |g| = q + 1. Therefore, mp = 2 and |g| = ep . By Proposition 4.5, g is conjugate
to an element in A which is a subgroup of a torus of order (q +1)2 = Φ22 (q). By Lemma 4.4, tori
of order Φ22 (q) are conjugate in G. As a subgroup isomorphic to G2(q) contains such a torus,
g is conjugate to an element in such a subgroup, so the result follows from that for G2(q) proved
above. 
The following lemma handles few simplest cases:
Lemma 4.15. Theorem 4.1 is true if one the following holds: G = F4(q), mp = 1,2,3,4,6;
G = E6(q), mp = 2,4; G = 2E6(q), mp = 1,4; G = E7(q), mp = 1,4; G = E8(q), mp =
1,2,4,8.
Proof. By Proposition 4.8, we can assume that g ∈ A. Then for the cases listed in the lemma A
is contained in a quasi-simple subgroup H isomorphic to one of the following groups: Spin9(q)
or 3D4(q) if G = F4(q), D5(q) if G = E6(q), 2D5(q) if G = 2E6(q), SL8(q) if G = E7(q)
and D8(q) if G = E8(q), see Table 1. So g ∈ H , and g /∈ Z(H) as p > 2. Let φ be a non-trivial
constituent of the restriction θ |H . By Theorem 3.12, degφ(g) = |g|. So the lemma follows. 
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subgroup of G, P = CG(U) and let P ′ denote the commutator subgroup of P . Set Q = Or(P )
and M = Q/Z(Q).
(1) Q ⊂ P ′ and L = P ′/Q is isomorphic to SL(6, q) (respectively, SU(6, q)).
(2) The conjugation action of P ′ on Q endows M with the structure of FqL-module of dimen-
sion 20.
(3) M is isomorphic to the 3rd exterior power of the natural L-module.
Proof. These facts are contained in [4]. The dimension of M is determined in [4, Lemma 4.9] for
the non-twisted group and in [4, Lemma 4.6] for the twisted group. The absolute irreducibility of
M has been proved in [4, Lemma 4.9]. From general representation theory of groups of Lie type
one can deduce that there is a unique FqL-module of dimension 20. To justify (3), one can deal
with the algebraic group G¯ of type E6. In notation of [4], one has to consider the maximal proper
parabolic subgroup P¯ of G¯ which does not contain the root subgroup U−α2 . Then the unipotent
radical Q¯ of P¯ contains a root subgroup Uα for α = α1 +α2 +2α3 +3α4 +2α5 +α6 = ω4 −ω2.
In addition, P¯ contains a simple group L¯ of type A5 generated by the root subgroups Uβ with
β = ±αi for i = 2. The conjugation action of P¯ on Q¯ endows Q¯/Z(Q¯) with the structure of
an L-module which is irreducible by the above. One can check that Uα is fixed by the subgroup
generated by Uβ with β = αi for i = 2. Therefore, ω4 is the highest weight for L. The simple
roots α1, α3, α4, α5, α6 have to be reordered as α1, α2, α3, α4, α5 to correspond the standard
notation for simple roots in A5, and in this ordering ω4 corresponds to ω3. As the highest weight
of the 3rd exterior power of the natural module for A5 is exactly ω3, (3) follows. 
Lemma 4.17. Theorem 4.1 is true if G = 2E6(q) and mp = 2.
Proof. In this case |g| divides q + 1. By Proposition 4.8 we can assume that g ∈ A. In turn, A is
contained in a subgroup H = X1 ◦X2 where X1 ∼= SU(6, q) and X2 ∼= SL(2, q) (Lemma 4.7). For
i = 1,2 let gi ∈ Xi be such that g is the image of g1g2 under the projection X1 ×X1 → X1 ◦X2.
Let T := T (p)2 and N := NG(T ).
We first show that we can replace g by a suitable N -conjugate so that o(g1) = o(g).
Suppose the contrary. Then |g2| = o(g) = pi > o(g1) for some i > 0, so 1 = h := gpi−1 ∈
A2 := Z(G)X2 ∩ A is of order p. (If p > 3 then o(g) = |g| and o(g1) = |g1|. If p = 3 then
Z(G) ⊂ T ⊂ H so Z(G) ⊆ Z(X1).) Moreover nhn−1 ∈ A2 for all n ∈ N . In other words, A2
is a proper non-zero N -submodule in A0 where A0 is the subgroup of elements of order p
in A. We show that this is false. By [19, Table 5.2], N/T ∼= W(E6), the Weyl group of G¯. It
is known that W is an absolutely irreducible subgroup of GL(6,Z) where Z is the ring of in-
tegers, and W ′ ∼= Ω−(6,2) ∼= PSU(4,2). The action of W on A0 is obtained from that on Z6
via reduction Z modulo p, that is, Z/Zp ∼= A0 as ZW-modules. So the natural homomorphism
η : GL(6,Z) → GL(6,p) yields a representation W → GL(6,p). Inspection of the Brauer char-
acter table for PSU(4,2) shows that η(W) is irreducible unless p = 3 in which case η(W) has
an irreducible constituent of dimension 5. This is a contradiction for p > 3. If p = 3 then A0 has
an obvious 1-dimensional submodule Z(G). Hence A0/Z(G) is an irreducible F3W -module.
As h /∈ Z(G), we observe that A2 = Z(G), again obtaining a contradiction. So we assume that
o(g1) = o(g). It follows that g1 /∈ Z(X1) (otherwise, o(g1) = 1).
Next, we turn to proving the lemma. Suppose the contrary. Let λ be an irreducible constituent
of the restriction of θ to H non-trivial on X1. Then λ = λ1 ⊗ λ2 where λi ∈ IrrXi for i = 1,2
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V denote the natural module for SU(6, q). By Theorem 3.12, g stabilizes a totally isotropic
subspace of V . In addition, by Corollary 3.13 we have either g1 ∈ Z(X1) (which is false) or
o(g1) = q + 1, p = 3 and the Jordan form of g1 on V is of shape diag(ε, ε, ε, ε, ε, ε−5) for
some where ε ∈ Fq2 and degλ1(g1) = q . It follows that g centralizes an element of order r , and
hence g belongs to a parabolic subgroups of G (Lemma 2.12). By Lemma 2.11, q is even. It
follows from [19, Table 5.1] that X1X2 is a maximal subgroup of G. (Observe that the tables
in [19] are produced assuming that G is of adjoint type. Therefore, G = εE6(q) in [19] has a
simple subgroup of index 3 which fact is reflected by the multiplier (3, q − ε) in the respective
entry of [19, Table 5.1]. If G is of simply connected type, which is the case here, this multiplier
corresponds to the center of G which is of order (3, q − ε).) It follows that X1X2 = NG(X2).
We deduce from this that we can assume that g2 = 1. For this we first observe that X1 con-
tains a root subgroup Y ∼= SL(2, q) such that [g,Y ] = 1. One can take for Y the subgroup of
X1 stabilizing all vectors v = (0,0,∗,∗,∗,∗) in of the natural SU(6, q)-module with the basis
chosen so that g1 has the above Jordan form. As all root subgroups isomorphic to SL(2, q) are
conjugate under the action of W (as roots of G form a single W -orbit), one can choose w ∈ W
so that w(Y) = X2. Hence w(g) ∈ X1 as X1X2 = NG(X2) and [w(g),X2] = 1.
So g1 /∈ Z(X1), g2 = 1 and p > 3 and the Jordan form of g1 on V is as above. It follows that
g1 does not have eigenvalue 1 on the 3rd exterior power of V . As q is even, |g| = p (as p > 3).
Clearly, X1 centralizes a root subgroup U of X2 = SL(2, q). As U is also a root subgroup in G,
we are under the situation described in Lemma 4.16. We keep notation of Lemma 4.16. So X1
must be L in Lemma 4.16. Let q = 2t . Let τ be an irreducible constituent of the restriction of
θ to P ′ non-trivial on Z(Q). Then τ(Z(Q)) is cyclic of order 2 and τ(Q) is extraspecial of or-
der 2q20. Additionally, M = Q/Z(Q) ∼= τ(Q)/Z(τ(Q)) as FqL-modules, and, by Lemma 4.16,
M is isomorphic to the 3rd exterior power of V . By the above, g1 fixes no non-zero element
of M . As g = g1 now, deg τ(g1) < |g1| = |g|. By Theorem 2.14, M as an Fr 〈g1〉-module is
a direct sum of the trivial submodule M1 (of some dimension) and an irreducible one M0. As
we have observed above, M1 = 0 so M = M0, that is, M is irreducible as a g1-module. As
|g1| = q + 1 (because mp = 2), the dimension of an irreducible F2〈g1〉-module is at most 2t . As
dimFq M = 20, we have dimFr M = 20t so dimFr M0  18t which is a contradiction. 
Lemma 4.18. (See [27].) Let G be one of the following groups: G2(q) with q odd, 2G2(q),
F4(q), 2F4(q), E8(q). Then every semisimple element of G has an eigenvalue 1 in every complex
representation of G.
Lemma 4.19. Theorem 4.1 is true if G = E8(q) and mp = 5,10.
Proof. By Proposition 4.8 and Lemma 4.7 g ∈ X = X1 ◦X2 where X1 ∼= X2 ∼= SLε(5, q) where
ε = 1 if mp = 5 and ε = −1 if mp = 10. It follows that Sylow p-subgroups of Xi are cyclic
for i = 1,2. Let τ be an irreducible constituent of θ |X . Then τ = τ1 ⊗ τ2 where τi ∈ IrrXi . Let
gi ∈ Xi be elements such that g1 × g2 projects onto g under the homomorphism X1 ×X2 → X.
Then τ(g) = τ1(g1) ⊗ τ2(g2). Suppose the contrary, that deg θ(g) < |g|. Then deg τi(gi) < |g|.
By reordering X1, X2 we can assume that |g1| = |g| and choose τ so that τ(g1) = Id. By The-
orem 2.1, 1 /∈ Spec τ1(g1), |g1| = q5 − ε and deg τ1(g1) = |g| − 1. Therefore, τ(g2) = 1 and
1 /∈ Spec θ(g). This contradicts Lemma 4.18. 
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G = E7(q) with mp = 2, or G = E8(q) with mp = 3,6,12.
Proof. If G = E8(q) and mp = 12 then g is contained in a group H isomorphic to 3D4(q2). So
in this case the lemma follows from Lemma 4.14.
Let G = E6(q) or 2E6(q). In these cases S = A is abelian, so it is contained in a subgroup
H = X1 ×X2 where X1 ∼= 3D4(q) and X2 is cyclic of order Φmp(q), see Table 1 and Lemma 4.7.
Let g = g1g2 where gi ∈ Xi for i = 1,2. Suppose first that g1 = 1. Then we obtain a contradiction
by Lemma 4.14. Suppose that g1 = 1. If g is conjugate to an element g′ ∈ A then in the similar
decomposition g′ = g′1g′2 we have g′1 = 1. It follows that X2 is NG(T )-invariant. As S is abelian,
by [13, 12-1] NG(T )/T acts irreducibly on S0 where S0 is the subgroup of elements of order p
in S = A. Hence X2 cannot be NG(T )-invariant. This is a contradiction.
Let G = E8(q) and mp = 3 (respectively, 6). As above, S = A is abelian of rank 4 and is
contained in a subgroup H = X1 ◦X2 where X1 ∼= E6(q) and X2 ∼= SL(3, q) (respectively, X1 ∼=
2E6(q) and X2 ∼= SU(3, q)), see Lemma 4.7 and Table 1. So we can use the argument used in
the previous paragraph to complete the proof.
Let G = E7(q) and mp = 2. By Proposition 4.8, we can assume that g ∈ A. We can in-
clude A into a subgroup H = X1 × X2 where X1 ∼= D6(q) and X2 ∼= SL2(q) (Lemma 4.7
and Table 1). Express g = g1g2 where gi ∈ Xi for i = 1,2. It follows from Lemma 4.14 that
g1 = 1. If g′ ∈ A is conjugate to g then in the similar decomposition g′ = g′1g′2 we have g′1 = 1.
As above, A is the Sylow p-subgroup of T := T (p)2 which is a maximal torus of G of order
(q + 1)7. Let N = NG(T ). Then N/T ∼= W(E7), the Weyl group of G¯. It is well known that
W(E7) ∼= Sp(6,2) × C2 where |C2| = 2. Let A0 denote the subgroup of elements of order p
in A. Set B0 = X2 ∩ A0. It follows that B0 is N -invariant. However, the action of N on A0 is
irreducible as it is obtained from reduction of integer representation of W(E7) in GL(7,Z) by
reduction modulo p. As p > 2, one deduce from the Brauer character table of Sp(6,2) that the
reduction is an irreducible representation of Sp(6,2) in GL(7,p). This completes the proof for
this case. 
Lemma 4.21. Theorem 4.1 is true if G = E6(q), mp = 1,6 or G = 2E6(q), mp = 3.
Proof. Suppose the contrary. Let g ∈ G be a p-element such that go(g) ∈ Z(G) and deg θ(g) <
o(g). By Proposition 4.8, we can assume that g ∈ A.
Let G ∼= E6(q) with mp = 6 or G ∼= 2E6(q) with mp = 3. By Table 1 A is contained in a
group H isomorphic to F4(q). Therefore, we can discard these cases by Lemma 4.15.
Next, let G ∼= E6(q) with mp = 1. Then g ∈ X = X1 ◦ X2 where X1 ∼= SL(6, q) and X2 ∼=
SL(2, q), see Table 1. Hence g = g1g2 where gi ∈ Xi are p-elements. As Z(G) = Z(X), we
have that either o(g) = o(g1) or |g2| o(g1). In the latter case g2 (and hence g) normalizes an
abelian subgroup U ⊂ X2 of order q and C〈g〉(U) = 1. This violates Lemma 2.8. In the former
case one can find a subgroup U ⊂ X2 of order q5 such that C〈g〉(U) = 1, which again contradicts
Lemma 2.8. 
Lemma 4.22. Theorem 4.1 is true if G = E7(q).
Proof. If mp = 1,2,4 then we are done by Lemmas 4.15 and 4.20. So we are left with the cases
where mp = 3,6 (so p > 3). Set ε = 1 if mp = 3 and ε = −1 if mp = 6. Then g ∈ H where
H ∼= Eε(q). As Theorem 4.1 has already been proved for Eε(q), the result follows. 6 6
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malizes a maximal torus T (3)m3 containing A (Proposition 4.5). Observe that g is not contained in
T as otherwise g ∈ A and |g| e3 in which case the result is contained in Theorem 4.1. If |T | is
not a 3-power then the Hall 3′-subgroup B of T is abelian and g normalizes B . Clearly, g does
not centralize B so the result follows from Lemma 2.8. If |T | is a 3-power then T = A. Hence
q − ε = 3a for some a. By Lemma 2.9 either a = 1 (and q − ε = 3) or q = 8 and ε = −1. In the
latter case e3 = 9 which is not the case here.
The order of Sylow 3-subgroups in X := E6(4) and Y := 2E6(2) coincide. Indeed, in both the
cases |S| = |A| · 34 and |A| = 36. In addition, X contains a subgroup isomorphic to Y . Hence it
suffices to prove the lemma for Y . In turn, Y/Z(Y ) contains a subgroup R isomorphic to Ω(7,3),
and Sylow 3-subgroups of both these groups have the same order, see [3]. Therefore, it suffices
to prove the result for central extensions of Ω(7,3) which case is contained in Theorem 2.3. 
Lemma 4.23. Let G be a central extension of 2E6(2), and let g ∈ G be a p-element. Let θ ∈ IrrG
with dim θ > 1. Suppose that |g| ep or 1 = g3 ∈ Z(G). Then deg θ(g) = o(g).
Proof. We can assume that G is universal. Then |Z| = 12. Let Z0 be the subgroup of order
4 in Z. Then X = G/Z0 is isomorphic to the universal Chevalley group 2E6(2). As q = 2
here, mp > 1. In addition, we can assume p > 3 (and hence mp > 2) as a Sylow 3-subgroup
of G/Z(G) is contained in a subgroup isomorphic to Ω(7,3) and for the latter group the result
is available from Lemma 2.27. It also follows that mp = 6 as Φ6(2) = 3 = Φ2(2).
Suppose first that |g| ep . The argument above for X = 2E6(2) is based on an inclusion of g
into an intermediate subgroup H where H ∼= F4(2) if mp = 3 (Lemma 4.21), and H ∼= 2D5(2) if
mp = 4 (Lemma 4.15). Observe that the group 2D5(2) has trivial Schur multiplier. Therefore, if
mp = 4 then the argument provided for X is valid for G as well. If H ∼= F4(2), the result follows
Lemma 2.27. 
Proof of Theorem 1.1. Clearly, we can assume that g is a p-element. If (1) holds then the spec-
trum of θ(g) is determined in [28]. So we assume that (1) does not hold, that is, that Sylow
p-subgroups of G are not cyclic. For alternating groups the result is contained in Theorems 2.7.
Sporadic groups are dealt with in Lemma 2.27 and Theorem 2.1. Suppose that G/Z(G) is a sim-
ple groups of Lie type in characteristic r . The case p = r is contained in Theorem 2.3. Let p = r .
Non-standard coverings for groups of Lie type are considered in Lemmas 2.27 and 4.23. So G
can be assume to be a finite reductive group. The Theorem 3.1 together with Theorem 2.4 settle
the classical group case. The refinement of Theorem 2.4 concerning the spectrum is contained in
Corollary 3.13. Theorems 4.1 and 4.2 cover the case of groups of exceptional Lie type. 
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