Diseño óptimo aerodinámico a través del método adjunto continuo by Palacios Gutiérrez, Francisco de Asís
Facultad de Ciencias
Departamento de Matemáticas
Tesis Doctoral en Matemáticas
Diseño óptimo aerodinámico a través
del método adjunto continuo
por
Francisco de Asís Palacios Gutiérrez
Tutor: Prof. Enrique Zuazua Iriondo
Madrid, 6 de mayo de 2008

Dedicado a mi esposa Tatiana, por todo el tiempo que esta tesis me ha robado y que sin
duda le correspondía a Ella.

Índice general
Índice general I
1 Introducción 5
1.1. Optimización de sistemas gobernados por la ecuación de Burgers . . . . . 6
1.1.1. Sensibilidad en presencia de choques . . . . . . . . . . . . . . . . . 9
1.1.2. Método de las direcciones de descenso alternantes . . . . . . . . . . 11
1.2. Avances en la metodología de optimización aerodinámica . . . . . . . . . 13
1.2.1. Sistemas gobernados por las ecuaciones de Euler . . . . . . . . . . 14
1.2.2. Sistemas gobernados por las ecuaciones de Navier-Stokes . . . . . 17
2 Panorámica del diseño óptimo aerodinámico 21
2.1. Consideraciones históricas . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1.1. El comienzo: los hermanos Wright . . . . . . . . . . . . . . . . . . . 21
2.1.2. La aeronáutica de finales del siglo XX . . . . . . . . . . . . . . . . . 22
2.1.3. Los retos actuales de la aeronáutica . . . . . . . . . . . . . . . . . . 23
2.2. Cálculo aerodinámico: modelización, resolución numérica y análisis . . . 24
2.2.1. Evolución de la Dinámica de Fluidos Computacional . . . . . . . . 25
2.2.2. Ecuaciones que modelizan los problemas aeronáuticos . . . . . . . 27
2.2.3. Discretización del dominio físico en problemas aeronáuticos . . . . 29
2.2.4. Esquemas numéricos empleados en el ámbito aeronáutico . . . . . 30
2.3. Diseño óptimo en aeronáutica . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.3.1. Técnicas de optimización en aerodinámica . . . . . . . . . . . . . . 32
2.3.2. Variables de diseño aeronáuticas . . . . . . . . . . . . . . . . . . . . 33
2.3.3. Diseño óptimo basado en el cálculo de gradientes . . . . . . . . . . 33
2.4. Método de los conjuntos de nivel . . . . . . . . . . . . . . . . . . . . . . . . 38
2.4.1. Aplicación al diseño óptimo aerodinámico . . . . . . . . . . . . . . 39
2.4.2. Modularización del algoritmo . . . . . . . . . . . . . . . . . . . . . 40
3 Control óptimo de la ecuación de Burgers 43
3.1. Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2. Existencia de minimizadores . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3. El problema de minimización discreto . . . . . . . . . . . . . . . . . . . . . 49
3.4. Análisis de la sensibilidad: el enfoque continuo . . . . . . . . . . . . . . . . 51
3.4.1. Sensibilidad sin choques . . . . . . . . . . . . . . . . . . . . . . . . . 52
I
II ÍNDICE GENERAL
3.4.2. Sensibilidad del estado en presencia de choques . . . . . . . . . . . 54
3.4.3. Sensibilidad del funcional J en presencia de choques . . . . . . . . 56
3.5. Método de las direcciones de descenso alternantes . . . . . . . . . . . . . . 62
3.6. Aproximaciones numéricas de las direcciones de descenso . . . . . . . . . 65
3.6.1. El enfoque discreto: esquemas numéricos diferenciables . . . . . . 66
3.6.2. El enfoque discreto: esquemas numéricos no diferenciables . . . . . 68
3.6.3. Enfoque continuo: condiciones internas de contorno en el choque . 70
3.7. Experimentos numéricos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.8. Algoritmos numéricos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4 Análisis de la sensibilidad de las ecuaciones de Euler estacionarias 87
4.1. Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.2. Ecuaciones de Euler en forma conservativa . . . . . . . . . . . . . . . . . . 90
4.2.1. Relaciones de Rankine-Hugoniot . . . . . . . . . . . . . . . . . . . . 91
4.2.2. Análisis de las condiciones de contorno numéricas . . . . . . . . . 92
4.3. Ecuaciones linealizadas de Euler en régimen estacionario . . . . . . . . . . 96
4.3.1. Relaciones linealizadas de Rankine-Hugoniot . . . . . . . . . . . . 98
4.3.2. Condiciones de contorno externas . . . . . . . . . . . . . . . . . . . 98
4.4. Análisis de la sensibilidad de un funcional: el enfoque continuo . . . . . . 101
4.4.1. Condiciones de contorno internas . . . . . . . . . . . . . . . . . . . 105
4.4.2. Condiciones de contorno externas . . . . . . . . . . . . . . . . . . . 106
5 Análisis de la sensibilidad de las ecuaciones de Navier-Stokes estacionarias 109
5.1. Ecuaciones de Navier-Stokes en forma conservativa . . . . . . . . . . . . . 109
5.2. Ecuaciones linealizadas de Navier-Stokes en régimen estacionario . . . . . 111
5.3. Análisis de la sensibilidad: el enfoque continuo . . . . . . . . . . . . . . . . 113
5.3.1. Formulación con pared adiabática (condiciones de contorno) . . . 115
5.3.2. Reducción de las derivadas de alto orden . . . . . . . . . . . . . . . 116
6 Resolución numérica de las ecuaciones adjuntas 2D de Euler y Navier-Stokes 119
6.1. Discretización del dominio físico . . . . . . . . . . . . . . . . . . . . . . . . 119
6.2. Discretización espacial de las ecuaciones adjuntas de Euler . . . . . . . . . 120
6.2.1. Esquema centrado tipo Lax-Friedrichs . . . . . . . . . . . . . . . . . 121
6.2.2. Esquema centrado con disipación artificial de alto orden . . . . . . 122
6.2.3. Esquema de tipo upwind . . . . . . . . . . . . . . . . . . . . . . . . 122
6.2.4. Condiciones de contorno numéricas . . . . . . . . . . . . . . . . . . 124
6.3. Discretización espacial de los términos viscosos . . . . . . . . . . . . . . . 127
6.3.1. Condiciones de contorno . . . . . . . . . . . . . . . . . . . . . . . . 128
6.4. Discretización temporal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
6.5. Inestabilidades en el proceso de optimización . . . . . . . . . . . . . . . . . 130
6.5.1. Gradiente de Sobolev modificado . . . . . . . . . . . . . . . . . . . 130
6.5.2. Filtrado bimalla de la sensibilidad del funcional . . . . . . . . . . . 131
7 Experimentos numéricos empleando las ecuaciones de Euler y Navier-Stokes 135
7.1. Aplicación al diseño de forma aerodinámica . . . . . . . . . . . . . . . . . 135
7.1.1. Modelización mediante las ecuaciones de Euler . . . . . . . . . . . 135
7.1.2. Modelización mediante las ecuaciones de Navier-Stokes . . . . . . 136
7.1.3. Variables de diseño aeronáuticas . . . . . . . . . . . . . . . . . . . . 137
III
7.2. Validación de los esquemas numéricos desarrollados . . . . . . . . . . . . 138
7.2.1. Ecuaciones de Euler (solución regular) . . . . . . . . . . . . . . . . . 139
7.2.2. Ecuaciones de Euler (solución no regular, sin RH adjunto) . . . . . 143
7.2.3. Ecuaciones de Euler (solución no regular, con RH adjunto) . . . . . 148
7.2.4. Ecuaciones de Navier-Stokes en régimen laminar . . . . . . . . . . 152
7.2.5. Método de conjuntos de nivel . . . . . . . . . . . . . . . . . . . . . . 157
7.3. Validación del proceso de optimización aerodinámica . . . . . . . . . . . . 162
7.3.1. Rediseño transónico de un perfil aerodinámico . . . . . . . . . . . . 162
7.3.2. Método adjunto vs. diferencias finitas . . . . . . . . . . . . . . . . . 163
7.3.3. Optimización con discontinuidades . . . . . . . . . . . . . . . . . . 164
7.3.4. Rediseño subsónico de un perfil aerodinámico . . . . . . . . . . . . 166
7.3.5. Diseño empleando el método de los conjuntos de nivel . . . . . . . 166
7.4. Validación de la estrategia bimalla de filtrado . . . . . . . . . . . . . . . . . 170
7.4.1. Inestabilidades en el proceso de diseño óptimo de forma . . . . . . 170
7.4.2. Optimización de forma aerodinámica mediante filtrado . . . . . . . 171
8 Conclusiones 175
Bibliografía 179
A Desarrollo de flujos adjuntos 187
A.1. Flujos convectivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
A.2. Flujos viscosos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
B Derivada de forma 191
Índice de figuras 193

Agradecimientos
Mi primer agradecimiento es para mi mujer Tatiana que representa lo mejor de mí,
sin su amor la elaboración de esta tesis carecería de valor. Ella ha sabido comprender la
importancia que constituía para mí este trabajo y con infinita paciencia ha estado siem-
pre a mi lado. También quiero agradecer a mi padre Pedro, que me enseñó las matemáti-
cas y siempre ha estado junto a mí, aconsejándome con toda su experiencia cuando más
lo he necesitado. A mi madre Mercedes, por su amor y comprensión inagotable. A mi
hermano Tomás a quien, a pesar de estar lejos, lo siento siempre muy cerca. A mis abue-
los: Tomás, Paco, Estrella y Matilde. A mis tíos, tías, primas, madrinas, suegros, cuñada,
a mi ahijado Juan Francisco y a mi prima Paula. Todo lo que pudiera decir de mi Familia
no sería suficiente.
Quiero también agradecer a Enrique, mi director de Tesis, y digo bien ”Enrique´´ y
no Prof. Zuazua porque a lo largo de estos años lo profesional ha pasado a ser amistad
y una profunda admiración. Lo considero un magnífico Director, el matemático español
más destacado y sin duda un referente internacional en su especialidad, para mi su
tutela y amistad ha sido el mayor de los honores.
Esta ha sido una tesis atípica pues la investigación la he compatibilizado con mi ac-
tividad profesional que me ha permitido entablar contacto, a través de proyectos, con
una infinitud de investigadores e instituciones. En estos años hemos organizado mu-
chos proyectos: DOMINO, SIMUMAT, AeroFAST, DOVRES, MTM2005-00714, FuSim-
E, IMDEA Matemáticas, AeroMATH Laboratory... Tengo un especial agradecimiento
para el Prof. Carlos Castro, Carlos Artiles, Fernando Monge, Antonio González García-
Conde, Carlos Lozano y el Prof. Antonio Crespo. Pero hay muchos otros que han con-
tribuido en IMDEA Matemáticas y la en UAM a que yo haya encontrado un clima ade-
cuado de trabajo: Toni, Miguel Ángel, José María, Marta, Fátima, María, Blanca, Rafa y
muchos otros.
Quiero agradecer el apoyo que siempre he tenido desde AIRBUS España y de mis
colegas del Centro Aeroespacial Alemán (DLR), el Prof. Norbert Kroll, el Ing. Markus
Widhalm y el Prof. Nicolas Gauger, y tantos otros compañeros de profesión de todo el
mundo, que me han ayudado, apoyado y animado en mis proyectos.
Por último, deseo destacar que esta tesis ha sido posible gracias cinco instituciones
que han participado en mi formación: el Instituto Madrileño de Estudios Avanzados
en Matemáticas (IMDEA Matemáticas), la Universidad Autónoma de Madrid (UAM),
el Instituto Nacional de Técnica Aeroespacial (INTA), la Universidad Politécnica de
Madrid (UPM) y el ICAI de la Universidad Pontificia de Comillas (UPCo).
1

Resumen
El diseño óptimo de forma es fundamental en múltiples disciplinas de la ciencia,
en particular, el diseño aerodinámico [111, 72, 50, 20] es una de las disciplinas de la
aeronáutica de mayor tradición y que en la actualidad, gracias al avance de la com-
putación y los métodos numéricos, está adquiriendo más relevancia en el sector indus-
trial y en los centros de investigación. Este interés ha venido precedido por la exactitud
de cálculo que empieza a lograrse mediante el empleo de técnicas de análisis computa-
cional [75, 52, 58] para estudiar el comportamiento de los fluidos en configuraciones de
interés industrial.
Una vez que el análisis de las configuraciones aerodinámicas se puede realizar en
un tiempo reducido y con un error controlado [30, 28], es posible plantear el problema
de diseño óptimo sobre los complejos sistemas de Ecuaciones en Derivadas Parciales
(EDPs) que modelizan el comportamiento de los fluidos.
El objetivo del diseño óptimo aerodinámico es minimizar un determinado funcional
a través de controlar el sistema de EDPs que modeliza el fluido sobre la aeronave. El
control se ejerce sobre la forma de la superficie a diseño con el objeto de mejorar las
prestaciones de la aeronave en régimen estacionario.
Existe una importante tradición en la aplicación de la teoría de control al diseño
óptimo de sistemas gobernados por EDPs, desde los trabajos iniciales de J.-L. Lions
[77], pasando por los primeros desarrollos en el ámbito de la mecánica de los fluidos de
O. Pironneau [93, 94] y terminando en A. Jameson quien, junto con sus colaboradores,
en una serie de artículos, trató la aplicación de estas técnicas a las ecuaciones de Euler
[54, 65, 62] y ecuaciones de Navier-Stokes [86, 85]. Mención aparte merecen los trabajos
de M. Giles [42] y S. Ulbrich [108] en el ámbito de la optimización con discontinuidades
en las variables de flujo.
A lo largo de esta memoria se plantean y resuelven cuestiones relevantes en los
problemas de diseño óptimo a través del estado adjunto en sistemas gobernados por
las ecuación de Burgers, las ecuaciones de Euler o las ecuaciones de Navier-Stokes. Esta
tesis doctoral está estructurada de la siguiente manera: En primer lugar, en el Capítulo 1
se describirán brevemente los aspectos más relevantes de los problemas estudiados, los
resultados obtenidos y los métodos que se han desarrollado durante esta tesis. A con-
tinuación, en el Capítulo 2 se expone una panorámica general de los métodos de diseño
óptimo en aerodinámica. En el Capítulo 3, se abordará un análisis riguroso del proble-
ma de control óptimo para la ecuación de Burgers. Además se introduce el novedoso
método de las direcciones de descenso alternantes para el diseño óptimo en sistemas
gobernados por las ecuaciones de Burgers. En el Capítulo 4 se aborda el problema del
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diseño óptimo en sistemas gobernados por las ecuaciones de Euler y en el Capítulo 5
se hace lo propio con las ecuaciones de Navier-Stokes. El Capítulo 6 está destinado a
mostrar los detalles de la implementación numérica de la resolución de las ecuaciones
adjuntas de Euler y Navier-Stokes. Por último, en el Capítulo 7 se presentan los resul-
tados numéricos más relevantes en el ámbito aeronáutico. Y la tesis terminará con una
serie de conclusiones que recogemos en el Capítulo 8.
Esta tesis de Matemática Aplicada parte de un estudio del control óptimo de sis-
temas gobernados por la ecuación de Burgers (donde se desarrolla el método de las
direcciones de descenso alternantes) y es posible un estudio más riguroso, para termi-
nar haciendo aportaciones (metodológicas y computacionales) en sistemas modelizados
por las ecuaciones de Euler y Navier-Stokes en aplicaciones de interés aeronáutico. Las
aportaciones más relevantes que contiene esta Tesis pueden sintetizarse en los siguien-
tes tres avances con respecto del estado del arte:
Avance 1. En el Capítulo 3 se ha desarrollado el método de las direcciones de descenso
alternantes que consisten en una nueva estrategia de optimización, en dos
fases, para el cálculo de aproximaciones numéricas de minimizadores en sis-
temas gobernados por las ecuaciones de Burgers. En particular este método
está adaptado a la presencia de discontinuidades en la soluciones.
Avance 2. En el Capítulo 4 se ha desarrollo el método adjunto continuo en sistemas gob-
ernados por las ecuaciones de Euler (soluciones regulares y no regulares). En
esta memoria se presenta la formulación completa de las relaciones adjuntas
de Rankine-Hugoniot, una útil versión simplificada y la aplicación de la es-
trategia de filtrado bimalla para evitar las inestabilidades que se producen
en el proceso de diseño.
Avance 3. En el ámbito de Navier-Stokes, en el Capítulo 5 se han desarrollado unas
expresiones matemáticas que permiten la evaluación de los gradientes de un
funcional de interés aeronáutico sin necesidad del empleo de esquemas de
alto orden [4]. A su vez, en el Capítulo 7 se presenta una aplicación de la
optimización de sistemas gobernados por las ecuaciones de Navier-Stokes
empleando la técnica de los conjuntos de nivel o level set.
Más que escasez de medios, lo que hay es miseria de voluntad. El entu-
siasmo y la perseverancia hacen milagros. Desde el punto de vista del éxito,
lo costoso, lo que pide tiempo, brío y paciencia, no son los instrumentos sino
desarrollar y madurar una aptitud.
(S. RAMÓN Y CAJAL)
El éxito no se no se consigue con comenzar la empresa más o menos
arriesgada, es preciso sostenerla y perseverar hasta el final.
(J. A. PÉREZ DEL PULGAR S.J.)
Capítulo 1
Introducción
El objeto de este trabajo es el desarrollo de la metodología adjunta continua aplicada
al diseño óptimo de forma en diferentes sistemas físicos modelizados por la ecuación
de Burgers o bien las ecuaciones de Euler o Navier-Stokes. A lo largo de esta memoria,
se han desarrollado nuevos métodos matemáticos de optimización como el método de
las direcciones alternantes desarrollado en el Capítulo 3 y se han aplicado, por primera
vez en el ámbito de la Mecánica de los Fluidos Computacional (MFC), nuevas técni-
cas basadas en el empleo del estado adjunto para el cálculo de los gradientes de un
funcional que se pretenden minimizar (ver Capítulos 4 y 5).
En definitiva, los trabajos presentados en esta memoria evolucionan desde sistemas
físicos gobernados por la ecuación de Burgers, pasando por las ecuaciones de Euler y
terminando en las ecuaciones de Navier-Stokes. En cada uno de estos sistemas se han
realizado aportaciones con respecto del estado del arte en ingeniería y matemáticas,
destacando las siguientes:
Desarrollo del método de las direcciones de descenso alternantes en sistemas go-
bernados por la ecuación de Burgers. Este método se encuentra especialmente
adaptado para la optimización de sistemas con discontinuidades en sus variables
de estado (ver Sección 3.5).
Desarrollo de una formulación basada en la superficie, para el cálculo de la sen-
sibilidad de un funcional frente a deformaciones infinitesimales de la superficie
que se pretende diseñar en sistemas gobernados por las ecuaciones de Euler (Sec-
ción 4.4) y Navier-Stokes (Sección 5.3) y el desarrollo de los esquemas numéricos
apropiados para la resolución eficiente de estos problemas (Capítulo 6).
Aplicación de la técnica de conjuntos de nivel, o level set, al diseño óptimo em-
pleando las ecuaciones de Navier-Stokes (Sección 2.4) y desarrollo de una formu-
lación que permite la evaluación de la sensibilidad de estos sistemas sin recurrir a
métodos de alto orden para la resolución del problema directo (Sección 5.3.2).
Los problemas de optimización de forma se plantean en el marco de la resolución
discreta de una Ecuación en Derivadas Parciales (EDP), por ello, el modo más natural
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de obtener los gradientes de la función objetivo (que se pretende optimizar) respecto
de una serie de variables de diseño, sería a través del llamado adjunto discreto que
está basado en calcular el estado adjunto sobre las ecuaciones que modelizan el fluido
previamente discretizadas. Sin embargo, para el uso de esta metodología es necesario
realizar ciertas suposiciones sobre la diferenciabilidad de los esquemas de discretización
espacial que generalmente no se verifican1.
La metodología adjunta continua plantea el problema del cálculo de sensibilidades
de un funcional a partir del estado adjunto de las ecuaciones linealizadas que gobiernan
el fluido previamente linealizadas. Ahora bien, al trabajar con modelos continuos es
necesario abordar, entre otros, el hecho de que la linealización formal de la ecuación de
los fluidos falla a lo largo del choque y la sensibilidad del modelo necesita ser analizada
con respecto a perturbaciones de la solución y a la posición de la discontinuidad.
A continuación, en este capítulo introductorio de esta memoria, se describirán breve-
mente los aspectos más relevantes de los problemas estudiados, los resultados obtenidos
y los métodos que hemos desarrollado.
1.1. Optimización de sistemas gobernados por la ecuación de Burg-
ers
Los métodos de descenso para la optimización de un funcional en sistemas gober-
nados por EDPs con frecuencia producen sucesiones de minimizadores altamente os-
cilantes cuya convergencia es muy lenta. En esta memoria se introduce una nueva es-
trategia de optimización a la que denominaremos método de las direcciones de descenso
alternantes, que está adaptada a la presencia de discontinuidades en la solución, y que
exhibe buenas propiedades de descenso. En primer lugar, consideramos el ecuación no
viscosa de Burgers: {
∂tu + ∂x( u
2
2 ) = 0, en R× (0, T),
u(x, 0) = u0(x), x ∈ R. (1.1)
Dada una función objetivo ud ∈ L2(R), que asumimos tiene un soporte compacto,
consideramos la función de coste a ser minimizada J : L1(R)→ R, definida por
J(u0) =
∫
R
|u(x, T)− ud(x)|2 dx, (1.2)
donde u(x, t) es la solución que verifica la condición de Oleinik (o de entropía gen-
eralizada) de (1.1). También introducimos un conjunto de valores iniciales admisibles
Uad ⊂ L1(R), que definiremos más adelante con objeto de garantizar la existencia del
mínimo para el siguiente problema de optimización. Encontrar u0,mı´n ∈ Uad tal que
J(u0,mı´n) = mı´n
u0∈Uad
J(u0). (1.3)
La existencia de minimizadores se puede establecer fácilmente bajo ciertas condi-
ciones en Uad. Sin embargo, la unicidad es falsa en general, debido a la posible presencia
de discontinuidades en la solución de (1.1) y la falta de convexidad del funcional.
1Los métodos relevantes para la resolución de las ecuaciones de Euler y Navier-Stokes son en general no
diferenciables [63, 97]
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En aplicaciones prácticas, a través de la simulación numérica, es necesario reem-
plazar el problema de optimización continuo por su aproximación discreta. Si esto se
hace de manera adecuada, cabe esperar que los minimizadores del problema aproxi-
mado discreto proporcionen una aproximación del mínimo continuo en mallados lo
suficientemente finos.
En adelante denotaremos mediante u∆x la aproximación de u obtenida por una dis-
cretización admisible del sistema (1.1) con un tamaño de malla ∆x y ∆t para la dis-
cretización en tiempo. También denotaremos por J∆ una discretización de J y por Uad,∆
una versión discreta del conjunto de estados admisibles Uad. Finalmente, consideramos
la discretización aproximada del problema de minimización
J∆(u0,mı´n∆ ) = mı´n
u0∆∈Uad,∆
J∆(u0∆). (1.4)
En los métodos de descenso iterativos, en cada iteración la dirección de descenso
se calcula mediante el gradiente del funcional con respecto del control, en este caso el
dato inicial. Entonces la sensibilidad del funcional coste discreto J∆ con respecto a u0∆
depende de la sensibilidad o gradiente de la solución del esquema numérico usado para
discretizar (1.1), con respecto a u0∆.
Cuando consideramos un esquema numérico diferenciable el estado adjunto propor-
ciona un atajo a la hora de calcular las derivadas con respecto de todos los parámetros
de control (puntos de la malla en este caso). Pero en muchos casos los métodos numéri-
cos más eficientes no son diferenciables. En este caso, el gradiente del funcional no está
bien definido y no hay un modo natural y sistemático de calcular esas variaciones.
Para resolver esta dificultad, aplicamos el llamado enfoque continuo que consiste en
proceder en los siguientes pasos: primero volver al sistema continuo (1.1), linealizarlo y
obtener una dirección de descenso del funcional continuo J y entonces desarrollar una
aproximación numérica de la dirección de descenso con los valores discretos propor-
cionados por el esquema numérico. Por supuesto la validez de esta aproximación para
la dirección de descenso del problema discreto no está asegurada.
Pero el enfoque continuo presenta un gran inconveniente cuando la solución de-
sarrolla discontinuidades de choque, como en el contexto de las leyes de conservación
hiperbólicas. Es más, la diferenciación formal sólo está justificada cuando el estado u
sobre el que son calculadas las variaciones es lo suficientemente suave. En particular,
esto no está justificado cuando las soluciones son discontinuas debido a los términos
singulares que aparecen en la linealización sobre la posición del choque. Por lo tanto,
en las aplicaciones al control óptimo también debe tenerse en cuenta la sensibilidad
para la localización del choque. Esto ha sido estudiado por diferentes autores con di-
ferentes acercamientos [108, 45, 15]. La conclusión es que el sistema linealizado clásico
para la variación de la solución debe ser complementado por nuevas ecuaciones para
el desplazamiento de la posición del choque. En este caso la localización del choque en
soluciones fluidas constituye una intensa área de investigación por parte de diversos
autores y mediante diversas aproximaciones [38, 106].
Estos temas han sido objeto de una investigación intensiva. Sin embargo, no hay to-
davía una receta sistemática sobre el mejor método posible y los diferentes métodos em-
pleados llevan a desiguales conclusiones dependiendo del problema en consideración.
Esto es debido al hecho de que dos aspectos relacionados pero diferentes se han tratado
de manera simultánea sin distinguir lo suficiente el uno del otro:
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1. La falta de regularidad de las soluciones de las ecuaciones del estado continuo
hacen difícil la justificación de la linealización y añade algunos términos no es-
perados a la derivada clásica del funcional para tener en cuenta en la posible con-
tribución del salto de la discontinuidad.
2. Los esquemas numéricos son no diferenciables.
En esta memoria se ha construido un algoritmo eficiente que tiene en cuenta y saca
partido de la posible presencia de una discontinuidad en la solución. Se propone un
nuevo método de las direcciones de descenso alternantes [21] que en el proceso iterativo
alterne las direcciones de descenso entre aquellas que varían la posición del choque
y aquellas que no lo muevan y sólo afecten a la forma de la discontinuidad lejos del
choque, de tal modo que el número de choques no se incremente, manteniendo limitada
la complejidad global de las soluciones.
En este capítulo se asumirá que u(x, t) es una solución débil entrópica de (1.1) con
una discontinuidad a lo largo de la curva regular Σ = {(t,ϕ(t)), t ∈ [0, T]}, la cual
es Lipschitz continua fuera de Σ. En particular, satisface las relaciones de Rankine-
Hugoniot en Σ:
ϕ′(t)[u]ϕ(t) =
[
u2/2
]
ϕ(t)
. (1.5)
Aquí hemos empleado la notación: [v]x0 = v(x
+
0 )− v(x−0 ) para el salto en x0 de una
función continua a trozos v con una discontinuidad en x = x0. Nótese que Σ divide
R× (0, T) en dos partes: Q− y Q+ los subdominios de R× (0, T) a la izquierda y a la
derecha de Σ.
Figura 1.1: Subdominios Q− y Q+ y discontinuidad Σ.
En presencia de choques, para tratar correctamente los problemas de control óptimo
y diseño, el estado del sistema tiene que ser estudiado como un par (u,ϕ) combinando
la solución de (1.1) y la posición del choque ϕ. Esto es relevante en el análisis de la
sensibilidad de las funciones y cuando se aplica un algoritmo de descenso.
Consideramos por tanto que el par (u,ϕ) satisface el sistema
∂tu + ∂x( u
2
2 ) = 0, en Q
− ∪Q+,
ϕ′(t)[u]ϕ(t) =
[
u2/2
]
ϕ(t) , t ∈ (0, T),
ϕ(0) =ϕ0,
u(x, 0) = u0(x), en {x <ϕ0} ∪ {x >ϕ0}.
(1.6)
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En esta memoria se analizará la sensibilidad de (u,ϕ) con respecto de perturba-
ciones del dato inicial, en particular, con respecto a variaciones δu0 del perfil inicial u0
y δϕ0 de la posición del choqueϕ0. Se adoptará un marco funcional apropiado basado
en la generalización de los vectores tangentes introducidos en [8].
Definición 1. Sea v : R → R una función Lipschitz continua a trozos con una única discon-
tinuidad en y ∈ R. Sea Σv la familia de todas las trayectorias continuas γ : [0,ε0] → L1(R)
con
1. γ(0) = v y ε0 > 0 posiblemente dependiente de γ.
2. Para cualquier ε ∈ [0,ε0] la función uε = γ(ε) es una función Lipschitz continua a
trozos con una única discontinuidad en x = yε dependiendo de manera continua de ε y existe
una constante L independiente de ε ∈ [0,ε0] tal que
|vε(x)− vε(x′)| ≤ L|x− x′|,
siempre que yε /∈ [x, x′].
Definimos el conjunto Tv de vectores tangentes generalizados de v como el espacio de (δv, δy) ∈
L1 ×R para el cual la trayectoria γ(δv,δy) dada por
γ(δv,δy)(ε) =
{
v +εδv + [v]y χ[y+εδy,y] si δy < 0,
v +εδv− [v]y χ[y,y+εδy] si δy > 0,
(1.7)
satisface γ(δv,δy) ∈ Σv.
Finalmente, consideremos la relación de equivalencia ∼ definida sobre Σv por
γ ∼ γ′ si y solo si lı´m
ε→0
‖γ(ε)−γ′(ε)‖L1
ε
= 0.
Decimos que una trayectoria γ ∈ Σv genera el vector tangente generalizado (δv, δy) ∈ Tv
si γ es equivalente a γ(δv,δy), como en (1.7).
Sea u0(x) el dato inicial en (1.6) que suponemos Lipschitz continua a ambos la-
dos de una discontinuidad situada en x = ϕ0, y sea un vector tangente generaliza-
do (δu0, δϕ0) ∈ L1 × R para todo 0 ≤ T. Sea u0,ε ∈ Σu0 una trayectoria que genere
(δu0, δϕ0). Para ε suficientemente pequeño la solución uε(·, t) de (3.31) es Lipschitz
continua con una única discontinuidad en x = ϕε(t), para todo t ∈ [0, T]. Por lo tanto
uε(·, t) genera un vector tangente generalizado (δu(·, t), δϕ(t)) ∈ L1 ×R. Es más, en [8]
se prueba que satisface el siguiente sistema linealizado:
∂tδu + ∂x(uδu) = 0, en Q− ∪Q+,
δϕ′(t)[u]ϕ(t) + δϕ(t)
(
ϕ′(t)[ux]ϕ(t) − [uxu]ϕ(t)
)
+ϕ′(t)[δu]ϕ(t) − [uδu]ϕ(t) = 0, en (0, T),
δu(x, 0) = δu0, en {x <ϕ0} ∪ {x >ϕ0},
δϕ(0) = δϕ0,
(1.8)
con el dato inicial (δu0, δϕ0).
1.1.1. Sensibilidad en presencia de choques
Para estudiar la sensibilidad del funcional J con respecto de variaciones asociadas
con el vector tangente generalizado, en primer lugar se introduce la generalización de
la derivada Gateaux que tiene en cuenta estas variaciones.
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Definición 2. (Ref. [16]) Sea J : L1(R) → R un funcional dado y u0 ∈ L1(R), Lipschitz
continua a trozos con una discontinuidad en x = ϕ0. Decimos que J es diferenciable Gateaux
en u0 en un sentido generalizado si para cualquier vector tangente generalizado (δu0, δϕ0) y
cualquier familia u0,² ∈ Σu0 asociada a (δu0, δϕ0) existe el siguiente límite
δ J = lı´m
²→0
J(u0,²)− J(u0)
²
,
y sólo depende de (u0,ϕ0) y (δu0, δϕ0), esto es no depende de la familia particular u0,² la
cual genera (δu0, δϕ0). El límite δJ es la derivada Gateux generalizada de J en la dirección
(δu0, δϕ0).
El siguiente resultado proporciona un modo sencillo de caracterizar la derivada
Gateaux generalizada de J en términos de la solución del problema adjunto asociado.
Proposición 3. La derivada Gateaux de J se puede escribir como
δ J =
∫
{x<ϕ0}∪{x>ϕ0}
p(x, 0)δu0(x) dx + q(0)[u]ϕ0δϕ
0, (1.9)
donde el par del estado adjunto (p, q) satisface el sistema
−∂t p− u∂x p = 0, in Q− ∪Q+,
[p]Σ = 0,
q(t) = p(ϕ(t), t), in t ∈ (0, T)
q′(t) = 0, in t ∈ (0, T)
p(x, T) = u(x, T)− ud, in {x <ϕ(T)} ∪ {x >ϕ(T)}
q(T) =
1
2 [(u(x,T)−ud)2]ϕ(T)
[u]ϕ(T)
.
(1.10)
La fórmula (1.9) es una generalización del gradiente clásico del funcional en torno
a una solución regular en el cual el último término (que refleja el salto) no aparece.
Además (1.9) proporciona un modo obvio para calcular una dirección de descenso de J
en u0. Sólo debemos tomar
(δu0, δϕ0) = (−p(x, 0),−q(0)[u]ϕ0). (1.11)
Aquí, el valor de δϕ0 debe ser interpretado como la variación óptima del desplaza-
miento óptimo diferencial para la discontinuidad de u0.
Sin embargo, es importante subrayar que (δu0, δϕ0) no es un vector tangente gener-
alizado en Tu0 debido a que p(x, 0) no es continua para todo x 6= ϕ0. En efecto, p(x, t)
toma el valor constante q(T) en la región completa triangular ocupada por las carac-
terísticas de (1.1) las cuales se encuentran con el choque Σ. Por lo tanto, p tendrá en
general dos discontinuidades a lo largo del contorno de esta región (ver Figuras 1.2).
Esto es un importante inconveniente en el desarrollo de un algoritmo de descenso
para J. Si (δu0, δϕ0) es una dirección de descenso perteneciente a Tu0 , el nuevo dato
u0,new debe ser obtenido de u0 siguiendo el camino asociado a esta dirección de descenso
u0,new =
{
u0 +εδu0 + [u0]ϕ0 χ[ϕ0+εδϕ0 ,ϕ0 ] si δϕ
0 < 0,
u0 +εδu0 − [u0]ϕ0 χ[ϕ0 ,ϕ0+εδϕ0] si δϕ0 > 0,
(1.12)
para algún ε > 0 lo suficientemente pequeño, correctamente escogido. Nótese que, si
tomamos (1.11) como dirección de descenso (δu0, δϕ0), que no es un vector tangente
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Figura 1.2: Solución u(x, t) de la ecuación de Burgers con un dato inicial teniendo una
discontinuidad (izquierda) y adjunta que toma el valor constante en la región ocupada
por las características que se encuentran en el choque (derecha).
generalizado, el nuevo valor u0,new tendrá tres discontinuidades: la primera que viene
del desplazamiento de la discontinuidad u0 en ϕ0 y dos más producidas por las dis-
continuidades de p(x, 0). Por lo tanto, en un proceso iterativo, el algoritmo de descenso
irá creando más y más discontinuidades incrementando de manera artificial la comple-
jidad de la solución. Esto motiva el método de las direcciones de descenso alternantes
que proponemos, basado en la noción de gradientes generalizados, desarrollando un
algoritmo de descenso que mantenga la complejidad de las soluciones acotadas.
1.1.2. Método de las direcciones de descenso alternantes
Uno de los principales inconvenientes del enfoque continuo, cuando hay discon-
tinuidades, es que, en general, el algoritmo de descenso que usa la dirección de descenso
óptima basada en el cálculo del vector tangente generalizado, produce sucesiones mi-
nimizantes con complejidad que se incremente. El remedio es usar verdaderos vectores
tangentes generalizados en Tu0 como direcciones de descenso para J.
Motivado por esta discusión introducimos una descomposición de los vectores tan-
gentes generalizados. Esto requiere en primer lugar introducir cierta notación. Sea
x− =ϕ(T)− u−(ϕ(T))T, x+ =ϕ(T)− u+(ϕ(T))T,
y consideremos los siguientes subconjuntos (ver Figura 1.3),
Qˆ− = {(x, t) ∈ R× (0, T) tal que x <ϕ(T)− u−(ϕ(T))t},
Qˆ+ = {(x, t) ∈ R× (0, T) tal que x >ϕ(T)− u+(ϕ(T))t}.
Proposición 4. Supongamos que hemos restringido el conjunto de trayectorias en Σu0 a aquéllas
que pueden ser asociadas a vectores tangentes generalizados (δu0, δϕ0) ∈ Tu0 satisfaciendo,
δϕ0 =
∫ϕ0
x− δu
0 +
∫ x+
ϕ0 δu
0
[u]ϕ0
. (1.13)
Entonces, la solución (δu, δϕ) del sistema (1.8) satisface δϕ(T) = 0 y la derivada Gateaux
generalizada de J en la dirección (δu0, δϕ0) se puede escribir como
δ J =
∫
{x<x−}∪{x>x+}
p(x, 0)δu0(x) dx, (1.14)
12 CAPÍTULO 1. INTRODUCCIÓN
Figura 1.3: Subdominios Q− y Q+.
donde p satisface el sistema{ −∂t p− u∂x p = 0, en Qˆ− ∪ Qˆ+,
p(x, T) = u(x, T)− ud, en {x <ϕ(T)} ∪ {x >ϕ(T)}. (1.15)
Análogamente, si restringimos el conjunto de trayectorias en Σu0 a aquéllas para las cuales el
vector tangente generalizado asociado (δu0, δϕ0) ∈ Tu0 satisface δu0 = 0, entonces δu(x, T) =
0 y la derivada Gateaux generalizada de J en la dirección (δu0, δϕ0) se puede escribir como
δ J = −
[
(u(x, T)− ud(x))2
2
]
ϕ(T)
[u(·, T)]ϕ(T)
[u0]ϕ0
δϕ0. (1.16)
Los resultados en esta Proposición 4 sugieren una descomposición obvia del conjun-
to de vectores tangentes generalizados:
Tu0 = T
1
u0 ⊕ T1u0 (1.17)
donde T1u0 contiene aquellos (δu
0, δϕ0) para los cuales se verifica la identidad (1.13), y
T2u0 denota aquellos para los cuales δu
0 = 0. Esto proporciona dos clases de direcciones
de descenso para J en u0. En principio no son óptimas en el sentido de que no son las
direcciones de máxima pendiente pero ambas tienen tres propiedades importantes:
1. Ambas son direcciones de descenso.
2. Permiten distinguir el diseño del perfil y de la posición del choque.
3. Son verdaderos gradientes generalizados y por lo tanto mantienen la estructura
de datos sin incrementar la complejidad.
Cuando se considera vectores tangentes generalizados perteneciendo a T1u0 podemos
escoger como dirección de descenso:
δu0 =

−p(x, 0) si x < x−,
− lı´m x→x−
x<x−
p(x, 0) si x− < x <ϕ0,
− lı´m x→x+
x>x+
p(x, 0) siϕ0 < x < x+,
−p(x, 0) si x+ < x,
δϕ0 = −
∫ϕ0
x− p(x, 0) +
∫ x+
ϕ0 p(x, 0)
[u]ϕ0
,
(1.18)
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mientras que para T2u0 una buena elección consiste en:
δu0 = 0, δϕ0 =
[
(u(x, T)− ud(x))2
2
]
ϕ(T)
[u(·, T)]ϕ(T)
[u0]ϕ0
. (1.19)
En (1.18) el valor de δu0 en el intervalo (x−, x+) no afecta a la derivada Gateaux
generalizada en (1.14) si δϕ0 se escoge exactamente como se indica (de otra manera el
choque se movería y produciría un término extra sobre la derivada del funcional J).
Hemos seleccionado el valor constante más simple que preserva la continuidad Lips-
chitz de δu0 en x = x− y x = x+, pero no necesariamente en x = ϕ0. Otras elecciones
posibles también proporcionan direcciones de descenso para J en u0, pero deberían pro-
ducir la misma derivada de Gateaux de acuerdo a (1.14). Esto nos permite definir una
estrategia para obtener direcciones de descenso para J sobre u0 en Tu0 .
Para ilustrar esto consideramos el caso más sencillo en el cual ud es continua Lips-
chitz con una discontinuidad sobre x = xd. Para inicializar el algoritmo de descenso, en
vista de la estructura de ud, tomamos u0 con una estrutura similar, con una única dis-
continuidad localizada enϕ0. Típicamente esto produce una solución u con una discon-
tinuidad de choque que en el tiempo final t = T está localizada enϕ(T). Entonces, hay
dos posibilidades, dependiendo deϕ(T), que conviene distinguuir al aplicar el método
de descenso:
1. ϕ(T) 6= xd consideramos entonces una dirección de descenso de la forma (1.19)
que mueva la discontinuidad de u0 hasta que tengamos xd =ϕ(T).
2. Ya tenemos xd = ϕ(T) y consideramos una dirección de descenso de la forma
(1.18). Estas direcciones ajustan el valor de la solución u a ambos lados del choque.
En la práctica, las deformaciones del segundo paso moverán ligeramente la posición
del choque debido a la dependencia no lineal en el parámetro ε. Por lo tanto, uno debe
iterar este procedimiento para asegurar una situación simultánea del choque y el mejor
ajuste del valor de la solución a ambos lados de él.
1.2. Avances en la metodología de optimización aerodinámica
Existe una amplia literatura alrededor de la optimización aerodinámica mediante el
empleo de técnicas basadas en el cálculo de gradientes. A mediados de los años 70 [51,
50] estas técnicas se aplicaban en sistemas modelizados por la ecuación potencial, y en
este marco tan elemental era posible el cálculo de los gradientes a través de técnicas de
diferencias finitas o bien a través del estado linealizado. A medida que los modelos para
representar la aerodinámica se fueron complicando, los tiempos de cálculo requeridos
fueron imposibilitando el empleo de técnicas de diferencias finitas y a mediados de
los años 80 [65, 66, 54, 62] se empezó a emplear el estado adjunto del sistema para el
cálculo de la sensibilidad de un funcional con respecto a variaciones infinitesimales en
la superficie a diseño.
Estos problemas de diseño se plantean en un dominio Ω de R2 (ver Figura 1.4) de-
limitado por contornos disconexos que se dividen en campo lejano Γ∞ y en un contorno
de pared sólida S. Dentro de Ω se resuelve una EDP que modeliza el comportamiento
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Figura 1.4: Escenario de optimización geométrica de la superficie S.
del fluido y sobre S se define un función de coste a ser minimizada J de las variables
fluidas U:
J =
∫
S
j(U) ds. (1.20)
El problema de minimización de J mediante la variación de la geometría de la fron-
tera S consistirá en encontrar Smı´n para la cual
J(Smı´n) = mı´n
S∈Sad
J(S), (1.21)
donde Sad es el conjunto de geometrías admisibles del contorno S.
1.2.1. Sistemas gobernados por las ecuaciones de Euler
En su forma conservativa las ecuaciones de Euler en régimen estacionario se expre-
san como: {
~∇ · ~F = 0, en Ω,
~v ·~nS = 0, sobre S, (1.22)
donde, en el campo lejano Γ∞ las condiciones de contorno son especificadas para las
ondas entrantes, mientras que las ondas salientes son determinadas por la propia solu-
ción en el interior del dominio Ω. El vector~nS es un vector unitario normal a la pared S
apuntando hacia afuera del dominio Ω, UT =
(
ρ,ρvx,ρvy,ρE
)
son las variables conser-
vativas y los flujos convectivos se pueden escribir como ~F =
(
Fx, Fy
)
, con
Fx =

ρvx
ρv2x + P
ρvxvy
ρvxH
 , Fy =

ρvy
ρvxvy
ρv2y + P
ρvyH
 , (1.23)
donde ρ es la densidad del fluido, ~v = (vx, vy) es la velocidad en un sistema de referen-
cia cartesiano, E es la energía total, P la presión del sistema y H la entalpía.
Los flujos no viscosos y compresibles modelizados por las ecuaciones de Euler pueden
evolucionar hacia la formación de discontinuidades. Las relaciones de Rankine-Hugoniot
gobiernan el comportamiento de un fluido al atravesar una discontinuidad Σ que se
desplaza con una velocidad s en la dirección normal a la curva de discontinuidad~nΣ =(
nΣx, nΣy
)
, respecto de un observador en reposo en relación al fluido.[
~F ·~nΣ
]
Σ
− s [U]Σ = 0, (1.24)
donde [A]Σ representa el salto en la cantidad A al atravesar la curva de discontinuidad
Σ.
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Una vez planteado el sistema de EDPs que gobierna el sistema físico a estudio, nos
planteamos el diseño a través del empleo de la metodología adjunta continua. La for-
mulación que presentaba el estado del arte en este ámbito, no era satisfactoria pues para
el cálculo de la sensibilidad del funcional exigía la evaluación de unas integrales sobre
todo el dominio físico [54] o bien el empleo de una elaborada formulación denominada
Reduced Gradient Formulation [65, 60].
En el Capítulo 4 se ha desarrollado un método sistemático para el cálculo de la sen-
sibilidad de un funcional sobre la superficie a diseño sin recurrir a integrales sobre todo
el domino [20], además se ha realizado un estudio sobre la necesidad de incorporar
información procedente del adjunto de las condiciones de Rankine-Hugoniot sobre el
choque, aspecto que si bien había sido abordado en escenarios simplificados [42] no
había sido tratado en un sistema bidimensional de las ecuaciones de Euler.
A lo largo de la Sección 4.4, se demuestra que las variaciones de J(S) se pueden
calcular como
δJ(S) =
∫
S
((∂n j(P)−κ j(P)) δS ds
+
∫
S−∪S+
(
(∂n~v ·~nS)ϑ+ ∂tg
((
~v ·~tS
)
ϑ
))
δS ds− [ j(P)]xb (~nS ·~nΣ) δS (xb) .(1.25)
donde~ϕ = (ψ2,ψ3), ϑ = ρψ1 +ρ~vS ·~ϕ+ρHψ4, y los valores de las variables adjuntas Ψ
se calculan a través de la resolución de la siguiente sistema de ecuaciones diferenciales
− ~AT · ~∇Ψ = 0, (1.26)
donde las matrices jacobianas en 2D responden a la siguiente expresión
Ax = ∂U Fx =

0 1 0 0
γ−3
2 v
2
x +
γ−1
2 v
2
y (3− γ)vx −(γ − 1)vy γ − 1
−vxvy vy vx 0
−γvxE + (γ − 1)vx|~v|2 γE− γ−12 (v2y + 3v2x) −(γ − 1)vxvy γvx
 ,
Ay = ∂U Fy =

0 0 1 0
−vxvy vy vx 0
γ−3
2 v
2
y +
γ−1
2 v
2
x −(γ − 1)vx (3− γ)vy γ − 1
−γvyE + (γ − 1)vy|~v|2 −(γ − 1)vxvy γE− γ−12 (v2x + 3v2y) γvy
 .
Sobre el sistema (1.26) se aplican las siguientes condiciones de contorno{
~ϕ ·~nS = j′(P) sobre S+ ∪ S−,
ΨT
(
~A ·~nΓ∞
)
δU = 0 sobre Γ∞. (1.27)
Y las siguientes condiciones internas de contorno sobre el choque
∂tgΨ
T
[
~F ·~tΣ
]
Σ
=
(
[ρ~v ]Σ ·~tΣ
) (
∂tgΨ1 + H∂tgΨ4
)
+
[
ρ (~v)2 + 2P
]
Σ
~tΣ · ∂tg~ϕ = 0, sobre Σ,
ΨT (xb)
[
~F ·~tΣ
]
xb
= [ j(P)]xb , en xb.
(1.28)
Sobre esta última expresión son posibles importantes simplificaciones al asumir la
presencia de choques denominados normales, los cuales son simplificaciones aceptables
en condiciones regímenes transónicos moderados.
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A lo largo de esta tesis se desarrollarán esquemas numéricos para la resolución
del problema adjunto que describimos brevemente. Consideremos un dominio físico
Ω ⊂ R2. Con objeto de resolver de manera discreta una ecuación en derivadas parciales
definida sobre ese dominio descomponemos Ω de la siguiente manera
Ω =
⋃
K∈τh
K, (1.29)
donde:
cada K es un triángulo con interior no vacío K˚ 6= ∅,
K˚1 ∩ K˚2 = ∅ para cada K1, K2 ∈ τh,
si F = K1 ∩ K2 6= ∅ (K1 y K2 son elementos distintos de τh ) entonces F es lado de
K1 y K2,
diam (K) ≤ h para cada K ∈ τh,
El desarrollo de un esquema upwind para la resolución de las ecuaciones adjuntas
de Euler en 2D es de especial interés. Este esquema se basa en un análisis similar al
realizado para la resolución de las ecuaciones de Euler donde, ahora, la información de
las características viaja en la dirección opuesta al problema directo.
Dada una triangularización del dominio Ω del tipo (1.29) pretendemos evaluar el
flujo numérico entre dos nodos j y k conectados por una arista. El valor del flujo numéri-
co en la formulación adjunta se calcula como ATΨ, donde el superíndice T denota la
matríz transpuesta, siendo A la matriz jacobiana de Euler. Y el esquema upwind desa-
rrollado para la resolución del sistema adjunto (1.26) se puede escribir como
f jk =
1
2
(
ATj
(
Ψ j + Ψk
)
+
(
PT
)−1 |Λ| PTδΨ) , (1.30)
donde AT =
(
PT
)−1
ΛPT , siendo Λ la matriz de autovalores de la matriz jacobiana y
que P la matriz de autovectores que diagonaliza la matriz jacobiana proyectada sobre
la arista que une los nodos j y k. Por otro lado, f jk es el flujo numérico upwind desde
el nodo j hasta el nodo k, los subíndices indican sobre qué nodos ( j o k) se realizará la
evaluación de los términos de la expresión. La ausencia de subíndices indica que se debe
tomar un valor promedidado de las variables. Respecto de esta ecuación es interesante
destacar que no se trata de un sistema conservativo ya que f jk 6= fk j.
Por otro lado, a lo largo de esta memoria, se verá como el gradiente de un funcional
de interés respecto de variaciones infinitesimales de la superficie a diseño (calculado a
través del estado adjunto), está generalmente en una clase inferior de suavidad que la
forma inicial de la superficie a diseñar. Es por ello que una secuencia de optimización,
progresivamente reduce la suavidad, pudiendo conducir hasta la inestabilidad. Medi-
ante numerosos ejemplos numéricos, se ha comprobado que el empleo directo de la
sensibilidad de un funcional sobre la superficie conduce a la divergencia del proceso
de optimización debido a las oscilaciones de alta frecuencia introducidas [60, 65, 56]. A
lo largo de este trabajo, frente a la alternativa tradicional de emplear un gradiente mo-
dificado de Sobolev, proponemos el empleo de una técnica de filtrado bimalla [44, 87]
inspirado en trabajos recientes de Glowinski.
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1.2.2. Sistemas gobernados por las ecuaciones de Navier-Stokes
El sistema de las ecuaciones compresibles estacionarias de Navier-Stokes (sin térmi-
nos fuente y suponiendo condición adiabáticas en la pared sólida), se formula como,
~∇ ·
(
~F− ~Fv
)
= 0, en Ω
~v = 0, sobre S
∂nT = 0, sobre S
(1.31)
donde, en el campo lejano Γ∞, las condiciones de contorno son especificadas para las
ondas entrantes, mientras que las ondas salientes son determinadas por la propia solu-
ción en el interior del dominio Ω. Por otro lado, las variables conservativas son UT =(
ρ,ρvx,ρvy,ρE
)
, donde ρ es la densidad del fluido, ~v = (vx, vy) es la velocidad en
un sistema de referencia cartesiano, E es la energía total, P la presión del sistema, H
la entalpía, T es la temperatura del fluido. Los flujos convectivos se modelizan como
~F =
(
Fx, Fy
)
ya definidos en (1.23), y los flujos viscosos como ~Fv =
(
Fvx , Fvy
)
, donde
Fvx =

0
σxx
σxy
σxxvx +σxyvy + k∂xT
 , Fvy =

0
σyx
σyy
σyxvx +σyyvy + k∂yT
 , (1.32)
siendo σi j el tensor de esfuerzos que agrupa todas las componentes del esfuerzo sobre
un volumen de control. El tensor de esfuerzos se puede escribir como
σi j = µ
(
∂iv j + ∂ jvi
)
+
2
3
µ
(
~∇ ·~v
)
δi j, (1.33)
donde la viscosidad dinámica se denota por µ y la conductividad térmica por k. Final-
mente, es necesario apuntar que el sistema de ecuaciones (1.31) debe ser completado por
una ecuación de estado que define las propiedades termodinámicas del fluido y ciertas
relaciones empíricas para definir µ y k.
En este caso, el estado del arte para el cálculo de la sensibilidad de un funcional en
sistemas gobernados por las ecuaciones de Navier-Stokes, planteaba dos dificultades
que impedían la aplicación de estas técnicas a modelos de interés en ingeniería: por
un lado la necesidad de evaluar integrales sobre todo el dominio para el cálculo de la
sensibilidad [86] y por otro la necesidad de emplear resolvedores de alto orden para
calcular con precisión las derivadas de segundo orden que aparecían en la formulación
[4]. Ambas dificultades han sido resueltas en el Capítulo 5 de esta memoria para obtener
que la variación de la función objetivo viene dada por
δ J =
∫
δS
j(U) ds +
∫
S
j′(U)δU ds
+
∫
S
k (∂nψ4) δT ds +
∫
S
(~n ·~ϕδP−~n · δσ ·~ϕ) ds
+
∫
S
(~n · δ~v (ρψ1 + ρHψ4)−ψ4~n ·σ · δ~v +~n · Σ · δ~v) ds = 0. (1.34)
En esta expresión las variables Ψ = (ψ1,ψ2,ψ3,ψ4) se calculan a través de la sigui-
ente ecuación
−
[(
~A− ~Av
)T · ~∇Ψ+ ~∇ · (DTxx∂xΨ+ DTyx∂yΨ, DTxy∂xΨ+ DTyy∂yΨ)] = 0, (1.35)
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sujeta a las siguientes condiciones de contorno sobre la pared sólida{
~ϕ|S = (∂ j)/(∂~f ),
k∂nΨ4|S = ∂T j,
(1.36)
dondeϕ = (ψ2,ψ3) y ∂T denota la derivada parcial con respecto de la temperatura. En
vista a estas expresiones se deduce que son admisibles funciones objetivo J de la forma
J = j
(
~f , T
)
, donde ~f = P~n−~n ·σ . La variación del funcional J queda entonces como
δ J = δ
∫
S
j
(
~f , T
)
dS =
∫
δS
j
(
~f , T
)
ds− Ieq, (1.37)
donde ~f = P~n−~n ·σ y
Ieq =
∫
S
(~n · δ~v (ρψ1 + ρHψ4)−ψ4~n ·σ · δ~v +~n · Σ · δ~v− kψ4∂n(δT)) ds, (1.38)
siendo {
δ~v|S = −δS∂n~v
∂n(δT)|S = −δS∂n (∂nT) + ∂tg (δS) ∂tgT,
en la que aparecen términos que involucran la segunda derivada y que serán desa-
rrollados en la Sección 5.3.2, donde mediante el empleo de las ecuaciones de Navier-
Stokes sobre el contorno e integraciones por partes se obtendrá una expresión final para
el cálculo del gradiente G del funcional J respecto de modificaciones normales de la
superficie
Por último, y en el ámbito del diseño de forma en sistemas gobernados por las ecua-
ciones de Navier-Stokes, en esta memoria se desarrolla el método de conjuntos de nivel
o de level set [100, 2, 23, 82, 88] aplicado al diseño óptimo.
Figura 1.5: Esquema del método de conjuntos de nivel
En el ámbito de la optimización de forma, este tipo de métodos se emplean de tal
manera que el conjunto de nivel cero se corresponde con la interfase entre el cuerpo
sólido y el fluido que lo rodea. La interfase se moverá con una velocidad normal que
proviene del cálculo de gradientes del funcional a optimizar respecto de movimientos
infinitesimales en la dirección normal a la superficie.
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El frente de avance o interfase se calcula de tal manera que la posición inicial del
frente se toma como el nivel 0 de una función Φ definida en un dominio Ω de R2 de la
siguiente manera
Φt + F
∣∣∣~∇Φ∣∣∣ = 0, en Ω, t > 0 (1.39)
donde Γ(t) = {(~x) |Φ (~x, t) = 0} es el frente de avance. Como valor inicial se toma la
función distancia al frente de avance y F es la velocidad del level set en todo el dominio
Ω, que en el caso del diseño óptimo forma está relacionado con el gradiente del fun-
cional respecto de variaciones infinitesimales de la forma del frente de avance en la
dirección normal al frente. En la Figura 1.5 se presenta un esquema [100] del compor-
tamiento de un método level set en la evolución de una circunferencia que se expande.
En esta memoria se ha desarrollado un método de level set para la optimización de
forma en objetos inmersos en una corriente fluida modelizada por las ecuaciones de
Navier-Stokes. Se ha comprobado que los métodos de level set proporcionan una gran
versatilidad a la hora trabajar con geometrías complejas que, en su evolución a lo largo
del tiempo, propician que el objeto se divida o se fusione con otro cuerpo, cosa que está
fuera del alcance de los métodos de gradiente clásico de deformación de fronteras.

Capítulo 2
Panorámica del diseño óptimo
aerodinámico
El objeto de este capítulo es presentar los problemas existentes en el ámbito indus-
trial para el desarrollo de técnicas de diseño óptimo aeronáutico. Este capítulo está di-
vidido en cuatro secciones: en primer lugar se realizará una introducción a los orígenes
y los retos actuales de la aeronáutica, en segundo lugar se comentará el estado del arte,
en el ámbito industrial, de la mecánica de los fluidos computacional. Más adelante, se
comentarán algunos aspectos de la optimización y el diseño de forma en aeronáutica.
Finalmente se discutirá la aplicación de los métodos level set al diseño óptimo y se des-
cribirán los algoritmos implementados en el ámbito de la optimización.
2.1. Consideraciones históricas
2.1.1. El comienzo: los hermanos Wright
Figura 2.1: Primer vuelo con motor de la
historia de los hermanos Wright.
El origen de la aeronáutica, tal y co-
mo la conocemos hoy, se remonta a prin-
cipios del siglo XX. Fueron los hermanos
Wright quienes, en el año 1900, comen-
zaron a probar planeadores y desarrolla-
ron un túnel aerodinámico que les permi-
tió ensayar distintos perfiles aerodinámi-
cos.
Desde que ensayaran su primer aero-
plano en el año 1900, los hermanos
Wright detectaron la gran importancia
del equilibrio en el diseño de los aero-
planos. Tan sólo dos años más tarde, de-
mostraron la eficacia de su sistema para
mantener el equilibrio en el aire. Cuando
sólo se apreciaba un atisbo de lo que sería posteriormente la aeronáutica moderna, los
hermanos Wright fueron capaces de calcular a priori el funcionamiento de máquinas
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voladoras con el mayor grado de exactitud conocido hasta ese momento. Pero el avance
definitivo hacia la aeronáutica moderna se produciría cuando Orville y Wilbur Wright
comenzaron a desarrollar una nueva máquina propulsada con un motor de explosión.
Tras seis semanas de trabajo, fabricaron un motor de cuatro cilindros capaz de de-
sarrollar 9CV de potencia en bancada. Sin embargo, no contemplaron lubricar ni los
cilindros ni los cojinetes mientras el motor estuviese en funcionamiento, por lo que éste
no podía permanecer encendido más de un minuto o dos.
El 17 de diciembre de 1903, en Carolina del Norte, cerca de Kity Hawk, Orville pilotó
tendido boca abajo el Flyer III. Logró volar aproximadamente 40 metros a tres metros de
altura, en un vuelo inestable con repentinas subidas y bajadas. Poco más tarde, lograría
planear 284 metros en un tiempo de 59 segundos.
2.1.2. La aeronáutica de ﬁnales del siglo XX
Desde los primeros éxitos de los hermanos Wright la aeronáutica evolucionó muy
rápidamente motivada, en gran medida, por las dos guerras mundiales acaecidas en
Europa, que hicieron percibir la importancia de movilizar tropas también por el aire.
Durante aquella época, las aeronaves incrementaron de forma considerable su potencia
y su estabilidad, convirtiéndose así en vehículos capaces de sobrevolar grandes exten-
siones y derribar barcos y aviones enemigos.
Figura 2.2: Malla superficial sobre
un mecanismo hipersustentador.
En las últimas cuatro décadas del siglo XX se
desarrollaron nuevas tecnologías que permitieron
la aplicación de nuevos roles y misiones para los
aviones. Sin embargo, debemos destacar que los
avances alcanzados no fueron tan notables como
los logrados en la primera mitad del siglo XX.
Las causas de este aparente estancamiento (que
en la práctica no es tal) debemos buscarlas en las
propias peculiaridades de la aviación, marcadas,
en parte, por el enorme riesgo económico que con-
lleva y la gran responsabilidad asociada a los fab-
ricantes de aviones.
El desarrollo aeronáutico ha discurrido basán-
dose en dos vertientes complementarias, una más
evolutiva y otra de carácter mucho más revolu-
cionario. La vertiente evolutiva es la que nos
puede llevar a pensar que, en las últimas décadas,
apenas han cambiado ciertos aviones dedicados a roles muy concretos, como el trans-
porte de pasajeros. Pero, aunque la configuración de un avión de pasajeros de tamaño
medio parece similar, se ha logrado reducir su coste a la tercera parte inicial, gracias a
las mejoras en la aerodinámica, las estructuras, los materiales, los sistemas de control y,
sobre todo, a la tecnología de la propulsión.
Los avances más revolucionarios están marcados por el descubrimiento de roles
completamente nuevos para la aviación como pueden ser los aviones supersónicos (con
fines bélicos o pacíficos), vuelos de larga distancia, a baja o a muy alta altitud (desde
aviones pensados para evitar ser detectados por radares, hasta los aviones solares o,
incluso, vehículos capaces de salir al espacio).
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2.1.3. Los retos actuales de la aeronáutica
Aunque la aeronáutica ha evolucionado a un ritmo vertiginoso durante el último
siglo, mantiene unos objetivos fundamentales. Éstos han sido acordados en las reuniones
Aeronautics 2001 [5], que fijaron las metas a alcanzar en los próximos años hasta el 2020.
Estas metas, pactadas tras la creación de ACARE (Advisory Council for Aeronautics Re-
search in Europe) se plasmaron en la SRA (Strategic Research Agenda), que es actualizada
cada 2 años.
Todas las prioridades aeronáuticas se articulan alrededor de un programa de trabajo
dividido en cuatro áreas temáticas.
Área 1) Calidad a costes sostenibles. Esta meta está orientada al diseño y desarrollo del
producto mediante el empleo de las herramientas analíticas y experimentales
más avanzadas. Uno de los objetivos es reducir los costes directos de operación
e incrementar la comodidad de los pasajeros, por ejemplo, a través del estudio
de la distribución del aire acondicionado en la cabina.
Área 2) Aumento de la seguridad. No sólo trata la prevención de accidentes aéreos,
sino la capacidad de volar con condiciones meteorológicas adversas, teniendo
en cuenta efectos de ráfagas, lluvia intensa y formación de hielo.
Área 3) Impacto medioambiental. Este objetivo se basa en la reducción de la resistencia
del aire a través de nuevas formas de la aeronave. De esta forma, al reducir la
resistencia que el aire ejerce sobre el avión, disminuyen también las emisiones
a la atmósfera: disminución del 50 % en las emisiones de CO2 (la misma dismi-
nución en consumo de combustible) y del 80 % en las de NOx, lo que impone
el diseño de aeronaves más eficientes en crucero y, por lo tanto, la disminución
de la resistencia aerodinámica (CD) y el aumento de la relación sustentación /
resistencia (CL/CD).
El descenso de las emisiones acústicas constituye otro pilar básico de la mejora
del impacto medioambiental: la reducción a la mitad del ruido percibido se
logrará mediante el diseño de mejores dispositivos hipersustentadores durante
las fases de despegue y ascenso (máxima potencia) y de aproximación y aterri-
zaje (máximas deflexiones).
Área 4) Aumento de la capacidad operativa de los aeropuertos. Por ejemplo, reducien-
do el tiempo entre dos aterrizajes consecutivos en la misma pista. El aire que
ha sido agitado por un avión al aterrizar puede impedir el correcto aterriza-
je del siguiente avión. El estudio del tiempo que tarda el aire en volver a su
movimiento natural permitirá conocer con exactitud el tiempo entre aterrizaje
y aterrizaje requerido en cada situación.
Los objetivos planteados en la SRA determinan en la actualidad las prioridades de
la industria aeronáutica, que abarcan desde la optimización de las herramientas de si-
mulación avanzadas hasta el diseño aeroportuario más práctico y eficiente.
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2.2. Cálculo aerodinámico: modelización, resolución numérica y análi-
sis
En la actualidad, las empresas aeronáuticas de mayor solidez (Airbus, Boeing, Lock-
heed, Dassault Aviation, etc.) emplean de manera rutinaria ciertos métodos o técnicas
computacionales. De entre este software ingenieril caben destacar herramientas como:
modelos aerodinámicos, modelos estructurales, sistemas de control básico, etc.
Figura 2.3: Mecanismo hipersus-
tentador de una aeronave.
Centrándonos en el área del cálculo aerodi-
námico, la principal herramienta de la que dispo-
nen los ingenieros es la Dinámica de Fluidos Com-
putacional (CFD, de su acrónimo anglosajón Com-
putational Fluid Dynamics). La CFD es una de las
ramas de la mecánica de fluidos que se ocupa de
la obtención de soluciones numéricas de las ecua-
ciones que gobiernan los fluidos mediante el em-
pleo de cálculo numérico y ordenadores, a través
de la discretización del espacio físico en lo que lla-
mamos mallas computacionales.
Son las ecuaciones de Navier-Stokes las que
modelizan de manera más exacta el compor-
tamiento del aire alrededor de un avión. A través de la resolución de estas ecuaciones, se
obtienen los campos de densidad, velocidad, temperatura y presión ejercida por el aire.
Sin embargo, debido a la complicación y exigencias de cálculo que pueden requerir las
ecuaciones de Navier-Stokes, a lo largo de los años se han desarrollado modelos simpli-
ficados de cálculo aerodinámico que se seleccionan en función de los diferentes niveles
de aproximación que se desee alcanzar en la modelización de la física de los fluidos:
Para resolver directamente las ecuaciones de Navier-Stokes se pueden emplear
los llamados métodos directos que deben ser planteados sobre una discretización
espacial lo suficientemente fina como para resolver todas las escalas de la turbu-
lencia1 DNS (Direct Numerical Simulation) o parcialmente directos LES (Large Eddy
Simulations) y DES (Detached Eddy Simulation) en los cuales no se resuelven todas
las escalas de la turbulencia y se emplean ciertas aproximaciones en los torbellinos
menores.
Si evitamos afrontar directamente la resolución de la turbulencia (mallas computa-
cionales considerablemente más bastas de lo que sería necesario) emplearíamos
las ecuaciones que tratan de modelizarla a través de los métodos denominados
RANS (Reynolds-Averaged Navier-Stokes).
Si se trabaja con altos números de Reynolds2 y corriente adherida (caso bastante
habitual), será posible desacoplar los efectos viscosos resolviendo, por una parte,
1Se llama flujo turbulento o corriente turbulenta al movimiento de un fluido que se da en forma caótica,
donde las partículas se mueven desordenadamente y sus trayectorias forman pequeños remolinos aperiódicos
2Número de Reynolds, R = (ρvl)/µ, donde ρ es la densidad del aire, v su velocidad, l una dimensión
característica (dependiente de cada configuración a análisis) y µ la viscosidad dinámica. Este parámetro adi-
mensional representa los efectos de la viscosidad sobre el flujo, de modo que un valor muy alto implica que
los efectos viscosos se limitan a una estrecha capa de aire muy pegada a la superficie del avión
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las ecuaciones de capa límite y, por otra, el modelo no viscoso (ecuaciones de Eu-
ler). Si además, el número de Mach3 es suficientemente pequeño, entonces existe
potencial de velocidad y el sistema de ecuaciones de Euler se reduce a una sola
ecuación (potencial).
En régimen incompresible, la ecuación potencial puede linealizarse (ecuación de
Laplace) y resolverse mediante métodos de superposición de singularidades (méto-
dos de paneles).
En la actualidad, las modelizaciones de los fluidos que gozan de mayor aceptación
en el ámbito industrial son las ecuaciones de Euler (en las circunstancias aplicables) y
la modelización a través del empleo de las ecuaciones RANS con diferentes modelos de
turbulencia.
Con objeto de centrar conceptos, si por ejemplo se desea simular el flujo de aire
alrededor de un mecanismo hipersustentador4 (ver Figura 2.3), el primer paso consiste
seleccionar el dominio físico sobre el que se van a resolver las ecuaciones. En gene-
ral se selecciona un dominio físico Ω de Rd (d=2 ó 3) (aire), delimitado por contornos
disconexos que se denominan: campo lejano Γ∞ y una serie de contornos interiores S
(superficie del avión a diseño) (ver Figura 2.4). A continuación se realiza un mallado
computacional de dicho elemento (ver Figura 2.2), sobre esa malla computacional final-
mente se resuelven las ecuaciones de la mecánica de los fluidos.
Figura 2.4: Visión esquemática de un hipersustentador en 2D
2.2.1. Evolución de la Dinámica de Fluidos Computacional
La CFD ha experimentado un rápido avance desde que las computadoras comen-
zaron a adquirir relevancia. Fue en el periodo comprendido entre 1967 y 1975, cuando
3Número de Mach M = v/c, donde v es la velocidad del aire y c la velocidad del sonido en el aire.
Este parámetro adimensional es una medida de la compresibilidad del aire y representa una relación entre la
velocidad del fluido y la velocidad del sonido en el mismo. Para valores menores de 0,3 se puede considerar
la hipótesis de aire incompresible.
4Un mecanismo hipersustentador es un aparato de control directo del flujo aerodinámico empleado para
aumentar la sustentación en el despegue y aterrizaje de la aeronave.
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se demostró la posibilidad de abordar problemas de interés ingenieril mediante el estu-
dio de modelos simplificados de la realidad. El ejemplo más significativo fue el método
de paneles para resolver las ecuación potencial [58] sobre perfiles bidimensionales.
A principios de los 80 el grupo de Dassault/INRIA calculó por primera vez el flujo
transónico potencial alrededor de un avión completo [17, 18], lo que fue una inspiración
para la comunidad de la CFD al demostrarse, en verdaderos casos de interés industrial,
la viabilidad de los esquemas matemáticos desarrollados durante años.
A mediados de la misma década, gracias a los avances en hardware y algoritmia
[22, 63, 109, 97] fue posible la resolución de las ecuaciones de Euler sobre un avión
completo.
A finales de los años 80 y principios de los años 90 aparecieron los procedimientos
para la resolución de las ecuaciones de Navier-Stokes [9, 68, 112, 61, 57], de modo que
fueron posibles las primeras simulaciones de flujos viscosos complejos.
Figura 2.5: Solución de las ecua-
ciones de Euler (variable presión)
sobre medio avión.
La introducción de los modelos de turbulencia
elaborados se produjo en los años 90 [102, 7, 116].
De esta manera se empezó a trabajar con flujos
a altos números de Reynolds en los cuales era
necesario estimar efectos turbulentos mediante el
promedio de Reynolds de las componentes que
fluctúan.
En definitiva, el desarrollo intensivo de algo-
ritmos numéricos en las últimas dos décadas del
siglo XX ha hecho de la CFD una herramienta con-
solidada y clave para el análisis aerodinámico. A
día de hoy, se encuentran bien definidos los prin-
cipios en el diseño e implementación de esquemas
numéricos robustos que resuelven con exactitud
ondas de choque y discontinuidades de contacto
en regímenes compresibles.
La CFD ha sido aplicada con éxito a multitud
de actividades dentro del campo aeronáutico. En algunas de ellas resulta actualmente
imprescindible y su aplicación ha sido masiva como es el caso del análisis/diseño de la
forma de las superficies de sustentación (ala), el diseño de dispositivos de punta de ala,
el diseño de las superficies de cola, el diseño del fuselaje, la corrección de resultados de
ensayos en túnel aerodinámico, la integración del grupo moto-propulsor o el diseño de
las tomas del motor.
En cualquier caso, a medida que los métodos de diseño y la computación avanzan,
en igual medida se desarrollan nuevas y más importantes aplicaciones de la CFD. En la
actualidad, las áreas con mayores necesidades de desarrollo son el análisis de generado-
res de vórtices, los límites de bataneo5, la aeroelasticidad, el diseño para la estabilidad
y control o el análisis del ruido en cabina y el ruido exterior
5Antes de alcanzar la pérdida, en el denominado límite de bataneo, el avión se ve afectado por fenó-
menos y comportamientos particulares (alabeo, cabeceo, vibraciones, sacudidas, temblores, etc), que indican
la proximidad de una condición critica.
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2.2.2. Ecuaciones que modelizan los problemas aeronáuticos
En este apartado se describirán las modelizaciones más usuales en la industria, para
el estudio del comportamiento de los fluidos (ecuaciones de Euler y ecuaciones RANS).
Ecuaciones de Euler
El comportamiento de los fluidos ideales está gobernado por las ecuaciones de Euler,
que modelizan la conservación de masa, el momento (con viscosidad nula) y la energía
para un fluido ideal6. La forma más habitual de plantear las ecuaciones de Euler es en
su forma conservativa: {
∂tU + ~∇ · ~F = 0, en Ω, t > 0
~v ·~nS = 0, sobre S, t > 0 (2.1)
donde, en el campo lejano Γ∞, al tratarse de un sistema hiperbólico, las condiciones de
contorno son especificadas para las ondas entrantes (en función del problema a simu-
lar), mientras que las ondas salientes son determinadas por la propia solución en el in-
terior del dominio Ω. El vector~nS es un vector unitario normal a la pared S apuntando
hacia afuera del dominio Ω, UT =
(
ρ,ρvx,ρvy,ρvz,ρE
)
son las variables conservativas
y los flujos convectivos se pueden escribir como ~F =
(
Fx, Fy, Fz
)
Fx =

ρvx
ρv2x + P
ρvxvy
ρvxvz
ρvxH
 , Fy =

ρvy
ρvyvx
ρv2y + P
ρvyvz
ρvyH
 , Fz =

ρvz
ρvzvx
ρvzvy
ρv2z + P
ρvzH
 , (2.2)
donde ρ es la densidad del fluido, ~v = (vx, vy, vz) es la velocidad en un sistema de
referencia cartesiano, E es la energía total, P la presión del sistema y H la entalpía.
Figura 2.6: Solución de las ecua-
ciones RANS sobre un avión.
Al sistema de ecuaciones de Euler se le debe
añadir la ecuación de estado que define las
propiedades termodinámicas del fluido. En el caso
de suponer un gas perfecto (P/ρ = ReT) se tiene
que:
P = (γ − 1)ρ
[
E− 1
2
(
v2x + v
2
y + v
2
z
)]
, (2.3)
donde E = H − P/ρ y la relación de calores es-
pecíficos es γ = Cp/Cv ≈ 1,4.
Los flujos no viscosos modelizados por las
ecuaciones de Euler pueden evolucionar hacia
discontinuidades (choques o discontinuidades de
contacto). Esas situaciones vienen descritas por
soluciones débiles (integrales) de las ecuaciones
conservativas de Euler. Las relaciones de Rankine-Hugoniot permiten calcular el salto
de las variables del fluido al atravesar una discontinuidad Σ que se desplaza con una
6Un fluido ideal es aquel cuyo comportamiento es de régimen estable, irrotacional, incompresible y no
viscoso.
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velocidad s en la dirección ~nΣ =
(
nΣx, nΣy, nΣz
)
, normal a la curva de discontinuidad
respecto de un observador en reposo respecto del fluido:[
~F ·~nΣ
]
Σ
− s [U]Σ = 0, (2.4)
donde [A]Σ representa el salto en la cantidad A al atravesar la curva de discontinuidad
Σ.
Ecuaciones Reynolds-Averaged Navier-Stokes
Una gran variedad de problemas de dinámica de fluidos de la vida real requiere
modelizar y simular flujos turbulentos complejos. Sin embargo, es bien sabido que el
coste de simular tales flujos, incluso para números modestos de Reynolds, es extremada-
mente alto [27]. Por otro lado, la simulación numérica directa de flujos turbulentos, con
números razonablemente grandes de Reynolds, excede sencillamente la capacidad de
computación actual. Un enfoque muy extendido en la CFD para solucionar este pro-
blema es el empleo del modelos RANS (Reynolds Average Navier-Stokes), que consisten
en las ecuaciones de Navier-Stokes promediadas, a las que se le añade un modelo de
turbulencia.
El sistema completo de las ecuaciones compresibles de Navier-Stokes (sin términos
fuente y suponiendo condición adiabática en la pared sólida), se puede formular de
manera conservativa de la siguiente forma,
∂tU + ~∇ ·
(
~F− ~Fv
)
= 0, en Ω, t > 0
~v = 0, sobre S, t > 0
∂nT = 0, sobre S, t > 0
(2.5)
donde ∂n = ~n · ~∇ es la derivada normal, y las condiciones de contorno en el campo
lejano se definen igual que en el caso de las ecuaciones de Euler. Los flujos viscosos se
denotan como ~Fv =
(
Fvx , Fvy , Fvz
)
siendo
Fvi =

0
σix
σiy
σiz
σi jv j + k∂iT
 , (2.6)
donde se aplica el criterio de suma para los índices repetidos, y σi j es el tensor de es-
fuerzos que agrupa todas las componentes del esfuerzo sobre un volumen de control.
De manera estandar i indica el plano normal sobre el que actúa el esfuerzo y j es la
dirección de la componente del esfuerzo. Si empleamos las suposiciones de gases per-
fectos y un fluido Newtoniano además de la relación de Stokes, el tensor de esfuerzos
se puede escribir como:
σi j = (µ +µt)
(
∂iv j + ∂ jvi
)
+
2
3
(µ +µt)
(
~∇ ·~v
)
δi j, (2.7)
donde µ es la viscosidad dinámica y µt la viscosidad turbulenta. La viscosidad dinámi-
ca µ y la conductividad térmica k se obtienen de relaciones empíricas (ley de Sutherland
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y fórmula de Eucken, respectivamente). Por otro lado, la viscosidad turbulenta se ob-
tiene de las ecuaciones de cierre que modelizan la turbulencia. Además, este sistema de
ecuaciones debe ser completado por una ecuación de estado (2.3).
Por último, respecto del modelo de cierre de la turbulencia, a modo ilustrativo, se-
leccionaremos el modelo Spalart-Allmaras de una ecuación [102], en el cual se introduce
una variable de trabajo ν˜ para evaluar la viscosidad dinámica turbulenta, que es gober-
nada por la siguiente ecuación de transporte
Dν˜
Dt
= cb1 S˜ν˜ +
1
σ
[
∇(˙(ν + ν˜)∇ν˜) + cb2(∇ν˜)2
]
− cw1 fw
[
ν˜
d
]2
. (2.8)
En este caso se está suponiendo que el flujo es completamente turbulento. Por lo
tanto la viscosidad turbulenta dinámica se calcula como
µt = ρνt, νt = ν˜ fv1, fv1 =
χ3
χ3 + c3v1
, χ =
ν˜
ν
, (2.9)
donde el término de producción se expresa como
S˜ = S +
ν˜
κ2d2
fv2, S =
√
2Ωi jΩi j, fv2 = 1− χ1 + χ fv1 , (2.10)
donde Ωi j = 12
(
∂ui/∂x j − ∂u j/∂xi
)
es el tensor de vorticidad y d es la distancia a la
pared más cercana. La función fw viene dada por
fw = g
[
1 + c6w3
g6 + c6w3
]1/6
, g = r + cw2(r6 − r), r = ν˜S˜κ2d2 . (2.11)
Finalmente, se debe asignar un valor a todas las constantes presentes en la formu-
lación [102] con objeto de cerrar la formulación de este modelo de turbulencia.
2.2.3. Discretización del dominio físico en problemas aeronáuticos
La discretización del dominio físico continuo en un dominio computacional discreto
constituye un aspecto fundamental de cualquier método numérico de resolución de
EDPs. En el campo aeronáutico son dos las principales alternativas a la hora de trabajar
con geometrías complejas:
Métodos estructurados multibloque [110, 96, 98] (ver Figura 2.7). En estos méto-
dos el dominio físico se divide en bloques en cuyo interior se generan mallas es-
tructuradas que se caracterizan por presentar los datos ordenados en celdas de
cuadriláteros o hexaedros donde son fácilmente identificables las 2 ó 3 direcciones
espaciales y los nodos vecinos a un nodo al estar asociados a un sistema de coor-
denadas curvilíneas con las líneas de malla. Todo ello lleva a una simplicidad
y rapidez de los algoritmos empleados. Sin embargo, la estrategia estructurada
multibloque presenta grandes dificultades de mallado en configuraciones com-
plejas.
Métodos no estructurados [10, 76, 81] (ver Figura 2.7). Los métodos no estruc-
turados surgieron con los métodos de elementos finitos y en la actualidad están
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adquiriendo mayor relevancia que los mallados estructurados multibloque de-
bido a que permiten el mallado de superficies altamente complejas. En estas ma-
llas compuestas generalmente por triángulos o tetraedros no existen direcciones
identificables lo cual produce una menor eficiencia en la resolución numérica de
las EDPs.
Figura 2.7: Malla estructurada (izq.) y no estructurada (der.).
En las aplicaciones CFD más avanzadas, denominadas híbridas, la base de genera-
ción de mallas para flujos viscosos se encuentra en la creación de una malla anisotrópica
(no estructurada) cerca del campo lejano y una malla isotrópica (estructurada) en la cer-
canía del objeto que se quiere mallar para poder captar los detalles de un flujo viscoso.
2.2.4. Esquemas numéricos empleados en el ámbito aeronáutico
En el ámbito industrial aeronáutico los métodos más populares para realizar la dis-
cretización espacial de las ecuaciones de Euler son [52, 95, 89, 75]:
Los esquemas centrados a los que se añade cierta disipación artificial necesaria
para resolver ecuaciones de carácter hiperbólico. En la actualidad, los métodos
que han gozado de mayor popularidad en las últimas dos décadas han sido aque-
llos basados en un esquema de Lax-Wendroff [74] y en el esquema de Jameson-
Schmidt-Turkel (JST) [63] que está asociado a una técnica de Runge-Kutta para la
integración del tiempo y debido a su robustez y facilidad de implementación, se
ha consolidado como el más popular de los métodos centrados entre la comunidad
aeronáutica de la CFD.
Por otro lado, se encuentran los métodos de tipo upwind que utilizan directamente
la información ligada al aspecto hiperbólico de las ecuaciones de Euler propagán-
dose a lo largo de las líneas características. Este punto de vista ha generado dos
clases de esquemas: los flux vector splitting y los resolvedores del problema de Rie-
mann (método de Godunov). El más empleado es el método del Roe [97], que
considera una aproximación continua a trozos del campo fluido en cada celdilla y
luego plantea la resolución local de un problema de Riemann en cada interfaz.
Respecto a la integración temporal, existen dos grandes posibilidades: los métodos
implícitos y los métodos explícitos.
Los esquemas implícitos [64] consisten en actualizar la solución a partir de los
valores obtenidos en el estado actual. En este caso son admisibles grandes pasos
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de tiempo siempre y cuando los autovalores de la matriz de amplificación sean
pequeños. Se trata de métodos muy eficientes, capaces de alcanzar rápidamente
la convergencia de la solución. Sin embargo, para las ecuaciones de Navier-Stokes
no se suele resolver la formulación exacta implícita debido a la gran capacidad
de memoria y coste de CPU requeridos, por lo que se emplean operadores line-
alizados que están asociados a una factorización exacta (ADI, LDU) o resolución
aproximada (GG, GMRES, LU).
Por otro lado, se encuentran los métodos explícitos [109] en los cuales la actua-
lización de la solución se realiza a partir de los valores obtenidos en la iteración
anterior. Esto métodos tienen limitado el paso de tiempo a través de la condición
de Courant-Friedrichs-Lewy [26].
Otra técnica fundamental en la CFD se basa en el empleo de algoritmos multimalla
[113, 80, 90, 91, 98, 110, 61]. Los métodos multimalla consisten en transferir los residuos
a mallas más bastas, resolviendo el sistema modificado en estas mallas e interpolando
los residuos otra vez a la malla fina. Los métodos multimalla poseen la característica de
eliminar, en un proceso de convergencia iterativo, los errores de baja frecuencia de la
solución mucho más rápidamente que si se usase solamente la malla fina.
2.3. Diseño óptimo en aeronáutica
La optimización es el objetivo final de todos los proyectos prácticos de diseño en los
cuales han de combinarse análisis, experimentos e intuición [69]. Es bien sabido que, tal
y como ocurre en el ámbito aeronáutico, cuando las variables en un problema se hacen
numerosas, los experimentos caros o la intuición falla, es necesaria una aproximación
sistemática al problema. Esta aproximación sistemática consiste en la moderna teoría
matemática de optimización que permite modelizar las relaciones matemáticas entre las
diferentes variables y, haciendo uso de las ventajas de la rápida computación, localizar
la solución óptima del problema.
Figura 2.8: Esquema multimal-
la en 2 dimensiones.
El diseño aeronáutico se enfrenta a problemas que
combinan e involucran varias disciplinas de la físi-
ca (estructuras, fluidos, propulsión, etc.) en diferentes
rangos de funcionamiento (aterrizaje, despegue, vue-
lo estable, viento racheado, etc.) y con una gran can-
tidad de variables de diseño (posiciones relativas de
los componentes del avión, ángulos de ataque, flecha
del ala, etc.). Antes de entrar a fondo sobre las técni-
cas matemáticas a emplear, es necesario definir cuales
deben ser las características del “mejor” avión posible.
Si seleccionamos la meta incorrecta, no importa cómo
de bueno sea el método de análisis, ni cómo de efi-
ciente sea nuestro procedimiento de optimización, el
trabajo realizado resultará inútil.
En definitiva, en la actualidad, ciertos criterios como la función objetivo, o las vari-
ables de diseño a emplear no se pueden dejar a decisión del algoritmo o de la máquina,
lo que nos obliga a responder a priori a tres cuestiones básicas [72, 70]: ¿Qué significa
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“lo mejor posible”?, ¿Cómo podemos estimar las características de diseños para poder
compararlos de una manera cuantitativa? y finalmente ¿Cómo podemos seleccionar las
variables de diseño que rendirán en un grado óptimo?.
2.3.1. Técnicas de optimización en aerodinámica
En diseño aerodinámico, a pesar de los importantes avances científicos realizados la
MFC todavía no ha sido explotada de manera efectiva en un ámbito industrial debido a
ciertos requerimientos esenciales en el diseño que no han sido completamente resueltos
[55]. Algunas de estas dificultades son las siguientes:
1. No se dispone de una precisión asegurada. Este aspecto incide sobre la exactitud
necesaria en las predicciones (especialmente en el cálculo de la resistencia), mode-
lizando correctamente todos los fenómenos físicos involucrados en los regímenes
turbulentos a alto número de Reynolds.
2. Un coste computacional y humano aceptable. Ciertas aplicaciones de diseño, aún
siendo factibles, deben ser descartadas debido a la gran cantidad de tiempo de
cálculo requerido. Asimismo, la necesidad de contratar personas exclusivamente
dedicadas a ciertos procesos sin automatización frena el desarrollo y aplicación de
la MFC en el sector industrial privado.
3. El análisis de una configuración completa del avión es algo complejo, incluso sin
la optimización, son pocos los programas lo suficientemente bien documentados
y mantenidos que se pueden emplear.
4. Son posibles funciones objetivo ruidosas que varían de una manera no suave cau-
sando dificultades a muchos optimizadores.
5. Un optimizador se limita a considerar diseños que pueden ser descritos por el sis-
tema de parámetros seleccionado. Esto hace que las variables de diseño marcarán
el espacio de diseño donde nos podemos mover, y diseños revolucionarios sólo
pueden venir de parametrizaciones lo suficientemente amplias y generalizadas.
En la actualidad, existe una gran cantidad de métodos de optimización multivariable
que se emplean en diferentes ámbitos de la aeronáutica. Estos van desde los simples
buscadores en tabla que consisten en un acercamiento estructurado para examinar el
espacio de diseño, hasta métodos mucho más sofisticados como son:
Algoritmos evolutivos y genéticos [18], basados en los principios de la evolución
de Darwin.
Métodos gradiente. Estos métodos implican el cómputo del gradiente de la fun-
ción objetivo con respecto de las variables del diseño. El vector gradiente apunta
en la dirección de la pendiente más escarpada, y existen diferentes alternativas:
• Método de la máxima pendiente. Las variables del diseño se modifican para
buscar el movimiento en la dirección del gradiente. Dicho método se modifi-
ca, generalmente, para hacerlo más robusto y eficiente.
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• Método del gradiente conjugado y los métodos quasi-Newton que estiman
valores de las segundas derivadas para mejorar la dirección de la búsqueda.
Método de Newton. Es uno de los mejores métodos de optimización pero exi-
ge el costoso cálculo del Hessiano H para poder evaluar la expresión de avance
~xk+1 = ~xk − H−1(~xk)~∇ f (~xk), donde ~x es el vector de variables, f la función obje-
tivo que se pretende minimizar y k la iteración del proceso de optimización.
Respecto de los funcionales a optimizar, es fundamental destacar que el diseño de
un avión siempre es un compromiso de varias funciones que miden su comportamiento.
Estas funciones pueden ser tan simples como medidas de las fuerzas ejercidas por el aire
sobre el avión, véase resistencia, sustentación, o momentos, hasta complejas funciones
que miden aspectos mucho más elaborados y difíciles de evaluar como: mínimo gasto
directo de explotación, mínimo coste sobre el ciclo vital del avión, máximo beneficio,
máximo rendimiento de la inversión, etc.
2.3.2. Variables de diseño aeronáuticas
Las variables de diseño tienen un papel fundamental en el proceso de optimización
de un avión [3, 31, 32]. De su elección dependerá, en gran medida, el desarrollo de la
optimización y el mínimo del funcional alcanzado. Existen diferentes tipos de variables
de diseño que pueden ir desde la posición independiente de cada nodo discreto de la
superficie del avión hasta los puntos de control de las NURBS [92] que definen una de-
terminada superficie. La elección de una u otra clase de variables de diseño dependerá
fuertemente del elemento del avión que se desee diseñar y del funcional que se pretenda
optimizar.
2.3.3. Diseño óptimo basado en el cálculo de gradientes
En el ámbito aeronáutico, la optimización de forma fue inicialmente planteada, a fi-
nales de los 70, por R. Hicks [50], quien con una modelización simplificada de los fluidos
y empleando métodos de aproximación de gradientes por diferencias finitas progresi-
vas, logró evaluar el gradiente de un funcional aerodinámico respecto de variables de
diseño (funciones de deformación de forma) y cuyo valor empleaba en un algoritmo de
minimización. A partir de esos primeros desarrollos el empleo de técnicas basadas en
los gradientes se fué haciendo cada vez más popular en el ámbito aeronáutico a me-
dida que aumentaban los recursos computacionales y mejoraba el modelizado de los
problemas de la mecánica de los fluidos.
La aplicación aeronáutica del diseño óptimo de forma en sistemas gobernados por
ecuaciones diferenciales en derivadas parciales considera un dominio Ω de Rd (d=2 ó
3), de contorno δΩ. Este contorno δΩ está a su vez dividido en una serie de contornos
disconexos “regulares”7 que se denominan: campo lejano Γ∞ ⊂ δΩ y una serie de con-
tornos interiores S ⊂ δΩ (superficie del objeto a diseño) (ver Figura 2.9).
7Si bien, en configuraciones complejas, es fácil encontrar ciertas singularidades geométricas como son los
bordes de salida de los perfiles aerodinámicos que termina en forma de cuña.
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Figura 2.9: Problema de optimización de forma en 2D.
En estos problemas, de manera general, se define la función de coste a ser minimiza-
da J de las variables fluidas U sobre el contorno “regular” S:
J =
∫
S
j(U) ds. (2.12)
El problema de optimización del funcional J mediante la variación de la geometría
de la frontera S, consistirá en encontrar Smı´n para la cual
J(Smı´n) = mı´n
S∈Sad
J(S), (2.13)
donde Sad es el conjunto de geometrías admisibles del contorno S.
En la práctica aeronáutica, el funcional más elemental consiste en optimizar los coe-
ficientes adimensionales de resistencia CD, sustentación CL o fuerza lateral CSF. En este
caso, la función objetivo sobre la superficie S se define como:∫
S
(
CP~n− 1C∞~n ·σ
)
· ~d ds, CP = P− P∞C∞ , (2.14)
donde~n es el vector unitario normal exterior a la superficie S, la presión sobre la super-
ficie es P, el coeficiente de presiones se denota como CP, y σ es el tensor de esfuerzos
viscosos. Finalmente el subíndice ∞ es empleado para referirnos a cantidades evalu-
adas en el campo lejano y el vector ~d se evalúa como
~d =

(cosα cosβ, sinα cosβ, sinβ), CD (coef. de resistencia),
(−sinα, cosα, 0), CL (coef. de sustentación),
(−sinβ cosα,−sinβ sinα, cosβ), CSF (coef. de fuerza lateral),
(2.15)
donde α es el ángulo de ataque del avión y β es el ángulo de deslizamiento lateral (ver
Figura 2.10)
El diseño óptimo aeronáutico pretende encontrar el mínimo de un funcional a través
del control de la EDP que modeliza el comportamiento del fluido alrededor del avión
y todo ello empleando técnicas de deformación de superficies (contornos del dominio).
Antes de desarrollar los procedimientos que se emplearán, es necesario destacar que en
el problema clásico de diseño de forma óptima, se deben plantear las siguientes cues-
tiones matemáticas:
Existencia de minimizadores. Es preciso modelizar funciones objetivo que garan-
ticen un buen comportamiento del espacio de diseño. La optimización con restric-
ciones también es un ingrediente fundamental en aplicaciones prácticas.
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Figura 2.10: Ángulo de ataqueα y deslizamiento lateral β.
Unicidad. En problemas de esta tipología no es posible, de manera general, ase-
gurar la unicidad de los minimizadores. Además, por otro lado, es frecuente que
aparezcan varios mínimos locales. Por ese motivo, al emplear técnicas basadas
en el cálculo de los gradientes, usualmente se deben realizar diferentes procesos
iterativos de optimización partiendo de diferentes estados iniciales.
Aproximación numérica. Se debe introducir una discretización adecuada del fun-
cional J, así como de las ecuaciones diferenciales que proporcionan el valor de U.
En general, el problema en el marco continuo (2.13) se sustituye por el siguiente
problema discretizado: Encontrar Smı´nh , dentro de un juego de geometrías discre-
tas admisibles del contorno Sh,ad, para la cual
Jh(Smı´nh ) = mı´nSh∈Sh,ad
Jh(Sh),
donde Jh es la discretización espacial de J, siendo h una determinada longitud
característica de la discretización, la cual es seleccionada en función de una escala
característica del problema y las peculiaridades del comportamiento del fluido.
Cálculo del gradiente. Los métodos numéricos para resolver las ecuaciones de Eu-
ler y Navier-Stokes son generalmente no diferenciables [97, 63] y, por lo tanto,
estrictamente hablando, en ciertos puntos del sistema no existe el gradiente de la
ecuación discretizada.
Como solución a los enormes recursos computacionales requeridos por los métodos
clásicos de optimización de funcionales de interés aerodinámico, la mejor estrategia se
encuentra en el empleo sistemático de ideas inspiradas en la teoría de control. Para e-
llo se supondrá que la superficie aerodinámica (típicamente el ala) es un elemento que
produce sustentación o resistencia controlando o modificando el flujo de aire. Usando
técnicas de la teoría de control, el gradiente de un funcional con respecto a modifica-
ciones en la geometría a diseño puede ser determinado indirectamente solucionando
una ecuación adjunta que tenga coeficientes definidos por la solución de las ecuaciones
del flujo.
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Como introducción [43] a la metodología dual empleada, supongamos que se de-
sea minimizar el funcional J(U,α) donde U son las variables fluidas que se obtienen
a través de la resolución del problema lineal N(U,α) = 0. Por otro lado, empleare-
mos una variable de diseño a la que denominaremos α. La función de coste J se puede
linealizar alrededor de una solución de referencia U0 correspondiente aα = 0 y se tiene
dJ
dα
=
∂J
∂U
∣∣∣∣
U0
dU
dα
+
∂J
∂α
. (2.16)
A su vez, dU/dα debe satisfacer la linealización de las ecuaciones que gobiernan el
sistema
∂N
∂U
dU
dα
+
∂N
∂α
= 0. (2.17)
Introduciendo la siguiente notación
V =
dU
dα
, A =
∂N
∂U
, gT =
∂J
∂U
, f = −∂N
∂α
, (2.18)
la ecuación (2.16) se puede escribir como
dJ
dα
= gTV +
∂J
∂α
, (2.19)
sujeto a la resolución de la ecuación linealizada
AV = f . (2.20)
Según esta formulación, la variación total de la función objetivo J debido a una
variación de la variable de diseño α se puede calcular mediante la evaluación de dos
términos:
La sensibilidad de la función objetivo J debido a perturbaciones de las variables
de diseño ∂J/∂α (término de cómputo no costoso).
La evaluación de gTV, término de cómputo costoso, pues exige conocer V, solu-
ción del sistema linealizado (2.20) que tiene una naturaleza semejante a las ecua-
ciones de estado. La resolución de este sistema linealizado para cada variable de
diseño α es en la práctica inviable y por ello conviene introducir el estado adjun-
to ATv = g (punto de vista dual), con el que fácilmente se puede demostrar que
gTV ≡ vT f .
En problemas de diseño óptimo de forma, el número de diferentes funciones f a
evaluar coincide con el número de variables de diseño, y el número de diferentes fun-
ciones g a evaluar está relacionada con el número de funcionales de los que se desee cal-
cular su gradiente respecto de las variables fluidas. En una aplicación típica aeronáutica
el número de funcionales de los que deseamos calcular los gradientes (función objetivo
+ funcionales que provienen de las restricciones) es muy inferior al número de variables
de diseño que se puedan emplear, por lo que la aproximación dual resulta mucho más
apropiada dado que sólo exige una resolución del problema directo y otra del proble-
ma adjunto para obtener tantos gradientes del funcional J respecto de las variables de
diseño como se desee.
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Figura 2.11: Sensibilidad de la sustentación
respecto de movimientos infinitesimales de
la superficie.
En la práctica existen dos enfoques
para formular las ecuaciones adjuntas y
por ende para aproximar el gradiente de
la función de coste discreta con objeto
de poder aplicar un algoritmo clásico de
descenso: el método discreto y el método
continuo. El enfoque discreto [39, 40, 29,
86] está basado en el cálculo de los gra-
dientes en el problema finito dimension-
al asociado a la discretización del proble-
ma de optimización. En contrapartida, en
el enfoque continuo [11, 20, 60] la direc-
ción de descenso es obtenida a través de
la aproximación de una dirección de des-
censo para el problema continuo.
La aplicación de la teoría de control en
sistemas reales es complicada pues en el
caso de las ecuaciones de Euler en 3D, los
métodos numéricos más eficientes (JST,
Roe, etc.) no son diferenciables (ver por ejemplo [47] o referencias más prácticas como
[52]). En este caso, no hay un modo natural para calcular las variaciones del funcional
discreto (adjunto discreto) y para superar esta dificultad se han desarrollado dos enfo-
ques diferentes:
1. Diferenciación Automática [25, 83], que básicamente consiste en diferenciar el es-
quema numérico, incluso si no es diferenciable. En la práctica, esto se hace medi-
ante diferenciación línea a línea del código computacional.
2. Enfoque continuo consiste primero, en tomar el sistema continuo que gobierna
el problema de fluidos, linealizarlo y obtener una dirección de descenso del fun-
cional continuo J y, en segundo lugar, usar la aproximación numérica de la direc-
ción de descenso en el esquema numérico original.
Respecto de este segundo enfoque del problema, otra dificultad importante reside
en la posible falta de regularidad de la solución del modelo continuo. Entonces, incluso
al nivel del modelo continuo, la derivada de la función de coste tiene que ser calculada
con cuidado alrededor del choque en la solución. Esto ha sido realizado por diferentes
autores con diferentes enfoques (ver [108], [45] o [15]). En esta tesis, se realizará un
análisis detallado de las ecuaciones continuas linealizadas en presencia de choques para
comprobar la necesidad de imponer, o tener en cuenta de algún modo, una condición
interna sobre el choque a la hora de resolver la ecuación adjunta (condiciones internas
de contorno para el esquema adjunto [42]). Sin embargo, esta técnica requiere un análisis
detallado de la posición exacta del choque, lo cual es difícil de obtener numéricamente
en problemas complejos.
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Figura 2.12: Subdominios generados por el contorno Γ .
2.4. Método de los conjuntos de nivel
El método de conjuntos de nivel o, en inglés, level set [100, 2, 23, 82, 88, 107] es un
procedimiento para describir el movimiento de interfases a través del empleo de un
punto de vista euleriano8.
La principal desventaja de los procedimientos lagrangianos 9 estriba en que si dos
superficies en movimiento llegan a chocar entre sí, no es posible obtener una solución
a la nueva geometría. En el ámbito de la optimización de forma, este tipo de esquemas
se emplean de tal manera que la interfase separa el cuerpo sólido y el fluido que lo
rodea, y se mueve con una velocidad normal que proviene del cálculo de gradientes del
funcional de interés respecto de movimientos infinitesimales en la dirección normal a la
superficie.
La metodología de level set permite calcular la evolución de una interfase o frente de
avance, de tal manera que la posición inicial del frente se toma como el nivel 0 de una
función Φ definida en un dominio Ω de Rd (d = 2 ó 3) de la siguiente manera
Φt + F
∣∣∣~∇Φ∣∣∣ = 0, en Ω (2.21)
donde Γ(t) = {~x|Φ (~x, t) = 0} es el frente de avance, y F es la velocidad del level set en
todo el dominio Ω.
La posición del frente en el tiempo t está dada por {~x|Φ (~x, t) = 0} donde este corte
no tiene porqué ser una curva única a medida que el tiempo avanza (ver Figura 2.12).
La optimización mediante level set permite resolver una serie de problemáticas que
se plantean al tratar de diseñar mediante el empleo de optimización de forma. En la
Figura 2.13 se exponen los problemas clásicos que puede resolver esta formulación:
El primer ejemplo refleja el problema resultante cuando se cruzan los vectores de
desplazamiento de puntos sobre la superficie. En esta situación, una formulación
tradicional no permitiría el cálculo de una nueva forma del objeto dado que existe
un área (rayada en rojo) común al desplazamiento de los contornos.
8Según este punto de vista, el marco de referencia permanece fijo en el espacio y las coordenadas están
fijas en el espacio
9Según este punto de vista, el marco de referencia (observador) envuelve a la interfase en movimiento y
las coordenadas se mueven junto con la interfase.
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El segundo ejemplo ocurre cuando la superficie se deforma de tal manera que
alcanza a otro objeto. La metodología level set permite que los dos objetos se fusio-
nen.
Por último, el caso de un cuerpo que se divide en dos debido a la distribución de
velocidades de la interfase que induce esa división.
Figura 2.13: Problemas resolubles mediante la técnica de conjuntos de nivel (arriba).
Forma final al aplicar la técnica de conjuntos de nivel (abajo).
2.4.1. Aplicación al diseño óptimo aerodinámico
Técnicamente la aplicación del método de conjuntos de nivel al ámbito aeronáutico
es compleja debido a que la discretización del espacio física empleada para la resolu-
ción de las ecuaciones que rigen el comportamiento de los fluidos es muy diferente a la
necesaria para la resolución de la ecuación de los level set (2.21).
Otro aspecto importante de la implementación de este método es la necesidad de
definir un campo de velocidades F sobre todo el dominio Ω. Es decir, la velocidad F
debe ser definida para todos los niveles y no sólo en el nivel cero que se corresponde
con la interfase. En un problema de diseño de forma donde el funcional a minimizar
está definido sobre el nivel 0, sólo se conoce la velocidad de avance de la interfase (gra-
diente del funcional respecto de variaciones infinitesimales de la superficie) y es por ello
necesario determinar una velocidad extrapolada Fext.
La propiedad más deseable para la velocidad extrapolada es que mueva los niveles
vecinos de tal manera que la función de distancia10 con signo se preserve. El modo de
conseguir esto definiendo la velocidad extrapolada de modo que
~∇Fext · ~∇Φtemp = 0, (2.22)
10Función que mide la distancia euclídea al conjunto de nivel 0 desde un punto cualquiera.
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donde φtemp es la función de distancia con signo y tal que
Fext = F en los puntos (x, y) donde Φ = 0. (2.23)
Una vez aclarado el significado de la velocidad F en todo el dominio Ω, a la hora
de resolver (2.21), debemos tener en cuenta que se trata de una EDP cuyos términos se
pueden identificar con la forma general de una ecuación de Hamilton-Jacobi [100]:{
ut +H(~∇u) = 0, (x, t) ∈ Ω×R+,
u(x, 0) = u0(x)
(2.24)
donde H es el operador hamiltoniano. Por otro lado, τ denota una triangularización
en Rd, τ = {T1, T2, . . . , T|τ |} cubriendo todo un dominio Ω (nótese que esta triangu-
larización es diferente a la empleada para discretizar la ecuación de los fluidos). Por
último la solución numérica en el vértice v j de la triangularización en el tiempo n∆t se
denotará como unj . Una aproximación para la ecuación (2.24) es de la forma
un+1j = u
n
j − ∆tH j(~∇un1 , ~∇un2 , . . . , ~∇un|τ |, x), (2.25)
donde H j es el Hamiltoniano numérico. A continuación se describe el algoritmo del es-
quema explícito implementado para la resolución de la ecuación de level set en mallados
triangulares no estructurados en dos dimensiones [100]. Este algoritmo se desarrolla en
los siguientes pasos
Paso 1. Inicializar φ∗i =ωi = 0, i = 1, 2, . . . , |V|.
Paso 2. Para cada T ∈ τ , i = 1, 2, 3
T local→ simplex(x1, x2, x3)
Función base lineal: Ni(x) = {Ni(x) ∈ P1|Ni(x j) = δi j, j = 1, 2, 3, x ∈ T}
F = 1área(T)
∫
T F(x) dx
~ni = 2 área(T)~∇i
~∇φ = ∑3j=1 ~∇Niφ j
Ki =
F~∇φ·~ni
2|~∇φ|
δφ = ∑3l=1 Klφl
δφi = K+i
(
∑3l=1 K
−
l
)−1
∑3l=1 K
−
l (Φi −Φl)
α˜i =
ma´x(0,δΦi/δφ)
∑3l=1 ma´x(0,δΦl/δφ)
φ∗i = φ
∗
i + α˜iδφ
ωi = ωi + α˜i área(T)
(2.26)
Paso 3. Para cada vi ∈ V realizar una integración temporal de un paso
φn+1i = φ
n
i − ∆t
(φ∗i )
n
ωni
(2.27)
2.4.2. Modularización del algoritmo
La optimización mediante el empleo de una técnica de level set es delicada debido a la
gran cantidad de herramientas computacionales que deben emplearse y al modo robus-
to en el que deben interrelacionar unas con otras. El algoritmo básico de optimización
2.4. MÉTODO DE LOS CONJUNTOS DE NIVEL 41
mediante level set está dividido en cinco partes que se repetirán en bucle hasta obtener
la convergencia deseada
Paso 1. Sobre la configuración geométrica de partida se deben resolver las ecuaciones
de la mecánica de los fluidos.
Paso 2. Tras la resolución del problema directo, se resuelve el problema adjunto (em-
pleando la misma malla que para la resolución del problema directo). Como
resultado de la resolución del problema adjunto se obtiene la sensibilidad del
funcional a minimizar respecto de variaciones geométricas.
Paso 3. El gradiente del funcional debe ser combinado con las restricciones geométricas,
adimensionalizado y filtrado con objeto de obtener una velocidad de avance del
frente de la interfase.
Paso 4. Se define un nuevo mallado para la resolución de la ecuación level set y se ex-
trapola la velocidad de la interfase del conjunto de nivel 0 al resto del domino.
Paso 5. Se hace avanzar el level set según las velocidades calculadas en el paso anterior.
Paso 6. Finalmente, se recupera la geometría final del level set y se vuelve a construir
una malla con la propiedades adecuadas para la resolución de las ecuaciones
de la mecánica de los fluidos.
La combinación de todos estos métodos hace que la aplicación del método de level
set sea compleja, sobre todo si se le pretende dotar de robustez al método.
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Figura 2.14: Extracción del conjunto de nivel 0 y remallado de su entorno exterior.
Capítulo 3
Control óptimo de la ecuación de
Burgers
El objeto de este capítulo es por un lado plantear de manera rigurosa el proble-
ma de control óptimo de la ecuación hiperbólica de Burgers en una dimensión espa-
cial lo que permitirá extraer ideas relevantes en sistemas más complejos como Euler y
Navier-Stokes. Por otro lado, se introducirá el método de las direcciones de descenso
alternantes que es una nueva estrategia para el cálculo de aproximaciones numéricas
de minimizadores adaptada a la presencia de discontinuidades en la soluciones.
En primer lugar probaremos la existencia de minimizadores y la convergencia de las
aproximaciones numéricas obtenidas minimizando aproximaciones del funcional coste
obtenidas mediante esquemas de discretización de la ecuación de de Burgers. Para ello
será indispensable que el esquema verifique propiedades de consistencia y monotonía
que permitan asegurar que el límite de la solución aproximada es solución de entropía
de la ecuación de Burgers. Luego nos centraremos en la aproximación del gradiente
de la función de coste discreta con objeto de aplicar un algoritmo clásico de descen-
so. En particular, consideramos la aproximación basada en el cálculo de los gradientes
en el problema finito dimensional asociado a la discretización del problema de opti-
mización, y el método continuo donde la dirección de descenso es obtenida a través de
la aproximación de una dirección de descenso para el problema continuo. Se verá que
ambas aproximaciones producen sucesiones de minimizadores altamente oscilantes cer-
ca de las discontinuidades. Para evitar esto, se propondrá una nueva estrategia de op-
timización donde la posición de la discontinuidad y el valor de la solución fuera de la
discontinuidad serán tratados de manera separada. Este método de las direcciones de des-
censo alternantes es la primera aportación novedosa de esta memoria [20]. Por último se
ilustrará la eficiencia de esta nueva estrategia con algunos test numéricos.
3.1. Introducción
El control óptimo Ecuaciones en Derivadas Parciales (EDP) y en concreto de leyes
de conservación hiperbólicos es un tema complejo desde un punto de vista teórico [118]
que requiere un considerable esfuerzo computacional.
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El propósito de este capítulo es presentar y discutir las aproximaciones a este proble-
ma y las dificultades que presentan en el contexto de un modelo simple de una ecuación
unidimensional como la ecuación no viscosa de Burgers. Sin embargo, la mayoría de
los resultados se pueden extender a ecuaciones más generales con flujos convexos.
Mostraremos que los métodos de descenso desarrollados sobre la base de los enfoques
actuales producen sucesiones minimizantes altamente oscilantes cuya convergencia es
muy lenta. Luego, a lo largo de este capítulo, introduciremos una nueva estrategia de
optimización a la que denominaremos método de las direcciones de descenso alternantes,
que está bien adaptada a la presencia de discontinuidades en la solución, y que ex-
hibe buenas propiedades de descenso. Es más, como se mostrará en los experimentos
numéricos, el nuevo método que proponemos es mucho más robusto y eficiente en un
número significativo de iteraciones del método de descenso.
Para ser más precisos, dado un horizonte de tiempo T > 0, consideramos el ecuación
no viscosa de Burgers: {
∂tu + ∂x( u
2
2 ) = 0, en R× (0, T),
u(x, 0) = u0(x), x ∈ R. (3.1)
Dado una función objetivo ud ∈ L2(R) que asumimos tiene un soporte compacto
con el objeto de simplificar la demostración, consideramos la función de coste a ser
minimizada J : L1(R)→ R, definida por
J(u0) =
∫
R
|u(x, T)− ud(x)|2 dx, (3.2)
donde u(x, t) es la solución que verifica la condición de Oleinik (o de entropía gener-
alizadas) de (3.1). Aunque este capítulo está dedicado a esta particular elección de J,
la mayoría del análisis y los algoritmos numéricos se pueden adaptar a muchos otros
funcionales y problema de control (ver por ejemplo [53] donde la variable de control es
la nolinealidad de la ley de conservación escalar).
También introducimos un conjunto de valores iniciales admisibles Uad ⊂ L1(R),
que definiremos más adelante con objeto de garantizar la existencia del mínimo para el
siguiente problema de optimización. Encontrar u0,min ∈ Uad tal que
J(u0,min) = minu0∈Uad J(u
0). (3.3)
Este es uno de los tipos de problemas de optimización que generalmente se encuen-
tran en el contexto de los problemas de diseño óptimo aeronáutico [42]. En esta literatu-
ra, estos problema se denominan problemas de diseño inverso, en los cuales el objetivo
es localizar la superficie aerodinámica que produce una determinada distribución de
presiones sobre ella. El punto débil de estas técnicas es que es necesario un diseñador
experimentado que decida cual debe ser la distribución de presiones objetivo.
Como veremos, la existencia de minimizadores se puede establecer fácilmente bajo
ciertas condiciones sobre Uad. Sin embargo, la unicidad es falsa en general, debido a la
posible presencia de discontinuidades en la solución de (3.1) y la falta de convexidad
del funcional.
En aplicaciones prácticas, a través de la simulación numérica, es necesario reem-
plazar el problema de optimización continuo por la aproximación discreta. Es entonces
natural considerar la discretización del sistema (3.1) y el funcional J. Si esto se hace
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de manera adecuada, cabe esperar que los minimizadores del problema aproximado
discreto proporcionen aproximaciones del mínimo continuo en mallados lo suficiente-
mente finos. Hay sin embargo pocos resultados en el contexto de sistemas hiperbólicos
de leyes de conservación que prueben rigurosamente que los controles óptimos discre-
tos tienden hacia los continuos cuando el tamaño de malla tiende a cero.
Un objetivo importante de este capítulo es proporcionar un resultado de conver-
gencia basado en el empleo de las propiedades conocidas de los esquemas monótonos
conservativos y más precisamente de aquellos que satisfacen la denominada one-sided
Lipschitz condition (OSLC) o condición unilateral de Lipschitz.
En adelante denotaremos mediante u∆ la aproximación de u obtenida por una dis-
cretización admisible del sistema (3.1), con un tamaño de malla ∆x y ∆t para la dis-
cretización en espacio y tiempo, respectivamente. También denotaremos por J∆ una dis-
cretización de J y por Uad,∆ una versión discreta del conjunto de estados admisibles Uad.
Finalmente, consideramos la discretización aproximada del problema de minimización
J∆(u0,min∆ ) = minu0∆∈Uad,∆ J
∆(u0∆). (3.4)
Para valores fijos del tamaño de malla ∆, en la mayoría de los casos es fácil probar la
existencia de minimizadores del problema discreto. Pero, incluso en ese caso, su conver-
gencia a medida que ∆ → 0 es difícil de mostrar. Esto se hará, como se menciona más
arriba, en la clase de esquemas OSLC que garantizan las propiedades de compacidad
necesarias.
Desde el punto de vista práctico es sin embargo más importante ser capaz de de-
sarrollar algoritmos eficientes para calcular aproximaciones precisas de los mínimos
discretos. Esto no es siempre una tarea fácil debido al gran número de parámetros in-
volucrados, y la falta de convexidad del funcional en consideración.
Los métodos más eficientes para aproximar minimizadores son los métodos basados
en los gradientes (máxima pendiente, métodos de gradiente conjugado, etc.). Nótese
sin embargo que uno de los principales inconvenientes de estos métodos es que no
distinguen mínimos locales de mínimos globales. Esta es una dificultad añadida en pro-
blemas con muchos mínimos locales, y esta situación no puede ser excluida en este caso
debido a la dependencia no lineal del estado con respecto del dato inicial.
En cada iteración la dirección de descenso se calcula mediante el gradiente del fun-
cional con respecto del control, en este caso el dato inicial. Entonces la sensibilidad del
funcional coste discreto J∆ con respecto a u0∆ depende de la sensibilidad de la solución
del esquema numérico usado para discretizar (3.1), con respecto a u0∆, lo que implica en
la práctica un número infinito de parámetros, uno para cada punto de la malla. Por lo
tanto, en la práctica, calcular la sensibilidad de la función de coste requiere diferenciar
el esquema numérico respecto del dato inicial.
Cuando consideramos un esquema numérico diferenciable el estado clásico adjun-
to proporciona un atajo a la hora de calcular las derivadas con respecto de todos los
parámetros de control (puntos de la malla en este caso).
Pero para grandes y complejos sistemas, como las ecuaciones de Euler en tres di-
mensiones, los métodos numéricos más eficientes (upwind, Godunov, Roe, etc.) no son
diferenciables (ver por ejemplo [47] o referencias más prácticas como [52]). En este caso,
el gradiente del funcional no está bien definido y no hay un modo natural y sistemático
de calcular esas variaciones.
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Para resolver esta dificultad, sería natural explorar la posibilidad de emplear méto-
dos basados en optimización no-suave, hasta ahora poco utilizadas en este contexto.
Por el contrario, los siguientes dos enfoques si han sido desarrollados: la diferenciación
automática, que básicamente consiste en diferenciar el esquema numérico (incluso si no
es diferenciable), diferenciando línea a línea del código computacional (ver por ejem-
plo [83, 25]). Este enfoque frecuentemente produce oscilaciones que son precisamente
debidas a la falta de diferenciabilidad. El segundo enfoque, denominado enfoque con-
tinuo consiste en proceder en los siguientes pasos: primero volver al sistema continuo
(3.1), linealizarlo y obtener una dirección de descenso del funcional continuo J y en-
tonces desarrollar una aproximación numérica de la dirección de descenso con los valo-
res discretos proporcionados por el esquema numérico. Por supuesto la validez de esta
aproximación para la dirección de descenso del problema discreto no está asegurada.
Pero el enfoque continuo debe hacer frente a importantes dificultades técnicas que
aparecen cuando la solución desarrolla discontinuidades de choque, como en el contex-
to de las leyes de conservación hiperbólicas que se consideran en este capítulo. Es más,
la diferenciación formal de la ecuación del estado continuo nos lleva a
∂tδu + ∂x(uδu) = 0. (3.5)
Pero esto sólo está justificado cuando el estado u sobre el que son calculadas las
variaciones, es lo suficientemente suave y en particular continuo. En particular, esto
no está justificado cuando las soluciones son discontinuas debido a los términos sin-
gulares que aparecen en la linealización sobre la posición del choque. Por lo tanto, en
las aplicaciones al control óptimo también debe tenerse en cuenta la sensibilidad con
respecto a la localización del choque. Esto ha sido estudiado por diferentes autores con
diferentes planteamientos (ver [108, 45, 15]). La conclusión es que el sistema linealizado
clásico para la variación de la solución debe ser complementado por nuevas ecuaciones
derivadas de la contribución del choque.
Estos temas han sido objeto de una investigación intensiva. Sin embargo, no hay to-
davía una receta sistemática sobre el mejor método posible y los diferentes métodos em-
pleados llevan a diferentes conclusiones dependiendo del problema en consideración.
Esto es debido al hecho de que dos aspectos relacionados pero diferentes se han tratado
de manera simultánea sin distinguir lo suficiente el uno del otro: a) la falta de regulari-
dad de las soluciones de las ecuaciones del estado continuo hacen difícil la justificación
de la linelización y añade algunos términos no esperados a la derivada clásica del fun-
cional para tener en cuenta la contribución del salto, y b) los esquemas numéricos son
no diferenciables.
El segundo objetivo de este trabajo es proponer una nueva metodología, que com-
bine los diferentes métodos existentes y que, no sólo tenga en cuenta la presencia de
choques sino que incluso pueda sacar ventaja de este hecho, en particular, se emplearán
resultados que permiten derivar la linealización correcta del sistema en presencia de
choques. Luego se derivará el sistema adjunto, que contiene una condición de contorno
interna a lo largo del choque, la cual ha sido denominada en la literatura como condi-
ción interna de contorno para el esquema adjunto (ver [42] donde se considera el caso
Euler quasi-1D estacionario). Desde el punto de vista numérico, el uso de este sistema
adjunto hace el método más eficiente, debido a que tiene en cuenta explícitamente la
sensibilidad de la solución con respecto de variaciones en el choque. Pero aplicado di-
rectamente (con la ayuda de la noción de vectores tangentes generalizados [15, 16]) el
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método de descenso, en cada paso de la iteración, añade una nueva discontinuidad al
estado, aumentando la complejidad de la solución.
Para solucionar esta dificultad, en el presente trabajo, se propone el nuevo método de
las direcciones de descenso alternantes que en el proceso iterativo alterna las direcciones de
descenso entre aquellas que varían la posición del choque y aquellas que no lo mueven y
sólo afecten a la forma de la discontinuidad lejos del choque, de tal modo que el número
de choques no se incremente, manteniendo la complejidad global de las soluciones.
Las ecuaciones continuas linealizadas en presencia de choques solamente están bien
entendidas en situaciones sencillas: leyes de conservación escalar 1-d (ver [12], [35]) con
la ayuda de nociones de dualidad y soluciones reversible, con valor de medida, el caso
multidimensional de leyes de conservación bajo condiciones adicionales tipo Lipschitz
unilateral [13], y también cuando se sabe a priori que el choque está localizado en una
única curva regular, o una hipersuperficie en mayores dimensiones (ver [16, 15, 108]
para problemas 1-d), y en el caso multidimensional [78, 84] donde se consideran sis-
temas generales de leyes de conservación en mayores dimensiones). También nos referi-
mos a [45] para un análisis de la linealización para perturbaciones multi-dimensionales
de leyes de conservación escalares 1-d. Pero los principios generales del método de las
direcciones de descenso alternantes que se propone en este trabajo tiene una aplicación mu-
cho más amplia, pudiendo ser empleados también en problemas en los que la posible
estructura de los choques o singularidades de la solución no está del todo entendida.
Este capítulo se divide de la siguiente manera: en la sección 3.2 se estudia la existen-
cia de minimizadores para el problema (3.3). En la sección 3.3 se analiza la convergen-
cia de mínimos discretos obtenidos mediante la discretización de la función de coste y
del sistema (3.1) por medio de esquemas OSLC. En la sección 3.6.1 se repasan algunos
resultados conocidos sobre la sensibilidad de los funcionales continuos mediante la lin-
ealización del sistema (3.1) en presencia de un choque. En la sección 3.4 se propone el
nuevo método de las direcciones de descenso alternantes empleados en el marco continuo.
En la sección 3.6 se discuten métodos más clásicos de descenso basados en el esquema
continuo y en el esquema discreto. Finalmente en la sección 3.7 se presentan algunos
experimentos numéricos que confirman la eficiencia de la nueva estrategia introducida
en este trabajo. En la sección 3.8 se presentan los algoritmos.
3.2. Existencia de minimizadores
En esta sección se prueba que, bajo ciertas condiciones en el conjunto de datos ad-
misibles para las condiciones iniciales Uad, existe al menos un minimizador de la función
J definida por (3.2).
Para simplificar la presentación, consideramos la clase de datos iniciales admisibles
Uad:
Uad = { f ∈ L∞(R), sop ( f ) ⊂ K, || f ||∞ ≤ C}, (3.6)
donde K ⊂ R un intervalo cerrado y acotado y C > 0 una constante positiva dada.
Nótese sin embargo que los mismos resultados teóricos y estrategias de descenso se
pueden aplicar a una clase de conjuntos admisibles mucho más amplia.
Teorema 5. Supongamos que ud ∈ L2(R) y que Uad está definida en (3.6). Entonces el problema
de minimización
minu0∈Uad J(u
0), (3.7)
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tiene al menos un minimizador u0,min ∈ Uad. La unicidad es en general falsa para este tipo de
problemas de optimización.
Demostración. En primer lugar probamos la existencia. Sea u0n ∈ Uad una sucesión de
minimizante de J. Entonces u0n, por definición de Uad, está acotada en L∞ y existe una
subsucesión, denotada por u0n, tal que u0n ⇀ u0∗ debil-* en L∞. Es más, u0∗ ∈ Uad.
Sean un(x, t) y u∗(x, t) la solución de entropía de (3.1) con datos iniciales u0n y u0∗
respectivamente. Asumiendo que
un(·, T)→ u∗(·, T), en L2(R), (3.8)
entonces, claramente,
ı´nf
u0∈Uad
J(u0) = lı´m
n→∞ J(u0n) = J(u0∗),
y deducimos que u0∗ es un minimizador de J.
Por lo tanto, el aspecto clave es probar el resultado de convergencia fuerte (3.8).
Para ello es necesario realizar dos pasos: a) La compacidad relativa de un(·, T) en L2.
Teniendo en cuenta la estructura de Uad y usando el principio máximo y la velocidad
finita de propagación que verifican las soluciones de entropía, es fácil ver que el soporte
de todas las soluciones en tiempo t = T, está uniformemente incluido en el mismo
conjunto compacto de R. Por lo tanto, es suficiente probar la compacidad en L2loc. Esto
se obtiene de la condición unilateral de Lipschitz de Oleinik
u(x, t)− u(y, t)
x− y ≤
1
t
, (3.9)
la cual garantiza una cota uniforme de la norma BV de un(·, T), locamente en espacio
(ver [14]). La propiedad de compacidad necesaria es entonces una consecuencia de la
compacidad de BV(I) ⊂ L2(I), para todo intervalo acotado I. b) La identificación del
límite como la solución de (3.1) con valor inicial u0∗. Esto puede ser probado usando la
compacidad, pasado al límite en la formulación variacional de (3.1). Remitimos a [33]
para una descripción detallada de este proceso límite en una situación más delicada
donde el dato inicial converge a una delta de Dirac. Esto completa la prueba de la exis-
tencia de al menos un minimizador.
A continuación probemos que la unicidad es en general falsa en este tipo de pro-
blemas de optimización. En concreto, se probará que hay funciones objetivo ud para las
cuales existen dos minimizadores diferentes u01 y u
0
2 tales que las soluciones correspon-
dientes u j, para j = 1, 2 satisfacen u j(T) = ud, j = 1, 2 de tal modo que el mínimo valor
de J es cero. Esto es siempre posible tan pronto como trabajemos con soluciones que
tienen choques. Por ejemplo,
u1(x, t) =
{
1 si x ≤ t/2,
0 si x > t/2,
u2(x, t) =

1 si x ≤ t− 1/2,
(x− 1/2)(t− 1) si t− 1/2 ≤ x ≤ 1/2,
0 si x > 1/2,
son dos soluciones de entropía diferentes para las cuales u1(x, T) = u2(x, T) en T = 1.
Por lo tanto si tomamos T = 1 y ud(x) = u1(x, 1) entonces existe dos valores iniciales
diferentes u01(x, 0) y u
0
2(x, 0) para los cuales J alcanza su mínimo. Nótese que esto es
imposible dentro de una clase de funciones suaves por unicidad retrograda.
Nótese que ud no pertenece a L2(R) pero, el mismo argumento es válido si ud se
trunca para tomar valor cero en el infinito.
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Comentario 6. La prueba anterior es en efecto bastante general y puede ser adaptada a otros
problemas de optimización con otros funcionales J y para otros conjuntos Uad de datos iniciales
admisibles. En particular puede adaptarse a conjuntos de datos iniciales admisibles de la forma
Uad = { f ∈ L1(R), sop( f ) ⊂ K, || f ||1 ≤ C}.
3.3. El problema de minimización discreto
El propósito de esta sección es mostrar que un minimizador discreto obtenido a
través de un esquema numérico para (3.1) que satisfaga la propiedad OSLC, converge
a un minimizador del problema continuo a medida que el tamaño de la malla tiende
a cero. Esto justifica, en este caso particular, la práctica usual en la ingeniería de reem-
plazar el funcional y modelo continuo por uno discreto para calcular una aproximación
del minimizador continuo.
Introduzcamos una malla deR× [0, T] dada por (x j, tn) = ( j∆x, n∆t) ( j = −∞, ...,∞;
n = 0, ..., N + 1 de tal manera que (N + 1)∆t = T), y sea unj una aproximación de
u(x j, tn) que viene de una discretización apropiada de la ecuación (3.1).
Consideremos la siguiente aproximación del funcional J en (3.2):
J∆(u0∆) =
∆x
2
∞
∑
j=−∞(u
N+1
j − udj )2, (3.10)
donde u0∆ = {u0j } es el dato inicial discreto y ud∆ = {udj } es la discretización del objetivo
ud en x j. Una elección común consiste en tomar,
udj =
1
∆x
∫ x j+1/2
x j−1/2
ud(x)dx, (3.11)
donde x j±1/2 = x j ± ∆x/2.
Además introducimos una aproximación de la clase de datos iniciales admisibles
Uad denotados por U∆ad y que están constituidos por sucesiones ϕ∆ = {ϕ j} j∈Z para las
cuales la función interpolación constante a trozos asociada, denotada como ϕ∆, está
definida por
ϕ∆(x) =ϕ j, x j−1/2 < x < x j+1/2,
y satisfaceϕ∆ ∈ Uad. Obviamente, U∆ad coincide con la clase de vectores discretos apoya-
dos en los índices j para los cuales x j ∈ K y de modo que la norma L∞ está acotada por
la misma constante C.
Finalmente introducimos un esquema conservativo de aproximación numérica de
3-puntos para (3.1):
un+1j = u
n
j − λ
(
gnj+1/2 − gnj−1/2
)
= 0, λ =
∆t
∆x
, j ∈ Z, n = 0, ..., N, (3.12)
donde,
gnj+1/2 = g(u
n
j , u
n
j+1),
y g es el flujo numérico. Estos esquemas son consistentes con (3.1) cuando g(u, u) =
u2/2. Cuando la función
H(u, v, w) = v− λ(g(u, v)− g(v, w))
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es una función monótona creciente en cada argumento, el esquema se dice que es monó-
tono. Hay esquemas particularmente interesantes debido a que la solución discreta que
proporcionan converge a las soluciones débiles de entropía de la ley de conservación
continua, a medida que el paso de la discretización tiende a cero, bajo una condición
adecuada de CFL (ver Ref. [46], Chp.3, Th. 4.2).
Para cada∆x > 0 es muy fácil ver que la analogía discreta del Teorema 5 se mantiene.
En efecto esto es automático en el presente caso pues U∆ad sólo emplea un número finito
de puntos de la malla. Pero pasando al límite, en la medida que ∆x,∆t → 0 se requiere
un tratamiento más cuidadoso. En efecto, para que eso sea hecho, es necesario asumir
que el esquema bajo consideración satisface la condición OSLC, la cual es una versión
discreta de la condición de Oleinik,
unj+1 − unj
∆x
≤ 1
n∆t
. (3.13)
Entonces consideramos el siguiente problema de minimización discreto: Encontrar
u0,min∆ tal que
J∆(u0,min∆ ) = minu0∆∈U∆ad J
∆(u0∆). (3.14)
Es bien conocido que los esquemas de Godunov, Lax-Friedfrichs y Engquits-Osher sat-
isfacen esta condición de OSLC. Referimos a [14] para una discusión sobre este tema
y también para la construcción de un método de segundo orden MUSCL que satisface
OSLC.
Teorema 7. Supongamos que la aproximación numérica un∆ está obtenida a través del empleo de
un esquema numérico monótono conservativo consistente con (3.1) y satisfaciendo la condición
OSLC.
Entonces:
Para todo ∆x,∆t > 0, el problema discreto de minimización (3.14) tiene al menos una
solución u0,min∆ ∈ U∆ad.
Cualquier punto de acumulación de u0,min∆ con respecto de la topología debil−∗ en L∞,
como ∆x,∆t → 0 (con ∆t/∆x = λ fijado bajo una condición de CFL adecuada), es un
minimizador del problema continuo (3.7).
Comentario 8. La mayoría de los esquemas numéricos conservativos de 3 puntos derivados para
aproximar (3.1) satisfacen la hipótesis del Teorema 7. Este es el caso particular de los esquemas de
Lax-Friedrichs, Engquist-Osher o Godunov cuyos flujos numéricos para la ecuación de Burgers
son, respectivamente,
gLF(u, v) =
u2 + v2
4
− v− u
2λ
, (3.15)
gEO(u, v) =
u(u + |u|)
4
+
v(v− |v|)
4
, (3.16)
gG(u, v) =
{
minw∈[u,v]w2/2, si u ≤ v,
ma´xw∈[u,v] w2/2, si u ≥ v.
(3.17)
Demostración. (del Teorema 7) La existencia de minimizadores discretos de la primera
parte del Teorema es obvia en este caso debido a que estamos trabajando con problema
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de dimensión finita. En realidad, en este punto la propiedad OSCL no es necesaria.
Sin embargo, en situaciones mas generales (para otras clases de controles admisibles
discretos) podemos aplicar el mismo argumento de la prueba del Teorema 5 basado en
la propiedad OSLC y en estimaciones BV (ver Ref. [14]).
El segundo enunciado es menos trivial y requiere de la propiedad OSLC para garan-
tizar la compacidad de la solución numérica cuando ∆x,∆t → 0.
Seguiremos un argumento estándar de Γ -convergencia. El ingrediente clave es la
propiedad de continuidad: Asumiendo que u0∆x ∈ U∆xad satisface u0∆x → u0 en L∞(R)
con respecto a la topología debil−∗, entonces
J∆(u0∆)→ J(u0).
Esto es debido al hecho de que la condición OSLC garantiza cotas BV locales uniformes
en la solución discreta, y la velocidad finita de propagación en vista de la clase de datos
iniciales U∆ad que estamos considerando y la compacidad de la inclusión BV en L2 en
intervalos acotados (ver Ref. [14]) la cual garantiza que uN+1∆ → u(·, T) en L2(R), bajo
la condición de CFL que garantice la convergencia del esquema numérico, y su mono-
tomía.
Ahora, sea uˆ0 ∈ Uad un punto de acumulación de u0,min∆ cualquiera con respecto de
la topología débil−∗. Para simplificar la notación, denotaremos por u0,min∆ la subsuce-
sión para la cual u0,min∆ → uˆ0, débilmente−∗ en L∞(R), a medida que ∆x → 0. Sea
v0 ∈ Uad cualquier otra función. Vamos a probar que
J(uˆ0) ≤ J(v0). (3.18)
Para hacer esto construimos una suceción v0∆ ∈ U∆ad tal que v0∆ → v0 en L1(R),
cuando ∆x,∆t → 0 (podemos considerar en particular la aproximación en (3.11)).
Teniendo en cuenta la propiedad de continuidad anterior, tendremos lo siguiente:
J(v0) = lı´m
∆→0
J∆(v0∆) ≥ lı´m
∆→0
J∆(u0,min∆ ) = J(uˆ
0),
lo cual prueba (3.18).
Comentario 9. El Teorema 7 se refiere a mínimos globales. Sin embargo, los funcionales conti-
nuos y discretos pueden tener mínimos locales. Extender este tipo de resultado de Γ -convergencia
a mínimos locales requiere desarrollos más complejos.
3.4. Análisis de la sensibilidad: el enfoque continuo
En esta sección nos centraremos en la formulación continua para obtener una dirección
de descenso del funcional discreto J∆.
Dividiremos esta sección en cuatro secciones más: en la primera se considerará el ca-
so en el que la solución u de (3.1) no presenta choques, en la segunda y tercera secciones
analizaremos respectivamente la sensibilidad de la solución y el funcional en el caso de
un único choque situado sobre una curva regular y, finalmente, en la última sección se
propondrán diferentes métodos para obtener direcciones discretas de descenso.
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3.4.1. Sensibilidad sin choques
En esta sección se dará una expresión para la sensibilidad del funcional J con res-
pecto del dato inicial basado en el cálculo clásico del adjunto para soluciones suaves. En
primer lugar presentamos el cálculo formal y luego mostramos cómo justificarlo cuando
trabajamos con soluciones clásicas para (3.1), es decir, cuando no hay discontinuidades.
Sea C10(R) el conjunto de funciones C1 con soporte compacto y sea u0 ∈ C10(R)
un dato inicial dado para el cual existe una solución clásica u(x, t) de (3.1) en (x, t) ∈
R× [0, T], la cual puede ser extendida a una solución clásica en t ∈ [0, T +τ ] para algún
τ > 0. Nótese que ésto impone algunas restricciones sobre u0 además de ser suave. Más
precisamente, debemos tener T + τ < −1/min(minxu0′(x), 0) para garantizar que dos
características diferentes no se crucen en el intervalo de [0, T + τ ]. Sea δu0 ∈ C10(R)
cualquier posible variación de dato inicial u0. Por la velocidad finita de propagación,
esta perturbación sólo afecta a la solución en un conjunto acotado de (x, t) ∈ R× [0, T].
Esto simplifica el argumento que presentamos a continuación.
Entonces, para ε > 0 suficientemente pequeño, la solución uε(x, t) correspondiente
al dato inicial
uε,0(x) = u0(x) +εδu0(x), (3.19)
es también una solución clásica en (x, t) ∈ R× (0, T) y uε ∈ C1(R× [0, T]) se puede
escribir como
uε = u +εδu + o(ε), con respecto de la topología C1, (3.20)
donde la función δu es la solución de la ecuación linealizada,{
∂tδu + ∂x (uδu) = 0,
δu(x, 0) = δu0(x).
(3.21)
Sea δJ la derivada de Gateaux de J en u0 en la dirección δu0. Se tiene que
δJ =
∫
R
(u(x, T)− ud(x))δu(x, T) dx, (3.22)
donde δu resuelve el sistema linealizado (3.21). Ahora, introducimos el sistema adjunto{ −∂t p− u∂x p = 0,
p(x, T) = pT(x),
(3.23)
donde pT = u(x, T) − ud(x). Multiplicando la ecuación que satisface δu por p e in-
tegrando por partes, y teniendo en cuanta que p satisface (3.23), fácilmente se puede
obtener ∫
R
(u(x, T)− ud(x))δu(x, T) dx =
∫
R
p(x, 0)δu0 dx. (3.24)
Por lo tanto, δ J se puede escribir como,
δJ =
∫
R
p(x, 0)δu0(x) dx. (3.25)
Esta expresión proporciona un modo sencillo de calcular la dirección de descenso
para el funcional continuo J, una vez se haya calculado la ecuación adjunta. Simple-
mente se debe tomar
δu0 = −p(x, 0). (3.26)
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Bajo los supuestos de arriba sobre u0, los valores de u, δu, y p se pueden obtener de
los datos u0(x), δu0(x) y pT(x) por medio de las curvas características asociadas a (3.1).
A continuación se explica brevemente este hecho.
Las curvas características asociadas a (3.1) están definidas por
x′(t) = u(t, x(t)), t ∈ (0, T); x(0) = x0. (3.27)
Se trata de líneas rectas cuyas pendientes dependen del dato inicial:
x(t) = x0 + tu0(x0), t ∈ (0, T).
Como se trata de soluciones clásicas, u es contante a lo largo de dichas curvas. Por
hipótesis: dos curvas características diferentes no se cortan una con otra en R× [0, T +
τ ]. Esto también permite definir u en R× [0, T + τ ], de un modo único, a partir del dato
inicial.
Para ε > 0 suficientemente pequeño, la solución uε(x, t) correspondiente al dato ini-
cial (3.19) tiene características similares a u. Esto permite garantizar que dos líneas carac-
terísticas no se intersectarán cuando 0 ≤ t ≤ T si ε > 0 es lo suficientemente pequeño.
Nótese que uε puede ser discontinua para t ∈ (T, T+τ ] si u0 genera una discontinuidad
en t = T + τ pero esto es irrelevante para el análisis en [0, T] que estamos llevando a
cabo. Por lo tanto uε(x, t) es también una solución clásica en (x, t) ∈ R× [0, T] y es fácil
ver que la solución uε puede escribirse como (3.20) donde δu satisface (3.21).
El sistema (3.21) se puede resolver utilizando características. En efecto, como u es
una función regular, la primera ecuación de (3.21) se puede escribir como
∂tδu + u∂xδu = −∂x (u) δu, (3.28)
es decir,
d
dt
δu(x(t), t) = −∂x(u)δu, (3.29)
donde x(t) son las curvas características definidas por (3.27). Por lo tanto, la solución δu
a lo largo de la línea de característica se puede obtener de δu0 resolviendo la ecuación
diferencial, esto es
δu(x(t), t) = δu0(x0)exp
(
−
∫ t
0
∂xu(x(s), s)ds
)
.
Finalmente, el sistema adjunto (3.23) se resuelve también mediante características, es
decir
p(x(t), t) = pT(x(T)).
Esto proporciona la dirección de máxima pendiente en (3.26) para el funcional con-
tinuo.
Comentario 10. Nótese que para soluciones clásicas la derivada Gateaux de J en u0 está da-
da por (3.25) y esto proporciona una dirección obvia de descenso de J en u0, dada por δu0 =
−p(x, 0) ∈ C10(R). Sin embargo, esto no es muy útil en la práctica, pues incluso si inicializamos
el algoritmo iterativo de descenso con una u0 suave, no podemos garantizar que la solución per-
manecerá clásica a lo largo de todo el proceso iterativo.
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3.4.2. Sensibilidad del estado en presencia de choques
En esta sección recogemos algunos resultados existentes sobre la sensibilidad de la
solución de leyes de conservación en presencia de choques. Seguiremos el análisis en
Ref. [16] pero se pueden encontrar resultado similares en diferentes formas y grados de
generalidad en, por ejemplo, Ref. [8, 12, 35, 108] o Ref. [45].
Nos centramos en el caso particular de soluciones que tienen un único choque, pero
el análisis puede extenderse a sistemas unidimensionales más generales de leyes de
conservación con un número finito de choques que no interactuen (ver Ref. [16]). La
teoría de dualidad y soluciones reversibles desarrollada en Ref. [12] y [35] es una de las
guías para obtener resultados más generales.
Introduciremos las siguientes hipótesis:
(H) Asumiremos que u(x, t) es una solución débil entrópica de (3.1) con una discon-
tinuidad a lo largo de la curva regular Σ = {(t,ϕ(t)), t ∈ [0, T]}, la cual es Lipschitz
continua fuera de Σ. En particular, satisface las relaciones de Rankine-Hugoniot en Σ:
ϕ′(t)[u]ϕ(t) =
[
u2/2
]
ϕ(t)
. (3.30)
Aquí hemos empleado la notación, [v]x0 = v(x
+
0 )− v(x−0 ) para el salto en x0 de una
función constante a trozos v con una discontinuidad en x = x0.
Nótese que Σ divide R× (0, T) en dos partes: Q− y Q+, los subdominios de R×
(0, T) a la izquierda y a la derecha de Σ.
Figura 3.1: Subdominios Q− y Q+.
Como se puede ver, en presencia de choques, para tratar correctamente los proble-
mas de control óptimo y diseño, el estado del sistema tiene que ser estudiado como un
par (u,ϕ) combinando la solución de (3.1) y la posición del choqueϕ. Esto es relevante
en el análisis de la sensibilidad del sistema para aplicar un algoritmo de descenso.
Consideramos por tanto que el par (u,ϕ) satisface el sistema
∂tu + ∂x( u
2
2 ) = 0, en Q
− ∪Q+,
ϕ′(t)[u]ϕ(t) =
[
u2/2
]
ϕ(t) , t ∈ (0, T),
ϕ(0) =ϕ0,
u(x, 0) = u0(x), en {x <ϕ0} ∪ {x >ϕ0}.
(3.31)
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Ahora analizaremos la sensibilidad de (u,ϕ) con respecto de perturbaciones del da-
to inicial, en particular, con respecto a variaciones δu0 del perfil inicial u0 y δϕ0 de la
posición del choqueϕ0. Para ser más precisos, adoptamos un marco funcional apropia-
do basado en la generalización de los vectores tangentes introducidos en [8].
Definición 11. Sea v : R → R una función Lipschitz continua y constante a trozos con
una única discontinuidad en y ∈ R. Sea Σv la familia de todas las trayectorias continuas γ :
[0,ε0]→ L1(R) con
1. γ(0) = v y ε0 > 0 posiblemente dependiente de γ.
2. Para cualquier ε ∈ [0,ε0] la función uε = γ(ε) es una función Lipschitz constante a
trozos con una única discontinuidad en x = yε, dependiendo de manera continua en ε y de
modo que existe una constante L independiente de ε ∈ [0,ε0] tal que
|vε(x)− vε(x′)| ≤ L|x− x′|,
siempre que yε /∈ [x, x′].
Es más, definimos el conjunto Tv de vectores tangentes generalizados de v como el espacio de
(δv, δy) ∈ L1 ×R para el cual la trayectoria γ(δv,δy) dada por
γ(δv,δy)(ε) =
{
v +εδv + [v]y χ[y+εδy,y] si δy < 0,
v +εδv− [v]y χ[y,y+εδy] si δy > 0,
(3.32)
satisface γ(δv,δy) ∈ Σv.
Finalmente, consideremos la relación de equivalencia ∼ definida sobre Σv por
γ ∼ γ′ si y solo si lı´m
ε→0
‖γ(ε)−γ′(ε)‖L1
ε
= 0.
Decimos que una trayectoria γ ∈ Σv genera el vector tangente generalizado (δv, δy) ∈ Tv
si γ es equivalente a γ(δv,δy), como en (3.32).
Comentario 12. La trayectoria γ(δv,δy) ∈ Σv en (3.32) representa una aproximación de orden
uno de la variación de una función v que añade una función de perturbación εδv y desplaza la
discontinuidad de εδy.
Nótese que, para un valor dado de v (función Lipschitz continua a trozos con una única
discontinuidad en y ∈ R), los vectores tangentes generalizados asociados (δv, δy) ∈ Tv son
aquellos pares para los cuales δv es Lipschitz continua con una única discontinuidad en x = y.
Sea u0(x) el dato inicial en (3.31) que suponemos Lipschitz continuo a ambos la-
dos de una discontinuidad situada en x = ϕ0, y sea un vector tangente generaliza-
do (δu0, δϕ0) ∈ L1 × R para todo 0 ≤ T. Sea u0,ε ∈ Σu0 una trayectoria que genere
(δu0, δϕ0). Para ε suficientemente pequeño la solución uε(·, t) de (3.31) es Lipschitz
continua con una única discontinuidad en x = ϕε(t), para todo t ∈ [0, T]. Por lo tanto
uε(·, t) genera un vector tangente generalizado (δu(·, t), δϕ(t)) ∈ L1 ×R. Es más, en [8]
se prueba que satisface el siguiente sistema linealizado:
∂tδu + ∂x(uδu) = 0, en Q− ∪Q+,
δϕ′(t)[u]ϕ(t) + δϕ(t)
(
ϕ′(t)[ux]ϕ(t) − [uxu]ϕ(t)
)
+ϕ′(t)[δu]ϕ(t) − [uδu]ϕ(t) = 0, en (0, T),
δu(x, 0) = δu0, en {x <ϕ0} ∪ {x >ϕ0},
δϕ(0) = δϕ0,
(3.33)
con el dato inicial (δu0, δϕ0).
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Comentario 13. El sistema linealizado (3.33) se puede obtener, al menos formalmente, por un
argumento de perturbación en dos pasos: primero hacemos el cambio de variables x̂ = x−ϕ(t)
que transforma el sistema (3.33) en un nuevo sistema acoplado pero en un dominio fijo {x̂ <
0} ∪ {x̂ > 0}, y donde la variable ϕ entra en la ecuación que satisface u a ambos lados de
x̂ = 0. Luego, introducimos una perturbación del dato (u0ε ,ϕ0ε ) = (u0,ϕ0) + ε(δu0, δϕ0) y
calculamos las ecuaciones para el primer orden de perturbación de la solución. Este es el punto
de vista más común al estudio de la estabilidad linealizada de choques. Véase [45] para una
descripción detallada de este método en el caso escalar y [78], [84] para sistemas de conservación
más generales en mayores dimensiones.
De este modo, podemos obtener formalmente la expansión
(uε,ϕε) = (u,ϕ) +ε(δu, δϕ) +O(ε2).
Sin embargo, esta expansión sólo está justificada para leyes de conservación escalares en una
única dimensión de la forma
∂tu + ∂x( f (u)) = 0,
cuando la función f ∈ C1 es convexa. En este caso, es posible establecer resultados de diferencia-
bilidad de la solución u con respecto de pequeñas perturbaciones del dato inicial u0 y la posición
de la discontinuidadϕ0 (ver [35]). Para una situación más general esta diferenciabilidad ha sido
probada sólo en el sentido débil, como en [16] para sistema de leyes de conservación, o en [108],
para ecuaciones escalares en varias dimensiones espaciales.
Comentario 14. El sistema linealizado (3.33) tiene una única solución que puede ser calculada
en dos pasos. El método de las características determina δu en Q− ∪ Q+, es decir, fuera de Σ,
a partir del dato inicial δu0, por el método de las características (nótese que el sistema (3.33)
tiene las misma características que (3.31)). Esto proporciona el valor de u y ux a ambos lados del
choque Σ y permite determinar los coeficientes de la EDO que satisface δϕ. Luego resolvemos la
ecuación diferencial ordinaria para obtener δϕ.
3.4.3. Sensibilidad del funcional J en presencia de choques
En esta sección se estudiará la sensibilidad del funcional J con respecto de varia-
ciones asociadas con el vector tangente generalizado en la sección anterior. En primer
lugar se define la generalización de la derivada Gateaux que tiene en cuenta estas varia-
ciones.
Definición 15. (Ref. [16]) Sea J : L1(R) → R un funcional dado y u0 ∈ L1(R), Lipschitz
continua con una discontinuidad en x = ϕ0, y un dato inicial para el cual la solución de (3.1)
satisface la hipótesis (H). Decimos que J es diferenciable Gateaux en u0 en un sentido generali-
zado si para cualquier vector tangente generalizado (δu0, δϕ0) y cualquier familia u0,² ∈ Σu0
asociada a (δu0, δϕ0) existe el siguiente límite
δJ = lı´m
²→0
J(u0,²)− J(u0)
²
,
y sólo depende de (u0,ϕ0) y (δu0, δϕ0). Esto es, no depende de la familia particular u0,² que
genera (δu0, δϕ0).
El límite δJ es la derivada Gateux generalizada de J en la dirección (δu0, δϕ0).
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El siguiente resultado proporciona un modo sencillo de caracterizar la derivada
Gateaux generalizada de J en términos de la solución del problema adjunto asociado. En
[42] se obtiene un resultado similar en el contexto de sistemas de Euler casi-1D. En [15]
se muestra cómo esta generalización de la derivada Gateaux se puede emplear también
para obtener algunas condiciones de optimalidad en problemas de optimización seme-
jantes pero, en nuestro conocimiento, no ha sido empleado para desarrollar algoritmos
completos de descenso como el que se presenta aqui.
Proposición 16. La derivada Gateaux de J se puede escribir como
δJ =
∫
{x<ϕ0}∪{x>ϕ0}
p(x, 0)δu0(x) dx + q(0)[u]ϕ0δϕ
0, (3.34)
donde el par del estado adjunto (p, q) satisface el sistema
−∂t p− u∂x p = 0, en Q− ∪Q+,
[p]Σ = 0,
q(t) = p(ϕ(t), t), en t ∈ (0, T)
q′(t) = 0, en t ∈ (0, T)
p(x, T) = u(x, T)− ud, en {x <ϕ(T)} ∪ {x >ϕ(T)}
q(T) =
1
2 [(u(x,T)−ud)2]ϕ(T)
[u]ϕ(T)
.
(3.35)
Comentario 17. El sistema (3.35) tiene solución única. En efecto, para resolver hacia atrás
el sistema (3.35) debemos definir la solución q en el choque Σ desde la condición q′ = 0, con el
valor final q(T) dado en (3.35). Esto determina el valor de p a lo largo del choque. Luego debemos
propagar esta información, junto con el valor de p en tiempo t = T a ambos lados deϕ(T), por
características. Como ambos sistemas (3.1) y (3.35) tienen las mismas características, cualquier
punto (x, t) ∈ R× (0, T) es alcanzado hacia atrás en el tiempo por una única característica que
viene del choque Σ o del dato final en (x, T) (ver Figura 3.4 donde ilustramos esta construcción
en el caso de un choque localizado a lo largo de una línea recta, como ocurre en el problema
de Riemann). La solución obtenida por este procedimiento coincide con la solución reversible
introducida en Ref. [12, 35]
Figura 3.2: Líneas características entrando en un choque y cómo se deben emplear para
construir la solución del sistema adjunto a ambos lados del choque en su región de
influencia.
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Comentario 18. Nótese que la segunda, tercera y cuarta ecuaciones en (3.35) vienen, por dual-
idad, de las relaciones de Rankine-Hugoniot (3.30). Además, ellas son en realidad las condiciones
que permiten obtener una única solución en (3.35). Son necesarias para determinar el valor de p
sobre Σ.
Las soluciones de (3.35) se pueden obtener también como límite de las soluciones de la
ecuación de transporte con viscosidad artificial dependiendo de un pequeño parámetro ε→ 0,
{ −∂t p− u∂x p = ε∂xx p, in x ∈ R, t ∈ (0, T),
p(x, T) = pTn (x), in x ∈ R,
(3.36)
y una adecuada selección del dato inicial pTn (x), dependiendo sobre n → ∞. Más precisamente,
sea pTn (x) una sucesión de funciones Lipschitz continuas, acotadas uniformemente en BVloc(R),
tal que
pTn (x, T)→ pT(x) = u(x, T)− ud(x), in L1loc(R),
y
pTn (ϕ(T), T) =
1
2
[
(u(x, T)− ud)2
]
ϕ(T)
[u]ϕ(T)
.
Primero tomaremos el límite de las soluciones pε,n de (3.36) cuando ε → 0, para obtener la
solución pn de { −∂t p− u∂x p = 0, en x ∈ R, t ∈ (0, T),
p(x, T) = pTn (x), en x ∈ R,
la llamada solución reversible (ver Ref. [12]). Estas soluciones se caracterizan por el hecho de
que toman el valor pn(ϕ(T), T) en la región completa ocupada por las características que se
encuentran el choque (ver Ref. [12], Th. 4.1.12). Por lo tanto, en particular ellas satisfacen las
2a, 3a, 4a y 6a ecuaciones en (3.35). Es más, pn → p a medida que n → ∞, y p toma valor
constante en la región ocupada por las características que cruzan con el choque. Nótese que, por
construcción, esta constante tiene el mismo valor para todas pn en esta región. Por lo tanto, esta
solución límite p coincide con la solución de (3.35) construida más arriba. Esto permite, en efecto,
extender la noción de soluciones reversibles en Ref. [12] a datos que, sobre el punto x(T), están
completamente disconexos con los valores de p a ambos lados de él. Esto es precisamente debido
al punto de vista que hemos adoptado en el cual el estado linealizado tiene dos componentes
diferentes (δu, δϕ). Por lo tanto el estado adjunto tiene también dos componentes (p, q) con
diferentes datos iniciales en tiempo t = T.
Comentario 19. En la expresión (3.34) para la derivada de J el choque del dato inicial aparece
u0. Cuando u0 no presenta un choque, obviamente, este término se cancela en δ J. Es sin embargo,
importante apuntar que esto es compatible con la posible aparición de choques para tiempos
τ ∈ (0, T). En ese caso, este término singular no afecta aparentemente el valor de δJ pero en la
práctica sí lo hace. Es más, en este caso el sistema adjunto tiene que ser escrito en la forma (3.35)
para τ < t < T y posteriormente extendido al intervalo de tiempo (0, τ) como el sistema clásico
adjunto (3.23). Por lo tanto, la presencia de un choque no afecta el valor del estado adjunto p en
el tiempo inicial t = 0 y consecuentemente, además, el valor de δJ.
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El sistema adjunto, está entonces dado por
−∂t p− u∂x p = 0, en (x, t) ∈ R× (0, T)\Σ,
[p]Σ = 0,
q(t) = p(ϕ(t), t), en t ∈ (τ , T),
q′(t) = 0, en t ∈ (τ , T),
p(x, T) = u(x, T)− ud, en {x <ϕ(T)} ∪ {x >ϕ(T)},
q(T) =
1
2 [(u(x,T)−ud)2]ϕ(T)
[u]ϕ(T)
.
(3.37)
Vamos a comentar brevemente los resultados de la Proposición 16 antes de dar su
prueba. La fórmula (3.34) proporciona un modo obvio para calcular una dirección de
descenso de J en u0. Sólo debemos tomar
(δu0, δϕ0) = (−p(x, 0),−q(0)[u]ϕ0). (3.38)
Aquí, el valor de δϕ0 debe ser interpretado como el desplazamiento óptimo diferencial
para la discontinuidad de u0.
Sin embargo, es importante subrayar que (δu0, δϕ0) no es un vector tangente ge-
neralizado en Tu0 debido a que p(x, 0) no es continua para todo x 6= ϕ0. En efecto,
p(x, t) toma el valor constante q(T) en la región completa triangular ocupada por las
características de (3.1) que se encuentran con el choque Σ. Por lo tanto, p tendrá en
general dos discontinuidades a lo largo del contorno de esta región (véase Figura 3.3).
Figura 3.3: Solución u(x, t) de la ecuación de Burgers con un dato inicial teniendo una
discontinuidad (izquierda) y adjunta que toma el valor constante en la región ocupada
por las características que se encuentran en el choque (derecha).
Esto es un importante inconveniente en el desarrollo de un algoritmo de descenso
para J. Si (δu0, δϕ0) es una dirección de descenso perteneciente a Tu0 , el nuevo dato
u0,new debe ser obtenido de u0 siguiendo el camino asociado a esta dirección de descenso
u0,new =
{
u0 +εδu0 + [u0]ϕ0 χ[ϕ0+εδϕ0 ,ϕ0 ] si δϕ
0 < 0,
u0 +εδu0 − [u0]ϕ0 χ[ϕ0 ,ϕ0+εδϕ0 ] si δϕ0 > 0,
(3.39)
para algún ε > 0 lo suficientemente pequeño, correctamente escogido. Nótese que, si
tomamos (3.38) como dirección de descenso (δu0, δϕ0), que no es vector tangente gene-
ralizado como se explicó más arriba, el nuevo valor u0,new tendrá tres discontinuidades:
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la primera que viene del desplazamiento de la discontinuidad u0 enϕ0 y dos más pro-
ducidas por las discontinuidades de p(x, 0). Por lo tanto, en un proceso iterativo, el al-
goritmo de descenso irá creando más y más discontinuidades incrementando de manera
artificial la complejidad de la solución. Esto motiva el método de las direcciones alter-
nadas de descenso que proponemos, basado en la noción de gradientes generalizados,
pero que preserva bajo control la complejidad de las soluciones a lo largo del proceso
iterativo. Esto se realizará en la siguiente Sección.
Terminamos esta sección con la prueba de la Proposición 16.
Demostración. (de la Proposición 16) Un cálculo directo muestra que J es Gateaux dife-
renciable en el sentido de la Definición 15 y que, la derivada Gateaux generalizada de J
en la dirección del vector tangente generalizado (δu0, δϕ0), está dada por
δJ =
∫
{x<ϕ(T)}∪{x>ϕ(T)}
(u(x, T)− ud(x))δu(x, T)−
[
(u(x, T)− ud(x))2
2
]
ϕ(T)
δϕ(T),
(3.40)
donde el par (δu, δϕ) resuelve el problema linealizado (3.33) con dato inicial (δu0, δϕ0).
Ahora introducimos el sistema adjunto (3.37). Multiplicando la ecuación de δu por
p e integrando obtenemos
0 =
∫
Q−∪Q+
(∂tδu + ∂x(uδu))p dxdt = −
∫
Q−∪Q+
(∂t p + u∂x p)δu dxdt
+
∫
{x<ϕ(T)}∪{x>ϕ(T)}
δu(x, T)p(x, T) dx−
∫
{x<ϕ0}∪{x>ϕ0}
δu0(x)p(x, 0) dx
−
∫
Σ
([δup]Σnt + [uδup]Σnx) dΣ, (3.41)
donde (nx, nt) son las componentes cartesianas del vector normal a la curva Σ.
Por lo tanto,
δ J =
∫
{x<ϕ(T)}∪{x>ϕ(T)}
δu(x, T)(u(x, T)− ud(x)) dx
−
[
(u(x, T)− ud(x))2
2
]
ϕ(T)
δϕ(T)
=
∫
{x<ϕ0}∪{x>ϕ0}
δu0(x)p(x, 0) dx +
∫
Σ
([δup]Σnt + [uδup]Σnx) dΣ
−
[
(u(x, T)− ud(x))2
2
]
ϕ(T)
δϕ(T). (3.42)
Supongamos, por el momento, que se cumple la siguiente identidad:∫
Σ
([δup]Σnt + [uδup]Σnx) dΣ =
∫
Σ
[p]Σ
(
δunt + uδunx
)
dΣ
−
∫
Σ
∂tg p
(
δϕ(t)[u]ϕ(t)
)
dΣ+ pT(ϕ(T))δϕ(T)[u]ϕ(T)
−p(ϕ(0), 0)δϕ0[u]ϕ(0). (3.43)
Aqui g representa la media de g a ambos lados del choque Σ, es decir
g(x) =
1
2
(
lı´m
ε→0
g(x +εnΣ) + lı´m
ε→0
g(x−εnΣ)
)
, x ∈ Σ.
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Entonces, sustituyendo (3.43) en (3.42) y teniendo en cuenta la condición final sobre
(p, q) para t = T en (3.37), obtenemos
δ J =
∫
R
δu0(x)p(x, 0) dx +
∫
Σ
[p]Σ
(
δunt + uδunx
)
dΣ
−
∫
Σ
∂tg p
(
δϕ(t)[u]ϕ(t)
)
dΣ− p(ϕ(0), 0)δϕ0[u]ϕ(0).
Para obtener la fórmula (3.34), el segundo y tercer término en esta expresión deben
desaparecer. Este es el caso si (p, q) satisface (3.37). Esto concluye la prueba de la Proposi-
ción 16.
Ahora vamos a probar la fórmula (3.43). Usando la identidad elemental
[ f g]Σ = [ f ]Σg + [g]Σ f , (3.44)
obtenemos∫
Σ
([δup]Σnt + [uδup]Σnx) dΣ =
∫
Σ
[p]Σ
(
δunt + uδunx
)
dΣ
+
∫
Σ
p ([δu]Σnt + [uδu]Σnx) dΣ,
y obtenemos el primer término en la identidad (3.43). Ahora simplificamos el segundo
término: ∫
Σ
p¯ ([δu]Σnt + [uδu]Σnx) . (3.45)
Las componentes cartesianas del vector normal a Σ están dadas por
nt =
−ϕ′(t)√
1 + (ϕ′(t))2
, nx =
1√
1 + (ϕ′(t))2
.
Por lo tanto, teniendo en cuenta la segunda ecuación en el sistema (3.33),
[δu]Σnt + [uδu]Σnx =
−ϕ′(t)[δu]Σ + [uδu]Σ√
1 + (ϕ′(t))2
=
δϕ′(t)[u]ϕ(t) + δϕ(t)
(
ϕ′(t)[ux]ϕ(t) − [∂x(u2/2)]ϕ(t)
)
√
1 + (ϕ′(t))2
=
δϕ′(t)[u]ϕ(t) + δϕ(t)[ ddt u(ϕ(t), t)]ϕ(t)√
1 + (ϕ′(t))2
= ∂tg
(
δϕ(t)[u]ϕ(t)
)
.
Finalmente,∫
Σ
p¯ ([δu]Σnt + [uδu]Σnx) dΣ =
∫
Σ
p¯∂tg
(
δϕ(t)[u]ϕ(t)
)
dΣ
= −
∫
Σ
∂tg p¯
(
δϕ(t)[u]ϕ(t)
)
+ pT(ϕ(T))δϕ(T)[u]ϕ(T) dΣ− p(ϕ(0), 0)δϕ0[u]ϕ(0).
62 CAPÍTULO 3. CONTROL ÓPTIMO DE LA ECUACIÓN DE BURGERS
3.5. Método de las direcciones de descenso alternantes
Como se comentó al final de la sección previa, uno de los principales inconvenientes
del enfoque continuo, cuando hay discontinuidades, es que, en general, el algoritmo
de descenso que usa la dirección de descenso óptima basada en el cálculo del vector
tangente generalizado, produce sucesiones minimizantes con complejidad creciente. El
remedio es usar verdaderos vectores tangentes generalizados en Tu0 como direcciones
de descenso para J [21].
Motivados por esta discusión introducimos una descomposición de los vectores tan-
gentes generalizados. Esto requiere en primer lugar introducir cierta notación. Sea
x− =ϕ(T)− u−(ϕ(T))T, x+ =ϕ(T)− u+(ϕ(T))T,
y consideremos los siguientes subconjuntos (ver Figura 3.4),
Qˆ− = {(x, t) ∈ R× (0, T) tal que x <ϕ(T)− u−(ϕ(T))t},
Qˆ+ = {(x, t) ∈ R× (0, T) tal que x >ϕ(T)− u+(ϕ(T))t}.
Figura 3.4: Subdominios Qˆ− y Qˆ+.
Proposición 20. Supongamos que hemos restringido el conjunto de trayectorias en Σu0 a aqué-
llas que pueden ser asociadas a vectores tangentes generalizados (δu0, δϕ0) ∈ Tu0 satisfaciendo,
δϕ0 =
∫ϕ0
x− δu
0 +
∫ x+
ϕ0 δu
0
[u]ϕ0
. (3.46)
Entonces, la solución (δu, δϕ) del sistema (3.33) satisface δϕ(T) = 0 y la derivada Gateaux
generalizada de J en la dirección (δu0, δϕ0) se puede escribir como
δJ =
∫
{x<x−}∪{x>x+}
p(x, 0)δu0(x) dx, (3.47)
donde p satisface el sistema{ −∂t p− u∂x p = 0, en Qˆ− ∪ Qˆ+,
p(x, T) = u(x, T)− ud, en {x <ϕ(T)} ∪ {x >ϕ(T)}. (3.48)
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Análogamente, si restringimos el conjunto de trayectorias en Σu0 a aquéllas para las cuales el
vector tangente generalizado asociado (δu0, δϕ0) ∈ Tu0 satisface δu0 = 0, entonces δu(x, T) =
0 y la derivada Gateaux generalizada de J en la dirección (δu0, δϕ0) se puede escribir como
δJ = −
[
(u(x, T)− ud(x))2
2
]
ϕ(T)
[u(·, T)]ϕ(T)
[u0]ϕ0
δϕ0. (3.49)
Comentario 21. La fórmula (3.47) establece una expresión simplificada para la derivada Gateaux
generalizada de J cuando consideramos direcciones (δu0, δϕ0) que no mueven la posición del
choque en t = T. Estas direcciones están caracterizadas por la fórmula (3.46) que restringe los
desplazamientos infinitesimales de la posición del choque δϕ0 en términos de la variación de u0
a ambos lados de x =ϕ0. Nótese, en particular, que a cualquier valor δu0 a ambos lados del salto
ϕ0 le corresponde una única traslación infinitesimal δϕ0 de la posición del choque inicial que no
mueve el choque en t = T.
Nótese también que el sistema (3.48) no permite determinar la función p fuera de la región
Qˆ− ∪ Qˆ+, es decir en la región bajo la influencia del choque por las líneas características que
emanan desde él. Sin embargo el valor de p en esta región no requiere evaluar la derivada gene-
ralizada de Gateaux en (3.47).
Análogamente, la formula (3.49) proporciona una expresión simplificada para la derivada
Gateaux generalizada de J cuando se consideran direcciones (δu0, δϕ0) que únicamente mueven
la posición del choque en t = T
A continuación se explicará el principal interés de la Proposición 20 antes de dar su
prueba. Los resultados en esta Proposición 20 sugieren una descomposición obvia del
conjunto de vectores tangentes generalizados:
Tu0 = T
1
u0 ⊕ T1u0 (3.50)
donde T1u0 contiene aquellos (δu
0, δϕ0) para los cuales se verifica la identidad (3.46), y
T2u0 denota aquellos para los cuales δu
0 = 0. Esto proporciona dos clases de direcciones
de descenso para J en u0. En principio no son óptimas en el sentido de que no son las
direcciones de máxima pendiente pero ambas tienen tres propiedades importantes:
1. Ambas son direcciones de descenso.
2. Permiten dividir el diseño del perfil y de la posición del choque.
3. Son verdaderos gradientes generalizados y por lo tanto mantienen la estructura
de datos sin incrementar su complejidad.
Cuando se consideran vectores tangentes generalizados perteneciendo a T1u0 pode-
mos escoger como dirección de descenso:
δu0 =

−p(x, 0) si x < x−,
− lı´m x→x−
x<x−
p(x, 0) si x− < x <ϕ0,
− lı´m x→x+
x>x+
p(x, 0) siϕ0 < x < x+,
−p(x, 0) si x+ < x,
δϕ0 = −
∫ϕ0
x− p(x, 0) +
∫ x+
ϕ0 p(x, 0)
[u]ϕ0
,
(3.51)
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mientras que para T2u0 una buena elección consiste en:
δu0 = 0, δϕ0 =
[
(u(x, T)− ud(x))2
2
]
ϕ(T)
[u(·, T)]ϕ(T)
[u0]ϕ0
. (3.52)
En (3.51) el valor de δu0 en el intervalo (x−, x+) no afecta a la derivada Gateaux
generalizada en (3.47) siempre que δϕ0 se escoja como se indica (de otra manera el
choque se movería y produciría un término extra sobre la derivada del funcional J).
En los intervalos (x−,ϕ0) y (ϕ0, x+), hemos seleccionado los valores constantes más
simples que preservan la continuidad Lipschitz de δu0 en x = x− y x = x+, pero no
necesariamente en x = ϕ0. Otras elecciones posibles también proporcionan direcciones
de descenso para J en u0, pero deberían producir la misma derivada de Gateaux de
acuerdo a (3.47). Esto nos permite definir una estrategia para obtener direcciones de
descenso para J sobre u0 en Tu0 .
Para ilustrar ésto consideramos el caso más sencillo en el cual
ud es Lipschitz a trozos con una discontinuidad sobre x = xd. (3.53)
Para inicializar el algoritmo de descenso, en vista de la estructura de ud tomamos u0
con una estructura similar, con una única discontinuidad localizada enϕ0. Típicamente
esto produce una solución u con una discontinuidad de choque que en el tiempo final
t = T está localizada en ϕ(T). Entonces, hay dos posibilidades dependiendo del valor
deϕ(T) antes de aplicar el método de descenso:
1. ϕ(T) 6= xd y consideramos una dirección de descenso de la forma (3.52) que mue-
va la discontinuidad de u0 hasta que tengamos xd =ϕ(T).
2. Ya tenemos xd = ϕ(T) y consideramos una dirección de descenso de la forma
(3.51). Estas direcciones ajustan el valor de la solución u a ambos lados del choque.
En la práctica, las deformaciones del segundo paso moverán ligeramente la posición
del choque debido a la dependencia no lineal en el parámetro ε. Por lo tanto, uno debe
iterar este procedimiento para asegurar una situación simultanea del choque y el mejor
ajuste del valor de la solución a ambos lados de él.
En la siguiente sección se explicará cómo implementar un algoritmo de descenso
siguiendo esta idea. Por supuesto, se puede emplear en el caso en que el número de
choques de u0 y ud no sea necesariamente uno, o el mismo.
Demostración. (Proposición 20) Supongamos que (δu0, δϕ0) es el vector tangente gene-
ralizado para el cual la solución de (3.37) satisface δϕ(T) = 0. La primera ecuación en
(3.33) se puede escribir como
divt,x(δu, uδu) = 0.
Por lo tanto, integrando esta ecuación sobre el triángulo Q−\Qˆ− y usando el teorema
de la divergencia obtendremos
0 = −
∫ ϕ0
x−
δu0 dx +
∫
Σ
(δu, uδu) · n ds,
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donde n es el vector normal a Σ. Por supuesto obtenemos una fórmula análoga si inte-
gramos sobre Q+\Qˆ+. Combinando esas dos identidades, y (3.46), tenemos
∫ x+
ϕ0
δu0 dx +
∫ ϕ0
x−
δu0 dx
= −
∫
Σ
([δu], [uδu]) · n ds = −
∫
Σ
∂tg(δϕ[u]Σ) ds = δϕ(0)[u]ϕ(0) (3.54)
de donde se deduce (3.46).
Ahora vamos a probar la fórmula (3.48). Seguimos el argumento de la prueba de la
Proposición 16. Debido a que δϕ(T) = 0, en este caso, la fórmula (3.40) se reduce a
δJ =
∫
{x<ϕ(T)}∪{x>ϕ(T)}
(u(x, T)− ud(x))δu(x, T). (3.55)
Cuando multiplicamos la ecuación de δu por la solución p de (3.48) e integramos, esta
vez sobre Q¯− ∪ Qˆ+, fácilmente obtenemos (3.48).
3.6. Aproximaciones numéricas de las direcciones de descenso
Hemos calculado el gradiente del funcional continuo J en varios casos (u suave y te-
niendo discontinuidades de choque) pero, en la práctica, se deben buscar direcciones de
descenso para el funcional discreto J∆. En esta sección discutiremos varias posibilidades
para el cálculo de los gradientes dependiendo del enfoque seleccionado (continuo vs.
discreto) y el grado de sofisticación adoptado. Consideraremos las siguientes posibili-
dades:
El enfoque discreto: esquemas diferenciables.
El enfoque discreto: esquemas no diferenciables.
El enfoque continuo: condiciones internas de contorno sobre el choque.
El enfoque continuo: el método de las direcciones alternadas.
El último de ellos es el método nuevo que se propone en este trabajo. En la sección
siguiente presentamos algunos experimentos numéricos que nos permitirán comparar
fácilmente la eficacia de cada método. Como se verá, el método de las direcciones de
descenso alternantes que proponemos, alternando los vectores tangentes generalizados
para mover a veces el choque y otras veces corregir el perfil a ambos lados de él, es su-
perior de varias maneras a los métodos clásicos. En primer lugar, evita las desventajas
de los otros métodos métodos diferenciables derivados de su ineficacia en la captura
de los choques, la dificultad de tratar con esquemas no diferenciables y la incertidum-
bre de usar “pseudo-linearizaciones”, o la dificultad para imponer eficientemente, en la
práctica, condiciones internas de contorno. Como consecuencia de ésto, el método que
proponemos es mucho más robusto y las minimización del funcional se realiza de una
manera mucho más eficiente en un número perceptiblemente más pequeño de iteracio-
nes.
El resto de esta sección se divide de la siguiente manera: primero calcularemos el
gradiente del funcional discreto cuando el esquema numérico elegido para aproximar
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la ecuación de Burgers es diferenciable. Cuando el esquema numérico no es diferencia-
ble el gradiente del funcional coste no está bien definido y el cálculo de la dirección de
la pendiente se debe realizar de manera distinta. En la segunda subsección presentamos
un método alternativo que cosiste en calcular un subgradiente del funcional discreto.
Las dos subsecciones anteriores contienen los métodos basados en el enfoque contin-
uo. El tercero describe a priori el método más natural basado en la discretización del
gradiente continuo mientras que la cuarta subsección se dedica al nuevo método intro-
ducido en este trabajo en el cual consideramos una descomposición conveniente de los
vectores tangentes generalizados.
3.6.1. El enfoque discreto: esquemas numéricos diferenciables
Calcular el gradiente del funcional discreto J∆ requiere calcular una derivada de
J∆ con respecto a cada nodo de la malla. Esto se puede hacer de una manera com-
putacionalmente barata usando el estado adjunto. Lo ilustraremos sobre dos esquemas
numéricos diferentes: Lax-Friedrichs y Engquist-Osher. Nótese que ambos esquemas
satisfacen la hipótesis del Teorema 7 y por lo tanto los minimizadores numéricos son
buenas aproximaciones de los minimizadores del problema continuo. Sin embargo, co-
mo los funcionales discretos J∆ no son necesariamente convexos, los métodos de gradi-
ente podrían proporcionar sucesiones que no converjan a un minimizador global de J∆.
Pero este inconveniente y dificultad aparece en la mayoría de las aplicaciones de méto-
dos de descenso en los problemas de diseño óptimo y control. Como veremos, en este
contexto, la aproximación obtenida por métodos de gradiente es satisfactoria, aunque
su convergencia es lenta debido a las innecesarias oscilaciones que introduce el método
de descenso.
Calcular el gradiente de J∆, de manera rigurosa, requiere que el esquema numérico
(3.12) en consideración sea diferenciable y, a menudo, este no es el caso. Para ser más
precisos, para la ecuación de Burgers (3.1) podemos escoger algunos métodos eficientes
que son diferenciables (como el de Lax-Friedrichs y Engquist-Osher) pero esta no es
la situación para sistemas generales de leyes de conservación en mayores dimensiones,
como las ecuaciones de Euler. Para esos sistemas complejos los métodos eficientes, como
Godunov, Roe, etc., no son diferenciables (ver, por ejemplo [47] o [75]) y por lo tanto
hacer el enfoque de esta sección no tiene utilidad.
Hemos observado que cuando se emplea un esquema conservativo de aproximación
numérica de tres puntos (3.12) para aproximar la ecuación de Burgers (3.1) y tiene una
función de flujo diferenciable g, entonces la linealización es fácil de calcular. Obtenemos
δun+1j = δu
n
j − λ
(
∂1gnj+1/2δu
n
j + ∂2g
n
j+1/2δu
n
j+1 − ∂1gnj−1/2δunj−1 − ∂2gnj−1/2δunj
)
= 0,
j ∈ Z, n = 0, ..., N.
(3.56)
En vista de esto, el sistema adjunto discreto también se puede escribir para cualquier
función de flujo g y diferenciable:{
pnj = p
n+1
j + λ
(
∂1gnj+1/2(p
n+1
j+1 − pn+1j ) + ∂2gnj−1/2(pn+1j − pn+1j−1 )
)
,
pN+1j = p
T
j , j ∈ Z, n = 0, ..., N.
(3.57)
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En efecto, multiplicando las ecuaciones (3.56) por pn+1j y sumando en j ∈ Z y n =
0, ..., N, se puede obtener fácilmente la siguiente identidad,
∆x ∑
j∈Z
pTj δu
N+1
j = ∆x ∑
j∈Z
p0jδu
0
j . (3.58)
Esto es la versión discreta de la fórmula (3.24) que nos permite simplificar la deriva-
da del funcional discreto.
Por lo tanto, para cualquier variación δu0∆ ∈ U∆ de u0∆, la derivada Gateaux de la
función de coste definida en (3.10) está dada por
δJ∆ = ∆x ∑
j∈Z
(uN+1j − udj )δuN+1j , (3.59)
donde δunj resuelve el sistema linealizado (3.56). Si consideramos p
n
j la solución de (3.57)
con dato final
pTj = u
N+1
j − udj , j ∈ Z, (3.60)
entonces δ J∆ en (3.59) se puede escribir como,
δ J∆ = ∆x ∑
j∈Z
p0jδu
0
j , (3.61)
y esto permite obtener fácilmente la dirección de descenso de máxima pendiente para
J∆:
δu0∆ = −p0∆. (3.62)
Ahora presentaremos dos ejemplos particulares. Primero consideraremos el esque-
ma de Lax-Friedrichs: u
n+1
j −
unj−1+unj+1
2
∆t +
f (unj+1)− f (unj−1)
2∆x = 0, n = 0, ..., N,
u0j = u0, j, j ∈ Z,
(3.63)
donde f (s) = s2/2. El esquema numérico (3.63) se puede escribir en forma conservativa
con el flujo numérico dado en (3.15). Es más, satisface las hipótesis del Teorema 7, bajo
la condición de Courant-Friedrichs-Levy (CFL) λ|ma´x u0| ≤ 1, y es diferenciable.
Para cualquier variación δu0∆ ∈ U∆ de u0∆, la derivada Gateaux de la función de coste
está dada por (3.61) donde los valores pnj satisfacen el sistema adjunto,
pnj−
pn+1j+1 +p
n+1
j−1
2
∆t + u
n
j
pn+1j−1−pn+1j+1
2∆x = 0, n = 0, ..., N,
pN+1j = p
T
j , j ∈ Z,
(3.64)
con pTj = (u
N+1
j − udj ) ∈ U∆ad.
Nótese que, formalmente, (3.64) es en efecto el esquema numérico de Lax-Friedrichs
aplicado al sistema adjunto continuo (3.23).
El esquema de Engquist-Osher se puede tratar de manera similar. En este caso el
flujo numérico está dado por (3.16) y tenemos el sistema adjunto pnj = pn+1j + λ
(
unj +|unj |
2 (p
n+1
j+1 − pn+1j ) +
unj−|unj |
2 (p
n+1
j − pn+1j−1 )
)
= 0,
pN+1j = p
T
j , j ∈ Z, n = 0, ..., N.
(3.65)
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La derivada δ J∆ está dada de nuevo por (3.61) y la direccion de descenso de máxima
pendiente es (3.62) donde, ahora, p resuelve (3.65).
Observamos que (3.65) es el método upwind para el sistema adjunto continuo. Por
lo tanto, este es otro caso en el cual el adjunto de la discretización corresponde con la
bien conocida discretización del problema adjunto.
Comentario 22. Aquí no abordaremos el problema de la convergencia de estos esquemas adjun-
tos a través de la solución del sistema adjunto continuo. Por supuesto, esto es fácil cuando u es
suave pero está lejos de ser trivial cuando u tiene discontinuidades de choque.
El análisis de si a medida que ∆→ 0, estos esquemas permiten reconstruir el sistema adjunto
completo, con la condición interna de Dirichlet a lo largo del choque, es un problema interesante
para la investigación futura. El trabajo [48] contiene un estudio preliminar en esta dirección.
3.6.2. El enfoque discreto: esquemas numéricos no diferenciables
Aquí describimos los métodos más comunes para calcular “gradientes” de funcionales
cuando el esquema numérico empleado para la aproximación de (3.1) no es diferencia-
ble (ver por ejemplo [45] donde este método es empleado en el contexto de la estabilidad
linealizada). Para ilustrar este método nos centraremos en el esquema de Roe que es un-
os de los más populares para aproximar soluciones de leyes de conservación.
En el caso particular de la ecuación de Burgers el esquema de Roe en consideración
coincide con el de Godunov y por lo tanto se aplica el Teorema 7.
Sin embargo, el esquema de Roe no es monótono para flujos generales f y es bien
sabido que puede proporcionar soluciones que admiten discontinuidades que violan
la condición de entropía (ver [46]). Por lo tanto, la convergencia de los minimizadores
discretos hacia los continuos no puede ser garantizada en flujos más generales.
El esquema puede ser modificado para obtener la conservación de la entropía (ver
[46] para la modificación de Harten y Hyman) pero no consideraremos estas modifica-
ciones puesto que estamos principalmente interesados en la linealización de un esque-
ma no diferenciable.
El esquema de Roe para una ley de conservación general de la forma
∂tu + ∂x f (u) = 0,
es un esquema conservativo de tres puntos de la forma (3.12) con flujo numérico,
gR(u, v) =
1
2
( f (u) + f (v)− |A(u, v)|(v− u)),
donde la matriz A(u, v) es una linealización de Roe la cual es una aproximación de f ′
(ver, por ejemplo, [45]). En el caso escalar en consideración f (u) = u2/2 y
A(u, v) =
{
f (u)− f (v)
u−v =
u+v
2 , si u 6= v,
f ′(u) = u, si u = v .
Nótese que el esquema previo no es diferenciable, en general, debido a la presencia
de valor absoluto de A en gR. Por lo tanto, no podemos linealizar este sistema y obtener
su adjunto, en un sentido riguroso. En [45] se propone el siguiente esquema para la
linealización
δun+1j = δu
n
j − λ(hnj+1/2 − hnj−1/2),
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donde
hnj+1/2 = h(u
n
j , u
n
j+1; δu
n
j , δu
n
j+1),
h(u, v; w, z) =
1
2
(A(u, v)(w + z)− |A(u, v)|(z−w)) . (3.66)
La ecuación (3.66) es una aproximación de una selección natural
h(u, v; w, z) =
∂gR
∂u
w +
∂gR
∂v
z,
donde ∂ f∂u es aproximado por la linealización de Roe A(u, v), y suponiendo que el térmi-
no no-diferenciable |A(u, v)| en (3.66) tiene derivada nula. Esta última hipótesis puede
ser formalmente interpretada como una elección particular del subgradiente de la fun-
ción valor absoluto a(x) = |x| en x = 0.
De este modo
hnj+1/2 =
1
2
(
A j+1/2(δu
n
j + δu
n
j+1)− |A j+1/2|(δunj+1 − δunj )
)
,
A j+1/2 = A(u
n
j , u
n
j+1).
El sistema adjunto correspondiente al sistema de las ecuaciones linealizadas viene
dado por{
pnj = p
n+1
j + λ
(
αnj (p
n+1
j+1 − pn+1j ) +βnj (pn+1j − pn+1j−1 )
)
, n = 0, ..., N,
pN+1j = p
T
j , j ∈ Z,
(3.67)
donde
αnj =
1
2
(A j+1/2 + |A j+1/2|), βnj =
1
2
(A j+1/2 − |A j+1/2|).
Multiplicando por pn+1j y sumando en j ∈ Z y n = 0, ..., N obtenemos:
0 = ∑
j∈Z
N
∑
n=0
(
δun+1j − δunj + λ(hnj+1/2 − hnj−1/2)
)
pn+1j
= ∑
j∈Z
N
∑
n=0
(
pnj − pn+1j − λ
[
αnj (p
n+1
j+1 − pn+1j ) +βnj (pn+1j − pn+1j−1 )
])
δunj
+ ∑
j∈Z
δuN+1j p
N+1
j − ∑
j∈Z
δu0j p
0
j = ∑
j∈Z
δuN+1j p
N+1
j − ∑
j∈Z
δu0j p
0
j . (3.68)
Para obtener (3.68) hemos empleado la siguiente identidad:
∑
j∈Z
hnj+1/2 p
n+1
j = ∑
j∈Z
1
2
A j+1/2(δu
n
j + δu
n
j+1)p
n+1
j
− ∑
j∈Z
1
2
|A j+1/2|(δunj+1 − δunj )pn+1j
= ∑
j∈Z
1
2
(A j+1/2 p
n+1
j + A j−1/2 p
n+1
j−1 )δu
n
j
− ∑
j∈Z
1
2
(|A j−1/2|pn+1j−1 − |A j+1/2|pn+1j )δunj ,
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y la análoga para el término ∑ j∈Z hnj−1/2 p
n+1
j .
Luego, como para los esquemas diferenciables, la expresión (3.68) permite simpli-
ficar la “derivada” δJ∆, la cual se escribe formalmente como (3.61). Por lo tanto, una
dirección de descenso tentativa para J∆ está dada por (3.62), donde pnj es la solución del
sistema adjunto (3.67) con valor final pN+1j = u
N+1
j − udj .
El cálculo de más arriba no proporciona el gradiente del funcional discreto, el cual
no es diferenciable en este caso. Pero el valor obtenido en a través de este cálculo se
podría emplear como una “dirección de descenso” alternativa en un algoritmo de tipo
gradiente.
Nótese que el enfoque de usar “pseudogradientes” presentado aquí es una práctica
común en diseño óptimo en aeronáutica donde los resolvedores eficientes son frecuente-
mente no diferenciables (ver [86]).
3.6.3. Enfoque continuo: condiciones internas de contorno en el choque
Este método está basado en la Proposición 16 que indica que la sensibilidad del fun-
cional se obtiene mediante la aproximación de (−p(x, 0),−q(0)[u]ϕ0). Debemos recor-
dar que el sistema adjunto está bien puesto y su solución puede obtenerse en dos pasos:
Primero debemos obtener el valor de p sobre el choqueϕ de u de la ecuación diferencial
q′(t) = 0 y las condiciones finales en q(T). Nótese que, en nuestro caso, p toma el valor
constante de q(T) en el choque Σ. Entonces resolvemos hacia atrás la ecuación adjunta
teniendo en cuenta el valor de p en t = T y el valor de p sobre el choque.
A nivel numérico podemos proceder de manera similar distinguiendo el cálculo del
estado adjunto discreto en la región de influencia del choque y fuera de él. Primero pre-
sentaremos una discretización factible de la ecuación adjunta en el dominio completo
(por ejemplo tomando el adjunto de un esquema numérico linealizable), que resolver-
emos. Esto proporciona una aproximación del estado adjunto fuera de la influencia de
la región del choque. Luego determinamos el valor de jn que se corresponde con el
punto de la malla más cercano x = x jn a la posición del choque t = t
n, e imponemos
pnjn = q(T) para este jn concreto. Finalmente, tomamos p
n
j = p
n
jn en la región de influen-
cia del choque. De este modo obtendremos una dirección de descenso de la forma
(δu0j , δϕ
0) = (−p0j ,−q0[u0j ]ϕ0). (3.69)
En particular, el segundo valor debe interpretarse como el desplazamiento de la
posición de la discontinuidad de u0. Nótese que esta interprestación es formal al nivel
continuo debido a que la expresión (3.39) fue derivada para vectores tangentes genera-
lizados, que no son los que aquí se obtienen, como se discutió después del enunciado
de la Proposición 16.
Para ser más preciso, ahora debemos describir cómo obtener un nuevo dato inicial
a partir del anterior en el proceso iterativo de descenso, en vista de la aproximación de
los gradientes.
Por ejemplo, si δϕ0 > 0, se puede escoger
u0,newj =
{
u0j +εδu
0
j , si j <ϕ
0 o j >ϕ0 +εδϕ0/∆x,
u0j +εδu
0
j + [u
0
j ]ϕ0 , siϕ
0 ≤ j ≤ϕ0 +εδϕ0/∆x.
Las principales desventajas de este enfoque son las siguientes:
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1. En cualquier paso del algoritmo de descenso, se requiere una aproximación nu-
mérica de la posición del choque.
2. El par (p(x, 0), q(0)) no es un vector tangente generalizado y, como se discutió de-
spués del enunciado de la Proposición 16, por lo que este procedimiento iterativo
proporcionaría datos crecientemente complejos.
3. Un desplazamiento puro de la discontinuidad nunca será una dirección de descen-
so calculada por este método. Es más, un vector generalizado de la forma (0,α),
que mueve sólo el choque, no puede ser obtenido como (p(x, 0), q(0)) a partir de
una solución de (3.37). En efecto, si p(x, 0) = 0 entonces q(0) = 0, debido a que
p(x, T) = q(T) = q(0) en toda la región ocupada por las características de u que
se encuentran con Σ.
Método de las direcciones alternadas
Aquí proponemos un nuevo método sugerido por los resultados de la Proposición
20 y la discusión posterior. Nos referiremos a este método como el método de las direc-
ciones alternadas de descenso.
Con objeto de ilustrar cómo se puede implementar este método, asumimos que ten-
emos un objetivo final ud el cual es una función Lipschitz continua con una única dis-
continuidad en x = xT con un salto negativo, esto es [ud]xT < 0, para garantizar que
esta discontinuidad puede ser generada por una solución discontinua de (3.1) en t = T.
Para inicializar el método iterativo de descenso escogemos el dato inicial u0 de tal ma-
nera que la solución en tiempo t = T tenga un perfil similar a ud, esto es, sea una
función Lipschitz continua con una única discontinuidad de salto negativo, localizada
en un punto arbitrario de x ∈ R. La idea principal es aproximar un minimizador de J
alternando los siguientes dos pasos de la iteración: primero perturbamos el dato inicial
u0 simplemente moviendo la discontinuidad de la solución u de (3.1) en tiempo t = T,
sin tener en cuenta su valor a ambos lados de la discontinuidad. Una vez que tengamos
esto perturbamos el dato u0 resultante sin alterar la posición de la discontinuidad de
u(x, T). Esto se hace descomponiendo la familia de vectores tangentes generalizados
asociados a u0 en dos subfamilias introducidas en (3.50) considerando alternativamente
(3.51) y (3.52) como direcciones de descenso.
Más precisamente, para una inicialización de u0 como la de arriba, en cada paso del
proceso iterativo de descenso procedemos de la siguiente manera en dos subetapas:
1. Calcular (3.52) y encontrar el tamaño óptimo del paso ε de avance. Esto necesita
de un problema de optimización unidimensional que podemos resolver con méto-
dos clásicos (bisección, regla de Armijo, etc.). De esta manera obtenemos la mejor
localización de la discontinuidad para este u0.
2. Luego usamos la dirección de descenso (3.51) para modificar el valor de la solu-
ción en tiempo t = T a ambos lados de la discontinuidad. Aquí, podemos estimar
otra vez el tamaño del paso resolviendo un problema de optimización unidimen-
sional o simplemente tomando un paso constante.
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La mayor ventaja de este método es que para un valor inicial u0 con una única dis-
continuidad, la hipótesis (3.53) se mantiene y las direcciones de descenso son vectores
tangentes generalizados, esto es, introducen variaciones Lipschitz continuas de u0 a
ambos lados de la discontinuidad y un desplazamiento de la posición del choque. De
este modo, el nuevo valor obtenido modifica el antiguo, en la dirección de este vector
tangente generalizado, y volveremos a tener una única discontinuidad. Por lo tanto, el
proceso de optimización iterativo no introducirá nuevas discontinuidades en u0, como
en el método anterior.
Hemos desarrollado un método para el caso particular en el cual el objetivo ud y el
dato inicial u0 que inicializa el proceso tiene una única discontinuidad de choque. Pero
estas ideas se pueden aplicar en contextos mucho más generales en los cuales el número
de choques no necesariamente coincide. En efecto, como hemos comprobado en varios
experimentos numéricos, este método es capaz de generar choques y destruirlos, si ésto
contribuye al decrecimiento del funcional.
Este método está en cierto sentido cercano al método empleado en diseño de forma
en elasticidad en el cual las deformaciones topológicas (que corresponderían a controlar
la localización del choque) son combinadas con las clásicas deformaciones de forma
(que simplemente modifican la forma de la solución fuera del choque) [37].
3.7. Experimentos numéricos
En esta sección presentamos algunos experimentos numéricos que ilustran los re-
sultados obtenidos en problemas modelo de optimización con cada uno de los métodos
numéricos descritos en las secciones previas.
Hemos escogido como domino computacional el intervalo (−4, 4) y como condi-
ciones de contorno de (3.1) hemos seleccionado, en cada paso de tiempo t = tn, el valor
del dato inicial en el contorno. Esto se puede justificar si asumimos que el valor inicial
u0 es constante en un número suficiente de vecinos interiores del contorno x = ±4 (los
cuales dependen del tamaño de la norma L∞, del numero de datos en consideración y
del horizonte de tiempo T), debido a la velocidad finita de propagación. Para la ecuación
adjunta usamos un procedimiento similar.
Es importante recalcar una vez más que las soluciones obtenidas con cada método
deben corresponder con un mínimo global o local debido a que los métodos gradiente
no los distinguen.
Experimento 1. Primero consideramos el perfil objetivo contante a trozos ud dado
por
ud =
{
1 si x < 0,
0 si x ≥ 0, (3.70)
y el tiempo T = 1. Nótese que en este caso conocemos una solución explícita del pro-
blema de optimización que viene dada por
u0,min =
{
1 si x < −1/2,
0 si x ≥ 0. (3.71)
Esto significa que el valor óptimo u0,min puede ser alcanzado y el valor mínimo de J
en este caso es cero. Resolvemos el problema de optimización (3.14) con los diferentes
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métodos descritos más arriba empezando con la siguiente inicialización para u0:
u0 =
{
2 si x < 1/4,
0 si x ≥ 1/4, (3.72)
que también tiene una discontinuidad, pero localizada en un punto diferente.
Para comparar la eficiencia de los diferentes métodos consideraremos unos valores
de ∆x > 0 y λ = ∆t/∆x = 1/2 fijos y nos centraremos en el número de iteraciones
necesarias para que cada método alcance un valor prescrito del funcional. En el Cuadro
3.1 damos esos valores cuando el parámetro de discretización espacial es ∆x = 1/20 y
∆x = 1/80 respectivamente.
log(J∆) −3 −4 −5 −6 −7
Lax-Friedrichs 14 39 > 1000
Engquist-Osher 26 85 288 > 1000
Roe 18 33 54 114 > 1000
Imponiendo c.c. 5 6 9 21 > 1000
Descenso alternado 3 3 3 No alcanzado
log(J∆) −3 −4 −5 −6 −7
Lax-Friedrichs 15 49 > 1000
Engquist-Osher 115 673 > 1000
Roe 185 > 1000
Imponiendo c.c. 5 6 52 440 > 1000
Descenso alternado 3 3 3 3 No alcanzado
Cuadro 3.1: Experimento 1. Número de iteraciones que se necesitan en un algoritmo de
descenso para alcanzar el valor de log(J) indicado en la fila superior, por los diferentes
métodos presentados. La tabla superior corresponde a ∆x = 1/20 y la inferior a ∆x =
1/80. En ambos casos λ = ∆t/∆x = 1/2.
En la Figura 3.5 se muestra el valor inicial u0 obtenido con los diferentes métodos
después de 30 iteraciones para ∆x = 1/20 y en la Figura 3.6 se muestra el valor del
funcional alcanzado, con ∆x = 1/20 y ∆x = 1/80. En ambos casos λ = ∆t/∆x = 1/2.
Observamos lo siguiente:
1. En la Figura 3.5, vemos que aproximaciones numéricas y métodos de descenso
diferentes nos llevan a soluciones diferentes.
Obviamente, la calidad de los resultados también de la inicialización u0. Esto será
discutido en otros experimentos, más adelante. En este la inialización es la misma
para los 5 métodos en consideración.
2. Para los cuatro primeros métodos el dato inicial u0 que obtenemos después del
proceso iterativo presenta fuertes oscilaciones. Ese no es el caso para el método
que hemos desarrollado en este artículo basado en las direcciones alternantes de
descenso. Nótese que, realmente, las mayores oscilaciones son las que se producen
cuando empleamos el esquema de Lax-Friedrichs, que es el más disipativo.
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3. En la Figura 3.6 y el Cuatro 3.1 vemos que los métodos numéricos que ignoran
la presencia del choque (Lax-Friedrichs, Engquist-Osher y Roe) descienden más
lentamente que aquellos que tienen en cuenta la sensibilidad con respecto de la
posición del choque (por medio de imponer la condición de contorno sobre el
choque o el método de descenso de las direcciones alternantes).
4. Para un ∆x fijo, el método de las direcciones alternantes se estabiliza rápidamente
en pocas iteraciones. Esto es debido a que la dirección de descenso se calcula para
el sistema continuo y no para el discreto, y por lo tanto ∆x debe ser pequeña para
que ese cálculo sea válido también a nivel discreto.
5. Para valores más pequeños de ∆x el único método que continua siendo efectivo es
el de las direcciones alternantes de descenso. Los otros métodos descienden más
lentamente.
Experimento 2. Consideramos el mismo objetivo ud, como en el experimento previo,
pero con diferentes datos iniciales. Vemos que diferentes funciones de inicialización u0,
con más o menos discontinuidades, no alteran la eficiencia del método de descenso de
las direcciones alternantes. Los resultados numéricos se pueden ver en la Figura 3.7.
Experimento 3. Ahora consideramos un perfil contante a trozos ud con dos discon-
tinuidades:
ud =

1 si x < −1/4,
1/2 si − 1/4 ≤ x < 3/2,
0 si x ≥ 3/2,
(3.73)
y el tiempo T = 1.
Resolvemos el problema de optimización (3.14) con los métodos descritos más arriba
empezando con el dato inicial
u0 =

2 si x < 0,
1/2 si 0 ≤ x < 2,
0 si x ≥ 0.
(3.74)
el cual también tiene dos discontinuidades, como el objetivo. Las conclusiones son si-
milares a aquéllas obtenidas para los primeros experimentos.
En el Cuadro 3.2 damos el número de iteraciones que necesitamos para cada método
con objeto de alcanzar un determinado valor del funcional cuando el parámetro de dis-
cretización espacial es ∆x = 1/20 y λ = ∆t/∆x = 1/2.. La solución obtenida después
de 30 iteraciones para cada método viene dada en la Figura 3.8. Por supuesto, como en
el primer experimento, el método de las direcciones alternantes se vuelve mucho más
eficiente para valores bajos de ∆x.
Experimento 4. Ahora consideramos un perfil objetivo ud constante a trozos con una
discontinuidad de salto positiva:
ud =
{
1/2 si x < 1/4,
1 si x ≥ 1/4, (3.75)
y el tiempo T = 1.
Con el método de las direcciones alternantes de descenso obtenemos los mismos
valores que con los otros pero en menos iteraciones (ver Figuras 3.9 y 3.10).
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Figura 3.5: Experimento 1. Inicialización (línea punteada) y el dato inicial obtenido des-
pués de 30 iteraciones (línea sólida) con Lax-Friedrichs (arriba izquierda) , Engquist-
Osher (arriba derecha), Roe (mitad izquierda), el enfoque continuo imponiendo una
condición de contorno sobre el choque (mitad derecha) y la dirección alternante de des-
censo (inferior izquierda). En la figura inferior derecha, viene dado un minimizador u0
del funcional continuo.
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Figura 3.6: Experimento 1. Logaritmo del valor del funcional frente al número de ite-
raciones en el algoritmo de descenso para los esquemas de Lax-Friedrichs, Engquist-
Osher y Roe, el enfoque continuo imponiendo las condiciones internas de contorno
sobre el choque y el método de las direcciones alternantes propuesto en este trabajo.
La figura de arriba corresponde a ∆x = 1/20 y la de abajo a ∆x = 1/80. Vemos que
el último método se estabiliza en pocas iteraciones y es mucho más eficiente cuando
consideramos valores lo suficientemente pequeños de ∆x con objeto de ser capaces de
resolver el choque suficientemente bien.
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Figura 3.7: Experimento 2. Las cuatro figuras de arriba y la figura inferior izquierda
muestran en valor inicial obtenido una vez que las iteraciones de descenso finalizan
(línea continua) con diferentes funciones de inicialización u0 (línea punteada) con el
método propuesto en este artículo de las direcciones alternantes de descenso. En la
figura inferior derecha, el objetivo ud(x) y la solución u(x, T) (aquí en T = 1) corres-
ponde a la obtenida para u0 se dibujan para la última inicialización. La función u(x, T)
que obtenemos para otras inicializaciones es muy similar a esta. En este experimento
∆x = 1/20 y λ = ∆t/∆x = 1/2.
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log(J∆) −3 −4 −5 −6 −7
Lax-Friedrichs 5 8 30 > 1000
Engquist-Osher 5 17 54 > 1000
Roe 4 6 13 34 101
Imponiendo c.c. 3 5 16 55 > 1000
Descenso alternado 3 4 4 4 No alcanzado
log(J∆) −3 −4 −5 −6 −7
Lax-Friedrichs 6 10 270 > 1000
Engquist-Osher 10 235 > 1000
Roe 20 No alcanzado
Imponiendo c.c. 8 No alcanzado
Descenso alternado 3 4 4 5 No alcanzado
Cuadro 3.2: Experimento 3. Número de iteraciones necesarias para el algoritmo de des-
censo para obtener el valor de log(J) indicado en la fila superior, cuando consideramos
diferentes estrategias de descenso. Aquí ∆x = 1/20 en la tabla superior y ∆x = 1/80 en
la inferior. En ambos casos λ = ∆t/∆x = 1/2.
3.8. Algoritmos numéricos
En esta sección vamos a comentar los algoritmos que se han implementado en los
métodos numéricos.
Primero consideramos el enfoque discreto. El algoritmo es el mismo para los esque-
mas diferenciables y no diferenciables y emplea un paso de descenso constante. Por
supuesto, cuando el esquema numérico no es diferenciable uno debe escoger una pseu-
dolinealización adecuada del flujo numérico, como hemos descrito en el contexto del
esquema de Roe.
Algoritmo 1: resolver la ec. de Burgers con dato inicial {u0j }kj=1,...,N → {unj }n=1,...,Mj=1,...,N
1 input ∆x, ∆t, {u0j } j=1,...,N
2 set λ = ∆t/∆x
3 for n = 0(1)M− 1 repeat
4 set un+11 = u
0
1, u
n+1
N = u
0
N
5 for j = 2(1)N − 1 repeat
6 set un+1j = u
n
j + λ(g(u
n
j , u
n
j+1)− g(unj−1, unj ))
7 end
8 end
Línea Comentarios
2 λ satisface la condición de CFL.
6 g es el flujo numérico convectivo.
Algoritmo 2: resolver la ec. adjunta con dato final {pTj } j=1,...,N→ {p0j } j=1,...,N
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Figura 3.8: Experimento 3. Inicialización (línea punteada) y el dato inicial obtenido
después de 30 iteraciones (línea sólida) con Lax-Friedrichs (arriba a la izquierda),
Engquist-Osher (arriba a la derecha), Roe (mitad izquierda), el enfoque continuo im-
poniendo las condiciones de contorno sobre el choque (mitad derecha) y el método de
las direcciones alternantes de descenso (inferior izquierda). Un minimizador u0 del fun-
cional continuo se muestra en la figura inferior de la derecha.
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Figura 3.9: Experimento 4. Dato inicial obtenido después de 30 iteraciones con los es-
quemas Lax-Friedrichs (arriba izquierda) , Engquist-Osher (arriba derecha), Roe (en la
mitad izquierda), imponiendo condiciones internas de contorno (en la mitad derecha)
y el método de las direcciones alternantes de descenso (inferior izquierda). En la figura
inferior derecha están representados la función objetivo ud dado en (3.75) (línea puntea-
da) y la solución de la ecuación de Burgers u en tiempo t = T = 1 con el valor inicial
obtenido después de optimizar con el método de las direcciones alternantes de descenso
(línea sólida).
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Figura 3.10: Experimento 4. Valor logarítmico del funcional con respecto al número de
iteraciones en el algoritmo de descenso para los esquemas de Lax-Friedrichs, Engquist-
Osher, Roe, imponiendo las condiciones internas de contorno y el método de las direc-
ciones de descenso alternantes propuesto. Nótese que, en este caso, no hay choques y
por lo tanto coinciden el esquema de Engquist-Osher y el método continuo imponien-
do las condiciones de contorno. Aquí la figura de arriba corresponde a ∆x = 1/20 y la
inferior a ∆x = 1/40. En ambos casos λ = ∆t/∆x = 1/2.
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1 input ∆x, ∆t, {unj } j=1,...,N
2 set λ = ∆t/∆x
3 for n = 0(1)M repeat
4 set pn−11 = p
M
1 , p
n−1
N = p
M
N ,
5 for j = 2(1)N − 1 repeat
6 set pn−1j = p
n
j + λ(∂1g(u
n−1
j , u
n−1
j+1 ) ∗ (pnj − pnj+1)
7 +∂2g(un−1j−1 , u
n−1
j ) ∗ (pnj−1 − pnj ))
8 end
9 end
Línea Comentarios
2 λ satisface la condición de CFL.
6 g es el flujo numérico convectivo.
Algoritmo 3: Enfoque discreto
PASO 0: Inicialización
1 input ∆x, ∆t, {u0j } j=1,...,N , {ud} j=1,...,N
2 set λ = ∆t/∆x
3 resolver la ec. de Burgers con dato inicial {u0j }kj=1,...,N → {unj }n=1,...,Mj=1,...,N
4 for j = 1(1)N repeat
5 set pTj = u
M
j − udj , pMj = pTj
6 end
7 resolver la ec. adjunta con dato final {pTj } j=1,...,N→ {p0j } j=1,...,N
PASO 1: Bucle de optimización
1 input ε
2 for k = 0, 1, ...repeat
3 resolver la ec. de Burgers con dato inicial {u0j }kj=1,...,N → {unj }n=1,...,Mj=1,...,N
4 for j = 1(1)N repeat
5 set pTj = u
M
j − udj
6 end
7 resolver la ec. adjunta con dato final {pTj } j=1,...,N → {p0j } j=1,...,N
8 set gk = {p0j } j=1,...,N ,
9 computeαk
10 set {u0j }k+1j=1,...,N = {u0j }kj=1,...,N −αk ∗ gk
11 end until ||gk+1|| < ε
Línea Comentarios
1 ε es la tolerancia.
9 Calcula el paso de descensoαk arg min. J({u0j }kj=1,...,N −αk ∗ gk) .
11 || · || es la norma Euclidea en RN .
Ahora consideramos el enfoque continuo, imponiendo condiciones de contorno in-
ternas a lo largo del choque. En este caso el algoritmo debe ser ligeramente modificado
para tener en cuenta la presencia de discontinuidades. Por lo tanto primero debemos
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describir una subrutina para encontrar las “discontinuidades"de un vector {u j} j=1,...,N
basado en una condición de cambio. Introducimos dos parámetrosα y ρ y buscamos los
índices j donde
u j−α − u j+α
|u j−α | > ρ.
Para simplificar la presentación consideraremos el caso en el que sólo una discon-
tinuidad es relevante en el experimento numérico, que identificamos en el vector dis-
creto por el siguiente criterio.
Algoritmo 4: resolver salto({u j} j=1,...,N ,∆x)→ (index, ule f t, uright)
1 input sh, js, {u j} j=1,...,N , ∆x
2 setα = INT(sh/∆x)
3 set max = arg ma´x j(u j−α − u j+α)/ABS(u j−α)
4 if max > js then
5 set index = max
6 set ule f t = u j−index, uright = u j+index
7 end
Linea Comentarios
1 sh es el parámetro de cambio y js es el parámetro de la sensibilidad del salto
El algoritmo completo es el siguiente:
Algortimo 5: Enfoque continuo: condiciones internas sobre el choque
PASO 0: inicialización
1 input ∆x, ∆t, {ud} j=1,...,N , {u0j } j=1,...,N
2 resolver salto({uob jj } j=1,...,N ,∆x)→ (indexob j, ulob j, urob j)
3 resolver salto({u0j } j=1,...,N ,∆x)→ (index0, ul0, ur0)
4 resolver la ec. de Burgers con dato inicial {u0j }kj=1,...,N → {unj }n=1,...,Mj=1,...,N
5 resolver salto({uMj } j=1,...,N ,∆x)→ (indexT , ulT , urT)
! Posición del choque en t = T
6 for j = 1(1)N repeat
7 set pTj = u
M
j − udj , pMj = pTj
8 end
9 set qT = ((urT − urob j)2/2− (ulT − ulob j)2/2)/(urT − ulT)
10 resolver la ec. adjunta con dato final {pTj } j=1,...,N → {p0j } j=1,...,N
11 for j = index0 − INT(ulT ∗ T)(1)index0 − INT(urT ∗ T) repeat
12 p0j = q
T
13 end
14 set (g1, g2) = ({p0j } j=1,...,N , qT/(ur0 − ul0))
Línea Comentarios
11 Impone las condiciones de contorno internas sobre el choque.
14 (g1, g2) es el gradiente.
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PASO 1: bucle de optimización
1 input ε
2 for k = 0, 1, ...repeat
3 computeαk
4 set {u0j }k+1j=1,...,N = {u0j }kj=1,...,N −αk ∗ g1,k
5 if g2 > 0 then
6 for j = index0(1)index0 + INT(g2 ∗αk/∆x)
7 set u0j = ul
0
8 end
9 else
10 for j = index0 + INT(g2 ∗αk/∆x)(1)index0
11 set u0j = ur
0
12 end
13 end
14 resolver la ec. de Burgers con dato inicial {u0j }kj=1,...,N → {unj }n=1,...,Mj=1,...,N
15 resolver salto({uMj } j=1,...,N ,∆x)→ (indexT , ulT , urT)
! Posición del choque en t = T
16 for j = 1(1)N repeat
17 set pTj = u
M
j − udj
18 end
19 set qT = ((urT − urob j)2/2− (ulT − ulob j)2/2)/(urT − ulT)
20 resolver la ec. adjunta con dato final {pTj } j=1,...,N → {p0j } j=1,...,N
21 set condición interna de contorno sobre el choque
22 set (g1, g2)k = ({p0j } j=1,...,N , qT/(ur0 − ul0))
23 end until ||(g1, g2)1,k+1|| < ε
Línea Comentarios
1 ε es la tolerancia.
3 Calcula el paso de descensoαk arg min J({u0j }kj=1,...,N −αk ∗ g1,k)
5:13 Mueve la discontinuidad.
22 (g1, g2) es el gradiente.
23 || · || es la Norma Euclídea en RN+1.
Finalmente describimos el algoritmo para el nuevo método alternante de descenso
que proponemos.
Algoritmo 6: Método de las direcciones alternantes de descenso
PASO 0: inicialización
1 input ∆x, ∆t, {ud} j=1,...,N , {u0j } j=1,...,N
2 resolver salto({uob jj } j=1,...,N ,∆x)→ (indexob j, ulob j, urob j)
3 resolver salto({u0j } j=1,...,N ,∆x)→ (index0, ul0, ur0)
4 resolver la ec. de Burgers con dato inicial {u0j }kj=1,...,N → {unj }n=1,...,Mj=1,...,N
5 resolver salto({uMj } j=1,...,N ,∆x)→ (indexT , ulT , urT)
3.8. ALGORITMOS NUMÉRICOS 85
6 set qT = ((urT − urob j)2/2− (ulT − ulob j)2/2)/(urT − ulT)
7 set (g1, g2) = (0, qT) ! primer vector tangente generalizado
8 resolver posición de la discontinuidad (usando paso óptimo) → {u0j } j=1,...,N
9 resolver salto({u0j } j=1,...,N ,∆x)→ (index0, ul0, ur0)
10 resolver la ec. de Burgers con dato inicial {u0j }kj=1,...,N → {unj }n=1,...,Mj=1,...,N
11 resolver salto({uMj } j=1,...,N ,∆x)→ (indexT , ulT , urT)
12 for j = 1(1)N repeat
13 set pTj = u
M
j − udj , pMj = pTj
14 end
15 set qT = ((urT − urob j)2/2− (ulT − ulob j)2/2)/(urT − ulT)
16 resolver la ec. adjunta con dato final {pTj } j=1,...,N → {p0j } j=1,...,N
17 resolver salto({uMj − uob jj } j=1,...,N ,∆x)→ (indexT , plT , prT)
18 for j = index0 − INT(ulT ∗ T)(1)index0 repeat
19 p0j = pl
T
20 end
21 for j = index0(1)index0 − INT(urT ∗ T)
22 p0j = pr
T
23 end
24 set (g1, g2) = ({p0j } j=1,...,N , qT/(ur0 − ul0)), ! segundo vector tangente generalizado
Línea Comentarios
4:9 Optimiza la posición del choque.
8 Ver líneas 5:13 de Algoritmo 4, PASO 1.
17:23 Impone las condiciones en (3.51).
24 (g1, g2) es el gradiente.
PASO 1: bucle de optimización
1 input ε
2 for k = 0, 1, ...repeat
3 computeαk
4 set {u0j }k+1j=1,...,N = {u0j }kj=1,...,N −αk ∗ g1,k
5 resolver la ec. de Burgers con dato inicial {u0j }kj=1,...,N → {unj }n=1,...,Mj=1,...,N
6 resolver salto({uMj } j=1,...,N ,∆x)→ (indexT , ulT , urT)
! Posición del choque para t = T
7 for j = 1(1)N repeat
8 set pTj = u
M
j − udj
9 end
10 set qT = ((urT − urob j)2/2− (ulT − ulob j)2/2)/(urT − ulT)
11 resolver la ec. adjunta con dato final {pTj } j=1,...,N → {p0j } j=1,...,N
12 set imponer la condición en (3.51)
13 set (g1, g2)k = ({p0j } j=1,...,N , qT/(ur0 − ul0))
14 end until ||(g1, g2)1,k+1|| < ε
Linea Comentarios
1 ε es la tolerancia.
3 Calcula el paso de descensoαk arg min J({u0j }kj=1,...,N −αk ∗ g1,k).

Capítulo 4
Análisis de la sensibilidad de las
ecuaciones de Euler estacionarias
Tras haber analizado el problema de diseño óptimo en sistemas gobernados por la
ecuación de Burgers, este capítulo tiene por objeto desarrollar, de manera práctica, el
diseño óptimo de sistemas gobernados por las ecuaciones de Euler.
El presente capítulo está organizado de la siguiente manera: en primer lugar en la
Sección 4.1 se planteará el problema de diseño óptimo de forma aerodinámica y se re-
alizará, en la Sección 4.2, un breve repaso de la formulación matemática de las ecua-
ciones de Euler en fluidos compresibles. Más adelante, en la Sección 4.3 se desarrollarán
las ecuaciones linelizadas de Euler y finalmente, en la Sección 4.4 mediante el enfoque
adjunto continuo, se planteará la formulación matemática que permite el cálculo de
gradientes de un funcional de interés aerodinámico respecto de modificaciones en la
geometría. Se prestará una especial atención a aquellos casos en los que existen discon-
tinuidades en las variables de flujo.
4.1. Introducción
En el ámbito de la aerodinámica externa, los problemas de diseño óptimo de forma
se plantean en un dominio Ω de Rd (d=2 ó 3), de contorno δΩ. El contorno δΩ está a
su vez dividido en una serie de contornos disconexos “regulares” que se denominan:
campo lejano Γ∞ ⊂ δΩ y un número finito n de contornos de pared sólida Si ⊂ δΩ a
los que nos referiremos individualmente con el subíndice i y de manera conjunta como
S (ver Figura 4.1).
En la aplicación estándar [50, 54] se asume que el domino Ω contiene aire y que
las fuerzas que experimenta el cuerpo inmerso en el fluido vienen determinadas por
la resolución de las ecuaciones de Euler que gobierna la física del fluido en aquellas
situaciones en las que las fuerzas inerciales son mucho mayores que las viscosas.
El objetivo de los problemas de diseño óptimo de forma aerodinámica es minimizar
una función de coste J de las variables fluidas U que ha sido definido sobre parte o todo
el contorno δΩ.
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Figura 4.1: Problema 2D de optimización de la forma en aerodinámica
El valor del funcional J depende de las variables de flujo U fruto de la resolución
de las ecuaciones de Euler que modelizan el comportamiento de los fluidos, que a su
vez dependen de la forma del contorno S que es frontera del dominio Ω sobre el que
se resuelve el sistema de EDPs. En definitiva, a través de la variación de S ⊂ δΩ se
pretende la minimización del funcional J,
J(Smı´n) = mı´n
S∈Sad
J(S), (4.1)
donde Smı´n es la geometría de S buscada, que pertenece al conjunto de geometrías ad-
misibles1 Sad para S ⊂ δΩ, y
J(S) =
∫
S
j(U) ds (4.2)
Suponiendo que U es solución regular de las ecuaciones de Euler sobre todo el do-
minio Ω y dado un funcional J definido sobre S, consideramos variaciones infinitesi-
males en δS de un subcontorno S ⊂ δΩ en la dirección normal al contorno S, a lo largo
del vector~nS normal unitario apuntando al exterior del dominio Ω:
S′ = {~x + δS (~x)~nS (~x), ~x ∈ S}. (4.3)
Entonces la variación [101] de este funcional J debido a la deformación es de la forma
δJ(S) =
∫
δS
j(U) ds +
∫
S
j′(U)δU ds, (4.4)
donde el primer término es debido a la deformación del contorno S y el segundo proviene
de la variación de las variables de flujo U que la variación de S induce.
Como se puede apreciar, para la evaluación de δJ es necesaria la evaluación de δU,
que ha de calcularse a través de la linealización de las ecuaciones que gobiernan el
sistema. Para un conjunto amplio de geometrías admisibles del contorno S, el cómputo
de δU puede ser extremadamente costoso pues exige la resolución de la ecuaciones
linealizadas de las ecuaciones que gobiernan el fluido para cada deformación admisible
1En relación a las geometrías admisibles Sad, en la práctica ingenieril estas geometrías vienen condi-
cionadas por aquellas formas superficiales cuya fabricación es posible (de manera rentable económicamente)
y que cumplen con los criterios estructurales del elemento a diseño.
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Sad. Para salvar este obstáculo, y realizar una evaluación eficiente de (4.4), se recurrirá a
ideas que provienen de la teoría de control y al empleo del estado adjunto del sistema.
Por otro lado, en aplicaciones aeronáuticas son comunes soluciones U no regulares
de las ecuaciones de Euler (regímenes transónicos y supersónicos). En 2D, si el cuerpo
inmerso en el fluido es aerodinámicamente afilado [79], entonces la discontinuidad (on-
da de choque) generalmente toca la superficie del cuerpo en un punto [114]. En estos
casos se debe considerar una discontinuidad a lo largo de la curva regular Σ.
Figura 4.2: Problema típico aerodinámico con una discontinuidad Σ
Al tener en cuenta la existencia de discontinuidades en las variables de flujo, el cálcu-
lo clásico (4.4) de la derivada del funcional falla y éste debe ser modificado para incluir
el efecto de la sensibilidad de la posición del choque con respecto a la deformación de
la superficie [8].
Sea xb = Σ∩ S el único punto donde la discontinuidad toca la superficie, y suponien-
do que la curva bidimensional Σ que sufre un desplazamiento infinitesimal de valor δΣ
en la dirección~nΣ normal a la discontinuidad. Entonces la expresión para δ J es
δ J (S) =
∫
δS
j (U) ds
+
∫
S\{xb}
j′ (U) δU ds− [ j(U)]xb δΣ(xb)− [ j(U)]xb (~nS ·~nΣ) δS(xb). (4.5)
En esta expresión el primer término representa la contribución de la variación de la
forma del contorno, el segundo refleja el efecto de una variación de valor δU en las vari-
ables de flujo, y los dos últimos recogen la influencia de la variación δΣ en la posición
de la discontinuidad Σ. Respecto del último término, más adelante se comprobará que,
en ciertas circunstancias, la onda de choque se puede suponer normal a la superficie con
lo que ese término se anula.
En la expresión (4.5) los términos de cómputo más costoso el proceso de diseño son
aquellos que contienen δU y δΣ, pues para cada variable de diseño (variación de la su-
perficie δS) deberían volver a ser calculados a través de la resolución de las ecuaciones
linealizadas de Euler más las relaciones linealizadas de Rankine-Hugoniot. Para salvar
este obstáculo, volveremos a recurrir al empleo del estado adjunto del sistema que, me-
diante la introducción de multiplicadores de Lagrange y utilizando las condiciones de
contorno adecuadas en el estado adjunto, fuerza la desaparición de estos términos de-
pendientes de las variables linealizadas. En las siguientes secciones se desarrollará el
método adjunto continuo para la evaluación de la variación del funcional J en sistemas
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gobernados por las ecuaciones de Euler en régimen estacionario en el caso de que exista
una única discontinuidad en las variables de flujo.
4.2. Ecuaciones de Euler en forma conservativa
Los fluidos ideales2 compresibles están gobernados por las ecuaciones de Euler [73,
114, 24]. Este sistema de ecuaciones diferenciales en derivadas parciales expresa la con-
servación de masa, momento y energía. En su forma conservativa3, sin presencia de
fuerzas externas, las ecuaciones de Euler en régimen no estacionario se expresan como{
∂tU + ~∇ · ~F = 0, en Ω, t > 0
~v ·~nS = 0, sobre S, (4.6)
donde, en el campo lejano Γ∞, las condiciones de contorno son especificadas para las
ondas entrantes, mientras que las ondas salientes son determinadas por la propia solu-
ción en el interior del dominio Ω. El vector ~nS es un vector unitario normal a la pared
S apuntando hacia afuera del dominio Ω, UT =
(
ρ,ρvx,ρvy,ρE
)
son las variables con-
servativas y los flujos convectivos se pueden escribir, empleando variables primitivas
VT =
(
ρ, vx, vy, P
)
, como ~F =
(
Fx, Fy
)
, con
Fx =

ρvx
ρv2x + P
ρvxvy
ρvxH
 , Fy =

ρvy
ρvxvy
ρv2y + P
ρvyH
 , (4.7)
donde ρ es la densidad del fluido, ~v = (vx, vy) es la velocidad en un sistema de re-
ferencia cartesiano, E es la energía total, P la presión del sistema y H la entalpía. El
sistema de ecuaciones (4.6) debe ser completado por una ecuación de estado que define
las propiedades termodinámicas del fluido. En el caso de modelizar el fluido mediante
un gas ideal se tiene que
P = (γ − 1)ρ
[
E− 1
2
(
v2x + v
2
y
)]
, H = E +
P
ρ
, (4.8)
donde el índice adiabático toma un valor constante de γ = Cp/Cv ≈ 1,4, siendo Cp el
calor específico a presión constante y Cv el calor específico a volumen constante .
Proposición 23. Si la solución U de las ecuaciones de Euler es regular entonces se verifica que
~F =
∂~F
∂U
U. (4.9)
Demostración. El vector de flujos convectivos ~F expresado en variables conservativas
UT =
(
ρ,ρvx,ρvy,ρE
)
= (ρ, m, n, l) queda como
Fx =

m
m2
ρ + (γ − 1)
[
l − 12ρ
(
m2 + n2
)]
m n
ρ
m l
ρ +
(γ−1)m
ρ
[
l − 12ρ
(
m2 + n2
)]
 , Fy =

n
m n
ρ
n2
ρ + (γ − 1)
[
l − 12ρ
(
m2 + n2
)]
n l
ρ +
(γ−1)n
ρ
[
l − 12ρ
(
m2 + n2
)]
 ,
2Los fluidos ideales son aquellos en los que la conductividad térmica y la viscosidad que carecen de
importancia.
3La forma conservativa es especialmente útil tanto para desarrollar esquemas numéricos como para
obtener soluciones integrales de la ecuación de Euler.
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donde se verifica que ~F es función homogénea de grado 1 de las variables conservativas
U. Esto supone que ~F (λU) = λ~F (U). Por lo tanto
∂~F (λU)
∂ (λU)
∂ (λU)
∂λ
= ~F (U) . (4.10)
Si λ = 1 entonces fácilmente obtenemos la expresión (4.9).
Con las consideraciones anteriormente descritas, los flujos no viscosos y compresi-
bles modelizados por las ecuaciones de Euler pueden evolucionar hacia la formación
de discontinuidades (choques o discontinuidades de contacto). Esas situaciones están
descritas por soluciones débiles (integrales) de las ecuaciones conservativas de Euler.
4.2.1. Relaciones de Rankine-Hugoniot
Las relaciones de Rankine-Hugoniot gobiernan el comportamiento de un fluido al
atravesar una discontinuidad Σ que se desplaza con una velocidad s en la dirección
normal a la curva de discontinuidad ~nΣ =
(
nΣx, nΣy
)
, respecto de un observador en
reposo en relación al fluido. [
~F ·~nΣ
]
Σ
− s [U]Σ = 0, (4.11)
donde [A]Σ representa el salto en la cantidad A al atravesar la curva de discontinuidad
Σ. De manera explícita, al sustituir el valor de los flujos convectivos y las variables con-
servativas de las ecuaciones de Euler en las relaciones de Rankine-Hugoniot se tiene
[ρ~v ·~nΣ]Σ − s [ρ]Σ = 0,
[(ρ~v ·~nΣ)vx + PnΣx]Σ − s [ρvx]Σ = 0,[
(ρ~v ·~nΣ)vy + PnΣy
]
Σ
− s [ρvy]Σ = 0,
[Hρ~v ·~nΣ]Σ − s [ρE]Σ = 0.
(4.12)
En el caso de tratar con una discontinuidad estacionaria s = 0, las relaciones (4.12)
se simplifican a 
[ρ~v ·~nΣ]Σ = 0,
[vx]Σ ρ~v ·~nΣ + [P]Σ nΣx = 0,[
vy
]
Σ
ρ~v ·~nΣ + [P]Σ nΣy = 0,
[H]Σ = 0,
(4.13)
de donde es posible calcular [52] el valor de los siguientes saltos a lo largo de la discon-
tinuidad
[ρ~v ·~nΣ]Σ = 0, [ρ]Σ 6= 0, [P]Σ 6= 0, [~v ·~nΣ]Σ 6= 0,
[
~v ·~tΣ
]
Σ
= 0, (4.14)
siendo~tΣ =
(
tΣx, tΣy
)
un vector unitario tangente a la discontinuidad obtenido al rotar
el vector~nΣ un ángulo de pi/2 en el sentido de las agujas del reloj.
Formación de ondas de choque normales
Se denominan ondas de choque normales a aquellas que son perpendiculares a la
dirección del flujo [104, 117, 36, 71]. Una onda de choque normal comienza a formarse
justo después de que la velocidad de la corriente libre pasa el llamado número de Mach
crítico. Una vez formada se produce un gran incremento en la resistencia del perfil
aerodinámico.
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Figura 4.3: Onda de choque
normal.
En una situación de corriente mixta, donde una
parte del flujo de aire es subsónica y otra es supersóni-
ca todas las ondas de presión se acumulan, añadién-
dose unas a otras para formar una onda de choque
sobre el contorno entre el flujo supercrítico y el flujo
subsónico. Esta onda de choque es normal a la superfi-
cie del perfil aerodinámico. Las ondas de choque nor-
males se vuelven oblicuas cuando la corriente libre de
aire alcanza el número de Mach igual a la unidad.
4.2.2. Análisis de las condiciones de contorno
numéricas
A lo largo de esta subsección se discutirán algunos
aspectos relevantes en el tratamiento de las condi-
ciones de contorno de las ecuaciones de Euler.
Es conveniente recordar que las condiciones de contorno numéricas deben garanti-
zar que las perturbaciones no deseadas, generadas en el dominio computacional, aban-
donen el dominio sin ser reflejadas en la frontera [22].
Variables características de las ecuaciones de Euler
Como complemento a las variables conservativas U = (ρ,ρvx,ρvy,ρE)T , y a las
variables primitivas V = (ρ, vx, vy, P)T , se definen las variables características W =
(w1, w2, w3, w4)T relacionadas con las variables fluidas mediante su variación y una
determinada dirección de propagación espacial~κ = (κx,κy),
δW =

δw1
δw2
δw3
δw4
 =

δρ− δPc2
κyδvx −κxδvy
~κ · δ~v + δPρc
−~κ · δ~v + δPρc
 , (4.15)
donde de manera conjunta, δW denota ∂tW ó ~∇W. Por otro lado, la primera variable car-
acterística w1 describe las perturbaciones de entropía. La segunda w2, se corresponde
con ondas de vorticidad en la superficie característica normal a la dirección de propa-
gación~κ. Las dos últimas (w3 y w4) están asociadas con ondas acústicas de presión.
Relaciones de compatibilidad y condiciones de contorno
Las relaciones de compatibilidad se derivan al proyectar la formulación cuasilineal
de las ecuaciones de Euler en una determinada dirección de propagación espacial ~κ.
Para ello se multiplica
∂tU + ~A · ~∇U = 0, en Ω, t > 0, (4.16)
por los autovectores por la izquierda de la matriz K = ~A ·~κ, donde ~A = ∂U~F, y se
realiza la siguiente descomposición K = PΛP−1 siendo los autovectores izquierdos de
K las líneas de P−1, los autovectores derechos de K las columnas de P y Λ es la matriz
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diagonal de autovalores. Finalmente las relaciones de compatibilidad son las siguientes
P−1
(
∂t + ~A · ~∇
)
U = 0, (4.17)
donde, empleando las variables caracteristicas (4.15), podemos reescribir las relaciones
de compatibilidad de una manera compacta y de forma similar a la formulación cuasi-
lineal (4.16):
∂tW +
(
P−1 ~AP
)
· ~∇W = 0, en Ω, t > 0, (4.18)
donde W son las variables características asociadas a una determinada dirección de
propagación ~κ. Mediante el empleo de las relaciones de compatibilidad será posible
definir correctamente las condiciones de contorno numéricas a imponer en el problema
de Euler directo y adjunto. Para ello desarrollaremos esas relaciones sobre un contorno
δΩ cuyo vector normal unitario interior es ~n =
(
nx, ny
)
y definiendo~t =
(
tx, ty
)
como
un vector unitario en la dirección tangente a la superficie, girando ~n en sentido horario
pi/2 (ver Figura 4.4). Sustituyendo los valores de la matriz P en la ecuación (4.18), es
posible escribir las siguientes relaciones de compatibilidad
(∂t +~v · ~∇)w1 = 0,
(∂t +~v · ~∇)w2 = c2 (nx∂y − ny∂x)(w3 + w4) = − 1ρ (~t · ~∇)p,
(∂t + (~v + c~n) · ~∇)w3 = c(nx∂y − ny∂x)w2 = −c~t · (~t · ~∇) ·~v,
(∂t + (~v− c~n) · ~∇)w4 = c(nx∂y − ny∂x)w2 = −c~t · (~t · ~∇) ·~v,
(4.19)
donde c = γP/ρ es la velocidad del sonido y ~v es la velocidad sobre la superficie del
contorno.
Figura 4.4: Criterio de signos para las variables características
A partir de estas expresiones es posible encontrar el modo de imponer numérica-
mente las condiciones de contorno teniendo en cuenta las ecuaciones de propagación
de las características. Para ello habrá que considerar que el número de condiciones físi-
cas a imponer en un contorno del problema de Euler, vendrá definido por el signo de
los autovalores de la matriz K = ~A ·~n. Los autovalores λ de esa matriz K en un flujo
bidimensional están relacionados con la componente normal de las velocidades y las
ondas acústicas y son:
λ1 = ~v ·~n, λ2 = ~v ·~n, λ3 = ~v ·~n + c, λ4 = ~v ·~n− c, (4.20)
donde, según el criterio de signos empleados, si un autovalor λ es positivo, la infor-
mación transportada por las características se traslada desde el contorno al interior del
dominio y se debe imponer una condición de contorno física. Por otro lado, cuando
un autovalor es negativo, la información se propagará desde el interior del dominio al
contorno, modificando las condiciones sobre la superficie del contorno.
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Condiciones de contorno sobre el campo lejano
Para la determinación de las condiciones de compatibilidad de Euler sobre el campo
lejano, una hipótesis habitual consiste en suponer que el gradiente de la velocidad y la
presión no varían a lo largo de ese contorno~t · ~∇P = 0 y (~t · ~∇)~v = 0. De esta manera,
tenemos el siguiente sistema desacoplado que es fácilmente integrable
(
∂t +~v · ~∇
)
w1 = 0,(
∂t +~v · ~∇
)
w2 = 0,(
∂t + (~v + c~n) · ~∇
)
w3 = 0,(
∂t + (~v− c~n) · ~∇
)
w4 = 0.
(4.21)
Con esta simplificación, se recupera localmente la situación 1D sobre el contorno y
de manera compacta el sistema (4.21) se escribe como
∂tW + λ~∇W = 0, en Ω, t > 0, (4.22)
donde se observa la gran utilidad de emplear las variables características w j que se pro-
pagan con una velocidad λ j a lo largo de las líneas características de pendiente d~n/dt.
Las perturbaciones propagadas respecto al fluido con velocidad del sonido c~n en el sen-
tido positivo o negativo del eje~n, se mueven respecto del sistema fijo con una velocidad
~v ± c~n. Estas características se denominan C+ y C−. Por otro lado, las perturbaciones
transmitidas con el fluido (a velocidad ~v) se propagan en el plano~nt a lo largo de carac-
terísticas que pertenecen a una familia C0. Sustituyendo en (4.21) los valores de (4.15) se
tiene que:
1. La primera ecuación característica expresa el transporte constante de entropía (de-
notada por s) mientras no existan discontinuidades en el fluido
w1 = s a lo largo de la característica C0,
d~n
dt
= ~v. (4.23)
2. La segunda ecuación característica expresa el transporte constante de la velocidad
tangencial
w2 = ~v ·~t a lo largo de la característica C0, d~ndt = ~v. (4.24)
3. Las dos últimas se obtienen para flujos isentrópicos y las perturbaciones que se
desplazan a la velocidad del sonido son
w3 = ~v ·~n + 2c
γ − 1 a lo largo de la característica C+,
d~n
dt
= ~v + c~n,
w4 = ~v ·~n− 2c
γ − 1 a lo largo de la característica C−,
d~n
dt
= ~v− c~n. (4.25)
A partir de las expresiones (4.23), (4.24) y (4.25), y estudiando el signo de los au-
tovalores (sentido de propagación de las características), es posible imponer de manera
correcta las condiciones de contorno en el campo lejano de forma que las perturbaciones
no deseadas en el flujo no sean reflejadas por los contornos. A modo de ejemplo, a con-
tinuación, se estudia el caso de entrada de flujo subsónica:
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En la superficie de entrada tres autovalores serán positivos y uno negativo. Nor-
malmente, la presión de remanso, la temperatura (o equivalentemente la entropía)
y una de las componentes de la velocidad son impuestas en el contorno, viniendo
la otra componente de la velocidad impuesta por el tratamiento numérico. Emple-
ando las variables características se tiene que:
• El autovalor λ1 = ~v ·~n asociado a w1 es positivo. La relación de compatibili-
dad se reduce un transporte constante de entropía
scont = s∞. (4.26)
• El autovalor λ2 = ~v ·~n asociado a w2 es positivo. Se toma un sistema local de
coordenadas de tal manera que x esté en la dirección normal. Entonces w2 se
reduce a la velocidad tangencial
~v ·~tcont = ~v ·~t∞. (4.27)
• El autovalor λ3 = ~v ·~n+ c asociado a w3 es positivo. Se impone una condición
física sobre (4.25) de la siguiente manera
~vcont ·~n + 2ccont
γ − 1 = ~v∞ ·~n + 2c∞γ − 1 . (4.28)
• El autovalor λ4 = ~v ·~n− c asociado a w4 es negativo. Se impone una condi-
ción numérica, que se calcula desde el interior del dominio a partir de (4.25):
~vcont ·~n− 2ccont
γ − 1 = ~vint ·~n−
2cint
γ − 1 . (4.29)
Por último, debido a que H no está asociada a ninguna variable característica, se
debe imponer que la entalpía de remanso es constante e igual a un valor impuesto:
Hcont = H∞. (4.30)
En la superficie de salida, tres autovalores serán negativos y uno positivo. En este
caso, la condición física más apropiada consiste en fijar la presión estática. Sin
embargo, en el caso de flujos externos se suele imponer las velocidad de corriente
libre. Las mismas relaciones de la entrada se pueden aplicar a la salida con la
diferencia de que los valores de scont, ~v ·~tcont y ~vcont ·~n + 2ccontγ−1 son determinados
desde valores interiores.
El autovalor λ4 = − |~v ·~n|+ c asociado a w4 es positivo. Se impone una condición
física sobre (4.25):
− |~vcont ·~n|+ 2ccont
γ − 1 = − |~v∞ ·~n| − 2c∞γ − 1 . (4.31)
Condiciones de contorno sobre pared sólida
En las paredes sólidas, la velocidad normal es cero~v ·~n = 0, debido a que no existen
masas u otro flujo convectivo que pueda penetrar en el cuerpo sólido. Para el cálculo del
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Figura 4.5: Características en la entrada (izquierda), salida (derecha)
flujo que entra o sale de la pared, se proyectan los flujos sobre un vector normal exterior
a la pared sólida:
~F ·~n = Fxnx + Fyny =
(
0, Pnx, Pny, 0
)T . (4.32)
Por otro lado, sólo un autovalor es positivo λ3 = ~v ·~n + c y sólo una condición
física puede ser impuesta. Las otras condiciones, en particular, la velocidad y la presión,
deben ser calculadas por extrapolación desde el interior hasta el contorno o bien utilizar
las relaciones de compatibilidad para determinar el valor de la presión.
La presión de la pared puede ser calculada empleando las relaciones de compat-
ibilidad (4.19), donde w3 es sustituida por la forma diferencial de la condición física
dt (~v ·~n) = 0. En este caso la ecuación para w4 en el contorno es:(
∂t + (~v− c~n) · ~∇
)
w3 = c
(
κx∂y −κy∂x
)
w2 = −c~t ·
(
~t · ~∇
)
~v. (4.33)
Desarrollando y empleando (4.15) la relación de compatibilidad en la pared sólida
queda como:
ρκ
(
~v ·~t)2 = ∂nP, (4.34)
donde κ es la curvatura de la curva. La ecuación de compatibilidad (4.34) permite obte-
ner el valor de la presión (como alternativa de la interpolación), una vez discretizada la
derivada normal de la presión sobre la pared. A la hora de desarrollar métodos numéri-
cos, ésta es una condición que se debe imponer directamente para evitar que se reflejen
perturbaciones no deseadas.
4.3. Ecuaciones linealizadas de Euler en régimen estacionario
Una vez planteadas las ecuaciones de Euler, es posible estudiar la estabilidad de sus
soluciones con respecto de pequeñas perturbaciones δU que producen variaciones en la
solución U.
Proposición 24. Dada una solución estacionaria y regular U0 del problema de Euler, la variación
infinitesimal δU de la solución en U0 verifica la siguiente ecuación
∂t(δU) + ~∇ ·
(
~A
∣∣∣
U0
δU
)
= 0, (4.35)
donde ~A = ∂U~F y ~F es el operador (no lineal) de flujos convectivos (4.7).
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Demostración. En un marco clásico de análisis de la estabilidad de una solución regular
de las ecuaciones de Euler, dada una solución estacionaria del problema U0, entonces
U′ = U0 + δU verifica las ecuaciones de Euler, donde δU es una perturbación infinitesi-
mal de la solución
∂t (U0 + δU) + ~∇ · ~F (U0 + δU) = 0. (4.36)
El flujo no-lineal ~F puede aproximarse linealmente alrededor del punto U0 como
~F(U) ≈ ~F(U0) + ~A
∣∣∣
U0
(U −U0). (4.37)
Sustituyendo (4.37) en (4.36) y simplificando, se obtiene la expresión (4.35).
En el ámbito del diseño óptimo de forma, los funcionales a minimizar dependen,
además de la solución del flujo, de la forma S del contorno de la pared sólida que de-
limitan parte del dominio Ω donde es resuelta la ecuación de estado. En este caso es
necesario valorar, además de perturbaciones δU alrededor de la solución U0, perturba-
ciones δS de la forma del contorno S0
δS = S′ − S0, S′ = {~x + δS~nS (~x) , ~x ∈ S} , (4.38)
donde ~nS es un vector normal unitario a la superficie S apuntando hacia el exterior
del dominio Ω. Finalmente, haciendo uso de (4.35), el Lema 45 (en el apéndice B) y
suponiendo que las condiciones de contorno en el campo lejano Γ∞ permanecen inalter-
adas, las ecuaciones linealizadas de Euler se pueden escribir como ∂t (δU) + ~∇ ·
(
~A
∣∣∣
U0
δU
)
= 0, en Ω, t > 0,
δ~v ·~nS = −δS∂n~v ·~nS + ∂tg (δS)~v ·~tS, sobre S, t > 0,
(4.39)
donde, en el campo lejano Γ∞, las condiciones de contorno son especificadas para las on-
das entrantes a través de imponer el valor 0 a las variables características δw asociadas a
una dirección de propagación normal a Γ∞. Los vectores~nS y~tS son respectivamente los
vectores normal y tangente a la superficie sólida S. Con ∂n = ~nS · ~∇ y ∂tg = ~tS · ~∇ de-
notamos respectivamente la derivada normal y tangente a la superficie S. Las variables
conservativas linealizadas son δU = (δρ, δ(ρu), δ(ρv), δ(ρE))T y las matrices jacobianas
en 2D responden a la siguiente expresión
∂U Fx =

0 1 0 0
γ−3
2 v
2
x +
γ−1
2 v
2
y (3− γ)vx −(γ − 1)vy γ − 1
−vxvy vy vx 0
−γvxE + (γ − 1)vx|~v|2 γE− γ−12 (v2y + 3v2x) −(γ − 1)vxvy γvx
 ,
∂U Fy =

0 0 1 0
−vxvy vy vx 0
γ−3
2 v
2
y +
γ−1
2 v
2
x −(γ − 1)vx (3−γ)vy γ − 1
−γvyE + (γ − 1)vy|~v|2 −(γ − 1)vxvy γE− γ−12 (v2x + 3v2y) γvy
 .
Si, además, contemplamos la existencia de una discontinuidad en las variables flui-
das a lo largo de la curva regular Σ, la sensibilidad del modelo debe analizarse con
respecto a perturbaciones infinitesimales en la posición de la discontinuidad (tal y como
se realizó para el caso de la ecuación de Burgers en la Sección 3.4). En esta situación, las
ecuaciones del flujo linealizado se reinterpretarán como dos ecuaciones linealizadas de
Euler a ambos lados de Σ (ver Figura 4.2) y una ecuación de transporte lineal que se
obtiene de la linealización de las relaciones de Rankine-Hugoniot.
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4.3.1. Relaciones linealizadas de Rankine-Hugoniot
Asumiendo la presencia de una discontinuidad en las variables fluidas a lo largo de
la curva bidimensional Σ que sufre un desplazamiento infinitesimal de valor δΣ en la
dirección~nΣ normal a la discontinuidad4 se tiene que
δΣ = Σ′ − Σ0, Σ′ = {~x + δΣ (~x)~nΣ (~x) , ~x ∈ Σ} . (4.40)
Lema 25. Suponiendo que la solución presenta una única discontinuidad (o varias discon-
tinuidades que no interactúan entre si) estacionaria en el campo fluido, a lo largo de la curva
regular Σ, las relaciones de Rankine-Hugoniot se pueden linealizar como
δΣ~nΣ
[
~A∂nU
]
Σ
+~nΣ
[
~AδU
]
Σ
+ δ~nΣ
[
~F
]
Σ
= 0, (4.41)
donde ~A = ∂U~F y [A]Σ representa el salto de la magnitud A al atravesar Σ.
Demostración. La variación de una función vectorial ~F definida sobre una curva Σ se
calcula como
δ~F (U) = ~FU (U) (δΣ∂nU + δU) . (4.42)
Por otro lado, la variación del vector normal δ~nΣ a la superficie de la discontinuidad
es
δ~nΣ = −
(
∂tgδΣ
)
~tΣ. (4.43)
Suponiendo una única discontinuidad estacionaria en la solución del campo fluido
U, empleando (4.42) y (4.43), a partir (4.11), se puede obtener fácilmente (4.41).
4.3.2. Condiciones de contorno externas
El análisis de las condiciones de contorno en las ecuaciones linealizadas de Euler
es muy similar al realizado para las ecuaciones de Euler. En aquél caso se empleaba la
formulación cuasilineal que se recuperará en este caso al suponer una solución regular
y emplear el resultado de la Proposición 4.9.
Todos los desarrollos realizados para el estudio de las características y relaciones de
compatibilidad serán válidos también aquí.
Proposición 26. Si la solución U de las ecuaciones de Euler es regular sobre el contorno en-
tonces se verifica que
∂tU + ~O(~AU) = ∂tU + ~A~OU (4.44)
Demostración. Las ecuaciones de Euler se pueden escribir como ∂tU + ~O~F donde ~F sólo
depende de las variables conservativas U, por lo tanto
∂tU + ~O~F = ∂tU + ~A~OU = 0. (4.45)
Por otro lado, a partir de la propiedad de homogeneidad de grado uno de ~F respecto
de las variables conservativas (ver Proposición 23):
~O~F = ~O(~AU) = 0. (4.46)
La identidad (4.44) se deduce inmediatamente de (4.45) y (4.46) para soluciones re-
gulares.
4El vector normal a la discontinuidad~nΣ queda definido como el vector resultante de girar un ángulo de
pi/2 en dirección horaria al vector~tΣ tangente a la discontinuidad y orientado desde la superficie sólida S
hasta el campo lejano Γ∞.
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Comentario 27. Nótese que pese a que desde un punto analítico no hay diferencia entre que el
jacobiano de los flujos ~A esté dentro o fuera del gradiente, desde un punto de vista numérico si
existe, y se deberá contemplarse en el desarrollo de esquemas numéricos para la resolución de las
ecuaciones linealizadas.
Condiciones de contorno sobre el campo lejano
En los problemas de diseño óptimo se pretende estudiar la variación del flujo de aire
al modificar la forma de la superficie sólida interior. Por ello, en el contorno lejano se
considera nula la variación de las características entrantes δw j para los autovalores λ j
positivos (la información que entra del infinito al interior del dominio Ω no varía), y en
el caso de autovalores λ j negativos, la variación de la característica será calculada por
interpolación desde el interior del dominio.
Al igual que en el análisis de las condiciones de contorno para las ecuaciones de
Euler en regímenes subsónicos, en la superficie de entrada tres autovalores serán
positivos y uno negativo.
δw1 = δρ− δpc2 = δw1∞ = 0,
δw2 =~t · δ~v = δw2∞ = 0,
δw3 = ~n · δ~v + δPρc = δw3∞ = 0,
(4.47)
que de manera compacta se puede escribir como
(
P−1δU
)
+ = (δW)+ = 0, donde
el signo + denota que las variables características W se corresponden con auto-
valores positivos. En el caso particular de δw4 su valor será calculado mediante
interpolación desde el interior, esto es
δw4 = −~n · δ~v + δp
ρc
= δw4int. (4.48)
En la superficie de salida, tres autovalores serán negativos y uno positivo. Emple-
ando las variables características se tiene que para el autovalor positivo
δw4 = − |~n · δ~v|+ δp
ρc
= δw4∞ = 0. (4.49)
El resto de variaciones de las variables características se calcularán mediante in-
terpolación desde el interior del dominio. De forma compacta las condiciones de
contorno salientes en el contorno lejano se resumen como
(
P−1δU
)
− = (δW)− =
(δW)int, donde el signo − denota que se corresponden con autovalores negativos.
Condiciones de contorno sobre la pared sólida
Las condiciones de contorno de las variables linealizadas provienen de linealizar las
condiciones de contorno del problema de Euler. En el caso de pared sólida, admitien-
do que sólo se producirán deformaciones de valor δS en la dirección ~nS normal a la
superficie S de la forma S′ = {~x + δS (~x)~nS (~x) , ~x ∈ S}, se tiene que
δ~v ·~nS = − (δS) ∂n~v ·~n +
(
∂tg (δS)
)
~v ·~t, (4.50)
donde, de manera análoga a las ecuaciones de Euler, resulta conveniente el cálculo del
flujo convectivo linealizado que atraviesa la pared sólida.
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Proposición 28. El flujo convectivo que entra o sale de la pared sólida S al resolver las ecua-
ciones linealizadas de Euler 2D sobre una solución regular y estacionaria de las ecuaciones de
Euler es
~F
∣∣∣
pared
=

−ρ (δS∂n ~vy ·~n− ∂tg (δS)~v ·~t)[(
3−γ
2 v
2
x − γ+12 v2y
)
δρ+ (2−γ) vxρδvx − γvyρδvy + (γ − 1) δ (ρE)
]
nx[(
3−γ
2 v
2
y − γ+12 v2x
)
δρ−γvxρδvx + (2− γ) vyρδvy + (γ − 1) δ (ρE)
]
ny
−ρH (δS∂n~v ·~n− ∂tg (δS)~v ·~t)
 ,
(4.51)
donde ~n =
(
nx, ny
)
es un vector normal unitario a la pared sólida (apuntando hacia el exterior
del dominio Ω.
Demostración. La evaluación del flujo que atraviesa la pared implica el cálculo de(
~AδU
)
·~n = (Axnx + Ayny) δU, (4.52)
donde ~n es la normal unitaria exterior a la pared, ~A = (Ax, Ay) siendo Ax = ∂U Fx y
Ay = ∂U Fy. Además se debe tener en cuenta la condición de no penetración de fluido
sobre la pared sólida ~v ·~n = 0:
Axnx + Ayny =

0 nx ny 0(
γ−1
2
)
|~v|2nx (2−γ) vxnx −γvynx (γ − 1) nx(
γ−1
2
)
|~v|2ny −γvxny (2−γ) vyny (γ − 1) ny
0 Hnx Hny 0
 , (4.53)
donde, multiplicando por el vector de variables linealizadas y usando la condición de
contorno linealizadas (4.50), se obtiene la expresión (4.51).
Para evaluar el flujo numérico que entra/sale de la pared sólida es necesario evaluar
las variables linealizadas sobre el contorno. El cálculo de estas variables en la superfi-
cie se puede hacer mediante una simple interpolación de los valores en el interior del
dominio o bien recurriendo a la linealización de la relación de compatibilidad sobre el
contorno sólido para poder imponer las condiciones de contorno numéricas. La relación
de compatibilidad para las ecuaciones de Euler que permiten evaluar el valor de la pre-
sión mediante una discretización apropiada es
κ
(
~v ·~t)2 = 1
ρ
∂nP. (4.54)
Si linealizamos esta expresión, será posible determinar una ecuación que ligue las
diferentes variables linealizadas
δκ
(
~v ·~t)2 + 2κ (~v ·~t) ((δS∂n~v + δ~v) ·~t)
=
1
ρ
(
δ~n · ~∇P + δS~∇2P + ∂n (δP)
)
− δS∂nρ+ δρ
ρ2
∂nP, (4.55)
que junto a
δ (ρE) =
δP
γ − 1 +
(γ − 1) (vxδvx + vyδvy)
2
√(
v2x + v2y
) , (4.56)
permite obtener un valor para δ (ρE), compatible con las ecuaciones de Euler linealiza-
das en la frontera, a partir de interpolar los valores de ρ, ρvx y ρvy.
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4.4. Análisis de la sensibilidad de un funcional: el enfoque continuo
Tal y como se avanzó en la introducción, este capítulo está orientado al desarrollo
del método continuo para el diseño óptimo de forma en un ámbito aeronáutico en el
marco de las ecuaciones de Euler. En esta sección, al igual que en la sección 3.4 para
la ecuación de Burgers, se desarrollarán las fórmulas necesarias para aplicar el méto-
do adjunto continuo al diseño de forma en sistemas gobernados por las ecuaciones de
Euler.
Las ecuaciones adjuntas a las ecuaciones de Euler se plantean asociadas al problema
de optimización (4.1) que consiste en la minimización del funcional J definido en (4.2)
mediante la variación de la geometría de la frontera S. Para la determinación del valor
del funcional J será necesaria la obtención de las variables fluidas U, soluciones del
problema de Euler estacionario, más las relaciones de Rankine-Hugoniot (ver Figura
4.2) 
~∇ · ~F = 0, en Ω \ Σ,
~v ·~ns = 0, sobre S,[
~F · ~nΣ
]
Σ
= 0, sobre Σ,
(4.57)
donde, en el campo lejano Γ∞, las condiciones de contorno son especificadas para las on-
das entrantes, mientras que las ondas salientes son determinadas por la propia solución
en el interior del dominio Ω.
Notación 29. A lo largo de esta sección haremos uso frecuente de la siguiente notación:
~nS y~nΓ∞ son vectores normales unitarios a los contornos S y Γ∞ respectivamente, apuntando
hacia el exterior del dominio Ω.
~tS y~tΓ∞ son los vectores tangentes unitarios a los contornos S y Γ∞ respectivamente, resul-
tado de girar los vectores normales~nS y~nΓ∞ un ángulo de pi/2 en sentido horario.
~tΣ es el vector tangente unitario a la curva Σ cuyo sentido va desde S hasta Γ∞.
~nΣ es el vector normal a la discontinuidad Σ resultado de girar el vector tangente unitario~tΣ
un ángulo de pi/2 en sentido horario.
El vector de matrices jacobianas de denotará de manera compacta como ~A = ∂U~F.
∂n = ~n · ~∇ y ∂tg =~t · ~∇ son respectivamente la derivada normal y la derivada tangencial.
A lo largo de esta sección, se supondrá la existencia de una discontinuidad en las
variables de flujo U situada sobre la curva regular Σ que toca el contorno S en un punto
xb = Σ ∩ S. Además, esta discontinuidad está orientada de tal manera que empieza en
xb (ver Figura 4.2) y es normal a la superficie en el punto xb (ver Sección 4.2.1). En estas
condiciones, la variación del funcional J, a partir de (4.5) se calcula como
δ J (S) =
∫
δS
j (U) ds +
∫
S\{xb}
j′ (U) δU ds− [ j(U)]xb δΣ(xb), (4.58)
donde δS y δΣ son las variaciones infinitesimales en la posición de las curvas de super-
ficie S y discontinuidad Σ, respectivamente
S′ = {~x + δS (~x)~nS (~x) , ~x ∈ S} , Σ′ = {~x + δΣ (~x)~nΣ (~x) , ~x ∈ Σ} . (4.59)
Con objeto de obtener los valores de δU y δΣ una vez conocida δS se recurre a la
solución de las ecuaciones linealizadas de Euler (estacionaria) más las relaciones de
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Rankine-Hugoniot
~∇ · (~AδU) = 0, en Ω \ Σ,
δ~v · ~nS = −δS∂n~v ·~n +
(
∂tg (δS)
)
~v ·~t, sobre S,
(δW)+ = 0, sobre Γ∞,
δΣ~nΣ
[
~A∂nU
]
Σ
+~nΣ
[
~AδU
]
Σ
+ δ~nΣ
[
~F
]
Σ
= 0, sobre Σ.
(4.60)
Es importante destacar que el coste computacional de resolver las ecuaciones lineal-
izadas es equivalente al de una resolución de las ecuaciones no-linealizadas. Por ello,
este modo de calcular las variaciones de U y Σ no es eficiente si el número de deforma-
ciones admisibles δS es alto. Por ello, se recurre al planteamiento del problema adjunto
a través del uso de los multiplicadores de Lagrange5 ΨT = (ψ1,ψ2,ψ3,ψ4). De esta
manera se pretende eliminar la dependencia de δU y δΣ en la expresión (4.58) y evi-
tar el paso por la resolución de las ecuaciones linealizadas (4.60) para cada variable de
diseño.
El primer paso del procedimiento consiste en multiplicar las ecuaciones linealizadas
de Euler por Ψ e integrarlas sobre el dominio Ω
0 =
∫
Ω\Σ
ΨT~∇ ·
(
~A δU
)
dΩ
= −
∫
Ω\Σ
~∇ΨT · ~A δU dΩ+
∫
S\{xb}
ΨT ~A δU ·~nS ds
+
∫
Σ
[
ΨT ~A δU
]
Σ
~nΣ ds +
∫
Γ∞ Ψ
T ~A δU ·~nΓ∞ ds. (4.61)
Seguidamente, se analizará término a término la ecuación (4.61) con objeto de eli-
minar la dependencia de δU y δΣ mediante la elección del valor adecuado para las
variables adjuntas:
El primer término de (4.61) es una integral de volumen sobre todo el dominio Ω.
Con objeto de eliminar la dependencia de δU se construye la ecuación adjunta de
la siguiente manera
− ~AT · ~∇Ψ = 0. (4.62)
El segundo término de (4.61) se trata de una integral sobre la superficie sólida S.
Para evaluar esta integral es conveniente sustituir la matriz jacobiana ~A por su
valor analítico y emplear las condiciones de contorno linealizadas. Obtenemos así∫
S\{xb}
ΨT ~A δU ·~nS ds
=
∫
S\{xb}
(δ~v ·~nS)ϑ ds +
∫
S\{xb}
(~ϕ ·~nS) δP ds
= −
∫
S\{xb}
(
(∂n~v ·~nS)ϑ+ ∂tg
((
~v ·~tS
)
ϑ
))
δS ds
+
∫
S\{xb}
(~ϕ ·~nS) δP ds. (4.63)
donde ~ϕ = (ψ2,ψ3) y ϑ = ρψ1 + ρ~vS ·~ϕ+ ρHψ4.
5El método de los multiplicadores de Lagrange permite el cálculo del mínimo de una función multivari-
able con restricciones, en este caso las restricciones son las ecuaciones de Euler
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El tercer término de (4.61) es una integral a lo largo de la discontinuidad Σ que
toca la superficie sólida en el punto xb. A continuación se desarrollan los términos
de esa integral.
Lema 30. Sean f : C → Rq y g : C → Rq unas funciones definidas en un conjunto
C ⊂ Rp, y considérese un punto a ∈ C. Se verifica que
[ f g]a = [ f g]a + [g f ]a, (4.64)
donde [ f ]a = f (a+)− f (a−) representa el salto de f en a, y f = f (a
+)+ f (a−)
2 su media.
Empleando el Lema 30, es posible escribir:∫
Σ
[
ΨT ~AδU
]
Σ
·~nΣ ds
=
∫
Σ
[
ΨT
]
Σ
~AδU ·~nΣ ds +
∫
Σ
Ψ
T
[
~AδU
]
Σ
·~nΣ ds. (4.65)
Por otro lado, de la relación linealizada de Rankine-Hugoniot (4.41) se tiene que[
~AδU
]
Σ
= −δΣ
[
~A∂nU
]
Σ
·~nΣ −
[
~F
]
Σ
· δ~nΣ
= −δΣ
[
∂n
(
~F ·~nΣ
)]
Σ
+ ∂tg(δΣ)
[
~F
]
Σ
·~tΣ, (4.66)
donde δ~nΣ = −(∂tg (δΣ))~tΣ y sobre Σ se puede descomponer el operador diver-
gencia en su componente tangencial y normal de la siguiente manera:
0 = ~∇ · ~F
∣∣∣
Σ
= ∂tg(~F ·~tΣ) +κΣ~F ·~nΣ + ∂n(~F ·~nΣ), (4.67)
lo que permite simplificar la derivada normal de ~F ·~nΣ en (4.66). Por lo tanto,
teniendo en cuenta las relaciones de Rankine-Hugoniot
[
~F ·~nΣ
]
Σ
= 0, se obtiene
que [
~AδU
]
Σ
= ∂tg
(
δΣ
[
~F ·~tΣ
]
Σ
)
. (4.68)
Reemplazamos esta expresión en (4.65) e integramos por partes para tener,∫
Σ
[
ΨT ~AδU
]
Σ
·~nΣ ds
= −
∫
Σ
∂tgΨ
T
[
~F ·~tΣ
]
Σ
δΣ ds− ΨT(xb)
[
~F ·~tΣ
]
xb
δΣ(xb), (4.69)
donde se ha supuesto
[
ΨT
]
Σ
= 0, es decir la continuidad de las variables adjuntas
a través del choque. A continuación, bajo la hipótesis de choque normal~v ·~tΣ = 0,
desarrollamos ~F para tener∫
Σ
[
ΨT ~AδU
]
Σ
·~nΣ ds
= [P]xb~nS ·~ϕ(xb)δΣ(xb)−
∫
Σ
(
[ρ~v ]Σ ·~tΣ
) (
∂tgΨ1 + H∂tgΨ4
)
ds
−
∫
Σ
[
ρ |~v|2 + 2P
]
Σ
~tΣ · ∂tg~ϕ ds (4.70)
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Por último, a lo largo de Σ se verifica que [ρ~v ]Σ ·~tΣ =
[
ρ~v ·~tΣ
]
Σ
= 0, ya que[
~v ·~tΣ
]
Σ
= 0 con lo que finalmente se tiene que
∫
Σ
[
ΨT ~AδU
]
Σ
·~nΣ ds
= [P]xb~nS ·~ϕ(xb)δΣ(xb)−
∫
Σ
[
ρ |~v|2 + 2P
]
Σ
~tΣ · ∂tg~ϕ ds (4.71)
El cuarto término de (4.61) se corresponde con una integral sobre el campo lejano
Γ∞. El campo lejano constituye una entrada/salida de flujo y el modo más natural
de imponer las condiciones de contorno es a través de las variables características,
para ello se escribe este término como
∫
Γ∞ Ψ
T ∂~F
∂U
δU ·~nΓ∞ ds =
∫
Γ∞ Ψ
T
(
~A ·~nΓ∞
)
PδW ds
=
∫
Γ∞
(
ΨTP
)
ΛδW ds =
∫
Γ∞ (W
∗)TΛδW ds, (4.72)
donde P es la matriz que diagonaliza la matriz jacobiana proyectada en una de-
terminada dirección ~κ, la matriz de autovalores se denota como Λ y finalmente
se verifica la siguiente relación Λ = P−1(~A ·~κ)P. Por analogía denominaremos
W∗ = PTΨ a las variables características de las variables adjuntas. Es posible ha-
cer que esta integral sobre el campo lejano se anule.
Una vez analizados todos los términos de la ecuación (4.61) es posible reescribirla
de la siguiente manera∫
S\{xb}
(~ϕ ·~nS) δP ds = −
∫
Σ
[
ρ |~v|2 + 2P
]
Σ
~tΣ · ∂tg~ϕ ds + [P]xb~nS ·~ϕ(xb)δΣ(xb)
+
∫
S\{xb}
(
(∂n~v ·~nS)ϑ+ ∂tg
((
~v ·~tS
)
ϑ
))
δS ds +
∫
Γ∞ Ψ
T ~AδU ·~nΓ∞ ds. (4.73)
Esta ecuación será empleada para eliminar la variables linealizadas de la variación
del funcional J en (4.58). A través de la identificación de los términos correspondientes
en (4.73) y (4.58).
Debido a que sólo son desconocidas las variaciones δU de las variables (4.73) corres-
pondientes a la presión, sólo consideraremos funcionales que dependan de la presión P.
Por lo tanto en (4.58), se asume que j(U) = j(P) [6]. Afortunadamente, los funcionales
que dependen sólo de la presión son los más comunes en las aplicaciones de diseño
aeronáutico con las ecuaciones de Euler. En definitiva, la ecuación (4.58) se puede rees-
cribir como
δ J(S) =
∫
S
((∂n j(P)−κ j(P)) δS ds
+
∫
S\{xb}
(
(∂n~v ·~nS)ϑ+ ∂tg
((
~v ·~tS
)
ϑ
))
δS ds
−
∫
Σ
[
ρ |~v|2 + 2P
]
Σ
~tΣ · ∂tg~ϕ ds +
(
[P]xb~nS ·~ϕ(xb)− [ j(P)]xb
)
δΣ (xb) , (4.74)
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donde las variables adjuntas se calculan resolviendo la ecuación (4.62) con las siguientes
condiciones de contorno{
~ϕ ·~nS = j′(P) sobre S \ {xb},
ΨT
(
~A ·~nΓ∞
)
δU = 0 sobre Γ∞. (4.75)
Por último destacar que en (4.74), δS es conocida (variables de diseño), pero la de-
pendencia entre δΣ y δS (a través de las ecuaciones linealizadas de Euler y las relaciones
de Rankine-Hugoniot) es desconocida. De esta manera, la expresión (4.74) para la eva-
luación de la variación del funcional J no es del todo satisfactoria pues depende de la
variación de la posición del choque Σ.
4.4.1. Condiciones de contorno internas
A lo largo de las Secciones 3.4 y 3.5 de esta memoria, se describió el llamado méto-
do de las direcciones alternantes para la optimización de sistemas gobernados por las
ecuaciones de Burgers. En el caso de las ecuaciones de Euler, se ha optado por emplear
un método basado en imponer numéricamente una serie de condiciones internas de
contorno para eliminar la dependencia de (4.74) respecto δΣ. Los pasos a seguir son los
siguientes:
Paso 1) Localizar la curva de discontinuidad Σ.
Paso 2) Imponer ciertas relaciones adjuntas de Rankine-Hugoniot sobre la discontinuidad.
Estas condiciones deben cancelar la dependencia del funcional J con respecto
de δΣ.
Paso 3) Resolver (4.62) empleando (4.75) y las condiciones internas calculadas.
Paso 4) Finalmente evaluar (4.74).
Proposición 31. Supongamos que el funcional a ser optimizado es una función lineal de la va-
riable presión. Entonces las condiciones de contorno internas a imponer sobre la discontinuidad
Σ son {
~tΣ · ∂tg~ϕ = 0, sobre Σ,
~nS ·~ϕ = j′(P), en xb, (4.76)
donde la variación del funcional J(S) se calcula como
δ J(S) =
∫
S
((∂n j(P)−κ j(P)) δS ds +
∫
S\{xb}
(
(∂n~v ·~nS)ϑ+ ∂tg
((
~v ·~tS
)
ϑ
))
δS ds.(4.77)
Demostración. Si j(P) es una función lineal de la presión P, entonces se verificará que
[ j(P)]xb
[P]xb
= j′(P)
∣∣
xb
, si j(P) es función lineal de P. (4.78)
En estas circunstancias la condición a imponer sobre el punto xb es ~ϕ ·~nS|xb = j′(P)
que es idéntica a la condición sobre la superficie sólida (4.75) que se impone de manera
habitual sobre toda la superficie S en el problema de diseño óptimo con las ecuaciones
de Euler.
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Comentario 32. Dos importantes funcionales empleados en la aeronáutica son lineales respecto
de la presión: el coeficiente resistencia CD y el de sustentación CL para los cuales se verifica que
j(P) =
P− P∞
C∞
(
~nS · ~d
)
, (4.79)
donde C∞ = 0,5γM2∞P∞, ~nS es el vector unitario interior del dominio, P es la presión y M∞
es el número de Mach de corriente libre y, finalmente, el vector ~d toma valores que dependen de
la configuración geométrica.
Por último, nótese que
[
ρ |~v|2 + 2P]
Σ
6= 0, lo que nos permite simplificar la condición de
contorno sobre el choque.
4.4.2. Condiciones de contorno externas
Empleando la notación del problema de Euler directo, a continuación se determi-
narán las matrices que diagonalizan el jacobiano adjunto. Al tomar las ecuaciones de
Euler, la matriz jacobiana ~A proyectada en una determinada dirección~κ, se puede dia-
gonalizar como
Λ = P−1(~A ·~κ)P = P−1KP, (4.80)
donde Λ es la matriz diagonal de autovalores, P es la matriz de los autovectores y K =
~A ·~κ. De manera análoga tendremos que
Λ = P−1KP = PT(P−1K)T = PTKT(PT)−1. (4.81)
Si ahora denotamos la matriz jacobiana proyectada como K∗ = −~AT ·~κ = entonces
la diagonalización se realiza de la siguiente manera K∗ = (PT)−1Λ∗PT y sus autovalores
son Λ∗ = −Λ.
Condiciones de contorno sobre el campo lejano
En el problema de diseño óptimo, con objeto de eliminar la dependencia en δ J de
las variables de Euler linealizadas, la condición que deben de verificar las variables
adjuntas sobre el campo lejano es∫
Γ∞ Ψ
(
~nΓ∞ · ~A
)
δU = 0, (4.82)
donde ~A es la matriz jacobiana y ~nΓ∞ es ahora un vector normal unitario apuntando
hacia el interior del dominio. Por otro lado, el campo lejano puede ser dividido entre la
zona de entrada de flujo Γ∞,in donde ~v ·~nΓ∞ > 0 y de salida Γ∞,out donde ~v ·~nΓ∞ > 0,
con lo que se tiene, sustituyendo (4.81),∫
Γ∞ Ψ
(
~nΓ∞ · ~A
)
δU =
∫
Γ∞,in (ΨP)Λ
(
P−1δU
)
+
∫
Γ∞,out (ΨP)Λ
(
P−1δU
)
= 0, (4.83)
donde
(
P−1δU
)
= δW, siendo W las variables características. En el problema de diseño
planteado, se establece que las condiciones de contorno en el campo lejano no están su-
jetas a variación. Por ello se verificará que δW = 0 para las características entrantes que
se corresponden con autovalores positivos, en cambio para las características salientes
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en general se tendrá δW 6= 0. En adelante, resultará conveniente separar en (4.83) las
características entrantes Λ+ y las características salientes Λ− de tal manera que:
(ΨP)Λ (δW) = (ΨP)+ Λ+ (δW)+ + (ΨP)− Λ− (δW)− = 0. (4.84)
Por otro lado, W∗ = ΨP debe interpretarse como las variables características para
el problema adjunto. El valor de las variables características W∗ deberá evaluarse en
función de si se trata de una entrada o salida de flujo (en condiciones subsónicas):
En la superficie de entrada subsónica Γ∞,in tres autovalores del problema adjunto
serán negativos y uno positivo (esto es debido a que los autovalores del problema
adjunto tienen signo opuesto a los del problema directo, ver Sección 4.2.2).
• En el caso de ser positivo, la información del problema adjunto entra al do-
minio y será necesario especificar el valor de (ΨP)+. Debido a que se desea
eliminar la contribución del contorno al cálculo de la sensibilidad (4.75), se
tomará como valor más simple (W∗)+ = 0.
• En el caso de los autovalores negativos, la información sale del dominio y
no es posible imponer una condición sobre las variables adjuntas. Sin embar-
go, dado que no existe variación de las variables características en el campo
lejano tendremos que (δW)− = 0.
En la superficie de salida subsónica Γ∞,out, tres autovalores del problema adjunto
serán positivos y uno negativo.
• Empleando las variables características tendremos que, para los autovalores
positivos, la información entra al dominio y por lo tanto se impondrá que
(ΨP)+ = 0.
• En el caso del autovalor negativo tendremos que la variación de las variables
características es (δW)− = 0.
En resumen, a través de las variables características y estudiando las direcciones de
propagación de la información en la ecuación adjunta, es posible imponer las condi-
ciones de contorno en el campo lejano con objeto de eliminar la dependencia de δU en
(4.82).
Condiciones de contorno sobre la pared sólida
Teniendo en cuenta que la variación del funcional J a minimizar se calcula como
δJ (S) =
∫
δS
j (U) ds +
∫
S\{xb}
j′ (U) δU ds− [ j(U)]xb δΣ(xb), (4.85)
empleando la expresión (4.73) es posible deducir unas condiciones de contorno sobre la
pared sólida que eliminen la dependencia de las variables linealizadas δP en la variación
del funcional:
ϕ ·~nS = j′(P) sobre S \ {xb}, (4.86)
donde ϕ = (ψ2,ψ3), ~nS es un vector normal exterior a la superficie sólida S, siendo P
la presión del fluido y j′(P) = ∂P j(P).
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Proposición 33. El flujo adjunto que atraviesa la superficie sólida en caso de partir de una
solución regular de las ecuaciones de Euler 2D, se calcula como
~F
∣∣∣
pared
=

(
γ−1
2
)
|~v|2 j′(U)[
ψ1 + vxψ2 + vyψ3 + Hψ4
]
nx − vx (γ − 1) j′(U)[
ψ1 + vxψ2 + vyψ3 + Hψ4
]
ny − vy (γ − 1) j′(U)
(γ − 1) j′(U)
 . (4.87)
Demostración. Un modo de imponer estas condiciones de contorno es a través de los
flujos convectivos adjuntos que atraviesan la pared. Para ello es necesario calcular la
proyección del flujo sobre la normal a la pared,
−
(
~ATΨ
)
·~nS = −
(
~ATx nx + ~A
T
y ny
)
Ψ, (4.88)
donde ~A = (Ax, Ay), teniendo en cuenta que sobre la pared sólida se verifica~v ·~nS = 0,
entonces se obtiene la siguiente expresión,
~ATx nx + ~A
T
y ny =

0
(
γ−1
2
)
|~v|2nx
(
γ−1
2
)
|~v|2ny 0
nx (2−γ) vxnx −γvxny Hnx
ny −γvynx (2−γ) vyny Hny
0 (γ − 1) nx (γ − 1) ny 0
 . (4.89)
Multiplicando este último resultado por el vector de variables adjuntas y empleando
la condición de contorno (4.86), de manera inmediata se obtiene la expresión (4.87).
Capítulo 5
Análisis de la sensibilidad de las
ecuaciones de Navier-Stokes
estacionarias
En este capítulo, continuación de los desarrollos realizados para sistemas goberna-
dos por la ecuación de Burgers (Capítulo 3) y las ecuaciones de Euler (Capítulo 4), se
abordará la extensión de la metodología adjunta continua a sistemas gobernados por
las ecuaciones de Navier-Stokes en régimen estacionario.
La organización de este capítulo es la siguiente: en primer lugar se realizará un breve
repaso a las ecuaciones de Navier-Stokes compresibles. Más adelante, se desarrollarán
las ecuaciones linelizadas de Navier-Stokes y finalmente, mediante el enfoque adjunto
continuo, se planteará la formulación matemática que permite el cálculo de gradientes
de un funcional de interés aerodinámico en sistemas gobernados por las ecuaciones de
Navier-Stokes.
5.1. Ecuaciones de Navier-Stokes en forma conservativa
Las ecuaciones compresibles Navier-Stokes [73, 68] consisten en un sistema de ecua-
ciones diferenciales en derivadas parciales que proporciona una modelización completa
del comportamiento de un fluido Newtoniano1 a través de la conservación de la masa,
momento y energía en el fluido.
En el ámbito aeronáutico (ver Figura 4.1), las ecuaciones de Navier-Stokes se plantean
en un dominio Ω delimitado por contornos disconexos que se dividen en campo lejano
Γ∞ y en varios contornos de pared sólida que denominaremos de manera genérica S. El
sistema completo de las ecuaciones compresibles de Navier-Stokes (sin términos fuente
y suponiendo condiciones adiabáticas en la pared sólida), se puede formular de dife-
rentes maneras, siendo el modo conservativo el más apropiado [52] en relación con la
1Un fluido newtoniano es un fluido con viscosidad en que las tensiones tangenciales de rozamiento son
directamente proporcionales al gradiente de velocidades
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formulación integral de las leyes de conservación,
∂tU + ~∇ ·
(
~F− ~Fv
)
= 0, en Ω, t > 0
~v = 0, sobre S
∂nT = 0, sobre S
(5.1)
donde, en el campo lejano Γ∞, las condiciones de contorno son especificadas para las on-
das entrantes, mientras que las ondas salientes son determinadas por la propia solución
en el interior del dominio Ω. Por otro lado, se ha supuesto pared sólida S adiabática,
∂n denota la derivada normal, las variables conservativas son UT =
(
ρ,ρvx,ρvy,ρE
)
,
donde ρ es la densidad del fluido, ~v = (vx, vy) es la velocidad en un sistema de re-
ferencia cartesiano, E es la energía total, P la presión del sistema, H la entalpía, T es
la temperatura del fluido. Los flujos convectivos se modelizan como ~F =
(
Fx, Fy
)
ya
definidos en (4.7), y los flujos viscosos como ~Fv =
(
Fvx , Fvy
)
donde
Fvx =

0
σxx
σxy
σxxvx +σxyvy + k∂xT
 , Fvy =

0
σyx
σyy
σyxvx +σyyvy + k∂yT
 . (5.2)
Aquí y en lo sucesivoσi j es el tensor de esfuerzos que agrupa todas las componentes
del esfuerzo sobre un volumen de control. De manera estándar i indica el plano normal
sobre el que actúa el esfuerzo y j es la dirección de la componente del esfuerzo. Asu-
miendo el empleo de gases perfectos, fluidos Newtoniano y equilibrio térmico, entonces
se verifica la relación de Stokes, y el tensor de esfuerzos se puede escribir como
σi j = µ
(
∂iv j + ∂ jvi
)
+
2
3
µ
(
~∇ ·~v
)
δi j, (5.3)
donde δi j es la delta de Kronecker, µ es la viscosidad dinámica y k es la conductividad
térmica. Finalmente las componentes x e y del vector de flujos viscosos compresibles en
2D se puede desarrollar como
Fvx =

0
4
3µ∂xvx − 23µ∂yvy
µ∂yvx +µ∂xvy
4
3µvx∂xvx − 23µvx∂yvy +µvy∂yvx +µvy∂xvy + k∂xT
 ,
Fvy =

0
µ∂xvy +µ∂yvx
4
3µ∂yvy − 23µ∂xvx
4
3µvy∂yvy − 23µvy∂xvx +µvx∂xvy +µvx∂yvx + k∂yT
 . (5.4)
Por último, el sistema de ecuaciones (5.1) debe ser completado por una ecuación
de estado que define las propiedades termodinámicas del fluido (4.8). La viscosidad
dinámica y la conductividad térmica se obtienen de relaciones empíricas. En el caso de
la viscosidad dinámica se emplea la ley de Sutherland [105],
µ =
µ1T3/2
T +µ2
. (5.5)
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En el caso de la conductividad usando la fórmula de Eucken [34] se tiene que
k =
Cpµ
Pr
, (5.6)
donde Cp es el calor específico a presión constante y el número de Prandtl Pr tiene un
valor de 0,72.
5.2. Ecuaciones linealizadas de Navier-Stokes en régimen estacionario
Una vez planteadas las ecuaciones de Navier-Stokes en su forma conservativa es
posible estudiar la estabilidad de la solución con respecto a pequeñas perturbaciones.
Tal y como se vio en el caso de las ecuaciones de Euler, en los problemas de diseño óp-
timo de forma son posibles dos tipos de perturbaciones sobre las condiciones iniciales:
perturbaciones de valor δU en las variables del flujo U y perturbaciones de valor δS
de la forma del contorno de pared sólida S en la dirección normal a la superficie ~nS
(apuntando hacia el exterior del dominio)
δU = U′ −U0, ∂tU′ + ~∇ · ~F(U′) = 0,
δS = S′ − S0, S′ = {~x + δS~nS (~x) , ~x ∈ S} , (5.7)
donde es importante destacar que, al tratarse de las ecuaciones de Navier-Stokes, no
se contemplará la existencia de discontinuidades físicas en la solución del fluido. Sin
embargo, debe tenerse en cuenta que, en ciertas circunstancias físicas, la relación en-
tre términos convectivos y viscosos puede ser tan alta que a nivel discreto sí podamos
hablar de discontinuidades en la solución numérica del problema.
Notación 34. Antes de definir las ecuaciones linealizadas de Navier-Stokes es conveniente in-
troducir la siguiente notación (ver [41]) para las derivadas calculadas alrededor de una solución
regular U(x, y):
Ax ≡ ∂Fx∂U
∣∣∣∣
U(x,y)
, Ay ≡ ∂Fy∂U
∣∣∣∣
U(x,y)
, Avx ≡
∂Fvx
∂U
∣∣∣∣
U(x,y)
, Avy ≡
∂Fvy
∂U
∣∣∣∣∣
U(x,y)
,
Dxx ≡ ∂F
v
x
∂ (∂xU)
∣∣∣∣
U(x,y)
, Dxy ≡ ∂F
v
x
∂
(
∂yU
) ∣∣∣∣∣
U(x,y)
,
Dyx ≡
∂Fvy
∂ (∂xU)
∣∣∣∣∣
U(x,y)
, Dyy ≡
∂Fvy
∂
(
∂yU
) ∣∣∣∣∣
U(x,y)
.
Las ecuaciones linealizadas de Navier-Stokes en régimen estacionario, aplicadas a
un dominio Ω delimitado por contornos disconexos S, superficie sólida, y Γ∞, campo
lejano, son
~∇ ·
((
~A− ~Av
)
δU
)
− ∂x
(
Dxx∂x (δU) + Dxy∂y (δU)
)
−∂y
(
Dyx∂x (δU) + Dyy∂y (δU)
)
= 0, en Ω
δ~v = −δS∂n~v, sobre S
∂n (δT) = −δS∂n (∂nT) + ∂tg (δS) ∂tgT, sobre S,
(5.8)
donde en el campo lejano Γ∞, las condiciones de contorno se imponen de manera análo-
ga al caso de las ecuaciones de Euler linealizadas. Recordemos que~nS es un vector uni-
tario normal a la superficie sólida S (apuntando hacia el exterior del dominio Ω) y~tS
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es el vector resultado de girar pi/2 en sentido antihorario el vector ~nS. Finalmente, las
variables conservativas linealizadas son (δU) = (δρ, δ(ρu), δ(ρv), δ(ρE))T .
A continuación se desarrollarán las matrices de la ecuación (5.8), introducidas en
la Notación 34. Comenzamos por las matrices jacobianas para los flujos convectivos
~A = (Ax, Ay)
Ax =

0 1 0 0
γ−3
2 v
2
x +
γ−1
2 v
2
y (3−γ)vx −(γ − 1)vy γ − 1
−vxvy vy vx 0
−γvxE + (γ − 1)vx|~v|2 γE− γ−12 (v2y + 3v2x) −(γ − 1)vxvy γvx
 ,
Ay =

0 0 1 0
−vxvy vy vx 0
γ−3
2 v
2
y +
γ−1
2 v
2
x −(γ − 1)vx (3−γ)vy γ − 1
−γvyE + (γ − 1)vy|~v|2 −(γ − 1)vxvy γE− γ−12 (v2x + 3v2y) γvy
 .
Notación 35. Con objeto de simplificar las matrices resultantes, en adelante, emplearemos la
siguiente notación
σi j = µ
(
∂iv j + ∂ jvi
)− 2
3
µ
(
~∇ ·~v
)
δi j, σˆi j =
σi j
µ
σ∗ = u
ρ
σxx +
v
ρ
σxy, σ∗∗ =
u
ρ
σyx +
v
ρ
σyy,
σˆ∗ = uσˆxx + vσˆxy, σˆ∗∗ = uσˆyx + vσˆyy,
ϑ =
γ
(γ − 1)Pr .
Las matrices jacobianas que provienen de términos viscosos Av = (Avx, Avy) se pueden
expresar de la siguiente manera
Avx ≈

0 0 0 −σ∗ + γµPr
( |~v|2
2 ∂x
(
1
ρ
)
− 1(γ−1)∂x
(
P
ρ2
))
0 0 0 1ρσxx − γµuPr ∂x
(
1
ρ
)
0 0 0 1ρσxy − γµvPr ∂x
(
1
ρ
)
0 0 0 γµPr ∂x
(
1
ρ
)

T
,
Avy ≈

0 0 0 −σ∗∗ + γµPr
( |~v|2
2 ∂y
(
1
ρ
)
− 1(γ−1)∂y
(
P
ρ2
))
0 0 0 1ρσyx − γµuPr ∂y
(
1
ρ
)
0 0 0 1ρσyy − γµvPr ∂y
(
1
ρ
)
0 0 0 γµPr ∂y
(
1
ρ
)

T
,
donde se ha estimado que la variación de la viscosidad µ con respecto de la densidad ρ
y la presión P es despreciable. En el caso de las derivadas cruzadas de los flujos viscosos
Dxx, Dxy, Dyx y Dyy tendremos que
Dxx =
µ
ρ

0 0 0 0
− 43 vx 43 0 0
−vy 0 1 0
γ
(γ−1)Pr
(
(γ−1)|~v|2
2 − Pρ
)
− v2y − 43 v2x 43 vx − γuPr vy −
γvy
Pr
γ
Pr
 ,
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Dxy =
µ
ρ

0 0 0 0
2
3 vy 0 − 23 0
−vx 1 0 0
− 13 vxvy vy − 23 vx 0
 , Dyx = µρ

0 0 0 0
−vy 0 1 0
2
3 vx − 23 0 0
− 13 uvy − 23 vy vx 0
 ,
Dyy =
µ
ρ

0 0 0 0
−vx 1 0 0
− 43 vy 0 43 0
γ
(γ−1)Pr
(
(γ−1)|~v|2
2 − Pρ
)
− v2x − 43 v2y u− γuPr 43 vy −
γvy
Pr
γ
Pr
 .
Las condiciones de contorno sobre las variables linealizadas se impondrán de ma-
nera fuerte sobre el contorno sólido, esto es, imponiendo directamente δ~v|S = −δS∂n~v.
Por otro lado, la condición sobre la proyección normal de la temperatura linealizada
∂n (δT) |S = ~nS · ~∇ (δT) |S = −δS∂n
(
~∇T
)
·~nS + ∂tg (δS)
(
~∇T
)
·~tS se impondrá de
manera débil, es decir, a través de los flujos viscosos que entran/salen de la pared sólida
S. Finalmente, en el campo lejano, se asumirá que no hay efectos viscosos y el modo de
imponer las condiciones de contorno es idéntico al desarrollado en el caso de la resolu-
ción de las ecuaciones de Euler.
5.3. Análisis de la sensibilidad: el enfoque continuo
Las ecuaciones adjuntas de las ecuaciones de Navier-Stokes compresible, se plantean
asociadas al problema de optimización (4.1). En este problema se pretende minimizar el
siguiente funcional J (ver Figura 4.1)
J (S) =
∫
S
j (U) ds, (5.9)
donde U es la solución del problema de Navier-Stokes compresible ya definido en (5.1).
En definitiva, el objetivo es evaluar la variación del funcional J en (5.9), que depende de
la variación δS de la geometría S y de la propia variación δU de las variables de flujo U.
Finalmente, la variación δ J se calcula de la siguiente manera
δJ =
∫
δS
j(U) ds +
∫
S
j′(U)δU ds. (5.10)
Tal y como se estudió en el caso de las ecuaciones de Euler, mediante la resolución de
las ecuaciones linealizadas de Navier-Stokes (5.8), es posible el cálculo de la variación de
las variables conservativas δU al variar la superficie S. Sin embargo, como ya se ha vis-
to, este procedimiento es muy costoso computacionalmente, pues para cada variación
δS de la superficie S es necesaria la resolución de una ecuación linealizada de Navier-
Stokes. A continuación introduciremos la formulación adjunta con objeto de eliminar
la dependencia de δU en la expresión para la variación del funcional J de la ecuación
(5.10).
El primer paso de este procedimiento consiste en multiplicar las ecuaciones lineal-
izadas de Navier-Stokes por el vector de variables adjuntasΨ e integrar sobre el dominio
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Ω. Finalmente, tras simplificar las expresiones resultantes, se obtiene∫
Ω
ΨT~∇ ·
((
~A− ~Av
)
δU
)
dΩ
−
∫
Ω
ΨT~∇ · (Dxx∂x (δU) + Dxy∂y (δU) , Dyx∂x (δU) + Dyy∂y (δU)) dΩ
=
∫
δΩ
ΨT
(
~A− ~Av
)
δU dl −
∫
Ω
~∇ΨT ·
(
~A− ~Av
)
δU dΩ
−
∫
δΩ
ΨT
(
Dxx∂x (δU) + Dxy∂y (δU) , Dyx∂x (δU) + Dyy∂y (δU)
)
ds
+
∫
Ω
~∇ΨT · (Dxx∂x (δU) + Dxy∂y (δU) , Dyx∂x (δU) + Dyy∂y (δU)) dΩ.(5.11)
La última integral de volumen de (5.11) se puede desarrollar como∫
Ω
~∇ΨT · (Dxx∂x (δU) + Dxy∂y (δU) , Dyx∂x (δU) + Dyy∂y (δU)) dΩ
=
∫
Ω
(
∂xΨTDxx + ∂yΨTDyx, ∂xΨTDxy + ∂yΨTDyy
)
· ~∇ (δU) dΩ
=
∫
δΩ
(
∂xΨTDxx + ∂yΨTDyx, ∂xΨTDxy + ∂yΨTDyy
)
δU ds
−
∫
Ω
~∇ ·
(
∂xΨTDxx + ∂yΨTDyx, ∂xΨTDxy + ∂yΨTDyy
)
δU dΩ. (5.12)
Finalmente, reagrupando y ordenando los términos adecuados de las expresiones
(5.11) y (5.12) es posible escribir
−
[∫
Ω
(
~∇ΨT ·
(
~A− ~Av
)
+ ~∇ ·
(
∂xΨTDxx + ∂yΨTDyx, ∂xΨTDxy + ∂yΨTDyy
))
δU dΩ
]
+
∫
δΩ
ΨT
(
~A− ~Av
)
δU ds +
∫
δΩ
(
∂xΨTDxx + ∂yΨTDyx, ∂xΨTDxy + ∂yΨTDyy
)
δU ds
−
∫
δΩ
ΨT
(
Dxx∂x (δU) + Dxy∂y (δU) , Dyx∂x (δU) + Dyy∂y (δU)
)
ds = 0. (5.13)
Notación 36. Con objeto de simplificar las expresiones resultantes, en adelante, emplearemos la
siguiente notación
~n · Σ · δ~v = nxΣxxδvx + nxΣxyδvy + nyΣyxδvx + nyΣyyδvy,
Σi j = µ
(
∂iϕ j + ∂ jϕi
)
+ λ
(
~∇ ·~ϕ
)
δi j.
A continuación, se analizará término a término la ecuación (5.13) con objeto de sim-
plificarla y obtener el sistema adjunto que permita el cálculo directo de la variación del
funcional a estudio:
El primer término de la ecuación (5.13) corresponde con una integral sobre todo
el dominio Ω. Con objeto de que el valor de esta integral sea nulo se obtiene la
ecuación adjunta:
−
[(
~A− ~Av
)T · ~∇Ψ+ ~∇ · (DTxx∂xΨ+ DTyx∂yΨ, DTxy∂xΨ+ DTyy∂yΨ)] = 0. (5.14)
En los términos (5.13) definidos sobre el contorno δΩ es necesario distinguir entre
el contorno lejano Γ∞ y el contorno de pared sólida S. Aquellos relacionados con
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el contorno lejano se pueden eliminar con las condiciones de contorno apropiadas
como se vio en el caso de las ecuaciones de Euler. Por otro lado, en el caso de
pared sólida, tras sustituir las matrices por sus valores y simplificar, se obtiene la
siguiente relación∫
S
(k∂nψ4δT− kψ4∂n(δT)) ds +
∫
S
(~n ·~ϕδP−~n · δσ ·~ϕ) ds
+
∫
S
(~n · δ~v (ρψ1 + ρHψ4)−ψ4~n ·σ · δ~v +~n · Σ · δ~v) ds = 0, (5.15)
donde se han impuesto las condiciones de velocidad nula sobre la superficie.
A continuación se le resta a la variación de la función objetivo (5.10) la ecuación
(5.15), para tener
δ J =
∫
δS
j(U) ds +
∫
S
j′(U)δU ds
−
∫
S
(k∂nψ4δT− kψ4∂n(δT)) ds−
∫
S
(~n ·~ϕδP−~n · δσ ·~ϕ) ds
−
∫
S
(~n · δ~v (ρψ1 + ρHψ4)−ψ4~n ·σ · δ~v +~n · Σ · δ~v) ds = 0. (5.16)
5.3.1. Formulación con pared adiabática (condiciones de contorno)
A partir de la expresión (5.16) es posible determinar una clase de funciones objetivo
J que son admisibles pues su empleo permite la eliminación directa de las variables line-
alizadas δU. En concreto, son admisibles funcionales lineales de la forma j = j
(
~f , T
)
,
donde ~f = P~n −~n · σ . En este caso, las condiciones de contorno a imponer sobre la
pared sólida serían {
~ϕ = ∂ j
∂~f
, sobre S
k∂nΨ4 = ∂T j, sobre S
(5.17)
donde ϕ = (ψ2,ψ3) y ∂T es la derivada parcial con respecto de la temperatura. Por
último, la variación del funcional J se calcula como
δ J =
∫
S
[
∂n j
(
~f , T
)
−κ j
(
~f , T
)]
δS ds
−
∫
S
(~n · δ~v (ρψ1 + ρHψ4)−ψ4~n ·σ · δ~v +~n · Σ · δ~v− kψ4∂n(δT)) ds, (5.18)
donde las variaciones sobre la superficie de δ~v y ∂n(δT) se calculan en (5.8). Sustituyen-
do el valor de las variables linealizadas, finalmente se tiene que,
δ J = δ
∫
S
j
(
~f , T
)
dS =
∫
S
[∂n j (P~n−~n ·σ , T)−κ j (P~n−~n ·σ , T)] δS ds
+
∫
S
(~n · ∂n~v (ρψ1 + ρHψ4)−ψ4~n ·σ · ∂n~v +~n · Σ · ∂n~v) δS ds
+
∫
S
kψ4(∂tg (δS) ∂tgT− δS∂n (∂nT)) ds, (5.19)
donde aparecen dos términos
∫
S ∂n(~n ·σ)δS ds y
∫
S kψ4δS∂n (∂nT) ds que involucran
derivadas de segundo orden. En una aplicación práctica esto requeriría esquemas numéri-
cos de alto orden. Como solución a este problema, en la siguiente Sección se detalla el
análisis necesario para evitar el tener que evaluar estas segundas derivadas.
116
CAPÍTULO 5. ANÁLISIS DE LA SENSIBILIDAD DE LAS ECUACIONES DE NAVIER-STOKES
ESTACIONARIAS
5.3.2. Reducción de las derivadas de alto orden
Al analizar el problema de diseño de forma gobernado por las ecuaciones de Navier-
Stokes e introducir el efecto de la variación del contorno sobre la integral, se obtiene que
la variación del funcional a minimizar se puede evaluar a través de (5.19). Pese a que
todos los términos son conocidos y en teoría evaluables, algunos de ellos involucran
derivadas segundas de las variables conservativas y los métodos numéricos típicamente
empleados son, en el mejor de los casos, de segundo orden, por lo que es inasumible el
error numérico cometido en la evaluación de los términos:∫
S
∂n(~n ·σ)δS ds y
∫
S
kψ4δS∂n (∂nT) ds. (5.20)
A continuación, mediante un cambio de sistema de coordenadas y el empleo de las
ecuaciones de Navier-Stokes sobre el contorno, se desarrollarán expresiones que permi-
tirán evaluar los términos requeridos, sin el empleo de segundas derivadas.
Término dependiente de la temperatura
Para evitar el cálculo de la segunda derivada en la expresión
δJ = · · ·+
∫
S
kψ4∂tg (δS) ∂tgT ds−
∫
S
kψ4δS∂n (∂nT) ds, (5.21)
se recurre a evaluar las ecuaciones de Navier-Stokes sobre el contorno. Se tiene que
~∇(k~∇T) = k∂2nT + k∂2tgT = −σ : ~∇~v, (5.22)
por lo que la expresión (5.21) queda como
δJ = · · ·+
∫
S
kψ4∂tg (δS) ∂tgT ds (5.23)
+
∫
S
kψ4
(
σ : ~∇~v
)
δS ds +
∫
S
kψ4δS∂tg
(
∂tgT
)
ds. (5.24)
Integrando por partes para eliminar la segunda derivada tangencial del segundo
término obtenemos
δJ = · · ·+
∫
S
kψ4
(
σ : ~∇~v
)
δS ds +
∫
S
kψ4∂tg
(
δS∂tgT
)
ds, (5.25)
y, volviendo a integrar por partes, finalmente tenemos que
δJ = · · ·+
∫
S
kψ4
(
σ : ~∇~v
)
δS ds−
∫
S
k(∂tgψ4)(∂tgT)δS ds. (5.26)
Término dependiente del tensor viscoso
Sea ~rs(η) la parametrización longitud de arco de la curva S. Llamaremos ~t(η) al
vector tangente y ~n(η) al vector normal unitario que se obtiene al girar~t(η) un ángulo
pi/2 en sentido antihorario. Se introduce el sistema de coordenadas locales (η,θ) que
describe R2 de la siguiente forma
~r(η,θ) =~rs(η) +θ~n(η), (5.27)
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donde la curva S está descrita por θ = 0. La base local asociada a este sistema de coor-
denadas es
~gη =
∂~r
∂η
=
d~rs(η)
dη
+θ
d~n(η)
dη
= (1 +θκ(η))~t(η), ~gθ =
∂~r
∂θ
= ~n(η), (5.28)
donde κ(η) es la curvatura, cuyo signo depende de si S se curva en el sentido de ~n(η)
(signo -) o en el contrario (signo +). Los factores de escala se calculan como
h1 = |~gη| = (1 +θκ(η)), h2 = |~gθ| = 1, (5.29)
Usando la base local (5.28) el tensor newtoniano se puede escribir como
Σ =
(
σxx σxy
σyx σyy
)
=
(
~σx
~σy
)
=
 (~σx · ~gη|~gη |)~η+ (~σx · ~gθ|~gθ |)~θ(
~σy · ~gη|~gη |
)
~η+
(
~σy · ~gθ|~gθ |
)
~θ
 . (5.30)
La divergencia en coordenadas locales de~σx se calcula como
~∇ ·~σx = 1h1h2
[
∂
∂η
(h2σxx) +
∂
∂θ
(h1σxy)
]
=
1
(1 +θκ(η))
[
∂
∂η
(
~σx ·~gη
|~gη|
)
+
∂
∂θ
(
(1 +θκ(η))
~σx ·~gθ
|~gθ|
)]
=
1
(1 +θκ(η))
[
∂
∂η
(
~σx ·~gη
(1 +θκ(η))
)
+
∂
∂θ
((1 +θκ(η))(~σx ·~gθ))
]
=
1
(1 +θκ(η))
(
∂η(~σx ·~gη)
1 +θκ(η)
− (~σx ·~gη) θκ
′(η)
(1 +θκ(η))2
)
+
1
(1 +θκ(η))
(κ(η)(~σx ·~gθ) + (1 +θκ(η))∂θ(~σx ·~gθ)) , (5.31)
donde, evaluando sobre la curva (θ = 0,~gθ = ~n,~gη =~t), tendremos que
~∇ ·~σx = ∂tg(~σx ·~t) +κ(~σx ·~n) + ∂n(~σx ·~n). (5.32)
Análogamente, la divergencia en coordenadas locales de~σy se calcula como:
~∇ ·~σy = ∂tg(~σy ·~t) +κ(~σy ·~n) + ∂n(~σy ·~n). (5.33)
Finalmente, combinando la ecuación (5.32) y (5.33) tenemos
~∇ · (~σx +~σy)− ∂tg~σ ·~t)−κ(~σ ·~n) = ∂n(~σ ·~n), (5.34)
donde, esta expresión es multiplicada por δS e integrada sobre la superficie para tener∫
S
∂n(~n ·σ)δS ds =
∫
S
[
~∇ · (~σx +~σy)− ∂tg(~σ ·~t)−κ(~σ ·~n)
]
δS ds. (5.35)
A continuación, se emplean las ecuaciones de Navier-Stokes sobre la superficie eval-
uadas sobre la superficie. {
~∇ ·~σx = ∂xP
~∇ ·~σy = ∂yP. (5.36)
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Sustituyendo (5.36) en (5.35) e integrando por partes finalmente tendremos∫
S
∂n(~n ·σ)δS ds
=
∫
S
[
~∇P−κ(~σ ·~n)
]
δS ds−
∫
S
∂tg(~σ ·~t)δS ds
=
∫
S
[
~∇P−κ(~σ ·~n)
]
δS ds +
∫
S
~σ ·~t ∂tg(δS) ds. (5.37)
Y de esta manera evitamos el tener que calcular derivadas de segundo orden para
la evaluación del gradiente del funcional en sistemas gobernados por las ecuaciones de
Navier-Stokes.
Capítulo 6
Resolución numérica de las
ecuaciones adjuntas 2D de Euler y
Navier-Stokes
Este capítulo tiene por objeto presentar la resolución numérica de las ecuaciones
adjuntas (enfoque continuo) de Navier-Stokes mediante el empleo de una técnica de
volúmenes finitos: En primer lugar se caracterizará el modo en que discretizaremos
el dominio físico. Más adelante, se comentará la discretización numérica empleada en
los términos convectivos para continuar con los términos viscosos y terminar con la
discretización temporal. Por último se describirá la técnica del filtrado bimalla.
6.1. Discretización del dominio físico
Supongamos un dominio físico Ω ⊂ R2. Con objeto de resolver de manera discreta
una ecuación en derivadas parciales definida sobre ese dominio es necesario descom-
poner Ω de la siguiente manera
Ω =
⋃
K∈τh
K, (6.1)
donde:
cada K es un triángulo con interior no vacio K˚ 6= ∅,
K˚1 ∩ K˚2 = ∅ para cada K1, K2 ∈ τh,
si F = K1 ∩ K2 6= ∅ (K1 y K2 son elementos distintos de τh ) entonces F es lado de
K1 y K2,
diam (K) ≤ h para cada K ∈ τh,
la familia de triángulos τh se denomina triangulación de Ω. Sobre esta triangular-
ización del dominio físico, los métodos de volúmenes finitos definen un volumen de
control dual sobre el que se discretizarán las ecuaciones adjuntas.
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A continuación se describirá el modo en el que se construyen los volúmenes de con-
trol: consideremos el grafo plano G compuesto por los vértices y aristas de la triangu-
lación τh. Sobre este grafo definiremos el grafo dual Gdual como cualquier grafo que
cumpla las siguientes propiedades:
Cada vértice de Gdual está asociado con una cara de G.
Cada arista de G está asociado con una arista de Gdual .
Si una arista separa dos caras, fi y f j de G, entonces la arista dual asociada conecta
dos vértices de Gdual asociados con fi y f j.
En la Figura 6.1 (izquierda) se presentan diferentes métodos para la generación de
las mallas duales, la más usual en MFC es la formadas por segmentos de mediana y
segmentos de centroide.
Este tipo de esquemas numéricos que usan las mallas duales construidas a partir
de, por ejemplo, los segmentos de mediana, se denominan esquemas centrados en los
vértices [9], pues el valor de las variables se calculará en los vértices de la malla no
estructurada. En la Figura 6.1 puede observarse una típica triangularización no estruc-
turada (en rojo) junto con la malla dual (en azul) sobre la que se resolverán las EDPs.
Figura 6.1: Grafos duales (izq.). Triangularización en rojo y volúmenes de control aso-
ciados en azul (der.).
6.2. Discretización espacial de las ecuaciones adjuntas de Euler
Al emplear el enfoque adjunto continuo disponemos de libertad para seleccionar
aquel método numérico cuyas características se ajusten mejor al problema planteado.
A lo largo de esta sección se discutirán diferentes métodos para la resolución de las
ecuaciones adjuntas en régimen estacionario (4.62) con las condiciones de contorno ex-
presadas en (4.75). Una estrategia habitual para la resolución de estas ecuaciones es
la llamada time marching mediante la cual añadimos un tiempo ficticio t al sistema de
ecuaciones de la siguiente manera
∂tΨ− ~AT · ~∇Ψ = 0, en Q− ∪Q+, t > 0
~ϕ ·~nS = j′(P), sobre S,
(W∗)TΛδW = 0, sobre Γ∞,
(6.2)
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donde Ψ = (ψ1,ψ2,ψ3,ψ4)T son las variables adjuntas. Denotando ~ϕ = (ψ2,ψ3), la
matriz jacobiana de flujos se expresa como A = ∂U~F y ~nS es un vector normal unitario
apuntando hacia el exterior. Respecto de las condiciones en el campo lejano, W∗ son las
variables características adjuntas,Λ son los autovalores de la matriz jacobiana ~A proyec-
tada según la normal exterior al campo lejano, y W son las variables características del
problema de Euler.
Figura 6.2: Triangularización alrededor del nodo j y volumen de control Ω j asociado.
A continuación, planteamos la formulación integral de las ecuaciones adjuntas de
Euler (6.2) sobre un volumen de control Ω j que rodea a un nodo j (ver Figura 6.2).
∣∣Ω j∣∣ dΨ jdt − ~ATj
∫
Γ j
Ψ~n dS = |Ω j|
dΨ j
dt
− ~ATj
m j
∑
k=1
Ψ jk~n jkS jk = 0, (6.3)
donde
∣∣Ω j∣∣ es el área del volumen de control, Ψ j es la media volumétrica de Ψ en el
nodo j, Ψ jk es un valor promediado entre el nodo j y el nodo k, el vector~n es la normal
exterior al volumen de control, m j es el número de vecinos al nodo j y la superficie S jk
y el vector ~n jk son respectivamente la dimensión de la cara y el vector normal unitario
exterior al volumen de control que es atravesado por la arista jk.
Por otro lado, la derivada temporal dΨ j/dt en la discretización (6.3) se aproximará
mediante un esquema de primer orden en tiempo,
Ψn+1j = Ψ
n
j −
∆t
|Ω j|
~ATj ·
m j
∑
k=1
Ψnjk~n jkS jk = 0, (6.4)
donde ∆t es el paso de tiempo que deberá ser compatible con la condición de CFL en
esquemas explícitos y n representa el paso de iteración temporal.
6.2.1. Esquema centrado tipo Lax-Friedrichs
El esquema de Lax-Friedrichs es el más elemental de los denominados centrados, y
se trata de una discretización de primer orden en espacio y tiempo. La idea básica de
este esquema es estabilizar el esquema inestable centrado explícito tomando como valor
de la variable en Ψ en el paso de tiempo n como un promedio de su valor en la celdilla
dual, es decir:
Ψnj =
1
m j
m j
∑
k=1
Ψnk , (6.5)
donde k es un índice que recorre todos los vecinos del nodo j y m j es el número de
vecinos del nodo j (nodos unidos por una arista). Por otro lado, el flujo en la cara que
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separa dos nodos j y k se calculará como el promedio de los flujos
Ψn+1j =
1
m j
m j
∑
k=1
Ψnk −
∆t
|Ω j|
~ATj ·
m j
∑
k=1
Ψnj + Ψ
n
k
2
·~n S jk = 0. (6.6)
El esquema de Lax-Friedrichs tiene un error de truncación proporcional a la segun-
da derivada que actúa como una viscosidad numérica añadida, amortigua las altas fre-
cuencias y alisa, en exceso, los fuertes gradientes. A continuación se desarrollarán dos
métodos uqe mejoran este aspecto: esquema centrado con disipación de alto orden y
esquema de tipo upwind.
6.2.2. Esquema centrado con disipación artiﬁcial de alto orden
En este esquema centrado el flujo convectivo a través de la cara del volumen de
control que separa los vértices j y k se calcula como
f jk = ~ATj ·
(
Ψ j + Ψk
2
)
·~n + d jk , (6.7)
donde d jk denota la disipación artificial. Se eligirá como disipación artificial un término
proporcional a diferencias de cuarto orden de las variables, lo que corresponde a una
diferencia de tercer orden para los flujos. La expresión para esta disipación artificial es
d jk = ²
(4)
jk
(
~∇2Ψ j − ~∇2Ψk
)
Φ jkλ jk, (6.8)
donde ²(4)jk es una constante calibrada por el usuario y
∇2Ψ j = −m jΨ j +
m j
∑
k=1
Ψk , λ jk =
(∣∣∣~u jk ·~n jk∣∣∣+ c jk) S jk, (6.9)
donde u jk = (u j + uk)/2 y c jk = (c j + ck)/2 denotan la velocidad del fluido y la ve-
locidad del sonido en la cara de la celdilla. El factor Φ jk se introduce para tener en
cuenta el estiramiento de las celdillas y se define como Φ jk = 4Φ jΦk/
(
Φ j +Φk
)
donde
Φ j = 0,25λ j/λ jk.
6.2.3. Esquema de tipo upwind
El desarrollo de un esquema upwind [4] para la resolución de las ecuaciones adjuntas
de Euler en 2D es de especial interés. Este esquema se basa en un análisis similar al
realizado para la resolución de las ecuaciones de Euler donde, ahora, la información de
las características viaja en la dirección opuesta al problema directo.
En la práctica, en problemas multidimensionales, se debe realizar un cambio de base
de tal manera que en la nueva, a la que denominaremos L, un eje coordenado coincida
con la arista que atraviesa la cara en la que deseamos calcular el flujo numérico.
El primer paso consiste en proyectar la matriz jacobiana transpuesta ~AT sobre la
arista jk. De esta manera tenemos que AT = ~AT ·~n, donde ~n es un vector normal a la
cara del volumen de control que separa los nodos j y k (en el sentido de j a k). Una
vez proyectada la matriz jacobiana sobre la arista resolveremos el problema como si se
tratase de una única dimensión. Al finalizar el cálculo de flujos, desharemos el cambio
de base.
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Pretendemos la evaluación de un flujo numérico de la forma ATΨ, teniendo presente
que AT =
(
PT
)−1
ΛPT , donde Λ es la matriz de autovalores de la matriz jacobiana y
que P son las matrices de autovectores que diagonalizan la matriz jacobiana proyectada
sobre la arista jk. De esta forma el esquema upwind se puede escribir como
f jk =
1
2
(
ATj
(
Ψ j + Ψk
)− ∣∣∣AT∣∣∣ (Ψk − Ψ j)) (6.10)
=
1
2
(
ATj
(
Ψ j + Ψk
)
+
(
PT
)−1 |Λ| PTδΨ) = 1
2
(
ATj
(
Ψ j + Ψk
)
+ fupwind
)
,
donde el subíndice indica de qué vértice se tomarán los valores. Por otro lado, la ausen-
cia de subíndices indica que se debe tomar un valor promedidado de las variables , es
decir A = 0,5(A j + Ak). Finalmente tenemos que
∣∣AT∣∣ = (PT)−1 |Λ| PT , y la matriz AT
se calcula como
AT =

0 γ−32 v
2
x +
γ−1
2 v
2
y −vxvy −γvxE + (γ − 1)vxq2
1 (3−γ)vx vy γE− γ−12 (v2y + 3v2x)
0 −(γ − 1)vy vx −(γ − 1)vxvy
0 γ − 1 0 (γ − 1)vx
 . (6.11)
Notación 37. A continuación, con objeto de evaluar el producto
(
PT
)−1 |Λ| PTδΨ, es conve-
niente introducir la siguiente notación
α =
γ − 1
2
M2, β = (γ − 1)vx
c
, β∗ = (γ − 1)vy
c
,
Q = Ψ1 + vxΨ2 + vyΨ3 + HΨ4, ξ = cΨ2 + cvxΨ4, Q∗ = Q− c
2
γ − 1Ψ4.
Proposición 38. El valor del flujo fupwind se calcula en coordenadas locales a la arista jk como
fupwind
∣∣
L =

fρ|L =
(
(1−α)Q∗ − vy(δΨ3 + vyδΨ4)
) |vx|
+0,5 (α − vx/c) (Q +ξ)|u + c|+ 0,5 (α + vx/c) (Q−ξ)|vx − c|,
fρvx |L = (γ − 1) vxc2 Q∗|vx|+ 12c (1−β)(Q +ξ)|vx + c|
− 12c (1 +β)(Q−ξ)|vx − c|,
fρvy
∣∣∣
L
=
(
(γ − 1) vyc2 Q∗ + (δΨ3 + vyδΨ4)
)
|vx|
− 12cβ∗(Q +ξ)|vx + c| − 12cβ∗(Q−ξ)|vx − c|,
fρE|L = −γ−1c2 Q∗|vx|+ γ−12c2 (Q +ξ)|vx + c|
+γ−12c2 (Q−ξ)|vx − c|
(6.12)
donde el subíndice L denota que este flujo está calculado sobre una base local a la arista jk.
Demostración. El primer paso consiste en proyectar las matrices P, P−1 sobre un vector
~n unitario en la dirección de la arista jk y plantear la matriz diagonal λ construida a
partir de los autovalores del problema directo de Euler
P =

1 0 ρ2c
ρ
2c
vx 0 ρ2c (vx + c)
ρ
2c (vx − c)
vy −ρ ρ2c vy ρ2c vy
|~v|2
2 −ρvy ρ2c (H + cvx) ρ2c (H − cvx)
 , (6.13)
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P−1 =

1− γ−12 M2 (γ − 1) vxc2 (γ − 1)
vy
c2 −γ−1c2vy
ρ 0
−1
ρ 0
c
ρ
(
γ−1
2 M
2 − vxc
)
1
ρ
(
1− (γ − 1) vxc
) −1
ρ (γ − 1)
vy
c
γ−1
ρc
c
ρ
(
γ−1
2 M
2 + vxc
)
−1
ρ
(
1 + (γ − 1) vxc
) −1
ρ (γ − 1)
vy
c
γ−1
ρc
 , (6.14)
Λ =

~v ·~n 0 0 0
0 ~v ·~n 0 0
0 0 ~v ·~n + c 0
0 0 0 ~v ·~n− c
 , (6.15)
donde M es es el número de Mach (cociente entre la velocidad del fluido y la velocidad
del sonido). Usando la notación anterior, es posible evaluar los siguientes productos(
PT
)−1 |Λ| PTδΨ
=

(1−α)|~v ·~n| vρ |~v ·~n| cρ
(
α − vxc
) |~v ·~n + c| cρ (α + vxc ) |~v ·~n− c|
(γ − 1) vxc2 |~v ·~n| 0 1ρ (1−β) |~v ·~n + c| −1ρ (1 +β) |~v ·~n− c|
(γ − 1) vyc2 |~v ·~n| −1ρ |~v ·~n| −β
∗
ρ |~v ·~n + c| −β
∗
ρ |~v ·~n− c|
−γ−1c2 |~v ·~n| 0 γ−1ρc |~v ·~n + c| γ−1ρc |~v ·~n− c|

·

Q− c2γ−1δΨ4
−ρ(δΨ3 + vδΨ4)
ρ
2c (Q +ξ)
ρ
2c (Q−ξ)
 , (6.16)
de donde, de manera inmediata, es posible deducir la expresión (6.12).
Por último, será necesario proyectar el flujo calculado en una base local a lo largo de
la arista, a una base global del sistema
f |G =

fρ|L
fρu|L cosθ− fρv|L sinθ
fρu|L sinθ+ fρv|L cosθ
fρE|L
 , (6.17)
donde θ es el ángulo formado por la arista con un sistema de coordenadas cartesiano.
El subíndice G hace mención a las coordenadas globales y el subíndice L indica que los
flujos son calculados en coordenadas locales de la arista jk.
6.2.4. Condiciones de contorno numéricas
Este apartado está destinado a discutir el modo práctico de imponer las condiciones
de contorno tanto en el campo lejano Γ∞ como en la pared sólida S.
Condición de contorno sobre el campo lejano
En el problema de diseño, la condición que deben verificar las variables adjuntas
sobre el campo lejano Γ∞ es∫
Γ∞ Ψ
T
(
∂~F
∂U
·~nΓ∞
)
· δU ds = 0, (6.18)
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donde ~nΓ∞ es un vector unitario normal exterior del campo lejano. Es posible expresar
este problema en función de las variables características del flujo y de la ecuación ad-
junta. Además, se pueden separar las características entrantes asociadas con autovalores
positivos de la ecuación adjunta Λ∗+ de las características salientes que están asociadas
a autovalores negativos Λ∗−. De esta manera se tiene que(
ΨTP
)
+
Λ∗+ (δW)+ +
(
ΨTP
)
−
Λ∗− (δW)− = 0, (6.19)
donde, en el caso de autovalores de la ecuación adjunta positivos, la información entra
al dominio y será necesario especificar el valor de (ΨQ)+ = 0. Por el contrario, en el
caso de autovalores de la ecuación adjunta negativos, la información sale del dominio
y no es posible imponer una condición sobre las variables adjuntas. Sin embargo, dado
que no existe variación de las variables características, en el campo lejano tendremos
que (δW)− = 0.
Empleando este método de fácil implementación es posible hacer que la integral
(6.18) se anule en el campo lejano, de modo que su contribución global sea nula.
Condiciones de contorno sobre la pared sólida
Sobre el contorno de pared sólida S se debe imponer la siguiente condición de con-
torno
~ϕ ·~nS = j′ (P) , (6.20)
donde ~ϕ = (ψ2,ψ3). El vector ~nS es unitario normal interior a la pared sólida y j es la
función cuya integral a lo largo de la superficie S se pretende minimizar. Dos métodos
son frecuentemente empleados para la imposición de las condiciones de contorno sobre
la pared sólida: celdillas fantasmas o cálculo directo del flujo que entra o sale por la
normal.
Proposición 39. Si se emplea una técnica de celdillas fantasmas, el modo de actualizar las
variables adjuntas en cada paso de tiempo es
ψ1F = ψ1R,
ψ2F = ψ2R + 2nx
(
j′ (P)− nxψ2R − nyψ3R
)
,
ψ3F = ψ3R + 2ny
(
j′ (P)− nxψ2R − nyψ3R
)
,
ψ4F = ψ4R,
(6.21)
donde se ha definido un conjunto de celdillas denominadas fantasmas (subíndice F) distribuidas
a lo largo del contorno sólido y enfrentadas a las celdillas reales (subíndice R) que constituyen la
primera fila de celdillas que lindan con la superficie sólida.
Demostración. El objetivo es determinar el valor que debemos asignarle a las variables
adjuntas en la celdilla fantasma con objeto de que, al calcular el flujo entre la celdilla
real y la fantasma se imponga la condición (6.20). El primer paso consiste en calcular el
vector~ϕF en función del valor del vector~ϕR. Para ello lo separaremos en su componente
normal y tangente. De esta manera, la componente tangente a la superficie ~ϕF se calcula
como
~ϕF ·~t = ~ϕR − (~ϕR ·~n)~n (6.22)
donde~t es el vector tangente resultado de girar el vector~n un ángulo de pi/2 en sentido
antihorario. Por otro lado, según la ecuación (6.22), la componente tangente del vector
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~ϕF será igual a la componente tangente del vector ~ϕR por lo que el flujo en la dirección
tangencial a la superficie es nulo. Respecto de la componente normal, se impondrá la
condición (6.20) de la siguiente manera
~ϕF ·~n =
(
2 j′(P)−~ϕR ·~n
)
~n (6.23)
donde, finalmente, el cálculo de la variable ~ϕF se realiza sumando las componentes
tangentes (6.22) y normales (6.23) para tener
~ϕF = ~ϕR − (~ϕR ·~n)~n +
(
2 j′(P)−~ϕR ·~n
)
~n. (6.24)
Desarrollando esta última expresión, obtenemos las relaciones expresadas en (6.21).
Es importante destacar que no existen condiciones de contorno sobre la primera y la
última variable adjuntas. Una posibilidad numéricamente adecuada es la planteada en
(6.21).
Proposición 40. La condición de contorno sobre la pared sólida también puede imponerse a
través de la evaluación directa del flujo que entra o sale de la misma de la siguiente manera
fwall =

(
γ−1
2
)
|~v|2~ϕ ·~n[
ψ1 + vxψ2 + vyψ3 + Hψ4
]
nx − vx (γ − 1)~ϕ ·~n[
ψ1 + vxψ2 + vyψ3 + Hψ4
]
ny − vy (γ − 1)~ϕ ·~n
(γ − 1)~ϕ ·~n
 , (6.25)
donde la evaluación de las variables adjuntas se realizará mediante interpolaciones desde el in-
terior del dominio y la condición de contorno ~ϕ ·~n = j′(P) se impone actualizando el valor de
~ϕ = (ψ2,ψ3) de la siguiente manera{
ψ2 = ψ2 + nx ( f ′ (P)−~ϕ ·~n) ,
ψ3 = ψ3 + ny ( f ′ (P)−~ϕ ·~n) , (6.26)
donde los nuevos valores de~ϕ serán sustituidos en la expresión (6.25) para el flujo sobre la pared.
Demostración. La demostración simplemente consiste en evaluar la proyección del flujo
sobre la normal a la pared,
−
(
~ATΨ
)
·~nS = −
(
~ATx nx + ~A
T
y ny
)
Ψ, (6.27)
donde ~A = ∂~F/∂U = (Ax, Ay). Teniendo en cuenta que sobre la pared sólida se verifica
~v ·~nS = 0, entonces se obtiene de manera inmediata la expresión (6.25).
Condiciones internas de contorno sobre una discontinuidad
Las condiciones de contorno internas sobre una discontinuidad Σ de las variables
fluidas, fueron deducidas en la Sección 4.4.1,{
~tΣ · ∂tg~ϕ = 0, sobre Σ,
~ϕ ·~nS = j′(P), en xb. (6.28)
El problema se reduce a imponer que la segunda y tercera variables adjuntas debe
ser por ejemplo constantes a lo largo de la discontinuidad Σ y su valor igual al valor
que adquieren en xb, punto de intersección entre la curva discontinuidad y la superficie
sólida S
(ψ2,ψ3)|Σ = (ψ2,ψ3)xb . (6.29)
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6.3. Discretización espacial de los términos viscosos
Las ecuaciones adjuntas han sido planteadas a partir de la formulación continua
del problema de Navier-Stokes. Por ello, a la hora de abordar la resolución de estas
ecuaciones se dispone de libertad para seleccionar aquel método cuyas características
se ajusten mejor al problema planteado. A lo largo de esta sección se presentará un
método para la evaluación numérica de los términos fuentes y viscosos que aparecen
en la formulación adjunta de Navier-Stokes
∂tΨ−
(
~A− ~Av
)T · ~∇Ψ
−~∇ ·
(
DTxx∂xΨ+ DTyx∂yΨ, DTxy∂xΨ+ DTyy∂yΨ
)
= 0, en Ω, t > 0
~ϕ = ∂ j/∂~f , sobre S,
k∂nΨ4|S = ∂ j/∂T, sobre S,
(W∗)TΛδW = 0, sobre Γ∞.
(6.30)
En la expresión (6.30) es posible separar los términos convectivos (ya evaluados en
apartados anteriores) de los términos viscosos. De esta manera la ecuación adjunta de
Navier-Stokes queda como
∂tΨ− (~A)T · ~∇Ψ+
[
(~Av)T · ~∇Ψ− ~∇ ·
(
Fvx , F
v
y
)]
= 0, (6.31)
donde ~A y ~Av son, respectivamente, las matrices jacobianas de los flujos convectivos y
viscosos. Por otro lado, los flujos viscosos adjuntos tienen la siguiente expresión
Fvx = D
T
xx∂xΨ+ D
T
yx∂yΨ, F
v
y = D
T
xy∂xΨ+ D
T
yy∂yΨ, (6.32)
donde D son las matrices que incluyen las derivadas cruzadas de los flujos viscosos
respecto de las derivadas de las variables conservativas.
La evaluación numérica del término fuente (~Av)T · ~∇Ψ en un nodo j se realizará de
la siguiente manera ∫
Ω j
(~Av)T · ~∇Ψ dΩ ∼= |Ω j|(~Avj )T · ~∇Ψ j, (6.33)
donde |Ω j| es el área del volumen de control Ω j.
En la evaluación del flujo viscoso, será necesaria la evaluación de los gradientes
sobre las aristas. Para ello se empleará un esquema de Green-Gauss. El gradiente pro-
mediado entre dos nodos i y j unidos por una arista, se calculará como
~∇′Ψi j = 12
(
~∇Ψi + ~∇Ψ j
)
, (6.34)
donde ~∇Ψi es una aproximación al gradiente, en el nodo i, calculado mediante la for-
mulación de Green-Gauss aplicada en un volumen de control Vi:
~∇Ψi = 1Vi
∫
δVi
Ψ~n dS ∼= 1
Vi
mi
∑
k=1
1
2
(Ψk + Ψi)~nikSik . (6.35)
Aquí Vi es el área (en 2D) de la superficie de control, ~n es el vector unitario normal
exterior a la misma, mi es el número de vecinos del nodo i y Sik es la superficie de la
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cara del volumen de control que separa los nodos i y k. Para finalizar, los flujos viscosos
en una determinada arista formada por los nodos i, j se calcularán como:
Fvx |i j = DTxx∂′xΨ+ DTyx∂′yΨ, Fvy
∣∣∣
i j
= DTxy∂
′
xΨ+ D
T
yy∂
′
yΨ, (6.36)
donde ~∇′ = (∂′x, ∂′y) es el gradiente promediado en una arista.
6.3.1. Condiciones de contorno
Este apartado está destinado a discutir el modo práctico de imponer las condiciones
de contorno adjuntas tanto en el campo lejano Γ∞ como en la pared sólida S.
Condiciones de contorno sobre campo lejano
Las condiciones de contorno sobre el campo lejano son las mismas que en el caso de
las ecuaciones adjuntas de Euler. Además, el campo lejano debe situarse lo suficiente-
mente alejado como para que el gradiente de las variables adjuntas no sea significativo
y sólo los términos convectivos sean valorados.
Condiciones de contorno sobre pared sólida
Las condiciones de contorno sobre la pared sólida adiabática para el problema ad-
junto de Navier-Stokes están expresadas en (6.30). En este caso será necesario distinguir
entre el modo de imponer las condiciones sobre ~ϕ = (ψ2,ψ3) y sobre la cuarta variable
adjunta ψ4.
La componentes adjuntas ~ϕ sobre el contorno sólido se imponen de manera fuerte,
imponiendo directamente el valor deψ2 = ∂ j/∂ fx yψ3 = ∂ j/∂ fy sobre las variables ad-
juntas en la superficie, siendo admisibles funcionales lineales de la forma j = j
(
~f , T
)
,
donde ~f = P~n−~n ·σ .
Proposición 41. La imposición de la condición k∂nΨ4 = ∂ j/∂T sobre la pared se realiza a
través del siguiente flujo sobre el contorno
~Fv
∣∣∣
pared
=

− γ(γ−1)Cp Pρ2 ∂T j(
4
3
µ
ρ ∂xΨ2 − 23µ∂yΨ3
)
nx +
(
µ
ρ ∂yΨ2 +
µ
ρ ∂xΨ3
)
ny(
µ
ρ ∂xΨ3 +
µ
ρ ∂yΨ2
)
nx +
(
4
3
µ
ρ ∂yΨ3 − 23µ∂xΨ2
)
ny
γ
Cp
1
ρ∂T j
 , (6.37)
teniendo presente que los valores de las variables adjuntas Ψ2 y Ψ3 se imponen de manera fuerte:
tan sólo se deberán calcular en el contorno los valores de los flujos viscosos normales para la
primera y cuarta variable. Por otro lado ∂T j es la derivada parcial de j respecto de la temperatura.
Por lo tanto para funcionales que no dependan de la temperatura tanto el primer como el último
flujo serán nulos en el contorno sólido.
Demostración. Es necesario evaluar la proyección de los flujos viscosos adjuntos sobre
un vector~n normal unitario exterior al domino
Fvx nx + F
v
y ny =
(
DTxx, D
T
yx
)
~∇Ψ nx +
(
DTxy, D
T
yy
)
~∇Ψ ny, (6.38)
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donde partiendo de las expresiones para el cálculo de flujo viscoso linealizado se tiene
que el valor de las matrices D en la superficie sólida S es
Dxx|S =

0 0 0 0
0 43
µ
ρ 0 0
0 0 µρ 0
− γµ(γ−1)Pr Pρ2 0 0 γµPr 1ρ
 , (6.39)
Dxy
∣∣
S =

0 0 0 0
0 0 µρ 0
0 − 23µ 0 0
0 0 0 0
 , Dyx∣∣S =

0 0 0 0
0 0 − 23 µρ 0
0 µρ 0 0
0 0 0 0
 , (6.40)
Dyy
∣∣
S =

0 0 0 0
0 µρ 0 0
0 0 43
µ
ρ 0
− γµ(γ−1)Pr Pρ2 0 0 γµPr 1ρ
 . (6.41)
Seguidamente se multiplican las matrices D transpuestas por los gradientes de las
variables adjuntas para evaluar finalmente el flujo viscoso adjunto en la pared como
Fvx |S =

− γµ(γ−1)Pr Pρ2 ∂xΨ4
4
3
µ
ρ ∂xΨ2 − 23 µρ ∂yΨ3
µ
ρ ∂xΨ3 +
µ
ρ ∂yΨ2
γµ
Pr
1
ρ∂xΨ4
 , Fvy ∣∣∣S =

− γµ(γ−1)Pr Pρ2 ∂yΨ4
µ
ρ ∂yΨ2 +
µ
ρ ∂xΨ3
4
3
µ
ρ ∂yΨ3 − 23 µρ ∂xΨ2
γµ
Pr
1
ρ∂yΨ4
 . (6.42)
Por último, se debe proyectar el flujo viscoso adjunto en la pared sobre un vector
normal unitario exterior a la misma ~n = (nx, ny), para obtener finalmente la expresión
(6.37).
6.4. Discretización temporal
El método seleccionado para hacer avanzar en tiempo las ecuaciones adjuntas es el
llamado esquema explícito en el cual la derivada espacial es calculada con valores de las
variables conocidos al comienzo de la iteración temporal. Sin embargo, esto impone al
método unas determinadas restricciones de estabilidad en ∆t/∆x, a través de la condi-
ción de CFL (Courant-Friedrichs-Lewy), según la cual [26] un esquema diferencial no
puede ser una aproximación convergente y estable a menos que su dominio de depen-
dencia contenga al dominio de dependencia de la correspondiente ecuación diferencial.
Al hacer independiente la discretización espacial de la discretización temporal, ten-
dremos un sistema ordinario de ecuaciones diferenciales descrito de la siguiente manera
dΨ
dt
+ R (Ψ) = 0, (6.43)
donde Ψ es el vector de variables adjuntas en cada vértice de la malla y R (Ψ) es el lla-
mado vector de residuos, es decir, el balance en cada volumen de control de los flujos
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numéricos definidos por el esquema de discretización espacial. Para aproximar las solu-
ciones de la ODE (6.43) emplearemos un esquema explícito multipaso de Runge-Kutta
[109]. Este esquema de m pasos se implementa de la siguiente manera
Ψ(n+1,0) = Ψn
· · ·
Ψ(n+1,k) = Ψn −αk∆tR(k−1)
· · ·
Ψn+1 = Ψ(n+1,m)
(6.44)
donde le superíndice k denota la k-esima etapa, los coeficientes αk se seleccionan para
maximizar la estabilidad a lo largo del intervalo imaginario siendo αm = 1 y ∆t viene
determinado por la condición de CFL.
6.5. Inestabilidades en el proceso de optimización
Tal y como se ha visto en el Capítulo 4 y en el Capítulo 5, el diseño óptimo de forma
aerodinámica consiste en un proceso iterativo de optimización en el que se controlan las
ecuaciones que modelizan el fluido empleando como control la superficie aerodinámi-
ca. De esta manera se logra minimizar un determinado funcional que depende de las
variables fluidas.
En cada paso de optimización, se requiere el cálculo de la sensibilidad (gradiente)
del funcional (a minimizar) con respecto de modificación infinitesimales en la superfi-
cie aerodinámica, y seguidamente se actúa sobre el control (superficie aerodinámica).
Este gradiente calculado, está generalmente en una clase inferior de suavidad que la
forma inicial. Es por ello que una secuencia de optimización, progresivamente reduce
la suavidad, conduciendo hasta la inestabilidad.
Mediante numerosos ejemplos numéricos, se ha comprobado que el empleo directo
de la sensibilidad de un funcional sobre la superficie conduce a la divergencia del proce-
so de optimización debido a las oscilaciones de alta frecuencia introducidas [60, 65, 56].
A continuación, se ofrecen dos soluciones: la primera introducida por A. Jameson que
consiste en emplear un gradiente modificado de Sobolev y la segunda, original de es-
ta tesis, que consiste en el empleo de una técnica de filtrado bimalla inspirado en los
trabajos de R. Glowinski [44] entre otros.
6.5.1. Gradiente de Sobolev modiﬁcado
Con objeto de prevenir las inestabilidades derivadas del empleo directo del gradi-
ente calculado, se introduce un producto interno de Sobolev en la definición del gradi-
ente [103, 67, 60]. El uso de un gradiente de Sobolev modificado permitirá la generación
de secuencias de espacios suaves. Esto se puede ilustrar considerando el caso más sim-
ple de un problema de cálculo de variaciones. Seleccionar y(x) para minimizar
J =
∫ b
a
F(y, y′) dx (6.45)
con valores extremos constantes y(a) y y(b). Bajo una variación δy(x),
δJ =
∫ b
a
(
∂F
∂y
δy +
∂F
∂y′ δy
′
)
dx =
∫ b
a
(
∂F
∂y
− d
dx
∂F
∂y′
)
δy dx. (6.46)
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Por lo tanto, definiendo el gradiente como
g =
∂F
∂y
− d
dx
∂F
∂y′ (6.47)
y el producto interno como
(u, v) =
∫ b
a
uv dx, (6.48)
se tiene que
δ J = (g, δy). (6.49)
Entonces si fijamos
δy = −λg, λ > 0, (6.50)
obtenemos una mejora a menos que g = 0, la condición necesaria para un mínimo. En
la aplicación de la teoría de control a la optimización de forma aerodinámica, el empleo
de un gradiente de Sobolev es fundamental para la preservación de la suavidad de las
superficies rediseñadas.
6.5.2. Filtrado bimalla de la sensibilidad del funcional
Entre las soluciones que se han desarrollado para evitar inestabilidades en los pro-
cesos de optimización destaca el algoritmo bimalla propuesto por Glowinski [44, 87].
La estrategia bimalla es una herramienta numérica de gran alcance orientada a filtrar
las características numéricas que provienen de errores espurios de alta frecuencia. Para
ello, en el problema de diseño de forma óptima el método calculará la dirección de des-
censo no entre todas las posibles, pues la presencia de las altas frecuencias espúreas
podría inestabilizar el método, sino mediante un filtrado previo que elimine éstas para
seleccionar entre las soluciones con oscilación lenta.
Figura 6.3: Método bimalla en 1D (izquierda) y 2D (derecha)
En los métodos bimalla, se trabaja con dos niveles de malla, una más basta y otra
más fina. Hay varias maneras de poner en práctica esta estrategia:
Método A. Resolución del adjunto en malla basta.
Paso 1) Calcular el problema directo en una malla fina.
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Paso 2) Extrapolar la solución del flujo a una malla más basta.
Paso 3) Obtener la solución al problema adjunto en una malla basta.
Paso 4) Calcular el control en la malla basta.
Paso 5) Interpolar el control a la malla fina superficial.
Método B. Resolución del adjunto en malla fina partiendo del flujo filtrado en malla
basta.
Paso 1) Calcular el problema directo en una malla fina.
Paso 2) Filtrar la solución del flujo en una malla más basta.
Paso 3) Obtener la solución al problema adjunto en una malla fina emple-
ando como entrada los datos de flujo filtrados.
Paso 4) Calcular el control en la malla fina.
Método C. Resolución del adjunto en malla fina y filtrado del control en malla basta.
Paso 1) Calcular el problema directo en una malla fina.
Paso 2) Obtener la solución al problema adjunto en una malla fina.
Paso 3) Calcular el control en la malla fina.
Paso 4) Filtrar el control empleando una malla basta.
En este trabajo implementaremos la variante descrita en el Método C en el contexto
del diseño óptimo de forma para las ecuaciones de Euler y Navier-Stokes en 2D. En
este caso el filtrado se realiza directamente sobre el control. Siguiendo los desarrollos
expuestos en [119] se presenta un algoritmo para el filtrado bimalla en 1D mediante
diferencias finitas.
Sean dos mallas definidas en el intervalo (a, b). En la fina se considera un número
impar N ∈ N, h = (b − a)/(N + 1) y xi = ih, i = 1, · · · , N y en la malla basta, un
paso de 2h y los nodos yi = 2ih, i = 1, · · · , (N − 1)/2. La idea principal del algoritmo
bimalla es analizar la sensibilidad en la malla fina pero tomando el dato inicial o final
en la malla basta. De esta manera, las altas frecuencias asociadas con la malla fina son
eliminadas.
Entonces, con objeto de resolver la sensibilidad superficial en la malla fina se deben
definir dos operadores. Un operador de interpolación Ih2h que transforme un vector en
la malla basta
{
ei2h
}
i=1,··· ,(N−1)/2 ∈ RN a un vector en la malla fina
{
eih
}
i=1,··· ,N ∈
R(N−1)/2; y un operador de proyección I2hh que transforme un vector de datos en la
malla fina a un vector de datos en la malla basta. Una posible elección para el operador
de prolongación de la malla fina a la malla basta es{
Ih2h : R
(N−1)/2 → RN ,
e2h → eh, donde e2ih = ei2h y e2i−1h =
ei−12h +e
i
2h
2 , i = 1, · · · , N−12 .
(6.51)
Y para el operador de restricción de la malla basta a la malla fina la elección adecua-
da en función del operador de prolongación seleccionado es{
I2hh : R
N → R(N−1)/2,
eh → e2h, donde ei2h = e2ih , i = 1, · · · , N−12 .
(6.52)
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Una vez definidos estos operadores, la ecuación para el cálculo filtrado de la sensi-
bilidad del funcional es resuelta de la siguiente manera:
Interpolación de un dato inicial en la malla basta para obtener un valor inicial en
la malla fina.
Solución de la ecuación de sensibilidad en la malla fina.
Proyección sobre la malla basta del dato final en la malla fina.
Restricción del resultado sobre la malla fina.

Capítulo 7
Experimentos numéricos empleando
las ecuaciones de Euler y
Navier-Stokes
El objetivo de este capítulo es validar las expresiones y algoritmos desarrollados en
esta memoria para el diseño óptimo de forma en sistemas gobernados por las ecuaciones
de Euler y Navier-Stokes. Este capítulo está dividido en los siguientes apartados:
1. Aplicación aerodinámica de las expresiones desarrolladas a lo largo de esta memo-
ria.
2. Validación de los esquemas numéricos. En esta sección se discutirán los esquemas
desarrollados para la resolución de las ecuaciones adjuntas y la ecuación del level
set.
3. Validación de procesos de optimización de forma 2D en el marco de las ecuaciones
de Euler, Navier-Stokes (incluyendo la aplicación level set y empleo de la formu-
lación adjunta con condiciones internas de contorno).
4. Validación de la estrategia bimalla para evitar la inestabilidad en el proceso de
convergencia de la optimización.
Por último es conveniente destacar que, con objeto de poder estudiar el compor-
tamiento de los métodos desarrollados en aplicaciones reales de interés industrial, se
presentan resultados en los que se han utilizado condiciones de simulación bidimen-
sionales típicas aerodinámicas [1].
7.1. Aplicación al diseño de forma aerodinámica
7.1.1. Modelización mediante las ecuaciones de Euler
Partiendo de los desarrollos del Capítulo 4, en este apartado se desarrollarán las
expresiones concretas para el de diseño de forma en sistemas gobernados por las ecua-
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ciones de Euler. En particular se desarrollarán las expresiones para funcionales que in-
volucran el coeficiente adimensional de resistencia CD y el coeficiente adimensional de
sustentación CL ∫
S
CP
(
~n · ~d
)
ds, CP =
P− P∞
C∞ , (7.1)
donde~n es el vector unitario normal exterior a la superficie S. El coeficiente de presiones
se denota como CP, el subíndice∞ es empleado para referirnos a cantidades evaluadas
en el campo lejano y el vector ~d se evalúa como
~d =
{
(cosα, sinα), CD (coeficiente de resistencia),
(−sinα, cosα), CL (coeficiente de sustentación), (7.2)
donde α es el ángulo de ataque de la superficie sustentadora1. En estas circunstancias,
las variables adjuntas deben verificar la siguiente condición sobre el contorno sólido
~n ·~ϕ|S = 1C∞
(
~n · ~d
)
, (7.3)
donde~ϕ = (ψ2,ψ3). Por otro lado, empleando la Proposición 31, las relaciones adjuntas
de Rankine-Hugoniot son
(ψ2,ψ3)|Σ = (ψ2,ψ3)xb . (7.4)
Finalmente, la variación completa del funcional resistencia o sustentación queda co-
mo
δ
(∫
S
Cp
(
~n · ~d
)
ds
)
=
∫
S
(
1
C∞
(
~d · ~∇P
))
δS ds
+
∫
S
(
(~∇ ·~v)ϑ+ (~t ·~v) ∂tgϑ
)
δS ds, (7.5)
donde~t es el vector resultante de girar en sentido antihorario pi/2 el vector ~n. Por otro
lado, las derivadas tangenciales y normales se denotan respectivamente por ∂tg =~t · ~∇
y ∂n = ~n · ~∇. Todas las variables fluidas ya han sido definidas en la Sección 4.4, y δS
denota la variación de la superficie S en la dirección normal.
Como se puede observar, la expresión final para las variación del funcional no de-
pende de la componente de tangente de la deformación. Asimismo, se ha aislado la
deformación infinitesimal de la superficie S para poder escribir la variación de J como
δ J =
∫
S
GδS ds, (7.6)
donde G es esencialmente un gradiente local y proporciona para cada punto en la su-
perficie la dirección óptima de la deformación, es decir, el tamaño de la deformación en
la dirección normal que produce la variación más grande de la función de coste.
7.1.2. Modelización mediante las ecuaciones de Navier-Stokes
Partiendo de los desarrollos del Capítulo 5, en este apartado se desarrollarán las
expresiones para el caso de diseño de forma aerodinámica empleando las ecuaciones
1El ángulo de ataque es el ángulo formado entre la línea media del perfil y velocidad incidente.
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de Navier-Stokes. En este caso el funcional a optimizar incluye el efecto de las fuerzas
viscosas y su forma final será ∫
S
(
CP~n− 1C∞~n ·σ
)
· ~d ds, (7.7)
donde ~d ya ha sido definido en el apartado anterior, se está suponiendo pared sólida S
adiabática y σ es el tensor de esfuerzos viscosos. En estas circunstancias, las variables
adjuntas deben verificar las siguientes condiciones sobre el contorno sólido
~ϕ|S = 1C∞ ~d, ∂nψ4|S = 0. (7.8)
Se obtiene finalmente que la variación completa del funcional resistencia o sus-
tentación se puede finalmente evaluar como
δ
(∫
S
(
Cp~n− 1C∞~n ·σ
)
· ~d ds
)
=
∫
S
GδS ds, (7.9)
donde la sensibilidad del funcional sobre la superficie se calculará como
G = (~n · ∂n~v)(ρψ1 + ρHψ4) +~n · Σ · ∂n~v
−ψ4(~n ·σ · ∂n~v) +ψ4(σ : ~∇v)−κ(∂tgψ4)(∂tgT), (7.10)
donde todas las variables ya han sido definidas a lo largo de la Sección 5.3. En las ex-
presiones (7.9) y (7.10) es destacable que se ha introducido la reducción de los términos
de segundo orden (ver Sección 5.3.2) para no tener que emplear un método [19, 6, 4] de
alto orden a la hora de obtener los valores de las variables de flujo y adjuntas.
7.1.3. Variables de diseño aeronáuticas
Las variables de diseño tienen un papel fundamental en el proceso de optimización
de un avión [3, 31, 32, 115]. La elección de una u otra clase de variables de diseño de-
penderá fuertemente del elemento del avión que se desee diseñar y del funcional que se
pretenda optimizar. Las variables de diseño más típicas en el ámbito aeronáutico son:
Funciones de forma: se trata de funciones en 2 ó 3 dimensiones cuyo valor en
cada punto de la superficie del avión se añade al valor inicial de los nodos que
conforman la malla superficial del avión. Dentro de esta familia destacan:
• Las funciones de bache, que recogen un amplio conjunto de deformaciones
que se añaden a la geometría inicial del avión. En este apartado los métodos
más empleados son los polinomios de deformación de Wagner, funciones de
Hicks-Vanderplaats [51], polinomios de Legendre, funciones de Hicks-Henne
[50].
• Deformaciones globales de elementos aeronáuticos, como pueden ser los cam-
bios globales en la forma de las alas: planta, torsión, diedro, flecha, etc.
Free Form Deformation (FFD) - 3D: se trata de una importante herramienta en el dis-
eño de geometrías asistido por ordenador. Desarrollado en la década de los años
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80 por Sederberg y Parry [99] consiste en alterar la forma de los objetos deforman-
do el espacio en donde se encuentran embebidos. Se pueden deformar superfi-
cies de cualquier tipo (planos, parches de superficies paramétricas o superficies
definidas de forma implícita). Esta técnica está basada en los polinomios de Bern-
stein trivariables y permite la deformación de los objetos a través del cambio en
los puntos de control de estos poliniomios.
Definición geométrica de las superficies. En este caso la superficie a diseñar pro-
viene de una definición paramétrica. Dentro de este apartado son destacables el
empleo de: superficies de Bezier y las superficies NURBS [92].
Por último, a través del cálculo de la derivada de un funcional sobre la superficie
cuya forma se desea optimizar, es posible el diseño mediante el movimiento indi-
vidual de los nodos [59] que constituyen la superficie discreta del objeto a diseño.
A continuación, se presenta la formulación analítica de las funciones de Hicks-Henne
que se emplearán habitualmente en este Capítulo. Estas funciones aplicadas al diseño
de perfiles aerodinámicos permiten calcular el incremento de la posición y de los nodos
que definen el perfil aerodinámico de la siguiente manera
∆y =
N
∑
k=1
δk fk (x) , (7.11)
donde N es el número de funciones de deformación, δk es el incremento de la función
de deformación, y la función de deformación fk (x) viene dada por
fk (x) =

sin
(
Π (1− x)ek) , xm ≤ 0,2
sin (Πxek ) , 0,2 ≤ xm ≤ 0,8
sin3 (Πxek ) , 0,8 ≤ xm
(7.12)
siendo
ek =

log (0,5)
log (1−xk) , xm ≤ 0,2
log (0,5)
log (xk)
, xm ≥ 0,2
(7.13)
donde cada función de forma tiene su máximo en el punto xk y se aplican por separado a
la parte superior (extradós) y a la inferior (intradós) del perfil aerodinámico. Como am-
pliación de esta parametrización es posible su aplicación en un entorno tridimensional
[31, 32].
7.2. Validación de los esquemas numéricos desarrollados
En esta sección se abordará un proceso de validación de los esquemas numéricos
desarrollados en esta memoria para la resolución de las ecuaciones adjuntas, así como
los esquemas desarrollados para la aplicación de la técnica de conjuntos de nivel.
A lo largo de este capítulo se analizará el rediseño de la forma de un perfil aerodi-
námico denominado NACA 00122. En la Figura 7.1 se puede apreciar la configuración
2El perfil NACA 0012 es un perfil simétrico (de curvatura nula) y con un espesor del 12 % de la cuerda y
constituye un ejemplo clásico de validación aeronáutica.
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Figura 7.1: Configuración de un perfil aerodinámico NACA 0012
a estudio. Dependiendo del problema físico a resolver, se impondrán diferentes condi-
ciones de contorno sobre el campo lejano, variando el valor de tres parámetros adimen-
sionales:
Ángulo de ataque. (α) Ángulo que forma la línea media del perfil aerodinámico
con la corriente de aire incidente.
Número de Mach. (M = v/c), donde v es la velocidad del aire y c la velocidad
del sonido en el aire. Este parámetro adimensional es una medida de la compresi-
bilidad del aire y representa una relación entre la velocidad del fluido y la veloci-
dad del sonido en el mismo. Para valores menores de 0,3 se puede considerar la
hipótesis de aire incompresible.
Número de Reynolds. (R = (ρvl)/µ), donde ρ es la densidad del aire, v su veloci-
dad, l una dimensión característica3 y µ la viscosidad dinámica. Este parámetro
adimensional representa los efectos de la viscosidad sobre el flujo.
7.2.1. Ecuaciones de Euler (solución regular)
Estudiamos la variación del funcional sustentación CL respecto de variaciones en los
parámetros de diseño de un perfil NACA 0012 expuesto a una corriente libre de aire a
una velocidad de 0,5 Mach y un ángulo de incidencia de 2,0◦ (configuración subsónica).
Como variables de diseño se emplearán un cierto número de funciones de deformación
de Hicks-Henne (7.12). En este caso, la primera variable de diseño tiene su máximo cerca
del borde de salida en el lado más bajo de la superficie de sustentación (intradós), y las
variables siguientes trasladan, en el sentido horario, el máximo de la deformación a lo
largo de la superficie del perfil .
Análisis de la función objetivo
Como punto de partida se debe analizar la corriente fluida sobre el perfil aero-
dinámico NACA 0012. Con este objetivo, se han implementado dos métodos de dis-
cretización para la resolución de la ecuación Euler: esquema centrado con disipación
artificial y el esquema upwind (del tipo Roe). En la Figura 7.2 se pueden observar los
contornos de velocidad constante (iso mach).
3La dimensión característica depende de cada configuración a análisis. En el estudio de perfiles aerod-
inámicos esta dimensión es la cuerda del perfil.
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Figura 7.2: Número de Mach (izq) y comparación de CP (JST vs. Roe)
Como se puede visualizar en la Figura 7.2, ambos métodos proporcionan práctica-
mente la misma solución. Los parámetros de calibrado empleados para el esquema cen-
trado con disipación artificial (método de Jameson-Schmidt-Turkel) son los estándares
de disipación de primer orden (1/2) y disipación de tercer orden (1/64).
Cálculo de gradientes mediante el método de diferencias finitas
Como paso previo al estudio de los gradientes calculados mediante un método del
tipo adjunto, se procederá al cálculo aproximado de los gradientes mediante el empleo
de un esquema de diferencias finitas, esto es, calcular el valor del funcional antes y
después de la deformación, restar los valores y dividir por el tamaño de la deformación.
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Figura 7.3: Comparación del tamaño de paso de la variable de diseño en Euler subsónico
En la Figura 7.3 se muestra una estimación de la primera derivada de la función
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de coste (sustentación aerodinámica) usando diferencias adelantadas para diferentes
tamaños de paso. Un tamaño de paso pequeño es deseable para reducir el error de
truncamiento del método.
Aplicación del método adjunto continuo
A través del empleo de la formulación adjunta es posible el cálculo directo de la
sensibilidad del funcional sustentación ante variaciones, en la dirección normal, de la
geometría inicial.
Figura 7.4: Sensibilidad de la sustentación en Euler subsónico
En la Figura 7.4 el valor de la sensibilidad de sustentación se compara con la presión
sobre el perfil aerodinámico (parámetro de interés en el proceso de análisis). Fruto de la
asimetría en la configuración inicial (debido al ángulo de ataque del perfil) se observa
una mínima asimetría en las sensibilidades.
Con objeto de comparar los diferentes esquemas de discretización desarrollados a lo
largo de este trabajo, se emplearán 50 variables de Hicks-Henne como parámetros de
diseño.
En la Figura 7.5 se muestran los gradientes de la función objetivo CL para las 50
variables de diseño. La solución adjunta se ha obtenido mediante una discretización
espacial del tipo upwind y se han empleado dos modos de imponer las condiciones
de contorno: evaluando directamente el flujo convectivo adjunto que entra o sale de la
pared sólida, y mediante la definición de un sistema de celdillas fantasmas que permiten
el cálculo del flujo que entra/sale por el contorno sólido. Como se puede apreciar, los
resultados son prácticamente idénticos, salvo en el punto de remanso donde ~v ≈ 0 y
las condiciones de contorno de no transpiración se imponen de manera más inexacta
~v ·~n ≈ 0, aspecto que influye sobre la solución del problema adjunto.
Como alternativa al esquema upwind, se puede emplear el esquema de alto orden
centrado desarrollado en este trabajo. Este esquema de tercer orden presenta un pará-
metro ²(4) que debe ser calibrado en condiciones estándar de validación. En la Figura
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Figura 7.5: Estudio de condición numérica de contorno en Euler subsónico
7.6 se presentan los gradientes de la función objetivo, para varios valores del parámetro
de calibración de la disipación artificial necesaria para resolver la ecuación adjunta me-
diante un esquema que hace uso de la viscosidad artificial. En vista de los resultados,
el valor del orden 1/128 ≈ 0,007 del parámetro ²(4) proporciona un buen compromiso
entre la velocidad de convergencia y la precisión numérica.
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Figura 7.6: Calibración de la disipación artificial (régimen adjunto subsónico)
La implementación del método adjunto exige la evaluación de un término que con-
tiene una derivada sobre la superficie (~t · ~v)∂tg (ρψ1 + ρ~v ·~ϕ+ ρHψ4) (ver ecuación
(4.73)). El cálculo de este tipo de derivadas es delicado y se puede abordar de diferentes
modos.
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Figura 7.7: Estudio de la integración sobre la superfice en Euler subsónico
En la Figura 7.7 se presenta una comparativa entre las tres posibilidades de inte-
gración sobre la superficie:
Integración directa sobre la superficie: en este caso solamente se contemplan los
nodos sobre la superficie para evaluar mediante diferencias finitas el valor de ∂tg.
Evaluación numérica de la integral: el procedimiento consiste en evaluar, medi-
ante el método de Green-Gauss, el gradiente del término (ρψ1 + ρ~v ·~ϕ+ ρHψ4) y
luego proyectarlo sobre el plano tangente a la superficie.
Por último, cálculo del gradiente de (ρψ1 + ρ~v ·~ϕ+ ρHψ4) mediante la aplicación
de la regla de la cadena y, al igual que en el caso anterior, proceder a su proyección.
Por otro lado, es destacable que si la condición de contorno sobre el problema directo
está numéricamente bien impuesta sobre la superficie ~v · ~n ≈ 0 entonces es posible
escribir que (~t ·~v)∂tg = ~v · ~∇ con lo que el problema queda notablemente simplificado
pudiendo emplear tan solo el gradiente normal.
Como última etapa de la validación subsónica, se comparan los resultados obtenidos
mediante la formulación adjunta continua con los resultados obtenidos mediante el em-
pleo de diferencias finitas.
Pese a que en realidad los funcionales de los que se calcula el gradiente son diferen-
tes (uno es la versión discreta y otro la continua) es ilustrativo el estudio de la Figura
7.8, donde se aprecia el gran parecido entre las dos estimaciones de los gradientes. La
diferencia más notable se encuentra en el borde de ataque que se caracteriza por tener
baja velocidad y grandes gradientes de presión.
7.2.2. Ecuaciones de Euler (solución no regular, sin RH adjunto)
El diseño mediante el empleo de las ecuaciones de Euler con discontinuidades en
las variables de flujo es más complejo que el caso subsónico anteriormente tratado. A lo
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Figura 7.8: Método adjunto vs. diferencias finitas en Euler subsónico
largo de este trabajo, la formulación adjunta continua se ha tratado con rigor en el caso
de la presencia de discontinuidades y se han deducido unas expresiones (ver Sección
4.4.1) que requieren, para la evaluación completa de la variación del funcional, imponer
una condición de contorno sobre la discontinuidad.
Por otro lado, ha sido posible la deducción de expresiones simplificadas para las
condiciones sobre el choque y es posible (sin imponer las condiciones adjuntas de Ran-
kine-Hugoniot) el cálculo de la derivada parcial de la función objetivo respecto de de-
splazamientos en la dirección normal a la superficie, aunque de esta manera no se tenga
en cuenta la sensibilidad del funcional ante un desplazamiento del choque (este aspecto
se discutirá en las conclusiones finales).
Al contrario que en el caso subsónico, el problema a estudio en esta sección consiste
en la variación del funcional coeficiente de resistencia CD respecto de variaciones en los
parámetros de diseño de un perfil aerodinámico NACA0012 expuesto a una corriente de
aire a una velocidad de 0,8 Mach y un ángulo de incidencia de 1,25◦ (valores estándares
en problemas transónicos).
Análisis de la función objetivo
Como primer paso en el proceso de cálculo de gradientes, se debe analizar la función
objetivo. En este capítulo emplearemos dos métodos para la discretización espacial [52]:
el esquema centrado con disipación artificial (JST) [63] o bien un esquema upwind (del
tipo Roe) [97]. En la Figura 7.9 se pueden observar las isolíneas de velocidad constan-
te sobre la configuración aerodinámica en discusión. Se puede apreciar una onda de
choque fuerte en la parte superior del perfil (extradós) y una onda de choque débil en
la parte inferior (intradós).
En la Figura 7.9 se presentan los resultados obtenidos mediante las dos metodologías
expuestas. Es relevante analizar cómo empleando estos métodos ya se obtienen ciertas
diferencias apreciables en la localización de los choques que tienen que ver con el modo
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Figura 7.9: Número de Mach (izq) y comparación de Cp (JST vs. Roe)
en que se han discretizado las ecuaciones de Euler. La relevancia de estas discrepancias
en el coeficiente de presiones obliga a ser consistente con el método de discretización
empleado. Es decir, a lo largo de todo el proceso iterativo de optimización se debe em-
plear el mismo esquema de discretización para la resolución de las ecuaciones de Euler.
Cálculo de gradientes mediante el método de diferencias finitas
Al igual que en el caso subsónico, el cálculo de gradientes mediante diferencias fini-
tas exige el empleo de variables de diseño que en este caso serán funciones de forma
(funciones de bache de Hicks-Henne) a lo largo de la superficie del objeto que se pre-
tende diseñar.
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Figura 7.10: Comparación del paso de la variable de diseño en Euler transónico
En la Figura 7.10 se representa el valor del gradiente del funcional CD para diferen-
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tes variables de diseño Hicks-Henne empleando diferentes pasos en el cálculo de las
diferencias finitas con objeto de seleccionar adecuadamente el paso en el cálculo de la
diferencia finita adelantada. Es destacable, comparado con el caso subsónico, la mayor
influencia del paso de las diferencias finitas debido a la presencia de la onda de choque.
Cálculo de gradientes mediante el método adjunto continuo
En esta sección se validarán y compararán los gradientes del funcional obtenidos
mediante el empleo de la metodología adjunta continua. La onda de choque es el fenó-
meno más relevante en este problema y en esta validación no se impondrán las condi-
ciones internas adjuntas de Rankine-Hugoniot desarrolladas a lo largo de esta memoria.
De esta manera se podrá estudiar la viabilidad del método en configuraciones están-
dares de aplicación aeronáutica.
Figura 7.11: Sensibilidad de la resistencia de onda en Euler transónico
La formulación adjunta permite el cálculo de la sensibilidad del funcional resistencia
CD ante variaciones en la dirección normal de la geometría inicial. La Figura 7.11 mues-
tra la sensibilidad del funcional a lo largo de la superficie a diseñar comparada con la
distribución de presiones. Son rasgos destacables de esta gráfica la presencia de grandes
gradientes del funcional situados justamente sobre la discontinuidad en las variables
del flujo. Por otro lado, existe una zona de interés en el paso de flujo subsónico a super-
sónico (borde de ataque del perfil). En esta posición pequeñas modificaciones producen
grandes cambios en el funcional (mayores incluso que desplazamientos sobre el propio
choque). Estas zonas pueden ser empleadas para modificar la onda de choque, a dis-
tancia, en aquellos problemas en los que, por restricciones geométricas, no sea posible
actuar directamente sobre el choque [59].
Para la resolución de la ecuación adjunta se ha desarrollado un método del tipo
upwind que será estudiado a través de la comparación con diferencias finitas de los
gradientes del funcional respecto de una serie de variables de diseño. Con objeto de
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obtener esos gradientes será necesario la integración de la sensibilidad del funcional
sobre una parametrización (funciones de deformación de Hicks-Henne).
Si se desea hacer uso de un esquema de discretización centrado para la resolución
de las ecuaciones adjuntas de Euler, en el caso de presencia de discontinuidades, se
deberá proceder a la calibración de la disipación numérica introducida por el método
numérico. Mediante varios ensayos es posible calibrar la disipación artificial necesaria
para resolver la ecuación adjunta mediante un esquema centrado de disipación artifi-
cial de alto orden. En la Figura 7.12 se observa la influencia de los diferentes valores de
calibrado de la disipación artificial (parámetro ²(4)), al igual que en el caso subsónico,
un valor de compromiso lo encontramos con un parámetro ²(4) de valor 1/128 ≈ 0,007.
Es destacable que a lo largo del desarrollo de este esquema de resolución se han realiza-
do numerosas pruebas que apuntan hacia ese valor de ²(4) como el más idóneo en un
amplio rango de aplicaciones transónicas.
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Figura 7.12: Estudio de la disipación artificial en Euler transónico
Conclusiones
Como última etapa de la validación transónica, se comparan los resultados obtenidos
mediante la formulación adjunta continua con los resultados obtenidos mediante el em-
pleo de los métodos de diferencias finitas.
Al igual que ocurría en el caso subsónico, se está comparando la formulación con-
tinua del problema con la formulación discreta. Es por ello que, estrictamente, los fun-
cionales de los que se calcula el gradiente son diferentes (uno es la versión discreta y
otra la continua).
Por último, destacar que al emplear una estrategia discreta (adjunto discreto o dife-
rencias finitas) no se contempla la sensibilidad del funcional ante desplazamientos de la
discontinuidad. En el caso adjunto continuo esta sensibilidad sí se puede calcular, pero
para ello es necesario imponer las relaciones adjuntas de Rankine-Hugoniot y, como en
esta sección no se están imponiendo, los resultados obtenidos son muy semejantes a los
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Figura 7.13: Método adjunto vs. diferencias finitas en Euler transónico
obtenidos mediante diferencias finitas. En la siguiente sección, sé se realizará un estudio
de la influencia de imponer las condiciones adjuntas de Rankine-Hugoniot.
7.2.3. Ecuaciones de Euler (solución no regular, con RH adjunto)
El diseño mediante el empleo de las ecuaciones de Euler con discontinuidades en
las variables de flujo e imponiendo condiciones internas de contorno es algo complejo
y novedoso. Novedoso en el sentido de que el análisis completo en configuraciones de
interés aeronáutico 2D se realiza por primera vez en esta memoria y complejo en el
sentido de que la imposición de condiciones internas de contorno requiere una técnica
avanzada para la detección posicionamiento e imposición de los valores sobre el choque.
Antes de continuar, es importante realizar una serie de consideraciones en lo refe-
rente al problema de diseño empleando las ecuaciones de Euler 2D estacionarias en el
que las soluciones presentan una discontinuidad u onda de choque:
La mayoría de los desplazamientos infinitesimales de la superficie provocan un
desplazamiento de la discontinuidad.
Cuando se plantea un problema de diseño inverso, en el caso de las ecuaciones de
Euler, solamente una de las variables (la presión) formará parte del funcional.
Para algunas funciones de coste y forma, la posición del choque es completamente
irrelevante (p.e. minimización de la resistencia de onda sobre una placa plana).
Esta sección está dividida en dos apartados: en el primero de ellos se estudiará una
configuración simétrica con objeto de valorar la importancia de imponer las condiciones
internas de contorno de Rankine-Hugoniot. En el segundo ejemplo, se planteará una
configuración transónica asimétrica donde el choque influye de manera notable en el
funcional resistencia.
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Caso simétrico transónico
El problema a estudio consiste en el cálculo de la derivada del funcional coeficiente
de resistencia CD respecto de cambios en la forma de un perfil aerodinámico NACA0012
expuesto a una corriente de aire a una velocidad de 0,8 Mach y un ángulo de incidencia
de 0,0◦ (configuración simétrica). El objetivo final es el cálculo de la sensibilidad de la
resistencia de onda incluyendo la sensibilidad de la resistencia ante desplazamientos
del choque.
En la Figura 7.14 se puede apreciar el campo de velocidades (izquierda) y la distribu-
ción de presiones y número de Mach sobre el perfil aerodinámico (derecha). Simple-
mente constatar la simetría del problema planteado y que la onda de choque es normal
a la superficie y está situada sobre una zona plana (horizontal) del perfil aerodinámico.
Figura 7.14: Solución transónica Euler 2D (caso simétrico)
En vista a los resultados expuestos en la Figura 7.14, a priori podemos estimar que
la influencia del desplazamiento del choque será mínima debido a que el funcional a
estudio es la resistencia y el choque se encuentra situado en una zona prácticamente
horizontal, por lo que un desplazamiento del choque no debería afectar en gran medida
al coeficiente CD.
Los resultados numéricos apoyan las previsiones expuestas anteriormente. En la
Figura 7.15 se puede apreciar el campo de variables adjuntas (izquierda) y la sensi-
bilidad del funcional CD con respecto a variaciones infinitesimales en la forma del perfil
NACA 0012 (teniendo o no teniendo en cuenta las condiciones internas sobre el choque).
Como era de esperar, las condiciones internas de Rankine-Hugoniot se imponen de
manera natural en el caso de que la sensibilidad del funcional respecto de variaciones
en la posición del choque es despreciable.
Si nos centramos en la parte izquierda de la Figura 7.14, en el caso de no imponer las
condiciones adjuntas de Rankine-Hugoniot sobre el choque, las iso-líneas de la variable
adjuntaψ3 se solapan con la posición del choque y por lo tanto la condición~tΣ · ∂tg~ϕ = 0
se verifica de manera natural, sin necesidad de imponer ninguna condición sobre el
choque. Esto ratifica la corrección de las suposiciones realizadas y apunta a como, en
ciertas circunstancias, no es necesario la imposición de condiciones internas.
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Figura 7.15: Solución adjunta Euler 2D y gradiente de resistencia (caso simétrico)
Caso asimétrico transónico
El problema simétrico nos ha ayudado a determinar ciertos problemas en los cuales
la imposición de las condiciones internas adjuntas de Rankine-Hugoniot es irrelevante.
A continuación, vamos a estudiar un caso en el que la imposición de estas condiciones
sí es relevante.
El problema que analizamos en esta sección consiste en el estudio del gradiente del
funcional coeficiente de resistencia CD respecto de cambios en los parámetros de diseño
de un perfil aerodinámico NACA0012 expuesto a una corriente de aire a una velocidad
de 0,8 Mach y un ángulo de incidencia de 1,2◦ (configuración asimétrica de validación
clásica).
Figura 7.16: Solución transónica Euler 2D (caso asimétrico)
En la Figura 7.16 se puede apreciar el campo de velocidades (izquierda) y la dis-
tribución de presiones y número de Mach sobre el perfil aerodinámico (derecha). En
este caso, debido a la asimetría de la configuración, que hace que el choque no sea per-
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pendicular al eje de abcisas, es de esperar que un desplazamiento del mismo produzca
una variación en el funcional a estudio.
Figura 7.17: Efecto sobre el choque al aplicar una función de Hicks-Henne
Antes de presentar los resultados, es ilustrativo comprobar el efecto sobre el choque
de una variación en la geometría del perfil aerodinámico. En la Figura 7.17 se aprecia
claramente el efecto de una variable de diseño sobre la solución, en la cual se produce un
cambio combinado de valores en la velocidad del fluido y sobre todo un desplazamiento
de la posición del choque (cuya sensibilidad estamos en condiciones de calcular).
Figura 7.18: Solución adjunta Euler 2D y gradiente de resistencia (caso simétrico)
En la Figura 7.14 se puede apreciar el campo de variables adjuntas (izquierda) y la
sensibilidad del funcional CD con respecto a variaciones infinitesimales en la forma del
perfil NACA 0012 (teniendo o no teniendo en cuenta las condiciones internas sobre el
choque). Al igual que en el caso simétrico anterior, el choque se encuentra situado en la
región delimitada por la curva negra.
Respecto de la Figura 7.14 ciertos resultados son notables: en primer lugar, en este ca-
so, la imposición de las condiciones internas sobre el choque sí afectan a la sensibilidad
del funcional con respecto de variaciones infinitesimales en la superficie del perfil. En
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segundo lugar, es importante destacar que esta variación de la sensibilidad se localiza
exclusivamente en la zona donde se encuentra el choque.
Figura 7.19: Estimación en las mejoras del gradiente calculado
Por último en la Figura 7.19 se presenta un resultado relevante. En este caso, se
muestra la mejora que supone la incorporación de las condiciones internas adjuntas
de Rankine-Hugoniot en la minimización del funcional. Partiendo de una resistencia
de 221 counts4, si no empleamos las condiciones internas la resistencia se reduce a 112
counts y si empleamos las condiciones de contorno la nueva resistencia es de 100 counts
lo que supone una mejora en aproximadamente un 10 % que constituye un resultado
destacable. Se obtienen resultados aún mejores para otros funcionales más sensibles de
la posición del choque como es la resistencia.
7.2.4. Ecuaciones de Navier-Stokes en régimen laminar
A continuación se procederá a la validación del esquema adjunto continuo aplicado
al cálculo de gradientes en sistemas gobernados por las ecuaciones de Navier-Stokes.
Con objeto de proceder a una validación de los resultados, se ha planteado un pro-
blema de diseño a bajo número de Reynolds (para forzar con ello un régimen laminar
estacionario). El problema consiste en estudiar la variación del funcional del coeficiente
de resistencia CD respecto de variaciones en los parámetros de diseño de un perfil ae-
rodinámico NACA 0012 expuesto a una corriente libre de aire a una velocidad de 0,3
Mach, un ángulo de incidencia de 2,5◦, un número de Reynolds de 1000 y la suposición
de pared adiabática sobre el perfil aerodinámico.
Análisis de la función objetivo
Como primer paso, se analizará la influencia del método de discretización sobre la
solución del problema directo de Navier-Stokes. En la Figura 7.20 se muestra la distribu-
ción de isolineas de Mach sobre la configuración a estudio. Respecto de los resultados
anteriores con la modelización de las ecuaciones de Euler, es destacable como, en este
caso, se impone la condición de no deslizamiento de velocidades sobre la superficie,
4el valor de un counts es 10−4 unidades de resistencia
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con la consecuente formación de una capa límite que tiene un espesor aproximado de
δ ≈ 1/√R = 0,031 y que debe ser convenientemente discretizada físicamente mediante
el empleo de una capa límite de celdillas, con un alto estiramiento, destinadas a calcu-
lar con precisión los gradientes en la dirección normal a la superficie5 que son los más
relevantes en estas circunstancias.
Figura 7.20: Número de Mach (izq) y comparación de Cp (JST vs. Roe) en Navier-Stokes
Por otro lado, en la parte derecha de la Figura 7.20 se puede visualizar una compara-
ción entre el coeficiente de presiones y fricción calculado a través de un método centra-
do, y un método upwind. A la vista de los resultados, es destacable la gran similitud
entre el cálculo obtenido por ambos métodos. En adelante, sólo se empleará el método
centrado a lo largo de esta sección de validación.
Cálculo de gradientes mediante el empleo del método adjunto continuo
La metodología adjunta empleada en el marco de las ecuaciones de Navier-Stokes
ha sido descrita a lo largo de este trabajo. Esta sección está encaminada a mostrar parte
de las validaciones realizadas con objeto de calibrar los métodos empleados para la
resolución de las ecuaciones adjuntas en su versión continua.
Una de las grandes ventajas que proporciona el método adjunto es la posibilidad
de calcular directamente la sensibilidad del funcional sobre la superficie a diseño. Este
valor tiene especial relevancia en los problemas de Navier-Stokes debido a que la sen-
sibilidad de la resistencia de fricción es una función que, una vez filtrada, puede ser
empleada en un proceso de diseño continuo de la superficie.
En la Figura 7.21 se puede observar el valor de la sensibilidad del funcional CD sobre
la superficie de diseño. Es destacable que se trata de una función suave a excepción
del borde de ataque del perfil donde existen unos altos gradientes motivados por la
existencia de un punto de remanso. Por otro lado, en la misma Figura 7.21 se presenta
5De manera habitual en CFD, a la hora de construir la malla computacional sobre la que se resolverá el
flujo numérico, se hace una preadaptación a las características esperables del fluido (capas límites viscosas,
discontinuidades, etc). Esta adaptación, si bien condiciona la solución directa se hace con objeto de realizar
un ahorro computacional. Sin embargo, no está demostrado que las mallas resultantes sean apropiadas para
la resolución de las ecuaciones adjuntas.
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Figura 7.21: Sensibilidad de la resistencia de fricción en Navier-Stokes
la sensibilidad obtenida para diferentes valores de ajuste del parámetro de disipación
artificial introducido para hacer converger la ecuación de Navier-Stokes adjunta.
Para la resolución de las ecuaciones adjuntas de Navier-Stokes, se emplea un esque-
ma centrado con disipación artificial de tercer orden que debe ser calibrado con objeto
de resolver correctamente las ecuaciones en un amplio espectro de aplicaciones.
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Figura 7.22: Estudio de la disipación artificial en Navier-Stokes
El modo de calibración es análogo al empleado en el caso de las ecuaciones de
Euler. El primer paso consiste en seleccionar una serie de funciones de deformación
del tipo Hicks-Henne y se va reduciendo la disipación artificial introducida hasta que
los resultados convergen a una curva de sensibilidad. A partir de la Figura 7.22 se
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puede determinar el valor de la constante ²(4) que tiene aproximadamente un valor
de 1/512 ≈ 0,002.
La implementación del método adjunto continuo en el cálculo de sensibilidades exi-
ge la evaluación de una derivada sobre la superficie de la temperatura T y de la cuarta
variable adjunta ψ4. El modo en el que se realiza numéricamente esta derivada superfi-
cial puede afectar al valor de los gradientes obtenidos.
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Figura 7.23: Estudio de la integración sobre la superfice en Navier-Stokes
Al contrario que en el caso de las ecuaciones adjuntas de Euler, la sensibilidad del
modo en el que se evalúa la derivada superficial es mucho menor. En la Figura 7.23 se
pueden comparar los resultados obtenidos al realizar una integración sobre la superfi-
cie, o mediante una evaluación numérica de la integral y una posterior proyección sobre
la superficie. Los resultados obtenidos en ambos casos son prácticamente idénticos.
Seguidamente, se compararán los resultados obtenidos mediante el empleo de una
técnica basada en las diferencias finitas con aquellos gradientes obtenidos a través de la
formulación adjunta continua.
A partir de la Figura 7.24 es posible apreciar el gran parecido entre los gradientes
determinados mediante una estrategia adjunta continua y aquellos que se han obtenido
mediante el procedimiento de una técnica de diferencias finitas. Las fuentes de discrep-
ancia entre ambos métodos se deben de buscar en el hecho de que, en realidad, se están
resolviendo dos funcionales diferentes (continuo vs. discreto) que, en el límite de la
malla, se espera que converjan al mismo valor.
Importancia de el empleo del método para la reducción de términos de segundo
orden
A lo largo de este apartado, se presenta un ejemplo de la importancia de evaluar con
precisión todos los términos necesarios para calcular el gradiente de la resistencia con
respecto de variaciones en la forma de la superficie a diseño. Para ello, emplearemos una
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Figura 7.24: Método adjunto vs. diferencias finitas en Navier-Stokes
configuración simple de un cilindro enfrentado a una corriente de aire a baja velocidad
(número de Mach de 0,1) y bajo número de Reynolds (igual a 50) lo que nos permite
tener una solución estacionaria del problema.
Figura 7.25: Gradientes subsónicos del CD para un cilindro.
Este caso de ejemplo ilustra la necesidad de emplear la técnica de reducción de las
segundas derivadas. En la Figura 7.25, se compara el cálculo de diferencias finitas con
los gradientes calculados por medio del método adjunto (con y sin el método de reduc-
ción de las segundas derivadas) para dos mallas diferentes (de 200 y 400 nodos sobre
el cilindro). En el caso sin reducción de las segundas derivadas, la primera y segunda
derivada de las variables han sido calculadas con dos métodos distintos (Green-Gauss y
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mínimos cuadrados). En el caso con reducción, las derivadas han sido calculadas con un
método de Green-Gauss o directamente sobre la superficie de la malla (a través de un
método de primer orden de diferencias finitas) cuando sólo se requieren derivadas tan-
gentes a la superficie. La discrepancia entre usar y no usar la reducción de las derivadas
de segundo orden es muy importante.
Como conclusión, el método adjunto continuo proporciona gradientes muy precisos
en situaciones como estas. Además, es fundamental el empleo de la técnica para la re-
ducción de las derivadas de segundo orden con objeto de obtener gradientes precisos.
7.2.5. Método de conjuntos de nivel
Esta sección está encaminada a la validación de los diferentes procedimientos que
deben emplearse cuando se hace uso de una optimización mediante la metodología
de conjuntos de nivel o level set. Para el empleo de esta metodología es fundamental
atender a una serie de características que deben tenerse en cuenta en una correcta im-
plementación:
1. Capacidad del método para capturar geometrías iniciales complejas.
2. Método robusto para la extrapolación de velocidades al resto del dominio.
3. Versatilidad en la adaptación de malla alrededor del nivel cero.
4. Exactitud en la resolución de las ecuaciones a lo largo del tiempo
5. Extracción precisa del level set 0 al finalizar el proceso de optimización.
Captura de la geometría inicial
El punto de partida del procedimiento de optimización mediante level set es la re-
presentación de la superficie que se desea optimizar en un mallado adecuado para la
resolución de estas ecuaciones. Los pasos a seguir son los siguientes:
Paso 1. El programa de level set parte de una geometría inicial que puede estar com-
puesta por una o múltiples curvas cerradas.
Paso 2. A partir de esa geometría inicial se genera una malla cartesiana que se ajusta a
los límites extremos de las curvas cuya forma se pretende optimizar.
Paso 3. Seguidamente, se dividen en triángulos los cuadrados de la malla donde se
resuelve el problema de avance de frente.
Paso 4. Por último, se adapta la malla alrededor del contorno de nivel 0.
En la Figura 7.26 se aprecia el proceso completo de adaptación de la malla a una
circunferencia. Todo ese proceso es una etapa anterior al movimiento del level set.
Con objeto de reducir el número de nodos empleados en la discretización, es nece-
sario adaptar la malla computacional alrededor del nivel 0 del level set. Mediante este
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Figura 7.26: Proceso inicial de adaptación de la malla
tipo de técnicas de adaptación, es posible capturar geometrías complejas como la de un
dispositivo hipersustentador6 en la Figura 7.27 (parte de la derecha).
Figura 7.27: Ejemplos de adaptaciones iniciales de geometría en level set
De la robustez del proceso de adaptación dependerá el éxito de la optimización me-
diante level set. Los mallados no estructurados tienen la ventaja de facilitar el proceso de
adaptación tanto para eliminar como para incluir nuevos nodos.
Procedimiento de extrapolación de velocidades
Una vez ha sido adaptada la malla de partida del level set a la curva a diseño, es
necesario el cálculo de la velocidad de avance de todos los conjuntos de niveles través de
la velocidad de avance del contorno de nivel cero o interfase (sensibilidad del funcional
de diseño con respecto de deformaciones normales en la superficie). El procedimiento
para la extrapolación de la velocidad consiste en resolver la ecuación ~∇Fext · ~∇φdist,
donde φdist es la distancia al level set cero cuya velocidad es conocida.
En la Figura 7.28 se pueden observar, a la derecha, la variable distancia al level set
0 que es, en este caso, un círculo de diámetro la unidad y centrado en (−1, 0) y a la
izquierda se presenta la función de velocidad en el caso en el que el círculo se expanda
libremente.
El segundo ejemplo, Figura 7.29, consiste en una circunferencia inmersa en un fluido
a bajo número de Reynolds, mediante el procedimiento adjunto. Se ha determinado la
6Un dispositivo hipersustentador es un ingenio aerodinámico diseñado para aumentar la sustentación, en
determinadas fases del vuelo de una aeronave. Este artilugio permite al avión volar a velocidades más bajas
en las fases de despegue, ascenso inicial, aproximación y aterrizaje.
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Figura 7.28: Velocidad extendida del level set (expansión de círculo)
velocidad de avance para minimizar el coeficiente de resistencia. Las velocidades exten-
didas se corresponden con el movimiento que debe tener la forma de la circunferencia
para minimizar la resistencia al avance.
Figura 7.29: Velocidad extendida del level set en problema de diseño CD
Evolución de la ecuación de level set
Una vez que la geometría y la velocidad de avance han sido correctamente evalua-
das, es el momento de hacer evolucionar los conjuntos de nivel mediante la resolución
exacta en tiempo de la ecuación de evolución. Esta ecuación es resuelta mediante una
discretización de elemento finitos (para más detalles consultar la Sección 2.4).
A medida que avanza en nivel 0, la malla debe ser adaptada con objeto de tener
una alta definición de la interfase de la que se extraerá el nuevo diseño de forma. En la
Figura 7.30 se muestra la evolución de dos circunferencias de diámetro unidad situadas
en las coordenadas (−1, 0) y (1, 0) que en su expansión colapsarán formando una nueva
entidad, de este ensayo es destacable como el mallado acompaña en cada instante a la
evolución del frente.
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Figura 7.30: Expansión de dos circunferencias con adaptación dinámica de malla
Por otro lado, en la Figura 7.31 se muestra la evolución de una elipse que, debido a
las velocidades definidas sobre su interfase, tiende a colapsarse por la mitad formando
los nuevos elementos.
Figura 7.31: Contracción de una elipse
Extracción del conjunto de nivel 0
Una vez finalizado el proceso de avance en tiempo, el nuevo conjunto de nivel de
valor 0 debe ser extraído de la malla, y la distribución de puntos sobre esa curva debe
ser reajustada con objeto de volver a generar una malla de superficie apta para la resolu-
ción de las ecuaciones de la mecánica de los fluidos. El algoritmo para extraer el nivel
cero se basa en la realización de búsquedas selectivas que permitan localizar aquellos
elementos del mallado en los que se produce un cambio de signo en la variable distan-
cia entre los diferentes nodos que lo componen. Una vez localizados los elementos, la
curva del nivel cero es calculada.
En la Figura 7.32 se muestra un level set que ha terminado su evolución y de la malla
(empleada para la evolución del level set) se ha extraído el nivel 0 para volver a construir
un malla numérica que pueda ser empleada por un resolvedor de las ecuaciones de la
mecánica de los fluidos.
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Figura 7.32: Extracción del conjunto de nivel 0.
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Es importante destacar que es precisamente la necesidad de generar mallas ade-
cuadas para el cálculo de Navier-Stokes (con capas límites que tienen celdillas con
grandes factores de estiramiento para capturar los esfuerzos viscosos en la capa límite)
lo que obliga a extraer el nivel 0 del level set y generar una malla apta para los resolve-
dores de Navier-Stokes. En otras circunstancias y con otras ecuaciones (como puede ser
la ecuación del calor) es posible emplear el mismo mallado para resolver las ecuaciones
constitutivas del fenómeno que se pretende estudiar y la de los level set, simplificando
notablemente el proceso de diseño.
7.3. Validación del proceso de optimización aerodinámica
En esta sección se presentarán cinco aplicaciones de las técnicas desarrolladas a lo
largo de esta memoria:
El primer ejemplo consiste en el diseño de un perfil aerodinámico en condiciones
transónicas, donde la configuración de partida presenta varias ondas de choque.
En segundo lugar, se procederá al planteamiento de un problema simplificado
transónico de Euler en el cual se comparará la optimización realizada a través del
empleo del adjunto continuo y el método de diferencias finitas para el cálculo de
gradientes.
En tercer lugar, se abordará el diseño mediante las ecuaciones de Euler y emple-
ando la formulación adjunta continua completa.
En cuarto lugar, se estudiará el diseño de perfiles aerodinámicos introducidos en
un fluido a bajo número de Reynolds, en el marco de Navier-Stokes laminar esta-
cionario cuyo objeto es reducir la resistencia de fricción.
Por último, se procederá al diseño mediante level set de 7 cuerpos inmersos en una
corriente a muy bajo número de Reynolds.
7.3.1. Rediseño transónico de un perﬁl aerodinámico
En este apartado se realizará un rediseño de un perfil aerodinámico NACA 0012 con
objeto de reducir la resistencia de onda CD, manteniendo el valor de su sustentación CL
y sujeto a otras restricciones geométricas.
Las condiciones del flujo de aire en el que se encuentra inmerso el perfil aerodinámi-
co son: número de Mach igual a 0,8 y ángulo de ataque 1,25◦. Para realizar este diseño se
han empleado como variables de diseño las funciones de deformación de Hicks-Henne.
En la Figura 7.33 (izq) se pueden apreciar los gradientes de la función objetivo de re-
sistencia CD en la primera iteración de optimización, comparados con los gradientes
obtenidos mediante diferencias finitas. La concordancia de los resultados entre ambos
métodos es buena, con algunas discrepancias en el lado superior de la superficie de
sustentación aguas abajo de la onda de choque.
En este problema de diseño transónico, la función objetivo consiste en la minimización
de la resistencia de onda. Como restricciones se obliga al mantenimiento de la sus-
tentación a su valor inicial y que el espesor mínimo sea de un 10 % de la cuerda.
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Figura 7.33: Gradientes transónicos del CD, caso Euler transónico (izq) y Coeficiente CP
y geometría inicial y diseñada (der)
Los resultados finales de la optimización se muestran en la Figura 7.33 (der). De-
spués del proceso de la optimización el nuevo perfil aerodinámico tiene un coeficiente
de resistencia de 0,0012, que es un 5 % de la resistencia original del NACA 0012 (reduc-
ción total de 200 counts, la onda de choque ha desaparedido). Por otro lado, el coeficiente
de sustentación es un 105 % mayor que el original.
7.3.2. Método adjunto vs. diferencias ﬁnitas
En esta sección se comparará un proceso de optimización con restricciones en el caso
de emplear para el cálculo de los gradientes el método adjunto continuo o bien el cálculo
directo de los gradientes aproximados a partir del empleo de las diferencias finitas.
En el problema planteado de diseño transónico (número de Mach igual a 0,8 y án-
gulo de ataque 1,25◦), la función objetivo consiste en la minimización de la resistencia
de onda de un perfil aerodinámico NACA 0012. Las restricciones empleadas son: Coe-
ficiente de sustenciación igual al valor inicial y espesor mínimo del perfil del 10 % de la
cuerda.
En la Figura 7.34 se puede apreciar el proceso de convergencia del optimizador en el
caso de emplear diferencias finitas o el adjunto continuo. Es destacable cómo se obtiene
un menor valor de la función objetivo en el caso de emplear el método adjunto continuo
en el que la onda de choque ha desaparecido completamente.
Por otro lado, en el caso de emplear diferencias finitas para el cálculo de los gradi-
entes aproximados, la restricción de sustentación mínima (igual o mayor que la inicial)
se verifica claramente y se obtiene un valor muy superior al inicial. En el caso del adjun-
to continuo las mejoras en sustentación no son relevantes. En la Figura 7.35 se muestra
el coeficiente final de presiones comparado con el inicial de un perfil NACA 0012.
Es destacable que en el caso de emplear el adjunto continuo, la onda de choque desa-
parece completamente. Por último, a modo de comparativa, se presentan las geometrías
finales e iniciales en la Figura 7.35.
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Figura 7.34: Proceso de convergencia
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Figura 7.35: Coeficientes de presiones CP (izq). Geometría (der)
7.3.3. Optimización con discontinuidades
A lo largo de esta memoria, en el caso de soluciones de flujo no regulares, se ha
percibido la importancia de tener en cuenta la sensibilidad de un funcional respecto de
un desplazamiento de las discontinuidades, ver Capítulo 3 y Sección 4.4.
En esta línea de trabajo, a nivel práctico, se han desarrollado dos métodos con dife-
rente grado de aplicabilidad:
Método 1. Análisis cuidadoso de las condiciones que se deben verificar sobre el choque
en el estado adjunto. Este análisis nos permite determinar unas condiciones
internas sobre el choque que introducen la sensibilidad del funcional con re-
specto de variaciones de la posición del choque. Este primer método consiste
en la imposición numérica de estas relaciones adjuntas de Rankine-Hugoniot
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(ver Sección 4.4.1).
Método 2. Empleo del método de las direcciones de descenso alternantes, desarrol-
lando una estrategia de optimización en dos direcciones de descenso: La
primera que desplace el choque y la segunda que mueva la solución a ambos
lados. Este método ya ha sido experimentado numéricamente en el Capítulo
3 en el ámbito de la ecuación de Burgers.
Así como en el Capítulo 3 se estudió la importancia del método de las direcciones de
descenso alternantes, a continuación se presenta un ejemplo que incide sobre la impor-
tancia de imponer las llamadas condiciones internas de contorno que fueron empleadas
en la Sección 7.2.3. El problema de optimización seleccionado para validar el Método 1
consiste en la minimización del coeficiente de resistencia CD de un perfil aerodinámico
NACA0012 expuesto a una corriente de aire a una velocidad de 0,8 Mach y un ángulo
de incidencia de 1,2◦. Para la optimización se mantiene como restricción la sustentación
mayor o igual que la inicial y se han empleado un total de 50 variables de Hicks-Henne
aplicadas sobre la parte superior del perfil aerodinámico (desde el 25 % hasta el 75 % de
la cuerda). Con estas variables de diseño no es previsible que se pueda eliminar com-
pletamente la onda de choque.
Figura 7.36: Evolución de la optimización (izq). Coeficientes de presiones finales y ge-
ometría (der).
En la Figura 7.36 (izq) se puede apreciar la evolución del proceso de optimización
imponiendo y sin imponer las relaciones adjuntas de Rankine-Hugoniot. A partir de la
cuarta iteración el problema de optimización converge para ambos métodos. Sin embar-
go, es destacable que empleando las relaciones adjuntas de Rankine-Hugoniot se alcan-
za casi la convergencia en la tercera iteración, lo que supone un ahorro, en este caso, de
aproximadamente un cuarto del tiempo requerido para la simulación completa.
Finalmente, en la Figura 7.36 (der) se comparan los coeficientes finales de presiones
a los que se ha llegado con ambas metodologías. Una vez más se comprueba cómo el
choque en el caso de haber impuesto las condiciones adjuntas de Rankine-Hugoniot es
menor.
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7.3.4. Rediseño subsónico de un perﬁl aerodinámico
A continuación se presenta el estudio de la optimización en un caso de flujo viscoso
en régimen laminar. Las condiciones del flujo son las siguientes: el número de Mach
igual a 0,3, el ángulo de ataque 2,50◦ y el número de Reynolds de 1000, que garantiza
un flujo laminar y estacionario a lo largo del perfil. El problema de diseño propuesto
comienza con las condiciones ya descritas, y la función objetivo consiste en la mini-
mización del coeficiente de resistencia aerodinámica CD, incrementando el coeficiente
de sustentación CL a 0,15, y empleando 3 restricciones geométricas: mínimo valor del es-
pesor máximo al 12 % de la cuerda, radio de curvatura congelado en el borde de ataque
y mínimo espesor del perfil al 75 % de la cuerda.
Para realizar este diseño se han empleado como variables de diseño las funciones
de deformación de Hicks-Henne. En la Figura 7.37 (izq) se pueden apreciar los gradi-
entes de la función objetivo de resistencia CD en la primera iteración de optimización,
comparados con los gradientes obtenidos mediante diferencias finitas.
Figura 7.37: Gradientes de CD, caso Navier-Stokes laminar (izq). CP, CF y geometría
inicial y diseñada (der).
En la Figura 7.37 (der) se muestran los resultados de la optimización. Después de
9 ciclos de diseño, el nuevo perfil basado en un NACA 0012 tiene un coeficiente de
resistencia de 0,1225, que es un 97 % de la resistencia viscosa original. Además, la sus-
tentación es un 111 % mayor que la original.
7.3.5. Diseño empleando el método de los conjuntos de nivel
Los diseños anteriores se han realizado mediante el empleo de un optimizador con
restricciones basado en la técnica de las direcciones factibles. En este caso, pretendemos
optimizar una configuración no convencional y para ello se empleará el método de los
conbjuntos de nivel. De manera general, la utilización de esta técnica puede quedar
justificada por 3 motivos:
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En primer lugar, esta técnica es apropiada en aquellas circunstancias en las que la
parametrización de la superficie no está clara o es muy compleja.
El empleo del método de level set es también válido en aquellas geometrías con
aristas o intersecciones que, con gran probabilidad, causarán el cruce de superfi-
cies al desarrollarse la optimización.
Por último, esta técnica es muy recomendable cuando se pretenden optimizar
problemas en los que existen múltiples cuerpos inmersos en el fluido y que pueden
evolucionar hasta tocarse unos con otros.
Con objeto de validar los desarrollos obtenidos mediante el método de level set se ha
tomado una configuración peculiar de 7 pequeños cuadrados inmersos en una corriente
fluida. Las condiciones del flujo de aire son: número de Mach 0,2, ángulo de ataque 2,5◦
y un número de Reynolds de 10, que garantiza un flujo laminar estacionario alrededor
de los cuerpos inmersos en el fluido. La función objetivo que se pretende maximizar es
el cociente entre el coeficiente de sustentación CL y el coeficiente de resistencia CD.
A partir del análisis de las imágenes de la Figura 7.38 se puede estudiar como han
ido evolucionando los diferentes cuerpos inmersos en el fluido.
Esta optimización, constituye una aplicación real y novedosa de la metodología de
los conjuntos de nivel al diseño aerodinámico y aporta fundamentalmente la capaci-
dad de diseñar cuerpos cuya geometría es compleja y de difícil parametrización. El
afilamiento de la primera y última forma y la constitución de canales en “S” entre los
diferentes bloques son sólo algunos de los interesantes fenómenos que se pueden ob-
servar en esta optimización no convencional.
En la Figura 7.39 se puede estudiar la evolución del coeficiente de sustentación CL
y resistencia CD en el proceso global de optimización. En estas primeras 25 iteraciones
la eficiencia ha mejorado desde 0,0722 hasta un 0,2875. Si se deja evolucionar el level set
10 iteraciones más, la eficiencia alcanzará un valor de 0,3421 con unos altísimos valores
de coeficiente de sustentación de 0,7411.
Otro ejemplo de optimización mediante el empleo de la técnica de los conjuntos de
nivel, se muestra en la Figura 7.40. En este caso, la configuración inicial es un rectángulo,
la función objetivo es la minimización de la resistencia, y se emplean dos restricciones:
un coeficiente de sustentación mayor de 0,5, y un coeficiente de momentos que debe
estar entre −0,02 y 0,02. Finalmente, la velocidad de la interfase se calcula como:
speed = C′d − 4,0²1C′l(MAX(Clmin − Cl , 0,0))3 (7.14)
+4,0²2C′m
(
(MAX(−Cmmax + Cm, 0,0))3 − (MAX(Cmmin − Cm, 0,0))3
)
,
donde con objeto de satisfacer las restricciones, en lugar de seleccionar el valor exacto
para Clmin, Cmmin y Cmmax se seleccionan unos valores ligeramente superiores. Por otro
lado ′ se emplea para denotar la derivada con respecto de movimientos infinitesimales
de la superficie (calculada con la metodología adjunta).
Las condiciones de flujo seleccionadas son número de Mach igual a 0,25, sin ángulo
de ataque y número de Reynolds de 500. En la Figura 7.41 se puede estudiar el historial
de convergencia de los parámetros adimensionales. En 20 iteraciones todas las restric-
ciones se verifican y la resistencia a disminuido desde 0,2404 hasta 0,2239.
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Figura 7.38: Evolución temporal de la optimización mediante level set
Figura 7.39: Evolución de la optimización mediante el método de conjuntos de nivel.
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Figura 7.40: Evolución de los conjuntos de niveles en el proceso de optimización.
Figura 7.41: Evolución de la optimización.
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7.4. Validación de la estrategia bimalla de ﬁltrado
A lo largo de la Sección 6.5 se estudió que una secuencia progresiva de iteraciones en
un proceso de optimización podía llevar a la divergencia del método debido a inestabil-
idades. En esta Sección se plantearán algunos ejemplos de este fenómeno y la solución
planteada a través de la técnica bimalla. Está dividida en dos apartados: En primer
lugar, se plantea la importancia de realizar un filtrado sobre la sensibilidad del fun-
cional calculado mediante el método adjunto continuo. En segundo lugar se planteará
un ejemplo práctico de optimización mediante el filtrado.
7.4.1. Inestabilidades en el proceso de diseño óptimo de forma
A continuación, se analizará el proceso de diseño óptimo de la superficie de un per-
fil aerodinámico de la familia NACA0012 en condiciones subsónicas (número de Mach
0,5 y ángulo de ataque 2,0◦). El funcional seleccionado para su optimización es el co-
eficiente de sustentación adimensional CL. Las ecuaciones que describen la dinámica
de los fluidos serán las ecuaciones de Euler y como variables de diseño se tomará la
posición ~x = (x, y) de cada nodo discreto sobre la superficie a diseñar (dentro de una
determinada zona de la superficie).
El primer paso consiste en simular el perfil aerodinámico NACA0012 inmerso en el
fluido y calcular la sensibilidad superficial de CL a través de la resolución de la ecuación
adjunta. Para realizar este estudio se emplearán tres mallas con diferente número de
nodos sobre la superficie (la más fina tiene 400 nodos en la superficie y la más basta
tan sólo 100). En la Figura 7.42 (derecha) se representa la velocidad del fluido sobre
la superficie de control (para mallas con diferente densidad de nodos). En este caso es
posible apreciar la situación del punto de remanso que se corresponde con una zona de
altos gradientes en la velocidad.
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Figura 7.42: Perfil NACA0012 (izq) y velocidad del fluido sobre su superficie (der).
Una vez resueltas las ecuaciones de Euler se procederá al cálculo de la sensibilidad
del funcional sobre la superficie. Para ello será necesaria la resolución de las ecuaciones
adjuntas de Euler. En la Figura 7.43 (izquierda) se muestran diversos controles (sen-
sibilidades) para diferentes discretizaciones numéricas (100, 200 y 400 nodos sobre la
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superficie). Es posible comprobar que para el mallado más fino el control presenta os-
cilaciones de alta frecuencia muy importantes que pueden causar la divergencia del
proceso del control.
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Figura 7.43: Control de mı´n CL (izq) y estrategias para estabilizarlo (der).
Resulta interesante constatar que existe una acusada variación en la sensibilidad
en el punto de remanso del perfil aerodinámico. Esta variación es más violenta para
mallados más bastos debido a que en este punto de remanso, a medida que la definición
de la malla empeora, los gradientes del funcional crecen.
Se han implementado diferentes alternativas para evitar las oscilaciones de alta fre-
cuencia que aparecen en la Figura 7.43. La base de estos métodos consiste en, al calcular
la dirección de máxima pendiente, considerar solamente las soluciones del sistema de
adjunto que corresponden a los datos que oscilan más lentamente y que son calculados
en mallas bastas.
En la Figura 7.43 (derecha) se muestran dos estrategias de filtrado del control: 1)
Filtrado de la sensibilidad del funcional, mediante uso de técnica bimalla, sobre la su-
perficie sólida (línea roja). 2) Solución de la ecuación adjunta en una malla más basta que
la que se utilizó para solucionar el problema directo. En base a los resultados obtenidos,
el uso directo de una estrategia de filtración de bimalla aplicada al control es probable-
mente la mejor solución para controlar el problema.
7.4.2. Optimización de forma aerodinámica mediante ﬁltrado
Dando un paso más en el análisis del ejemplo antes planteado, ahora emplearemos
la sensibilidad superficial del funcional para modificar la forma del objeto a diseño con
la finalidad de minimizar el valor del funcional. Como punto de partida, se tomará
el problema anterior (con las mismas consideraciones físicas) y dos discretizaciones: la
primera de 50 nodos sobre el la superficie sólida y la segunda con 400 nodos. (ver Figura
7.44).
Igual que antes, el objetivo es controlar el sistema de Euler variando la forma de
la superficie para de esta manera optimizar la sustentación del perfil aerodinámico. En
primer lugar se emplea la malla basta. En la Figura 7.45 (izquierda) se muestran tres
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Figura 7.44: Discretizaciones empleadas (50 y 400 nodos sobre la superficie).
pasos del proceso de optimización empleando, así como el valor del control en cada
uno de esos pasos de la optimización.
Figura 7.45: Optimización sin filtrado en una malla basta (izq) y en una malla fina (der).
Por otro lado, si se utiliza la malla más fina (véase la Figura 7.45 (derecha)), el con-
trol diverge casi inmediatamente. En la segunda iteración, el control ha divergido total-
mente y el proceso de la optimización falla. En este caso, para lograr la convergencia del
control, será necesario aplicar una estrategia de filtrado. En la Figura 7.46 se muestra
el efecto que proporciona una estrategia de filtración bimalla aplicada a la sensibilidad
funcional computada sobre la superficie (control).
En conclusión, mediante un algoritmo bimalla aplicado sobre las sensibilidades cal-
culadas en la malla fina, es posible hacer que el proceso del control sea estable, y con
ello obtener una buena solución para el problema de la optimización de forma.
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Figura 7.46: Optimización en una malla fina mediante filtrado bimalla.

Capítulo 8
Conclusiones
El cálculo de gradientes de un funcional aerodinámico mediante procedimientos ins-
pirados en la teoría de control a través del empleo del estado adjunto es un campo de
gran actividad en la aerodinámica moderna. Estos métodos, en sus dos versiones (con-
tinua y discreta), presentan importantes ventajas respecto la técnica clásica de diferen-
cias finitas:
Ventaja 1. Tal y como se ha estudiado a lo largo del Capítulo 7, estos métodos son muy
eficientes aplicados a problemas con un gran número de variables de diseño
en relación al número de restricciones (ver Sección 2.3.3).
Ventaja 2. En el caso del método adjunto continuo con soluciones no regulares, es posi-
ble desarrollar métodos optimización que tengan en cuenta la sensibilidad
del funcional con respecto desplazamientos de la discontinuidad. En par-
ticular, en esta tesis se ha desarrollado un método original (método de las
direcciones de descenso alternantes) que saca ventaja a los métodos tradi-
cionales al emplear la información derivada del cálculo de la sensibilidad del
funcional a minimizar, con respecto del desplazamiento de la discontinuidad
(ver Sección 3.5).
Ventaja 3. Finalmente, estos métodos permiten el cálculo directo de la sensibilidad de
una determinada función objetivo ante variaciones infinitesimales en la for-
ma de la superficie del objeto de diseñar, lo que abre las puertas a la opti-
mización directa de la forma del objeto mediante el empleo de técnicas como
los conjuntos de nivel (ver Secciones 2.4 y 7.3.5).
A lo largo de esta tesis se han manejado dos hipótesis de trabajo sobre las que han
girado gran parte de las investigaciones:
1. Método adjunto continuo como alternativa viable a los métodos denominados ad-
juntos discretos (en los que el estado adjunto se calcula sobre las ecuaciones, ya
discretizadas, que gobiernan el sistema).
2. Aplicación a la aerodinámica de los métodos de conjuntos de nivel, estudiando su
viabilidad en entornos complejos como son las ecuaciones de Navier-Stokes com-
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presibles.
Como resultado de esta investigación, se han desarrollado códigos numéricos efi-
cientes para la resolución de las ecuaciones de Burgers, Euler y Navier-Stokes (en sus
versiones directa y adjunta) así como un método de elementos finitos para la resolución
de las ecuaciones de level set, métodos de adaptación, remallado, multimalla y técnicas
de optimización (con variables alternantes). Además de estos desarrollos de carácter
técnico, son destacables los siguientes avances, más allá del estado del arte actual en
esta materia:
Aportación 1. En el Capítulo 3 se ha desarrollado el método de las direcciones alter-
nantes (ver Sección 3.5) aplicado a las ecuaciones de Burgers, que consti-
tuye una nueva estrategia de optimización en dos fases para el cálculo
de aproximaciones numéricas de minimizadores y cuyos resultados se
presentan en la Sección 3.7.
Aportación 2. En el Capítulo 4 se ha desarrollado el adjunto continuo de sistemas go-
bernados por las ecuaciones de Euler 2D (ver Sección 4.4). La formu-
lación completa de las relaciones adjuntas de Rankine-Hugoniot y una
útil versión simplificada (ver Sección 4.4.1). En el Capítulo 7, mediante
varios ejemplos bidimensionales (ver Sección 7.3.3) se constata que la im-
posición de las relaciones adjuntas de Rankine-Hugoniot mejora la con-
vergencia del proceso de optimización. Así mismo, se han desarrollado y
aplicado técnicas de filtrado bimalla (ver Secciones 6.5 y 7.4) para evitar
las inestabilidades desarrolladas al calcular los gradientes en el proceso
de diseño óptimo.
Aportación 3. En el ámbito de Navier-Stokes, en el Capítulo 5 se ha desarrollado un
método adjunto continuo que permite la evaluación de los gradiente de
un funcional de interés aeronáutico sin necesidad del empleo de esque-
mas de alto orden (ver Apéndice 5.3.2). Finalmente en el Capítulo 7 se ha
planteado la optimización numérica en el ámbito de la Mecánica de los
Fluidos mediante técnicas basadas en el métodos de conjuntos de nivel y
el adjunto continuo (ver Sección 7.3.5).
A lo largo de esta memoria, se ha planteado la viabilidad del adjunto continuo co-
mo esquemas robustos matemáticos frente a la diferenciación automática y el adjunto
discreto que en entornos complejos no son formalmente aceptables debido a la no difer-
enciabilidad de los esquemas numéricos empleados. Como trabajo futuro se abren las
siguientes líneas de trabajo:
Línea de trabajo 1. Continuar el desarrollo del método de las direcciones alternantes
para extenderlo a ámbitos más complejos, Burgers 2D, Euler quasi1D
y finalmente Euler 2D.
Línea de trabajo 2. Demostración de la convergencia del método de direcciones alter-
nantes.
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Línea de trabajo 3. Estudios de existencia, unicidad y regularidad de soluciones en pro-
blemas de interés industrial.
Línea de trabajo 4. Desarrollo de una formulación adjunta para problemas goberna-
dos por las ecuaciones de Navier-Stokes turbulentas (RANS). Este
tipo de ecuaciones son las que se emplean en los cálculos de interés
aeronáutico y es necesario abordar la problemática que plantean.
Línea de trabajo 5. Por otro lado, es necesario investigar en las variables de diseño y
la parametrización. En problemas con restricciones y donde el cam-
po de diseño es grande, la introducción de parametrizaciones ade-
cuadas puede ser fundamental.
Línea de trabajo 6. Por último, y en línea con el apartado anterior, la optimización me-
diante métodos de conjuntos de nivel parece ser el algoritmo en la
actualidad más robusto para trabajar con el gradiente local, es por
ello necesario la investigación en nuevas formulaciones del proble-
ma que faciliten su aplicación a entornos industriales.
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Apéndice A
Desarrollo de ﬂujos adjuntos
El objetivo de este apéndice es desarrollar las expresiones analíticas que permiten el
cálculo de los flujos adjuntos, desarrolladas en los Capítulos 4 y 5. De esta manera se
pretende encontrar unas expresiones finales de fácil implementación en un programa
de ordenador.
A.1. Flujos convectivos
A continuación se describe una implementación práctica para la evaluación numéri-
ca de los flujos adjuntos convectivos multiplicados por el promedio de las Ψ:
~AT ·~nΨ
=

0 γ−12 |~v|2nx − u~v ·~n γ−12 |~v|2ny − v~v ·~n ~v ·~n
(
γ−1
2 |~v|2 − H
)
nx (2− γ)unx +~v ·~n (1−γ)uny + vnx Hnx + (1− γ)u~v ·~n
ny (1−γ)vnx + uny (2− γ)vny +~v ·~n Hny + (1−γ)v~v ·~n
0 (γ − 1)nx (γ − 1)ny γ~v ·~n
 ·

ψ1
ψ2
ψ3
ψ4

= (R1 , R2 , R3 , R4)T . (A.1)
Con objeto de obtener una formulación compacta, definimos las siguientes canti-
dades 
q = 12 |~v|2,
Q = ~v ·~n,
ψ(1) = nxψ2 + nyψ3 + Qψ4,
ψ(2) = ψ1 + uψ2 + vψ3 + Hψ4,
γ − 1 = γ∗.
(A.2)
Finalmente, tras realizar manipulaciones aritméticas, es posible escribir el vector de
residuos R como 
R1 = Qψ1 −ψ(2)Q +γ∗ψ(1)q,
R2 = Qψ2 +ψ(2)nx −γ∗ψ(1)u,
R3 = Qψ3 +ψ(2)ny −γ∗ψ(1)v,
R4 = Qψ4 +γ∗ψ(1).
(A.3)
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A.2. Flujos viscosos
A continuación se describe una implementación práctica para la evaluación numéri-
ca de los flujos adjuntos viscosos.
Avx =

0 0 0 0
0 0 0 0
0 0 0 0
−σ∗ + γµPr
( |~v|2
2 ∂x
(
1
ρ
)
− 1(γ−1) ∂x
(
P
ρ2
))
1
ρσxx − γµuPr ∂x
(
1
ρ
)
1
ρσxy − γµvPr ∂x
(
1
ρ
)
γµ
Pr ∂x
(
1
ρ
)

Avy =

0 0 0 0
0 0 0 0
0 0 0 0
−σ∗∗ + γµPr
( |~v|2
2 ∂y
(
1
ρ
)
− 1(γ−1) ∂y
(
P
ρ2
))
1
ρσyx − γµuPr ∂y
(
1
ρ
)
1
ρσyy − γµvPr ∂y
(
1
ρ
)
γµ
Pr ∂y
(
1
ρ
)
 ,
donde
σ∗ = u
ρ
σxx +
v
ρ
σxy, σ∗∗ =
u
ρ
σyx +
v
ρ
σyy.
El objetivo es calcular:
(~Av)T ·~nΨ = (Rv1, Rv2, Rv3, Rv4)T , (A.4)
esto es:
(~Av)T ·~n =
0 0 0 −σ∗nx −σ∗∗ny + γµPr
( |~v|2
2 ∂n
(
1
ρ
)
− 1(γ−1)∂n
(
P
ρ2
))
0 0 0 1ρ (σxxnx +σyxny)− γµuPr ∂n
(
1
ρ
)
0 0 0 1ρ (σxynx +σyyny)− γµvPr ∂n
(
1
ρ
)
0 0 0 γµPr ∂n
(
1
ρ
)


ψ1
ψ2
ψ3
ψ4
 . (A.5)
Con objeto de obtener una formulación compacta, definimos las siguientes canti-
dades 
Σ(1) = 1ρ
(
σxxnx +σyxny
)
,
Σ(2) = 1ρ
(
σxynx +σyyny
)
,
χ = γµPr ∂n
(
1
ρ
)
.
(A.6)
Finalmente, tras realizar manipulaciones aritméticas, es posible escribir el vector de
residuos Rv como
Rv1 =
(
−uΣ(1) − vΣ(2) + |~v|22 χ− γµ(γ−1)Pr ∂n
(
P
ρ2
))
ψ4,
Rv2 =
(
Σ(1) − uχ
)
ψ4,
Rv3 =
(
Σ(2) − vχ
)
ψ4,
Rv4 = χψ4.
(A.7)
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En el caso de los términos viscosos tenemos
Dxx =
µ
ρ

0 0 0 0
− 43 u 43 0 0
−v 0 1 0
γ
(γ−1)Pr
(
(γ−1)|~v|2
2 − Pρ
)
− v2 − 43 u2 43 u− γuPr v− γvPr γPr
 ,
Dxy =
µ
ρ

0 0 0 0
2
3 v 0 − 23 0
−u 1 0 0
− 13 uv v − 23 u 0
 ,
Dyx =
µ
ρ

0 0 0 0
−v 0 1 0
2
3 u − 23 0 0
− 13 uv − 23 v u 0
 ,
Dyy =
µ
ρ

0 0 0 0
−u 1 0 0
− 43 v 0 43 0
γ
(γ−1)Pr
(
(γ−1)|~v|2
2 − Pρ
)
− u2 − 43 v2 u− γuPr 43 v− γvPr γPr
 . (A.8)
El objetivo es la evalución de los flujos adjuntos viscosos, lo que se resume en(
DTxx∂xΨ+ D
T
yx∂yΨ
)
nx +
(
DTxy∂xΨ+ D
T
yy∂yΨ
)
ny
=
(
DTxxnx + D
T
xyny
)
∂xΨ+
(
DTyxnx + D
T
yyny
)
∂yΨ = (Rv1, R
v
2, R
v
3, R
v
4)
T . (A.9)
Desarrollando los términos de la ecuación anterior tenemos que:
(
DTxxnx + D
T
xyny
)
∂xΨ+
(
DTyxnx + D
T
yyny
)
∂yΨ
=
µ
ρ

0 − 43 unx + 23 vny −vnx − uny
((
γ|~v|2
2Pr − γP(γ−1)Prρ
)
− v2 − 43 u2
)
nx − 13 uvny
0 43 nx ny
4
3 unx − γuPr nx + vny
0 − 23 ny nx vnx − γvPr nx − 23 uny
0 0 0 γPr nx
 ·

∂xψ1
∂xψ2
∂xψ3
∂xψ4

+
µ
ρ

0 −vnx − uny 23 unx − 43 vny
((
γ|~v|2
2Pr − γP(γ−1)Prρ
)
− u2 − 43 v2
)
ny − 13 uvnx
0 ny − 23 nx − 23 vnx + uny − γuPr ny
0 nx 43 ny unx +
4
3 vny − γvPr ny
0 0 0 γPr ny
 ·

∂yψ1
∂yψ2
∂yψ3
∂yψ4
 .
Con objeto de obtener una formulación compacta, definimos las siguientes canti-
dades

Σxx = µρ
(
4
3 ∂xψ2 − 23 ∂yψ3
)
Σxy = Σyx = µρ
(
∂yψ2 + ∂xψ3
)
Σyy = µρ
(
4
3 ∂yψ3 − 23 ∂xψ2
)

Σ
(4)
xx =
µ
ρ
(
4
3 u∂xψ4 − 23 v∂yψ4
)
Σ
(4)
xy = Σ
(4)
yx =
µ
ρ
(
u∂yψ4 + v∂xψ4
)
Σ
(4)
yy =
µ
ρ
(
4
3 v∂yψ4 − 23 u∂xψ4
)
Σ(4) = µρ
( γ
Pr ∂nψ4
)
.
(A.10)
Finalmente, tras realizar manipulaciones aritméticas, es posible escribir el vector de
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residuos Rv como
Rv1 = −
(
u(Σxx + Σ
(4)
xx ) + v(Σxy + Σ
(4)
xy )
)
nx −
(
u(Σyx + Σ
(4)
yx ) + v(Σyy + Σ
(4)
yy )
)
ny+( |~v|2
2 − Pρ(γ−1)
)
Σ(4),
Rv2 =
(
Σxx + Σ
(4)
xx
)
nx +
(
Σxy + Σ
(4)
xy
)
ny − uΣ(4),
Rv3 =
(
Σyx + Σ
(4)
yx
)
nx +
(
Σyy + Σ
(4)
yy
)
ny − vΣ(4),
Rv4 = Σ
(4).
(A.11)
Apéndice B
Derivada de forma
En esta sección se evaluará la variación de un funcional J =
∫
S j (U) ds al modificar
infinitesimalmente la frontera del dominio sobre el que se han calculado las variables U
mediante una EDP definida en todo el dominio Ω [49, 101].
Estamos interesados en calcular el gradiente de J con respecto a Ω, donde sólo son
admisibles variaciones de Ω obtenidas por variaciones en la frontera S.
Sea Ω un dominio con frontera ∂Ω = Γ ∪ S. Definimos el dominio deformado Ω′ a
través de su frontera
S′ = {x +α(x)~n(x), α pequeño, x ∈ S} , (B.1)
deformación de la frontera original S. La variación de la solución u viene entonces dada
por
δu = u(Ω′)− u(Ω) = u′ − u. (B.2)
Lema 42. Dada f cualquier función tenemos∫
δΩ
f =
∫
S
α f + o(‖α‖∞). (B.3)
Lema 43. La variación del funcional al variar la forma del dominio donde se resuelve la EDP es:∫
δS
j ds =
∫
S
(∂n j−κ j)α ds + o(‖ α ‖C1), (B.4)
donde κ es la curvatura de S.
Lema 44. Si u satisface una condición de Dirichlet en S, se tiene
δu|S = − α∂nu|S + o(‖α‖∞). (B.5)
Lema 45. Si ~u es vectorial y ~u ·~n = 0 en S entoces:
(δ~u ·~n) |S= −(αδnu · n) |S +(~∇α −~nδnα) ·~u |S +o(‖ α ‖∞). (B.6)
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