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Abstract. In this paper, we formulate and analyze a perturbed formulation of the balancing
domain decomposition by constraints (BDDC) method. We prove that the perturbed BDDC has the
same polylogarithmic bound for the condition number as the standard formulation. Two types of
properly scaled zero-order perturbations are considered: one uses a mass matrix, and the other uses
a Robin-type boundary condition, i.e, a mass matrix on the interface. With perturbation, the well-
posedness of the local Neumann problems and the global coarse problem is automatically guaranteed,
and coarse degrees of freedom can be defined only for convergence purposes but not well-posedness.
This allows a much simpler implementation as no complicated corner selection algorithm is needed.
Minimal coarse spaces using only face or edge constraints can also be considered. They are very useful
in extreme scale calculations where the coarse problem is usually the bottleneck that can jeopardize
scalability. The perturbation also adds extra robustness as the perturbed formulation works even
when the constraints fail to eliminate a small number of subdomain rigid body modes from the
standard BDDC space. This is extremely important when solving problems on unstructured meshes
partitioned by automatic graph partitioners since arbitrary disconnected subdomains are possible.
Numerical results are provided to support the theoretical findings.
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1. Introduction. The development of highly scalable linear solvers for the solu-
tion of large scale linear systems arising from the finite element (FE) discretization of
second-order elliptic problems on distributed-memory machines is of great importance
in many applications. In this work, we consider nonoverlapping domain decomposi-
tion (DD) methods [49], which take advantage of the partition of the FE mesh into
submeshes to define effective preconditioners that can exploit large levels of concur-
rency. In particular, we focus on a variant of the balancing DD by constraints (BDDC)
method. The BDDC method was first introduced in 2003 by Dohrmann [18]. It can
be regarded as an improved version of the balancing domain decomposition (BDD)
method by Mandel [43]. It also has a very close connection with the dual primal
finite element tearing and interconnecting (FETI-DP) method [25, 24]. In fact, the
eigenvalues of the preconditioned systems in the two approaches are almost identical
[44, 41, 15]. The BDDC method is particularly well suited for extreme scale simula-
tions, since it allows for a very aggressive coarsening, the computations at different
levels can be computed in parallel, the subdomain problems can be solved inexactly
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BALANCING DOMAIN DECOMPOSITION BY PERTURBATION 3437
[19, 42] by, e.g., one AMG cycle, and it can straightforwardly be extended to multiple
levels [50, 45]. All of these properties have been carefully exploited in the series of
papers [6, 7, 8, 9], where an extremely scalable implementation of these algorithms
has been proposed, leading to excellent weak scalability on nearly half a million cores
in its multilevel version (see also [29, 30] for weak scalability at extreme scales of the
FETI-DP method).
The BDDC method is based on a classification of nodes on the subdomain inter-
face into corners, and members of edges and faces, based on geometrical arguments
that can be used for any input mesh [49]. It is formulated on the partially subassem-
bled FE space in which continuity among subdomains is only weakly enforced on
some quantities, e.g., the value on subdomain corners and mean values on subdomain
edges and subdomain faces. In two dimensions, enforcing continuity on corners only
is enough to have a weakly scalable method; i.e., the number of iterations depends
only on the local problem size but not on the number of processors being used or the
global problem size. In three dimensions, continuity of mean values on edges and/or
faces must also be enforced to have fast convergence [25, 38].
The role of the corner constraints in the BDDC method is not only to attain
scalability. They must also ensure that the partially subassembled local problems and
the global coarse problem are well-posed. For structured meshes and regular parti-
tions, algorithms to find such constraints are simple, but it would become much more
complicated when considering unstructured meshes of complex three-dimensional ge-
ometries and partitions resulting from parallel mesh partitioners, e.g., ParMETIS
[27] or PT-Scotch [16]. In order to have well-posedness, different corner selection al-
gorithms have been considered [18, 40, 37, 48]. The idea behind these algorithms is
to introduce enough corner constraints such that the partially subassembled problems
are provably well-posed even with corner constraints only.
The reason why edge and/or face constraints are not usually considered for the
same purpose is twofold. First, it is harder to check how edge or face constraints fix
rigid-body modes in elasticity problems. Second, if corner constraints are sufficient to
have well-posedness, the partially subassembled systems, which are indefinite when
edge and/or face constraints are used, can be reduced to positive definite systems
by eliminating variables associated with corners [18]. Consequently, we can use more
efficient and more robust sparse methods which only work for positive definite systems.
An alternative allowing the use of positive definite sparse solvers and avoiding corner
constraints is to consider a change of basis that explicitly enforces edge and face
constraints [41, 37]. However, this approach is not straightforward to implement and
notably changes the sparsity pattern of the partially subassembled matrices.
The corner selection algorithms also have their own drawbacks. Based on our
experience, the implementation of this type of algorithm is an involved and time-
consuming task which depends on the physical problem to be solved and also the
type of FE formulation being used. For example, the implementation of the corner
selection algorithm from [48] in the scientific software FEMPAR [4] has more than
1,500 lines of code. Furthermore, the situation becomes far more complicated when
subdomains are disconnected, or connected only by corners or edges.1 As far as
we know, these situations have not been fully considered when formulating the corner
selection algorithms [40, 18, 48], thus leading to the breakdown of the BDDC method.
It is certainly possible to deal with disconnected subdomains, but it will increase the
1As an example, one can think about elasticity in three dimensions with two subdomains sharing,
e.g., one edge. The rigid body modes for the pair of subdomains are nontrivial.
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3438 SANTIAGO BADIA AND HIEU NGUYEN
complexity of the implementation of the BDDC method; for the solution of the same
problem in the BNN preconditioner, see [5]. Unfortunately, ParMETIS [27] and PT-
Scotch [16] parallel mesh partitioners cannot guarantee connected subdomains, and
we are not aware of any parallel mesh partitioner that can do it. The situation is
even more dramatic when using adaptive mesh refinement and space-filling curves for
efficient load balancing, e.g., exploiting Morton order [1].
In the authors’ opinion, finding corner constraints to guarantee the well-posedness
is one of the main issues that reduces the simplicity of the BDDC method. In this
work, we consider a different and simpler approach based on a perturbed formula-
tion of the method. Instead of using corner constraints to guarantee well-posedness,
we consider perturbed partially subassembled systems which are automatically well-
posed, regardless of the choice of the constraints. Two types of perturbations are
considered—a zero-order term, i.e., a mass matrix, and the use of Robin-type bound-
ary conditions, i.e., a perturbation by interface mass matrix. Certainly, we still need
to have a number of constraints to achieve scalability, but these can be simply chosen
based on geometrical properties.
Perturbation has been used to make local problems well-posed in other nonover-
lapping methods [17, 22]. However, in these previous works, the methods are either
without a coarse space or with a geometrical coarse space. Therefore, using pertur-
bation does not affect the coarse space and the convergence analysis of the methods.
This does not hold for the BDDC methods where the coarse space depends on the
formulation of the local problems. In fact, one can check that the scaling coefficients
in [17, 22] are completely different from the ones proposed in this work which are
required for scalability purposes.
We show that the perturbed BDDC method has the same polylogarithmic bound
for the condition number and thus is scalable. In addition, when the chosen constraints
are not enough and the BDDC space contains a small subspace of rigid body modes,
we prove that most of the eigenvalues of the preconditioned system, except for a few
large isolated ones, are bounded by the usual bounds of the standard BDDC method.
In other words, the perturbed BDDC method is still scalable even though the number
of iterations will be higher compared to the case when all rigid body modes are fixed.
Further, with the perturbed formulation, the well-posedness is guaranteed and
sparse direct methods for positive definite systems can be used without the need of
corner selection mechanisms, corner constraints enforcement, or a change of basis
when there are only edge or face constraints.
Another very important benefit of using the perturbed formulation is the fact that
we can reduce the size of the coarse problem, allowing even more aggressive coars-
ening strategies than the ones that can be used with the standard BDDC method.
For three-dimensional problems, corners (including those introduced by the corner
selection algorithms) do not significantly contribute to the convergence. With the
perturbed BDDC method we can consider much smaller coarse problems only in-
volving faces and/or edges. This point is particularly important when dealing with
unstructured meshes and partitions generated by mesh partitioners due to the pro-
liferation of corners. Since the coarse problem is the bottleneck that can destroy
scalability, these strategies are better suited for large scale simulations.
The rest of the paper is organized as follows. In section 1, we introduce the
model problems and the interface problem in nonoverlapping methods. In section 2,
the formulation of the perturbed BDDC preconditioner is presented. Different types
of perturbation are discussed in section 3. The proposed preconditioner is analyzed in
section 4. In section 5, numerical experiments are provided to verify the theoretical
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BALANCING DOMAIN DECOMPOSITION BY PERTURBATION 3439
findings. We end by drawing some conclusions in section 6.
1.1. Model problems. Let Ω be a bounded domain with a polygonal boundary
in Rn, n = 2, 3. We consider two model problems.
Poisson’s equation. For simplicity of exposition, we consider Poisson’s equation
with homogeneous Dirichlet conditions. Its weak formulation reads as follows: find
u(x) ∈ H10 (Ω) such that
(1.1) a(u, v) = 〈F, v〉 ∀v(x) ∈ H10 (Ω),
where
a(u, v) =
∫
Ω
∇u · ∇v dx, 〈F, v〉 =
∫
Ω
f(x) v(x)dx.
The case with a general boundary condition only involves a modification of the right-
hand side, and our theoretical results still apply. In fact, we consider nonhomogeneous
boundary conditions in the numerical experiment section.
Linear elasticity. Let ∂Ω = ∂ΩD∩∂ΩN , and assume that ∂ΩD is clamped with the
homogeneous Dirichlet boundary condition, and ∂ΩN is subjected to a surface force g,
i.e., a natural boundary condition. There is also a body force f . LetH10 (Ω, ∂ΩD)n =
{v ∈ H1(Ω)n : v|∂ΩD = 0}. We consider the problem of finding u ∈ H10 (Ω, ∂ΩD)n
such that
(1.2) a(u,v) = 〈F ,v〉 ∀v ∈H10 (Ω, ∂ΩD)n,
where
a(u,v) =
∫
Ω
2µ (u) : (v) dx+
∫
Ω
λdivudiv v dx,
(u) : (v) =
3∑
i,j=1
ij(u)ij(v), ij(u) =
1
2
(
∂ui
∂xj
+ ∂uj
∂xi
)
,
〈F ,v〉 =
∫
Ω
fTv dx+
∫
∂ΩN
gTvds.
The presentation in this work covers both the Poisson and linear elasticity prob-
lems. In general, proofs are given for the Poisson problem, and some comments are
provided about how to extend it to linear elasticity when needed.
Let Th be a shape-regular triangulation of size h of Ω and Vh ⊂ H10 (Ω) be the
corresponding P1 space, i.e., the space of continuous piecewise linear functions on Th
that vanish on ∂Ω. Then the discrete problem for (1.1) is to find uh ∈ Vh such that
(1.3) a(uh, v) = 〈F, v〉 ∀v ∈ Vh.
Let us also consider a partition of Ω into subdomains Ω = ∪Jj=1Ωj with the inter-
subdomain interface Γ = ∪Jj=1∂Ωj\∂Ω. We denote by H the subdomain characteristic
size. We further assume that the subdomain partition is obtained by aggregation of
elements in Th.
We represent by Vh(Γ) the interface space of piecewise discrete harmonic func-
tions which are discrete harmonic on each subdomain. The global Schur complement
operator Sh : Vh(Γ)→ Vh(Γ)′, where Vh(Γ)′ is the dual space of Vh(Γ), can be defined
by
(1.4)
〈
Shv1, v2
〉
= a(v1, v2) ∀v1, v2 ∈ Vh(Γ).
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3440 SANTIAGO BADIA AND HIEU NGUYEN
Here 〈·, ·〉 denotes the canonical duality pairing, i.e, 〈γ, v〉 = γ(v).
Using static condensation, namely the process of eliminating component functions
in Vh that vanish on Γ to reduce (1.3) to a problem posed on the interface space Vh(Γ)
(see [14, section 7.5]), we have
(1.5) Shu¯h = fh, u¯h ∈ Vh(Γ), fh = F |Vh(Γ).
Our goal is to formulate an efficient preconditioner for Sh.
2. Preconditioner formulation.
2.1. Constraints. The constraints in BDDC usually rely on a topological clas-
sification of the nodes on the interface as subdomain corners, nodes of subdomain
edges or subdomain faces. In this subsection, we will give concrete definitions of these
geometrical objects.
We denote by Γh the discretization of Γ associated with Th. Let N (p) be the set of
indices of subdomains that share node p ∈ Γh, i.e., N (p) = {j : p ∈ Γjh = Γh ∩ ∂Ωj}.
Then the nodes in Γh can be classified into objects, where each object G is a maximal
subset of nodes with the same set of indices, i.e., N (p) = N (q) for any p, q ∈ G. We
denote | · | the cardinality of a set and N (G) the set of subdomain indices associated
with G, i.e., N (G) := N (p), p ∈ G . Then, in three-dimensional space, G is classified
as a face if |N (G)| = 2 and |G| > 1, an edge if |N (G)| > 2 and |G| > 1, and a corner
if |G| = 1. In two-dimensional problems, G is classified as an edge if |N (G)| = 2 and
|G| > 1 and a corner if |G| = 1. A similar classification was introduced in [37, 32, 48].
A constraint in BDDC can be the value at a subdomain corner or an average
value on a subdomain edge or a subdomain face. As we will see in the following
subsection, the constraints are no longer responsible for the well-posedness of the
local Neumann problems and the global coarse problem in the proposed perturbed
formulation. Therefore, they can be chosen based only on their potential to improve
the convergence of the method. For simplicity, in this work we propose choosing C,
the set of constraints, by deciding the types of constraints we want to use. In other
words, C contains all the corner constraints, or all the edge constraints, or all the
face constraints, or combinations of these options; we do not consider only corner
constraints in three dimensions as this choice is known to be noncompetitive [24, 25].
2.2. Perturbed BDDC preconditioner. Considering a˜(·, ·) a perturbed bi-
linear form of a(·, ·), we assume that a˜(·, ·) satisfies the following assumptions.
Assumption 2.1. There exist two constants CL and CU which are independent of
the size of the domain (D), the size of the subdomains (H), and the number of the
subdomains (J) such that
(2.1) CL a(v, v) ≤ a˜(v, v) ≤ CU a(v, v) ∀v ∈ H10 (Ω).
Assumption 2.2. The bilinear form a˜(·, ·) can be written as
a˜(u, v) =
J∑
j=1
a˜j(uj , vj) ∀u, v ∈ H10 (Ω), uj = u|Ωj , vj = v|Ωj ,
where each a˜j(·, ·) is a positive definite bilinear form on H10 (Ω)|Ωj .
Assumption 2.3. The local perturbed bilinear form a˜j(·, ·) introduced in Assump-
tion 2.2 satisfies
(2.2) C` aj(vj , vj) ≤ a˜j(vj , vj) ∀vj ∈ H10 (Ω)|Ωj ,
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BALANCING DOMAIN DECOMPOSITION BY PERTURBATION 3441
where aj(u, v) =
∫
Ωj ∇u ·∇v dx and C`> 0 does not depend on the size of the domain
(D), the size of the subdomains (H), or the number of the subdomains (J).
In the next step, we will present the perturbed formulation for the BDDC method.
We adopt notation similar to that in [14, section 7.8].
Let V˜h(Γ) be the space of piecewise discrete harmonic functions with respect to
(w.r.t.) the bilinear form a˜(·, ·). We define the perturbed global Schur complement
operator S˜h : V˜h(Γ)→ V˜h(Γ)′ as follows:
(2.3)
〈
S˜hv1, v2
〉
= a˜(v1, v2) ∀v1, v2 ∈ V˜h(Γ).
Let Vj := Vh|Ωj and Vh(Ωj) be the subspace of Vj whose members vanish on
∂Ωj . Also let H˜j = V˜h(Γ)|Ωj be the space of local a˜j(·, ·)-discrete harmonic functions.
Then, it follows that H˜j ⊂ Vj and H˜j = {vj ∈ Vj : a˜j(uj , vj) = 0 ∀uj ∈ Vh(Ωj)}.
Now we can introduce the perturbed BDDC space associated with a˜(·, ·):
H˜c = {v˜ ∈ L2(Ω) : v˜j = v˜|Ωj ∈ H˜j , v˜ has continuous values for constraints in C}.
(2.4)
Clearly, V˜h(Γ) ⊂ H˜c.
The symmetric positive definite operator S˜c : H˜c → H˜′c is then defined by
(2.5) 〈S˜cu, v〉 =
J∑
j=1
a˜j(uj , vj) ∀u, v ∈ H˜c, uj = u|Ωj , vj = v|Ωj .
We note that 〈S˜cu, v〉 = 〈S˜hu, v〉 for u, v ∈ V˜h(Γ) ⊂ H˜c.
Let E˜j : H˜j → L2(Ω) be the trivial extension (by zero) operator. We can define
H˜◦j := {v ∈ H˜j : E˜jv ∈ H˜c}, the space of local a˜j(·, ·)-discrete harmonic functions
whose interface constraints in C equal zero. Each H˜◦j is then equipped with the
symmetric positive definite operator S˜j : H˜◦j → (H˜◦j )′ defined by
(2.6) 〈S˜ju, v〉 = a˜j(u, v) ∀u, v ∈ H˜◦j .
Now we define the coarse space of the perturbed BDDC preconditioner,
(2.7) H˜0 = {v ∈ H˜c : a˜j(uj , vj) = 0 ∀uj ∈ H˜◦j , vj = v|Ωj , 1 ≤ j ≤ J},
and the symmetric positive definite operator S˜0 : H˜0 → H˜′0 as follows:
(2.8) 〈S˜0u, v〉 = 〈S˜cu, v〉 ∀u, v ∈ H˜0.
Obviously, the space H˜c can be written as
(2.9) H˜c = H˜0 ⊕S˜c H˜
◦, where H˜◦|Ωj = H˜◦j .
Remark 2.4. The member functions of H˜0 satisfy a constrained minimization
property; namely, for any v0 ∈ H˜0 we have
a˜j(v0, v0) = min
vj∈Vj , vj=v0 “at” C|Γj
h
a˜j(vj , vj).
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3442 SANTIAGO BADIA AND HIEU NGUYEN
Now in order to connect the spaces H˜0 and H˜◦j to V˜h(Γ), we define the averaging
operator P˜Γ : H˜c → V˜h(Γ) as follows:
(2.10) (P˜Γv)(p) =
1
|N (p)|
∑
j∈N (p)
vj(p) ∀v ∈ H˜c, vj = v|Ωj , p ∈ Γh.
As we want to formulate a preconditioner for Sh, not S˜h, we need a connection
from V˜h(Γ) to Vh(Γ). Let QΓ : V˜h(Γ)→ Vh(Γ) be the operator defined by
(2.11) (QΓv˜)(p) = v˜(p) ∀ v˜ ∈ V˜h(Γ), p ∈ Γh.
The operator QΓ in (2.11) is well defined because functions in Vh(Γ) and V˜h(Γ) are
completely determined by their nodal values on the interface. Here, we emphasize
that even though v˜ and QΓv˜ are identical on the interface Γh, they can be different.
More specifically, v˜ is the harmonic extension of v˜|Γh w.r.t. the bilinear form a˜(·, ·),
while QΓv˜ is the harmonic extension of v˜|Γh w.r.t. the bilinear form a(·, ·).
Finally, we are in a position to present our perturbed BDDC preconditioner
B˜BDDC : V ′h(Γ)→ Vh(Γ) for Sh. It is defined as follows:
B˜BDDC = (QΓP˜ΓE˜0)S˜−10 (QΓP˜ΓE˜0)t +
N∑
j=1
(QΓP˜ΓE˜j)S˜−1j (QΓP˜ΓE˜j)t(2.12)
=
J∑
j=0
PjS˜
−1
j (Pj)t, where Pj = QΓP˜ΓE˜j .
Here, we use E˜0 to denote the natural injection of H˜0 into H˜c.
Remark 2.5. We note that the perturbed BDDC preconditioner is formulated
with perturbed operators in all of the local subdomain solves as well as the global
coarse solve. For perturbed bilinear forms satisfying Assumptions 2.1 and 2.2, the
invertibility of these operators is guaranteed regardless of the choice of the constraints.
Remark 2.6. We emphasize that B˜BDDC is not the standard BDDC preconditioner
formulated for the perturbed problem (the PDE associated with the perturbed bilinear
form). It is a hybrid preconditioner for the original Schur operator Sh and not the
Schur operator of the perturbed problem. Reducing the problem to the interface
requires solving local Dirichlet problems in the original form, whereas forming the
perturbed preconditioner requires solving local Neumann problems and a global coarse
problem in the perturbed form.
3. Choices of perturbed bilinear form. In this section, we present two prac-
tical choices for the perturbed bilinear form a˜(·, ·) and its subdomain components.
3.1. Perturbation with full mass matrix. The bilinear forms a˜(·, ·) and
a˜j(·, ·) are chosen as follows.
a˜(u, v) =
J∑
j=1
a˜j(u, v), a˜j(u, v) = aj(u, v) +
1
D2
∫
Ωj
uv dx,(3.1)
where D is the size (diameter) of Ω. We emphasize that the scaling factor used here,
i.e., 1/D2, is different from the scaling factor 1/H2 used in [21].
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Lemma 3.1. The bilinear forms a˜(·, ·) and a˜j(·, ·) defined in (3.1) satisfy Assump-
tion 2.1 with CL = 1 and CU = 1 + CΩ, Assumption 2.2, and Assumption 2.3 with
C` = 1. Here, the constant CΩ depends only on the shape of Ω but not on its size.
Proof. The first inequalities in Assumptions 2.1, 2.2, and 2.3 are straightforward.
The second inequality in Assumption 2.1 follows from a Friedrichs inequality and a
scaling argument. Here, CΩ is the constant in a Friedrichs inequality, and it depends
only on the shape of Ω but not on its size (see, e.g, [49, Corollary A.15]). In case Ω
is convex, according to [12], after the scaling argument, CΩ = 1/pi.
3.2. Robin perturbation. The bilinear form a˜(·, ·) is defined by
a˜(u, v) =
J∑
j=1
a˜j(u, v), a˜j(u, v) = aj(u, v) +
Hn−1j
Dn
∫
Γj
uv ds,(3.2)
where D is the size of the domain Ω, Hj is the size of the subdomain Ωj , and n is
the dimension of the physical space Ω. We call this a Robin perturbation since the
local Neumann problems, in this case, can be posed with Robin boundary condition
(Hn−1j /Dn)u + ∂u/∂nj = 0 on ∂Ωj\∂Ω, where nj is the outward normal vector of
∂Ωj .
Lemma 3.2. The bilinear forms a˜(·, ·) and a˜j(·, ·) defined as in (3.2) satisfy As-
sumption 2.1 with CL = 1 and CU = 1 + CˆΩ, Assumption 2.2, and Assumption 2.3
with C` = 1. Here, the constant CˆΩ does not depend on the size of the domain or the
size of the subdomains.
Proof. We only need to focus on the second inequality in Assumption 2.1, as other
inequalities are trivial.
For subdomain Ωj , applying Lemma A.17 in [49] with L = 1, f1(v) = ‖v‖L2(∂Ω),
and using the trace theorem, for any v ∈ H10 (Ω), we find that
‖v‖2L2(∂Ωj) ≤ C1|v|2H1/2(∂Ωj) + C2‖v‖2L2(Ωj) ≤ C1|v|2H1(Ωj) + C2‖v‖2L2(Ωj).
By a scaling argument and the fact that the partition is quasi-uniform, there exist
constants Ĉ1, Ĉ2 (which depend only on the shape of Ω̂j) so that
‖v‖2L2(∂Ωj) ≤ Ĉ1 H |v|2H1(Ωj) + Ĉ2 H−1‖v‖2L2(Ωj).
Summing these inequalities over all subdomains, we have
2‖v‖2L2(Γ) ≤ Ĉ1 max H |v|2H1(Ω) + Ĉ2 max H−1‖v‖2L2(Ω).
Since v ∈ H10 (Ω), we can bound the second term on the right using a Friedrichs
inequality. With the appropriate scaling, we find
2‖v‖2L2(Γ) ≤ Ĉ1 max H |v|2H1(Ω) + Ĉ2 max D2H−1|v|2H1(Ω).
As H < D, it follows that ‖v‖2L2(Γ) ≤ CˆΩ D
n
Hn−1 |v|2H1(Ω), where CˆΩ does not depend
on D or H.
Remark 3.3. In our presentation, the diffusion coefficient, for simplicity of expo-
sition, is assumed to be 1. However, the perturbed BDDC method can be extended to
the case where the coefficient is constant in each subdomain and varies greatly from
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3444 SANTIAGO BADIA AND HIEU NGUYEN
one subdomain to another. For this case, the perturbed bilinear forms in (3.1) and
(3.2) are replaced by
a˜(u, v) =
J∑
j=1
a˜j(u, v), a˜j(u, v) = αj
∫
Ωj
∇u · ∇v dx+ αj
D2
∫
Ωj
uv dx,
and
a˜(u, v) =
J∑
j=1
a˜j(u, v), a˜j(u, v) = αj
∫
Ωj
∇u · ∇v dx+ αj H
n−1
j
Dn
∫
Γj
uv ds,
respectively. Here αj denotes the (constant) diffusion coefficient associated with the
subdomain Ωj .
In the case where the coefficient jumps do not align with subdomain interface, the
perturbed formulation can also be extended to physics-based BDDC [10], our recently
developed BDDC method especially targeting heterogeneous problems.
Remark 3.4. For linear elasticity, similar perturbed bilinear forms can be used:
a˜(u,v) = a(u,v) + 2µ
D2
∫
Ω
uTv dx,
a˜(u,v) = a(u,v) + 2µH
n−1
Dn
∫
Γ
uTv ds.
Results similar to Lemmas 3.1 and 3.2 can also be obtained since the proof of these
lemmas can be extended to vector-space cases with help from Korn’s first inequality:
‖v‖H1(Ω) ≤ C ((v), (v))L2(Ω)
(
≤ C 12µ a(v,v)
)
.
Remark 3.5. If the aspect ratio of the physical domain is of order 1, the domain
diameter D can be obtained from the mass matrix M by pre- and post-multiplying
it with the vector of ones and raising the result to 1/n, i.e., D = (1tM1) 1n . No
geometrical information is needed. A similar statement also holds for the diameters
of subdomains obtained from a good mesh partitioner, e.g., METIS [26].
4. Convergence analysis. In this section, we analyze the convergence of the
perturbed BDDC preconditioner in solving (1.5). First, we present a tool to connect
functions in the standard and the perturbed BDDC spaces.
Lemma 4.1 (energy minimizing properties). If v ∈ Vh(Γ) and v˜ ∈ V˜h(Γ) satisfy
v = QΓv˜, then the following inequalities hold:
a(v, v) ≤ a(v˜, v˜),(4.1)
a˜(v˜, v˜) ≤ a˜(v, v).(4.2)
Proof. Since v = QΓv˜, v and v˜ are identical on Γ. Consequently, vj = v|Ωj and
v˜j = v˜|Ωj are identical on ∂Ωj . Using the energy minimizing property of harmonic
functions, we have aj(vj , vj) ≤ aj(v˜j , v˜j) and a˜j(v˜j , v˜j) ≤ a˜j(vj , vj). As v and v˜ are
both continuous functions, we can add these inequalities for all j = 1, . . . , J to obtain
(4.1) and (4.2).
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BALANCING DOMAIN DECOMPOSITION BY PERTURBATION 3445
We continue with some notation. Let θV , θE , and θF be the characteristic finite
element functions of a subdomain corner V, a subdomain edge E , and a subdomain
face F , respectively. They are essentially the discrete harmonic functions that vanish
at every nodal point of ∂Ωj except at V, those of E , and those of F where they equal
1.
We use the notation f . g to denote that f ≤ C g, where C does not depend on
the size of the domain (D), the size of the subdomains (H), the number of subdomains
(J), or particularly the constants CL, CU, and C`. We want to explicitly derive the
change of condition number coming from the perturbation.
The following lemma is quoted from [21, Lemma 4.5] (see also [38, Lemma 2] and
[49, Lemma 4.24]).
Lemma 4.2. Assume Ωj is the union of a finite number of shape-regular (trian-
gular or tetrahedral) elements. Let F be a subdomain face of Ωj, and let Ih denote
the interpolation operator onto the finite element space Vh. Then, for all u ∈ Vj
(4.3) ‖Ih(θFu)‖2H1/200 (F) . [1 + ln(Hj/hj)]
2
(
|u|2H1/2(F) +
1
Hj
‖u‖2L2(F)
)
,
where H1/200 (F)-norm is defined as the H1/2(∂Ωj)-norm of the function extended by
zero onto ∂Ωj\F (cf. [49, section A.2]).
We note that the assumption on the shape of Ωj is a technical requirement only for
analysis. Attempts to relax this assumption have been successful only in two dimen-
sions (see [35]). However, BDDC and FETI-DP, whose analysis relies on Lemma 4.2,
work well in practice for more general partitions, e.g., those generated by graph par-
titioners (see [24, 33, 34, 48, 7]).
We are now ready to state one of our main results.
Theorem 4.3. The smallest eigenvalue of the preconditioned system B˜BDDCSh
satisfies the following lower bound:
λmin(B˜BDDCSh) ≥ C−1U =: λm.
Proof. This proof is modeled after the proof of [14, Lemma 7.8.11]. The main
difference is the use of Assumption 2.1 and the energy minimizing property (4.2) to
connect the perturbed formulation with the original system.
Equation (2.11) implies that for any v ∈ Vh(Γ), there exists a unique v˜ ∈ V˜h(Γ)
such that v = QΓv˜. Due to (2.9) and the fact that V˜h(Γ) ⊂ H˜c, we can write
v˜ = v˜0 + v˜◦, where v˜0 ∈ H˜0 and v˜◦ ∈ H˜◦ . Then we have
(4.4) v˜ = P˜Γ(v˜0 + v˜◦) = P˜Γ
(
E˜0v˜0 +
J∑
j=1
E˜j v˜j
)
= (P˜ΓE˜0)v˜0 +
J∑
j=1
(P˜ΓE˜j)v˜j ,
where v˜j = v˜◦|Ωj ∈ H˜◦j . Consequently,
(4.5) v = QΓv˜ = QΓP˜ΓE˜0v˜0 +
J∑
j=1
QΓP˜ΓE˜j v˜j =
J∑
j=0
Pj v˜j .
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3446 SANTIAGO BADIA AND HIEU NGUYEN
From (4.4), (2.6), (2.8), (2.5), and (2.9), we obtain
J∑
j=0
〈
S˜j v˜j , v˜j
〉
=
〈
S˜0v˜0, v˜0
〉
+
J∑
j=1
a˜j(v˜j , v˜j) =
〈
S˜cv˜0, v˜0
〉
+
〈
S˜cv˜
◦, v˜◦
〉
(4.6)
=
〈
S˜c(v˜0 + v˜◦), (v˜0 + v˜◦)
〉
=
〈
S˜cv˜, v˜
〉
=
〈
S˜hv˜, v˜
〉
= a˜(v˜, v˜).
Using the energy minimizing property (4.2) and Assumption 2.1, we have
a˜(v˜, v˜) ≤ a˜(v, v) ≤ CU a(v, v) = CU
〈
Shv, v
〉
.(4.7)
From (4.5), (4.6), and (4.7), it follows that
CU
〈
Shv, v
〉 ≥ a˜(v˜, v˜) = J∑
j=0
〈
S˜j v˜j , v˜j
〉 ≥ min
v=
∑J
j=0
Pj v˜j
v˜0∈H˜0, v˜j∈H˜◦j , (1≤j≤J)
J∑
j=0
〈
S˜j v˜j , v˜j
〉
.
The estimate for λmin(B˜BDDCSh) then follows directly from the abstract additive
Schwarz framework [14, 7.1.22].
Let Hc and PΓ be defined similarly to H˜c and P˜Γ, with a˜(·, ·) being replaced by
a(·, ·) in all the steps leading to (2.4) and (2.10), respectively. We emphasize that the
functions in Hc satisfy the same constraints in C as the functions in H˜c.
The following assumption introduces our simplified and combined definition of ac-
ceptable edge path [38] and acceptable face path [39] for the case of a constant diffusion
coefficient. It is needed in the analysis of options in which not all geometrical objects
are included in C to define constraints. For the case where the coefficient varies from
one subdomain to another, the original definitions of acceptable paths are required
(cf. [38, 39, 49]).
Assumption 4.4. For two subdomains Ωa,Ωb that share an edge but not a face or a
corner but not an edge, either this shared object, which we call G, is included in the set
of constraints C, or there exists a sequence of subdomains {Ωa = Ωj1 ,Ωj2 , . . . ,Ωjk =
Ωb} satisfying the following properties:
(i) they all share the common object G;
(ii) for j = 1, . . . , k − 1, subdomains Ωjm and Ωjm+1 must share, apart from G, an
object in C of type T; here type T is either an edge or a face and is predefined.
Lemma 4.5. Let w ∈ Hc and u = w − PΓw. If Assumption 4.4 is true, then the
following estimate holds:
|uj |2H1(Ωj) . [1 + ln(H/h)]2
∑
k∈Nj
|wk|2H1(Ωk),(4.8)
where uj = u|Ωj , wk = w|Ωk , and Nj = {k : ∂Ωk ∩ ∂Ωj 6= ∅}. Consequently,
J∑
j=1
aj(uj , uj) . [1 + ln(H/h)]2
J∑
j=1
aj(wj , wj)(4.9)
or, equivalently,
|P∆w|S . [1 + ln(H/h)]2 |w|S ,(4.10)
where P∆ := I − PΓ and |w|S :=
〈
Scw,w
〉
=
∑J
j=1 aj(wj , wj).
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The estimates (4.8), (4.9), and (4.10) are typical in the analysis of FETI-DP [24],
a method closely related to BDDC. For their proofs, we refer the reader to [38, Lemma
10], [39, Lemma 7], and [49, Lemma 6.36]. Here, we only want to emphasize that with
our choice of constraints C, Assumption 4.4 holds.
Remark 4.6. Lemma 4.5 also holds for linear elasticity; however, the requirements
of the constraints are different. In three dimensions, we need at least six constraints
in order to control the rigid-body modes of a subdomain. For example, if we use
only face constraints, then constraints on first-order moments can be added to fully
control the rigid-body modes. For more information about nonoverlapping methods
for elasticity, we refer the reader to [36] and [37].
Theorem 4.7. The largest eigenvalue of the preconditioned system B˜BDDCSh sat-
isfies the following upper bound:
λmax(B˜BDDCSh) .
CU
CL min{C`, CL} [1 + ln(H/h)]
2 =: λM.
Proof. For this proof, we follow the main steps of the proof of [14, Lemma 7.8.11]
with significant changes to adapt to the perturbed formulation.
For any v ∈ Vh(Γ), we consider an arbitrary decomposition
v = QΓP˜ΓE˜0v˜0 +
J∑
j=1
QΓP˜ΓE˜j v˜j =
J∑
j=0
Pj v˜j ,
where v˜0 ∈ H˜0, v˜j ∈ H˜◦j , 1 ≤ j ≤ J . According to the abstract additive Schwarz
framework [14, 7.1.21], Theorem 4.7 will follow if we can show that
(4.11)
〈
Shv, v
〉
. CU
CL min{C`, CL} [1 + ln(H/h)]
2
N∑
j=0
〈
S˜j v˜j , v˜j
〉
.
First, we need to make a connection between the perturbed formulation and the
standard one. Let H0, H◦j , PΓ : Hc → Vh(Γ) and Ej : Hj → L2(Ω), where 1 ≤ j ≤ J ,
be defined similarly to H˜0, H˜◦j , P˜Γ, and E˜j but w.r.t. a(·, ·) instead of a˜(·, ·) (they
are essentially the spaces and operators defined in the standard formulation of BDDC
[13, 14]). Since the functions in H0, H◦j , H˜0, and H˜◦j are completely defined by
their values on Γj = Γ ∩ ∂Ωj , there uniquely exist v0 ∈ H0 and vj ∈ H◦j such that
v0|Γj = v˜0|Γj , vj |Γj = v˜j |Γj . Therefore, their averaged extensions are the same; i.e.,
(4.12) PΓEjvj = QΓP˜ΓE˜j v˜j = Pj v˜j , j = 0, . . . , J.
Consequently, v = PΓE0v0 +
∑J
j=1 PΓEjvj . Now let
(4.13) v˜ = P˜ΓE˜0v˜0 +
J∑
j=1
P˜ΓE˜j v˜j =:
J∑
j=0
P˜j v˜j ;
then v˜ ∈ V˜h(Γ) and v = QΓv˜. This implies that v and v˜ are identical on the interface
Γ. Using the energy-minimizing property (4.1) and Assumption 2.1, we have
(4.14) a(v, v) ≤ a(v˜, v˜) ≤ C−1L a˜(v˜, v˜).
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3448 SANTIAGO BADIA AND HIEU NGUYEN
From (1.4), (2.3), and (4.14), it follows that
(4.15)
〈
Shv, v
〉
= a(v, v) ≤ C−1L a˜(v˜, v˜) = C−1L
〈
S˜hv˜, v˜
〉
.
On the other hand, from (4.13), we find that
〈
S˜hv˜, v˜
〉
=
〈
S˜h
J∑
j=0
P˜j v˜j ,
J∑
j=0
P˜j v˜j
〉
(4.16)
≤ 2
(〈
S˜hP˜0v˜0, P˜0v˜0
〉
+
〈
S˜h
J∑
j=1
P˜j v˜j ,
J∑
j=1
P˜j v˜j
〉)
.
J∑
j=0
〈
S˜hP˜j v˜j , P˜j v˜j
〉
,
where we have used the fact that the support of P˜j v˜j lies only on a bounded number
of subdomains. Since Pj v˜j = QΓP˜j v˜j , we have that Pj v˜j ∈ Vh(Γ) is identical with
P˜j v˜j ∈ V˜h(Γ) on Γ. Using the minimizing property (4.2), it follows that〈
S˜hP˜j v˜j , P˜j v˜j
〉
= a˜(P˜j v˜j , P˜j v˜j) ≤ a˜(Pj v˜j , Pj v˜j)(4.17)
= a˜(PΓEjvj , PΓEjvj) ≤ CU a(PΓEjvj , PΓEjvj),
where in the last line we have used (4.12) and Assumption 2.1.
In the next step, we will relate a(PΓEjvj , PΓEjvj) to aj(vj , vj). Using the triangle
inequality and Lemma 4.5 for w = Ejvj and u = Ejvj − PΓEjvj , we obtain
a(PΓEjvj , PΓEjvj) =
J∑
k=1
ak(PΓEjvj , PΓEjvj)
≤
J∑
k=1
(
ak(Ejvj , Ejvj) + ak(Ejvj − PΓEjvj , Ejvj − PΓEjvj)
)
.
J∑
k=1
ak(Ejvj , Ejvj) + [1 + ln(H/h)]2
J∑
k=1
ak(Ejvj , Ejvj).(4.18)
For j = 0, we have
a(PΓE0v0, PΓE0v0) .
J∑
k=1
ak(v0, v0) + [1 + ln(H/h)]2
J∑
k=1
ak(v0, v0)(4.19)
. [1 + ln(H/h)]2
J∑
k=1
ak(v0, v0).
For j = 1, . . . , J , (4.18) implies that
a(PΓEjvj , PΓEjvj) . aj(vj , vj) + [1 + ln(H/h)]2aj(vj , vj)(4.20)
. [1 + ln(H/h)]2aj(vj , vj).
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BALANCING DOMAIN DECOMPOSITION BY PERTURBATION 3449
Using (4.19), (4.20), Assumption 2.1 (for j = 0), and Assumption 2.3 (for j =
1, . . . , J), we find that
a(PΓEjvj , PΓEjvj) . [1 + ln(H/h)]2 aj(v˜j , v˜j)(4.21)
≤ 1min{C`, CL} [1 + ln(H/h)]
2 a˜j(v˜j , v˜j)
= 1min{C`, CL} [1 + ln(H/h)]
2 〈S˜j v˜j , v˜j〉.
Here we have a slight abuse of notation with a0(·, ·) =
∑J
k=1 ak(·, ·) and a˜0(·, ·) =∑J
k=1 a˜k(·, ·).
Inequality (4.11) then follows from (4.15), (4.16), (4.17), and (4.21).
Combining Theorems 4.3 and 4.7, we obtain the following main result.
Theorem 4.8. There exists a positive constant C, independent of h, H, J , CU,
CL, and C`, such that
κ(B˜BDDCSh) =
λmax(B˜BDDCSh)
λmin(B˜BDDCSh)
≤ C (CU)
2
CL min{C`, CL}
(
1 + ln H
h
)2
.
We have claimed that the well-posedness of the perturbed BDDC does not depend
on the choice of constraints or the type of partition utilized. However, as Theorems
4.7 and 4.8 rely on the validity of Lemma 4.5, the choice of constraints still plays an
important role in achieving a good rate of convergence. The essential condition in the
proof of Lemma 4.5 is that for any object G, it is either in the set of constraints C or
there is an acceptable path connecting a list of subdomains associated with G. In the
next step, we will study what will happen if that condition does not hold.
Lemma 4.9. Assume that there are not enough constraints in C for (4.8) to hold
with subdomain index j, for some 1 ≤ j ≤ J . Then, with the perturbed bilinear forms
suggested in section 3, we still have the following, weaker, estimate:
|uj |2H1(Ωj) . [1 + ln(H/h)]2 (D/H)m
∑
k∈Nj
a˜k(wk, wk),(4.22)
where m = n, the dimension of the physical space, if the Robin perturbation is used;
otherwise, m = 2.
Proof. From the definition of PΓ in (2.10), we can write that
(4.23) u(x) =
∑
k∈N (x)
1
|N (x)| (wj(x)− wk(x)) ∀x ∈ Γ ∩ ∂Ωj ,
where N (x) = {k : x ∈ Γk = Γ ∩ ∂Ωk}.
We cut uj using θV , θE , and θF and write it as a sum of terms which are only
nonzero on individual subdomain corners, edges, and faces, respectively, i.e.,
(4.24) uj =
∑
V⊂∂Ωj
θVuj +
∑
E⊂∂Ωj
Ih(θEuj) +
∑
F⊂∂Ωj
Ih(θFuj).
For simplicity, we only present the estimate for the face terms. Let F be the face
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shared between subdomains Ωj and Ωk. From (4.23) and Lemma 4.2, we find that
‖Ih(θFuj)‖2H1/200 (F) =
∥∥∥∥Ih(θF 12 (wj − wk))
∥∥∥∥2
H
1/2
00 (F )
. [1 + ln(Hj/hj)]2
(
|wj |2H1/2(F) +
1
Hj
‖wj‖2L2(F) + |wk|2H1/2(F) +
1
Hk
‖wk‖2L2(F)
)
.
Similar estimates for the edge and vertex terms can be obtained from the proof of
[38, Lemma 10] or [49, Lemma 6.36] with some modification. Summing all of the
estimates for individual objects, it follows that
(4.25) |uj |2H1(Ωj) . [1 + ln(H/h)]2
∑
k∈Nj
(
|wk|2H1/2(Γk) +
1
H
‖wk‖2L2(Γk)
)
.
Since wk is a harmonic function w.r.t. ak(·, ·), we have |wk|H1/2(Γk) = ak(wk, wk).
In addition, when the perturbation with the full mass matrix is used, we note that
H‖wk‖2L2(Γk) ≤ ‖wk‖2L2(Ωk). Consequently, (4.25) and (3.1) imply that
|uj |2H1(Ωj) . [1 + ln(H/h)]2
∑
k∈Nj
(
ak(wk, wk) +
1
H2
‖wk‖2L2(Ωk)
)
≤ [1 + ln(H/h)]2 (D/H)2
∑
k∈Nj
a˜k(wk, wk).(4.26)
In case Robin perturbation is used, from (4.25) and (3.2), we have
|uj |2H1(Ωj) ≤ [1 + ln(H/h)]2 (D/H)n
∑
k∈Nj
a˜k(wk, wk).(4.27)
Combining (4.26) and (4.27), we obtain (4.22).
Theorem 4.10. If the perturbed bilinear forms introduced in section 3 are used,
even in the extreme case where there is no constraint in C, we still have
λmax(B˜BDDCSh) .
CU
CL min{C`, CL} (D/H)
m [1 + ln(H/h)]2 =: λˆM,(4.28)
κ(B˜BDDCSh) ≤ C (D/H)m
(
1 + ln H
h
)2
,(4.29)
where C does not depend on the mesh sizes, the size of the domain and subdomains,
or the number of subdomains.
Proof. The proof is a combination of Theorem 4.3, which does not depend on the
choice of C, and a modified version of the proof of Theorem 4.7 where Lemma 4.9 is
used instead of Lemma 4.5.
Remark 4.11. Theorem 4.10 gives a bound for the condition number of the pre-
conditioned system in the case when no constraint is used. We can see that the bound
increases as the number of subdomains increases. Even though the perturbed precon-
ditioner without constraints is well-posed, it is not a scalable one, like any one-level
DD method.
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For the rest of this section, we will study a more practical case where the set
of constraints C fails to eliminate a small number of piecewise constant functions or
rigid-body modes from the BDDC space. In other words, we consider kerSc 6= ∅
and dim(kerSc)  dim(Vh(Γ)), where Sc : Hc → H′c is the counterpart of S˜c in the
standard formulation of the BDDC method, namely
(4.30) 〈Scu, v〉 =
J∑
i=1
aj(uj , vj) ∀u, v ∈ Hc, uj = u|Ωj , vj = v|Ωj .
Theorem 4.12. Assume that kerSc 6= ∅; then the spectrum of the preconditioned
system, counting multiplicities, can be decomposed as
(4.31) σ(B˜BDDCSh) = S1 ∪ S2,
where |S1| ≤ dim(ker(Sc)), S1 ⊂ [λm, λˆM ], and S2 ⊂ [λm, λM ]. Here, the constants
λm, λM, and λˆM are defined in Theorems 4.3, 4.7, and 4.10, respectively.
Proof. For the sake of brevity, we will use B˜ and S to refer to B˜BDDC and Sh,
respectively. We define V0 = PΓ ker(Sc). Then Vh(Γ) can be decomposed as
(4.32) Vh(Γ) = V0 ⊕S V ⊥0 , i.e., 〈Sv0, v⊥0 〉 = 0, ∀v0 ∈ V0, v⊥0 ∈ V ⊥0 .
Define ((·, ·)) := 〈B˜−1·, ·〉, an inner product on Vh(Γ). Clearly, B˜S is SPD w.r.t. ((·, ·)).
In addition, for any v0 ∈ V0 and v⊥0 ∈ V ⊥0 ,
(4.33) ((B˜Sv⊥0 , v0)) = ((B˜Sv0, v⊥0 )) = 〈Sv0, v⊥0 〉 = 0.
Let B1 = {φ1, . . . , φn1} and B2 = {φn1+1, . . . , φn1+n2} be some bases of V0 and V ⊥0 ;
then B = {φ1, . . . , φn1+n2} is a basis of Vh(Γ). Let A be the matrix representation of
B˜S w.r.t. the basis B. From (4.33), we have
(4.34) ((BSφj , φi)) = ((BSφi, φj)) = 0 for n1 + 1 ≤ j ≤ n1 + n2, 1 ≤ i ≤ n1.
As the jth column of A is the coefficient in the representation of B˜Sφj w.r.t. B,
(4.34) implies that A is a block diagonal matrix and A = diag(A1,A2), where A1
and A2 are the matrix representations of B˜S|V0 and B˜S|V ⊥0 w.r.t. the bases B1 and
B2, respectively. This leads to σ(A) = σ(A1) ∪ σ(A2). Consequently,
σ(B˜S) = σ(B˜S|V0) ∪ σ(B˜S|V ⊥0 ).
Since dim(V0) ≤ dim(ker(Sc)), it follows that
|σ(B˜S|V0)| ≤ dim(ker(Sc)).
As Theorems 4.3 and 4.10, where the lower bound and a weak upper bound of σ(B˜S)
are obtained, hold regardless of the choice of C, the proof is finished if we can show
that
(4.35) λmax(B˜S|V ⊥0 ) ≤ λM.
Since B˜S is symmetric positive definite w.r.t. ((·, ·)), it follows that
(4.36) λmax(B˜S|V ⊥0 ) = maxv∈V ⊥0 , v 6=0
((B˜Sv, v))
((v, v)) = maxv∈V ⊥0 , v 6=0
〈Sv, v〉
〈B˜−1v, v〉 .
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Since V ⊥0 does not contain the piecewise constant functions in the case of Poisson’s
equation or any of the subdomain rigid-body modes in the case of linear elasticity,
the results in Lemma 4.5 and Theorem 4.7 hold, and we have the estimate (4.35) for
the largest eigenvalue of B˜S|V ⊥0 .
Remark 4.13. When the constraints in C fail to eliminate a small number of con-
stant functions or rigid-body modes, i.e., ker(Sc) 6= ∅ and dim(ker(Sc)) dim(Vh(Γ)),
Theorem 4.12 indicates that most of the eigenvalues of the preconditioned system can
still be bounded by the usual bounds in the standard BDDC methods. Some of the
remaining eigenvalues might be larger than the usual upper bound. However, they
are isolated (the number of them is bounded from above by dim(ker(Sc))). As large
isolated eigenvalues can only delay the convergence of the CG method by a few iter-
ations (cf. [2]), the perturbed BDDC method is still scalable. Obviously, the number
of iterations will be higher than in the case in which all the piecewise constant func-
tions or all the rigid-body modes are eliminated from the BDDC space by additional
constraints, since one considers a smaller coarse space.
5. Numerical experiments. In this section, we will study several numerical
experiments to verify the robustness as well as the efficiency of the perturbed BDDC
method.
The perturbed formulation is built on top of the BDDC preconditioner in the
scientific computing software package FEMPAR (FE Multiphysics massively PARal-
lel) [4], a parallel hybrid MPI+OpenMP, object-oriented framework for the massively
parallel FE simulation of multiscale multiphysics problems governed by PDEs [6, 7].
All our experiments were run on MareNostrum III at BSC (Barcelona) and HLRN-III
at RRZN (Hannover).
In our experiments, both the standard and the perturbed BDDC preconditioners
with different options of constraints are used to solve the linear system associated with
(1.5) by the CG method. The number of CG iterations and the time (in seconds) to
reduce the residual by at least a factor of 1e-6 will be reported. Here, time includes
both the set-up time and the iterative solver time.
In presenting the data, C, E, and F legends indicate that corner, edge, and face
constraints are used, respectively. The suffix 0 expresses that the standard BDDC
formulation (no perturbation) is used. The suffix CD emphasizes that the corner
selection algorithm in [48] and the standard BDDC formulation are used. If the legend
is without a suffix, then it represents a result with perturbed BDDC formulation and
no corner selection algorithm is involved.
In addition, we present only results for Robin perturbation. Perturbation with a
full mass matrix yields almost identical results (see [11]).
5.1. Poisson’s equation in a cube. In this experiment, we compare the per-
formance of the perturbed and standard BDDC methods for a Poisson equation dis-
cretized by structured meshes. We consider the problem described in (1.1), where Ω
is the unit cube [0, 1]× [0, 1]× [0, 1]. The right-hand side function f is chosen so that
u = x+ y + z is the analytical solution.
We use uniform structured hexahedral meshes which are partitioned into k× k×
k, k = 3, . . . , 11, subdomains of exactly the same shape by regular partitions. In
order to study the weak scalability of the methods, when k increases (the size of the
subdomains, H, decreases), we use smaller mesh size, h, to keep H/h constant, i.e., a
constant local problem size.
Figure 1 shows the weak scalability in CG iteration (the left column), and in time
D
ow
nl
oa
de
d 
01
/1
6/
17
 to
 5
.1
96
.8
9.
22
5.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
BALANCING DOMAIN DECOMPOSITION BY PERTURBATION 3453
 8
 10
 12
 14
 16
 18
 0  200  400  600  800  1000  1200  1400  1600  1800
N
um
be
r o
f P
CG
 it
er
at
io
ns
#cores
Weak scaling (H/h=10)
CEF
CEF0
CE
CE0
CF
CF0
E
EF
F
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0  200  400  600  800  1000  1200  1400  1600  1800
To
ta
l W
al
l c
lo
ck
 ti
m
e 
(se
cs
.)
#cores
Weak scaling (H/h=10)
CEF
CEF0
CE
CE0
CF
CF0
E
EF
F
 8
 10
 12
 14
 16
 18
 20
 22
 0  200  400  600  800  1000  1200  1400  1600  1800
N
um
be
r o
f P
CG
 it
er
at
io
ns
#cores
Weak scaling (H/h=20)
CEF
CEF0
CE
CE0
CF
CF0
E
EF
F
 0.5
 0.55
 0.6
 0.65
 0.7
 0.75
 0.8
 0.85
 0.9
 0  200  400  600  800  1000  1200  1400  1600  1800
To
ta
l W
al
l c
lo
ck
 ti
m
e 
(se
cs
.)
#cores
Weak scaling (H/h=20)
CEF
CEF0
CE
CE0
CF
CF0
E
EF
F
 8
 10
 12
 14
 16
 18
 20
 22
 24
 0  200  400  600  800  1000  1200  1400  1600  1800
N
um
be
r o
f P
CG
 it
er
at
io
ns
#cores
Weak scaling (H/h=30)
CEF
CEF0
CE
CE0
CF
CF0
E
EF
F
 2.8
 3
 3.2
 3.4
 3.6
 3.8
 4
 4.2
 4.4
 4.6
 0  200  400  600  800  1000  1200  1400  1600  1800
To
ta
l W
al
l c
lo
ck
 ti
m
e 
(se
cs
.)
#cores
Weak scaling (H/h=30)
CEF
CEF0
CE
CE0
CF
CF0
E
EF
F
 0
 1000
 2000
 3000
 4000
 5000
 6000
 7000
 8000
 0  200  400  600  800  1000  1200  1400
N
um
be
r o
f D
O
Fs
#cores
Size of coarse space
CEF
CEF0
CE
CE0
CF
CF0
E
EF
F
Fig. 1. Poisson’s equation in a cube.
(the right column). Three different test cases, namely H/h = 10, 20, 30, are reported.
The figure also presents (in the last row) the sizes of the coarse spaces, which depends
only on the partition.
From Figure 1, we can conclude that the perturbed BDDC method, for all the
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proposed choices of constraints, is weakly scalable; namely, the numbers of iterations
are almost constant when the number of subdomains increases. The performance of
the perturbed BDDC method in both iteration number and time is also very close to
that of the standard BDDC method. In this experiment, compared to the standard
method, the perturbed BDDC method only requires at most one extra iteration to
reduce the residual to the same relative tolerance of 1e-6.
On the different choices of constraints, we can reconfirm that corner constraints
do not contribute much to the convergence of the methods as EF, E, F have the same
number of iterations as CEF, CE, CF, and have almost the same number of iterations
as CEF0, CE0, CF0, respectively. The choices without corner constraints (which
need perturbation to be well-posed) always outperform the corresponding choices
with corner constraints in terms of time whether perturbation is used or not. In
terms of iteration number, the choices with larger coarse spaces (cf. the last rows of
Figure 1) generally require fewer iterations, except among the ones with E and F.
Obviously, the performance in time depends not only on the choices of constraints
but also on the ratio H/h.
In order to understand the time performance, it is important to note that the
BDDC method has fine tasks (solving local Neumann problems, computing the contri-
bution to the coarse matrix, computing the fine corrections, etc.), which are performed
in parallel on each processor, and a coarse task (computing the coarse correction),
which is centralized in one processor. Roughly speaking, the fine tasks become more
expensive (in both computation and communication) when the size of local problem
(also the ratio H/h) increases, and the cost of coarse task rises when the size of the
coarse space becomes larger. In the advanced implementation of BDDC methods in
FEMPAR (cf. [7]), these two types of tasks run in parallel and are overlapped in run
time. As long as the run time of the coarse task can be completely overlapped by the
run time of the fine tasks, perfect weak scalability is attained.
For H/h = 10, the local problems are small and the coarse tasks are clearly
dominant. The options with large coarse spaces require more time even though they
use fewer iterations (the overlapping is not effective). In those situations, in order
to make the overlapping approach effective, a multilevel BDDC method would be
required [9]. For H/h = 30, the local problems are reasonably large, and the fine
tasks dictate the time performance. The performance in terms of time resembles
the performance in iteration number in this test case. The options with large coarse
spaces arrive to the solution in shorter time. For H/h = 20, at first, the fine tasks
are dominant. However, as the number of subdomains increases, the size of the
coarse space increases. We can see that the coarse task becomes more and more
significant and eventually dominant for the options with larger coarse spaces, namely
CEF, CEF0, CE, and CE0. We will come back to this in the experiment for linear
elasticity.
5.2. Poisson’s equation in backward facing step domain. In this exper-
iment, we compare the performance of the perturbed BDDC with standard BDDC
for a Poisson equation discretized by unstructured meshes. We consider the problem
described in (1.1), where Ω is the backward facing step domain depicted in Figure 2.
Solutions for this type of problem are required in numerical simulations of (turbulent)
incompressible flows using the pressure segregation techniques [23, 3].
For this problem, a homogeneous Dirichlet boundary condition is set on the whole
boundary of Ω except for the leftmost face, where the unknown is constrained to be
1. We also set the force term f = cos(4pix) cos(4piy) cos(4piz).
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Fig. 2. Three-dimensional backward facing step domain with unstructured tetrahedral mesh and
its partition into 64 subdomains using METIS.
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Fig. 3. Poisson’s equation with backward facing step domain.
For this experiment, starting from four unstructured tetrahedral meshes with
roughly 20K, 40K, 80K, and 160K elements, we use uniform refinements and METIS
[26] to create a set of meshes with 32, 64, 128, 256, 512, and 1024 subdomains. The
number of nodes in each subdomain is kept roughly around 145K.
In Figure 3, we plot the numbers of iterations, elapsed time, and number of coarse
degrees of freedom (DOFs) over the number of subdomains (#cores). As results are
close for different options of constraints, for better visibility, we show only the ones
for CEF0, CEF, EF, E, and F.
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From Figure 3, we can see that even though the iteration count for each option
is bounded when the number of subdomains increases, all of them vary more than in
the experiment in subsection 5.1, where structured meshes and regular partitions are
used. However, as all of the partitions are created by METIS [26], we can control only
the local problem size—not the shape and size of the subdomains or the ratio H/h.
Taking this into account, we can safely say that each of the considered options of the
constraints yields a scalable BDDC variant. In addition, the performance of perturbed
BDDC (with CEF) is very close to that of the standard BDDC (with CEF0) in both
iterations count and time. All options without corners (EF, E, and F), which are only
available for the perturbed BDDC, work and have favorable performance in time.
5.3. Elasticity of a long beam. In this experiment, we compare the perfor-
mance of the perturbed and standard BDDC methods for the linear elasticity prob-
lem in (1.2) with the Lamé parameters λ = 0.1 and µ = 1.0 and the body force
f = [0.0 -0.005 0.0]T .
Let Ω be the long beam [0, 2] × [0, 0.5] × [0, 0.5]. We use the natural boundary
condition on the whole boundary of Ω except on one side (the plane x = 0), where
the homogeneous Dirichlet boundary condition is imposed. We also use uniform
structured hexahedral meshes which are partitioned into 4k × k × k, k = 2, . . . , 11,
subdomains. Figure 4 shows the displacement of the beam (the solution).
Fig. 4. Linear elasticity—long beam: The displacement of the beam under the body force (right).
For this test problem, simply choosing the constraints associated with geometrical
objects as discussed in subsection 2.1 is not enough to make the standard BDDC
method work. We need to use a corner selection algorithm or switch to the perturbed
formulation. Among the possible options, we carry out the experiment for CEF,
CEF_CD, EF, and E.
Figure 5 shows the weak scaling in terms of iteration number (left column) and
time (right column), and the size of the coarse space (last row) for three different test
cases with H/h = 10, 20, 30.
The result for this problem is a reconfirmation of what we have found earlier for
the Poisson equation. From Figure 5, it is clear that all studied options of constraints
succeed in making the BDDC methods scalable. The numbers of iterations are almost
constant when the number of subdomains increases. The options with larger coarse
spaces require fewer iterations to converge. However, the time performance depends
on the size of local problems. For small local problems (H/h = 10), the coarse task
is dominant, and options with smaller coarse spaces perform better. For large local
problems (H/h = 30), the fine tasks dictate the result, and options with larger coarse
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Fig. 5. Linear elasticity—long beam: Robin perturbation.
spaces converge to the solution in less time. For medium-size problems (H/h = 20),
the fine tasks are dominant for a small number of subdomains but eventually are
overtaken by the coarse task when the number of subdomains increases.
In conclusion, if time-to-solution is the ultimate goal, then it might not be optimal
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to choose the constraints so that the number of iterations required is minimal. The
choices of constraints should be based on the size of local problems and the number
of subdomains used. Particularly, if one is interested in solving very large problems
with many processors, then the options with minimal coarse spaces, such as E or F,
are likely the winners. We emphasize that these two options are only available for the
perturbed BDDC method.
5.4. Poisson’s equation with heterogeneous coefficient. In this experi-
ment, we verify our claim in Remark 3.3 that the perturbed BDDC can be extended
to the case in which the diffusion coefficient is constant in each subdomain and varies
greatly from one subdomain to another.
We consider the problem described in (1.1), where Ω is the unit square [0, 1]×[0, 1].
The right-hand side function is f = 1. We consider structured triangular meshes and
their regular partitions into k × k, k = 5, 10, 15, subdomains. The ratio H/h is kept
constant at 10. The diffusion coefficient is defined by
log10(αj) = ρ ∗mod(j, 5)/4,
where j is the subdomain index, numbering first in the x-direction and then in the
y-direction. Figure 6 shows the coefficient and partition for the case k = 10 and ρ = 6.
Basically, we have alternating channels with different values of the coefficient.
Fig. 6. Partition and coefficient distribution in the heterogeneous coefficient experiment.
In Table 1, iteration numbers for the options CE0, CE, and E are shown when
ρ takes values in {2, 4, 6}. We can see that for all options, the number of iterations
is almost constant when the number of subdomains or ρ increases. In addition, the
performance of the perturbed BDDC method (CE) is almost the same as that of the
standard BDDC method (CE0).
Table 1
Iteration numbers required in the Poisson equation with heterogeneous coefficient.
k → 5 10 15
ρ CE0 CE E CE0 CE E CE0 CE E
2 11 11 14 11 12 15 11 12 16
4 11 12 15 12 12 16 12 12 16
6 12 12 16 12 12 17 12 12 17
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5.5. Poisson’s equation with insufficient constraints. In this experiment,
we would like to verify Theorem 4.12 and Remark 4.13. We study the weak scalability
of the perturbed BDDC method when there are not enough constraints to exclude all
of the piecewise constant functions from the BDDC space. We repeat the experiment
in subsection 5.1 but with some floating subdomains, where no constraint is imposed.
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Fig. 7. Poisson’s equation: Some floating subdomains with no constraint.
Figure 7 shows the iteration numbers required for the two options CEF and
CE when different sets of subdomains fail to have any constraint. For comparison,
original iteration numbers with all the constraints associated with these two options
being enforced are also shown. We can see that even though the iteration numbers
are higher than the original ones, they are almost constant when the number of
subdomains increases. In other words, scalability is maintained even when we do not
impose enough constraints to eliminate all of the piecewise constant functions from
the BDDC space. This is predicted in Theorem 4.12 and Remark 4.13.
5.6. Elasticity of a long beam with disconnected subdomains. In this
experiment, we study whether the perturbed BDDC method can maintain scalability
when there are disconnected subdomains in the partition. We work with the same
linear elasticity problem of the long beam described in the previous subsection. How-
ever, we consider a different partition of Ω into 8k×2k×2k, k = 1, . . . , 6, subdomains
where half of them consist of four disconnected parts. Figure 8 shows the partition
when k = 1 on the left and a close-up of one disconnected subdomain on the right.
For this experiment, the size of the local problem is the same as in the test case with
H/h = 20 and regular partition. However, due to the special partition, the size of
some of the subdomains are larger, and the ratio in this test case is H/h = 30.
For this experiment, even the corner detecting algorithm in [48] cannot make the
standard BDDC method work. On the other hand, the perturbed BDDC method not
only works but is also scalable (see Figure 9). This is even better than predicted in
Theorem 4.12 as in this case the number of rigid-body modes which are not eliminated
from the BDDC space is proportional to the number of subdomains. However, the
numbers of iterations increase compared to the test case H/h = 30 with regular
partition. When only few subdomains are disconnected, the increase in the number
of iterations is less significant.
5.7. Elasticity of a cross link. In the last experiment, we work with a more
realistic problem, where Ω is a mechanical object shown in Figure 10. With three un-
structured tetrahedral meshes, using uniform refinements and METIS [26], we create
5 meshes with 32, 89, 256, 711, and 2048 subdomains. For each mesh, the number of
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Fig. 8. Linear elasticity—long beam: A partition with disconnected subdomains (left) and the
close-up of one of its disconnected subdomains (right).
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Fig. 9. Linear elasticity—long beam: Disconnected subdomains.
nodes in each subdomain is kept roughly the same at around 44K. The largest mesh
has more than 25M elements and 4M nodes. Out of the 2048 subdomains of this
mesh, one is disconnected.
Fig. 10. Linear elasticity—cross link: A mechanical object with a mesh and a partitioning.
In Figure 11, we plot the results for the choices of constraints associated with
CEF_CD, CEF, EF, E, and F. The standard BDDC with corner detection algorithm
[48] fails to handle the largest mesh where there is a disconnected subdomain. All
perturbed formulations (CEF, EF, E, and F) converge. Taking into account the fact
that only the local problem size is fixed and not the ratio H/h, all options except F
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have the numbers of iterations bounded independently of the number of subdomains.
In other words, they are scalable. As expected, the method with only face constraints
(F) is not weakly scalable. This is due to the fact that with face constraints only, not
all rigid-body modes are fixed.
In terms of time, the options with smaller coarse spaces, namely EF, E, and F,
have better performance. The advantage in time of these options becomes more and
more significant when the number of subdomains increases. For the largest mesh,
even though the option with only face constraints requires many more iterations, it
is still the fastest option.
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Fig. 11. Linear elasticity—cross link: Weak scaling test.
6. Concluding remarks. In this work, we have formulated and analyzed a per-
turbed BDDC method. The method is proved to be algorithmically weakly scalable.
It is also verified by numerical experiments to be as scalable and efficient as the stan-
dard method for the same set of coarse constraints. Moreover, it does not rely on the
constraints to guarantee the well-posedness and offers more freedom in choosing them.
Notably, the implementation with just face and/or edge constraints does not require
a change of basis for using sparse direct solvers for definite systems, and corner con-
straints and corner selection algorithms are not needed. These choices lead to small
coarse spaces that are ideal for extreme scale computation. But the main advantage
of the method is that the perturbed formulation brings extra robustness as it works
even when the constraints fail to eliminate a small number of rigid-body modes from
the BDDC space, or even when the partition has disconnected subdomains. This
point is of great importance when dealing with unstructured meshes and automatic
partitioners.
Even though our presentation is for problems with constant coefficients in each
subdomain, our work can be extended to problems with truly heterogeneous coeffi-
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cients. It is known that for these problems, more complicated strategies are needed
to define the constraints; e.g., the perturbed formulation could also be combined with
other approaches, such as deluxe scaling [20], adaptive coarse spaces [46, 31, 28, 47],
and especially physics-based BDDC [10], to deal with heterogeneity of the coefficients.
The perturbation approach presented herein is a simple way to relax the roles of
corner constraints. Based on our analysis, any selection of constraints known to result
in a fast algorithm for the original problem would also result in a fast algorithm for the
perturbed problem. Thus, strategies for choosing constraints such as those in [36, 37]
could also be used in future work. On the other hand, the proof of Theorem 4.12
provides a way to rigorously analyze convergence properties of preconditioners with
local defects. Even though we have developed this theory for the case where constraints
do not fix all the rigid-body modes, it could also be applied to the analysis of fault-
tolerant (resilient) preconditioners. This topic is critical for the forthcoming exascale
supercomputers. These ideas will be further elaborated elsewhere.
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