Abstract. This paper presents a conforming finite element discretization of the streamfunction formulation of the one-layer stationary quasi-geostrophic equations, which are a commonly used model for the large scale winddriven ocean circulation. Optimal error estimates for this finite element discretization with the Argyris element are derived. Numerical tests for the finite element discretization of the quasi-geostrophic equations and two of its standard simplifications (the linear Stommel model and the linear Stommel-Munk model) are carried out. By benchmarking the numerical results against those in the published literature, we conclude that our finite element discretization is accurate. Furthermore, the numerical results have the same convergence rates as those predicted by the theoretical error estimates.
1. Introduction. With the continuous increase in computational power, complex mathematical models are becoming more and more popular in the numerical simulation of oceanic and atmospheric flows. For some geophysical flows in which computational efficiency is of paramount importance, however, simplified mathematical models are central. For example, the quasi-geostrophic equations (QGE), a standard mathematical model for large scale oceanic and atmospheric flows [8, 26, 31, 35] , are often used in climate modeling [9] .
The QGE are usually discretized in space by using the finite difference method (FDM) [32] . The finite element method (FEM), however, offers several advantages over the popular FDM, as outlined in [30] : (i) an easy treatment of complex boundaries, such as those of continents for the ocean, or mountains for the atmosphere; (ii) an easy grid refinement to achieve a high resolution in regions of interest [4] ; (iii) a natural treatment of boundary conditions; and (iv) a straightforward approach for the treatment of multiply connected domains [30] . Despite these advantages, there are relatively few papers that consider the FEM applied to the QGE [4, 13, 24, 30, 33] .
To our knowledge, all the finite element (FE) discretizations of the QGE have been developed for the streamfunction-vorticity formulation, none using the streamfunction formulation. The reason is simple: The streamfunction-vorticity formulation yields a second order partial differential equation (PDE), whereas the streamfunction formulation yields a fourth order PDE. Thus, although the streamfunction-vorticity formulation has two variables (q and ψ) and the streamfunction formulation has just one (ψ), the former is the preferred formulation used in practical computations, since its conforming FE discretization requires low-order (C 0 ) elements, whereas the latter requires high-order (C 1 ) elements. Although the FE discretizations of the QGE are relatively scarce, the corresponding error analysis seems to be even more scarce. To our knowledge, all the error analysis for the FE discretization of the QGE has been done for the streamfunction-vorticity formulation, and none has been done for the streamfunction formulation. Furthermore, to the best of our knowledge, all the available error estimates for the FE discretization of the QGE are suboptimal. The first error analysis for the FE discretization of the QGE was carried out by Fix [13] , in which suboptimal error estimates for the streamfunction-vorticity formulation were proved. Indeed, relationships (4.7) and (4.8) (and the discussion above these) in [13] show that the FE approximations for both the potential vorticity
where σ = 1 for k = 1 and σ = 0 for k > 1. It is noted in [19] that the error estimate in (1.3) is not optimal: one may loose a half power in h for the derivatives of the streamfunction (i.e., for the velocity), and three-halves power for the vorticity. It is also noted that there is computational and theoretical evidence that (1.3) is not sharp with respect to the streamfunction error. Furthermore, in [14] it was shown that, for the linear Stokes equations, the derivatives of the streamfunction are essentially optimally approximated (see (11.27) in [19] ):
where ε = 0 for k > 1 and ε > 0 is arbitrary for k = 1. It is, however, noted in [19] that (1.3) seems to be sharp for the vorticity error and thus vorticity approximations are generally poor. The streamfunction formulation is, from both mathematical and computational points of view, completely different from the streamfunction-vorticity formulation. Indeed, the FE discretization of the streamfunction formulation generally requires the use of C 1 elements (for a conforming discretization), which makes their implementation challenging. From a mathematical point of view, however, the streamfunction formulation has the following significant advantage over the streamfunction-vorticity formulation: there are optimal error estimates for the FE discretization of the streamfunction formulation (see the error estimate (13.5) and Table 13 .1 in [19] ), whereas the available error estimates for the streamfunction-vorticity formulation are suboptimal.
The main goal of this paper is twofold. First, we use a C 1 finite element (the Argyris element) to discretize the streamfunction formulation of the QGE. To the best of our knowledge, this is the first time that a C 1 finite element has been used in the numerical discretization of the QGE. Second, we derive optimal error estimates for the FE discretization of the QGE and present supporting numerical experiments. To the best of our knowledge, this is the first time that optimal error estimates for the QGE have been derived.
The rest of the paper is organized as follows: Section 2 presents the QGE, their weak formulation, and mathematical support for the weak formulation. Section 3 outlines the FEM discretization of the QGE, posing a special emphasis of the Argyris element. Rigorous error estimates for the FE discretization of the stationary QGE are derived in Section 4. Several numerical experiments supporting the theoretical results are presented in Section 5. Finally, conclusions and our future research directions are included in Section 6.
2. The Quasi-Geostrophic Equations. The large scale ocean flows, which play a significant role in climate dynamics [9, 15] , are driven by two major sources: the wind and the buoyancy (see, e.g., Chapters 14-16 in [35] ). Winds drive the subtropical and subpolar gyres, which correspond to the strong, persistent, subtropical and subpolar western boundary currents in the North Atlantic Ocean (the Gulf Stream and the Labrador Current) and North Pacific Ocean (the Kuroshio and the Oyashio Currents), as well as their subtropical counterparts in the southern hemisphere [9, 35] . One of the common features of these gyres is that they display strong western boundary currents, weak interior flows, and weak eastern boundary currents.
One of the most popular mathematical models used in the study of large scale wind-driven ocean circulation is the QGE [8, 35] . The QGE represent a simplified model of the full-fledged equations (e.g., the Boussinesq equations), which allows efficient numerical simulations while preserving many of the essential features of the underlying large scale ocean flows. The assumptions used in the derivation of the QGE include the hydrostatic balance, the β-plane approximation, the geostrophic balance, and the eddy viscosity parametrization. Details of the derivation of the QGE and the approximations used along the way can be found in standard textbooks on geophysical fluid dynamics, such as [8, 25, 26, 27, 31, 35] .
In the one-layer QGE, sometimes called the barotropic vorticity equation, the flow is assumed to be homogenous in the vertical direction. Thus, stratification effects are ignored in this model. The practical advantages of such a choice are obvious: the computations are two-dimensional, and, thus, the corresponding numerical simulation have a low computational cost. To include stratification effects, QGE models of increasing complexity have been devised by increasing the number of layers in the model (e.g., the two-layer QGE and the N -layer QGE [35] ). As a first step, in this report we use the one-layer QGE (referred to as "the QGE" in what follows) to study the wind-driven circulation in an enclosed, midlatitude rectangular basin, which is a standard problem, studied extensively by ocean modelers [8, 25, 26, 27, 31, 35] .
The nondimensional streamfunction-vorticity formulation of the stationary one-layer quasigeostrophic equations is (see, e.g., equation (14.57) in [35] , equation (1.1) in [26] , equation (1.1) in [36] , and equation (1) in [18] ):
where ψ is the velocity streamfunction, q is the potential vorticity, F is the forcing, J(·, ·) is the Jacobian operator given by
Re is the Reynolds number, and Ro is the Rossby number. The Rossby number, Ro, is defined as
where β is the coefficient multiplying the y coordinate in the β-plane approximation [8, 35] , L is the width of the computational domain, and U is the Sverdrup velocity obtained from the balance between the β-effect and the curl of the divergence of the wind stress [35] . The Reynolds number, Re, is defined as
where A is the eddy viscosity parametrization. The horizontal velocity u can be recovered from ψ by using the following formula: u = ∂ψ ∂y , − ∂ψ ∂x . Substituting (2.2) in (2.1) and dividing by Ro, we get the streamfunction formulation of the stationary one-layer quasi-geostrophic equations
We note that the streamfunction-vorticity formulation has two unknowns (q and ψ), whereas the streamfunction formulation has only one unknown (ψ). Because the streamfunction-vorticity formulation is a second-order PDE, whereas the streamfunction formulation is a fourth-order PDE, the former is more popular in practical computations.
We also note that (2.1)-(2.2) and (2.6) are similar in form to the 2D NSE written in the streamfunction-vorticity and streamfunction formulations, respectively. There are, however, several significant differences between the QGE and the 2D NSE. First, the term y in (2.2) and the corresponding term ∂ψ ∂x in (2.6), which model the rotation effects in the QGE, do not have counterparts in the 2D NSE. Second, the Rossby number, Ro, in the QGE, which is a measure of the rotation effects, does not appear in the 2D NSE.
Next, we comment on the significance of the two parameters in (2.6), the Reynolds number, Re, and the Rossby number, Ro. As in the 2D NSE case, Re is the coefficient of the diffusion term −∆q = ∆ 2 ψ. The higher the Reynolds number Re, the smaller the magnitude of the diffusion term as compared with the nonlinear convective term J(ψ, ∆ψ). For small Ro, which corresponds to large rotation effects, the forcing term, Ro −1 F , becomes large compared with the other terms. The term Ro −1 ∂ψ ∂x could be interpreted as a convection type term with respect to ψ, not to q = −∆ψ. When Ro is small, Ro −1 ∂ψ ∂x becomes large. Thus, the physically relevant cases for large scale oceanic flows, in which Re is large and Ro is small (i.e., small diffusion and high rotation, respectively) translate mathematically into a convection-dominated PDE with large forcing. Thus, from a mathematical point of view, we expect the restrictive conditions used to prove the well-posedness of the 2D NSE [16, 17, 19] to be even more restrictive in the QGE setting, due to the rotation effects. We will later see that this is indeed the case.
To completely specify the equations in (2.6), we need to impose boundary conditions. The question of appropriate boundary conditions for the QGE is a thorny one, especially for the streamfunction-vorticity formulation (see, e.g., [7, 35] ). In this report, we consider ψ = ∂ψ ∂n = 0 on ∂Ω, which are also used in [19] for the streamfunction formulation of the 2D NSE.
To derive the weak formulation of the QGE (2.6), we first introduce the appropriate functional
) by a test function χ ∈ X and using the divergence theorem, we get the weak formulation of the QGE in streamfunction formulation [19] :
Therefore, letting
gives the weak formulation of the QGE in streamfunction formulation: Find ψ ∈ X such that
The linear form , the bilinear forms a 0 and a 2 , and the trilinear form a 1 are continuous: There exist Γ 1 > 0 and Γ 2 > 0 such that
14)
Inequalities (2.13), (2.14), and (2.16) are stated in [5] (see inequalities (2.2) and (2.3) in [5] ). Inequality (2.15) can be proved as follows. Proposition 2.1(iii) in [28] implies that
where C is a generic constant. Theorem 1.1 in [17] implies that | · | 2 , the H 2 -seminorm, and · 2 , the H 2 -norm are equivalent on X = H 2 0 . Thus, (2.17) yields inequality (2.15). For small enough data, one can use the same type of arguments as in [16, 17] to prove that the QGE in streamfunction formulation (2.12) are well-posed [1, 37] . In what follows, we will always assume that the small data condition involving Re, Ro and F , is satisfied and, thus, that there exists a unique solution ψ to (2.12).
Using a standard argument [5] , one can also prove the following stability estimate: Theorem 2.1. The solution ψ of (2.12) satisfies the following stability estimate:
Proof. Setting χ = ψ in (2.12), we get:
Since the trilinear form a 1 is skew-symmetric in the last two arguments [16, 17, 19] , we have
We also note that, applying Green's theorem, we have
where in the last equality in (2.21) we used that ψ = 0 on ∂Ω (since ψ ∈ H 2 0 (Ω)). Substituting (2.21) and (2.20) in (2.19) and using the Cauchy-Schwarz inequality, we get:
which proves (2.18).
Finite Element Formulation.
In this section, we present the functional setting and some auxiliary results for the FE discretization of the streamfunction formulation of the QGE (2.12). Let T h denote a finite element triangulation of Ω with meshsize (maximum triangle diameter) h. We consider a conforming FE discretization of (2.12), i.e., X h ⊂ X = H 2 0 (Ω). The FE discretization of the streamfunction formulation of the QGE (2.12) reads:
Using standard arguments [16, 17] , one can prove that, if the small data condition used in proving the well-posedness result for the continuous case holds, then (3.1) has a unique solution ψ h (see Theorem 2.1 and subsequent discussion in [5] ). One can also prove the following stability result for ψ h using the same arguments as those used in the proof of Theorem 2.1 for the continuous setting.
Theorem 3.1. The solution ψ h of (3.1) satisfies the following stability estimate:
In order to develop a conforming FEM for the QGE (2.12), we need to construct subspaces of H 2 0 (Ω), i.e., to find C 1 FEs, such as the Argyris triangular element, the Bell triangular element, the Hsieh-Clough-Tocher triangular element (a macroelement), or the Bogner-Fox-Schmit rectangular element [6, 19, 22, 3] . In what follows, we will use the Argyris FE. The Argyris FE employs piecewise polynomials of degree five and has twenty-one degrees of freedom (DOFs): the value at each vertex, the value of the first derivatives at each vertex, the value of the second derivatives at each vertex, the value of the mixed derivative at each vertex, and the value of the normal derivatives at each of the edge midpoints. To maintain the direction of the normal derivatives in the transformation from the reference element to the physical element, we use the approach developed in [10] .
By using Theorem 6.1.1 and inequality (6.1.5) in [6] , we obtain the following three approximation properties for the Argyris FE space X h :
where C is a generic constant that can depend on the data, but not on the meshsize h. Property (3.3) follows from (6.1.5) in [6] with q = 2, p = 2, m = 2 and k + 1 = 6. Property (3.4) follows from (6.1.5) in [6] with q = 2, p = 2, m = 2 and k + 1 = 4. Finally, property (3.5) follows from (6.1.5) in [6] with q = 2, p = 2, m = 2 and k + 1 = 3.
4. Error Analysis. The main goal of this section is to develop a rigorous numerical analysis for the FE discretization of the QGE (3.1) by using the conforming Argyris element. In Theorem 4.1, we prove error estimates in the H 2 norm by using an approach similar to that used in [5] . In Theorem 4.4, we prove error estimates in the L 2 and H 1 norms by using a duality argument.
Theorem 4.1. Let ψ be the solution of (2.12) and ψ h be the solution of (3.1). Furthermore, assume that the following small data condition is satisfied:
where Re is the Reynolds number defined in (2.5), Ro is the Rossby number defined in (2.4), Γ 1 is the continuity constant of the trilinear form a 1 in (2.14), and F is the forcing term. Then the following error estimate holds:
where Γ 2 is the continuity constant of the bilinear form a 2 in (2.15) and
is a generic constant that can depend on Re, Ro, Γ 1 , Γ 2 , F , but not on the meshsize h. Remark 4.2. Note that the small data condition in Theorem 4.1 involves both the Reynolds number and the Rossby number, the latter quantifying the rotation effects in the QGE.
Furthermore, note that the standard small data condition Re −2 ≥ Γ 1 F −2 used to prove the uniqueness for the steady-state 2D NSE [16, 17, 23, 34] is significantly more restrictive for the QGE, since (4.1) has the Rossby number (which is small when rotation effects are significant) on the left-hand side. This is somewhat counterintuitive, since in general rotation effects are expected to help in proving the well-posedness of the system. We think that the explanation is the following: Rotation effects do make the mathematical analysis of 3D flows more amenable by giving them a 2D character. We, however, are concerned with 2D flows (the QGE). In this case, the small data condition (4.1) (needed in proving the uniqueness of the solution) indicates that rotation effects make the mathematical analysis of the (2D) QGE more complicated than that of the 2D NSE.
Proof. Since X h ⊂ X, (2.12) holds for all χ = χ h ∈ X h . Subtracting (3.1) from (2.12) with
Next, adding and subtracting a 1 (ψ h , ψ, χ h ) to (4.4), we get
The error e can be decomposed as e :
is arbitrary. Thus, equation (4.5) can be rewritten as
Letting χ h := ϕ h in (4.6), we obtain
Note that, since
Using these equalities in (4.7), we get
and (2.8) -(2.10) in (4.8), simplifying, and rearranging terms, gives
Using (4.9) and the triangle inequality along with the stability estimates (2.18) and (3.2), gives:
where λ h ∈ X h is arbitrary. Taking the infimum over λ h ∈ X h in (4.10) proves estimate (4.2). Next, we prove error estimates in the L 2 norm and H 1 seminorm by using a duality argument. To this end, we first notice that the QGE (2.6) can be written as
where the nonlinear operator N is defined as
The linearization of N around ψ, a solution of (2.6), yields the following linear operator:
To find the dual operator L * of L, we use (4.13) and apply Green's theorem:
Thus, the dual operator L * is given by
For any given g ∈ L 2 (Ω), the weak formulation of the dual problem is:
We assume that ψ * , the solution of (4.16), satisfies the following elliptic regularity estimates:
where C is a generic constant that can depend on the data, but not on the meshsize h. Remark 4.3. We note that this type of elliptic regularity was also assumed in [5] for the streamfunction formulation of the 2D NSE. In that report, it was also noted that, for a polygonal domain with maximum interior vertex angle θ < 126
• , the assumed elliptic regularity was actually proved in [2] . We note that the theory developed in [2] carries over to our case. In Section 5 in [2] it is proved that, for weakly nonlinear problems that involve the biharmonic operator as linear main part and that satisfy certain growth restrictions, each weak solution satisfies elliptic regularity results of the form (4.17)- (4.19) . Assuming that Ω is a bounded polygonal domain with inner angle ω at each boundary corner satisfying ω < 126.283696 . . .
• , Theorem 7 in [2] with k = 0 and k = 1 implies (4.17)-(4.19). Using an argument similar to that used in Section 6(b) in [2] to prove that the streamfunction formulation of the 2D NSE satisfies the restrictions in Theorem 7, we can prove that ψ * , the solution of our dual problem (4.16), satisfies the elliptic regularity results in (4.17)-(4.19). Indeed, the main point in Section 6(b) in [2] is that the corner singularities arising in flows around sharp corners are essentially determined by the linear main part ∆ 2 in the streamfunction formulation of the 2D NSE, which is the linear main part of our dual problem (4.16) as well.
Theorem 4.4. Let ψ be the solution of (2.12) and ψ h be the solution of (3.1). Assume that the same small data condition as in Theorem 4.1 is satisfied:
Furthermore, assume that ψ ∈ H 6 (Ω) ∩ H 2 0 (Ω). Then there exist positive constants C 0 , C 1 and C 2 that can depend on Re, Ro, Γ 1 , Γ 2 , F , but not on the meshsize h, such that The error in the primal problem (2.12) and the interpolation error in the dual problem (4.16) (with the function g to be specified later) are denoted as e := ψ−ψ h and e * := ψ * −ψ * h , respectively. To prove the L 2 norm estimate (4.23), we consider g = e in the dual problem (4.16):
The last term on the right-hand side of (4.24) is given by
To estimate this term, we consider the error equation obtained by subtracting (3.1) (with ψ h = ψ * h ) from (2.12) (with χ = ψ * h ):
Using (4.26), equation (4.25) can be written as follows:
Thus, by using (4.27) equation (4.24) becomes |e| 2 = (L e, e * ) + (L e, ψ * h ) = a 0 (e, e * ) + a 2 (e, e * ) + a 1 (e, ψ, e * ) + a 1 (ψ, e, e * ) + a 1 (e, ψ, ψ * h )
= a 0 (e, e * ) + a 2 (e, e * ) + a 1 (e, ψ, e * ) + a 1 (ψ, e, e * ) −a 1 (e, ψ, e * ) + a 1 (e, ψ h , e * ) + a 1 (e, e, ψ * ) (4.28)
Using the bounds in (2.13)-(2.15), (4.28) yields
Using the stability estimates (2.18) and (3.2), (4.29) becomes 
which proves the L 2 error estimate (4.23). Estimate (4.22) can be proven using the same duality argument as that used to prove estimate (4.23). The major differences are that we use g = −∆e in the dual problem (4.16) and we use the approximation result (3.5).
Numerical Results.
The main goal of this section is twofold. First, we show that the FE discretization of the streamfunction formulation of the QGE (3.1) with the Argyris element produces accurate numerical approximations, which are close to those in the published literature [4, 30, 35] . Second, we show that the numerical results follow the theoretical error estimates in Theorem 4.1 and Theorem 4.4.
Mathematical Models.
Although the pure streamfunction formulation of the steady QGE (2.6) is our main concern, we also test our Argyris FE discretization on two simplified settings: (i) the Linear Stommel model; and (ii) the Linear Stommel-Munk model. The reason for using these two additional numerical tests is that they are standard test problems in the geophysical fluid dynamics literature (see, e.g., Chapter 14 in Vallis [35] as well as the reports of Myers and Weaver [30] and Cascon et al. [4] ). This allows us to benchmark our numerical results against those in the published literature. Since both the Linear Stommel and the Linear Stommel-Munk models lack the nonlinearity present in the QGE (2.6), they represent good stepping stones for testing our FE discretization.
The Linear Stommel-Munk model (see equation (14.42) in [35] and Problem 2 in [4] ) is
The parameters S and M in (5.1) are the Stommel number and Munk scale, respectively, which are given by (see, e.g., equation (10) and S = γ βL , where A is the eddy viscosity parameterization, β is the coefficient multiplying the y coordinate in the β-plane approximation, L is the width of the computational domain, and γ is the coefficient of the linear drag (Rayleigh friction) as might be generated by a bottom Ekman layer (see equation (14.5) in [35] ). The model is supplemented with appropriate boundary conditions, which will be described for each of the subsequent numerical tests.
We note that the Linear Stommel-Munk model (5.1) is similar in form to the QGE (2.6). Indeed, both models contain the biharmonic operator ∆ 2 ψ, the rotation term ∂ψ ∂x , and the forcing term f . The two main differences between the two models are the following: First, the QGE are nonlinear, since they contain the Jacobian term J(ψ, q), whereas the Stommel-Munk model is linear. The second difference is that the Linear Stommel-Munk model contains a Laplacian term ∆ψ, whereas the QGE do not.
We also note that the two models use different parameters: the Reynolds number, Re, and the Rossby number, Ro, in the QGE and the Stommel number, S , and the Munk scale, M , in the Linear Stommel-Munk model. The parameters M , Ro, and Re are related through M = Ro Re −1 . There is, however, no explicit relationship among S , Ro, and Re. The reason is that the QGE (2.6) do not contain the Laplacian term that is present in the Stommel-Munk model (5.1), which models the bottom Rayleigh friction. Thus, the coefficient γ does not have a counterpart in the QGE. This explains why S , which depends on γ, cannot be directly expressed as a function of Ro and Re.
The second simplified model used in our numerical investigation is the Linear Stommel model (see, e.g., equation (14.22) in [35] and equation (11) in [30] ):
We note that the Linear Stommel model (5.2) is just the Linear Stommel-Munk model (5.1) in which the biharmonic term is dropped (i.e., M = 0).
Numerical Tests.
In this section, we present results for the Linear Stommel model (5.2), the Linear Stommel-Munk model (5.1), and the (nonlinear) QGE (2.6). (15) and (16) in [30] ).
Test 1a: In this test, we choose the same setting as that used in equation (14.38) in [35] . In particular, the forcing term and the non-homogeneous Dirichlet boundary conditions are chosen to match those given by the exact solution ψ(x, y) = (1 − x − e − x / S ) sin (πy). We choose the same Stommel number as that used in [35] , i.e., S = 0.04. Figure 5 .1(a) presents the streamlines of the approximate solution obtained by using the Argyris element on a mesh with h = 1 32 and 9670 DoFs. We note that Figure 5 .1(a) resembles Figure 14 .5 in [35] . Since the exact solution is available, we can compute the errors in various norms. Table 5 .1 presents the errors e 0 , e 1 , and e 2 (i.e., the L 2 , H 1 , and H 2 errors, respectively) for various values of the meshsize, h (the DoFs are also included). We note that the errors in Table 5 .1 follow the theoretical rates of convergence predicted by the estimates (4.21)-(4.23) in Theorem 4.4. The orders of convergence in Table 5 .1 are close to the theoretical ones for the fine meshes, but not as close for the coarse meshes. We think that the inaccuracies on the coarse meshes are due to their inability to capture the thin boundary layer at x = 0. The finer the mesh gets, the better this boundary layer is captured and the better the numerical accuracy becomes. Test 1b: To verify whether the degrading accuracy of the approximation is indeed due to the thin (western) boundary layer, we use S = 1 in Test 1a, which will result in a much thicker western boundary layer. We then run Test 1a, but with the new S . As can be seen in Table 5 .2, the rates of convergence are the expected theoretical orders of convergence. This shows that the reason for the inaccuracies in Table 5 .1 were indeed due to the thin western boundary layer.
Test 2: For this test, we use the exact solution given by equations (15) and (16) in [30] , i.e.,
R2x
, where
. The forcing and the homogeneous Dirichlet boundary conditions are chosen to match those given by the exact solution. We choose the same Stommel number as that used in [30] , i.e., S = 0.05. Table 5 .3 presents the errors e 0 , e 1 , and e 2 for various meshsizes h. The errors in Table 5 .3 follow the theoretical rates of convergence predicted by the estimates (4.21) -(4.23) in Theorem 4.4. Again, we see that the orders of convergence in Table 5 .3 are close to the theoretical ones for the fine meshes, but not as close for the coarse meshes. We again attribute this to the inaccuracies at the thin (western) boundary layer at x = 0. Table 5 .4 presents the errors e 0 , e 1 , and e 2 for various meshsizes h. The errors in Table 5 .4 follow the theoretical rates of convergence predicted by the estimates (4.21)-(4.23) in Theorem 4.4. This time, we see that the orders of convergence in Table 5 .4 are close to the theoretical ones for the fine meshes, but are higher than expected for the coarse meshes. We attribute this to the fact that the exact solution does not display any boundary layers that could be challenging to capture by the Argyris element on a coarse mesh. 1 − e −20x sin (πy) 2 . We take the forcing term f corresponding to the exact solution. Table 5 .5 presents the errors e 0 , e 1 , and e 2 for various meshsizes h. We note that the errors in Table 5 .5 follow the theoretical rates of convergence predicted by the estimates (4.21)-(4.23) in Theorem 4.4. Again, we see that the orders of convergence in Table 5 .5 are close to the theoretical ones for the fine meshes, but not as close for the coarse meshes. As stated previously, we attribute this to the inaccuracies at the thin (western) boundary layer at x = 0.
Quasi-Geostrophic
Equations. This section presents results for the FE discretization of the streamfunction formulation of the QGE (2.6) by using the Argyris element. To solve the resulting nonlinear system of equations, we use Newton's method with the following stopping criteria: the maximum residual norm is 10 −8 , the maximum streamfunction iteration increment is 10 −8 , and the maximum number of iterations is 10. Table 5 .6 presents the errors e 0 , e 1 , and e 2 for various meshsizes h. The errors in Table 5 .6 follow the theoretical rates of convergence predicted by the estimates (4.21)-(4.23) in Theorem 4.4. Again, since the exact solution does not display any boundary layers, we see that the orders of convergence in Table 5 .6 are close to the theoretical ones for the fine meshes, but are higher than expected for the coarse meshes.
Test 6: In this test, we take the same exact solution as that in Test 2 of [4] , i.e., ψ(x, y) = 1 − Table 5 .7 presents the errors e 0 , e 1 , and e 2 for various meshsizes h. The errors in Table 5 .7 follow the theoretical rates of convergence predicted by the estimates (4.21)-(4.23) in Theorem 4.4. We see that the orders of convergence in Table 5 .7 are close to the theoretical ones for the fine meshes, but not as close for the coarse meshes. We attribute this to the inaccuracies at the thin boundary layer at x = 0.
6. Conclusions. This paper introduced a conforming FE discretization of the streamfunction formulation of the stationary one-layer QGE based on the Argyris element. For this FE discretization, we proved optimal error estimates in the H 2 , H 1 and L 2 norms. A careful numerical investigation of the FE discretization was also performed. To this end, the QGE as well as the linear Stommel and Stommel-Munk models (two standard simplified settings used in the geophysical fluid dynamics literature [4, 30, 35] ) were used in the numerical tests. Based on the numerical results from the six tests considered, we drew the following two conclusions: (i) our numerical results are close to those used in the published literature [4, 30, 35] ; and (ii) the convergence rates of the numerical approximations do indeed follow the theoretical error estimates in Theorems 4.1 and 4.4. The convergence rates followed exactly the theoretical ones in the test problems where the exact solution did not display a thin boundary layer, but where somewhat lower than expected in those tests that displayed a thin western boundary layer, as expected.
We plan to extend this study in several directions, including the time-dependent QGE and the two-layer QGE.
