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Real life scenarios are often left untouched by
the newest advances in research. They usually
require the resolution of some specific task ap-
plied to a restricted domain, all the while pro-
viding small amounts of data to begin with.
In this study we apply one of the newest in-
novations in Deep Learning to a task of text
classification. The goal is to create a question
answering system in Italian that provides in-
formation about a specific subject, e-invoicing
and digital billing. Italy recently introduced
a new legislation about e-invoicing and peo-
ple have some legit doubts, therefore a large
share of professionals could benefit from this
tool. We gathered few pairs of question and
answers; afterwards, we expanded the data,
using it as a training corpus for BERT lan-
guage model. Through a separate test corpus
we evaluated the accuracy of the answer pro-
vided. Values show that the automatic system
alone performs surprisingly well. The demo
interface is hosted on Telegram, which makes
the system immediately available to test.
1 Introduction
Pre-trained models have proven to be of great
help in accomplishing many NLP tasks, such as
natural language inference, text classification and
question-answering. All of these paradigms con-
tain a semi-supervised language model trained on
large corpora of data; they are later fine-tuned to
work on downstream tasks (Peters et al., 2018;
Howard and Ruder, 2018; Radford et al., 2018).
However, real life applications can’t often bene-
fit from these advances, for many reasons: lack
of data, lack of time and resources to reach a
sufficient accuracy level, or the need to address
some very specific domain that elude the scope
of a general-purpose architecture. As a result,
many concrete scenarios of applications are left
untouched by the scientific progress, even though
these obstacles are far from impossible to over-
come.
The goal of this study is to build a question-
answering systems using only BERT (Bidirec-
tional Encoder Representations from Transform-
ers) language model (Devlin et al., 2018), with-
out exploiting any rule-based refinement system or
any other proprietary algorithm. This process al-
lows to prevail over the obstacles previously listed:
scarce original data was expanded mostly by using
generative grammars; the whole project (data ex-
pansion plus the various training phases) took no
more than eight days to complete, and the com-
putational resources required were fairly afford-
able 1. Moreover, the application domain is very
specific, such that the fine-tuning of the linguistic
model significantly increased the performances 2.
The architecture is simple yet effective (as shown
in Figure 1) and the output of the system can be
tested immediately through a Telegram bot.
2 Related Works
Since its first appearance, BERT has gained a lot
of popularity in the academic community. It has
been applied to various NLP tasks, including text
classification for question answering. The origi-
nal work by Devlin et al. (2018) contained results
on BERT’s performance over the Stanford Ques-
tion Answering Dataset task (Rajpurkar et al.,
2016), where the system had to predict the answer
span for a specific question in a Wikipedia pas-
sage. Yang et al. (2019) went further, creating a
question answering system deployed as a chatbot.
However, both these studies tackled the task of
open-domain question answering, while we focus
on cases where BERT was exploited to develop
systems for real life applications. For instance,
1CPU 8 core, GPU 28 GB, RAM 32 GB
2See the Results section for details on the performance.
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Figure 1: Architecture of our question answering sys-
tem
Lee et al. (2019) created a new BERT language
model pre-trained on the biomedical field to solve
domain-specific text mining tasks (BioBERT). Its
results are impressive, but BioBERT is capable to
perform well on domain specific knowledge be-
cause of its large pre-training process. While the
pre-training surely yields better performances, it
is highly expensive with regard to computational
costs and time consumption. Our results show
good performances even without any pre-training.
JESSI, a Joint Encoders for Stable Suggestion
Inference (Park et al., 2019), was created upon the
knowledge that BERT is severely unstable for out-
of-domain samples. This is true for every system
that does not implement any other tool other than
the language model, such as ours. To solve this
problem, Park et al. (2019) combined BERT with
a non-BERT encoder and used a RNN classifier
on top of BERT. In our case, an heuristic could
be applied to the answers given by the system. It
would allow to maximize the probability that the
output is the correct match and not solely the one
with a higher confidence score.
Other studies focus on generating pre-trained
embeddings for specific domains (Beltagy et al.,
2019; Alsentzer et al., 2019), but they do not test
them on specific tasks.
3 BERT’s Head start as a Language
Model
BERT’s architecture is built as a multi-layer bidi-
rectional encoder and it is based on the Trans-
former model originally proposed by Vaswani et
al. (2017). Although BERT has been widely used
in the past year, it is not the only tool available to
automatically build a working question-answering
system. Attention based RNN models, especially
with the addition of a LSTM or GRU module, have
yielded good results on a variety of tasks (Wang
et al., 2016; Zhou et al., 2016). The use of a recur-
rent neural network for our work was eventually
ruled out for two main reasons: first, BERT en-
coder architecture is already trained to work as a
language model on more than 104 languages (in-
cluding Italian) and needs to be refined only for
the specific task of text classification. The training
of a RNN needs to be done for both the language
model creation and the fine-tuning part, which re-
quires a higher volume of data.
Second, the RNN training activities cannot be
carried out simultaneously due to network con-
straints. This causes a more time-consuming and
costly process.
4 Data and Fine-tuning Process
Since this aims to be a real life application, the
chosen domain was e-invoicing and all the new
regulations revolving around the theme of digital
billing that was recently introduced by the Italian
legislation. The field is very technical and spe-
cific; the data needed to reflect the features of the
language employed to discuss such subject.
We first gathered pairs of clauses coherent to
the domain. The data was cleaned from duplicated
questions and badly written sentences, resulting in
a corpus of approximately 300 pairs of sentences
(a question and an answer). Half of the questions
was expanded manually, while the other half - that
presented recurrent linguistic patterns - was ex-
panded using generative grammars. A grammar
is written as follows:
{vb_might} {vb_collect} an
{n_invoice} ?
Resulting is sentences such as Is it possible to
collect an e-invoice? together with all its mean-
ingful variations. The two expansion methods cre-
ated a corpus of more than 210.000 sentence pairs.
No expansion was operated on the answers, since
the goal is to match the correct answer to any pos-
sible expression of a question, and not to produce
variegated answers.
Separately, a different corpus of 200 questions
was obtained on a voluntary base from people who
did not take part in the expansion process (other-
wise, they would have had knowledge of the exist-
ing sentences in the training corpus). This distinct,
unbiased corpus served as a test set.
4.1 The Fine-tuning
During the fine-tuning process the goal is to ex-
pand the network architecture and to train it to-
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wards a specific task. A new layer is created
while the weights of the underlying original layer
are modified according to the text classification
job. The final training corpus consisted of 2300
sentences (obtained from the 210.000 previously
mentioned). This number resulted from balanc-
ing the total of manually expanded questions with
the automatically expanded ones. Otherwise we
would have had an overfitting problem, since
the automatic expansion generates way more sen-
tences than the manual one. Afterwards, we used
the test corpus to verify the output of the new net-
work.
Values such as accuracy, precision and recall
are not taken into consideration during the train-
ing process. Instead, the goal is to optimize, i.e.
minimize, a loss function. For this study the loss
function is a Cosine Proximity (1). To compute
it we created a One Hot Vector that represented
the 300 original sentences - each one of them as
a label. The loss function takes into account two
values: the One Hot Vector and the logarithm of
the network output’s softmax.














Cosine Proximity Loss function
Each experimental round takes approximately
one hour.
5 Results
To assess the performance, different experiments
were conducted in a subsequent way to evaluate
the accuracy of the test set. The first attempts were
considered baseline for the following ones. When
BERT model was used without applying any fine-
tuning the accuracy reached 3,6 % for 40 epochs.
Fine-tuning proved to be essential: accuracy on
the first answer selected by the system is 86%.
When considering the first three answers, the value
rises up to 93,6%. The most recent experiment op-
erates on the pre-trained language model too see
if further improvement could be reached on that
front. The language model was trained with new
data extracted from reliable sources (operational
handbooks from the Italian Fiscal Agency) and
later fine-tuned with the same data of the previ-
ous trial. Accuracy gained +2 points, achieving 88
% on first answer.
We also compared our results to other intent
matching systems such as Google DialogFlow.
Using external API for intent detection accuracy
reached 84%, which is slightly lower to our first
experiment.
An example of the matched question (and its an-
swer) is presented in Table 1. The user can give a
feedback on each answer received, and the posi-
tive or negative feedback will add up to constantly
improve the performance for the next questions.
The average time to obtain a single answer is 0.2
seconds on a CPU architecture. It is therefore per-
fectly viable for a real time employ as a question
answering system.
Unfortunately, it is impossible to compare these
results with those obtained from other studies, be-
cause of the specificity of this domain, which has
never been considered in this kind of experiments
(at least for the Italian language).
6 Conclusion and Next Steps
We have demonstrated that it is possible to create a
question answering system in a few days. The hu-
man effort was minimized - no rule was handwrit-
ten and no other algorithm was implemented - and
overall the computational cost was bearable. We
also showed that scarce data is not always an in-
surmountable obstacle, since the expansion effort
can be split between manual work and automatic
one. The results show that such a system can al-
ready be used with a decent degree of success. In
the next future some improvements are going to be
made regarding the context management and the
comparison between BERT and other tools.
To improve the spectrum of questions that are
correctly matched, we propose two ways to man-
age the dialog context using BERT:
• External operation. The context is given as
an external factor to the model through the
writing of specific rules. It modifies the la-
beling, i.e. the probability assigned to a label
that selects a matching question.
• Internal operation. In this case, BERT
needs to be trained towards two inputs, where
one is always the context. The network
changes its way of calculating the probabil-
ity from p (l|t) (l being the label and t the text
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Type of Sentence Content
Question posed Hello, I have a question: do I have to issue an invoice also for private
clients? Even though they don’t refer to any VAT number?
Question matched Does an invoice need to be issued also towards people without a VAT
number?
Answer provided Yes, the electronic document has to be issued towards private clients
without a VAT number
Table 1: Given a certain question posed by an user, the system matches one of the example in his knowledge bases
and sends out the correct answer. The sentences have been translated from Italian into English for the purpose of
this paper.
of the sentence) to p (l|t ∩ c).
Regarding the other tools, our goal is to verify if
other models could perform equally or better given
the same dataset. Many platforms are currently
under review, such as Amazon Lex.
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