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ON INVOLUTIONS IN WEYL GROUPS
JUN HU AND JING ZHANG
ABSTRACT. Let (W,S) be a Coxeter system and ∗ be an automorphism of W with order
≤ 2 such that s∗ ∈ S for any s ∈ S. Let I∗ be the set of twisted involutions relative to ∗ in
W . In this paper we consider the case when ∗ = id and study the braid I∗-transformations
between the reduced I∗-expressions of involutions. If W is the Weyl group of type Bn
or Dn, we explicitly describe a finite set of basic braid I∗-transformations for all n si-
multaneously, and show that any two reduced I∗-expressions for a given involution can
be transformed into each other through a series of basic braid I∗-transformations. In both
cases, these basic braid I∗-transformations consist of the usual basic braid transformations
plus some natural “right end transformations” and plus exactly one extra transformation.
The main result generalizes our previous work for the Weyl group of type An.
1. INTRODUCTION
Let (W,S) be a fixed Coxeter system with length function ℓ : W → N. If w ∈ W then
by definition
ℓ(w) := min{k|w = si1 . . . sik for some si1 , . . . , sik ∈ S}.
Let ≤ be the Bruhat partial ordering on W defined with respect to S. Let ∗ be a fixed
automorphism of W with order ≤ 2 and such that s∗ ∈ S for any s ∈ S.
Definition 1.1. We define I∗ :=
{
w ∈ W
∣∣ w∗ = w−1}. The elements of I∗ will be
called twisted involutions relative to ∗.
If ∗ = idW (the identity automorphism on W ), then the elements of I∗ will be called
involutions.
Definition 1.2. For any w ∈ I∗ and s ∈ S, we define
s⋉ w :=
{
sw if sw = ws∗;
sws∗ if sw 6= ws∗.
For any w ∈ I∗ and si1 , · · · , sik ∈ S, we define
si1 ⋉ si2 ⋉ · · ·⋉ sik ⋉ w := si1 ⋉
(
si2 ⋉ · · ·⋉ (sik ⋉ w) · · ·
)
.
It is clear that s⋉ w ∈ I∗ whenever w ∈ I∗ and s ∈ S. Note that ⋉ is not associative.
So the above convention for how to interpret expressions without parentheses is nontrivial
and meaningful.
Definition 1.3. ([21, 11, 19, 8]) Let w ∈ I∗. If w = si1 ⋉ si2 ⋉ · · · ⋉ sik , where
k ∈ N, sij ∈ S for each j, then (si1 , · · · , sik) is called an I∗-expression for w. Such an
I∗-expression for w is reduced if its length k is minimal.
We regard the empty sequence () as a reduced I∗-expression for w = 1. It follows by
induction on ℓ(w) that every element w ∈ I∗ has a reduced I∗-expression.
The phrase “I∗-expression” dates originally to Marberg [19]. Hultman [11] uses the
right-handed version of I∗-expression and call it S-expression. In recent papers, Hamaker,
Marberg and Pawlowski have started calling reduced S-expressions “involution words”.
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Going much further back, reduced S-expressions and involution words are both the same
as what Richardson and Springer called “admissible sequences” in [21, Section 3]. Our
notation in the current paper follows the conventions from [19].
A well-known classical fact of Matsumoto ([20]) says that any two reduced expressions
for an element in W can be transformed into each other through a series of basic braid
transformations. We are interested in finding the right analogue of this fact for twisted
involution relative to ∗ with respect to the operation “⋉”. In this paper we consider the
case when ∗ = id. If W is the Weyl group of type Bn or type Dn, we identify a set of
basic braid I∗-transformations which span and preserve the sets of reduced I∗-expressions
for any involution. These results generalize our earlier work in [13] for the Weyl group of
type An. Note that these generalizations are non-trivial in the sense that the basic braid
I∗-transformations for the Weyl group of types Bn and Dn which we identify contain not
only the usual basic braid transformations plus some natural “right end transformations”
but also one extra transformations which do not directly related to the usual basic braid
transformations; see the last relation in Definition 3.15 and 4.10. This is a new phenome-
non which does not happen in type A case; compare [13, Definition 2.12].
There have been a number of important works on algebraic and combinatorial proper-
ties of involutions in Coxeter groups. They have arisen independently in a few different
geometric contexts; see [21, 22, 10, 11, 2, 3, 7, 8, 23]. Richardson and Springer [21] first
initiates the study of Bruhat order restricted to involutions in finite Weyl group, which
naturally leads to the consideration of I∗-expression (which they called “admissible se-
quence”). They proved ([21, Lemma 3.16]) that the set of reduced I∗-expression for a
given twisted involution is closed under the ordinary braid relations for (W,S); see also
[8, Proposition 1.4] for an equivalent statement for general Coxeter groups. Can, Joyce
and Wyser have classified these sets for each involution in the symmetric group. It is a
natural (and nontrivial) open problem to use the main result of the current paper to extend
Can, Joyce and Wyser’s results to types B and D. The paper [8] of Hamaker, Marberg and
Pawlowski also proves an analogue of Matsumoto’s theorem for the right handed versions
of reduced I∗-expressions. Their result applies to arbitrary Coxeter groups, but requires a
potentially unbounded number of extra relations in addition to the ordinary braid relations
and the “right end transformation” described in Remark 3.14 and 4.9. We thank the anony-
mous referee for the detailed explanation of these facts to us. The main result in this paper
show that in types B and D one can ignore all but one of these extra relations.
Our motivation for the study of reduced I∗-expressions for involution comes from a
conjecture of Lusztig. Let v be an indeterminate overZ and u := v2. Set A := Z[u2, u−2],
A := Z[u, u−1]. Let Hu2 be the one-parameter Iwahori–Hecke algebra associated to
(W,S) with Hecke parameter u2 and defined over A (cf. [12]). Let Hu := A ⊗A Hu2 .
We abbreviate 1A ⊗A Tw as Tw for each w ∈ W . Let M be the free A-module with basis
{aw|w ∈ I∗}. An Hu-module structure on M was introduced by Lusztig and Vogan ([18])
in the special case when W is a Weyl group or an affine Weyl group, and by Lusztig ([15])
in the general case. When u is specialized to 1, the module M was introduced more than
fifteen years ago by Kottwitz. Kottwitz found the module by analyzing Langlands’ theory
of stable characters for real groups. He gave a conjectural description of it (later established
by Casselman) in terms of the Kazhdan-Lusztig left cell representations of W. For these
reasons it was clear that M was an interesting, subtle, and important object. In [16, 3.4(a)]
Lusztig defined X∅ :=
∑
x∈W,x∗=x u
−ℓ(x)Tx ∈ Hu and he conjectured that there is a
unique isomorphism of (Q(u) ⊗A Hu)-modules η : Q(u) ⊗A M ∼= (Q(u) ⊗A Hu)X∅
such that η(a1) = X∅.
In [13], we give a proof of this conjecture when ∗ = idW and W is the Weyl group
of type An for any n ∈ N. The key ingredient in the proof is to prove an analogue of
Matsumoto’s result for reduced I∗-expressions of involutions. We announced in that paper
that the same strategy should work for the Weyl groups of other types. Later Lusztig proved
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his conjecture (in [17]) for any Coxeter group and any ∗ by using a completely different
argument. Despite this fact, it is still interesting in itself to generalize Matsumoto’s result
for reduced I∗-expressions of involutions to Weyl groups of arbitrary types (other than
type A). In this paper we give this generalization for the Weyl groups of types Bn and
Dn by finding a finite set of basic braid I∗-transformations on reduced I∗-expressions
for involutions, which can be described for all n simultaneously and whose size depends
quadratically on n.
The paper is organised as follows. In Section 2 we recall some preliminary results on
reduced I∗-expressions for twisted involutions relative ∗. Based on the work of Lusztig
[15, 1.2, 1.4], we give a case-by-case discussion after Lemma 2.10 when ∗ = id which will
be used in the next two sections. In Section 3 we consider the Weyl group W (Dn) of type
Dn and give the definition of basic braid I∗-transformation on reduced I∗-expressions
for involutions in W (Dn) in Definition 3.15. In Section 4 we consider the Weyl group
W (Bn) of type Bn and give the definition of basic braid I∗-transformation on reduced
I∗-expressions for involutions in W (Bn) in Definition 4.10. The main results are Theorem
3.19 and 4.12, where we show that any two reduced I∗-expressions for an involution in
W ∈ {W (Dn),W (Bn)} can be transformed into each other through a series of braid I∗-
transformations. In Section 5 we use the main result in Section 3 and Section 4 to show
that η is a well-defined surjective (Q(u)⊗A Hu)-module homomorphism when W is the
Weyl group of type Bn or Dn and ∗ = id.
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2. REDUCED I∗-EXPRESSIONS
Let (W,S) be a fixed Coxeter system with length function ℓ : W → N. For any
s 6= t ∈ S, let ms,t = mt,s ∈ [2,∞] be the order of st. The following facts can all be
found in [10, 11] and [13].
Lemma 2.1. ([10]) For any w ∈ I∗ and s ∈ S, we have that
s⋉ (s⋉ w) = w.
It is well-known that every element w ∈ I∗ is of the form w = si1 ⋉ si2 ⋉ · · ·⋉ sik for
some k ∈ N and si1 , · · · , sik ∈ S.
Lemma 2.2. ([10], [11]) Let w ∈ I∗. Any reduced I∗-expression for w has a common
length. Let ρ : I∗ → N be the map which assigns w ∈ I∗ to this common length. Then
(I∗,≤) is a graded poset with rank function ρ. Moreover, if s ∈ S then ρ(s ⋉ w) =
ρ(w) ± 1, and ρ(s⋉ w) = ρ(w) − 1 if and only if ℓ(sw) = ℓ(w) − 1.
Corollary 2.3. ([13, Corollary 2.6]) Let w ∈ I∗ and s ∈ S. Suppose that sw 6= ws∗. Then
ℓ(sw) = ℓ(w)+1 if and only if ℓ(ws∗) = ℓ(w)+1, and if and only if ℓ(s⋉w) = ℓ(w)+2.
The same is true if we replace “+” by “−”.
Corollary 2.4. ([13, Corollary 2.7]) Let w ∈ I∗ and s ∈ S. Suppose that ρ(w) = k. If
sw < w then w has a reduced I∗-expression which is of the form s⋉ sj1 ⋉ · · ·⋉ sjk−1 .
Definition 2.5. ([13, Definition 2.8]) Let w ∈ I∗ and si1 , · · · , sik ∈ S. If
ρ(si1 ⋉ si2 ⋉ · · ·⋉ sik ⋉ w) = ρ(w) + k,
then we shall call the sequence (si1 , · · · , sik , w) reduced, or (si1 , · · · , sik , w) a reduced
sequence.
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In particular, any reduced I∗-expression for w ∈ I∗ is automatically a reduced se-
quence. In the sequel, by some abuse of notations, we shall also call (i1, · · · , ik) a reduced
sequence whenever (si1 , · · · , sik) is a reduced sequence in the sense of Definition 2.5.
Remark 2.6. Let si1 , · · · , sik ∈ S and 1 ≤ a ≤ k. We shall use the expression
(2.7) si1 ⋉ · · ·⋉ sia−1 ⋉ sia+1 ⋉ · · ·⋉ sik
to denote the element obtained by omitting “sia⋉” in the expression si1 ⋉ · · · ⋉ sik . In
particular, if a = 1 then (2.7) denotes the element si2 ⋉ · · ·⋉ sik ; while if a = k then (2.7)
denotes the element si1 ⋉ · · ·⋉ sik−1 .
Proposition 2.8. (Exchange Property, [11, Prop. 3.10]) Suppose (si1 , · · · , sik) is a re-
duced I∗-expression for w ∈ I∗ and that ρ(s⋉ si1 ⋉ si2 ⋉ · · ·⋉ sik) < k for some s ∈ S.
Then
s⋉ si1 ⋉ si2 ⋉ · · ·⋉ sik = si1 ⋉ si2 ⋉ · · ·⋉ sia−1 ⋉ sia+1 ⋉ · · ·⋉ sik
for some a ∈ {1, 2, · · · , k}.
For any s, t ∈ S, recall that mst is the order of st. Then mst is the order of ts too.
Suppose that mst <∞. We define
Prod(s, t;mst) := stst · · ·︸ ︷︷ ︸
mst factors
.
By definition, we have that Prod(s, t;mst) = Prod(t, s;mst). In this case, we shall call
the transformation Prod(s, t;mst) ←→ Prod(t, s;mst) the (usual) basic braid transfor-
mation. By a (usual) braid transformation on a given reduced expression, we mean the
compositions of a series of (usual) basic braid transformations.
For any s, t ∈ S with mst <∞, we define
TProd(s, t;mst) := s⋉ t⋉ s⋉ t⋉ · · ·︸ ︷︷ ︸
mst factors
⋉.
Note that Prod(s, t;mst) is an element of W , while TProd(s, t;mst) is an operator on I∗
instead of an element of W .
Our purpose is to find the right analogues of (basic) braid transformations for twisted
involutions in I∗ and the operation “⋉”. The following result amounts to saying that any
usual (basic) braid transformation naturally induces a (basic) braid I∗-transformation on
reduced I∗-expression.
Proposition 2.9. ([21, Lemma 3.16], [8, Proposition 1.4]) Let 1 6= w ∈ I∗ and s, t ∈ S.
Suppose that 2 ≤ mst <∞, and (s, t, s, t, . . .︸ ︷︷ ︸
mst factors
, w) is a reduced I∗-expression. Then
TProd(s, t;mst)w = TProd(t, s;mst)w.
In the rest of this paper, we assume that ∗ = id. In particular, I∗ = {w ∈W |w2 = 1}
is the set of involutions in W . For any s ∈ S, it holds that s⋉ 1 = s.
If w ∈ I∗, then a simple reflection s ∈ S is called a descent of w whenever sw < w
(equivalently, ws < w).
Lemma 2.10. ([6, Section 2.1]) Suppose thatw ∈ I∗. Let s⋉si1 ⋉ · · ·⋉sik and t⋉sj1 ⋉
· · ·⋉ sjk be two reduced I∗-expressions of w such that s 6= t. Let K := {s, t}. Let WK be
the subgroup of W generated by K and Ω := WKwWK . Suppose that |WK | < ∞. Let
b ∈ W be the unique minimal length (WK ,WK)-double coset representative in Ω. Then
b ∈ I∗ and w is the unique maximal length (WK ,WK)-double coset representative in Ω.
Moreover, w = w0,Kbw0,Jw0,K = w0,Kw0,Jbw0,K , where J := K ∩ bKb, w0,J and
w0,K are the unique longest elements in WJ and WK respectively.
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Proof. Since b ∈ W is the unique minimal length (WK ,WK)-double coset representative
in Ω, it follows that b−1 ∈ W is also the unique minimal length (WK ,WK)-double coset
representative in Ω. Hence b = b−1 and b ∈ I∗. This proves the first statement of the
lemma. Applying Lemma 2.2, we see that sw < w > tw. Since w = w−1, it follows that
ws < w−1 = w > wt. Now the second statement of the lemma follows from [4, Corollary
4.19]. 
Let w ∈ I∗, and suppose s 6= t in S are such that ℓ(sw) = ℓ(tw) < ℓ(w). Define
Ω := WKwWK . Suppose that |WK | < ∞. Let b ∈ W be the unique minimal length
element in Ω. Then b ∈ I∗ by Lemma 2.10. Let m := ms,t = mt,s be the order of st.
Following [15], for each 1 ≤ i ≤ m, we set
si := sts . . .︸ ︷︷ ︸
i factors
, ti := tst . . .︸ ︷︷ ︸
i factors
.
Set J := K ∩ bKb−1. By [15, 1.2(a), 1.4], there are only the following seven cases.
Case 1. {sb, tb} ∩ {bs, bt} = ∅, J = ∅, Ω ∩ I∗ = {ξ2i, ξ′2i|0 ≤ i ≤ m}, where
ξ0 = ξ
′
0 = b, ξ2m = ξ
′
2m = w, ξ2i = s
−1
i bsi, ξ
′
2i = t
−1
i bti, ℓ(ξ2i) = ℓ(ξ
′
2i) = ℓ(b)+ 2i; In
this case,
w = w0,Kbw0,K = sts . . .︸ ︷︷ ︸
m factors
b sts . . .︸ ︷︷ ︸
m factors
= tst . . .︸ ︷︷ ︸
m factors
b tst . . .︸ ︷︷ ︸
m factors
= sts . . .︸ ︷︷ ︸
m factors
b tst . . .︸ ︷︷ ︸
m factors
= tst . . .︸ ︷︷ ︸
m factors
b sts . . .︸ ︷︷ ︸
m factors
.
By length consideration we can deduce that
w = s⋉ t⋉ s⋉ . . .︸ ︷︷ ︸
m factors
⋉b = t⋉ s⋉ t⋉ . . .︸ ︷︷ ︸
m factors
⋉b.
Case 2. sb = bs, tb 6= bt, J = {s}, Ω ∩ I∗ = {ξ2i, ξ2i+1|0 ≤ i ≤ m − 1}, where
ξ0 = b, ξ2m−1 = w, ξ2i = t
−1
i bti, ξ2i+1 = t
−1
i bsi+1 = s
−1
i+1bti, ℓ(ξ2i) = ℓ(b) + 2i,
ℓ(ξ2i+1) = ℓ(b) + 2i+ 1; In this case,
w = w0,Kw0,Jbw0,K = sts . . .︸ ︷︷ ︸
m factors
(sb) sts . . .︸ ︷︷ ︸
m factors
= sts . . .︸ ︷︷ ︸
m factors
(bs) sts . . .︸ ︷︷ ︸
m factors
= sts . . .︸ ︷︷ ︸
m factors
b tst . . .︸ ︷︷ ︸
m− 1 factors
= tst . . .︸ ︷︷ ︸
m factors
b tst . . .︸ ︷︷ ︸
m− 1 factors
.
By length consideration we can deduce that
w = s⋉ t⋉ s⋉ . . .︸ ︷︷ ︸
m factors
⋉b = t⋉ s⋉ t⋉ . . .︸ ︷︷ ︸
m factors
⋉b.
Case 3. sb 6= bs, tb = bt, J = {t}, Ω ∩ I∗ = {ξ2i, ξ2i+1|0 ≤ i ≤ m − 1}, where
ξ0 = b, ξ2m−1 = w, ξ2i = s
−1
i bsi, ξ2i+1 = s
−1
i bti+1 = t
−1
i+1bsi, ℓ(ξ2i) = ℓ(b) + 2i,
ℓ(ξ2i+1) = ℓ(b) + 2i+ 1; In this case,
w = w0,Kw0,Jbw0,K = sts . . .︸ ︷︷ ︸
m factors
(tb) sts . . .︸ ︷︷ ︸
m factors
= sts . . .︸ ︷︷ ︸
m factors
(bt) tst . . .︸ ︷︷ ︸
m factors
= sts . . .︸ ︷︷ ︸
m factors
b sts . . .︸ ︷︷ ︸
m− 1 factors
= tst . . .︸ ︷︷ ︸
m factors
b sts . . .︸ ︷︷ ︸
m− 1 factors
.
By length consideration we can deduce that
w = s⋉ t⋉ s⋉ . . .︸ ︷︷ ︸
m factors
⋉b = t⋉ s⋉ t⋉ . . .︸ ︷︷ ︸
m factors
⋉b.
Case 4. sb = bs, tb = bt, J = K , m is odd, Ω ∩ I∗ = {ξ0 = ξ′0 = b, ξm = ξ′m =
w, ξ2i+1, ξ
′
2i+1|0 ≤ i ≤ (m− 1)/2}, where ξ1 = sb, ξ3 = tstb, ξ5 = ststsb, . . . ; ξ′1 = tb,
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ξ′3 = stsb, ξ
′
5 = tststb, . . . ; ℓ(ξ2i+1) = ℓ(ξ
′
2i+1) = ℓ(b) + 2i+ 1; In this case,
w = w0,Kw0,Jbw0,K = bw0,K = sts . . . s︸ ︷︷ ︸
m factors
(b) = tst . . . t︸ ︷︷ ︸
m factors
(b).
By length consideration we can deduce that
w = s⋉ t⋉ s⋉ . . .︸ ︷︷ ︸
(m+ 1)/2 factors
⋉b = t⋉ s⋉ t⋉ . . .︸ ︷︷ ︸
(m+ 1)/2 factors
⋉b.
Case 5. sb = bs, tb = bt, J = K , m is even, Ω ∩ I∗ = {ξ0 = ξ′0 = b, ξm =
ξ′m = w, ξ2i+1, ξ
′
2i+1|0 ≤ i ≤ (m − 2)/2}, where ξ1 = sb, ξ3 = tstb, ξ5 = ststsb,
. . . ; ξ′1 = tb, ξ
′
3 = stsb, ξ
′
5 = tststb, . . . ; ℓ(ξ2i+1) = ℓ(ξ
′
2i+1) = ℓ(b) + 2i + 1;
ξm = ξ
′
m = bsm = btm = smb = tmb; ℓ(ξm) = ℓ(ξ
′
m) = ℓ(b) +m. In this case, using a
similar argument as in Case 4, we can get that
w = s⋉ t⋉ s⋉ . . .︸ ︷︷ ︸
m/2 + 1 factors
⋉b = t⋉ s⋉ t⋉ . . .︸ ︷︷ ︸
m/2 + 1 factors
⋉b.
Case 6. sb = bt, tb = bs, J = K , m is odd, Ω ∩ I∗ = {ξ0 = ξ′0 = b, ξm = ξ′m =
w, ξ2i, ξ
′
2i|0 ≤ i ≤ (m− 1)/2}, where ξ2 = stb, ξ4 = tstsb, ξ6 = stststb, . . . ; ξ′2 = tsb,
ξ′4 = ststb, ξ
′
6 = tststsb, . . . ; ℓ(ξ2i) = ℓ(ξ
′
2i) = ℓ(b) + 2i; ξm = ξ
′
m = bsm = btm =
smb = tmb; ℓ(ξm) = ℓ(ξ′m) = ℓ(b) +m. In this case, using a similar argument as in Case
4, we can get that
w = s⋉ t⋉ s⋉ . . .︸ ︷︷ ︸
(m+ 1)/2 factors
⋉b = t⋉ s⋉ t⋉ . . .︸ ︷︷ ︸
(m+ 1)/2 factors
⋉b.
Case 7. sb = bt, tb = bs, J = K , m is even, Ω ∩ I∗ = {ξ0 = ξ′0 = b, ξm = ξ′m =
w, ξ2i, ξ
′
2i|0 ≤ i ≤ m/2}, where ξ2 = stb, ξ4 = tstsb, ξ6 = stststb, . . . ; ξ′2 = tsb,
ξ′4 = ststb, ξ
′
6 = tststsb, . . . ; ℓ(ξ2i) = ℓ(ξ
′
2i) = ℓ(b) + 2i. In this case, using a similar
argument as in Case 4, we can get that
w = s⋉ t⋉ s⋉ . . .︸ ︷︷ ︸
m/2 factors
⋉b = t⋉ s⋉ t⋉ . . .︸ ︷︷ ︸
m/2 factors
⋉b.
Lemma 2.11. Let W be the Weyl group of a Kac–Moody algebra g corresponding to a
symmetrizable generalized Cartan matrix. Let 〈−,−〉 be the invariant bilinear form on
h∗, where h is the maximal toral subalgebra of g. Let α, β be two simple roots such that
〈α, β〉 6= 0. Suppose that w ∈ W , w(α) ∈ {±α}, w(β) ∈ {±β}. Then w(α) = α if and
only if w(β) = β; and w(α) = −α if and only if w(β) = −β.
Proof. This follows easily from the equality 〈w(α), w(β)〉 = 〈α, β〉. 
3. WEYL GROUPS OF TYPE Dn
In this section we study the braid I∗-transformations between reduced I∗-expressions
of involutions in the Weyl groupW (Dn) of type Dn. We shall identify in Definition 3.15 a
finite set of basic braid I∗-transformations which span and preserve the sets of reduced I∗-
expressions for any involution in W (Dn) for all n simultaneously, and show in Theorem
3.19 that any two reduced I∗-expressions for an involution in W (Dn) can be transformed
into each other through a series of basic braid I∗-transformations.
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Let W (Dn) be the Weyl group of type Dn. It is generated by the simple reflections
{su, s1, · · · , sn−1} which satisfy the following relations:
s2u = 1 = s
2
i , for 1 ≤ i ≤ n− 1,
sus2su = s2sus2,
sus1 = s1su,
sisi+1si = si+1sisi+1, for 1 ≤ i ≤ n− 2,
susi = sisu, for 3 ≤ i ≤ n− 1,
sisj = sjsi, for 1 ≤ i < j − 1 ≤ n− 2.
Alternatively, W (Dn) can be (cf. [1, 9]) realized as the subgroup of the permutations
on the set {1,−1, 2,−2, · · · , n,−n} such that:
(3.1)
σ(i) = j if and only if σ(−i) = −j for any i, j, and #{1 ≤ i ≤ n|σ(i) < 0} is even.
In particular, under this identification, we have that
su = (1,−2)(−1, 2) and si = (i, i+ 1)(−i,−i− 1), for 1 ≤ i < n.
The subgroup generated by s1, s2, · · · , sn−1 (or su, s2, · · · , sn−1) can be identified with
the symmetric groupSn. Let τ be the automorphism ofW (Dn)which fixes each generator
si for 2 ≤ i < n and exchanges the generators s1 and su.
Let ε1, · · · , εn be the standard basis of Rn. We set u := ε1 + ε2 and αi := εi+1 − εi
for each 1 ≤ i < n. For each 1 ≤ i ≤ n, we define ε−i := −εi. Then W (Dn) acts on the
set {εi|i = −n, · · · ,−2,−1, 1, 2, · · · , n} via σ(εi) := εσ(i). Let
Φ := {±εi ± εj|1 ≤ i < j ≤ n} and E := R-Span{v|v ∈ Φ}.
Then Φ is the root system of type Dn in E with W (Dn) being its Weyl group. We choose
∆ := {u, αi|1 ≤ i < n} to be the set of the simple roots. Then Φ+ = {εj ± εi|1 ≤ i <
j ≤ n} is the set of positive roots. For any 0 6= α ∈ E, we write α > 0 if α =
∑
β∈∆ kββ
with kβ ≥ 0 for each β.
For any w ∈ W (Dn) and α ∈ ∆, it is well-known that
(3.2) wsαw−1 = sw(α),
where sw(α) is the reflection with respect to hyperplane which is orthogonal to w(α).
Lemma 3.3. Let w ∈ W (Dn) and 1 ≤ i < n. Then
1) wsi < w if and only if w(εi+1 − εi) < 0;
2) wsu < w if and only if w(ε1 + ε2) < 0.
Lemma 3.4. Let W = W (Dn) be the Weyl group of typeDn. Let w ∈ I∗ be an involution,
and let s = sα and t = sβ for some α 6= β in ∆ with
(α, β) ∈ {(αi, αi+1), (αi+1, αi), (α2, u), (u, α2)|1 ≤ i < n− 1}.
Assume that s, t are both descents of w and let b ∈ I∗ be the unique minimal length
representative of WKwWK where K := 〈s, t〉. Assume further that b has no descents
which commute with both s and t. It then holds that bs = sb and bt = tb (Case 4 in the
notation of Lemma 2.10) only if one of the following occurs:
a) b = 1;
b) (α, β) ∈ {(αi, αi+1), (αi+1, αi)} and b = si+2⋉si+1⋉si⋉d, where 1 ≤ i < n−2,
d ∈ I∗ and ρ(b) = ρ(d) + 3;
c) (α, β) ∈ {(u, α2), (α2, u)} and b = s3 ⋉ s2 ⋉ s1 ⋉ su ⋉ d, where d ∈ I∗ and
ρ(b) = ρ(d) + 4.
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Proof. By assumption, we have that mst = 3, bsb = s and btb = t. It follows that
b(α) = ±α, b(β) = ±β (by (3.2)). By the expression of w given in Case 4, both (t, s, b)
and (s, t, b) are reduced I∗-sequences. Applying Corollary 2.3 and Corollary 2.4, we can
deduce that b(α) > 0 < b(β). It follows that b(α) = α, b(β) = β. Without loss of
generality, we can assume that (α, β) ∈ {(αi, αi+1), (u, α2)|1 ≤ i < n− 1}.
Suppose that a) does not happen. Then there are only the following three possibilities:
Case 1. (α, β) = (αi, αi+1) for some 1 ≤ i < n − 1. Then b(i) = i, b(i + 1) =
i+1, b(i+ 2) = i+ 2. By Lemma 3.3 and the assumption that a) does not happen we can
deduce that
(3.5) b(1) < b(2) < · · · < b(i− 1) and b(i+ 3) < b(i+ 4) < · · · < b(n)
and b 6= 1.
Suppose that b) does not happen. We claim that b(i+3) ≥ i+3. In fact, if b(i+3) < i+3
then we can deduce that b(i+ 3) < i. In this case,
b−1(αi+2) = b(αi+2) = b(εi+3)− b(εi+2) = b(εi+3)− εi+2 < 0,
and b(αi+2) 6= ±αi+2, which implies that bsi+2 6= si+2b. By Corollary 2.3, we get that
si+2 ⋉ b = si+2bsi+2 and ρ(b) = ρ(si+2 ⋉ b) + 1.
Now,
(si+2bsi+2)
−1(αi+1) = (si+2bsi+2)(εi+2 − εi+1) = si+2b(εi+3)− εi+1 < 0,
and (si+2bsi+2)(αi+1) 6= ±αi+1 implies that (si+2bsi+2)si+1 6= si+1(si+2bsi+2). It
follows from Corollary 2.3 that
si+1 ⋉ (si+2 ⋉ b) = si+1si+2bsi+2si+1 and ρ(b) = ρ(si+1 ⋉ si+2 ⋉ b) + 2.
Finally,
(si+1si+2bsi+2si+1)
−1(αi) = (si+1si+2bsi+2si+1)(εi+1−εi) = si+1si+2b(εi+3)−εi < 0.
It follows from Corollary 2.3 that
ρ(b) = ρ(si ⋉ si+1 ⋉ si+2 ⋉ b) + 3.
Set d := si ⋉ si+1 ⋉ si+2 ⋉ b. Then b = si+2 ⋉ si+1 ⋉ si ⋉ d and this is b) which
contradicts our assumption. This completes the proof of our claim.
According to (3.5) and the fact that b(j) = j for any i ≤ j ≤ i + 2, our above claim
implies that b(k) = k for any i ≤ k ≤ n.
If i = 1, then b = 1, a contradiction to our assumption that a) does not hold.
If i = 2, then by (3.1) b(1) = 1 and hence b = 1, a contradiction to our assumption that
a) does not hold.
It remains to consider the case when i ≥ 3. In this case, since su commutes with any
sj when j ≥ 3, our assumption implies that sub > b. Thus we must have that b(u) =
b(ε1 + ε2) > 0. Combining the claim with (3.1) and (3.5), one can deduce that b = 1, a
contradiction to our assumption that a) does not hold. This completes the proof in Case 1.
Case 2. (α, β) = (u, α2). Then b(1) = 1, b(2) = 2, b(3) = 3. By Lemma 3.3 and the
assumption that a) does not happen we can get that
(3.6) b(4) < b(5) < · · · < b(n).
By assumption, b 6= 1. It follows that b(4) < 4 and hence by (3.1) b(4) ≤ −4 (because
b(j) = j for any 1 ≤ j ≤ 3). Furthermore, by (3.1), we deduce that b(5) < 0 and it follows
that b(5) ≤ −4 and hence b(4) ≤ −5. In this case, b−1(α3) = b(α3) = b(ε4) − b(ε3) =
b(ε4) − ε3 < 0, and b(α3) 6= ±α3, which implies that bs3 6= s3b. By Corollary 2.3, we
get that s3 ⋉ b = s3bs3 and ρ(b) = ρ(s3 ⋉ b) + 1. In a similar way, we can get that
s2 ⋉ (s3 ⋉ b) = s2s3bs3s2 and ρ(b) = ρ(s2 ⋉ s3 ⋉ b) + 2,
s1 ⋉ s2 ⋉ s3 ⋉ b = s1s2s3bs3s2s1 and ρ(b) = ρ(s1 ⋉ s2 ⋉ s3 ⋉ b) + 3.
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Using the inequality b(4) ≤ −5 we can also get that (s1 ⋉ s2 ⋉ s3 ⋉ b)(ε1 + ε2) < 0, and
su ⋉ s1 ⋉ s2 ⋉ s3 ⋉ b = sus1s2s3bs3s2s1su and ρ(b) = ρ(su ⋉ s1 ⋉ s2 ⋉ s3 ⋉ b) + 4.
We set d := su ⋉ s1 ⋉ s2 ⋉ s3 ⋉ b. Then b = s3 ⋉ s2 ⋉ s1 ⋉ su ⋉ d and this is Case c).
This completes the proof in Case 2 and hence finishes the proof of the lemma. 
Remark 3.7. Recall that τ is an automorphism of W (Dn) which fixes each generator si
for 2 ≤ i < n and exchanges the generators s1 and su. In view of this automorphism
τ , the careful readers might ask why the case when (α, β) ∈ {(α1, α2), (α2, α1)} and
b = s3⋉ s2⋉ su⋉ s1⋉ d (where d ∈ I∗ and ρ(b) = ρ(d) + 4) does not appear in Lemma
3.4. In fact, since s3 ⋉ s2 ⋉ su ⋉ s1︸ ︷︷ ︸⋉d = s3 ⋉ s2 ⋉ s1 ⋉ su︸ ︷︷ ︸⋉d, this “missing case” is
actually included in Case b).
Lemma 3.8. Let W = W (Dn) be the Weyl group of typeDn. Let w ∈ I∗ be an involution,
and let s = sα and t = sβ for some α 6= β in ∆ with
(α, β) ∈ {(αi, αi+1), (αi+1, αi), (α2, u), (u, α2)|1 ≤ i < n− 1}.
Assume that s, t are both descents of w and let b ∈ I∗ be the unique minimal length
representative of WKwWK where K := 〈s, t〉. Assume further that b has no descents
which commute with both s and t. It then holds that bt = sb and bs = tb (Case 6 in the
notation of Lemma 2.10) only if one of the following occurs:
a) b = 1;
b) (α, β) ∈ {(αi, αi+1), (αi+1, αi)} and b = si−1 ⋉ si ⋉ si+1 ⋉ d, where 2 ≤ i <
n− 1, d ∈ I∗ and ρ(b) = ρ(d) + 3;
c) (α, β) ∈ {(α2, α3), (α3, α2)} and b = s4 ⋉ s3 ⋉ s2 ⋉ d, where d ∈ I∗ and
ρ(b) = ρ(d) + 3;
d) (α, β) ∈ {(α2, α3), (α3, α2)} and b = su ⋉ s2 ⋉ s3 ⋉ d, where d ∈ I∗ and
ρ(b) = ρ(d) + 3;
e) (α, β) ∈ {(α1, α2), (α2, α1)} and b = s3 ⋉ s2 ⋉ s1 ⋉ su ⋉ d, where d ∈ I∗ and
ρ(b) = ρ(d) + 4;
f) (α, β) ∈ {(u, α2), (α2, u)} and b = s3 ⋉ s2 ⋉ su ⋉ s1 ⋉ d, where d ∈ I∗ and
ρ(b) = ρ(d) + 4;
g) (α, β) ∈ {(α2, α3), (α3, α2)}, b = su ⋉ s1 ⋉ s2 ⋉ su ⋉ s1 ⋉ s3 and ρ(b) = 6;
h) (α, β) ∈ {(α1, α2), (α2, α1)}, b = su ⋉ s3 ⋉ s2 ⋉ s1 ⋉ su ⋉ s3 and ρ(b) = 6;
i) (α, β) ∈ {(u, α2), (α2, u)}, b = s1 ⋉ s3 ⋉ s2 ⋉ su ⋉ s1 ⋉ s3 and ρ(b) = 6;
j) (α, β) ∈ {(α2, α3), (α3, α2)}, b = su⋉ s1⋉ s2⋉ s4⋉ s3⋉ su⋉ s2⋉ su⋉ s1⋉ s4
and ρ(b) = 10.
Proof. By assumption, we have that mst = 3, bsb = t and btb = s. It follows that
b(α) = ±β, b(β) = ±α (by (3.2)). Note that b(α) = ±β if and only if b(β) = ±α because
b2 = 1. Without loss of generality, we can assume that (α, β) ∈ {(αi, αi+1), (u, α2)|1 ≤
i < n− 1}.
By the expression of w given in Case 6 in the notation of Lemma 2.10, s ⋉ t ⋉ b is
a reduced I∗-sequence. Applying Corollary 2.3 and Corollary 2.4, we can deduce that
b(α) > 0. It follows that b(α) = β.
Suppose that a) does not happen. There are only the following possibilities:
Case 1. (α, β) = (αi, αi+1) for some 3 ≤ i < n − 1. Then b(i) = −(i + 2), b(i +
2) = −i, b(i + 1) = −(i + 1). By Lemma 3.3 and our assumption, we can deduce that
sjb > b, sub > b for any 1 ≤ j < i − 1 or i+ 3 ≤ j < n. Therefore,
(3.9)
b(1) < b(2) < · · · < b(i− 1), b(1) + b(2) > 0 and b(i+ 3) < b(i+ 4) < · · · < b(n).
Note that (3.9) implies that b(i− 1) > 0. Thus
b−1(αi−1) = b(αi−1) = b(εi)− b(εi−1) = −εi+2 − b(εi−1) < 0.
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Furthermore, b(αi−1) 6= ±αi−1 implies that bsi−1 6= si−1b. By Corollary 2.3, we get that
si−1 ⋉ b = si−1bsi−1 and ρ(b) = ρ(si−1 ⋉ b) + 1.
Now,
(si−1bsi−1)
−1(αi) = (si−1bsi−1)(εi+1 − εi) = −εi+1 − si−1b(εi−1) < 0,
and (si−1bsi−1)(αi) 6= ±αi implies that (si−1bsi−1)si 6= si(si−1bsi−1). It follows from
Corollary 2.3 that
si ⋉ (si−1 ⋉ b) = sisi−1bsi−1si and ρ(b) = ρ(si ⋉ si−1 ⋉ b) + 2.
Finally,
(sisi−1bsi−1si)
−1(αi+1) = (sisi−1bsi−1si)(εi+2−εi+1) = −εi−1−sisi−1b(εi−1) < 0,
and (sisi−1bsi−1si)(αi+1) 6= ±αi+1 implies that
(sisi−1bsi−1si)si+1 6= si+1(sisi−1bsi−1si).
It follows from Corollary 2.3 that
si+1⋉(si⋉(si−1⋉b) = si+1sisi−1bsi−1sisi+1 and ρ(b) = ρ(si+1⋉si⋉si−1⋉b)+3.
Set d := si+1 ⋉ si ⋉ si−1 ⋉ b. Then b = si−1 ⋉ si ⋉ si+1 ⋉ d and this is b) as required.
Case 2. (α, β) = (α2, α3). Then b(2) = −4, b(4) = −2, b(3) = −3. By Lemma 3.3
we can get that
(3.10) b(5) < b(6) < · · · < b(n).
Suppose that b(5) < −1. Then we must have that b(5) ≤ −5 as {−2,−3,−4} =
{b(3), b(4), b(2)}.
Suppose that b(5) ≤ −6. In this case, b−1(α4) = b(ε5 − ε4) = b(ε5) + ε2 < 0 and
b(α4) 6= ±α4. Therefore bs4 6= s4b. By Corollary 2.3, we get that s4 ⋉ b = s4bs4 and
ρ(b) = ρ(s4 ⋉ b) + 1. Next,
(s4bs4)
−1(α3) = (s4bs4)(ε4 − ε3) = s4b(ε5) + ε3 < 0,
and (s4bs4)(α3) 6= ±α3 (because b(5) ≤ −6). This implies that (s4bs4)s3 6= s3(s4bs4).
It follows from Corollary 2.3 that
s3 ⋉ (s4 ⋉ b) = s3s4bs4s3 and ρ(b) = ρ(s3 ⋉ s4 ⋉ b) + 2.
Finally,
(s3s4bs4s3)
−1(α2) = (s3s4bs4s3)(ε3 − ε2) = s3s4b(ε5) + ε5 < 0,
and (s3s4bs4s3)(α2) 6= ±α2 implies that
(s3s4bs4s3)s2 6= s2(s3s4bs4s3).
It follows from Corollary 2.3 that
s2 ⋉ (s3 ⋉ (s4 ⋉ b) = s2s3s4bs4s3s2 and ρ(b) = ρ(s2 ⋉ s3 ⋉ s4 ⋉ b) + 3.
Set d := s4 ⋉ s3 ⋉ s2 ⋉ b. Then b = s4 ⋉ s3 ⋉ s2 ⋉ d and this is c) as required.
Suppose that b(5) = −5, then by (3.10) and the fact that b2 = 1 we can deduce that
b(1) ∈ {±1,±6}. Using a similar argument as in the last paragraph, we can prove that
if b(1) = 6 then b = s1 ⋉ s2 ⋉ s3 ⋉ d with ρ(b) = ρ(d) + 3; while if b(1) = −6 then
b = su ⋉ s2 ⋉ s3 ⋉ d with ρ(b) = ρ(d) + 3. These are b) and d) respectively.
If b(1) = −1, then by (3.10) we can further deduce that b(i) = i for any i ≥ 6.
However, this is impossible by (3.1).
If b(1) = 1, then by (3.10) again we can deduce that b(i) = i for any i ≥ 6. In this
subcase, note that sus1 maps 1, 2 to −1,−2 respectively and fixes any j ∈ {3, 4, 5}; while
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for each 2 ≤ k ≤ 4, sk · · · s2sus1s2 · · · sk maps 1, k+1 to −1,−(k+1) respectively and
fixes any j ∈ {1, 2, · · · , 5} \ {1, k + 1}. We can deduce that
b = s2s3s2(s3s2sus1s2s3)(s4s3s2sus1s2s3s4)(s2sus1s2)(sus1)
= sus1s2s3s4s3s2sus1s2s3s4sus1s2sus1
= su ⋉ s1 ⋉ s2 ⋉ s4 ⋉ s3 ⋉ su ⋉ s2 ⋉ su ⋉ s1 ⋉ s4,
and ρ(b) = 10, where the last equality follows from a brute-force calculation. As a result,
we get j) as required.
Suppose that b(5) = −1. Then b(u) = b(ε1 + ε2) = −ε5 − ε4 < 0 and b(u) 6= ±u.
Therefore bsu 6= sub. By Corollary 2.3, we get that su ⋉ b = subsu and ρ(b) = ρ(su ⋉
b) + 1. Next,
(subsu)
−1(α2) = (subsu)(ε3 − ε2) = −ε3 − ε5 < 0,
and (subsu)(α2) 6= ±α2. This implies that (subsu)s2 6= s2(subsu). It follows from
Corollary 2.3 that
s2 ⋉ (su ⋉ b) = s2subsus2 and ρ(b) = ρ(s2 ⋉ su ⋉ b) + 2.
Now we have that (s2subsus2)(α3) = (s2subsus2)(ε4 − ε3) = ε1 − ε5 < 0, and
(s2subsus2)(α3) 6= ±α3 implies that
(s2subsus2)s3 6= s3(s2subsus2).
It follows from Corollary 2.3 that
s3 ⋉ (s2 ⋉ (su ⋉ b) = s3s2subsus2s3 and ρ(b) = ρ(s3 ⋉ s2 ⋉ su ⋉ b) + 3.
Set d := s3 ⋉ s2 ⋉ su ⋉ b. Then b = su ⋉ s2 ⋉ s3 ⋉ d and this is d) as required.
Therefore, it remains to consider the case when b(5) > 0. It follows from (3.10) and
the fact that b2 = 1 that b(1) = −1 and b(i) = i for any 5 ≤ i ≤ n. We can deduce that
b = (sus1)(s2sus1s2)(s3s2sus1s2s3)s2s3s2 = su ⋉ s1 ⋉ s2 ⋉ su ⋉ s1 ⋉ s3,
and ρ(b) = 6, which is g) as required.
Case 3. (α, β) = (α1, α2). Then b(1) = −3, b(3) = −1, b(2) = −2. By Lemma 3.3
again, we can get that
(3.11) b(4) < b(5) < · · · < b(n).
Applying (3.11) and (3.1), we see that b(4) < 0 in this case. Then we must have
that b(4) ≤ −4 as {−1,−2,−3} = {b(1), b(2), b(3)}. Assume that b(4) ≤ −5. Then
b(α3) = b(ε4 − ε3) = b(ε4) + ε1 < 0 and b(α3) 6= ±α3. Therefore bs3 6= s3b. By
Corollary 2.3, we get that s3 ⋉ b = s3bs3 and ρ(b) = ρ(s3 ⋉ b) + 1. Next,
(s3bs3)
−1(α2) = (s3bs3)(ε3 − ε2) = s3b(ε4) + ε2 < 0,
and (s3bs3)(α2) 6= ±α2 (because b(4) ≤ −5). This implies that (s3bs3)s2 6= s2(s3bs3).
It follows from Corollary 2.3 that
s2 ⋉ (s3 ⋉ b) = s2s3bs3s2 and ρ(b) = ρ(s2 ⋉ s3 ⋉ b) + 2.
By a similar argument, we can get that
s1 ⋉ s2 ⋉ s3 ⋉ b = s1s2s3bs3s2s1 and ρ(b) = ρ(s1 ⋉ s2 ⋉ s3 ⋉ b) + 3,
su ⋉ s1 ⋉ s2 ⋉ s3 ⋉ b = sus1s2s3bs3s2s1su and ρ(b) = ρ(su ⋉ s1 ⋉ s2 ⋉ s3 ⋉ b) + 4.
Set d := su⋉ s1⋉ s2⋉ s3 ⋉ b. Then b = s3⋉ s2⋉ s1 ⋉ su ⋉ d and this is e) as required.
It remains to consider the case when b(4) = −4. In this case, by (3.11) again, we can
deduce that b(j) = j for any j ≥ 5. It follows that
b = (sus1)(s2sus1s2)(s3s2sus1s2s3)s1s2s1 = su ⋉ s3 ⋉ s2 ⋉ s1 ⋉ su ⋉ s3,
and ρ(b) = 6, which is h) as required.
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Case 4. (α, β) = (u, α2). Then b(1) = 3, b(3) = 1, b(2) = −2. By Lemma 3.3 again,
we can get that
(3.12) b(1) + b(2) > 0 and b(4) < b(5) < · · · < b(n).
Applying (3.12) it is easy to see that b(4) < 0 in this case. Then we must have that
b(4) ≤ −4 as {−1,−2,−3} = {b(−1), b(2), b(−3)}. Assume that b(4) ≤ −5. Then
b(α3) = b(ε4 − ε3) = b(ε4) − ε1 < 0 and b(α3) 6= ±α3. Therefore bs3 6= s3b. By
Corollary 2.3, we get that s3 ⋉ b = s3bs3 and ρ(b) = ρ(s3 ⋉ b) + 1. Next,
(s3bs3)
−1(α2) = (s3bs3)(ε3 − ε2) = s3b(ε4) + ε2 < 0,
and (s3bs3)(α2) 6= ±α2 (because b(4) ≤ −5). This implies that (s3bs3)s2 6= s2(s3bs3).
It follows from Corollary 2.3 that
s2 ⋉ (s3 ⋉ b) = s2s3bs3s2 and ρ(b) = ρ(s2 ⋉ s3 ⋉ b) + 2.
By a similar argument, we can get that
su ⋉ s2 ⋉ s3 ⋉ b = sus2s3bs3s2su and ρ(b) = ρ(su ⋉ s2 ⋉ s3 ⋉ b) + 3,
s1 ⋉ su ⋉ s2 ⋉ s3 ⋉ b = s1sus2s3bs3s2sus1 and ρ(b) = ρ(s1 ⋉ su ⋉ s2 ⋉ s3 ⋉ b) + 4.
Set d := s1⋉ su⋉ s2⋉ s3⋉ b. Then b = s3⋉ s2⋉ su⋉ s1⋉ d and this is f) as required..
It remains to consider the case when b(4) = −4. In this case, by (3.12) again, we can
deduce that b(j) = j for any j ≥ 5. It follows that
b = (sus1)(s3s2sus1s2s3)s1s2s1 = s1 ⋉ s3 ⋉ s2 ⋉ su ⋉ s1 ⋉ s3,
and ρ(b) = 6, which is i) as required. This completes the proof of the lemma. 
Remark 3.13. Note that the possible values of b in Lemma 3.8 are preserved by the auto-
morphism τ of W (Dn). For example, for j) in Lemma 3.8, we actually have that
su⋉s1⋉s2⋉s4⋉s3⋉su⋉s2⋉su⋉s1⋉s4 = s1⋉su⋉s2⋉s4⋉s3⋉s1⋉s2⋉s1⋉su⋉s4.
To see this, it suffices to show that su ⋉ s2 ⋉ su ⋉ s1 ⋉ s4 = s1 ⋉ s2 ⋉ s1 ⋉ su ⋉ s4. In
fact, we have that
su ⋉ s2 ⋉ su ⋉ s1 ⋉ s4 = s2 ⋉ su ⋉ s2︸ ︷︷ ︸⋉s1 ⋉ s4 = s4 ⋉ s2 ⋉ su ⋉ s2 ⋉ s1
= s4 ⋉ s2 ⋉ su ⋉ s1 ⋉ s2︸ ︷︷ ︸ = s4 ⋉ s2 ⋉ s1 ⋉ su︸ ︷︷ ︸⋉s2 = s4 ⋉ s2 ⋉ s1 ⋉ s2 ⋉ su︸ ︷︷ ︸
= s4 ⋉ s1 ⋉ s2 ⋉ s1︸ ︷︷ ︸⋉su = s1 ⋉ s2 ⋉ s1 ⋉ su ⋉ s4.
Remark 3.14. We consider reduce I∗-expressions for involutions in the Weyl group of type
Dn. In this case, in addition to the basic braid I∗-transformations given by Proposition 2.9,
one clearly has to add the following natural “right end transformations”:
si ⋉ si+1 ←→ si+1 ⋉ si, s2 ⋉ su ←→ su ⋉ s2,
sj ⋉ su ←→ su ⋉ sj , sk ⋉ sl ←→ sl ⋉ sk,
where 1 ≤ i < n− 1, 1 ≤ j, k, l < n, j 6= 2, |k − l| > 1. Given the result [13, Definition
2.12, Theorem 3.1] for the type A case, it is tempting to speculate that for involutions in
W (Dn) these are all the basic braid I∗-transformation that we need. However, it turns out
that this is NOT the case. In fact, one has to add one extra transformation in the case of
type Dn (see the last transformation in Definition 3.15), which is a new phenomenon for
type Dn.
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Definition 3.15. By a basic braid I∗-transformation, we mean one of the following trans-
formations and their inverses:
1) (· · · , sj , sj+1, sj , · · · ) 7−→ (· · · , sj+1, sj , sj+1, · · · ),
2) (· · · , su, s2, su, · · · ) 7−→ (· · · , s2, su, s2, · · · ),
3) (· · · , sb, sc, · · · ) 7−→ (· · · , sia , sc, sb, · · · ),
4) (· · · , sd, su, · · · ) 7−→ (· · · , su, sd, · · · ),
5) (· · · , sk, sk+1) 7−→ (· · · , sk+1, sk),
6) (· · · , s2, su) 7−→ (· · · , su, s2),
7) (· · · , s2, s3, su, s1, s2, su, s1, s3) 7−→ (· · · , s3, s2, su, s1, s2, su, s1, s3),
where all the sequences appearing above are reduced sequences, and the entries marked
by corresponding “· · · ” must match, and in the first two transformations (i.e., 1) and 2))
we further require that the right end part entries marked by “· · · ” must be non-empty.
We define a braid I∗-transformation to be the composition of a series of basic braid I∗-
transformations.
Let w ∈ I∗ and si1 , · · · , sik ∈ S. By definition, it is clear that (si1 , · · · , sik , w) is a
reduced sequence if and only if (si1 , · · · , sik , sj1 , · · · , sjt) is a reduced sequence for some
(and any) reduced I∗-expression (sj1 , · · · , sjt) of w.
Definition 3.16. Let (si1 , · · · , sik , w), (sj1 , · · · , sjl , u) be two reduced I∗-sequences, where
w, u ∈ I∗. We shall write (si1 , · · · , sik , w) ←→ (sj1 , · · · , sjl , u) whenever there exists a
series of braid I∗-transformations which transform
(si1 , · · · , sik , sl1 , · · · , slb)
into (sj1 , · · · , sjl , sp1 , · · · , spc), where (sl1 , · · · , slb) and (sp1 , · · · , spc) are some reduced
I∗-expressions of w and u respectively. Moreover, we shall also write
(i1, · · · , ik)←→ (j1, · · · , jk)
whenever (si1 , · · · , sik)←→ (sj1 , · · · , sjk).
Theorem 3.17. Let (si1 , · · · , sik), (sj1 , · · · , sjk) be two reduced I∗-sequences which can
be transformed into each other through a series of basic braid I∗-transformations. Then
si1 ⋉ si2 ⋉ · · ·⋉ sik = sj1 ⋉ sj2 ⋉ · · ·⋉ sjk .
Proof. In fact, this follows easily from Proposition 2.9 and Remark 3.14 except for the
last transformation (i.e., 7)) in Definition 3.15. For that one, one can use a brutal-force
calculation to check that
(3.18) s2 ⋉ s3 ⋉ su ⋉ s1 ⋉ s2 ⋉ su ⋉ s1 ⋉ s3 = s2s3sus1s2sus1s3s2s1sus3
= s3 ⋉ s2 ⋉ su ⋉ s1 ⋉ s2 ⋉ su ⋉ s1 ⋉ s3.
This completes the proof of the theorem. 
A well-known classical fact of Matsumoto ([20]) says that any two reduced expressions
for an element in any Weyl group can be transformed into each other through a series
of basic braid transformations. In Theorem 3.17 we have shown that any basic braid I∗-
transformations on reduced I∗-expression for a given w ∈ I∗ do not change the involution
w itself. The following theorem says something more than this.
Theorem 3.19. Let w ∈ I∗. Then any two reduced I∗-expressions for w can be trans-
formed into each other through a series of basic braid I∗-transformations.
Proof. We prove the theorem by induction on ρ(w). Suppose that the theorem holds for
any w ∈ I∗ with ρ(w) ≤ k. Let w ∈ I∗ with ρ(w) = k+1. Let (si0 , si1 , si2 , · · · , sik) and
(sj0 , sj1 , sj2 , · · · , sjk) be two reduced I∗-expressions for w ∈ I∗. We need to prove that
(3.20) (i0, i1, · · · , ik)←→ (j0, j1, · · · , jk).
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For simplicity, we set s = si0 , t = sj0 . Let m be the order of st.
If m = 3, then we are in the situations of Cases 1,2,3,4,6 of Lemma 2.10. Suppose that
we are in Cases 1,2,3 of Lemma 2.10. Then we get that
si0 ⋉ si1 ⋉ · · ·⋉ sik ←→ s⋉ t⋉ s⋉ b←→ t⋉ s⋉ t⋉ b←→ sj0 ⋉ sj1 ⋉ · · ·⋉ sjk ,
where the first and the third “←→” follows from induction hypothesis, and the second
“←→” follows from the expression of w given in Cases 1,2,3 of Lemma 2.10. It remains
to consider Cases 4,6 of Lemma 2.10. To this end, we shall apply Lemmas 3.4 and 3.8. In
these cases, if b = 1, then k = 1 and si0 ⋉ si1 = s⋉ t←→ t⋉ s = sj0 ⋉ sj1 . Henceforth,
we assume that b 6= 1.
Our strategy is as follows: in order to prove (3.20), it suffices to show that
(3.21)
(i0, i1, · · · , ik)←→ (sα, . . . ) and (j0, j1, · · · , jk)←→ (sα, . . . ) for some sα ∈ S.
Once this is proved, then (3.20) follows from induction hypothesis.
With the this in mind, our task is reduced to the verification of (3.21). In fact, (3.21) is
easy to verify except for Cases g), h), i), j) in Lemma 3.8. Suppose that we are in Case b)
of Lemma 3.4. Without loss of generality, we assume that i0 = i and j0 = i+ 1. Then
(sj0 , sj1 , · · · , sjk)←→ (si+1, si, b)←→ (si+1, si, si+2, si+1, si, d︸ ︷︷ ︸)←→
(si+1, si+2, si︸ ︷︷ ︸, si+1, si, d)←→ (si+1, si+2, si+1, si, si+1︸ ︷︷ ︸, d)
←→ (si+2, si+1, si+2︸ ︷︷ ︸, si, si+1, d),
and
(si0 , si1 , · · · , sik)←→ (si, si+1, b)←→ (si, si+1, si+2, si+1, si, d︸ ︷︷ ︸)←→
(si, si+2, si+1, si+2︸ ︷︷ ︸, si, d)←→ (si+2, si︸ ︷︷ ︸, si+1, si+2, si, d),
as required, where in both equalities, the first “←→” follows from induction hypothesis.
Suppose that we are in Case c) of Lemma 3.4. Without loss of generality, we assume
that i0 = u and j0 = 2. Then
(si0 , si1 , · · · , sik)←→ (su, s2, b)←→ (su, s2, s3, s2, s1, su, d︸ ︷︷ ︸)←→
(su, s3, s2, s3︸ ︷︷ ︸, s1, su, d)←→ (s3, su︸ ︷︷ ︸, s2, s3, s1, su, d),
and
(sj0 , sj1 , · · · , sjk)←→ (s2, su, b)←→ (s2, su, s3, s2, s1, su, d︸ ︷︷ ︸)←→
(s2, s3, su︸ ︷︷ ︸, s2, su, s1︸ ︷︷ ︸, d)←→ (s2, s3, s2, su, s2︸ ︷︷ ︸, s1, d),
←→ (s3, s2, s3︸ ︷︷ ︸, su, s2, s1, d),
as required. By a similar argument, we can prove (3.20) if we are in Cases a),b),c),d),e),f)
of Lemma 3.8.
Suppose that we are in Case g) of Lemma 3.8. Without loss of generality, we assume
that i0 = 2 and j0 = 3. Then we have that
(si0 , si1 , · · · , sik)←→ (s2, s3, su, s1, s2, su, s1, s3)←→ (s3, s2, su, s1, s2, su, s1, s3)
←→ (sj0 , sj1 , · · · , sjk),
where the first and the third “←→” follows from induction hypothesis and the second
“←→” follows from the extra transformation 7) in Definition 3.15.
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Suppose that we are in Case h) of Lemma 3.8. Without loss of generality, we assume
that i0 = 2 and j0 = 1. Then we have that
(si0 , si1 , · · · , sik)←→ (s2, s1, b)←→ (s2, s1, su, s3, s2, s1, su, s3︸ ︷︷ ︸)
←→ (s2, s3, su, s1︸ ︷︷ ︸, s2, su, s1︸ ︷︷ ︸, s3)←→ (s3, s2, su, s1, s2, su, s1, s3︸ ︷︷ ︸)
←→ (s3, s2, s1, su︸ ︷︷ ︸, s2, su, s1, s3)←→ (s3, s2, s1, s2, su, s2︸ ︷︷ ︸, s1, s3)
←→ (s3, s1, s2, s1︸ ︷︷ ︸, su, s2, s1, s3)←→ (s1, s3︸ ︷︷ ︸, s2, s1, su, s2, s1, s3)
←→ (s1, s3, s2, su, s1︸ ︷︷ ︸, s2, s1, s3)←→ (s1, s3, s2, su, s2, s1, s2︸ ︷︷ ︸, s3)
←→ (s1, s3, s2, su, s2, s1, s3, s2︸ ︷︷ ︸)←→ (s1, s3, s2, su, s2, s3, s1︸ ︷︷ ︸, s2)
←→ (s1, s3, s2, su, s2, s3, s2, s1︸ ︷︷ ︸)←→ (s1, s3, s2, su, s3, s2, s3︸ ︷︷ ︸, s1)
←→ (s1, s3, s2, s3, su︸ ︷︷ ︸, s2, s3, s1)←→ (s1, s2, s3, s2︸ ︷︷ ︸, su, s2, s3, s1)
←→ (s1, s2, s3, su, s2, su︸ ︷︷ ︸, s3, s1)←→ (s1, s2, su, s3︸ ︷︷ ︸, s2, su, s1, s3︸ ︷︷ ︸)
←→ (s1, s2, su, s3, s2, s1, su︸ ︷︷ ︸, s3)←→ (sj0 , sj1 , · · · , sjk),
as required, where the fourth “←→” follows from the extra transformation 7) in Definition
3.15.
Suppose that we are in Case i) of Lemma 3.8. Without loss of generality, we assume
that i0 = 2 and j0 = u. Then we have that
(si0 , si1 , · · · , sik)←→ (s2, su, b)←→ (s2, su, s1, s3, s2, su, s1, s3︸ ︷︷ ︸)
←→ (s2, s3, su, s1︸ ︷︷ ︸, s2, su, s1, s3)←→ (s3, s2, su, s1, s2, su, s1, s3︸ ︷︷ ︸)
←→ (s3, s2, su, s1, s2, s1, su︸ ︷︷ ︸, s3)←→ (s3, s2, su, s2, s1, s2︸ ︷︷ ︸, su, s3)
←→ (s3, su, s2, su︸ ︷︷ ︸, s1, s2, su, s3)←→ (su, s3︸ ︷︷ ︸, s2, su, s1, s2, su, s3)
←→ (su, s3, s2, s1, su︸ ︷︷ ︸, s2, su, s3)←→ (su, s3, s2, s1, s2, su, s2︸ ︷︷ ︸, s3)
←→ (su, s3, s2, s1, s2, su, s3, s2︸ ︷︷ ︸)←→ (su, s3, s2, s1, s2, s3, su︸ ︷︷ ︸, s2)
←→ (su, s3, s2, s1, s2, s3, s2, su︸ ︷︷ ︸)←→ (su, s3, s2, s1, s3, s2, s3︸ ︷︷ ︸, su)
←→ (su, s3, s2, s3, s1︸ ︷︷ ︸, s2, su, s3)←→ (su, s2, s3, s2︸ ︷︷ ︸, s1, s2, su, s3)
←→ (su, s2, s3, s1, s2, s1︸ ︷︷ ︸, su, s3)←→ (su, s2, s1, s3︸ ︷︷ ︸, s2, su, s1︸ ︷︷ ︸, s3)
←→ (sj0 , sj1 , · · · , sjk),
as required, where the fourth “←→” follows from the extra transformation 7) in Definition
3.15..
Suppose that we are in Case j) of Lemma 3.8. Without loss of generality, we assume
that i0 = 2 and j0 = 3. Then we have that k = 11, and
(i0, i1, . . . , i11)←→ (s2, s3, b)←→ (s2, s3, su, s1, s2, s4, s3, su, s2, su, s1, s4︸ ︷︷ ︸)
←→ (s2, s3, s4, su, s1, s2︸ ︷︷ ︸, s3, s2, su, s2︸ ︷︷ ︸, s1, s4)←→ (s2, s3, s4, su, s1, s3, s2, s3︸ ︷︷ ︸, su, s2, s1, s4)
←→ (s2, s3, s4, s3, su, s1︸ ︷︷ ︸, s2, s3, su, s2, s1, s4)←→ (s2, s4, s3, s4︸ ︷︷ ︸, su, s1, s2, s3, su, s2, s1, s4)
←→ (s4, s2︸ ︷︷ ︸, s3, s4, su, s1, s2, s3, su, s2, s1, s4).
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On the other hand, using the definition of the braid I∗-transformations, we can get that
(j0, j1, . . . , j11)←→ (s3, s2, b)←→ (s3, s2, su, s1, s2, s4, s3, su, s2, su, s1, s4︸ ︷︷ ︸)
←→ (s3, s2, s1, su,︸ ︷︷ ︸ s2, s4, s3, s4, su, s2, su, s1︸ ︷︷ ︸)←→ (s3, s2, s1, su, s2, s3, s4, s3︸ ︷︷ ︸, su, s2, su, s1)
←→ (s3, s2, s1, su, s2, su, s3, s4, s3︸ ︷︷ ︸, s2, su, s1)←→ (s3, s2, s1, s2, su, s2︸ ︷︷ ︸, s3, s4, s3, s2, su, s1)
←→ (s3, s1, s2, s1︸ ︷︷ ︸, su, s2, s3, s4, s3, s2, su, s1)←→ (s1, s3︸ ︷︷ ︸, s2, s1, su, s2, s3, s4, s3, s2, su, s1)
←→ (s1, s3, s2, s1, su, s2, s4, s3, s4︸ ︷︷ ︸, s2, su, s1)←→ (s1, s3, s4, s2, s1, su, s2︸ ︷︷ ︸, s3, s4, s2, su, s1)
←→ (s1, s3, s4, s2, s1, su, s2, s3, s2, s4︸ ︷︷ ︸, su, s1)←→ (s1, s3, s2, s4︸ ︷︷ ︸, s1, su, s3, s2, s3︸ ︷︷ ︸, su, s1, s4︸ ︷︷ ︸)
←→ (s1, s3, s2, s4, s3, s1, su︸ ︷︷ ︸, s2, su, s1, s3︸ ︷︷ ︸, s4)←→ (s1, s3, s2, s4, s3, s1, su, s2, su, s1, s4, s3︸ ︷︷ ︸)
←→ (s1, s3, s2, s4, s3, s4, s1, su, s2, su, s1︸ ︷︷ ︸, s3)←→ (s1, s3, s2, s3, s4, s3︸ ︷︷ ︸, s1, su, s2, su, s1, s3)
←→ (s1, s2, s3, s2︸ ︷︷ ︸, s4, s3, s1, su, s2, su, s1, s3)←→ (s1, s2, s3, s4, s2︸ ︷︷ ︸, s3, su, s1︸ ︷︷ ︸, s2, su, s1, s3)
←→ (s1, s2, s3, s4, s3, s2, su, s1, s2, su, s1, s3︸ ︷︷ ︸)←→ (s1, s2, s4, s3, s4︸ ︷︷ ︸, s2, su, s1, s2, su, s1, s3)
←→ (s4, s1, s2︸ ︷︷ ︸, s3, s4, s2, su, s1, s2, su, s1, s3).
So again we are in a position to apply the induction hypothesis. This completes the proof
of (3.20) when m = 3. As a result, we can make the following useful observation:
Observation 1. If there exists some sα, sβ ∈ S such that sαsβ has order 1 or 3 and
(i0, i1, . . . , ik) ←→ (sα, . . . ), (j0, j1, . . . , jk) ←→ (sβ , . . . ), then by the result we have
obtained,we can deduce that (i0, i1, . . . , ik)←→ (j0, j1, . . . , jk).
Henceforth we assume that m = 2. That is, st = ts. By Lemma 2.1, ρ(sj0 ⋉ w) =
ρ(sj1⋉sj2⋉ · · ·⋉sjk) = k < k+1. It follows from Lemma 2.2 that ℓ(sj0w) = ℓ(w)−1.
Equivalently,
ℓ(sj0(si0 ⋉ si1 ⋉ si2 ⋉ · · ·⋉ sik)) = ℓ(si0 ⋉ si1 ⋉ si2 ⋉ · · ·⋉ sik)− 1.
Applying Lemma 2.2 again, we can deduce that
ρ(sj0 ⋉ (si0 ⋉ si1 ⋉ si2 ⋉ · · ·⋉ sik)) = k.
Applying Proposition 2.8, we get that
sj0 ⋉ (si0 ⋉ si1 ⋉ si2 ⋉ · · ·⋉ sik) = si0 ⋉ si1 ⋉ si2 ⋉ · · ·⋉ sia−1 ⋉ sia+1 ⋉ · · ·⋉ sik
for some 0 ≤ a ≤ k. In particular, si0 ⋉ si1 ⋉ si2 ⋉ · · · ⋉ sia−1 ⋉ sia+1 ⋉ · · · ⋉ sik =
sj1 ⋉ · · ·⋉ sjk .
Since
sj0 ⋉ si0 ⋉ si1 ⋉ si2 ⋉ · · ·⋉ sia−1 ⋉ sia+1 ⋉ · · ·⋉ sik = si0 ⋉ si1 ⋉ si2 ⋉ · · ·⋉ sik ,
it is clear that (j0, i0, i1, i2, · · · , ia−1, ia+1, · · · , ik) is a reduced I∗-expression for w.
It remains to show that
(3.22) (j0, i0, i1, i2, · · · , ia−1, ia+1, · · · , ik)←→ (i0, i1, i2, · · · , ik).
In fact, by induction hypothesis,
(i0, i1, i2, · · · , ia−1, ia+1, · · · , ik)←→ (j1, j2, · · · , jk)
because si0 ⋉ si1 ⋉ si2 ⋉ · · ·⋉ sia−1 ⋉ sia+1 ⋉ · · ·⋉ sik = sj1 ⋉ · · ·⋉ sjk . Once (3.22) is
proved, we can deduce that (j0, i0, i1, i2, · · · , ia−1, ia+1, · · · , ik)←→ (j0, j1, j2, · · · , jk).
Composing these transformations, we prove (3.20).
If a > 0, then as st = ts,
(j0, i0, i1, i2, · · · , ia−1, ia+1, · · · , ik)←→ (i0, j0, i1, i2, · · · , ia−1, ia+1, · · · , ik),
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and hence (3.22) follows from Observation 1.
It remains to consider the case when a = 0. In this case, (3.22) becomes
(3.23) (j0, i1, i2, · · · , ik)←→ (i0, i1, i2, · · · , ik),
We set w1 := si1 ⋉ si2 ⋉ · · ·⋉ sik . Then w1 6= 1. There are two possibilities:
Case 1. (s, t) ∈ {(si0 , sj0), (sj0 , si0)|1 ≤ i0 < j0 − 1 < n − 1}. Without loss of
generality, we assume that (s, t) = (si0 , sj0), where i0 < j0 − 1 < n− 1.
Note that i1 6∈ {i0, j0} because both (i0, i1, · · · ) and (j0, i1, · · · ) are reduced I∗-
sequences. We can assume that either |i1 − i0| = 1 or |i1 − j0| = 1 because otherwise
(j0, i1, · · · )←→ (i1, j0, · · · )←→ (i1, i0, · · · )←→ (i0, i1, · · · ).
Without loss of generality we assume that |i1 − i0| = 1. Suppose that j0 − i0 > 2. Then
we must have that |i1 − j0| > 1. It follows that
(j0, i1, · · · )←→ (i1, j0, · · · )←→ (i0, i1, · · · ),
where the second “←→” follows from Observation 1. Therefore, it suffices to consider the
case when j0 = i0 + 2. Furthermore, by a similar argument, we can consider only the
subcase when i1 = i0 + 1 and hence w1 = si0+1 ⋉ w2 with ρ(w1) = ρ(w2) + 1. Since
si0 ⋉ si0+1 6= si0+2 ⋉ si0+1, it follows that w2 6= 1.
Suppose that i0 ≥ 2. If i2 = i0 − 1 or i2 = u and i0 = 2, then
(j0, i1, i2, · · · ) = (i0 + 2, i0 + 1, i2, · · · )←→ (i2, i0 + 2, i0 + 1, · · · )
←→ (i0, i1, i2, · · · ),
where the last “←→” follows from Observations 1. If i2 < i0− 1 or i2 > i0+3, or i2 = u
and i0 > 2, then
(j0, i1, i2, · · · ) = (i0 + 2, i0 + 1, i2, · · · )←→ (i2, i0 + 2, i0 + 1, · · · )
←→ (i2, i0, i1, · · · )←→ (i0, i1, i2, · · · ),
Similarly, if i2 = i0 + 3 then
(i0, i1, i2, · · · ) = (i0, i0 + 1, i2, · · · )←→ (i2, i0, i0 + 1, · · · ) = (i0 + 3, i0, i0 + 1, · · · )
←→ (i0 + 2, i1, i2, · · · ) = (j0, i1, i2, · · · ),
where the last “←→” follows from Observations 1. Since (i0, i0 + 1, i2, · · · ) is a reduced
I∗-sequence, it is clear that i2 6= i0 + 1. It remains to consider the case when i2 ∈
{i0, i0 + 2}. If i2 = i0, then
(i0, i1, i2, · · · ) = (i0, i0 + 1, i0, · · · )←→ (i0 + 1, i0, i0 + 1, · · · )
←→ (i0 + 2, i1, i2, · · · ) = (j0, i1, i2, · · · ).
Similarly, if i2 = i0 + 2, then
(j0, i1, i2, · · · ) = (i0 + 2, i0 + 1, i0 + 2, · · · )←→ (i0 + 1, i0 + 2, i0 + 1, · · · )
←→ (i0, i1, i2, · · · ) = (i0, i1, i2, · · · ).
Therefore, we can consider only the situation when i0 = 1. By similar reasoning as
before, we can assume that i2 = u, hence w2 = su ⋉ w3 with ρ(w2) = ρ(w3) + 1. In
particular, w3(u) > 0. Since s1 ⋉ s2 ⋉ su 6= s3 ⋉ s2 ⋉ su, it follows that w3 6= 1.
Now w−13 (α) = w3(α) < 0, for α ∈ ∆, only if α ∈ {αi|i ≥ 1}. By similar reasoning
as before, we can consider only the case when s3 is a descent of w3. Hence w3 = s3 ⋉w4
with ρ(w3) = ρ(w4) + 1. However, in this case,
(j0, i1, i2, · · · )←→ (3, 2, u, 3, w4)←→ (3, 2, 3, u︸︷︷︸, w4)←→ (2, 3, 2︸ ︷︷ ︸, u, w4).
Applying Observation 1 again, we see that
(2, 3, 2, u, w4)←→ (1, 2, u, 3, w4)←→ (i0, i1, i2, · · · ).
As a result, (3.22) follows at once.
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Case 2. (s, t) ∈ {(si, su), (su, si)|1 ≤ i < n, i 6= 2}.
If i ≥ 3, then (3.22) can be proved by applying the automorphism τ or using in the
same argument as in Case 1. It remains to consider the case when i = 1. Without loss of
generality, we assume that (s, t) = (si0 , sj0) = (s1, su).
Note that st is not a descent of w1 for st ∈ {s1, su} because both (si0 , si1 , si2 , · · · ) and
(sj0 , si1 , si2 , · · · ) are reduced. If st is a descent of w1 for some t > 2. That is, w1(αt) < 0
and hence w1 = st ⋉ w2 with ρ(w1) = ρ(w2) + 1. Then
(si0 , si1 , · · · )←→ (s1, w1)←→ (s1, st, w2)←→ (st, s1, w2)←→ (st, su, w2)
←→ (su, st, w2)←→ (su, w1)←→ (sj0 , si1 , si2 , · · · ),
and we are done. Therefore, it suffices to consider the case when s2 is a descent of w1.
That is, w1(α2) < 0 and hence w1 = s2 ⋉ w2 with ρ(w1) = ρ(w2) + 1. Note that
s1 ⋉ s2 6= su ⋉ s2. It follows that w2 6= 1.
If st is a descent of w2 for some t > 3. That is, w2(αt) < 0 and hence w2 = st ⋉ w3
with ρ(w2) = ρ(w3) + 1. Then
(si0 , si1 , si2 , · · · )←→ (s1, w1)←→ (s1, s2, w2)←→ (s1, s2, st, w3)←→ (st, s1, s2, w3)
←→ (st, su, s2, w3)←→ (su, s2, st, w3)←→ (su, s2, w2)←→ (su, w1)←→ (sj0 , si1 , si2 , · · · ),
and we are done.
If su is a descent of w2. That is, w2(u) < 0 and hence w2 = su ⋉ w3 with ρ(w2) =
ρ(w3) + 1. Then applying Observation 1 (in the fourth “←→”),
(sj0 , si1 , si2 , · · · )←→ (su, s2, w2)←→ (su, s2, su, w3)←→ (s2, su, s2, w3)
←→ (s1, s2, su, w3)←→ (s1, s2, w2)←→ (s1, w1)←→ (si0 , si1 , si2 , · · · ),
and we are done. The same argument applies to the case when s1 is a descent of w3. Note
that s2 is not a descent of w2 because (si0 , si1 , si2 , · · · ) is reduced. Therefore, it suffices to
consider the case when s3 is a descent of w2. That is, w2(α3) < 0 and hencew2 = s3⋉w3
with ρ(w2) = ρ(w3) + 1. Note that s1 ⋉ s2 ⋉ s3 6= su ⋉ s2 ⋉ s3. It follows that w3 6= 1.
Repeating this argument, we shall finally get that
w1 = s2 ⋉ s3 ⋉ s4 ⋉ · · ·⋉ sn−1 ⋉ wn−1,
such that ρ(w1) = ρ(wn−1) + n− 2. By direct calculation, we can check that
s1 ⋉ s2 ⋉ s3 ⋉ s4 ⋉ · · ·⋉ sn−1 6= su ⋉ s2 ⋉ s3 ⋉ s4 ⋉ · · ·⋉ sn−1.
It follows that wn−1 6= 1. Therefore, {α ∈ ∆|wn−1(α) < 0} 6= ∅. If wn−1(αj) < 0 for
some 2 ≤ j < n− 1, then wn−1 = sj ⋉ wn with ρ(wn−1) = ρ(wn) + 1. Hence
(si0 , si1 , si2 , · · · )←→ (s1, s2, · · · , sn−1, sj , wn)
←→ (s1, s2, . . . , sj , sj+1, sj , sj+2, . . . , sn−1︸ ︷︷ ︸, wn)
←→ (s1, s2, . . . , sj−1, sj+1, sj , sj+1︸ ︷︷ ︸, sj+2, . . . , sn−1, wn)
←→ (sj+1, s1, s2, . . . , sj−1︸ ︷︷ ︸, sj , sj+1, sj+2, . . . , sn−1, wn)
←→ (sj+1, su, s2, . . . , sj−1, sj , sj+1, sj+2, . . . , sn−1, wn︸ ︷︷ ︸)
←→ (su, s2, . . . , sj−1, sj+1︸ ︷︷ ︸, sj , sj+1, sj+2, . . . , sn−1, wn)
←→ (su, s2, . . . , sj−1, sj , sj+1, sj︸ ︷︷ ︸, sj+2, . . . , sn−1, wn)
←→ (su, s2, . . . , sj−1, sj , sj+1, sj+2, . . . , sn−1, sj︸ ︷︷ ︸, wn)
←→ (sj0 , si1 , si2 , · · · ),
as required. Using a similar argument together with Observation 1 one can prove (3.22)
when wn−1(α1) < 0 or wn−1(u) < 0. This completes the proof of the theorem. 
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4. WEYL GROUPS OF TYPE Bn
In this section we study the braid I∗-transformations between reduced I∗-expressions
of involutions in the Weyl group W (Bn) of type Bn. We shall identify in Definition 4.10 a
finite set of basic braid I∗-transformations which span and preserve the sets of reduced I∗-
expressions for any involution in W (Bn) for all n simultaneously, and show in Theorem
4.12 that any two reduced I∗-expressions for an involution in W (Bn) can be transformed
into each other through a series of basic braid I∗-transformations.
Let W (Bn) be the Weyl group of type Bn. It is generated by the simple reflections
{s0, s1, · · · , sn−1} which satisfy the following relations:
s2i = 1, for 0 ≤ i ≤ n− 1,
s0s1s0s1 = s1s0s1s0,
sisi+1si = si+1sisi+1, for 1 ≤ i ≤ n− 2,
sisj = sjsi, for 0 ≤ i < j − 1 ≤ n− 2.
Alternatively, W (Bn) can be realized as the subgroup of the permutations on the set
{1,−1, 2,−2, · · · , n,−n} (cf. [1]) such that:
(4.1) σ(i) = j if and only if σ(−i) = −j for any i, j.
In particular, under this identification, we have that
s0 = (1,−1), si = (i, i+ 1)(−i,−i− 1), for 1 ≤ i < n.
Let ε1, · · · , εn be the standard basis of Rn. We set α0 := ε1, αi := εi+1 − εi for
each 1 ≤ i < n. For each 1 ≤ i ≤ n, we define ε−i := −εi. Then W acts on the set
{εi|i = −n, · · · ,−2,−1, 1, 2, · · · , n} via σ(εi) := εσ(i). Let
Φ := {±εi ± εj|1 ≤ i < j ≤ n} ∪ {±εi|1 ≤ i ≤ n}, E := R-Span{v|v ∈ Φ}.
Then Φ is the root system of type Bn in E with W (Bn) being its Weyl group. We choose
∆ := {αi|0 ≤ i < n} to be the set of the simple roots. Then Φ+ = {εj ± εi, |1 ≤ i <
j ≤ n} ∪ {εi|1 ≤ i ≤ n} is the set of positive roots. For any 0 6= α ∈ E, we write α > 0
if α =
∑
β∈∆ kββ with kβ ≥ 0 for each β.
For any w ∈ W (Bn) and α ∈ ∆, it is well-known that
(4.2) wsαw−1 = sw(α),
where sw(α) is the reflection with respect to hyperplane which is orthogonal to w(α).
Lemma 4.3. Let w ∈ W (Bn) and 1 ≤ i < n. Then
1) wsi < w if and only if w(εi+1 − εi) < 0;
2) ws0 < w if and only if w(ε1) < 0.
Lemma 4.4. Let W = W (Bn) be the Weyl group of type Bn. Let w ∈ I∗ be an involution,
and let s = sα and t = sβ for some α 6= β in ∆ with
(α, β) ∈ {(α0, α1), (α1, α0)}.
Assume that s, t are both descents of w and let b ∈ I∗ be the unique minimal length
representative of WKwWK where K := 〈s, t〉. Assume further that b has no descents
which commute with both s and t. Then mst = 4 and s0b 6= bs1 (i.e., excluding Cases
4,6,7 in the notation of Lemma 2.10). Moreover, it holds that bs = sb and bt = tb (Case 5
in the notation of Lemma 2.10) only if one of the following occurs:
a) b = 1;
b) b = s2 ⋉ s1 ⋉ s0;
c) b = s2 ⋉ s1 ⋉ s0 ⋉ s1 ⋉ s2 ⋉ d, where d ∈ I∗ and ρ(b) = ρ(d) + 5.
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Proof. Since m = 4 is even, we see that Case 4 and Case 6 do not happen. The Case 7
happens if and only if s0b = bs1, s1b = bs0. Since ε2 − ε1 and ε1 are roots of different
lengths, so b(ε2 − ε1) 6= ±ε1. Thus this case would not happen either.
It is clear that Case 5 happens only if b(α) = ±α, b(β) = ±β (by 4.2). By the ex-
pression of w given in Case 5 of Lemma 2.10, both (s0, s1, s0, b) and (s1, s0, s1, b) are
reduced I∗-sequences. Applying Corollary 2.3 and Corollary 2.4, we can deduce that
b(α) > 0 < b(β). It follows that b(α0) = α0, b(α1) = α1. So we have that b(1) = 1,
b(2) = 2.
Suppose that a) does not happen, i.e, b 6= 1. By assumption, any st with t ≥ 3 is not
a descent of b. It follows from Lemma 4.3 that b(3) < b(4) < · · · < b(n). If b(3) > 0
then b(3) ≥ 3 (because b(1) = 1 and b(2) = 2) and it follows that b(k) = k for any k, a
contradiction. Therefore, we can assume that b(3) < 0 and hence b(3) ≤ −3 by (4.1).
Suppose that b(3) = −3. Then we must have that b(k) = k for any k ≥ 4. We can
deduce that
b = s2s1s0s1s2 = s2 ⋉ s1 ⋉ s0,
which is b) as required.
It suffices to consider the case when b(3) < −3. In this case,
b−1(α2) = b(α2) = b(ε3 − ε2) = b(ε3)− ε2 < 0,
and b(α2) 6= ±α2, which implies that bs2 6= s2b. By Corollary 2.3, we get that s2 ⋉ b =
s2bs2 and ρ(b) = ρ(s2 ⋉ b) + 1.
In a similar way, we have that
±α1 6= (s2bs2)(α1) = (s2bs2)(ε2 − ε1) = s2b(ε3)− ε1 < 0,
±α0 6= (s1s2bs2s1)(α0) = (s1s2bs2s1)(ε1) = s1s2b(ε3) < 0,
±α1 6= (s0s1s2bs2s1s0)(α1) = ε2 + s0s1s2b(ε3) < 0,
±α2 6= (s1s0s1s2bs2s1s0s1)(α2) = ε3 + s1s0s1s2b(ε3) < 0.
It follows from Corollary 2.3 that
s2 ⋉ s1 ⋉ s0 ⋉ s1 ⋉ s2 ⋉ b = s2s1s0s1s2bs2s1s0s1s2 and
ρ(b) = ρ(s2 ⋉ s1 ⋉ s0 ⋉ s1 ⋉ s2 ⋉ b) + 5.
Set d := s2 ⋉ s1 ⋉ s0 ⋉ s1 ⋉ s2 ⋉ b. Then b = s2 ⋉ s1 ⋉ s0 ⋉ s1 ⋉ s2 ⋉ d and this is c)
as required. This completes the proof of the lemma. 
Lemma 4.5. Let W = W (Bn) be the Weyl group of type Bn. Let w ∈ I∗ be an involution,
and let s = sα and t = sβ for some α 6= β in ∆ with
(α, β) ∈ {(αi, αi+1), (αi+1, αi)|1 ≤ i < n− 1}.
Assume that s, t are both descents of w and let b ∈ I∗ be the unique minimal length
representative of WKwWK where K := 〈s, t〉. Assume further that b has no descents
which commute with both s and t. Then mst = 3. Moreover, it holds that bs = sb and
bt = tb (Case 4 in the notation of Lemma 2.10) only if one of the following occurs:
a) b = 1;
b) b = si−1 ⋉ si ⋉ si+1 ⋉ d, where 2 ≤ i < n− 1, d ∈ I∗ and ρ(b) = ρ(d) + 3;
c) b = si+2 ⋉ si+1 ⋉ si ⋉ d, where 1 ≤ i < n− 2, d ∈ I∗ and ρ(b) = ρ(d) + 3.
Proof. By assumption, we must have that n ≥ 4. Suppose that a) does not happen, i.e., b 6=
1. By assumption, we have that bsb = s and btb = t. It follows that b(α) = ±α, b(β) =
±β (by (4.2)). By the expression of w given in Case 4, both (t, s, b) and (s, t, b) are
reduced I∗-sequences. Applying Corollary 2.3 and Corollary 2.4, we can deduce that
b(α) > 0 < b(β). It follows that b(α) = α, b(β) = β.
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Without loss of generality, we can assume that (α, β) = (αi, αi+1) for some 1 ≤ i <
n−1. Then b(i) = i, b(i+1) = i+1, b(i+2) = i+2. By Lemma 3.3 and the assumption
that st is not a descent of w for any t < i− 1 or t ≥ i+ 3, we can deduce that
(4.6) b(1) < b(2) < · · · < b(i− 1) and b(i+ 3) < b(i+ 4) < · · · < b(n)
and b 6= 1.
Suppose that i ≥ 2. If b(i − 1) > i − 1 then we can get that b(i − 1) ≥ i + 3. In this
case,
b−1(αi−1) = b(αi−1) = b(εi)− b(εi−1) = εi − b(εi−1) < 0,
and b(αi−1) 6= ±αi−1, which implies that bsi−1 6= si−1b. By Corollary 2.3, we get that
si−1 ⋉ b = si−1bsi−1 and ρ(b) = ρ(si−1 ⋉ b) + 1.
Now,
(si−1bsi−1)
−1(αi) = (si−1bsi−1)(εi+1 − εi) = εi+1 − si−1b(εi−1) < 0,
and (si−1bsi−1)(αi) 6= ±αi implies that (si−1bsi−1)si 6= si(si−1bsi−1). It follows from
Corollary 2.3 that
si ⋉ (si−1 ⋉ b) = sisi−1bsi−1si, ρ(b) = ρ(si ⋉ si−1 ⋉ b) + 2.
Finally,
(sisi−1bsi−1si)
−1(αi+1) = (sisi−1bsi−1si)(εi+2 − εi+1) = εi+2 − sisi−1b(εi−1) < 0,
and (sisi−1bsi−1si)(αi+1) 6= ±αi+1 implies that
(sisi−1bsi−1si)si+1 6= si+1(sisi−1bsi−1si).
It follows from Corollary 2.3 that
si+1⋉ (si⋉ (si−1⋉ b) = si+1sisi−1bsi−1sisi+1, ρ(b) = ρ(si+1⋉ si⋉ si−1⋉ b)+ 3.
Set d := si+1 ⋉ si ⋉ si−1 ⋉ b. Then b = si−1 ⋉ si ⋉ si+1 ⋉ d and this is b)
By a similar reasoning (i.e., the same argument used in the proof of Lemma 3.4), we
can show that if i < n− 2, then b(i + 3) < i + 3 implies that b = si+2 ⋉ si+1 ⋉ si ⋉ d,
where d ∈ I∗ and ρ(b) = ρ(d) + 3, which is c) as required.
Therefore, we can assume that b(i − 1) ≤ i − 1 whenever i ≥ 2 and b(i + 3) ≥ i + 3
whenever i < n − 2. If i = 1, then as 1 < n − 2 we have that b(4) ≥ 4. It follows that
b(k) = k for any k ≥ 4 and hence b = 1 which contradicts our assumption. If i ≥ 2, then
as s0 commutes with si and si+1, s0 is not a descent of b, it follows that b(ε1) > 0. Since
0 < b(1) < b(2) < · · · < b(i− 1) ≤ i− 1 and i+ 3 ≤ b(i+ 3) < b(i+ 4) < · · · < b(n),
we conclude that b(k) = k for any k, which is again a contradiction. This completes the
proof of the lemma. 
Lemma 4.7. Let W = W (Bn) be the Weyl group of type Bn. Let w ∈ I∗ be an involution,
and let s = sα and t = sβ for some α 6= β in ∆ with
(α, β) ∈ {(αi, αi+1), (αi+1, αi)|1 ≤ i < n− 1}.
Assume that s, t are both descents of w and let b ∈ I∗ be the unique minimal length
representative of WKwWK where K := 〈s, t〉. Assume further that b has no descents
which commute with both s and t. Then mst = 3. Moreover, it holds that bs = tb and
bt = sb (Case 6 in the notation of Lemma 2.10) only if one of the following occurs:
a) b = 1;
b) b = si−1 ⋉ si ⋉ si+1 ⋉ d, where 2 ≤ i < n− 1, d ∈ I∗ and ρ(b) = ρ(d) + 3;
c) i = 1, b = s3 ⋉ s2 ⋉ s1 ⋉ d, where d ∈ I∗ and ρ(b) = ρ(d) + 3;
d) i = 1, b = s0 ⋉ s1 ⋉ s0 ⋉ s2;
e) i = 1, b = s0 ⋉ s3 ⋉ s1 ⋉ s2 ⋉ s3 ⋉ s1 ⋉ s0 ⋉ s1.
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Proof. By assumption, we must have that n ≥ 4. Suppose that a) does not happen, i.e., b 6=
1. By assumption, we have that bsb = t and btb = s. It follows that b(α) = ±β, b(β) =
±α (by (4.2)). By the expression of w given in Case 4, both (t, s, b) and (s, t, b) are
reduced I∗-sequences. Applying Corollary 2.3 and Corollary 2.4, we can deduce that
b(α) > 0 < b(β). It follows that b(α) = β, b(β) = α.
Without loss of generality, we can assume that (α, β) = (αi, αi+1) for some 1 ≤ i <
n− 1. Then b(i) = −(i+ 2), b(i+ 1) = −(i+ 1), b(i+ 2) = −i. By Lemma 3.3 and the
assumption that st is not a descent of w for any t < i− 1 or t ≥ i+ 3, we can deduce that
(4.8) b(1) < b(2) < · · · < b(i− 1) and b(i+ 3) < b(i+ 4) < · · · < b(n)
and b 6= 1. Suppose that a) does not happen, i.e., b 6= 1. There are only the following two
possibilities:
Case 1. (α, β) = (αi, αi+1) for some 2 ≤ i < n − 1. Since s0 commutes with si
and si+1, we see that s0 is not a descent of b. Thus b(ε1) > 0. It follows from (4.8) that
b(i− 1) > 0. Then using the same argument in the proof of Lemma 4.5, we can show that
b(i − 1) > 0 implies that b = si−1 ⋉ si ⋉ si+1 ⋉ d with ρ(b) = ρ(d) + 3, which is b) as
required.
Case 2. (α, β) = (α1, α2). Then b(1) = −3, b(3) = −1, b(2) = −2. By (4.8), we have
that b(4) < b(5) < · · · < b(n).
If b(4) = ±4, then by (4.8) we can deduce that b(j) = j for any j ≥ 5. It follows that
either
b = (s1s2s1)(s0)(s1s0s1)(s2s1s0s1s2) = s0s1s0s2s1s0 = s0 ⋉ s1 ⋉ s0 ⋉ s2,
or
b = (s1s2s1)(s0)(s1s0s1)(s2s1s0s1s2)(s3s2s1s0s1s2s3)
= s0s3s1s2s1s0s1s0s3s2s1s3s0 = s0 ⋉ s3 ⋉ s1 ⋉ s2 ⋉ s3 ⋉ s1 ⋉ s0 ⋉ s1,
which are d) and e) respectively as required.
It remains to consider the case when b(4) ≤ −5. In this case, using the same argument
in the proof of Lemma 3.8, we can show that b(4) ≤ −5 implies that b = s3⋉ s2⋉ s1⋉ d
with ρ(b) = ρ(d)+3, which is c) as required. This completes the proof of the Lemma. 
Remark 4.9. We consider reduce I∗-expressions for involutions in the Weyl group of type
Bn. In this case, in addition to the basic braid I∗-transformations given by Proposition 2.9,
one clearly has to add the following natural “right end transformations”:
si ⋉ si+1 ←→ si+1 ⋉ si, s0 ⋉ s1 ⋉ s0 ←→ s1 ⋉ s0 ⋉ s1, sk ⋉ sj ←→ sj ⋉ sk,
where 1 ≤ i < n−1, 0 ≤ j, k < n, |j−k| > 1. However, as in the type Dn case, these are
NOT all the basic braid I∗-transformations for involutions in W (Bn) that we need. In fact,
one has to add an extra transformation in the case of type Bn (see the last transformation
in Definition 4.10), which is a new phenomenon for type Bn.
Definition 4.10. By a basic braid I∗-transformation, we mean one of the following trans-
formations and their inverses:
1) (· · · , s0, s1, s0, s1 · · · ) 7−→ (· · · , s1, s0, s1, s0, · · · ),
2) (· · · , sj, sj+1, sj , · · · ) 7−→ (· · · , sj+1, sj , sj+1, · · · ),
3) (· · · , sb, sc, · · · ) 7−→ (· · · , sc, sb, · · · ),
4) (· · · , sk, sk+1) 7−→ (· · · , sk+1, sk),
5) (· · · , s0, s1, s0) 7−→ (· · · , s1, s0, s1),
6) (· · · , s0, s1, s0, s2, s1, s0) 7−→ (· · · , s1, s0, s1, s2, s1, s0),
where all the sequences appearing above are reduced sequences, and the entries marked
by corresponding “· · · ” must match, and in the first two transformations (i.e., 1) and 2))
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we further require that the right end part entries marked by “· · · ” must be non-empty.
We define a braid I∗-transformation to be the composition of a series of basic braid I∗-
transformations.
Theorem 4.11. Let (si1 , · · · , sik), (sj1 , · · · , sjk) be two reduced I∗-sequences which can
be transformed into each other through a series of basic braid transformations. Then
si1 ⋉ si2 ⋉ · · ·⋉ sik = sj1 ⋉ sj2 ⋉ · · ·⋉ sjk .
Proof. This follows easily from Proposition 2.9, Definition 4.10 except for the last trans-
formation 6) in Definition 4.10. In fact, by direct calculation, we can get that
s0 ⋉ s1 ⋉ s0 ⋉ s2 ⋉ s1 ⋉ s0 = s0s1s0s2s1s0s1s2s1 = s1s0s2s1s0s1s2s1s0
= s1 ⋉ s0 ⋉ s1 ⋉ s2 ⋉ s1 ⋉ s0 ,
as required. 
As in Section 3, we sometimes use the simplified notations (i1, · · · , ik)←→ (j1, · · · , jk)
and (si1 , · · · , sik)←→ (sj1 , · · · , sjk) in place of si1 ⋉ · · ·⋉ sik ←→ sj1 ⋉ · · ·⋉ sjk .
Theorem 4.12. Let w ∈ I∗. Then any two reduced I∗-expressions for w can be trans-
formed into each other through a series of basic braid I∗-transformations.
Proof. We prove the theorem by induction on ρ(w). Suppose that the theorem holds for
any w ∈ I∗ with ρ(w) ≤ k. Let w ∈ I∗ with ρ(w) = k+1. Let (si0 , si1 , si2 , · · · , sik) and
(sj0 , sj1 , sj2 , · · · , sjk) be two reduced I∗-expressions for w ∈ I∗. We need to prove that
(4.13) (i0, i1, · · · , ik)←→ (j0, j1, · · · , jk).
For simplicity, we set s = si0 , t = sj0 . Let m be the order of st.
As in the proof of Theorem 3.19, we shall use the strategy (3.21). That says, we
want to show that there exists some sα ∈ S such that (i0, . . . , ik) ←→ (sα, . . . ) and
(j0, . . . , jk) ←→ (sα, . . . ). Once this is proved, then by induction hypothesis we are
done.
Suppose that m = 3. Then we are in the situations of Cases 1,2,3,4,6 of Lemma 2.10.
Suppose that we are in Cases 1,2,3 of Lemma 2.10. Then we get that
(4.14) si0⋉si1⋉ · · ·⋉sik ←→ s⋉ t⋉s⋉b←→ t⋉s⋉ t⋉b←→ sj0⋉sj1⋉ · · ·⋉sjk ,
where the first and the third “←→” follows from induction hypothesis, and the second
“←→” follows from the expression of w given in Cases 1,2,3 of Lemma 2.10. It remains
to consider Cases 4,6 of Lemma 2.10. To this end, we shall apply Lemmas 4.5 and 4.7. In
these cases, if b = 1, then k = 1 and si0 ⋉ si1 = s⋉ t←→ t⋉ s = sj0 ⋉ sj1 . Henceforth,
we assume that b 6= 1.
Suppose that we are in Case b) of Lemma 4.5 or of Lemma 4.7. Without loss of gener-
ality, we assume that i0 = i and j0 = i+ 1. Then
(i0, i1, · · · , ik)←→ (i, i+ 1, i− 1, i, i+ 1, d︸ ︷︷ ︸)←→ (i, i− 1, i+ 1︸ ︷︷ ︸, i, i+ 1, d)←→
(i, i− 1, i, i+ 1, i︸ ︷︷ ︸, d)←→ (i − 1, i, i− 1︸ ︷︷ ︸, i+ 1, i, d)←→ (i− 1, i+ 1, i, i− 1, i+ 1, d︸ ︷︷ ︸)
←→ (i+ 1, i− 1︸ ︷︷ ︸, i, i− 1, i+ 1, d)←→ (i+ 1, i, i− 1, i︸ ︷︷ ︸, i+ 1, d)
←→ (j0, j1, · · · , jk),
as required.
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Suppose that we are in Case c) of Lemma 4.5. Without loss of generality, we assume
that i0 = i and j0 = i+ 1. Then
(i0, i1, · · · , ik)←→ (i, i+ 1, i+ 2, i+ 1, i, d︸ ︷︷ ︸)←→ (i, i+ 2, i+ 1, i+ 2︸ ︷︷ ︸, i, d)←→
(i+ 2, i︸ ︷︷ ︸, i+ 1, i+ 2, i, d)←→ (i+ 2, i+ 1, i+ 2, i, i+ 1, d︸ ︷︷ ︸)←→
(i+ 1, i+ 2, i+ 1︸ ︷︷ ︸, i, i+ 1, d)←→ (i+ 1, i+ 2, i, i+ 1, i︸ ︷︷ ︸, d)←→
(i+ 1, i, i+ 2︸ ︷︷ ︸, i+ 1, i, d)←→ (j0, j1, · · · , jk),
as required. A similar argument also applies if we are in Case c) of Lemma 4.7.
Suppose that we are in Case d) of Lemma 4.7. Without loss of generality, we assume
that i0 = 1 and j0 = 2. Then
(i0, i1, · · · , ik)←→ (1, 2, 0, 1, 0, 2)←→ (1, 0, 2︸︷︷︸, 1, 2, 0︸︷︷︸)←→ (1, 0, 1, 2, 1︸ ︷︷ ︸, 0)
←→ (0, 1, 0, 2, 1, 0︸ ︷︷ ︸)←→ (0, 1, 2, 0︸︷︷︸, 1, 0)←→ (0, 1, 2, 1, 0, 1︸ ︷︷ ︸)←→ (0, 2, 1, 2︸ ︷︷ ︸, 0, 1)
←→ ( 2, 0︸︷︷︸, 1, 0, 1, 2︸ ︷︷ ︸)←→ (2, 1, 0, 1, 0, 2)←→ (j0, j1, · · · , jk),
as required.
Suppose that we are in Case e) of Lemma 4.7. Without loss of generality, we assume
that i0 = 1 and j0 = 2. Then
(i0, i1, · · · , ik)←→ (1, 2, 0, 3, 1, 2, 3, 1, 0, 1︸ ︷︷ ︸)
←→ (1, 2, 3, 0︸︷︷︸, 1, 2, 3, 1, 0, 1)←→ (1, 2, 3, 0, 1, 2, 1, 0, 1, 3︸ ︷︷ ︸)
←→ (1, 2, 3, 0, 2, 1, 2︸ ︷︷ ︸, 0, 1, 3)←→ (1, 2, 3, 2, 0︸︷︷︸, 1, 2, 3, 0, 1︸ ︷︷ ︸)
←→ (1, 3, 2, 3︸ ︷︷ ︸, 0, 1, 2, 3, 0, 1)←→ ( 3, 1︸︷︷︸, 0, 2, 1, 3︸ ︷︷ ︸, 2, 3, 0, 1)
←→ (3, 1, 0, 2, 1, 2, 3, 2︸ ︷︷ ︸, 0, 1)←→ (3, 1, 2, 0︸︷︷︸, 1, 0, 2, 3, 2︸ ︷︷ ︸, 1)
←→ (3, 1, 2, 0, 1, 0, 2, 1, 2, 3︸ ︷︷ ︸)←→ (3, 1, 2, 0, 1, 0, 1, 2, 1︸ ︷︷ ︸, 3)
←→ (3, 1, 2, 1, 0, 1, 0︸ ︷︷ ︸, 2, 1, 3)←→ (3, 2, 1, 2︸ ︷︷ ︸, 0, 1, 0, 2, 1, 3)
←→ (3, 2, 1, 0, 2︸︷︷︸, 1, 2, 0︸︷︷︸, 1, 3)←→ (3, 2, 1, 0, 1, 2, 1︸ ︷︷ ︸, 0, 1, 3)
←→ (3, 2, 1, 0, 1, 2, 3, 1, 0, 1︸ ︷︷ ︸)←→ (3, 2, 1, 0, 1, 2, 3, 0, 1, 0︸ ︷︷ ︸)
←→ (3, 2, 1, 0, 1, 0, 2, 3︸ ︷︷ ︸, 1, 0)←→ (3, 2, 0, 1, 0, 1︸ ︷︷ ︸, 2, 3, 1, 0)
←→ (0, 3, 2︸ ︷︷ ︸, 1, 0, 1, 2, 3, 1, 0).
On the other hand, according to the definition of the braid I∗-transformations, we get that
(j0, j1, · · · , jk)←→ (2, 1, 0, 3, 1, 2, 3, 1, 0, 1)
←→ (2, 1, 0, 1, 3︸︷︷︸, 2, 3, 0, 1, 0)←→ (2, 1, 0, 1, 0, 3, 2, 3︸ ︷︷ ︸, 1, 0)
←→ (2, 0, 1, 0, 1︸ ︷︷ ︸, 3, 2, 3, 1, 0)←→ ( 0, 2︸︷︷︸, 1, 0, 1, 3, 2, 3, 1, 0).
So again we are in a position to apply the induction hypothesis. This completes the proof
of (4.13) when m = 3.
Now suppose that m = 4. Then by Lemma 4.4 we are in the situations of Cases 1,2,3,5
of Lemma 2.10. Suppose that either b = 1 or we are in Case 1,2,3 of Lemma 2.10. Then
we can use a similar argument as (4.14) to show that (4.13) holds. It remains to consider
Case 5 of Lemma 2.10. To this end, we shall apply Lemma 4.4.
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Suppose that we are in Case b) of Lemma 4.4. Without loss of generality, we assume
that i0 = 0 and j0 = 1. Then using the 6th transformation given in Definition 4.10, we can
get that
(i0, i1, · · · , ik)←→ (0, 1, 0, 2, 1, 0)←→ (1, 0, 1, 2, 1, 0)←→ (j0, j1, · · · , jk),
as required.
Suppose that we are in Case c) of Lemma 4.4. Without loss of generality, we assume
that i0 = 0 and j0 = 1.
(i0, i1, · · · , ik)←→ (0, 1, 0, 2, 1, 0, 1, 2, d)←→ (0, 1, 2, 0︸︷︷︸, 1, 0, 1, 2, d)
←→ (0, 1, 2, 1, 0, 1, 0︸ ︷︷ ︸ 2, d)←→ (0, 2, 1, 2︸ ︷︷ ︸, 0, 1, 0, 2, d)
←→ ( 2, 0︸︷︷︸, 1, 2, 0, 1, 0, 2, d),
On the other hand,
(j0, j1, · · · , jk)←→ (1, 0, 1, 2, 1, 0, 1, 2, d)←→ (1, 0, 2, 1, 2︸ ︷︷ ︸, 0, 1, 2, d)
←→ (1, 2, 0︸︷︷︸, 1, 0, 2︸︷︷︸, 1, 2, d)←→ (1, 2, 0, 1, 0, 1, 2, 1︸ ︷︷ ︸, d)
←→ (1, 2, 1, 0, 1, 0︸ ︷︷ ︸, 2, 1, d)←→ (2, 1, 2︸ ︷︷ ︸, 0, 1, 0, 2, 1, d).
Therefore, we can apply induction hypothesis to get that (i0, i1, · · · , ik)←→ (j0, j1, · · · , jk).
This completes the proof of (4.13) when m = 4.
We make the following useful observation.
Observation 2. If there exist sα, sβ ∈ S such that sαsβ has order 1, 3 or 4, and
(i0, i1, . . . , ik)←→ (sα, . . . ) and (j0, j1, . . . , jk)←→ (sβ , . . . ),
then by the results we have obtained we can deduce that (i0, i1, . . . , ik)←→ (j0, j1, . . . , jk).
It remains to consider the case when m = 2. That says, st = ts. We use a similar
argument as in the proof of Theorem 3.19 (cf. the paragraphs after Observation 1). As in
the proof of Theorem 3.19, there exists some integer 0 ≤ a ≤ k, such that
sj0 ⋉ (si0 ⋉ si1 ⋉ si2 ⋉ · · ·⋉ sik) = si0 ⋉ si1 ⋉ si2 ⋉ · · ·⋉ sia−1 ⋉ sia+1 ⋉ · · ·⋉ sik .
In order to prove (4.13), it suffices to show that
(4.15) (j0, i0, i1, i2, · · · , ia−1, ia+1, · · · , ik)←→ (i0, i1, i2, · · · , ik).
Moreover, just as in the proof of Theorem 3.19, using Observation 2 we can consider only
the case when a = 0 and j0 = i0 + 2. So in this case, (4.15) is reduced to
(4.16) (j0, i1, i2, · · · , ik)←→ (i0, i1, i2, · · · , ik).
We write w1 = si1 ⋉ si2 ⋉ · · ·⋉ sik . If i1 < i0 − 1 or i1 > i0 + 3, then
(i0, i1, · · · )←→ (i1, i0, · · · )←→ (i1, j0, · · · )←→ (j0, i1, · · · ),
as required. If i1 = i0 − 1, then by Observation 2,
(j0, i1, · · · )←→ (j0, i0 − 1, · · · )←→ (i0 − 1, j0, · · · )←→ (i0, i1, · · · ),
as required. A similar argument applies to the case when i1 = i0 + 3. Therefore, we can
consider only the case when i1 = i0 + 1. Since si0 ⋉ si0+1 6= si0+2 ⋉ si0+1, we get that
w2 := si2 ⋉ · · ·⋉ sik 6= 1.
Note that i2 6= i0 + 1 because si1 ⋉ si2 ⋉ · · · ⋉ sik is reduced. If i2 < i0 − 1 or
i2 > i0 + 3, then
(i0, i1, i2, · · · )←→ (i2, i0, i1, · · · )←→ (i2, j0, i1, · · · )←→ (j0, i1, i2, · · · ),
as required. If i2 = i0 − 1, then by Observation 2,
(j0, i1, i2, · · · )←→ (i2, j0, i1, · · · )←→ (i0 − 1, j0, · · · )←→ (i0, i1, i2, · · · ),
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as required. A similar argument applies to the case when i2 = i0 + 3. If i2 = i0 + 2, then
by Observation 2,
(j0, i1, i2, · · · )←→ (i0+2, i0+1, i0+2, · · · )←→ (i0+1, i0, i0+1, · · · )←→ (i0, i1, i2, · · · ),
as required. A similar argument applies to the case when i0 ≥ 1 and i2 = i0. Therefore,
we can consider only the case when i2 = i0 = 0. Since s0 ⋉ s1 ⋉ s0 6= s2 ⋉ s1 ⋉ s0, we
get that w3 := si3 ⋉ · · ·⋉ sik 6= 1.
Now i3 6= 0 because si2 ⋉ si3 ⋉ · · ·⋉ sik is reduced. If i3 > 3, then
(i0, i1, i2, i3, · · · )←→ (0, 1, 0, i3, · · · )←→ (i3, 0, 1, 0, · · · )←→ (i3, 2, 1, 0, · · · )
←→ (j0, i1, i2, i3, · · · ),
as required. If i3 = 3, then by Observation 2,
(i0, i1, i2, i3, · · · )←→ (0, 1, 0, 3, · · · )←→ (3, 0, 1, 0, · · · )←→ (2, 1, 0, 1, · · · )
←→ (j0, i1, i2, i3, · · · ),
as required. If i3 = 2, then by Observation 2,
(j0, i1, i2, i3, · · · )←→ (2, 1, 0, 2, · · · )←→ (2, 1, 2, 0, · · · )←→ (1, 2, 1, 0, · · · )
←→ (0, 1, 0, 2, · · · )←→ (i0, i1, i2, i3, · · · ),
as required. Finally, if i3 = 1, then as s0⋉ s1⋉ s0⋉ s1 is not reduced, we can deduce that
w4 := si4 ⋉ · · ·⋉ sik 6= 1. In this case, by Observation 2,
(i0, i1, i2, i3, · · · )←→ (0, 1, 0, 1, · · · )←→ (1, 0, 1, 0, · · · )←→ (2, 1, 0, 1, · · · )
←→ (j0, i1, i2, i3, · · · ),
as required. This completes the proof of (4.16) and hence the proof of (4.13) when m = 2.
This finishes the proof of the theorem. 
5. AN APPLICATION
The basic braid I∗-transformations which we found in Definition 3.15 and 4.10 and
Theorem 3.19 and 4.12 are very useful for analysing the Hecke module structures on the
space spanned by involutions. The point is that it reduces the verification of Hecke defining
relations to a finite doable calculations. In this section, we shall give an application of this
observation to Lusztig’s conjecture which is our original motivation.
Lemma 5.1. The elements in the following set{
(sc1sc1−1 . . . s2s1)(sc2sc2−1 . . . s2su) . . . (sck−1sck−1−1 . . . s2s1)(scksck−1 . . . s2su)∣∣ k is even, and 1 ≤ c1 < c2 < · · · < ck < n}⋃{
(sc1sc1−1 . . . s2su)(sc2sc2−1 . . . s2s1) . . . (sck−1sck−1−1 . . . s2s1)(scksck−1 . . . s2su)∣∣ k is odd, and 1 ≤ c1 < c2 < · · · < ck < n}
is a complete set of left coset representatives of 〈s1, s2, . . . , sn−1〉 in W (Dn)1.
Proof. One can check directly that the elements in the above two sets are minimal length
left coset representatives of 〈s1, s2, . . . , sn−1〉 in W (Dn). Moreover, it is a complete set
by a counting argument (using the well-known fact that |W (Dn)| = 2n−1|Sn|). 
1By convention, if c1 = 1 then sc1sc1−1 . . . s2su := su.
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By [18], there is an Hu-module structure on M which is defined as follows: for any
s ∈ S and any w ∈ I∗,
Tsaw = uaw + (u + 1)asw if sw = ws > w;
Tsaw = (u
2 − u− 1)aw + (u
2 − u)asw if sw = ws < w;
Tsaw = asws if sw 6= ws > w;
Tsaw = (u
2 − 1)aw + u
2asws if sw 6= ws < w.
Lemma 5.2. LetW ∈ {W (Bn),W (Dn)} and ∗ = id. The map a1 7→ X∅ can be extended
to a well-definedQ(u)-linear map η0 from Q(u)⊗AM to (Q(u)⊗AHu)X∅ such that for
any w ∈ I∗ and any reduced I∗-expression σ = (sj1 , · · · , sjk) for w,
η0(aw) = θσ(X∅) := θσ,1 ◦ θσ,2 ◦ · · · ◦ θσ,k(X∅),
where for each 1 ≤ t ≤ k, if
sjt(sjt+1⋉sjt+2⋉ · · ·⋉sjk) 6= (sjt+1⋉sjt+2⋉ · · ·⋉sjk)sjt > (sjt+1⋉sjt+2⋉ · · ·⋉sjk),
then we define θσ,t := Tsjt ; while if
sjt(sjt+1⋉sjt+2⋉ · · ·⋉sjk) = (sjt+1⋉sjt+2⋉ · · ·⋉sjk)sjt > (sjt+1⋉sjt+2⋉ · · ·⋉sjk),
then we define θσ,t := (Tsjt − u)/(u+ 1).
Proof. We only prove the lemma for the case when W = W (Dn) as the other case is
similar. The idea of the proof is essentially the same as we used in the proof of [13,
Lemma 5.1] except that we now use Proposition 2.9 and have to verify one more relation:
T2 − u
u+ 1
T3TuT1T2
Tu − u
u+ 1
T1 − u
u+ 1
T3 − u
u+ 1
X∅ =
T3 − u
u+ 1
T2TuT1T2
Tu − u
u+ 1
T1 − u
u+ 1
T3 − u
u+ 1
X∅.
To check this relation, we can assume without loss of generality that n = 4 because∑
w∈Hu(D4)
u−ℓ(w)Tw is a left factor of X∅.
To simplify the notation, we set
Tu . . . Tu := TuT2T1T3T2Tu, T2 . . . Tu := T2T1T3T2Tu, Y∅ :=
∑
w∈S4
u−ℓ(w)Tw.
By direct calculation, one can get that
TuT1T2(T3 − u)(T1 − u)(Tu − u)X∅
= TuT1T2(T3 − u)(T1 − u)(Tu − u)(1 + u
−1Tu + u
−2T2Tu + u
−3T3T2Tu
+ u−3T1T2Tu + u
−4T1T3T2Tu + u
−5T2T1T3T2Tu + u
−6TuT2T1T3T2Tu)Y∅
=
(
uT1T2TuT2 − T1T2TuT2T1 − T1T2TuT2T3 + u
−1T1T2TuT2T1T3 + u
−2T2 . . . TuT3T2
− u−3T2 . . . TuT3T2T1 + u
−4T2 . . . TuT3T2T1T3 − u
−3T2 . . . TuT3T2T3+
2(u−2 − u−4)Tu . . . TuT3T2 − (u
−3 − u−5)Tu . . . TuT3T2T1 − (u
−1 − u−3)Tu . . . TuT3
+ (u−4 − u−6)Tu . . . TuT3T2T1T3 − (u
−3 − u−5)Tu . . . TuT3T2T3
)
Y∅.
Let Z0 be the element in the big bracket of the last equality. We want to show that
(T2T3−T3T2+uT2−uT3)Z0Y∅ = 0. Using Lemma 5.1, we see that if we express (T2T3−
T3T2 + uT2 − uT3)Z0 as a linear combination of standard bases {Tw|w ∈ W (Dn)}, then
Tw occurs with non-zero coefficient only if
w ∈ su . . . suS4
⋃
s2 . . . suS4
⋃
s3s1s2suS4
⋃
s1s2suS4.
By the proof of [13, Lemma 5.1], we know that for any 1 ≤ j < 3,
(5.3) Tj(Tj+1 − u)Y∅ = Tj+1(Tj − u)Y∅.
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Using (5.3) and consider the above four left cosets separately, one can check that (T2T3 −
T3T2 + uT2 − uT3)Z0Y∅ = 0. For example, if we consider the term Tw which occurs in
(T2T3 − T3T2 + uT2 − uT3)Z0Y∅ such that w ∈ s1s2suS4, then we shall get that it is
equal to(
u2T1T2TuT1T2 − uT1T2TuT1T2T1 − uT1T2TuT1T2T3 + T1T2TuT1T2T1T3
− u2T1T2TuT3T2 + uT1T2TuT3T2T3 + uT1T2TuT3T2T1 − T1T2TuT3T2T1T3
)
Y∅
= T1T2Tu
(
u2T1T2 − uT1T2T1 − uT1T2T3 − u
2T3T2 + uT3T2T3 + uT3T2T1
+ T2T1T2T3 − T2T3T2T1
)
Y∅
= T1T2Tu
(
u2T1T2 − uT1T2T1 − uT1(T3T2 − uT3 + uT2)− u
2T3T2 + uT3T2T3+
uT3(T1T2 − uT1 + uT2) + T2T1(T3T2 − uT3 + uT2)− T2T3(T1T2 − uT1 + uT2)
)
Y∅
= 0,
as required, where we have used (5.3) in the second equality. For the other three cosets,
one can do some similar calculation. We leave the details to the readers. 
Corollary 5.4. With the notations as in Lemma 5.2, the Q(u)-linear map η0 is a left
(Q(u) ⊗A Hu)-module homomorphism. In particular, η0 = η is a well-defined surjec-
tive left (Q(u)⊗AHu)-module homomorphism fromQ(u)⊗AM onto (Q(u)⊗AHu)X∅.
Proof. This follows from Lemma 5.2 and a similar argument used in the proof [13, Lemma
5.3, Theorem 5.5]. 
Remark 5.5. 1) Lusztig proved in [17] that his conjecture holds for any Coxeter group and
any ∗ by completely different approach. In other words, η is always a left (Q(u)⊗AHu)-
module isomorphism from Q(u)⊗A M onto (Q(u)⊗A Hu)X∅.
2) We conjecture that for any Coxeter system (W,S) with S finite and any automor-
phism “∗” as described in Section 1, there exists a finite set of basic braid I∗-transformations
that span and preserve the reduced I∗-expressions for any twisted involutions in W and
which can be explicitly described for all W simultaneously.
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