When participants can temporally prepare for a visual target stimulus, responses to this stimulus are faster and more accurate. Recent accounts attribute these effects either to an earlier accumulation of stimulus information or to an increased rate of information sampling. The present study examines whether temporal preparation induces such changes in the dynamics of information processing by investigating speed-accuracy trade-off (SAT) functions. Shorter onsets and higher asymptotes of the estimated SAT functions were found for high temporal preparation conditions. These results provide evidence for an earlier onset of information accumulation in the visual system when temporal preparation is high.
Introduction
Temporal preparation describes preparatory activity that is directed to a certain moment in time. If this moment coincides with the presentation of a target stimulus, a variety of aspects of processing of this target stimulus are improved. For example, it is well-established that increasing the temporal predictability of a target stimulus shortens reaction time (Correa, Lupiáñez, Milliken, & Tudela, 2004; Karlin, 1959; Niemi & Näätänen, 1981; Sanders, 1980; Woodrow, 1914) , and affects various correlates of motor processing, as for example, response force (Mattes & Ulrich, 1997) , the contingent negative variation (Loveless, 1975; Trillenberg, Verleger, Wascher, Wauschkuhn, & Wessel, 2000) , motor evoked potentials (Hasbroucq et al., 1999) , and reflex amplitudes (Brunia, Scheirs, & Haagh, 1982; Requin, Bonnet, & Semjen, 1977) . More recent research also indicates beneficial influences of temporal preparation on premotor (Bausenhart, Rolke, Hackley, & Ulrich, 2006; Hackley & Valle-Inclán, 1998 Müller-Gethmann, Ulrich, & Rinkenauer, 2003) and purely perceptual processing (Bausenhart, Rolke, & Ulrich, 2007; Correa, Lupiáñez, & Tudela, 2005; Klein & Kerr, 1974; Rolke & Hofmann, 2007) . Electrophysiological evidence shows that these facilitating effects on perception are also reflected in an enhancement of the amplitudes of early event-related potentials (Correa, Lupiáñez, Madrid, & Tudela, 2006; Lange, Krämer, & Röder, 2006; Lange, Rösler, & Röder, 2003) . All these results indicate that temporal preparation is a ubiquitous phenomenon of human information processing (for overviews, see Hackley, 2009; Müller-Gethmann et al., 2003; Niemi & Näätänen, 1981; Nobre, Correa, & Coull, 2007) .
Temporal preparation and the dynamics of information accumulation
Although theoretical attempts have been made to account for temporal preparation effects on motor processing (Näätänen, 1971) , relatively little progress has been achieved in shedding light on the mechanisms underlying temporal preparation effects on premotor processing. In order to unravel these mechanisms, it might be helpful to address the question about how temporal preparation alters the time course of information processing. For example, based on temporal preparation effects on accuracy in a spatial discrimination task, Rolke and Hofmann (2007) proposed that temporal preparation might affect perceptual stimulus processing by changing the dynamics of information accumulation.
To manipulate temporal preparation, Rolke and Hofmann (2007) employed the constant foreperiod paradigm, in which the time between a warning signal and the target stimulus (i.e., the foreperiod) is kept constant within a block of trials but is varied across blocks of trials. Thus, after a few trials of learning, participants know the foreperiod duration of the current block. However, even when participants know in advance when a target stimulus will occur, they often fail to adjust their preparatory activity precisely to this moment. This failure depends strongly on the duration of the foreperiod of the current block, because participants' predictions about when the target stimulus will occur get less precise with increasing foreperiod duration (Näätänen, Muranen, & Merisalo, 1974) . Accordingly, preparation for the moment of target 0042-6989/$ -see front matter Ó 2010 Elsevier Ltd. All rights reserved. doi:10.1016/j.visres.2010.03.011 1 Rolke and Hofmann (2007) requested their participants to indicate whether a spatial gap in their target stimulus, a pattern masked Landolt square, was on the left or on the right side. They found reduced RT following short foreperiods compared to long foreperiods, and more important, also a higher accuracy of spatial discrimination following short foreperiods. To account for this finding, the authors proposed that temporal preparation influences the dynamics of information processing. More specifically, they base their account on a criterion model proposed by Grice (1968) , according to which during stimulus processing external stimulus information is translated into internal activation. This activation is accumulated over time, and when it reaches a criterion level, a decision is made and a response is initiated. According to Rolke and Hofmann (2007) , temporal preparation effects can be explained by the assumption that accumulation of perceptual evidence about a target stimulus starts earlier when participants are temporally well prepared for the onset of this stimulus. Therefore, under conditions that enable good temporal preparation, a higher level of accumulated activation would be reached by the time when stimulus processing becomes interrupted, for example, by a masking stimulus (Kahneman, 1968; Sperling, 1963) . This socalled ''early onset hypothesis" (Rolke, 2008) predicts that temporal preparation improves the accuracy of stimulus detection and discrimination, because post-perceptual decision processes are supplied with more relevant stimulus information under high levels of temporal preparation. In addition, shorter reaction time should be observed when participants are temporally well-prepared, as the criterion level would be reached earlier and thus, response selection and execution could start -and accordingly would be finished -earlier. Hence, this model can account for the results of various studies which have demonstrated that temporal preparation improves perceptual discrimination ability and shortens RT (e.g., Bausenhart et al., 2007; Correa et al., 2005; Klein & Kerr, 1974; Müller-Gethmann et al., 2003; Niemi & Näätänen, 1981) .
However, besides an early onset of information processing, there is an alternative explanation for these temporal preparation effects. According to this alternative, information accumulation would not start earlier when one is temporally well prepared, but the uptake of information about the stimulus would be faster, thus resulting in a higher rate of information accumulation. Similar to the early onset hypothesis, this account suggests that the criterion on which one bases his/her reactions would be reached sooner under conditions that enable good temporal preparation. A related idea has already been brought forward by studies of temporal resolution (Bausenhart et al., 2008; Correa, Sanabria, Spence, Tudela, & Lupiáñez, 2006) . Specifically, these studies employed temporal order judgment tasks, in which two stimuli appear in close temporal succession, and participants have to indicate which of the stimuli appeared first. Both studies demonstrated that temporal preparation shortens the minimum time interval between the two stimuli that is needed for correct discrimination of temporal order. These results therefore indicate that temporal preparation improves the temporal resolution of perception. It was suggested that this finer temporal resolution might be the result of a mechanism that increases the speed of perceptual information sampling, when participants are temporally well prepared (Bausenhart et al., 2008; Correa, Sanabria, et al., 2006) . As outlined above, such a higher speed of information sampling, in turn, might result in a higher rate of information accumulation and thus improve discrimination performance.
The two accounts outlined above (i.e., early onset vs. higher rate of information accumulation) assume that temporal preparation changes the dynamics of information processing. Enhanced perceptual discriminability might, however, also be explained by signal enhancement or a more effective suppression of external background noise. Such effects have already been well documented within the domain of spatial orienting. Specifically, it has repeatedly been shown that covert spatial attention increases spatial resolution (Carrasco, Williams, & Yeshurun, 2002; Montagna, Pestilli, & Carrasco, 2009; Morgan, Ward, & Castet, 1998; Shiu & Pashler, 1995) , and enhances contrast sensitivity of the perceptual system (Cameron, Tai, & Carrasco, 2002; Carrasco, Penpeci-Talgar, & Eckstein, 2000; Ling & Carrasco, 2006; Reynolds, Pasternak, & Desimone, 2000) . Such changes might as well be induced by temporal preparation, and they would improve the quality of the stimulus representations without necessarily changing the dynamics of stimulus processing.
The speed-accuracy trade-off function
So far, experimental research does not yield conclusive results about which of these proposed mechanisms (earlier start or higher rate of information accumulation, or enhanced discriminability) contribute to the perceptual effects of temporal preparation. Clearly, such a distinction cannot be accomplished on the basis of conventional RT experiments. However, important insights in these mechanisms might be gained by investigating the speed-accuracy tradeoff (SAT) functions underlying performance. A SAT function reflects the relationship between processing time and accuracy and therefore incorporates measures of the dynamics of processing as well as discrimination performance (e.g., Carrasco & McElree, 2001; Dosher, 1976 Dosher, , 1981 Reed, 1973; Wickelgren, 1977) .
Specifically, in a typical SAT experiment the time available for stimulus processing is manipulated, and the response accuracies corresponding to different processing times are registered. This can be accomplished, for example, with the response signal method (e.g., Carrasco, Giordano, & McElree, 2006; Miller, Sproesser, & Ulrich, 2008; Ratcliff, 2006; Wickelgren, 1977) . In this method, and similar to conventional RT experiments, a target stimulus is presented to which participants have to make a two-alternative forced-choice decision. Unlike in RT experiments, however, participants are instructed to withhold their response until a response signal is presented. Importantly, the stimulus onset asynchrony (SOA) between the target stimulus and the response signal is varied from trial to trial. This procedure reveals a characteristic relationship between the SOA and the obtained level of accuracy. For very short SOAs, participants' performance is close to chance level. The more time is available for target processing (i.e., the longer SOA), the more accurate participants' responses will be. Clearly, if SOA is increased beyond a critical duration, no further gains in accuracy will be observed, as participants have already reached maximum accuracy for the requested decision (Fig. 1) .
This relationship between processing time (t) and accuracy of performance can be described mathematically by an exponential approach to an asymptotic performance level (k):
Accuracy ðtÞ ¼ t þ ðk À tÞð1 À e ÀbðtÀdÞ Þ for t > d; else 0; ð1Þ where t corresponds to the chance level of performance (e.g., in the present experiment, t equals to 50% of correct responses, because a two-alternative forced-choice task was employed). k corresponds to the asymptote of the function, that is, the maximum level of performance that can be reached when ample processing time is available for stimulus processing. This parameter thus indicates asymptotic discrimination performance. d denotes the intercept of the SAT function, that is, the processing time at which a participant's responses depart from chance level. Finally, b is the rate parameter, which describes how fast processing accuracy rises from chance to asymptote. Accordingly, d and b are indicative of the dynamics of information processing. More specifically, the rate parameter b describes the speed of information accumulation, whereas the intercept d denotes the onset of information accumulation. Although this function is not theoretically based, sequential sampling models such as the diffusion model (Ratcliff, 1978; Ratcliff, 2006) provide a well-supported theoretical basis for such a gradual increase of response accuracy with processing time.
The three parameters k, b, and d can be estimated depending on participants' performance in various experimental conditions. Differences in these estimated parameters between conditions can then be attributed to differential effects exerted by the experimental manipulation on discriminability, the speed of information accumulation, or the onset of information accumulation. For example, in Fig. 1 , hypothetical SAT functions corresponding to three different experimental conditions (A, B, and C) are depicted. It can be seen that Conditions A and B differ in their asymptote, but not in rate or intercept. Thus, one can conclude that the experimental manipulation that distinguishes Condition A from B affects only discriminability. In contrast, Condition C shares the same asymptote with Condition A, but has a later intercept, and a smaller rate. Thus, in Condition C, information accumulation starts later, and information is aggregated more slowly than in Condition A. However, if there is sufficient time available for stimulus processing, it can be seen that discriminability does not differ between those conditions. Importantly, these insights cannot be gained from a regular RT experiment. This is illustrated by the circles in Fig. 1 , which depict hypothetical results of such an RT experiment. Even if it can safely be concluded that Condition A (filled circle) is somewhat easier to perform than Conditions B and C (open circle), because responses are more accurate and faster in Condition A, one cannot decide whether this effect results from differences in discriminability or in the dynamics of information processing. Finally, even though the SAT functions underlying performance in Conditions B and C differ clearly from each other in processing dynamics and in discriminability, an RT experiment might fail to reveal any difference between those conditions at all (open circle). Hence, SAT experiments are an especially useful tool for investigating differences in the dynamics of information processing.
SAT methodology has been repeatedly employed to gain insights into processing dynamics (Carrasco, Giordano, & McElree, 2004; Carrasco & McElree, 2001; Carrasco, McElree, Denisova, & Giordano, 2003; Carrasco et al., 2006; Dosher, 1976 Dosher, , 1981 McElree & Carrasco, 1999; McElree, Murphy, & Ochoa, 2006) . For example, Carrasco and McElree (2001) used exogenous cues in a visual search task to direct covert spatial attention to the target location. By employing the response signal method to manipulate SAT, they found increased asymptotes as well as a higher rate of information accumulation in the cued condition compared to a condition with neutral cues. Thus, covert spatial attention does not only improve discriminability, but also increases the speed of information processing. In a similar way, SAT procedures have been successfully employed to investigate the theoretical mechanisms underlying visual search McElree & Carrasco, 1999) , memory retrieval processes (Boldini, Russo, Punia, & Avons, 2007; Dosher, 1981; Hintzman & Caulton, 1997; Mulligan & Hirshman, 1995; Wickelgren, Corbett, & Dosher, 1980) , and the processing of semantic information (McElree, Murphy et al., 2006; McElree, Pylkkänen, Pickering, & Traxler, 2006 ).
Aim of the present study
In the present experiment, we employed a SAT procedure to investigate the influence of temporal preparation on the dynamics of stimulus processing. To this end, we combined a response signal SAT procedure with a spatial discrimination task (Miller et al., 2008; Wickelgren, 1977) and with a constant foreperiod paradigm. Given Rolke and Hofmanns' (2007) notion of early onset as described above, one would expect that good temporal preparation results in a earlier start of information accumulation. Accordingly, the intercept of the SAT function estimated in an experimental condition with good temporal preparation should be shorter than the intercept of a condition with worse temporal preparation. The idea that temporal preparation is associated with faster information accumulation brought forward by studies investigating performance in temporal order judgments (Bausenhart et al., 2008; Correa, Sanabria, et al., 2006) , however, might be reflected in a variation of the rate parameter of the SAT function. Finally, if temporal preparation exerts its effects on stimulus processing merely by improving discriminability, this should result in differences in asymptotic performance.
Experiment

Methods
Participants
Sixteen participants were tested. The data of one participant had to be replaced because Eq. (1) provided poor fits for these data, that is, the model fits showed uniformly small adjusted R 2 values, all below 0.5. 2 The final sample consisted of 14 women and 2 men with a mean age of 26.1 years (SD = 4.8). They received either course credit or payment for their participation. All had normal or corrected-to-normal vision.
Stimuli and apparatus
All visual stimuli were presented in white (90 cd/m 2 ) on a black background (<1 cd/m 2 ). Stimulus presentation was controlled via Matlab, using the Psychophysics Toolbox extension (Brainard, 1997; Pelli, 1997) . Participants were seated in a dimly lit room at a viewing distance of approximately 50 cm from the computer screen. The visual stimuli consisted of a horizontal (3.9°Â 0.1°vi-sual angle) bar and two vertical bars of slightly different lengths (3.8°and 4.0°, width 0.1°visual angle). White Gaussian noise (80 dB, 200 ms) served as warning signal, and a pure sinusoidal tone of 800 Hz (76 dB, 50 ms) served as the response signal. Responses were collected via the left and right 'arrow' keys of a standard keyboard.
Procedure and design
The time course of a single experimental trial is depicted in Fig. 2 . Throughout each trial, a horizontal line was presented at the centre of the screen. First, this horizontal line was presented alone for a variable time interval (200 ms + X, with the random variable X following an exponential distribution with a mean of 2000 ms). This random duration is assumed to increase the functional significance of the warning signal (Müller-Gethmann et al., 2003) . At the end of this interval the warning signal was presented for 200 ms binaurally via headphones. After a foreperiod of either 800 or 2400 ms following warning signal onset, the target (a vertical line) was superimposed on the horizontal line, so that both lines formed a cross. The vertical line remained on the screen for 50 ms and was positioned in such a way that it bisected the horizontal line, and its lower part had exactly the same length as the right and left part of the horizontal line, but the upper part of the vertical line was either two pixels shorter or longer as the other three parts of the cross. After a variable SOA of 50, 100, 150, 200, 300, 500, 1000 or 2000 ms following target onset, the response signal was presented binaurally over headphones for 50 ms. Within 300 ms after response signal onset, participants had to indicate with a key press whether the upper line was longer or shorter than the other parts.
For a ''shorter" response, half of the participants pressed the left arrow key with their left index finger. For a ''longer" response, they pressed the right arrow key with their right index finger. For the other half of participants, this assignment was reversed. Visual error feedback was provided after registration of the key press or after 1000 ms in case no key was pressed. The feedback was presented 2.8°of visual angle below the screen centre in case of a wrong, anticipated (RT < 0 ms) or too slow response (RT > 300 ms). After a wrong answer, the German word ''Fehler" (''error") remained on the screen for 1000 ms. After an anticipation or a too slow response the German phrases ''zu früh reagiert" (''too early") or ''zu langsam" (''too late") were presented for 5000 ms, respectively. This long presentation time was chosen to motivate participants to respond within the required reaction time window of 300 ms.
Each participant took part in four experimental sessions conducted on separate days. Each session consisted of 12 blocks with 48 trials each. Foreperiod duration (800 vs. 2400 ms) was kept constant within each block of trials, but alternated between blocks of trials. Half of the participants began with a 800 ms foreperiod block, and the other half began with a 2400 ms block. The SOA was varied from trial to trial, and each of the eight SOA durations was presented with equal likelihood and thus six times within each block. The first complete session was considered practice and therefore discarded from data analysis.
Results
First, all trials with reaction times that fell outside the required time window of 300 ms were discarded from further analysis (11.92%). For the remaining trials, mean response latency (i.e., SOA + RT) and mean percentage of correct responses were calculated separately for each participant, SOA and foreperiod duration. The SAT function described above (see Eq. (1)) was then fitted to these data by means of a least-squares minimization (cf. McElree & Carrasco, 1999) , based on the simplex search method by Nelder and Mead (1965) . Accordingly, this procedure estimated parameters for discriminability (k) as well as processing speed (b and d) that minimized the root mean squared deviations of the predicted values from the observed data for each participant and foreperiod duration. In addition, we fitted the SAT function to the data averaged across all participants.
As outlined in the introduction, temporal preparation might exert its influences either by improving stimulus discriminability, by shortening the time until onset of information accumulation, by increasing the rate of information accumulation, or also by any combination of these mechanisms. To test for all these possibilities, we adopted a nested model testing scheme (cf. Dosher, 1976 Dosher, , 1981 . According to this scheme eight models were fitted to the data of each participant and also to the averaged data. The eight models differed from each other with respect to how many parameters of the SAT function were allowed to vary according to foreperiod condition. The most conservative of these models allowed only one common asymptote as well as one common rate and one common intercept for both foreperiod conditions. Accordingly, this model assumes no influence of temporal preparation on any of the parameters of the SAT-function. In the following, this model will be termed 1k-1b-1d. In contrast, the least restrictive model (termed 2k-2b-2d) fitted different asymptotes, rates and intercepts for each of the two foreperiod conditions. All other possible models between those two extremes were fitted as well. The quality of the fits was then determined by an adjusted R 2 statistic (Reed, 1976) ,
in which d i are the observed data values,d i are the predicted data values, n is the number of observed data points, and d is the mean of data values. Importantly, the accounted variance is adjusted by the number of free parameters (k) of the respective model. Thus, R 2 adj imposes a penalty for models which allocate more parameters to the different conditions, and as a result, more parsimonious models are preferred over less restrictive ones.
For the data averaged across all participants, the highest value of adjusted R 2 , and thus, the best fit was yielded by the 2k-1b-2d
model, that is, the model that assumed one common rate parameter, but separate parameters for asymptote and intercept for each foreperiod condition (see Fig. 3 ). Short foreperiods resulted in a higher asymptotic performance as well as an earlier intercept (see Table 1 for the respective parameter estimates). Adjusted R 2 for this model was 0.985, which constitutes an improvement as compared to, for example, the adjusted R 2 of 0.914 for the conservative 1k-1b-1d model, or 0.945 for the 2k-1b-1d model, which allocates different asymptotes, but an identical rate and intercept to the different foreperiod conditions. Importantly, the differences in dynamics between the two foreperiod conditions could not be better captured in the rate parameter, as an adjusted R 2 of 0.968 for the 2k-2b-1d model clearly
indicates. This value shows, however, that modelling foreperiod differences in rate and asymptote represents the data better than modelling differences in asymptote (2k-1b-1d) alone. Despite that this might indicate some possible influence of foreperiod on the rate parameter, the fully saturated 2k-2b-2d model which allocates separate values for each foreperiod condition to each of the three parameters produced an adjusted R 2 of 0.984. Thus, allowing all three parameters of the SAT function to vary with foreperiod duration did not further improve the fit of the 2k-1b-2d model, indicating that foreperiod effects on rate do not contribute substantially to the quality of the model fit. Accordingly, the more parsimonious 2k-1b-2d model should be preferred over the fully saturated 2k-2b-2d model. To test these observations based on adjusted R 2 statistically, the nested models of this scheme were compared with F tests (e.g., Dosher, Han, & Lu, 2004) :
where SSEs are the sum of squared errors for a more restrictive (i.e., nested) and a fuller (more saturated) model. The degrees of freedom are computed as df1 = (k full À k restricted ) and df2 = (n À k full ). These F tests showed that the fully saturated 2k-2b-2d model indeed provided a better fit for the data than the more restricted 2k-2b-1d model, F(1, 10) = 12.36, p < .01. In contrast, the fit provided by the 2k-2b-2d model did not differ from 2k-1b-2d model, F(1, 10) = 0.06, p = .81, which, in turn, provided significantly better fits of the data than its nested models 2k-1b-1d, F(1, 11) = 34.14, p < .001, and 1k-1b-2d, F(1, 10) = 6.99, p < .05. In addition, the 2k-2b-2d model provided a marginally better fit than the 1k-2b-2d model, F(1, 10) = 3.80, p = .08. Because this latter model did not differ from its nested model 1k-1b-2d, F(1, 11) = 2.11, p = .17, but fitted the data better than the 1k-2b-1d model, F(1, 10) = 8.04, p < .05, it seems that the relatively good fit of the 1k-2b-2d model is mainly due to the modelled foreperiod differences in intercept rather than in rate. Taking together the higher adjusted R 2 of the 2k-1b-2d compared to the 1k-2b-2d model and the fact that the 2k-1b-2d model fits the data significantly better than the 1k-1b-2d model, we conclude that modelling foreperiod differences in asymptote and intercept (but not in rate) accounts best for the data observed in the present study. These results were further corroborated when participant-specific fits were regarded. Although there was considerable variability regarding the individual best-fitting models, the sum of adjusted R 2 values across participants for the 2k-1b-2d model was higher than for all other models. The parameters of this model, individually fitted for each participant, and the corresponding means of these values are depicted in Table 2 . One-tailed pairedsample t-tests confirmed that the short foreperiod condition was associated with shorter intercepts, t(15) = 3.18, p < .01, and higher Fig. 3 . Symbols represent the average response accuracy in percent correct as a function of response latency and foreperiod duration (800 vs. 2400 ms). Curves show the bestfitting SAT functions for these average data. The parameters of these functions are listed in Table 1 . Note. Asymptote is given in percent, intercept in msec. For convenience, rate is expressed as its inverse 1/b, which is also measured in msec units.
asymptotes, t(15) = 2.48, p < .05, than the long foreperiod condition.
To consider a possible influence of individual differences more carefully, we also determined the best-fitting model for each participant individually and then submitted the respective estimated parameters for asymptote, rate, and intercept to one-tailed paired-sample t-tests. These analyses provided further evidence for the idea that temporal preparation influences asymptote and intercept, but not the rate of information processing. Specifically, asymptotes corresponding to the short foreperiod duration were higher than for the long foreperiod duration, t(15) = 2.43, p < .05, and the intercept in the short foreperiod condition was earlier than in the long foreperiod condition, t(15) = 2.36, p < .05. Rate was not significantly influenced by foreperiod, t(15) = 1.19, p = .13. Interestingly, even when foreperiod differences were forced into rate rather than intercept (as in the 2k-2b-1d model), no significant differences in the rate parameter could be observed, t(15) = 1.06, p = .15. Similar effects were also obtained when the individual parameter estimates for the least restrictive model (2k-2b-2d) were submitted to t-tests. 
General discussion
The present study investigated the influence of temporal preparation on the time course of information processing. Specifically, we manipulated temporal preparation in a constant foreperiod design and required participants to perform a spatial discrimination task. The time available for stimulus processing was varied by employing the response signal SAT method, in order to obtain measures of response accuracy for a wide range of response latencies. SAT functions were fitted to these data to investigate which aspects of stimulus processing are influenced by temporal preparation. The results suggest that temporal preparation alters the dynamics of information processing and improves stimulus discriminability.
More specifically, the overall best-fitting model allocated separate intercepts and asymptotes to the two foreperiod durations. Theoretically most important, the quality of the model fit was substantially reduced when only one common intercept parameter was allowed for both foreperiod durations. Statistical comparisons of models fitted to the data of individual participants showed that intercepts were shorter for the short compared to the long foreperiod duration. Because the intercept of the SAT function denotes the point in time at which discrimination performance first departs from chance level, these results indicate that information about stimulus identity gets available earlier when participants are temporally well prepared. These results are in line with the early onset hypothesis (Rolke, 2008; Rolke & Hofmann, 2007) , which suggests that temporal preparation enables an earlier onset of accumulation of stimulus information.
This evidence for an earlier onset of information accumulation corresponds well to the results of a number of studies which demonstrated that temporal preparation shortens the duration of premotor processing stages. Specifically, these studies employed latency measures such as the lateralized readiness potential (LRP; Hackley & Valle-Inclán, 1998 Müller-Gethmann et al., 2003) and the psychological refractory period (Bausenhart et al., 2006) to bisect RT in a premotor and a motor processing phase. For example, Müller-Gethmann et al. (2003) investigated the influence of constant foreperiods on the duration of the stimulus-locked LRP (S-LRP) interval. The S-LRP indexes the time from the presentation of a stimulus until the selection of an appropriate response to this stimulus, and therefore, the duration of premotor stimulus processing. The authors found that the S-LRP interval duration decreased with decreasing foreperiod duration. In contrast, the duration of the LRP-R interval that indexes the time between the response selection and the motor response, and thus, the duration of motor processing, was not reliably affected by temporal preparation. The selective shortening of the S-LRP interval Note. Asymptote is given in percent, intercept in msec. For convenience, rate is expressed as its inverse 1/b, which is also measured in msec units. FP = foreperiod.
3 An alternative way to take individual differences into account is to fit nonlinear mixed effects models (NLME) to the data (Pinheiro & Bates, 2000) . This method of nonlinear multi-level regression allows estimating fixed and random effects simultaneously. Specifically, fixed effects correspond to the effects of experimental conditions on the sample mean (in our case, foreperiod effects on rate, asymptote and intercept), whereas random effects reflect interindividual differences in these effects, that is, the variability across participants that is associated with the fixed effects. Accordingly, one model is fitted to the data of all participants simultaneously (for an elaborate description of this approach, see Oberauer & Kliegl, 2006) . We ran this alternative data analysis procedure using the nlme package for R (Pinheiro, Bates, DebRoy, & Sarkar, 2005) for all model versions from 1k-1b-1d to 2k-2b-2d. This procedure yielded virtually identical results to those described in Section 2.2. The best fit was provided by a model that incorporated separate asymptotes (81.12% and 78.76%) and intercepts (271.21 ms and 311.13 ms) for the short and the long foreperiod condition, respectively, and one common rate parameter (1/b = 144.93 ms) as fixed effects. Systematic analysis revealed that interindividual variability in the data could be captured best with two additional random effects, one associated with asymptote and one associated with intercept. Thus, mixed effects models can readily account for the data observed in our experiment, and -as can be seen when comparing to Table 1 -the parametrization of the best-fitting model is fairly consistent with the results of the analysis described previously.
might be the result of an earlier start of information accumulation: if the accumulation of information starts sooner after target stimulus presentation, stimulus identification and response selection will also be finished earlier, and this in turn will result in a shorter S-LRP interval. Even more specific evidence for an early onset of information processing stems from studies investigating the latencies of early event-related potentials (ERPs; Hackley, Schankin, Wohlschlaeger, & Wascher, 2007; Seibold, Fiedler, & Rolke, submitted for publication; Vibell, Klinge, Zampini, Spence, & Nobre, 2007) . For example, Hackley et al. recorded the latency of visually-evoked ERPs in a constant foreperiod design. Consistent with the notion of early onset, the latency of the N1 was significantly reduced when subjects were temporally well prepared, and a similar, nonsignificant tendency emerged for the N2pc peak latency. Although the authors argue that the major part of the temporal preparation effect observed in their study emerged at a more centrally located processing stage, recent results by Seibold et al. (submitted for publication) confirm the influence of temporal preparation on early ERPs. Specifically, they demonstrated that short compared to long constant foreperiods shorten the latency of the N1 and the mismatch negativity. Interestingly, Vibell et al. employed a temporal order judgment task to investigate the prior entry phenomenon (e.g., Shore, Spence, & Klein, 2001 ) by means of sensory ERPs. Participants had to judge the temporal order of a visual and a tactile stimulus. When attention was directed to the visual modality, the visuallyevoked ERPs P1 and N1 peaked earlier than when attention was directed to the tactile modality. Since P1 and N1 capture the activity of early visual processing, these results indicate that attention might affect the onset of visual processing. In addition, these results indicate that the prior entry phenomenon and the temporal preparation effect may be based on similar mechanisms, namely, an earlier beginning of perceptual processing.
This electrophysiological evidence for a premotor locus of temporal preparation also renders unlikely an alternative interpretation of the obtained intercept effect in the present study. According to this alternative, the shorter intercept in the short foreperiod condition is due to a decreased duration of motor processing rather than a genuine earlier start of perceptual processing. 4 Indeed, it has been demonstrated by means of the LRP that the duration of motor processing can indeed be shortened by increased speed-stress in a SAT procedure (Rinkenauer, Osman, Ulrich, Müller-Gethmann, & Mattes, 2004) . Therefore, SAT may partly emerge in motor processing stages. However, this motor portion of the SAT effect was not differentially affected by factors such as task difficulty or flanker compatibility. Therefore, and -as outlined above -because temporal preparation typically affects only the premotor portion of RT (e.g., Bausenhart et al., 2006; Hackley & Valle-Inclán, 1998 Müller-Gethmann et al., 2003) , this alternative explanation seems rather unlikely. In addition, if temporal preparation in the present experiment merely evoked a shorter duration of motor processing, this should imply a horizontal translation of the SAT function without affecting its shape, i.e., accuracy should remain unchanged despite shorter motor times in the short than in the long foreperiod condition. The present data, however, are clearly at variance with this translation property.
Recent psychophysical results from a study by Seifried, Ulrich, Bausenhart, Rolke, and Osman (in press) further corroborate the electrophysiological evidence for early onset. These authors conducted a series of foreperiod experiments employing the classical paradigm of the complication experiment to measure perceptual latency (e.g., Haggard, Clark, & Kalogeras, 2002; Sanford, 1971) . In this paradigm, participants watch a clock hand constantly rotating in front of a numbered clock face, and simultaneously have to detect the onset of a target tone. Then, they report the position of the clock hand at the moment at which they detected the target tone. Subsequently, perceptual latency can be calculated as the time difference between the reported position and the actual position of the clock hand at the moment of target presentation. Thus, perceptual latency denotes the time that elapses between the physical occurrence of a signal and its detection, that is, the moment in which the signal is perceived and can be reported. To investigate the influence of temporal preparation on perceptual latency, Seifried et al. presented additional noise bursts that served as warning signals for the presentation of the target tone. These warning signals preceded the target tones by constant foreperiods of either 600 or 2000 ms. When foreperiod was short and participants were therefore temporally well prepared, perceptual latency was shorter than in the long foreperiod condition. This finding indicates an earlier detection of the target tones associated with good temporal preparation. Importantly, because an earlier start of information accumulation should be reflected in earlier detection of a target stimulus, and thus, shorter perceptual latency, this finding is closely in line with the present results.
However, the studies outlined above (Bausenhart et al., 2006; Hackley & Valle-Inclán, 1998 Hackley et al., 2007; Müller-Gethmann et al., 2003; Seibold et al., submitted for publication; Seifried et al., in press) cannot differentiate between such an earlier start of information accumulation and an alternative explanation of the observed temporal preparation effects. According to this alternative, the preparation-related speeding of premotor processing and stimulus detection might also be due to an increased rate of information sampling within the perceptual system (cf. Bausenhart et al., 2008; Correa, Sanabria, et al., 2006) . Consequently, information accumulation would not start earlier, but proceed at a faster speed when participants are temporally well prepared. Unlike previous experiments, the present study provides a means to distinguish between these alternatives, because onset and speed of information accumulation are reflected by separate parameters (i.e., intercept and rate) of the SAT function.
Importantly, and in contrast to the intercept, temporal preparation seems to leave the rate parameter unaffected. Specifically, the model that provided the best fit to the averaged data did not allocate separate rate parameters to the two foreperiod durations. The quality of this fit was not improved when rate (in addition to intercept and asymptote) was allowed to vary according to foreperiod duration, and importantly, was clearly reduced when differences in processing dynamics were forced into rate instead of intercept. These results were corroborated when separate models were fitted to the data of individual participants: no significant differences in rate were obtained between foreperiod conditions, neither for the individual best-fitting models, nor for the least restrictive model. Therefore, the present results imply that the speed of information accumulation is not influenced by temporal preparation. As outlined in the introduction, such an influence might have been expected based on recent studies that found improved temporal resolution when participants were temporally well prepared (Bausenhart et al., 2008; Correa, Sanabria, et al., 2006) . Apparently this finer temporal resolution associated with temporal preparation is not reflected in the rate parameter of the SAT functions estimated by the present study. Rather, enhanced temporal resolution might also be explained by an earlier start of information accumulation about the first target stimulus in a temporal order judgment task (cf. Rolke, 2008) .
It should be acknowledged, however, that the mathematical form of the fitted SAT functions does not consider the possibility that the earlier intercept itself may be caused by initially different rates of information accumulation. That is, very early processes might be speeded up by temporal preparation (e.g., such as the speed of integration and propagation of neuronal activity in early visual processing; cf. Carrasco et al., 2006) , and this may result in an earlier intercept of the SAT function. To examine this possibility, one would have to assess performance at very short response latencies before and around the estimated intercepts of the SAT function. In addition, this would require fitting of a more complex function (e.g., a gamma function) to assess the onset of the SAT function with high precision. Such an enterprise would meet the limits of experimental feasibility: first, the lower limit of measurable response latencies is determined by RT. Second, fitting complex functions requires the estimation of additional parameters. Nonetheless, we can state that, following the intercepts estimated in the present study, the rate of information accumulation does not vary with temporal preparation.
Interestingly, this lack of an effect of temporal preparation on the rate of the SAT function underlying performance contrasts with results observed within the domain of spatial orienting (Carrasco & McElree, 2001; Carrasco et al., 2006) . In these studies, SAT parameters were compared between a condition in which a spatial precue validly indicated the position of a visual target stimulus and a neutral cue condition. The best-fitting models for these conditions included differences in the rate parameter, in such a way that higher rates were found for the validly cued condition. These results, however, were obtained within a search task that required participants to scan a stimulus display for a tilted, nonfoveally presented gabor stimulus and to identify its orientation. A direct comparison of these results with those of the present task (spatial discrimination of a single, shortly presented target stimulus at fixation) is not particularly eligible. First of all, different processing mechanisms and physiological sources may underlie different tasks (e.g., Yeshurun, 2004; Yeshurun & Levy, 2003) . Second, despite recent attempts to compare temporal and spatial orienting (Coull & Nobre, 1998; Doherty, Rao, Mesulam, & Nobre, 2005; Griffin, Miniussi, & Nobre, 2002; MacKay & Juola, 2007) , it is still unclear whether and in which respect both phenomena are related to each other. Third, within both domains of attention, there might be various types of attentional orienting with different underlying mechanisms involved (e.g., Ling & Carrasco, 2006; Los & Van Den Heuvel, 2001; Nakayama & Mackeben, 1989) . Therefore, it would be premature to pin down the reasons why on one hand, the rate of the SAT function is affected by spatial attention, and on the other hand, the intercept of the SAT function is affected by temporal preparation. Careful and systematic investigations are required to unravel possible similarities and differences between these various aspects of human information processing subsumed under the umbrella term attention, which ''is not a unitary concept" (e.g., Styles, 1997, p.10) .
Finally, temporal preparation affected asymptotic performance. Specifically, the best-fitting model for the average data allocated different asymptote parameters to both foreperiod conditions, with a higher asymptote corresponding to the short foreperiod condition. This result was confirmed statistically by comparing asymptote parameters fitted to the data of individual participants, regardless of whether the overall best-fitting model, the individually best-fitting models, or the least restrictive models were compared. Accordingly, when there is ample time for stimulus processing, short foreperiods enable higher discrimination performance. Therefore, stimulus discriminability is enhanced by temporal preparation.
As hypothesized in the introduction, this influence of temporal preparation on discriminability might be mediated by either improved suppression of external noise or by enhanced contrast sensitivity (cf., Cameron et al., 2002; Carrasco et al., 2000 Carrasco et al., , 2002 Morgan et al., 1998; Reynolds et al., 2000; Shiu & Pashler, 1995, for similar mechanisms in covert spatial attention). Recent results of Rolke (2008) provide some support for a potential influence of these mechanisms. Specifically, she demonstrated in a series of experiments that temporal preparation improved the accuracy of letter identification, but importantly, this temporal preparation effect diminished as target contrast was enhanced, or as the SOA between a target letter and the presentation of a subsequent mask was prolonged. Accordingly, temporal preparation proved to be especially useful when identification of the target stimulus is rendered difficult either by interfering external noise (i.e., the mask) or by low stimulus contrast. Consequently, one might assume that temporal preparation facilitates perception, at least partly, by reducing such external noise and by improving contrast sensibility of the perceptual system. Such mechanisms might also be responsible for the improved asymptotic performance in spatial discrimination in the short foreperiod condition obtained in the present study.
It should be considered, however, that the observed temporal preparation effect on the asymptote might also have emerged as a consequence of the shorter intercept associated with temporal preparation. Specifically, the target stimulus was terminated 50 ms after its onset, and therefore its internal visual short term memory representation might have been subject to rapid decay. The obtained data indicate that the SAT function starts approximately 260 ms after stimulus onset in the short foreperiod condition and approximately 300 ms after stimulus onset in the long foreperiod condition. Accordingly, perceptual analysis of the stimulus might have started approximately 40 ms earlier in the short foreperiod condition. Because this analysis thus operates on a less decayed memory representation of the stimulus than the corresponding analysis in the long foreperiod condition, more stimulus information is available in the former than in the latter condition. Accordingly, in the short foreperiod condition, more information might be retrieved from the decaying internal representation. Similar to the noise reduction and contrast enhancement account described in the previous paragraph, this assumption of a rapid decay should also result in a higher level of asymptotic performance.
Although the present data do not allow discriminating between both accounts, the noise reduction and contrast enhancement account appears to be more appropriate. First, as outlined above, mechanisms of noise reduction and contrast enhancement have already been well established with other attentional manipulations. Second, the target stimulus in the present study was not masked, and spatial attention could easily be focused on the target because target location was identical throughout the experiment. Because these conditions are known to enable stimulus consolidation into a more stable representation (cf. Sperling, 1960) , we tend to assume that rapid decay should have had a rather small effect on participants' performance. Whether the former or latter account is more appropriate, however, does not hamper our main conclusion that temporal preparation influences the dynamics of information processing.
In summary, the present study employed SAT methodology to investigate whether temporal preparation within a constant foreperiod paradigm influences the dynamics of stimulus processing. Such an influence indeed could be confirmed by the present results. Specifically, the earlier intercept of the SAT functions associated with good temporal preparation indicates that temporal preparation leads to an earlier onset of information accumulation. The rate of information accumulation, in contrast, seems to be unaffected by temporal preparation. Finally, temporal preparation also has a beneficial influence on stimulus discriminability, even when there is ample time for stimulus processing. tance in data acquisition and Reinhold Kliegl and Florian Wickelmaier for helpful discussions and statistical support. We also thank Marisa Carrasco and two anonymous reviewers for their helpful comments.
