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Abstract. The study of the power and limitations of quantum compu-
tation remains a major challenge in complexity theory. Key questions
revolve around the quantum complexity classes EQP, BQP, NQP and
their derivatives. This paper presents new relativized worlds in which (i)
co-RP * NQE, (ii) P = BQP and UP = EXP, (iii) P = EQP and
RP = EXP, and (iv) EQP * ΣP2 ∪ΠP2 . We also show a partial answer
to the question of whether Almost-BQP = BQP.
§1. Introduction. A major question in quantum complexity theory is the
power and limitations of a quantum computer for solving intractable problems.
Since its inception by Benioff [6] and Feynman [14], the idea of a quantum
mechanical computer was investigated in various early works by Deutsch, Jozsa,
and others [13, 7, 8, 30, 1], culminating in the seminal discovery by Shor [31] on
an efficient quantum factoring algorithm. Much of the research has also focused
on understanding the power of quantum complexity classes, such as EQP and
BQP, in comparison with its classical counterparts. In fact, the early works
by Berthiaume and Brassard [7], Simon [30], and Bennett et al. [10] have been
done using black-box models with query mechanism. These early works gave
fundamental relativization results for both EQP and BQP.
The notion of relativization was first introduced to computational complex-
ity theory by Baker, Gill, and Solovay [2] to discuss a variety of relationships
among central complexity classes, such as P and NP. Although its implication
to the unrelativized (i.e., real) world is debatable, it surely supplies, in light of
structural differences of complexity classes, a useful insight into the behavior of
query computation.
In this paper, we will focus on oracle quantum computation with query mech-
anism. We use recent techniques from both structural complexity theory and
quantum complexity theory.
First, we consider a simple application of the polynomial method [27, 3] to
show that nondeterministic quantum linear-exponential time does not contain
the complement of the random complexity class RP, i.e., co-RP 6 NQE, rel-
ative to a certain oracle. Here, NQE is the collection of sets computable in
nondeterministic linear-exponential time by well-formed quantum Turing ma-
chines. As an immediate consequence, we have a single oracle relative to which
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P 6= RP 6= co-RP 6= BPP, P 6= NP 6= co-NP 6= ∆P2 , and EQP 6= RQP 6=
co-RQP 6= BQP.
Next, we prove that BQP is exponentially easier than UP, i.e., P = BQP
and UP = EXP, relative to a recursive oracle. To obtain this result, we adapt
a recent technique developed by Beigel, Buhrman, and Fortnow [5], who proved
the reverse direction of ours; namely, P = UP and BQP = EXP relative to a
certain oracle. Our result also extends the result of Fortnow and Rogers [16] on
PA = BQPA 6= UPA \ co-UPA for a certain non-recursive oracle A.
Moreover, by combining the above two oracle construction methods, we can
show in x5 that P = EQP and RP = EXP relative to a certain oracle.
As our next results, we investigate the power of EQP and BQP in compar-
ison with the first two levels of the polynomial-time hierarchy. We present an
oracle relative to which EQP * ΣP2 [ ΠP2 . Our result greatly strengthens an
early result of Berthiaume and Brassard [7], who constructed an oracle relative
to which EQP * NP[co-NP. We obtain our result by using an argument based
on circuit complexity and a recent improvement [11] on Simon’s test language
[30]. In this paper, we introduce two variants of Simon’s test language, which we
call LA1 and L
A
2 , and show that, while both of these languages belong to EQP
A
for all good oracles A, LA1 62 co-NPA and LA2 62 ΠP2 (A) for a single good oracle A.
We contrast our result to an earlier one by Fortnow and Rogers [16] that PHA
is infinite but PA = BQPA for a certain oracle A. Our result also implies that
BPP $ BQP relative to a certain oracle.
Finally, we study the role of randomization in quantum complexity via ran-
dom oracles. The notion of random oracles was introduced in a classic work
of Bennett and Gill [9]. For a relativizable complexity class C, Almost-C de-
notes the collection of sets A such that A is in CX relative to a random or-
acle X with probability 1. Bennett and Gill [9] and Kurtz [25] proved that
Almost-P = Almost-BPP = BPP. A decade later, using the idea of pseudoran-
dom generators, Nisan and Wigderson [28] showed that Almost-NP = AM and
Almost-PH = PH. In this paper, we explore Nisan and Wigderson’s technique
to facilitate the quantum setting, and raise the conjecture that Almost-BQP =
BQP. We provide a partial result towards resolving this conjecture.
§2. Preliminaries. Let N, Z, Q, R, and C denote the set of naturals,
integers, rationals, reals, and complex numbers, respectively. Let R+ = fr 2 R j
r  0g. We use log n (or log(n)) to denote log2 n and also follow the convention
log 0 = 0. For simplicity, we write ilog(n) to denote dlog ne.
A real number r is called polynomial-time approximable1 if there exists a
deterministic polynomial-time Turing machine M , which outputs dyadic inte-
gers, such that jM(0n) − rj  2−n for every number n 2 N. Let C˜ be the set
of complex numbers whose real and imaginary parts are both polynomial-time
approximable.
1 Ko and Friedman [22] first introduced this notion under the name “polynomial-time
computable.” To avoid the reader’s confusion, we prefer to use the term “polynomial-
time approximable” instead.
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The binary alphabet Σ = f0, 1g is used throughout the paper. Denote λ as
the empty string. Let 2Σ

be the power set of our alphabet Σ. For n 2 N and
A  Σ, let An, A=n denote the set of all strings in A of length at most n
and exactly n, respectively. For i > 0 and s 2 f0, 1g, let s(i) denote the ith bit
of s. For simplicity, we write sni to denote the (i + 1)th string in f0, 1gilog(n).
In particular, sn0 = 0
ilog(n). For a string s 2 f0, 1g, we denote #1(s) to be the
number of 1s in s. We identify a set S with its characteristic function, that is,
S(x) = 1 if x 2 S and S(x) = 0 otherwise.
Classical Computation. We assume the reader’s familiarity with Boolean circuits
and classical Turing machines. We use standard complexity classes, such as P,
UP, NP, RP, BPP, P, and the polynomial-time hierarchy f∆Pk , ΣPk , ΠPk j
k > 0g with PH = Sk>0 ΣPk . For more complete descriptions of these classes,
refer to, e.g., [29]. We also consider the UP-hierarchy, where U∆P0 = P and
U∆Pk+1 = UP
ΣPk , for each k  0 (see [18]).
Following the convention, we identify a set A 2 2Σ with a binary real number
in [0, 1). Let m denote Lebesgue measure on the unit real interval [0, 1]. An oracle
dependent property P(A) holds relative to a random oracle A with probability 1
if m(fA j P(A) holds g) = 1. See, e.g., [9] for more information.
Lemma 1. [9] Let A be any nonempty subset of 2Σ. Let LA be an oracle-
dependent set and let CA = fL(Mi, A) j i 2 Ng be a collection of oracle-dependent
sets such that a certain enumeration of oracle Turing machines fMigi2N satisfy-
ing CA = fL(Mi, A) j i 2 Ng fulfills Conditions 1–4 in [9, p.98]. If there exists a
positive constant  > 0 such that mA(fA j LA 6= L(Mi, A)g) >  holds for each
i 2 N, then mA(fA j LA 2 CAg) = 0.
In this paper, we consider only circuits in a tree form with gates of unbounded
fanin. The top gate of a circuit is its root and a bottom gate is one of its gates
attached to the leaves.
For k, n > 0, a Σk(n)-circuit C is a depth-(k + 1) circuit such that (i) C has
alternating levels of AND and OR gates with a top OR gate, (ii) the number of
gates at each level from level 1 to level k is at most 2n, and (iii) the fanin of each
bottom gate is at most n. Similarly, we define a Πk(n)-circuit by interchanging
the roles of AND and OR.
We write ρA to denote the restriction ρ such that ρ(vz) = A(z) for all z 2
f0, 1g, where vz is the variable corresponding to a string z. For more details,
see, e.g., [17, 20, 24].
Quantum Computation. A k-tape quantum Turing machine2 (referred to as
QTM) M is a quintuple (Q, q0, qf , Σ1Σ2  Σk, δ), where each Σi is a finite
alphabet with a distinguished blank symbol #, Q is a finite set of internal states
including an initial state q0 and a final state qf , and δ is a multi-valued, quantum
transition function from QΣ1 Σ2     Σk to CQΣ1Σ2ΣkfR,N,Lgk .
2 The notion of multi-tape QTMs has been discussed elsewhere and is known, from
[32, 26], to be “equivalent” to the model proposed in [8].
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A QTM has two-way infinite tapes of cells indexed by Z and read/write tape
heads that move along the tapes. Directions R and L mean that a head steps
right and left, respectively, and direction N mean that a head makes no move-
ment. A QTM has K-amplitudes if the entries of its time-evolution matrix are
all drawn from set K. A QTM is in normal form if there exists a fixed direction
d 2 fL, N, Rgk such that δ(qf , σ) = jq0ijσijdi for any symbols σ. The running
time of M on x is defined to be the minimal number T such that, at time T , all
computation paths of M on x reach final configurations. Let TimeM (x) denote
the running time of M on x if one exists; otherwise, it is undefined. We say that
M on input x halts in time T if TimeM (x) exists and TimeM (x) = T . A QTM
is well-formed if its time-evolution operator preserves the `2-norm [8].
For a well-formed QTM M and a string x, the notation M(jxi) denotes the
final superposition of M on input x. The notation M(x), however, represents
the majority outcome (either 0 or 1) of M(jxi); that is, we can observe M(x) in
the start cell of M ’s output tape with probability more than 1/2. For an oracle
TM or QTM M , let L(M, A) be the set accepted by M with oracle A.
Assume K  C. Let #QPK denote the set of functions from Σ to the unit
interval [0, 1], each of which, on input x, outputs the acceptance probability of a
polynomial-time QTM with K-amplitudes on input x [33]. A set S is in EQPK
if there is a #QPK-function f such that f(x) = S(x) for all x [8]. A set S is in
NQPK if there exists a function f in #QPK such that, for every x, f(x) > 0
iff x 2 S [1]. The class BQPK is the collection of all sets S such that, for an
appropriate function f 2 #QPK , jf(x) − S(x)j < 1/3 holds for all x [8]. Note
that we can choose 2−p(n), where p is a polynomial, instead of 1/3. A set S is in
RQPK if there exists a function f 2 #QPK such that, for every x, f(x) > 1/2
if x 2 S, and f(x) = 0 otherwise. We also take 1/p(n), where p is a polynomial,
instead of 1/2. Similarly, we define EQEK and NQEK by replacing the phrase
“polynomial time” with “linear exponential time” (that is, 2cn for some constant
c > 0). For brevity, we drop script K when K = C˜.
The following lemma is an extension of the result by Ko [23], who showed
that NP  BPP iff RP = NP. We leave the proof to the interested reader.
Lemma 2. Assume Q  K  C. NP  BQPK if and only if NP  RQPK .
For an oracle A and a subset S of strings, A(S) denotes the oracle satisfying
that, for every y, A(y) = A(S)(y) if and only if y 62 S. For a well-formed oracle
Turing machine M , an oracle A from an oracle collection A, and  > 0, let the
-block sensitivity, bsA (M, A, x), of M with oracle A on input x be the maximal
integer ` such that there are ` nonempty, disjoint sets fSig`i=1 such that, for
each i 2 [`], (i) A(Si) 2 A and (ii) jρA(Si)M (x) − ρAM (x)j  , where ρAM (x) is the
acceptance probability of M with oracle A on input x.
Lemma 3. [10, 3] bsA (M, A, x)  8T (x)2/2, where T (x) is the running time
of M with A on x.
Let X = x0x1   xn−1 be a string variable over f0, 1gn. A quantum net-
work U of input size m and query size n with t queries (or simply, an (m, n, t)-




X   U1OXU0, where each Ui is a unitary operator independent of
X and OX is an operator that maps jsnj ijbijzi to jsnj ijbxjijzi, where 0  j < n,
b 2 f0, 1g and z 2 f0, 1gm−1−ilog(n). Note that the first ilog(n) qubits fed into
operator OX are used to locate the query bit. Assume that the initial quantum
state of the network is j0mi. At the end of the computation, we observe the first
qubit of the final quantum state. We say that the quantum network U outputs
bit b (with bounded error) if jbi is observed with probability at least 2/3; that is,
khbjUX j0mik2  2/3. See [3] for more details.
The next lemma states that an oracle QTM can be simulated by a quantum
network.
Lemma 4. For every well-formed oracle QTM M running in time T (jxj) on
input x, there exists a family fUngn2N of (T (n), 2T (n), T (n))-quantum networks
such that ρAM (x) = kh1jUAjxjj0T (jxj)ik2 for every x, where ρAM (x) denotes the ac-
ceptance probability of M on input x with oracle A.
§3. CoRP is harder than NQE. Beigel showed in [4] that NPA 6
C=PA relative to a certain oracle A. From recent results of Yamakami and Yao
[34] and Fenner et al. [15], who proved that NQPA = NQPA = co-C=PA for
all oracles A, Beigel’s result implies that co-NPA * NQPA. Later, Green [19]
improved Beigel’s result by showing that co-NPA * NQPP
A
.
In this section, we show that co-RPA * NQEA [ NQPPA relative to a
certain oracle A. Our proof is a simple application of the polynomial method of
Beals et al. [3], who showed that a C-valued multilinear polynomial over f0, 1g
can characterize a computation of a quantum network. A characterization of
oracle quantum computation follows in a similar fashion.
Lemma 5. Let M be a well-formed, oracle QTM running in time T (x) on input
x independent of the choice of oracles. Let A be a subset of Σ. For each x, there
exists a R-valued, 2T (x)
2
-variate, multilinear polynomial p(x)(vx1 , vx2 , . . . , vxm),
where m = 2T (x), of degree at most T (x)2 such that p(x)(A(x1), A(x2), . . . , A(xm))
is the probability that M accepts x with oracle A, where vy is a Boolean variable
indexed y in f0, 1g.
Now, we state our main result in this section.
Proposition 1. There exists a set A such that co-RPA 6 NQEA [NQPPA .
Proof sketch: In this proof, we show only co-RPA * NQEA. Let A = fA j
8n(jA=nj = 0 or jA=nj  2n−1)g. For each A, set LA = f0n j jA=n2 j = 0g. It is
obvious that LA belongs to co-RPA for every oracle A in A. It suffices to show
that LA does not belong to NQEA for a certain oracle A in A.
Let fMigi2N be an enumeration of all oracle NQE-machines with Q-amplitudes
such that each Mi halts in time 2cin on inputs of length n for any choice of or-
acles.
We recursively construct the desired oracle A. Set A = Ø and n0 = 0.
Assume that ni is already defined. We define ni+1 to be the minimal n such
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that 22ci+1n < 122
n2 and ni < n. For simplicity, we write n for ni+1 and set
m = 2n
2
. Assume that, for every extension B of A, Mi+1 with oracle B on input
0n correctly computes LA(0n). Let p(x1, x2, . . . , xm) be a multilinear polynomial
defined by Lemma 5. Note that the degree of p is at most (2ci+1n)2.
Let psym be the symmetrization of p defined as in [3]. Consider the univari-
ate polynomial qp obtained from the polynomial psym such that qp(#1(x)) =
psym(x) for all x = (x1, x2, . . . , xm) [3]. Note that deg(qp) = deg(psym).
Since qp(#1(x)) = 0 for all x with 12m  #1(x)  m, the degree of qp must
be at least 12m − m + 1, which is larger than 2ci+1n, a contradiction. Hence,
there exists an oracle B, B  Σ<m, such that Mi+1 with B on input 0n cannot
compute LA(0n). Take such a B and set it as the new A.
As an immediate corollary, we can show the following separation result.
Corollary 1. There exists a set A such that (i) P 6= RP 6= co-RP 6= BPP, (ii)
P 6= NP 6= co-NP 6= ∆P2 , and (iii) EQPA 6= RQPA 6= co-RQPA 6= BQPA.
§4. BQP is exponentially easier than UP. In this section, we
exhibit an oracle A that makes BQP exponentially easier than UP. We achieve
this by showing an oracle A relative to which P = BQP and UP = EXP.
This result complements the recent result of Fortnow and Rogers [16] showing
that P = BQP 6= UP \ co-UP via a non-recursive oracle. Here, we provide an
alternative, recursive construction of such an oracle.
Our proof method is adapted from a technique of Beigel, Buhrman, and
Fortnow [5], who constructed a recursive oracle A satisfying both PA = PA
and RPA = EXPA. Note that, since UPA  PA and RPA  BQPA, the
same oracle shows that PA = UPA and BQPA = EXPA, a reverse of our
result.
Theorem 1. There exists an oracle A such that PA = BQPA and UPA =
EXPA.
Proof sketch: In this proof, we fix any polynomial-time computable pairing
function h, , i with three arguments such that jhx, y, zij > maxfjxj, jyj, jzjg for
all x, y, z. To show PA = BQPA, it suffices to consider only well-formed, oracle
QTMs, each of which on input (0i, x), (i) runs in polynomial time on any input
and with any oracle, (i) makes at most jxj queries of length smaller than jxj, and
(ii) has error probability smaller than 2−i−jxj. We fix an effective enumeration
of such polynomial-time, well-formed, oracle QTMs fMkgk2N.
Let LA be any EXPA-complete set (under PA-m-reduction) and let N be a
deterministic oracle TM that recognizes LA in exponential time. Without loss of
generality, we can assume that N runs in time 2jxj on input x. For convenience,
we also view N as an EQE-machine.
To show the claim, we construct A so that, for any sufficiently large n and
all strings x of length n, and all k with 0  k < n,
1. if Mk accepts (0n, x) with probability at least 1−2−2n, then hsnk , x, 1n
2i 2 A;
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2. if Mk rejects (0n, x) with probability at least 1−2−2n, then hsnk , x, 1n
2i 62 A;
3. x 2 LA implies jfy 2 Σn2 j h1ilog(n), x, yi 2 Agj = 1; and
4. x 62 LA implies jfy 2 Σn2 j h1ilog(n), x, yi 2 Agj = 0.
Conditions 1 and 2 ensure that PA = BQPA and conditions 3 and 4 imply that
UPA = EXPA. For simplicity, we say that w is a k-string (ω-string, resp.) if
w is of the form hsjujk , u, 1juj
2i with 0  k < juj (h1ilog(juj), u, vi with jvj = juj2,
resp.). Note that jwj > juj2.
In what follows, we will construct such an oracle A by stages. The oracle is
best described as a partial oracle σA at each stage. Initially (at Stage λ), we set
σA(x) = 0 for all strings x that are neither k-strings nor ω-strings. Let x be any
nonempty string.
Stage x: we will expand σA that has been defined by the previous stage.
Assume by induction hypothesis that all strings h, z, wi for z < x are already
determined (that is, dom(σA) includes all such strings). Let n = jxj. For each
string w, let vw denote the “quantum state variable” that is indexed by w. We
denote by z the sequence of all string variables indexed with ω-strings of the form
h1ilog(juj), u, vi, with juj = jxj, not in dom(σA). We want to define a quantum
function qx(z) that computes NA(jxi). To do so, we first assign to each string





2ni, a quantum function pw
recursively.
Round w: (o) case where w is neither k-string nor ω-string: in this case,
define pw(z) = j0i.
(i) case where w is an ω-string of the form h1ilog(juj), u, vi: note that if
u < x then w 2 dom(σA). We define pw(z) as follows. If w 62 dom(σA),
then define pw(z) to be the “quantum state variable” vw, if juj = jxj,
or the constant j0i, if juj > jxj, and we mark vw. If w 2 dom(σA), then
define pw(z) = jσA(w)i.
(ii) case where w is a k-string, 0  k < m, of the form hsmk , u, 1m
2i
with m = juj: if w 2 dom(σA), then set pw(z) = jσA(w)i. Assume
otherwise that w 62 dom(σA). Consider the set Q(Mk, A, (0m, u)) of
all query words made by Mk on input (0m, u) with oracle A. Note
that jQ(Mk, A, (0m, u))j  2juj. Let Q(Mk, A, (0m, u)) = fy1, y2, . . . , y`g,
where 0  `  2m, and let q(vy1 , vy2 , . . . , vy`) be the outcome MAk (j0m, ui).
Note that jyij < juj <
pjwj. Define pw(z) = q(py1(z), . . . , py`(z)). Note
that pw can be viewed as another well-formed oracle QTM.
Remember that we consider only the case where z takes a value either zero
0 = 02
n2
or a unit vector de = 0e102
n2−e−1 (0  e < 2n2). Finally, we define
qx(z) to be the quantum state N(jxi) with the condition that, whenever N
makes a query of the form w, we compute pw(z) instead.
By our definition, qx(z) can be viewed as being constructed inductively “level
by level” by subcomputations pw’s. Note that the number of levels needed to
build qx is at most blog nc−1. Thus, the number of times qx makes queries along
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, which is less than 22n−1. It
is important to note that the success probability so far to compute qx(z) is more
than (1 − 2−2n)22n−1 > p1/e > 2/3 (without counting on any wrong answers
given by some pw’s).
Note that each pw(z) used to construct qx(z) is either improper (i.e., having
a value in the interval (2−2n, 1 − 2−2n)) or proper. We define a replacement for
qx(d) as an assignment of either j0i or j1i to all improper pw(d)’s that appear
in the definition qx(d) by induction on the construction of qx. We write qτx(d)
to denote the quantum state obtained by applying replacement τ to qx(d).
It is easy to show that either we can set z to zero 0 or we find a unit vector de
that will complete the construction of the oracle A at stage x. The most crucial
case is that kh1jqτx(0)k2  2/3 and kh1jqτx(de)k2  1/3 for every replacement τ
and every unit vector de, where h1jqx(z) denotes the quantum state resulting
from observing 1 on the start cell of an output tape of qx(z). This, however,
contradicts Lemma 3.
§5. RP is exponentially harder than EQP. Combining two oracle
constructions demonstrated in x3 and x4, we can show the existence of an oracle
relative to which P = EQP and RP = EXP.
We first prepare an enumeration fMkgk2N of polynomial-time, well-formed,
oracle QTMs and take the same EXPA-complete set LA used in the proof of
Theorem 1. Here, we use the following four requirements:
1. if Mk accepts x with probability 1 then hsnk , x, 1n
2i 2 A;
2. if Mk rejects x with probability 1 then hsnk , x, 1n
2i 2 A;
3. if x 2 LA then jfy 2 Σn2 j h1, x, yi 2 Agj  2n2/2; and
4. if x 62 LA then jfy 2 Σn2 j h1, x, yi 2 Agj = 0.
Note that the first two requirements ensure PA = EQPA and the rest imply
RPA = EXPA. Following a similar construction in the proof of Theorem 1,
we define qx(z). A key case is that, for every replacement τ and every nonzero
vector d 2 Wn, it holds that kh1jqτx(0)k2 = 0 and kh1jqτx(d)k2 = 1, where
Wn = fs 2 f0, 1g2n
2 j #1(s)  2n2/2 or #1(s) = 0g. By the polynomial method
as in the proof of Proposition 1, however, this case is shown to be impossible.
Therefore, we obtain our main theorem.
Theorem 2. There exists an oracle A relative to which PA = EQPA and
RPA = EXPA.
§6. EQP is harder than ΣP2 [ΠP2 . In this section, we investigate the
power of EQP in contrast to ΣP2 [ΠP2 , the second level of the polynomial-time
hierarchy. We show a recursive oracle relative to which EQP * ΣP2 [ΠP2 .
To show our result, we will introduce an oracle-dependent language, which
lies in the gap EQPA−ΠP2 (A) for a certain oracle A. Our proof relies on adapting
Simon’s test language in stages.
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Simon [30] was the first who presented an oracle-dependent test language
which is in BQPA but not in BPTIME[2n]A for any nonnegative constant
 < 1. Subsequently, Brassard and Ho/yer [11] showed that Simon’s language is
actually in EQPA. A recent result of Hemaspaandra et al. [21] achieves almost-
everywhere superiority of a slight modification of Simon’s language against
the class BPTIME[2n]A.
For a string w 2 Σ, let Parity(w) = #1(w) mod 2. Define the basic function




A˜(0k1x1x2   xk01)A˜(0k1x1x2   xk012)    A˜(0k1x1x2   xk01nk)
if n = jx1j = jx2j =    = jxkj,
λ otherwise,
where A˜(0k1x1   xk01i) = Parity(x1)  A(0k1x1   xk01i). Define ηA2,1(x) =
S˜A1,2(x, 1¯)S˜
A
1,2(x, 2¯)    S˜A1,2(x, n¯), where j¯ = 0n−j10j−1 and S˜A1,2(x, w) = Parity(x)
SA1,2(x, w) and SA1,2 = f(x1, x2) j 9y, z 2 Σjx1j[y 6= z^ηA1,3(x1, x2, y) = ηA1,3(x1, x2, z)]g.
Finally, we define our test languages LAi as follows: for i 2 f1, 2g,
LAi = f0n j 9a 2 Σn n f0ng[ηAi,1(0n) = ηAi,1(a)&Parity(a) = 1]g.
To guarantee that LAi is in EQP
A, we need to define A, the set of “good”
oracles:
A = fA j 8n8(i, k) 2 W9a 2 Σn8x 2 (Σn)k−1 s.t.
8u, v 2 Σn[ηAi,k(x, u) = ηAi,k(x, v) =) u = v _ u = v  a]g,
where W = f(1, 1), (1, 2), (1, 3), (2, 1)g. The unique non-zero element a (if it
exists) is called the period of ηAi,k on f0, 1gn. We say a period even (odd, resp.) if
Parity(a) = 1 (Parity(a) = 0, resp.). Note that, for every A 2 A, every k, n > 0,
and every x 2 (Σn)k−1, λz.ηAi,k(x, z) is either a one-to-one or two-to-one function
from f0, 1gn to f0, 1gn.
Clearly, LAi 2 U∆Pi (A) holds for any i 2 f1, 2g and for any oracle A 2 A.
Note that LA1 is basically Simon’s test language.
The following lemma follows from the facts that, for every A 2 A, LA1 2
EQPA [11], LA2 2 EQPL
A
1 , and EQPEQP
A
= EQPA.
Lemma 6. For any k 2 f1, 2g, LAk belongs to EQPA for all oracles A in A.
Now, we state the key proposition of this section.
Proposition 2. 1. There exists a set A 2 A such that LA1 62 co-NTIME[o(2n/2)]A.
Thus, EQPA \UPA * co-NPA.
2. There exists a set B 2 A such that LB2 62 co-NTIME[o(2n/3)]NTIME[n]
A
.
Thus, EQPB \U∆P2 (B) * ΠP2 (B).
Proposition 2(1) implies EQPA * NPA [ co-NPA and NPA 6= co-NPA.
Note that Berthiaume and Brassard [7] already proved that EQPA * NPA [
co-NPA for a certain oracle A. Proposition 2(2), however, yields the following
improvement.
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Theorem 3. EQPA * ΣP2 (A) [ ΠP2 (A) and ΣP2 (A) 6= ΠP2 (A) for a certain
oracle A.
To facilitate the proof of Proposition 2(1), we introduce a special circuit,
called an S1(n)-circuit, which corresponds to LA1 . Moreover, it is convenient to
deal with a series of Boolean variables as a unique “variable.” A string variable
of length n is a series of n distinct Boolean variables. A negation of a string
variable x is of the form x1x2   xn if x is of the form x1x2   xn, where each
xi is a Boolean variable and xi is a negation of xi.
Definition 1. Let n > 0. An S1(n)-circuit F consists of 2n blocks, each of
which is indexed s 2 Σn and has fanin n (i.e., has n wires). For each block s, a
string variable xs of length n of positive form is connected to s if Parity(s) = 1;
otherwise, a string variable of negative form, x, is connected to s. A restriction ρ
is now considered as a map from fxsgs2Σn to f0, 1, gn. For a given assignment
ρ, F outputs 1 if ηρ1,1 is two-to-one with an odd period, and 0 if it is one-to-one,
and “?” otherwise.
Note that an S1(n)-circuit outputs 1 for 2n−1  2nP2n−1 possible assignments
whereas there are 2n! choices that force an S1(n)-circuit to output 0, where
iPj = i!/(i− j)!.
The first claim of Proposition 2 follows directly from the following lemma.
The main idea of the proof is to kill each candidate for odd periods by assigning
a value to an appropriate string variable. We leave its proof to the reader.
Lemma 7. Let m, n > 0. Let F be the S1(n)-circuit and C a Π1(m)-circuit. If
2m < 1 +
p
2n+3 + 1, then F dρA 6= CdρA for a certain set A in A.
To prove the second claim of Proposition 2, we need the notion of an S2(n)-
circuit, which is a two-layered circuit of S1(n)-subcircuits.
Definition 2. An S2(n)-circuit F is a circuit of depth 2 with a top S1(n)-circuit
and n2n bottom S1(n)-subcircuits with all distinct variables. Each bottom S1(n)-
subcircuit is labeled (i, s), where 1  i  n and s 2 f0, 1gn, and is denoted by
F
(i)
s , which is connected to F through the ith wire of block s. We say that a
bottom S1(n)-subcircuit is of positive form (negative form, resp.) if it has label
(i, s) with Parity(s) = 0 (Parity(s) = 1, resp.). For a given assignment ρ, F
outputs 1 if ηρ2,1 is two-to-one with an odd period, and 0 if it is one-to-one, and
“?” otherwise.
Using the test language LA2 , we show that there is an oracle A relative to
which LA2 62 ΠP2 (A). The following lemma supplies the main piece for show-
ing this claim. The proof uses an argument from Ko’s [24] paper on the BP-
hierarchy.
Lemma 8. Let m, n > 0. Let F be the S2(n)-circuit and C a Π2(m)-circuit. If
m < 2n/3, then F dρA 6= CdρA for a certain set A in A.
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Proof sketch: Let ` satisfy 1  `  2m. Assume that C is an AND of Di’s,
1  i  `, where each Di is an OR of ANDs of fanin  2m and the bottom fanin
is at most m.
Let K be the collection of restrictions ρA such that A 2 A, CdρA= 0, and
the condition (*) that exactly the same number of bottom S1(n)-circuits of
negative form output 1 and 0. Because of the choice of K, the total number
of bottom S1(n)-circuits that output 1 equals n2n/2. Thus, we have jKj = cn
(2n−1 2n P2n−1)n2n−1(2n!)n2n−1 , where cn is the number of assignments that force
the top S1(n)-circuit to output 0 under condition (*). Take a subcircuit Di0 of
C such that jfρ 2 K j Di0dρ= 0gj  jKj/2m. Since the number of Di’s is  2m,
such Di0 exists.
Initially, set K0 = fρ 2 K j Di0dρ= 0g, Q0 = Ø, and R0 = Ø. Inductively, for
every i 2 [0, 2n−1] \ Z, we define a triplet (Ki, Qi, Si) such that Ki  K, Qi 
V ARf0, 1gn, and Ri  f0, 1gn, where V AR is the set of all string variables (of
positive form) that appear in F . We may assume that all the variables in C are in
V AR. We also ensure that each triplet satisfies the following four requirements:




222n]−i, (ii) jQij = 4i, (iii) jRij = 2i, and (iv) ρ(w) = d for
every ρ 2 Ki and every pair (w, d) 2 Qi.
Notice that the above requirements hold for (K0, Q0, R0). Now, we assume
that the requirements hold for i > 0. We first claim that there exists a subcircuit
G (of depth 1) of Di0 satisfying the following four conditions:
1. Let ρi be such that η
ρi
2,1 is two-to-one with an odd period a and ρi is consistent
on Qi (that is, ρi(w) = d for any pair (w, d) 2 Qi). Since Cdρi= 1 by our
assumption, Di0dρi= 1.
2. G satisfies Gdρi= 1. Note that Gdρ= 0 for any ρ 2 Ki since Ki  K.
3. Since a is a period given by ρi, there exist two blocks s1 and s2 in the
top S1(n)-circuit and an integer k such that s1, s2 62 Ri, s1 = s2  a, and
F
(k)
s1 dρi 6= F (k)s2 dρi .
4. For those F (k)s1 and F
(k)
s2 , G contains two pairs, fw1, w2g appearing in F (k)s1
and fv1, v2g appearing in F (k)s2 , which are all distinct string variables such










2 pairs in G
satisfying condition (4). Take such two pairs fw1, w2g and fv1, v2g satisfying





2. Notice that these two pairs kill the period a. We then choose two
values d1 and d2 in f0, 1gn such that jfρ 2 Ki j ρ(w1) = ρ(w2) = d1&ρ(v1) =





At the end, we define Ki+1 = fρ 2 Ki j ρ(w1) = ρ(w2) = d1&ρ(v1) =
ρ(v2) = d2g, Qi+1 = Qi [ f(wj , d1) j j = 1, 2g [ f(vj , d2) j j = 1, 2g, and
Ri+1 = Ri [ fs1, s2g.
After e = 2n−1, we cannot proceed the above procedure because F is deter-




2 22n]−e > jKj/[2m m2n+1 2(n−1)2n ].
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Since the bottom S1(n)-circuit, say F 0, attached to each block in Re already
has a certain odd period, there are only 2n−1P2n−1−1 possible assignments left
for F 0. Thus, jKej  cn(2n−1 2n P2n−1)(n−2)2n−1(2n−1P2n−1−1)2n  (2n!)n2n−1 ,
which equals to jKj/[2n2n 2(n−1)2n ]. Therefore, we have 2mm2n+1 > 2n2n . Since
m < 2n/3, this is a contradiction.
§7. Almost-BQP might collapse to BQP. We turn our attention
to random oracles and the complexity classes that they define.
For a relativizable complexity class C, we write Almost-C to denote the col-
lection of sets S such that S 2 CA holds relative to a random oracle A with
probability 1.
It is easy to see that Almost-BQP contains BQP. Our goal is to show
that Almost-BQP collapses to BQP. This provides a quantum analogue to the
classical result Almost-P = Almost-BPP = BPP [9, 25]. To do this, we import
the machinery developed by Nisan and Wigderson [28], who used the idea of
pseudorandom generators that are secure against small-depth Boolean circuits.
We will adapt their ideas to handle quantum computation.
In what follows, we will focus only on robust quantum networks. We call a
quantum network U robust if for any oracle A and any input x, the acceptance
probability of U on x with oracle A is in [0, 1/3] [ [2/3, 1].
First, we redefine the notion of hardness of a Boolean function. We always
use Xn, Yn, etc., as random variables over f0, 1gn. Let f be a Boolean func-
tion from f0, 1g to f0, 1g and let U be a robust (m, n, t)-quantum network.
Let us define bias(U, f)(n) of U in computing f as follows: bias(U, f)(n) =ProbXn
khf(Xn)jUXn j0mik2  23
−ProbXn
khf¯(Xn)jUXn j0mik2  23
, where
f¯(x) = 1− f(x).
Definition 3. A function f from f0, 1g to f0, 1g is called robustly (, m, t)-
hard if, for every robust (m, n, t)-quantum network U , bias(U, f)(n)   for all
sufficiently large n.
We then define the notion of a pseudorandom generator which is secure
against any robust quantum networks with bounded queries.
Definition 4. Let ` be a map from N to N and let G = fGngn2N consist of
functions Gn from f0, 1g`(n) to f0, 1gn. The function G is called a pseudoran-
dom generator secure against any robust (m, n, t)-quantum network with stretch
function ` if (i) `(n) < n for all n, (ii) G is computed deterministically in
polynomial time in `(n), and (ii) for every robust (m, n, t)-quantum network U ,ProbXn
kh1jUXn j0mik2  23
− ProbX`(n)
kh1jUG(X`(n))j0mik2  23
 < 1n for
all sufficiently large n.
Definition 5. Let U be a robust (m, n, t)-quantum network, b a map from f0, 1gn
to f0, 1g, and f a function from f0, 1gn to f0, 1gk. The prediction probability






, where b¯(x) = 1− b(x) for every x.
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Definition 6. [28] Let k, `, m, n be positive integers. A Boolean n  ` matrix
A is called a (k, m)-design if its n rows v1, v2, . . . , vn satisfy the following con-
ditions: (i) jSij = m for all i with 1  i  n, and (ii) jSi \ Sj j  k for all
distinct pair (i, j), where Si = fj j the jth bit of vi is 1g. Let f be a Boolean
function from f0, 1gm to f0, 1g and let A be a Boolean n  l matrix which is
a (k, m)-design. We denote by fA the function from f0, 1g` to f0, 1gn defined
as follows: fA(x1x2   x`) = y1y2    yn such that yi = f(xi1xi2   xim ), where
Si = fi1, i2, . . . , img with i1 < i2 <    < im.
Next, we state two helpful lemmas that are based on Nisan and Wigderson’s
work [28]. The proofs of these lemmas are left to the avid reader.
Lemma 9. Let k be an increasing, unbounded function on N such that n 2
O(2k(n)). Let c be any sufficiently large positive integer. For almost all n 2 N,
there exists a Boolean n 2c2k(n) matrix which is a (k(n), ck(n))-design.
Lemma 10. Let m, k, `, and s be functions on N and assume that 0 < m(n) 
`(n) < n for all n 2 N. Also let f be a function from f0, 1g to f0, 1g. Assume
that, for every (k(n)+5s(n)+ilog(n)+1, m(n), 2s(n)(s(n)+1))-quantum network
U , we have bias(U, f)(m(n))  1/n2 for all sufficiently large n. For any positive
integer n and any Boolean n`(n) matrix A which is a (s(n), m(n))-design, fA is
a function from f0, 1g`(n) to f0, 1gn that is pseudorandom to any (k(n), n, s(n))-
quantum networks.
In proving our main result, we show a hardness result for PARITY against
robust quantum networks. A crucial idea of the proof is to use a result of Nisan
and Szegedy [27] on certificate complexity and apply H˚astad’s hardness result
against depth-2 circuits [20].
Lemma 11. PARITY is robustly (2−n
1/k
, (log n)k, (log n)k)-hard for any posi-
tive integer k.
We call a well-formed, oracle QTM M a robust BQP-machine if (i) M runs in
polynomial time and (ii) for all oracles A and all inputs x, the acceptance prob-
ability of M on input x with oracle A does not fall into the interval (1/3, 2/3).
Let BQPArobust denote the collection of all sets that can be recognized by robust
BQP-machines with oracle A.
Proposition 3. If BQPA = BQPArobust for a random oracle A with probability
1, then Almost-BQP = BQP.
Proof sketch: Since BQP  Almost-BQP, we need only to show that
Almost-BQP  BQP. Let L be any set in Almost-BQP and set A = fA j
L 2 BQPArobust. By our assumption, m(A) = 1.
By Lemma 1, for every  (0 <  < 1), there exists a subset A0 of A and a
single robust BQP-machine M such that (i) m(A0)   and (ii) L(M, A) = L
for all A in A0. We set  = 5/6. Let p be a polynomial such that MA on input
x runs in time p(jxj) for every x and A. As shown by Yamakami [33], without
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loss of generality, we can assume that M makes the exactly the same number of
queries of the same length on all computation paths. Hence, by Lemma 10, MA
can be simulated by a robust (p(n), 2p(n)+1, p(n))-quantum network U .
We define the desired well-formed QTM N as follows. By the hardness of
PARITY given in Lemma 11, using Lemma 4, we can define a pseudorandom
generator, stretching p(n) bits to 2p(n) bits, that is secure against U . On input
x of length n, N produces p(n) 0’s on an extra tape and returns its head to
the start cell by applying qubit-wise Walsh-Hadamard transformation. Then, N
starts to simulate M on input x except that when M enters a pre-query state
with query word z, N scans a string written in the extra tape and generates the
zth bit of the outcome of the pseudorandom generator. Since the pseudorandom
generator fools U , N accepts the input with almost the same probability as M
does. Hence, N recognizes L with bounded error and consequently, L belongs to
BQP.
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