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Abstract 
Parallel synchronous two-stage multisplitting methods with overlap for the solution 
of linear systems of equations are studied. It is shown that under certain hypotheses, the 
method with overlap is faster, in some measure, than that without overlap. Our results 
extend the comparison results of multisplittings with overlapping blocks with those of 
nonoverlapping blocks from (A. Frommer, B. Pohl, A comparison result for multi- 
splittings and wave form relaxation methods, Numer. Linear Algebra Appl. 2 (1995) 
335-346) and (M.T. Jones, D.B. Szyld, Two-stage multisplitting methods with over- 
lapping blocks, Numer. Linear Algebra Appl. 3 (1996) 113-124) to the two-stage 
nonstationary case. 0 1998 Elsevier Science Inc. All rights reserved. 
AMS classification: 65FlO; 65F15 
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1. Introduction 
Consider the iterative solution of a large linear system of equations 
Ax = b, (1.1) 
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on parallel computers, where A E C@“,” . 1s nonsingular. O’Leary and White [l] 
introduced the multisplitting algorithms; Bru et al. [2] proposed parallel cha- 
otic (synchronous and asynchronous) multisplitting methods. Furthermore, 
Szyld and Jones [3] considered the relationship between two-stage iterative 
methods (cf. [4--S]) and multisplitting methods. As a result, they introduced 
two-stage multisplitting methods. Recently, parallel, synchronous and asyn- 
chronous two-stage multisplitting methods have been also presented and 
widely studied by many authors, see, e.g. [9]. Frommer and Pohl [lo] first gave 
some comparision results for multisplitting methods with and without overlap; 
they showed that certain multisplitting methods based on overlapping blocks 
yield faster convergence than corresponding ones based on nonoverlapping 
blocks. Jones and Szyld [l l] obtained comparison results between certain 
stationary two-stage multisplitting methods with and without overlapping 
blocks. 
In this paper we will show similar results to that in [l I] for nonstationary 
two-stage multisplitting methods. 
Assume we are given a collection (Mk, Bk, Ck,Nk, Ek), k = 1, . . . , K (which is 
called a two-stage multisplitting [3]), where A = Mk - Nk, I& = Bk - C,, Mk and 
Bk are nonsingular, Ek are nonnegative diagonal, and Cf=, Ek = I. 
Algorithm 1.1 (Nonstationary two-stage multisplitting). 
Given the initial vector x0 
For i= 1,2,... 
Fork= l,...,K 
y; = xi-l 
For j = 0, 1, . . I ,pk,i - 1 
B&c’ = cky’, + N,X i-l +b 
x’ = cf=, EkyF, 
where pk,i are positive integers, which may depend on k and i. 
Algorithm 1.1 can be rewritten in the following form [9] 
Pk,, - 1 
+ c (B,',)jB,l(Nkxi-l+b) . 
j=O 1 (1.4 
Let x* be the solution of Eq. (1.1) and let ei = x* - x’ be the error at the ith 
iteration of Algorithm 1.1. Then 
ei = Hiei-’ = HiHi_, . . .H,eO, (1.3) 
where 
(B$k)pkJ +pf$;lc,)‘B;lNk . 
j=O I (1.4) 
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We call the matrix T(i) 
T(i) = HiHi- ” ‘HI (1.5) 
the ith iteration matrix of the nonstationary two-stage multisplitting algorithm 
resulting from the two-stage multisplitting (Mkr Bk, Ck, Nk,Ek) of A and the 
positive integer sequence (pk,i},k = 1,. . . , K, i = 1,2,. . . . Henceforth, this 
nonstationary two-stage multisplitting algorithm is denoted by 
NTSM(Mk,BkrCk,Nk,Ek;pk,i),k= l,..., K,i= 1,2 ,.... 
2. Preliminaries 
We begin with some basic notation (cf. [12]). 
A matrix A = (aij) E 5%Yn is called a Z-matrix if aij < 0 for i # j. If A is a 
nonsingular Z-matrix and A-’ > 0, then A is called an M-matrix. 
A splitting A = M - N of A is called regular if M-’ > 0 and N > 0; (left) 
weak regular if M-r 3 0 and M-‘N z 0; two-side weak regular if it is (left) 
weak regular and NM-’ 2 0; convergent if p(M-‘N) < 1. Here p(C) denotes 
the spectral radius of a matrix C. 
Lemma 2.1 [8]. Given a nonsinguiar matrix A E 5V’” and H E LVyn such that 
I - H is nonsingular, there exists a unique pair of matrices F, G, such that 
H = F-l G and A = F - G, where F is nonsingular. 
In the context of this lemma, we say that H induces the splitting A = F - G. 
A certain monotonic vector norm is defined as follows [ 13,141: Let x be a 
positive vector (x > 0). Then 
jlyl], = inf{cl > 0: --ax <y < IYX}, y E 9P. (2.1) 
For a matrix B E 9?,“, [[B/lx will denote the matrix norm of B induced by the 
monotonic vector norm 11 . IIx. It is easy to show that [14] 
IPII, = Wlil, = lb+& (2.2) 
Lemma 2.2. [13]. Suppose that A = Ml - Nl and A = M2 - N2 are two (left) 
weak regular splittings of monotone matrix A (i.e. A-’ 3 0), such that 
M.y’ > M-’ , If there exists a positive vector x such that Ax 2 0, then 
llM;‘N211, GIln/l,-‘N IL (2.3) 
In particular, if such a positive vector x is a Perron vector of M;‘N,, then 
p(M,-‘N2) < p(M,-‘NI). (2.4) 
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Definition 2.1 [lo]. Let St, . . . , SK be a partition of { 1,. . . , n}, i.e., the sets & are 
pair-wise disjoint nonempty subsets of { 1, . . . , n}, so that e=r & = { 1, . . . , n}. 
Moreover, let Sk C Tk C (1,. . . ,n},k = 1,. . . ,K, with at least one 
k E { 1, . . . , K}, for which Sk # Tk. 
(a) A muhisphtting (Mk, A$, &) , k = 1, 
aij 
kfk = ((hfk)ij) with (Mk)ij = aii 
0 
Nk =Mk-A, 
..> K of A E 9V’, where 
ifiE&andjE&, 
if i = j, 
otherwise, 
(2.5) 
Ek = ((Ek)ij) with (Ek)ij = 
1 ifi=jE&, 
0 otherwise 
is called a nonoverlapping block-Jacobi multisplitting of A. 
(b) A muhisphtting (tik,#k, &), k = 1, . . . , K of A E gn+, where 
1 
aij if i E Tk and j E Tk, 
tik = ( (tik)ij) with (tik)Ij = aii if i = j, 
0 otherwise, 
fik=tik-A, (2.6) 
‘k = ((E,),) with (&)ii = 0 if i $! Tk 
is called an overlapping block-Jacobi multisplitting of A. 
We remark that due to the structure of the matrices in Eq. (2.5), there exists 
a permutation matrix P such that 
\: 
^ ^ 
AKI AK2 . . . 
& = PTEkP = 
0 
0 
Ik 
0 
0 
(2.7) 
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QI 
-Akl 
n 
-AKI 
Dk-i.k-1 
Akk 
\ 
> (2.8) 
^ 
‘. DKK 
where iij E ~P~*J ,bjj = diag( A,), while Ik E k@?k,nk is an identity matrix and nk 
iS the number of entries in Sk. Clearly, cF=, nj = n. 
3. Main results 
Our aim is to compare convergence rates of nonstationary two-stage mul- 
tisplitting algorithms. We give the following definition. 
Definition 3.1. Let {T(i)} and {F(i)} (cf. Eqs. (1.4) and (1.5)) be the iteration 
matrix Sequences for NTSM(A&&, ck,Nk, Ek;pk,i) and NTSh’I(tik,&, & 
fik,Ek;pk,i),k= I,..., K, i= 1,2 ,..., respectively. If there exists a positive 
vector x, such that 
IlQi)ll, < IIT(4ll,,i = I,&. . . , 
then we say that NTSM(kk,&, &i&&;k;pk,i) has faster convergence than 
NTSM(Mk,Bk,Ck,Nk,Ek;pk,i),k= l,..., K,i= 1,2 ,.... 
Theorem 3.1. Let A-’ 2 0. Let (k&,Nk,Ek) and (fik, fik,Ek) denote the non- 
overlapping block-Jacobi multisplitting and the overlapping block-Jacobi multi- 
splitting of A, respectively, as defined in Dejinition 2.1 with the same 
nonoverlapping weighting matrices Ek. Let the splittings A = k!fk - Nk and 
A = k& - Sk be r.@ar. Lt?t the Splittings ?“fk = Bk - Ck and r;ik = Bk - Ck be 
two-side weak regular, and defined in such a way that if (k’fk)ij = 0, then 
(Bk)ij = 0. In addition, let & 3 Bk’ 2 0, and&‘& 2 Bk’Ck 2 0. Let T(i) and 
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F(i) be the ith iteration matrices of NTSM(Mk,Bk, CkrNk,Ek;pk,i) and 
NnM(tik,Bk, &,fik, Ek;pk,i), respectively. Then for any choice of a positive 
vector x > 0 such that Ax > 0, 
IIT(i)ll, < IIT(i)(l,, i = 1,2,. . . (3.1) 
In particular, if, in addition, x (may depend on i) is a Perron vector of T(i), then 
4Ri)) G p(T(i)). (3.2) 
Proof. We first_no_te tj_lat_(cf. Theorem 3.2 in [9]) NTSM(Mk,Bk, Ck,Nk, Ek;pk,i) 
and NTSM(Mk,Bk, ck,Nk,Ek;Pk,i) are convergent for any initial vector; 
moreover, for any positive integer i we have 
(B;‘Ck)Pk,’ +p~(B$#B~lNk I) v< 8u, j=O 
(d;‘~k)“;‘+p~(B,l~k)j~~l~k I) v< 0,j=O 
(3.3) 
wherev=A-‘e,e=[l,..., 1]TE9?‘,0<8,8<1. 
From Eq. (3.3) and the property of the monotonic norm 11 . 11” we have 
p(Hi) 6 llK\I, < 0 < 1, P(fii) 6 IlfiiII, < fi < 1. (34 
Thus, we obtain 
p(T(i)) < IIT(i)ll, = IIHi. . ‘HI II” G hIIH/II” < 1, 
j=l 
p(T(i)) G IlQi)Il, = IIf%. . .fillI, 6 ~lIH;lt, < 1. (3.5) 
j=l 
The assumptions that if (&)ij = 0, then (Bk)ij = 0 imply (cf. Eqs. (2.7) and 
ii, = P=BkP = 
^ 
&k 
D k+l,k+l 
> (3.6) 
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(?k;,f%kP= 
D’ k-l,k-1 
^ 
ckk 3 (3.7) 
D’ k+l,k+l 
where D;j and DA are diagonal and 
(3.8) 
From Eq. (3.4) and Lemma 2.1 H, can induce a unique splitting of 
A:A=~-GGi,suchthatHi=I;l.-‘Gi=Z-~-’A.WenowrewriteHiasfollows: 
Hi = -j&(B;lck)pk” + ~&p~(B$,#*~‘(& - ck -A) 
k=l k=l j=O 
= &k(@k)“’ + &k [g 
Pk,JCl 
(@k)’ X (b@k) - c (B;‘C&3;‘A 
k=l k=l j=O J=o 1 = I - eEkpE (B;’ C,)‘B;‘A. 
k=I j=O 
Thus, we have 
(3.9) 
Since 4-l > 0, Hi 2 0, the splitting A = E - Gi is (left) weak regular. Fur- 
thermore, we have 
Gin-’ = (~ - A)~-’ = Z - ~Ek(~k - Nk)~-' 
k=l 
(3.10) 
For the first two terms in the last line in Eq. (3.10), we have (cf. Eqs. (2.7), 
(2% (3.6), (3.7)) 
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PT P 
Thus, we have 
I - e&,&5-’ > 0. 
k=l 
(3.11) 
Combining Eq. (3.11) with Eq. (3.10) we obtain Gi4-’ > 0. Therefore, the 
splitting A = i$ - Gi induced by Hi is two-side weak regular. 
From Eq. (3.5) and Lemma 2.1, T(i) and p(i) can induce splittings of A. 
A = F(i) - G(i) and A = F(i) - G(i), (3.12) 
respectively. Obviously, 
F(i)-’ = (I - T(i))A-‘,p(i)-’ = (I - f(i))A-‘. 
In case i = 1, we have 
F(l)_’ = F,-’ 3 0. 
(3.13) 
We now assume F(i)-’ 2 0. Since 
T(i + 1) = Hi+,T(i) = (I - 4iiA)(Z - F(i)-‘A) 
= I - (4;: + F(i)-’ - &;:AF(i)-‘)A, 
we have 
F(i + l)-’ = F;i: + F(i)-’ - F;;:AF(i)-’ 
= 4;: + F(i)-’ - <;:(E+l - G,+l)F(i)-’ 
= F;T~ + F;:T:Gi+IF(i)-’ 2 0. 
By induction, we have shown that 
F(i)-’ 2 0, i = 1,2,. . . (3.14) 
Since G(i) = F(i) -A andF(i)-’ = (I - T(i))A-’ (cf. Eqs. (3.12) and (3.13)), 
we have 
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G(i)F(i)-’ = AT(i) = (AHiA-‘) . . . (AH’A-‘) 
= Gi<.;j.-’ . . . G’F’-’ 2 0. (3.15) 
Therefore, splittings A = F(i) - G(i) induced by T(i), i = 1,2, . . . , are two- 
side weak regular. 
Finally, we will show that, for each positive integer i, 
F(i)-’ > F(i)-‘. 
Firstly, we have (cf. Eq. (3.9)) 
(3.16) 
k=l j=O 
2 ~Ekp~(B,l~k)jB;l E 4-1; 
k=l j=O 
thus, Eq. (3.16) holds when i = 1. 
We now assume that F(Z)-’ > F(Z)-‘. Then Eq. (3.13) implies 
T(Z)K’ > @)A-‘. 
(3.17) 
(3.18) 
From Eqs. (3.13), (3.15) and (3.18) we have 
F(Z + 1))’ - F(Z + l)-’ = 
= 
(T(Z + 1) - i;(Z + 1))K’ 
(HI,, T(Z) - I;T,+1T(z))A-’ 
( 
H I+1 - H,,’ T(Z)K 
> 
[(I-&+‘) - (I - Ht+,)]A-‘AT(Z) 
F,;“-F,$ 
> 
G(Z)F(Z)-’ > 0. (3.19) 
Thus, by induction, the proof of Eq. (3.16) is completed. 
We have showed that for each positive integer i the splitting A = F(i) - G(i) 
induced by T(i) is two-side weak regular, while the splitting A = F(i) - G(i) 
induced by T(i) is (left) weak regular. Furthermore, we have p(i)-’ > F(i)-‘. 
Therefore, the assertion of Theorem 3.1 now follows directly from Lemma 2.2. 
Thus, the proof of the theorem is finished. 
When A is an M-matrix, we have the following theorem, the proof of which 
is almost the same as that of Theorem 3.2 in [ll]. 
Theorem 3.2. Let A be an M-matrix and D be its diagonal. Let (Mk, Nk, Ek) and 
(Mk,Nk, Ek) denote the nonoverlapping block-Jacobi multisplitting and the 
overlapping block-Jacobi multisplitting of A, respectively, as defined in Theorem 
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3.1 with the same nonoverlapping weighting matrices Ek. Let k$ = Bk - ck and 
tik = Bk - tk be defined in such a way that k$< Bk < D and kk < bk < D. In 
addition, let the overlap be such that k$ - tik 2 Bk - 8k > 0. Let T(i) and T(i) 
be the ith iteration matrices of NT&k.@&, Bk, ck , Nk, Ek ; pk,i) and Ni%kf (ktk ,8k, 
ck, fik, Ek; pk,i), respectively. Then for any choice of a positive vector x > 0 such 
that Ax 2 0, 
IIT(i)II,< IIT(i)lI,,i= 1,2,... 
In particular, if; in addition, x (may depend on i) is a Perron vector of T(i), then 
According to Definition 3.1 we have showed that, under the hypotheses in 
Theorem 3.1 or Theorem 3.2, NTSM(~~,Bk,~~,~~,Ek;pk,i) has faster con- 
vergence than NTSM(Mk,Bk, Ck, Nk, Ek;pk,i). 
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