Abstract
Hierarchical Modeling of HPCC Systems
Our analysis approach is based on decomposing the overall system environment into three levels and subsequently model each level in isolation while the contributions of the other levels are captured using their equivalent queueing models. By applying this decomposition approach, the analysis is more efficient; In this approach, it is possible to omit all the unnecessary details while concentrating on modeling accurately all the essential functions associated with the desired level of analysis.
When product form solutions exist and local balance is satisfied, one could employ Norton equivalence [13] in the analysis of queueing networks. We use Norton equivalence to single out a particular level, or even a subsection of it, from the overall end-to-end queueing network for analysis and replace the remainder of the system with its equivalent simplified contribution -either in the form of a composite Poisson source or a composite queue. Consider the analysis of the protocol level distributed at both ends of the communication channel. For this, we first perform detailed analysis on the network level and obtain the delay faced by a traffic unit that traverses the network (for example, a message packet). Next, we approximate the network with an equivalent queueing node; this node has its service rate equal to the delay obtained from the network analysis mentioned above. This approximation of the network's contribution helps us to concentrate on the details of the protocol level without the complications of the network level. Now, we can isolate the protocol level (with a connecting network node) for detailed study, replacing the contribution of the application layer with a composite Poisson source that supplies the traffic in terms of packets.. We can extend this method to further isolate and concentrate on a portion of the protocol level, say for instance, flow control.
The advantages of this hierarchical analysis methodology are manifold. First and foremost is the simplification in analysis brought forth by decomposition. Isolating a level and concentrating on its details provides for a thorough analysis. Alternate functional implementations can be tried out within the smaller unit and what-if scenarios can be explored. This gives a quick picture of variations in the system performance for different design strategies. System parameters of interest are now available at a finer level and their cumulative contribution provides the end-to-end parameters; this can also help to identify potential bottlenecks. Queueing networks provide a uniform framework to represent all levels of the system abstraction. And finally, this methodology provides a stepwise and fairly accurate framework to develop a performance tool that can assist in the design and analysis of HPCC systems and their applications.
Network Level Analysis
The main objective of the analysis at this level is to identify the parameters and performance issues of interest to the analysis at the network level. In this level, one is interested in determining the packet transfer time through that network, network utilization, what-if scenarios when different network technologies are used (e.g., ATM, Gigabit Ethernet). In what follows, we describe the performance issues associated with network level analysis.
Packet Transfer Time.
The packet transfer time through the network represents the delay imposed by the network on system response time. For example, in a switched-based network, packet transfer time can be evaluated in terms of four components: transmission delay, propagation delay, switch delay and queueing delay.
The first three components are deterministic, while the last one is stochastic in nature. A lot of work on this aspect of network analysis has been reported in the literature [13] [14] [15] [16] . We adopt these results to our hierarchical analysis approach and use them when appropriate to analyze the queueing models.
Network Utilization.
The possibility of full utilization in the network under a given traffic load is an important criterion in network design. For varying traffic patterns, we use the network level analysis to determine the corresponding utilization factor for alternate network designs. This type of analysis describes the load handling capability of the network. The network utilization analysis together with costperformance consideration can influence the network design choice. In the video-on-demand example, we demonstrate this type of analysis under different traffic intensity (number of customers).
Equivalent Network-Level Queuing Model.
To illustrate the concept of equivalent nodes, we use the distributed system example shown in Figure 1 . A set of servers and client machines are connected together by three networks. Server S is connected to both an Ethernet and an ATM switch, and Client C is connected to an FDDI network. Suppose we need to analyze the performance between Server S and Client C as in a database access or video file transfer. To simplify the analysis, we apply Norton theorem to obtain equivalent queueing nodes .
This can be achieved by first approximating each network by a queueing node, such that the service time of each queue is set equal to the packet transfer time through the network considering appropriate background network load [17] . The resulting approximate queueing network connecting Server S and Client C is shown in Figure 1 . p 1 and p 2 are the branch probabilities of the traffic from server S. To find the traffic λ 3 entering the network level, we use the open equivalent queuing node approach. This input traffic is set to be equal to the throughput of the shortened link connecting the output of the Server and the input of the client. The throughput is calculated based on upper level traffic condition. 
Calculating µ 1 : Transfer Rate over ATM network
Assume that the ATM switch has an N*N SpaceDivision architecture and with nonblocking and output buffer features, the service time (switch time for one cell) is ∆T for one slot. Assume that the traffics at the N links are identical. Let p denote the probability that a slot or input link i contains a cell. The probability of a cell arriving at an incoming link destined for a particular outgoing link is assumed to be equal to p/N [13] . The cell waiting time at the ATM switch is approximated as 
where L is the packet length in bytes, ∆T is the switch speed D pr , and the propagation delay is given by,
H is the link length. The propagation delay is assumed to be 5µs/km-cable-length. 
where λ is the total packet arrival rate to the network, E(b) and E(b 2 ) are the first and second moments of the packet service time, τp is the maximum end-to-end propagation delay and Fp * is the Laplace Transform of the probability density function of the packet service time [14] . The packet transmission time through the Ethernet is given as
and the transfer rate, µ 2, is µ 2 =1/D pe . where C is the link speed, L is the packet length and H is the link length.
Protocol Level Analysis
In the protocol level analysis, we analyze in detail, the communication protocol running on the HPCC system. The protocol could be a standard protocol like the TCP/IP, IP/ATM, or a synthesized protocol, where the designer specifies the implementation of each protocol mechanism or function. Some of the main issues of interest in protocol level analysis are throughput, protocol processing overhead and latency, reliability, and suitability of a certain protocol mechanism of flow control or error control for a particular application.
In the discussion below, we describe a general protocol model, wherein we represent any protocol as a set of functions and not in terms of distinctive software layers as in the OSI model. These functions include connection management, flow control, error control, and acknowledgements. Connection management could encompass functions like data stream segmentation and reassembly, framing, addressing and routing, signaling, priority, and preemption. The flow-control mechanism could be window based, rate based, or credit based. The error control scheme could be Stop and Wait, selective retransmission, go-back-N, etc. What-if scenarios under alternate design implementations could be analyzed and this would aid the designer in making the appropriate choices for the protocol functions that are appropriate for a given application. A generalized protocol model could be represented by a flow diagram as shown in the example given in Figure 3 .
In Figure 3 the data flow is assumed to be duplex and Regions A and B are shown in a symmetric manner to represent protocols at both ends of the system. The contents of the boxes are determined by the actual protocol. Let us consider a specific case. Let region A represent a server and let B represent a client. We assume a controller that coordinates the protocol level functions. The packets initially pass through the connection management unit where functions like addressing and routing are performed. Acknowledgment unit represents the initiation of feedback from the receiver end and this could trigger the appropriate flow-control and errorcontrol functions. The packets are finally consumed at the application level at the receiver end (sink). This can be represented as an open queueing network with some closed chains due to feedback. an open queueing network into a closed one [24] and thus the window flow control queueing model is the Norton equivalent queue of the close-queueing network. (2) Rate Based Flow Control: An important scheme that provides rate based flow control is the leaky bucket scheme. In this scheme, packets cannot be transmitted before they obtain a permit, where the flow of permits controls the flow of packets. The average delay for a packet to obtain a permit is given by [18] ! ) / ( 
where the p's are the steady state probabilities in the Markov model used to model the availability of permits, r is the rate at which the permits are allowed into the system, and W is the maximum number of permits. Once the permit is obtained, the packet joins a queue for transmission; the queueing delay at this queue is determined by the distribution of the packet sizes and standard queueing models are used to calculate the queueing delays.
Error Control: There are different error control schemes such as stop-and-wait, go-back-N, selective repeat, etc. The performance models of some error control schemes are given below in 
In this table, p is the probability of receiving a frame in error, T is the time required to transmit a frame, t T is the minimum time between successive frames. l is the length of the packet (data) field in the frame and l' is the total number bits in the control fields.
We can use the Norton equivalence for open queuing networks to analyze the protocol performance. The network can be approximated with an equivalent node whose service rate is equal to the delay faced by a single message unit passing through the network as shown in Figure 4 . The application that generates the message packets is modeled by a composite Poisson source. 
Application level Analysis
At this level, we perform analysis of the HPCC application under consideration or a combination of HPCC applications (workloads). We develop analytical models to characterize an HPCC computation on its chosen computing platforms that take into consideration such as workloads, problem size, and memory requirements. At this level one may be interested in factors like processor scheduling, parallel or distributed processing, storage strategy, type of storage such as disk or tape (for archives), type of data distribution on disks such as striping and duplicating, use of caches, etc. Analysis is then performed to obtain the end-to-end performance metrics of interest to the application level analysis such as application response time, application utilization on each computing platform involved in its execution, and application execution cost. In section 3, we show in more detail the performance analysis at the application level.
Case Study: A Video-on-Demand System
In this Section, we illustrate how to apply our hierarchical analysis approach to analyze the performance of a Video-On-Demand (VOD) system.. Figure 5 shows a 2-tiered architecture for providing video-on-demand services.
A VoD system is divided into several identical customer groups. Each customer group is served by a Local Video Server (LVS) connected through a local area network. Several such LVS's within a geographical area are connected to a Central Video Server (CVS) by a backbone network. Each LVS has a local copy of all the popular videos on its disk storage. The CVS keeps a copy of the popular videos on its disk storage and archives the non-popular ones on a magnetic tape storage system. A client request arrives first at the respective LVS. If the request is for a popular movie and the LVS is not congested, then the request is handled at the LVS itself. However, if the LVS is congested or if the request is for a non-popular video, then it will be directed to the CVS. Since there are only two tiers in the system under study, the request either is served at the CVS or is blocked. In the latter scenario, the client will be notified. 
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The goal of our analysis is to demonstrate how this hierarchical approach can be used to analyze the performance of different configurations of network or computing technologies.
Application Level Analysis
The objective of the application level analysis is to determine some parameters and issues of interest with respect to an application such as a VoD application. This first involves determining the features of the servers such as disk storage, presence of archives, scheduling of file retrievals, queuing of requests, QoS guarantees, and client-side buffer for minimum build-up. The request arrival for videos from customers is assumed to be a Poisson process. The analysis here involves determining the load handling capacity at the LVS and the CVS. The load handling capacity indicates the maximum number of customers that the system can support, and blocking probability for customer requests (admission control). The number of customers that can be handled at the LVS depends primarily on the retrieval capability of the disk subsystem. Once admitted, we assume a Round Robin scheduling strategy for the customers, where each one is allotted a service time for frame retrieval. A service round is completed when all the admitted customers have been served once. The service rate is proportional to the retrieval capability. For a disk, retrieval capacity is given by kR d Megabits/sec (Mbps), where R d is the retrieval rate from a disk head, and k is a factor to account for retrieval latencies. Also, we assume that there are d disks in a disk array.
Application level analysis at the local server
Assuming the average size of a frame to be F Mbits, we convert the retrieval rate to frames per second. We assume in a service round, only 1 frame is retrieved for a customer; During the QoS negotiation phase, we agree to guarantee a minimum playback rate to the customers, equal to R pl (we assume 24 frames/sec). We model the frame retrieval from disks as a closed queueing network (see Figure 6(a) ). To get the equivalent application queueing model into the Protocol layer, the protocol layer equivalent queue is shorted (Figure 6(b) ). So, for a statedependent throughput of T(n l ), the number of customers that can be admitted will be n l = T(n l )/R pl (4.1) This is obtained by iteration till we arrive at the maximum supportable number of customers. The throughput can be calculated using the Mean Value Analysis algorithm [20] .
Given a set of system parameters in LVS: mean frame size of 28000Bytes/frame (we use the value obtained from the statistics of a Star Wars MPEG1 trace [21] ), disk retrieval rate of 66.96 frames/s (per disk), scheduling rate of 60000/s, we obtain the capacity of the LVS as shown in Figure 7 (a). 
Figure 7(a). Throughput vs number of users
For 15 disks, the throughput is T(n l )=1004 f/s, and the maximum number of requests the LVS can handle is n l =41. This number is used to estimate traffic through local network. Thus for a given server, with a given number of disks, we can find the limit on the number of customers who can be guaranteed a quality of service. Since the server is now simultaneously handling n L requests, we can consider the LVS to be composed of n L virtual servers and thus model the LVS as an M/M/n L /n L system [22] where queueing of requests is not allowed. This assumes the service times to be exponentially distributed with a mean service time of T m , which is equal to the duration of the movie, taking into account the interaction periods with the client. We assume T m =3600s and (µ=1/T m ). From this M/M/n L /n L model, we can compute the blocking probability P B(L) for a request whose arrival rate is λ p (popular video requests). This is given by the following equation: 
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The plot of the request blocking probability on LVS against N, the maximum number of supported customers, is shown in Figure 7 Figure 8 shows the model of the video retrieval process at the CVS. All blocked requests as well as requests for non-popular movies are handled at the CVS. The arrival rate of requests to the CVS from an LVS would then be (λ p P B(L) + λ np ). Assuming there are L LVS's managed by one CVS, the total arrival rate at the CVS would be Lλ np for the non-popular movies and Lλ p P B(L) for the popular ones. This is shown in Figure 8 as λ= L(P B(L) λ p +λ np ). The acceptance rate for popular movies is given by λ p * =L(1-P B(C) )P B(L) λ p and the acceptance rate for non-popular movies λ np * =L(1-P B(C) ) λ np . These requests for popular and non-popular movies are handled separately at the CVS; the former by the archival subsystem and the latter by the disk storage subsystem (service rate (µ d )). The branch probability to the archive storage is P a = λ np * /(λ p * +λ np * ) and the branch probability to the disks is P d = λ p * /(λ p * +λ np * ). That is, we assume the relative access probabilities to the disk and archive to be in the proportion of the relative accepted request rate for popular and non-popular movies, respectively. The nonpopular movies are first accessed from the archives (which could be a magnetic-tape storage system) and are then laid out on the disk caches using efficient algorithms for striping and placement [23] . Now, the scheduler generates disk reads to retrieve the video files. As in the case of LVS's, the blocking probability for requests is derived from the M/M/n/n model for which we need to determine the number of customers accepted by the CVS, with guaranteed QoS. The closed queueing network model for video retrieval in CVS is similar to that for LVS as shown in Figure 8 .
Application level analysis at the central server
Given the system parameters for the CVS: Disk retrieval rate=66.96 frames/s(per disk), Scheduling rate=60000 /s, Number of LVS L=10, the maximum number of customers that can be supported for number of disks ranging from 30 to 60 is shown in Table 4 .2 along with the corresponding frame throughput. Thus, from these computations, with the system capacity n c , and modeling the server as an M/M/n c /n c model, we derive the blocking probabilities of the admission control phase as shown in Figure 7 (c).
Figure 7(c). Request Blocking Probability at CVS

Protocol Level Analysis
In the VoD system, the average frame delay is an important parameter that will not only limit how many users can be admitted into system, but also determine how large the buffer in the set-top box should be. In this case study, we will evaluate two kinds of flow control schemes: window flow control and leaky bucket scheme flow control. In order to evaluate and compare these two kinds of flow control schemes, we assume that the packet size (L) and the average network delay (µ) are the same in these two schemes. Window Flow control: In window-based flow control, an open queueing network is modeled as a closed queueing network [24] . This closed network is a cyclic queueing Network Equivalent queue Proceedings of the 32nd Hawaii International Conference on System Sciences -1999 network composed of two network layer equivalent queues as shown in Figure 9 (a). The number of packets in the closed network is the window size. By applying the Mean Value Analysis algorithm, we can get the throughput (S) of this queueing network. Then, we can determine the average packet delay to be equal to 1/S.
Since each packet from the application layer will require a protocol processing delay equal to an average period 1/S, we can substitute the protocol level queueing network with an equivalent queueing node with a service rate S. The throughput S depends on the window size and the service rate of the equivalent queue corresponding to the network (see Figure 9(b) ). When the window size of 8 and 16, the relation between the average frame delay and the number of users admitted to the service is shown in Figure 10 . In this figure, we assume that the average frame length is 28000 byte, the packet length in the protocol level is 1000 bits, and the network bandwidth is 155Mbps.
Leaky bucket flow control scheme:
In this analysis we assume that the permits arrive at a rate of one per 1/r second, where r is the transmission rate of the network equivalent queue measured by the number of packets transmitted per seconds (see Figure 11(a) ). By using equations (2.14) to (2.17), we can calculate the average time (T) a packet will wait for a permit to join the transmission queue. Since every packet needs first to wait for a permit and then wait to be transmitted, we can model this scheme with two M/M/1 queues in series as shown in Figure 11 (b). The first one is the equivalent waiting queue (with service rate 1/T) while the second one is the transmission queue with service rate r.
For a specific number of users in the VoD system, we can first calculate the number of packets that will be generated by the application level, then we calculate the average number of packets in these two series queues.
Further we can get the average delay a frame will experience during the processing of the protocol functions. The relation between average frame delay and the number of users admitted to the VoD system is plotted when the bucket size is 8 and 16.
From Figure 10 , we know that if the window size of window flow control equals the bucket size of the leaky bucket scheme, both schemes of flow control provide similar frame delay for small number of users in the VoD system. However, when the number of users increases, the leaky bucket scheme will provide much less frame delay. Furthermore, when the window size of the window flow control increases, the average frame delay will decreases and it will approach the curve of the leaky bucket flow control scheme.
Network Level Analysis
In this level of analysis, we concentrate on the design and the performance analysis of different network technologies such as Switch Ethernet, ATM, FDDI, etc. The performance metrics of interest at this level include network transfer delay, cell loss probability, throughput, error rates, etc. We do need to perform the network level analysis for the central and local networks. For this VOD system, we analyze the network transmission delay and the average packet delay. We also determine the amount of traffic that can be handled by various networks, and suggest the ideal network technology for the given application.
Analysis of the Local Access Network
Based on the analysis performed at the application level and protocol level, we obtain the traffic, and can To calculate the packet transfer delay for each local access network, the following queueing network can be used to model the structure of the local access network. Each link in the network is modeled as an M/M/1 queue, hence the packet delay for the local access network is the sum of the delay from the client to the switch and the delay from the switch to the video server.
The packet delay for each network type is shown in Figure 13 . From this analysis, it is clear that if we use 155 Mbps link to connect the set-top device and the video server, the local access network can support up to 30 users accessing the video server. 
Analysis of the CVS Backbone Network
To calculate the average frame delay from the central server to the client, the following queueing model can be used to model the two -tier structure of the VoD system. The frame delay consists of the delay of the local access link, the delay of the backbone connection and the delay in the connection to the central server as shown in Figure  14 .
If we assume that the client is connected to the local access network by 155 Mbps ATM connection and there are 30 users allowed accessing the video server simultaneously. In this analysis, we study two types of ATM backbone networks with ATM connections operating at 155 and 622 Mbps. Figure 17 shows the relations between the average video frame delay and the number of local access networks.
Based on our assumption and calculation, if 622 Mbps ATM network is used to interconnect the local access network to the central video server, 38 local access networks can be connected to the central video server. 
Conclusion
In this paper, we presented a three-level hierarchical analysis approach to analyze the performance of a High Performance Computing and Communication system and its applications. We used queueing network models to represent the system in each of its three levels of abstraction. Norton Equivalence for queuing networks and equivalent queueing-node models were used to isolate and analyze each of the three levels of analysis. The analysis at each layer can be carried out in detail. Our approach enables users to perform sensitivity analysis and evaluate the performance of different design. We also described a simple 2-tiered VoD system and analyzed its performance at the application and network levels. A proof-of-concept design and analysis tool, Net-HPCC, has been implemented in the lines of our approach at the ATM HPDC laboratory at The University of Arizona. Further detailed about Net-HPCC toolkit can be found at http://www.ece.arizona.edu/~hpdc.
