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Resumo 
Neste trabalho estuda-se condições necessárias e suficientes de otimalidade, 
segundo Zalmai, para problemas de programação matemática finito e infinito. 
Faz-se isso através de teoremas de alternativa do tipo de Gordan, tanto para 
o caso finito quanto para o caso infinito 4 dimensional, gerando-se desse modo, 
teoremas de Fritz John e Karush-Kuhn-Tucker para ambos os casos. 
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Capítulo 1 
Introdução 
1.1 Formulação do problema 
Seja o problema abaixo: 
Problema P: 
minimize ~(x) =for f(x(t), t)dt (1.1) 
sujeito a 
g(x(t), t) ~ O q.t.p. 1 em [0, T], x E X, (1.2) 
onde X denota um subconjunto aberto, convexo, não vazio do espaço de Banach 
L~[O, T], o qual consiste de todas as funções x = (x1, x2, ••• , Xn) : [0, T] -t 7?-n men-
suráveis segundo Lebesgue, essencialmente limitadas definidas sobre o intervalo compacto 
1q.t.p.: quase todos os pontos 
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[0, T] Ç 'R, com a norma 11 . lloo definida por 
(1.3) 
~ é uma função com valores reais definida sobre X, e "Y(x)(t) = g(x(t), t), onde 
'Y é uma função definida sobre X com valores no espaço normado Af[O, T], das funcões 
y = (y~, ... , Ym) : (0, T] --+ n_m, mensuráveis segundo Lebesgue, essencialmente limitadas, 
com a norma 11 . Ih definida por 
(1.4) 
Seja V um conjunto aberto convexo no n_n que contem o conjunto {x(t) E n_n : 
x E X, t E [0, T]}. Assim f e 9i( i-ésima componente de g), i = 1, 2, ... , m, são funções 
com valores reais definidas em V x (0, T]. 
Seja F o conjunto de todas as soluções factíveis do problema P, isto é, seja 
F= {x E X: g(x(t), t) ~O, q.t.p. em [0, T]}. 
Para qualquer x E F, seja I(x) o conjunto dos índices de todas as restrições ativas 
para x, isto é, seja 
I(x) ={i E {1, 2, ... , m}: 9i(x(t), t) =O q.t.p. em [O, T]}. 
O problema anterior pode ser reescrito no seguinte contexto abstrato: dado X um 
subconjunto aberto do espaço normado Z; F : X --+ 'R uma função e K Ç Y, um cone 
convexo fechado no espaço normado Y. Desejamos encontrar x E X tal que 
F(x) = min -'Y(x)eKF(x) 
em que 'Y : X --+ Y. 
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Este problema tem sido extensamente estudado na literatura, tanto no contexto 
diferenciável quanto não diferenciável, algumas hipóteses básicas sobre os dados do pro-
blema são a que os espaços considerados sejam completos e que o interior de K -:/= 0. Em 
nosso caso o cone K = {y E Af[O, T], y(t) ;:::: O, q.t.p. em [O, T)}, tem o interior vazio. 
Além disso, o espaço normado Af[O, T] não é completo. 
Desse modo seria necessário uma nova abordagem. Zalmai em (10],[11],[12] e [13] 
obtém condições necessárias e suficientes para o problema P. Primeiro ele obtém uma 
caracterização geométrica de otimalidade em termos de certos cones, caracterização esta 
que depois interpreta em termos funcionais com a ajuda de uma generalização do teorema 
de Gordan mostrada por ele. É importante salientar que no caso finito dimensional esta 
argumentação {do uso de Lema de Gordan) não é muito utilizada já que usualmente se 
faz via o Lema de Farkas, mas do qual não se conhece uma generalização adequada para 
o problema P. 
Os trabalhos de Zalmai suponhem certo grau de diferenciabilidade do funcionais envolvi-
dos no problema, e obtem-se as condições necessárias e suficientes do tipo Fritz John e 
Karush-Kuhn-Tucker para o problema P. 
1.2 Preliminares Técnicos 
A noção de diferenciabilidade que adotamos foi no sentido de Fréchet: 
Definição 1.1 Uma função f : X --+ Y, X e Y espaços normados, é Fréchet diferenciável 
em X o com derivada l, uma função linear contínua, se para todo f > O existe um ó > O 
tal que lx- xol < ó implica que lf(x)- f(xo) -l(x- xo)l :5 Elx- xol· De outra forma 
dito, f pode ser representada por: 
f(x) = f(xo) + l(x- xo) + a(x- xo) 11 (x- xo) 11, 
em que l E L (X, Y), e limux-xoll-~oO 11 a(x- xo) 11=11 a(O) 11= O. 
Definiremos agora, os cones relacionados aos funcionais. 
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Definição 1.2 Seja S um subconjunto não vazio do espaço de Banach E, e seJa x no 
fecho de S. Então um y E E é chamado uma direção factível para S em x se existe 
um 6 > O tal que x + )..y E S para todo O < ).. ~ 6. O conjunto de todas as direções 
factíveis paraS em x será denotado por :F(S,x). 
Agora , seja a função w : E -t 'R definida para x E E. Então um y E E é 
chamado de direção de descida w para x, se existe um número real 6 > O tal que 
w(x + )..y) < w(x) para todo o< ).. < 6. o conjunto de todas as direções de descida de '\}1 
em x será denotado por V(w,x). 
A convexidade em programação matemática é importante pois são dentre os poucos 
tipos de funções em que os critérios de suficiência otimal são dados. Pois, em geral 
considerando as funções convexas nos teoremas de condições necessárias otimais, obtemos 
as condições de suficiência otimais . 
Definição 1.3 Uma função f: S -t 'R, em que S é um conjunto convexo não-vazio em 
um espaço normado, é convexa se para todo x1 e x2 E S a seguinte desigualdade vale 
f(>..xl + (1- >..)x2) ~ )..f(xi) + (1- >..)f(x2) em que).. E [0, 1]. 
Já que nem todas as propriedades de função convexa são necessárias para es-
tabelecer alguns resultados que apresentaremos, algumas generalizações do conceito de 
convexidade serão introduzidas a seguir. 
Por exemplo, se alguns resultados necessitam que um suposto conjunto Ao = { x : x E 
S, f(x) ~ a}, em que Sé um subconjunto de X, X normado, f uma função numérica 
definida em S, e a é um número real,então se f for convexa, Ao também o será e f 
não precisa ser convexa para que A0 o seja. Já uma função f quase convexa satisfaria 
isso. Outra propriedade de funções convexas diferenciáveis que é usada é a seguinte: se 
(V f(x), x- x) x•,x ;::: O ( {,) indica o produto dual canônico entre o espaço normado X 
e seu dual topológico X*. No caso que X= 'Rn adotaremos a escrita usual {a,b) = ab), 
então f(x) ;::: f(x), e que tem como consequência que se V f(x) =O, então f(x) > f(x). 
Isto somente as funções convexas têm essa propriedade, mas também as pseudoconvexas 
a têm. 
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Definição 1.4 Seja f : S --+ R, em que S é um conjunto convexo não vazio em um 
espaço normado. A função f é dita quaseconvexa se, para cada x1 e x2 E S e f(xl) :5 
f(x2), a seguinte desigualdade vale: 
(1.5) 
Definição 1.5 Seja S Ç X um conjunto convexo não vazio em espaço normado e seja 
f : S --+ R, diferenciável em S. Então, f é quaseconvexa se, e somente se uma das 
seguintes afirmações valer: 
1. Para quaisquer x1 e x2 E S tais que f(xl) < f(x2) tem-se (Vf(x2),xl-
x2) x· ,x :5 O. 
2. Para quaisquer x 17 x2 E S tais que (V f(x2), X1- x2) x·,x >O tem-se f(xl) > 
Definição 1.6 SejaS um conjunto convexo aberto não vazio em um espaço normado, e 
seja f: S--+ R. Se f é diferenciável em x E S, então a função f é dita pseudoconvexa 
em x, se para cada x E S com (V f(x), x- x)) ~ O tivermos f(x) > f(x); ou, equiva-
lentemente, se f(x) < f(x) então (Vf(x),x- x)) <O. f é pseudoconvexa em S se é 
pseudoconvexa para cada x E S. 
De acordo com essas definições podemos relacioná-las como segue: 
Proposição 1 Seja S convexo, S Ç X, X normado. Se f é uma função numérica con-
vexa definida em S, então f é quaseconvexa. 
Prova: De fato, sejam x17 x2 E S com f(x1 ) ~ f(x 2), agora pela convexidade da f e pela 
hipótese de f(xl) ~ f(x2) temos que : f().xl + {1 - À)x2) ~ Àf(xl) + (1 - Ã)f(x2) :5 
Àf(x2) + (1 - Ã)f(x2) = f(x2) com À E [0, 1]. 
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Observamos que a recíproca do resultado anterior não vale. De fato, tomando 
f : "R -+ "R definida por, 
{ 
x+1 x<-1 
f(x) = O -1 < x <O 
X X;:::: 0, 
verificamos que f não é convexa: tomamos por exemplo, x1 = -3/2,x2 = -1/2 e À= 1/2; 
então (J(..Xx1 + (1- ..X)x2) =O> ..Xf(xi) + (1- ..X)f(x2) = -1/4). Facilmente se vê que f 
é pseudoconvexa. 
Proposição 2 Seja f uma função numérica definida em um aberto U C X, X normado, 
seja x EU, e seja f diferenciável em x. Se f é convexa em x, então f é pseudoconvexa 
emx. 
Prova: Se f é convexa em x, temos que f(x)- f(x) ;:::: (V f(x), (x- x)) para cada x E U. 
Assim, se x EU e (V f(x), (x- x));:::: O então f(x) ~ f(x) e f é pseudoconvexa em x. 
Mas, tomando por exemplo f(x) = x+x3 , para x E "R, vemos que a recíproca não 
se verifica. f não é convexa em "R porque f"(x) <O para x <O. Mas, f é pseudo convexa 
em "R, pois f'(x) = 1 + 3x2 >O e f'(x)(x- x);:::: O=> (x- x) ~O=> x ~ x => x3 ;:::: x3 => 
f(x)- f(x) ;:::: o. 
Proposição 3 Seja f nas condições das relações acima. Se f for convexa teremos que 
f é pseudoconvexa. Se f for pseudoconvexa então f é quaseconvexa . . 
Prova: De fato, pela Proposição 2, convexidade e diferenciabilidade implicam a pseudo-
convexidade.A prova de que pseudoconvexidade implicam a quaseconvexidade, pode ser 
encontrado em Mangasarin, [6],pg.143. 
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Capítulo 2 
Teoremas de Alternativa do Tipo 
Gordan 
2.1 Introdução - sobre teoremas de alternativas e 
de dualidade 
Através da teoria de existência de soluções dos sistemas de desigualdades lineares, 
e pelos teoremas de separação de Hahn-Banach, nós podemos obter os teoremas de alter-
nativas no caso finito-dimensional. Para aplicar o teorema da separação de Hahn-Banach 
no caso infinito-dimensional é preciso que os cones associados a certas funções não nega-
tivas tenham o interior não vazio. Entreta-nto na situação em que essas funções têm a 
imagem no espaço L,, o interior do cone K, definido no capítulo anterior é vazio. Sendo 
assim foi preciso generalizar o teorema de alternativa, em questão o chamado Teorema de 
Gordan. A apresentação desta generalização é o tema deste capítulo. 
Os teoremas de alternativa ocupam uma posição de destaque na teoria de pro-
gramação matemática finita e infinita dimensional. Tais teoremas relacionam as soluções 
de dois sistemas desigualdades e/ou igualdades e são usados para estabelecer os critérios 
necessários de otimalidade para problemas de programação linear e não linear, dualidade, 
etc. Esses teoremas têm a seguinte forma: digamos que tenhamos dois sistemas 1 e 2, sob 
certas condições; então, ou 1 ou 2 tem solução, mas nunca ambos ao mesmo tempo. Um 
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dos mais famosos teoremas dessa forma é o teorema de Gordan. 
Veremos, primeiramente o Teorema de Gordan para o caso finito dimensional, e 
depois passaremos a tratar com um espaço, que dentro de um certo contexto, que foi 
explicitado nos preliminares técnicos ( Capítulo 1 ) é infinito dimensional. Estenderemos 
o Teorema de Gordan, para este espaço, obtendo o Teorema de Gordan Generalizado 
com tempo contínuo. Para obtermos esta extensão, precisaremos trabalhar com o dual 
do problema envolvido. 
A dualidade tem por objetivo, simplificar o problema, preservando suas carac-
terísticas. No Teorema 2.2, apresentaremos como se relacionam a solução do problema 
primai e a solução do seu problema dual. 
2.2 Teorema de Gordan Generalizado 
Teorema 2.1 Teorema de Gordan Generalizado(Fan-Glicksburg-Hoffman) 
Sejam K Ç 'Rn um convexo não vazio e fi: K--+ 'R, i E I= {1, 2, ... , n}, convexas. 
Então são equivalentes as seguintes afirmações 
{1.) Não existe v E K tal que fi( v)< O para todo i E J, 
{2.) Existem Ài E 'R tais que Ãi ~O, i E /; não todos nulos, tais que Ef=o Ãi!i(v) ~ 
O, para todo v E K. 
Prova: 
(2 => 1 ): 
Suponhamos que (2) vale, e que exista x E K tal que fi(x) <O, 'V i E /. 
(2) significa que EieT Ãdi(x) ~ O, 'Vx E K; Ài ~ O, i E J, Àio > O , para um certo 
io E /Juntamente com; fi(x) <O, i E Imboxex E K. 
Portanto, temos 
O::; L Ãdi(x) + Àiofio(x) <O, o que é uma contradição. Portanto (2 => 1 ). 
i=l,i~io 
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Provemos que (1) => (2). 
Para cada x E K defina:U(x) = { (6, ... , ~m) E 'Rm : ~i > fi(x), i E I} e tal seja 
U = U~eK U(x). Como f é semi contínua inferior, então temos que, U(x) é um aberto 
para cada x E K logo U é um aberto. 
Mostremos que Ué convexo. Sejam~' TJ E U; e ~ E [0, 1).Portanto, existem X1 E 
K e X2 E K tais que e E U(xl) e TJ E U(x2) daí e temos, pela definição de U(x), que ei > 
/i(xt) e TJi > fi(x2). 
Como fi é convexa e K convexo : /i(~xl + (1- ~)x2) ~ ~ji(x1) + (1- ~)ji(x2) < 
~ei + {1- ~)TJi = 6i, implica que ~e+ {1- ~)TJ E U(x) em que, x = ~x1 + {1- ~)x2 E K. 
Tendo portanto, ~e + {1 - ~)TJ E U. Assim U é convexo. 
Agora (1) implica que O ft U, portanto pelo Teorema de Separação de Hahn-Banach 
( Se C1 e C2 são duas partes convexas disjuntas do 'Rn, então existe um hiperplano que 
separa C1 e C2.Veja Contesse [1]), existem ~i E 'R, não todos nulos tais que : 
L~iei >o v e= {6, ... ,em) Eu 
iET 
Provemos, que ~i ~ O Vi E I. 
Suponha, por contradição, que exista i tal que ~ < O. Observemos que para todo 
e= (6, ... , en) E U; TJ >O, ( = (6, ... , ei-1, ei+TJ, ei+b ... , en) permanece em U. Segue então 
que para TJ suficientemente grande, vale ~i (e i+ TJ) + L >..;~; < o, que é uma contradição. 
jET,j#i 
Portanto só poderemos ter >..i ~ O, Vi E J. Dado x E K, existe e = {e;, ... , en) E U(x) 
tal que para i = o, ... , n, ei -+ !i(x). Assim, tomando o limite em L ~.ei ~o, vem 
iET L ~di(x) ~ 0.• 
iET 
Corolário 2.1 (Teorema de Gordan) 
Se J.ti, i E I formam um dado conjunto de n vetores no 'Rn, então são equivalentes 
as seguintes afirmações 
{1.) Não existe x E 'Rn tal que: J.ti.X <O, Vi E I, 
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{2.) Existem m escalares, não todos nulos Ài 2: O, i E /, não todos nulos, tais que: 
n 
LÀiJl.i =o. 
i=l 
Prova: 
A função linear f(x) = Ax, x E n,n em que A é uma matriz quadrada n x n, 
cuja i-ésima linha é ..XT, é convexa. O resultado é então consequência direta do teorema 
anterior. Com efeito, basta mostrar que a atual condição 2 é equivalente a condição 2 do 
teorema anterior. 
Pela condição {2) do teorema anterior: Ef=1 Jl.i(Àix) 2: O, 'Vx E n,n e sex E n,n então-
x E n,n levam a, (Ef=1 J.liÀi)x =O, 'Vx E n,n implicando que 
n 
LJl.iÀi =o. 
í=l 
Reciprocamente: 
m m 
Se LJLíÀi =O então LP.i(Àix) =O, 'Vx E n,n.• 
i=l i=l 
O teorema anterior e seu corolário foram colocados no caso finito dimensional, mas 
os mesmos resultados são válidos para espaços normados. 
2.3 Teorema de Gordan Generalizado com tempo 
contínuo 
Apresentaremos a seguir alguns resultados que serão fundamentais para obtermos 
uma generalização dos teoremas das seçãos anterior para uma versão com tempo contínuo. 
Consideremos o seguinte problema de programação com tempo contínuo; 
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Problema P: 
minimize ~(x) = kr f(x(t), t)dt (2.1) 
sujeito a 
g(x(t), t) ~O q.t.p. em [0, T), x E X, (2.2) 
x E X C L~[O, T], 
Com~ convexa definida em X, "Y(x)(t) = g(x(t), t), "Y: X~ Ar[ o, T], g é convexa 
em seu primeiro argumento em [0, T]. 
Consideremos agora o seu dual não linear do problema anterior, 
Problema D: 
maximize 
w(u) 
sujeito a, 
u(t) ~ O em q.t.p. de [0, T], 
em que 
W(u) = infxeX foT(!(x(s), s) + u'(s)g(x(s), s)]ds, 
u E L:[o, T] 
(2.3) 
(2.4) 
(2.5) 
Definição 2.1 A função perturbação p : Ar[o, T] ~ 'R associada ao problemà P é 
definida como 
p(y) = inf { {r f(x(t), t)dt: g(x(t), t) ~ y(t) em q.t.p. de [0, T]}, em que y E A~[O, T). 
xex lo 
{2.6) 
O problema Pé dito estável se p(O) é finito e se existir uma constante M >O tal 
que 
p{O) ~ p(y) + M 11 y Ih para todo y E A~[O, T]. (2.7) 
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Agora enunciaremos o teorema que relaciona a solução ótima do problema primai 
com a solução ótima do seu dual. 
Teorema 2.2 Suponhamos que o problema P é estável. Então o problema D tem uma 
solução 6tima e o valor da função objetivo do problema P é igual do problema D. 
Para uma demonstração deste resultado veja Zalmai, {1 O},pg .• UJ,. 
O Teorema de Gordan Generalizado numa versão com tempo contínuo, { Teorema 
2.4) é consequência imediata do resultado a seguir. 
Proposição 4 Sejam X um subconjunto convexo não vazio do L~[O, T] e para cada 
i= 1, 2, ... , n a função ri(x(t), t) = (i(x)(t), em que (i é uma função de X para At{O, T], 
é convexa em seu primeiro argumento sobre [0, T]. Se o sistema 
ri(x(t), t) <O em q.t.p. em [0, T], i = 1, 2, ... , n, 
não tem uma solução x E X, então existe um u E L~[O, T] tal que 
(r , lo [u (t)r(x(t), t)]dt ~ O para todo x E X, 
u(t) ~ O q.t.p. em [0, T], 
u(t) =/=O q.t.p. em [0, TJ, 
onde r= {rb ... , rn)· 
(2.8) 
{2.9) 
(2.10) 
(2.11) 
Prova: Tomaremos um problema convexo assumindo que a primeira parte do teo-
rema seja verdadeira, mostraremos que é estável. E, pelo teorema que relaciona a solução 
do primai com a do dual, tiraremos a segunda parte do teorema. 
Se o problema {2.9) não tem uma solução em X, então qualquer solução factível 
do programa convexo 
minimi1.e >. 
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sujeito a 
ri(x(t), t)- À < O q.t.p. em [0, T], i - 1, 2, ... , m, 
À E 'R.,x E X, 
tem um valor não negativo; pois suponhamos que seja negativo, digamos >. < O, então 
existiria x E X tal que 
ri(x(t), t) ~ >.<o, 
o que contradiz o fato do sistema não ter solução em X. 
O problema é estável. Para verificarmos isso, lembremos que a função perturbação, 
p, associada ao Problema P é convexa, não crescente, e neste caso, p é uma função 
própria ( dom p :F 0,p(y) :F -oc 'V y E dom p) com p(O) finito. Então oc > p(O) ~ 
p(y), implicando que pé limitado por cima numa vizinhança do zero, que por Ekeland, 
(2),pg.107, concluí-se que p é contínua em O. Portanto, pelo Lema 3.2 em Zalmai (10], 
existe M > O tal que 
p(O) ~ p(y) + M 11 y Ih para todo y E A~[O, T). 
Assim, o problema é estável. 
Sendo que o problema é estável, e tem um valor não negativo, pelo Teorema 2.2 
que relaciona as soluções de ( 2.2) e do problema dual, temos 
max inf {..X+ f rr ui(t)[ri(x(t), t)- ..X]dt} u(t)~o qtp [0,7'] zex,>.e"R i=l lo 
tem uma solução ótima u E L~[O, T), u(t) ~O q.t.p. em [0, T], com valor~ O. Portanto, 
inf {T[u' (t)r(x(t), t))dt + inf ..\{1- {Td: Ui{t))dt} ~ 0, 
zex lo >.e"R lo i=l 
onde u(t) = (u1(t), ... , un(t)). O segundo termo nessa desigualdade é igual a zero, pois, de 
outra forma, o valor do problema dual seria -oc. Assim 
1T rt Ui(t)Jdt = 1 
o i=l 
e rr I lo [u (t)r(x(t), t)]dt ~O para todo x E X.• 
Agora podemos enunciar e demonstrar o Teorema de Gordan Generalizado. 
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Teorema 2.3 (Teorema de Gordan Generalizado ) 
Seja X um subconjunto convexo não-vazio de L~(O, T], e seja a função r : V x 
[0, T] -+ 'Rm definida por r(x(t), t) = ((x)(t), em que ( é uma função de X em Ai"[O, T], 
convexa no seu primeiro argumento sobre [0, T], e V é um aberto do 'Rn. Então, vale 
uma, e apenas uma, das afirmações abaixo 
1. r(x(t), t) <O q.t.p. em {0, Tj tem uma solução x E X ou, 
2. for u'(t)r(x(t), t)dt 2:: O para todo x E X e para algum u E L:[o, T], u(t) 2:: O, 
u(t) =F O, q.t.p. em {0, Tj. 
Prova: 
Suponhamos que 1 tem uma solução x E X. Então para todo u E L:(o, T], u(t) > 
O, u(t) =F O q.t.p. em [0, T], vale 
{T ' lo u (t)r(x(t), t)dt < O. 
Assim, 2 não tem solução. 
Suponhamos agora que 1 não tenha uma solução x E X. Então pelo teorema 
anterior ( 4), 2 tem uma solução u tendo as propriedades requeridas. • 
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Capítulo 3 
Condições Necessárias de 
Otirnalidade 
3.1 Caso finito dimensional 
3.1.1 Introdução 
Vamos neste capítulo, a partir de um ponto de vista geométrico, obter condições de 
otimalidade para o seguinte problema de programação matemática: 
minimizar fo(x) 
sujeito a (P) 
!i(x) ~O, i E {1,2, ... ,m} =I, 
em que, X é um subconjunto aberto e não vazio, do nn, j 0 , fi : X Ç nn -+ 1?-, 
são diferenciáveis. S~iam, F = {x E X/ fi(x) ~ 0}, o conjunto das soluções factíveis, 
que suporemos não vazio e consideremos também J(x) ={i E {1,2, ... ,n}/fi(x) = 0}, o 
conjunto dos índices correspondentes as restrições ativas. 
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3.1.2 Condições geométricas de otimalidade local para o pro-
blema(P): 
Consideremos os seguintes conjuntos: 
V(fi,x) ={v E 'Rn: (V/i(x),v) <O}; i= 1, ... ,n 
'D(f0 , x) = {v E 'Rn: (V / 0(x), v) < 0}, 
Claramente V{fi, x) são cones abertos, i= 1, ... , n. 
Lema 3.1 Se x é uma solução 6tima local do problema (P ), então 
n V {fi, x) n 'D{fo, X) = 0. 
i E T(f) 
Prova: 
(3.1) 
Primeiro, demonstraremos que n V(Ji, x) é um subconjunto de :F( F, x), e depois 
iE T(x) 
que :F(F, x) n 'D(Jo, x) = 0. 
Seja, y E n 'D{/i, .f). 
iET(f) 
Desde que, x E X e X é aberto, então existe um 80 > O tal que x + ).y E X para todo 
O<).< 8o. Desde que y E 'D(fi, x) para cada i E J(x), temos que 
Existe 8i > O tal que segue-se 
fi(x + >.y)- /i(x) <O para todo O< ). < 8,, o que implica, 
fi(x + ).y) < fi(x) =O para todo O< ). < 8i· 
Finalmente, por causa das restrições não ativas serem contínuas em x, para cada 
i E {1, 2, ... , m} \I(x), podemos achar 8i > O tal que 
/i(.f + >.y) ~O para todo O< ). < 8i. 
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Seja 6 = min{60, 611 ... , 6n}, isto mostra que os pontos da forma x + Ày, O < À < 6 são 
soluções factíveis do problema P. Portanto y E :F( F, x). 
Logo n 'D(Ji, x) Ç :F( F, x). Suponhamos que x é uma solução ótima local do problema 
iET(~) 
P, se existir y E :F( F, x) n 'D(Jo, x), então existe ft, f2 > O tais que 
x + Ày E F 
e 
fo(x + ..\y) < fo(x) 
Portanto para f= min{f11 f2}, teremos uma solução factível x + Ày, O< À< f, em 
que a função objetivo terá um valor menor do que em x, o que é uma contradição, pois x 
é uma solução otimallocal, assim :F( F, x) n'D(Jo, x) = 0. • 
3.1.3 Condições necessárias de otimalidade local dos tipos de 
Fritz John e Karush-Kuhn-Tucker 
Com base no teorema anterior, obteremos a seguir uma condição necessária de otimali-
dade. 
Teorema 3.1 (Fritz John) 
Seja x E F. Se x é uma solução otimal local do Problema P, então existem 
~o, ~i E 'R, i E J, não todos nulos, tais que 
~Vfo(x) + L~Vfi(x) =o, 
iET 
Prova: 
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(3.2) 
(3.3) 
(3.4) 
Sendo x solução ótima local de (P), pelo Lema 3.1, temos que não existe v E 'Rn, 
tal que (V f 0(x), v) <O e (V fi(x), v) <O, i E J(x). 
Tomando D f0(v) = (V fo(x), v) e D fi(v) = (V fi(x), v), i E J(x), v E 'Rn, no 
Teorema de Gordan (Teorema 2.1) no caso finito dimensional, concluímos que existem 
.Ài ~O, i E {O} u J(x), não todos nulos, tais que 
Ou seja, 
.Ào(V fo(x), v}+ L .Ài(V fi(x), v) =O, 'v'v E 'Rn. 
iET(~) 
.ÀoV fo(x) + L .ÀiV fi(x) =O 
iE 1(~) 
Basta então definir Xo = .Ào e 
Àt = I - { i , i E J(x) 
O , i E I\ I(x) 
para termos 
iET 
O resultado fica demonstrado pois ( 3.3) e ( 3.4) são imediatas. • 
No Teorema de Fritz John, não existe hipótese que garanta que o multiplicador, 
ou seja que os ~' associado a derivada da função objetivo seja diferente de zero. Assim, 
se este for zero, a informação contida na derivada da função objetivo será perdida, conse-
quentemente as condições de Fritz John perderão certo valor na procura da solução ótima. 
Com condições de regularidade adquadas sobre as restrições do problema, pode-se evitar 
esta sistuaç ao. Isto será feito a seguir. 
Consideremos a seguinte condição de regularidade: 
n 'D(Ji, x) # 0. (3.5) 
iET(~) 
Com isso, provaremos o seguinte Teorema do tipo Karus~-Kuhn-Tucher. 
Teorema 3.2 (Karush-Kuhn-Tucker) 
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Seja x E F. Suponha que (P) satisfaz a condição de regularidade ( 3.5). Se x é 
uma solução ótima local do Problema P, então existem ~i E 'R, i E I , tais que 
Vfo(x) + L~V fi(x) =o, 
iET 
~i~ O, i E I, 
Prova: 
(3.6) 
(3.7) 
(3.8) 
Pelo Teorema de Fritz John, existem Xo E 'R, Ài E 'R, para i E I, tal que 
(XoV fo(x) + L:Xiv /i{x), v)= O, v E 'Rn. 
iET 
SeXo= O então (LÀiV/i(x),v} =O, v E 'Rn. Mas isto implica, pelo corolário do 
iET 
Teorema de Gordan 2.1 que não existe v E 'Rn tal que (V /;(x), v) < O, i E I{x) , o que 
contradiz a condição de regularidade ( 3.5). Deste modo, Xo #O. 
Definindo ~i = xi I Xo obtemos o resultado desejado pois ( 3. 7) e ( 3.8) são imediatas .• 
Observação 1: Na verdade, como vimos no Capítulo 2, o Teorema de Gordan(Teorema 
2.1) é válido em espaços de Banach e, portanto, todos os resultados obtidos aqui são 
válidos quando 'R é substituído por um espaço de Banach. 
Observação 2: Uma versão não diferenciável dos resultados deste capítulo foram 
obtidas em [7], sob a mesma abordagem do Teorema de Alternativa de Gordan. 
3.2 Caso infinito dimensional 
3.2.1 Introdução 
Nosso objetivo é obter condições de otimalidade dos tipos de Fritz John e Karush-Kuhn-
Tucker para o problema (P) descrito em detalhes na p'agina 13, que descreveremos bre-
vemente abaixo: 
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Problema P: 
minimi1.e 
sujeito a 
4>(x) = kT f(x(t), t)dt 
9i(x(t), t) ~ O em q.t.p. de [0, T], i E /, 
X E X c L!,[O, T]. 
(3.9) 
(3.10) 
Daremos agora uma caracteri1.ação geométrica de otimalidade local para o pro-
blema P em termos dos cones de direção de descida que apresentaremos a seguir: 
Lema 3.2 Caracterização Geométrica de Otimalidade Local 
Prova: 
Seja x E F. Se x é solução 6timalloca do Problema P, então 
V(4>, x) n [n V(-yi, x)J = 0. {3.11) 
iET 
Primeiro, demonstraremos que nv{'Yi! x) é um subconjunto de :F( F, x), e depois 
iET 
que :F(F,x) n V(4>,x) = 0. 
Seja, y E nv{'Yi, x). 
iET 
Desde que, x E X e X é aberto, então existe um 60 > O tal que x + )..y E X para 
todo O < ).. < 6o. Desde que y E V{'Yi, x) para cada i E I(x), temos que 
1. 'Yi(x + >.y)(t)- 'Yi{x){t) 0 Im < 
.>.-+o+ ).. 
Existe um 6i > O tal que 
'Yi(x + >.y)(t)- 'Yi(x)(t) <O para todo O< ).. < 6i, q.t.p. [0, T] o que implica, 
'Yi(x + >.y)(t) < 'Yi(x)(t) = O para todo O < ).. < 6i, q.t.p. [0, T]. 
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Finalmente, pelo fato das restrições não ativas serem contínuas em x, para cada 
i E {1, 2, ... , m} \l(x), podemos achar Ói > O tal que 
'Yi(x + Ày)(t) ~ O para todo O< À< ói. 
Seja r5 = min{r50, 611 ••• , Õn}, isto mostra que os pontos da forma x + Ày, 
O< À< r5 são soluções factíveis do problema (P1). Portanto y E F( F, x). 
Portanto y E F( F, x) e assim nv( 'Yi, x) Ç F(F, x). Desde que x é uma solução otimal 
iET 
local do problema (P1), se y E F(F, x) n 1>(4>, x), então existem f1, f2 >O tais que 
x+Ày E F, 
e 
4>(x + Ày) < 4>(x), 
Portanto para f= min{f1,f2}, com essa hipótese, teremos uma solução factível 
x + Ày, O < À < f, em que a função objetivo terá um valor menor do que em x, o que 
é uma contradição, pois x é uma solução ótima local, assim F(F,x)nV(4>,x) = 0, e 
portanto ( 3.11) vale. • 
3.2.2 Teorema de Fritz John 
Teorema 3.3 ( Fritz John) 
Seja x E F. Suponha que f e gi, para cada i E J, sejam continuamente dife-
renciáveis em seu primeiro argumento em x(t) sobre [0, TJ, para cada i E J, que gi seja 
contínua em seu primeiro argumento nos pontos da imagem de x(t) em [O, T], e que as 
funções t -+ V f(x(t), t) e t -+ Vgt(x(t), t) = D-y,(x)(h)(t), i E J, sejam Lebesgue in-
tegráveis em [0, T] para todo h E L~[O, T]. Se x é uma solução ótima local do Problema 
P, então existe um üo E 'R, ii.i E L00[0, T], i E J, tais que 
fr [üo V f'(x(t), t) +L üi V g!(x(t), t)]h(t)dt =O para todo h E L~[O, T], ~ i€1 (3.12) 
ü0 ~O, ü,(t) ~O, q.t.p. em [0, T] (3.13) 
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(üo, ü(t)) =I= O 
üi(t)gi(x(t), t) =O q.t.p. em [0, T], i E J, 
em que Ü(t) é um vetor em que as suas componentes são '-'i(t), i E J. 
Prova: 
(3.14) 
(3.15) 
Desde que x é uma solução ótima local do Problema P, pelo Lema 3.2, o sistema 
de desigualdades lineares j v J'(x(t), t)h(t)dt <o, 
V g;(x(t), t)h(t) < O q.t.p. em [0, T], i E I 
não tem uma solução h E L~[O, T]. Assim, pelo teorema de Gordan Generalizado(Teorema 
2.1), existe üo E 'R, Üi E L00[0, T], não todos nulos, i E J, tais que 
fr[ü0Vf'(x(t),t) + I:ü;(t)Vg;(x(t),t)]h(t)dt ~o lo iET 
para todo h E L~[O, T], 
Desde que essa desigualdade é satisfeita para todo h E L~[O, T], então ela deve 
valer como igualdade.Defina: üo = ü0 , 
Então 
üi(t) = { u
0
-;(t) , i E J(x), 
,iEl\I(x.) 
fr[ü0Vf'(x(t),t) + Lil;(t)Vg:(x(t),t)]h(t)dt =o lo iET 
para todo h E L~[O, T]. 
Assim o teorema fica provado pois ( 3.14) e ( 3.15) são imediatas.• 
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3.2.3 Teorema de Karush-Kuhn-Tucker 
Como no caso finito-dimensional, teremos que impor uma condição de regularidade 
sobre as restrições do problema para obtermos um resultado do tipo Karush-Kuhn- Tucker. 
Condição esta dada por: 
nv('yi, x) # 0. (3.16) 
iET 
Teorema 3.4 Teorema de Otimalidade Necessária de Karush-Kuhn-Tucker 
Seja x E F e suponhamos que em adição às hipóteses da primeira parte do Teorema 
de Fritz John 9.9 que vale a condição de regularidade acima. Se x é uma solução ótima 
do Problema P, então existem ui E L00 [0, T], i E J, tais que 
kr[V f'(x(t), t) + L ui(t)Vg:(x(t), t)]h(t)dt =O para todo h E L~[O, T], 
o ~~~) 
Prova: 
ui(t) =O q.t.p. em [0, T], i E J(x). 
ui(t)gi(x(t), t) =O q.t.p. em (0, T), i E I 
(3.17) 
(3.18) 
{3.19) 
Pelo Teorema de Fritz John(Teorema 3.3), existe um fio E 'R, fii E L00 [0, T], i E 
I(x), tais que ( 3.12),( 3.13) e ( 3.14) valem. Se fio= O, então ( 3.12) se reduza 
fnr L fii(t)Vg:(x(t), t)h(t)dt =O para todo h E L~[O, T]. 
O iEJ 
o que é equivalente, pelo Teorema de Gordan Generalizado (Teorema 2.1), a não existir 
h tal que 
V 9i(x(t), t)h(t)dt < O para i E J(x), 
o que é absurdo, já que vale a condição de regularidade. Assim, temos ü0 :F O e dividindo 
( 3.12) por fio e tomando u(t) = ü(t)jü0 , obtemos o resultado desejado pois ( 4.22) e 
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( 4.23) são imediatas. • 
Observação 1: Observamos análogamente ao caso da observação 2 no caso finito 
dimensional, que uma versão não diferenciável dos resultados deste Capítulo foram obtidos 
em [8), sob a mesma abordagem do Teorema de Alternativa de Gordan. 
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Capítulo 4 
Condições Suficientes de 
Oti111alidade 
Nesse capítulo, veremos os critérios suficientes de otimalidade, através das pro-
priedades de convexidade das funções envolvidas, vistas no capítulo 1. Ou seja, através 
de certas condições poderemos garantir que algum ou todos os pontos satisfazendo as 
condições necessárias de otimalidade são ou não são ótimas. Primeiro estudaremos o caso 
finito dimensional, e depois passaremos ao estudo do caso infinito. 
4.1 Caso finito dimensional 
4.1.1 Teorema de Fritz John 
Teorema 4.1 Seja X convexo, x E F e suponhamos que !o e fi são continuamente 
diferenciáveis {hip6tese do Problema P ) em 'R. E mais, que !o é pseudoconvexa em x, e 
que h<~> é pseudoconvexa estrita. Se existirem .À0 E 'R, .X= {.Àb .À2, ... , .Àm) E 'Rm, e tais 
que 
27 
m 
.Ào V fo(x) + L >:i V J.x = O, 
i=l 
X.= o, i E {1, 2, ... , m} \ I(x) 
.Ào ~ O, .>: ~ O, 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
em que: fr(x) = {J./i E J(x)} e .Àr(x) = {.Às/i E J(x)}. Então x é uma solução ótima 
global do Problema (P ). 
Prova: 
Em vista de ( 4.2), as condições ( 4.1),( 4.3) e ( 4.4) reduzem-se a 
>:avJo(x) + L x.vJ.(x) =o 
iE T(x) 
.Ào ~ O, .Àr(x) ~ O, 
(.Ào, .Àr(x)) :-f: O. 
Assim, pelo Teorema de Gordan, o sistema de desigualdades lineares 
(Vfo(x),v) <O, para todo v E 'Rm, 
(V fi(x), v) <O para todo v E 'Rm, i E J(x), 
não tem solução v E 'Rm. 
Consequentemente, o sistema 
fo(x)- fo(x) <O, 
!r(x)(x)- fr<x)(x) ~O, 
(4.5) 
(4.6) 
(4.7) 
(4.8) 
(4.9) 
(4.10) 
(4.11) 
não tem solução x E X, pois se tivesse uma solução x E X, x :-f: x, então, pela hipótese de 
pseudoconvexidade, teríamos 
(V fo(x), x- x) <o. (4.12) 
28 
Similarmente, a pseudoconvexidade estrita da h(~) em f e a relação h<~)(x) ::; 
fr(~)(f) implicarão que 
(V fi(f), x-f) <O, i E /(f) {4.13) 
Certamente, ( 4.12) e ( 4.13) contradizem ( 4.8) e ( 4.9) com v = x-f. Assim, as 
desigualdades ( 4.10) e ( 4.11) não podem ter solução x E X. Portanto, f é uma solução 
ótima global do Problema (P).• 
4.1.2 Teorema de Karush-Kuhn-Tucker 
O Problema P será chamado de problema anormal no caso em que no Teorema de Fritz-
John o multiplicador escalar ..\0 = O. Difere, já do caso do Teorema de Karush-Kuhn-
Tucker, pois sem perda de generalidade, esse tem o multiplicador escalar Ào = 1. Neste 
último caso o problema é chamado de problema normal. Estudaremos a seguir esta si-
tuação e observamos, que a prova do teorema será baseada primeiramente na generalização 
das hipóteses das propriedades de convexidades impostas nas funções envolvidas, e não 
será necessário a aplicar, o Teorema de Gordan. 
Teorema 4.2 Seja x E F e suponhamos que fo e fi sejam continuamente diferenciáveis. 
Suponha além disso, que fo seja pseudoconvexa e que, para cada i E J(x), fi seja quase-
convexa. Se existir ~ = (~1, ... , Xm) E ~m tal que (x, ~) satisfaça as condições 
m 
Vfo(f) + L~Vfi(x) =O, 
i=l 
~i= O, i E {1, 2, ... , m} \ I(x) 
~~0, 
então x é uma soluçã 6tima global do Problema (P ). 
Prova: Adotaremos que h(x)(x) = fi(x) tal que i E /(x) . 
Desde que para qualquer x E F, 
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(4.14) 
{4.15) 
(4.16) 
{4.17) 
pela hipótese de quaseconvexidade, temos: 
V fi(x)(x- x) ~o, i E J(x), (4.18) 
Como >.i ~O, i E J, temos que 
m 
:E >.i v fi(x)(x- x) ~o 'Vx E F. (4.19) 
i=l 
Das desigualdades,( 4.14) e ( 4.19) podemos concluir que 
V fo(x)(x - x) ~ O 'Vx E F. {4.20) 
Como fo é pseudoconvexa, a última desigualdade implica que 
fo(x) ~ fo(x) 'Vx E F. 
Portanto, x é solução ótima do Problema (P).• 
4.2 Caso infinito dimensional 
4.2.1 Teorema de Fritz John 
No teorema a seguir exigimos a pseudoconvexidade do funcional a ser minimi-
zado, bem como das restrições. Invocando o Teorema de Gordan Generalizado teremos a 
condição necessária de otimalidade do tipo Fritz John. 
Teorema 4.3 Seja X convexo, x E F e suponhamos que f e g são continuamente dife-
renciáveis em [O, T), e mais, que <P seja pseu.doconvexa em x (com respeito a F}, e que 
9T(t) seja pseu.doconvexa estrita em seu. primeiro argumento em x(t) (com respeito a W) 
sobre [0, T]. Se existirem >.0 E 'R, >.E L:[o, T], tais que 
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{T m lo [~o V f'(x(t), t) + ~ ~i(t)Vg~(x(t), t)]y(t)dt =O para todo y E L~(O, T], (4.21) 
~i(t) =O q.t.p. em [O,T],i E {1,2, ... ,m} \I(x), (4.22) 
~o ~ O, :X(t) ~ O, em q.t.p. em [0, T], (4.23) 
(~0, ~(t)) :/=O, (4.24) 
então x é uma solução ótima global do Problema {P ). 
Prova: 
Em vista de ( 4.22), as condições ( 4.21),( 4.23) e ( 4.24) reduzem-se a 
fnr[~o V f'(x(t), t) + L ~i(t)Vg;(x(t), t)]y(t)dt =O para todo y E L~[O, T], (4.25) 
o i€ 1(~) 
~o~ O, :X,(~)(t) ~O, em q.t.p. em [0, T] (4.26) 
Assim, pelo teorema de Gordan Generalizado, o sistema de desigualdades lineares 
for v f'(x(t), t)y(t)dt <o, 
VgHx(t), t)y(t) <O em q.t.p em [O, T], i E /(x), 
não tem solução y E L~[O, T]. 
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(4.28) 
(4.29) 
Consequentemente, o sistema 
for f(x(t), t)dt- for f(x(t), t)dt < o, 
Yr(:)(x(t), t)- Yr(:)(~(t), t) ~O, q.t.p. [O, T] 
(4.30) 
(4.31) 
não tem solução x E X; pois, se tivesse uma solução x E X,x f= x, então, pela hipótese 
de pseudoconvexidade, teríamos 
for v f'(x(t), t)(x(t)- x(t))dt <o (4.32) 
Similarmente, a pseudoconvexidade estrita da Yr(x)(., t) em x(t) sobre [0, TJ e a 
relação Yr(:)(x(t), t) ~ Yr(:)(x(t), t) q.t.p. [0, TJ implicarão que 
v g~(x(t), t)(x(t)- x(t)) <o q.t.p. [O, T], i E I(x). {4.33) 
Certamente ( 4.32) e ( 4.33) contradizem ( 4.28) e ( 4.29) com y = x -x. Assim, as 
desigualdades ( 4.30) e ( 4.31) não podem ter solução x E X. Portanto, x é uma solução 
ótima global do Problema (P).• 
4.2.2 Teorema de Karush-Kuhn-Tucker 
O Teorema de Karush-Kuhn-Tucker neste capítulo é análogo ao caso finito-dimensional. 
Difere do caso de Fritz John somente pela imposição de que o multiplicador escalar Xo 
seja 1. A prova do teorema será baseada primeiramente na generalização das hipóteses 
das propriedades de convexidades impostas nas funções envolvidas. 
Teorema 4.4 Seja x E F e suponhamos que f e g são continuamente diferenciáveis com 
respeito ao seu primeiro argumento x(t) em [0, T], e mais, que 4> seja pseudoconvexa em 
x (com respeito a F), e que para cada i E J(x), Yi seja quaseconvexa em seu primeiro 
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argumento em x(t) (com respeito a W) sobre [0, T]. Se existir .X E L:,[o, T] tal que (x, .X) 
satisfaça as condições 
{T m lo [V f'(x(t), t) +L .Xi(t)Vg;(x(t), t)]y(t)dt =O para todo y E L~[O, T], (4.34) 
o i=l 
~(t) =O em q.t.p. em [O,T],i E {1,2, ... ,m} \I(x), (4.35) 
.X(t) ~O, em q.t.p. em [0, T], (4.36) 
então x é uma solução 6tima global do Problema (P ). 
Prova: 
Desde que para qualquer x E F, 
9T(:f)(x(t), t) ~O= 9r(t)(x(t), t) q.t.p [O, T], (4.37) 
pela hipótese de quaseconvexidade, temos: 
Vg~(x(t), t)(x(t)- x(t)) ~o q.t.p. [O, T] para i E J(x), (4.38) 
e assim, 
(4.39) 
Por causa desta desigualdade,( 4.34) com y = x- x implica que 
for V f'(x(t), t)(x(t)- x(t))dt ~O 'Vx E F. (4.40) 
Desde que ~ é pseudoconvexa em x (com respeito a F), a última desigualdade implica que 
for f(x(t), t)dt ~ for f(x(t), t)dt Vx E F. 
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Assim x é solução ótima do Problema (P).• 
Teorema 4.5 Sejam f e g continuamente diferenciáveis com respeito ao seu. primeiro ar-
gumento em V sobre [0, T], e mais, que g seja qu.aseconvexa com respeito ao seu. primeiro 
argumento em V sobre (0, T], e que 4> é qu.aseconvexa em X. Suponhamos que x E F e 
que existe um X E L:[o, T] tal que (x, X) satisfaz ( 4.34), ( 4.35)e( 4.36). Se, ou. 
(a.) existe um x E X tal que 
for v f'(x(t), t)(x(t)- x(t))dt >o, (4.41) 
ou. 
{b.) f for duas vezes continuamente diferenciável com respeito ao seu. primeiro 
argumento em V e V f(x(t), t) :f: O em q.t.p. em [O, T], então x é solução 6tima do 
Problema (P ). 
Prova: 
Por ( 4.40) da demonstração do teorema anterior, usando a hipótese, que vale para 
todo x E F, se segue a desigualdade: 
for V f'(x(t), t)(x(t)- x(t))dt ~o. (4.42) 
Passamos agora a analisar o que acontece quando ocorre o ocaso (a). 
Desde que (1- r)x(t) + rx(t) E V para todo O< r< 1, ( 4.41) e ( 4.42) implicam 
que 
foT V f'(x(t), t)((l- r)x(t) + rx(t)- x(t))dt > 0 \fO <r < 1. 
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Pela pseudoconvexidade de éf> em X, a desigualdade acima implica que 
for f(x(t), t)dt <for !((1 - r)x(t) + rx(t), t)dt 'v'O <r< 1. (4.43) 
Desde que f(., t) é contínua em V sobre [0, T], e tomando o limite quando r -7 O e 
invocando o teorema da Convergência Dominada de Lebesgue, veja Femandez [4], obtemos 
for f(x(t), t)dt ~ for f(x(t), t)dt 'v'x E F, 
Assim, provamos o teorema. com a hipótese (a) acima consideremos o caso(b). 
Isolando o caso (a), assumimos que 
for V f'(x(t), t)(x(t)- x(t))dt ~ O 'v'x E F, 
e ( 4.42), concluimos que 
for V f'(x(t), t)(x(t) - x(t))dt = O 'v'x E F. (4.44) 
Desde que V f'(x(t), t)(z(t) - x(t)) =I= O q.t.p. [0, T], para todo z E X, z(t) =1= x(t) 
q.t.p. em [0, T], teremos 
·for V f'(x(t), t)(z(t)- x(t))dt <O 'v'z E X\ {x}. (4.45) 
Seja x E F,x =I= x, e para todo z E X, definimos p = x- x e q = z- x. Portanto ( 4.43) 
e ( 4.44) podem ser escritos como 
Queremos mostrar que 
for V f'(x(t), t)p(t)dt = O, 
for V f'(x(t), t)q(t)dt < O. 
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{4.46) 
{4.47) 
for j(x(t), t)dt < for j(x(t), t)dt Vx E F. 
Suponhamos o contrário, que valha 
for f(x(t), t)dt ~ for f(x(t), t)dt, para algum x E F. 
Então desde que ~ é quaseconvexa em X, a última desigualdade implica que 
for !((1- r)x(t) + rx(t), t)dt ~ for f(x(t), t)dt para todo O~ r~ 1. 
Pela continuidade da f(., t) em V sobre [0, T], podemos achar um O~ r* ~ 1 tal que 
for f(x(t) + r*p(t), t)dt = for f(x(t), t)dt (4.48) 
Por ( 4.47) e da definição de r* podemos achar duas sequências de números reais {rn}, { sn} 
tais que rn >r*, Sn >O, rn -t r*, Bn -tO quando n -t oc, e 
for f(x(t) + rnp(t), t)dt =for f(x(t) + snq(t), t)dt. (4.49) 
Poderemos considerar dois casos: 
Caso 1. r* = O. Desde que ~ é quaseconvexa em X, ( 4.49) implica que 
for V J'(x(t) + Bnq(t), t)(rnp(t)- Bnq(t))dt ~O. 
Usando ( 4.46), podemos escrever 
for V f'(x(t) + snq(t), t)q(t)dt 
~ (rnfsn) foT[Vf'(x(t) + snq(t),t)- VJ'(x(t),t)]p(t)dt 
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~ ( -rnfsn) 11 'V f'(x(t) + snq(t), t)- 'V f(x(t), t) 1111 p(t) 11 T, (4.50) 
em que 11 . 11 denota a norma Euclidiana. Desde que f(., t) é duas vezes continuamente 
diferenciável em V sobre [0, T), pelo Teorema da Desigualdade Média, podemos achar 
uma constante c > O tal que 
11 'V f(x(t) + snq(t), t)- 'V f(x(t), t) 11::; csn 11 q(t) 11 . 
Portanto ( 4.50) torna-se 
foT 'V j'(x(t) + Snq(t), t)q(t)dt ~ -rncT 11 q(t) 1111 p(t) 11. (4.51) 
Assim pelo teorema da convergência dominada de Lebesgue e ( 4.47), 
liTnn~oo kr 'V f'(x(t) + snq(t), t)q(t)dt = kr 'V f'(x(t), t)q(t)dt <O. 
Se passarmos ( 4.51) ao limite quando n---+ oc, teremos que J[ 'V f'(x(t), t)q(t)dt > 
O , pois rn---+ r• e estamos no caso em que r• =O, o que contradiz ( 4.47). 
Consideremos agora o seguinte: 
Caso 2. O< r•::; 1. Seja {an} = {1- r• /rn}· 
Desde que 
X+ r*p + ansnq = (r* /rn)(x + rnp) + {1- r• /rn)(X + Snq), 
( 4.49) e a quase convexidade de <P em X implicam que 
kT f(x(t) + r*p(t) + ansnq(t), t)dt ::; kT f(x(t) + snq(t), t)dt. 
Usando esta desigualdade e ( 4.48), podemos escrever 
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for (1/ansn)[f(x(t) + r*p(t) + ansnq(t), t) - f(x(t) + r*p(t), t)]dt $ 
::; (1/an) foT(1/sn)[f(x(t) + snq(t), t)- f(x(t), t)]dt. 
Tomando o limite quando n -+ oc e usando o teorema da convergência dominada 
de Lebesgue, obtemos 
for V f'(x(t) + r*p(t), t)q(t)dt 
::; limn-+oo{1/an) for V f'(x(t), t)q(t)dt, 
Este resultado é um absurdo porque o lado direito dema desigualdade aproxima-se 
de -oc, em vista de ( 4.47), enquanto a integral do lado esquerdo tem um valor finito. 
Assim em ambos os casos quando r* =O e r* > O a hipótese de que ~(x) < ~(x) leva 
a uma contradição. Assim, concluímos que x é uma solução ótima global do Problema (P). 
• 
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