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We show the equivalence of the functions Gp(t) and |Ψ(d, t)|
2 for the “passage time” in tunneling.
The former, obtained within the framework of the real time Feynman histories approach to the
tunneling time problem, using the Gell-Mann and Hartle’s decoherence functional, and the latter
involving an exact analytical solution to the time-dependent Schro¨dinger equation for cutoff initial
waves.
PACS numbers: 03.65.Ca, 03.65.Xp
I. INTRODUCTION
The tunneling time problem has remained a controver-
sial issue after the question of how long it takes a particle
to traverse a classically forbidden region, was raised 70
years ago [1]. There are a number of approaches to this
problem [2]. In this paper, an unexpected close relation-
ship is found between a real time Feynman path integral
approach [3, 4, 5] and the quantum shutter approach
[6, 7], which are, at first sight, unlikely to be related.
If we use the real time Feynman path integrals [8],
we can define the “amplitude distribution” of tunneling
time as the sum of eiS/h¯ (S being the action) over the
paths that take a specified amount of time to traverse
the barrier region. With the amplitude distribution, we
can deal with the interesting question whether or not a
probability distribution is definable for tunneling time
[9]. The definability of the probability distribution de-
pends on whether or not the amplitude distribution has
the property of orthogonality, i.e., whether or not the
classes of Feynman paths taking time τ1 and τ2 (τ1 6= τ2)
to traverse the region interfere. For rectangular barriers,
one of the authors studied the interference quantitatively
to conclude that (i) a probability distribution is not de-
finable [3, 4] but (ii) the range of the values of tunneling
time is definable [4]. In Ref. [4], a function G(τ) is intro-
duced to analyze how different classes of Feynman paths
(each class being characterized by the value of τ) con-
tribute to the tunneling process. The function G(τ) was
used to prove the undefinability of the probability distri-
bution and also to estimate the range of the tunneling
times. For typical opaque barriers, the graph of G(τ)
showed a peaked structure near the Bu¨ttiker-Landauer
time [10]. It is thus clear that G(τ) is an important
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quantity for the study of the tunneling time problem. It
is however important to understand how G(τ) is related
to the dynamics of tunneling, which is not evident at all
from the Feynman paths construction of G(τ). In the
present paper, we will relate G(τ) (to be precise, Gp(τ)
as discussed below) to a time-dependent wave function.
Now, we have to quickly add the following: In general,
a Feynman path crosses the barrier region many times,
so that we can define “the amount of time taken by a
Feynman path to traverse the barrier region” in several
ways. We can define it as the sum of the times dur-
ing which the Feynman path is within the barrier region
[11], which may be called the resident time of the Feyn-
man path. Or, we can define it as the last time the path
leaves the barrier region minus the first time it enters
the region [12], which may be called the passage time of
the Feynman path. These two different definitions at the
level of Feynman paths would lead to physically different
tunneling times, which we shall call the tunneling time
of resident time type (resident time for short) and the
tunneling time of passage time type (passage time for
short). Reference [4] concerns the resident time, while
Refs. [3, 5] and this paper concern the passage time. We
shall attach, if necessary, subscript r to the quantities for
the resident time (e.g., Gr(τ)) and subscript p for the
passage time (e.g., Gp(τ)).
Another novel approach, relevant to the tunneling time
problem[6], is to consider an analytic time-dependent so-
lution to Schro¨dinger’s equation with the initial condition
at t = 0 of an incident cutoff wave, to investigate the time
evolution of the probability density through an arbitrary
potential barrier. This problem may be visualized as a
gedanken experiment consisting of a shutter, situated at
x = 0, that separates a beam of particles from a poten-
tial barrier located in the region 0 ≤ x ≤ d. At t = 0
the shutter is opened, and the probability density rises
initially from a vanishing value and evolves with time
through x > 0. At the barrier edge x = d, the proba-
bility density at time t, |Ψ(x, t)|2, yields the probability
of finding the particle after a time t has elapsed. Since
2initially there is no particle along the tunneling region,
detecting the particle at the barrier edge at time t should
provide a relevant time scale of the tunneling process.
In recent work, two of the authors [7, 13] analyzed the
time evolution of the probability density |Ψ(d, t)|2 for a
rectangular potential barrier using the above formalism.
There, it was found that the probability density at the
right barrier edge x = d, exhibits at short times a tran-
sient structure that they named time-domain resonance.
The maximum of the time-domain resonance, occurring
at a time t = tp, represents the largest probability of
finding the particle at x = d. In Ref. [13] the above au-
thors called the attention of the readers to the fact that
the shape of the graph of |Ψ(d, t)|2 depicted in Fig. 1 of
that paper resembles the average shape of the graph in
Fig. 2 of Ref. [4], which is the graph of Gr(τ). Then
they guessed that |Ψ(d, t)|2 would be more related to the
passage time rather than the resident time. In fact, in
Ref. [5], Yamada has studied Gp(τ) to find that, if τ is
simply replaced by t, the graph of Gp(τ) for a monochro-
matic case is actually indistinguishable from the graph
of |Ψ(d, t)/T |2, where T is the transmission amplitude.
However, there has been no explicit proof that these two
functions are really equivalent.
The aim of this paper is to prove that the function
Gp(τ) and the probability density |Ψ(d, t)|2 under the
initial condition stated above are actually related by
∣∣∣∣Ψ(d, t)T
∣∣∣∣
2
= Gp(t), (1)
thereby establishing a surprising relationship between the
two approaches. As a by-product of our proof to Eq. (1),
we present an alternative derivation, along the transmit-
ted region, of the expression for Ψ(x, t) without using the
Laplace transform method. This derivation is the second
purpose of the present paper.
Section II presents a brief account of the main features
of both approaches. Section III deals with the proof to
Eq. (1) and also with a new derivation of Ψ(x, t). In
Sec. IV, a numerical example is presented for a rect-
angular potential barrier in order to exhibit the equiva-
lence of both approaches. Concluding remarks are given
in Sec. V.
II. THE FORMALISMS
A. Real Time Feynman path integral approach
In Ref. [4], Yamada introduced G(τ) by
G(τ) ≡ 1
P
∫ τ
0
dτ1
∫ τ
0
dτ2D[τ1; τ2]. (2)
In the above expression, D[τ1; τ2] is the decoherence func-
tional for the case of tunneling time for transmission and
P is the tunneling probability defined by
P ≡ lim
t→∞
∫ ∞
d
dx|Ψ(x, t)|2, (3)
where d is the position of the right edge of the barrier.
The decoherence functionals were formulated in general
terms by Gell-Mann and Hartle [14] in their version of
the consistent history approach to quantum mechanics
[14, 15, 16]. The real part of D[τ1; τ2] is a measure of
the interference between the classes of Feynman paths
that take different amounts of time (τ1 and τ2) to tra-
verse the barrier region. Roughly speaking, G(τ) is the
square modulus of the sum of eiS/h¯ over those paths that
take less than time τ to traverse the barrier region (to
be precise, the result of the sum over paths is multiplied
by the initial wave function, followed by the integrations
over the initial and the final positions before and after
taking the square, respectively). It is easier to deal with
G(τ) than D[τ1, τ2] since G(τ) is a real function of one
variable, while D[τ1; τ2] is a complex function of two vari-
ables. G(τ) has the following properties: (i) G(0) = 0
and (ii) G(∞) = 1. Yamada [4] claimed that (a) if G(τ)
is not an increasing function of τ , a probability distribu-
tion of tunneling time is not definable, and (b) the range
(τ<, τ>) of times is an estimation of the range of values of
tunneling time, where τ< and τ> are such that G(τ) < ǫ
for ∀τ < τ< and |1 − G(τ)| < ǫ for ∀τ > τ>, where
0 < ǫ ≪ 1. The first claim (a) is based on the weak
decoherence condition [15, 16] in the consistent history
approach.
For a particle with wave number k0 (> 0) impinging on
the square barrier of height V0 that extends from x = 0
to x = d, Gp was found to be [5]
Gp(τ) =
k0
2
π2|T |2
∣∣∣∣∣
∫ ∞
−∞
dk T (k) eikd
eih¯(k0
2−k2)τ/2m − 1
k2 − k02
∣∣∣∣∣
2
,
(4)
where T (k) ≡ T (k, V0, d) is the transmission amplitude
for the square barrier when the wave number is k, and
T = T (k0).
B. Quantum shutter approach
A direct access to tunneling phenomena in time domain
is to follow the time evolution of the Schro¨dinger’s wave
function. In Refs. [7, 13], two of the authors studied the
time-dependence of the probability density by using an
explicit solution [6] to the time-dependent Schro¨dinger
equation, with a cutoff plane wave initial condition,
Ψ(x, 0) =
{
eik0x − e−ik0x for x < 0
0 for x ≥ 0, (5)
impinging on a shutter placed at x = 0, just at the
left edge of the structure that extends over the inter-
val 0 ≤ x ≤ d. The tunneling process begins with the
3instantaneous opening of the shutter at t = 0, enabling
the incoming wave to interact with the potential at t > 0.
The exact solution along the transmitted region (x > d)
reads [7],
Ψ(x, t) = T (k0)M(x, k0; t)− T (−k0)M(x,−k0; t)
−
∞∑
n=−∞
TnM(x, kn; t). (6)
In the above expression, the quantities T (±k0) refer to
the transmission amplitudes, the index n runs over the
complex poles kn of T (k), which are distributed in the
third and fourth quadrants in the complex k plane, and
the factor Tn is defined as
Tn = 2ik0
un(0)un(d)
k20 − k2n
e−iknd, (7)
where {un(x)} are the resonant eigenfunctions [6], which
are the solutions to
d2un(x)
dx2
+
[
kn
2 − 2m
h¯2
V (x)
]
un(x) = 0 (8)
with outgoing boundary conditions,[
d
dx
un(x)
]
x=0
= −iknun(0), (9)
and [
d
dx
un(x)
]
x=d
= iknun(d). (10)
Both the complex poles {kn} and the corresponding
resonant eigenfunctions {un(x)} can be calculated us-
ing a well established method, as discussed elsewhere
[6, 7]. Note that from time-reversal considerations [17],
the poles k−n, seated on the third quadrant of the com-
plex k-plane, satisfy k−n = −k∗n and correspondingly
u−n(x) = u
∗
n(x). In Eq. (6), the M functions are de-
fined by
M(x, q; t) ≡ i
2π
∫ ∞
−∞
dk
eikx−ih¯k
2t/2m
k − q (11)
=
1
2
e(imx
2/2h¯t)w(iyq), (12)
where q = kn,±k0, and w(iyq) is the complex error func-
tion [18] with the argument yq given by
yq = e
−ipi/4
√
m
2h¯t
[
x− h¯q
m
t
]
. (13)
III. EQUIVALENCE OF BOTH APPROACHES
A. Proof of Eq. (1)
We will start from the general relationship between an
initial wave function and the time evolved wave functions:
Ψ(x, t) =
∫ ∞
−∞
dyK(x, t; y, 0)Ψ(y, 0), (14)
where K(x, t; y, 0) is the propagator from (y, 0) to (x, t).
Since our initial wave function is vanishing for x > 0 and
since we are interested only in the transmitted region, we
need to know K(x, t; y, 0) only for y ≤ 0 and x ≥ d, for
which it is well-known that
K(x, t; y, 0) =
∫ ∞
−∞
dk
2π
T (k) eik(x−y)−ih¯k
2t/2m, (15)
which follows from the eigenfunction expansion of the
propagator. The initial wave function can be expanded
as
Ψ(y, 0) =
∫ ∞
−∞
dk√
2π
φ(k) eiky , (16)
where φ(k) is the k-space wave function. Substituting
Eqs. (15) and (16) into Eq. (14), we can carry out the
integration over y to have
Ψ(x, t) =
∫ ∞
−∞
dk√
2π
φ(k)T (k) eikx−ih¯k
2t/2m. (17)
For our initial wave function [Eq. (5)],
φ(k) =
∫ ∞
−∞
dy√
2π
e−ikyΨ(y, 0)
=
i√
2π
(
1
k − k0 + iǫ −
1
k + k0 + iǫ
)
, (18)
where ǫ is an infinitesimal positive number. Thus,
Ψ(x, t) =
i
2π
∫ ∞
−∞
dk
{(
1
k − k0 + iǫ −
1
k + k0 + iǫ
)
× T (k)eikx−ih¯k2t/2m
}
(19)
for x ≥ d.
Let us note that, since Ψ(x, 0) = 0 for x ≥ 0,
∫ ∞
−∞
dk
(
1
k − k0 + iǫ −
1
k + k0 + iǫ
)
T (k) eikx = 0
(20)
for x ≥ 0, which is also apparent from the fact that the
transmission amplitude on the complex k-plane has sim-
ple poles only in the lower half-plane. Owing to Eq. (20),
we can rewrite Eq. (19) as
Ψ(x, t) =
i
2π
∫ ∞
−∞
dk
{(
1
k − k0 + iǫ −
1
k + k0 + iǫ
)
× T (k)eikx
(
e−ih¯k
2t/2m − e−ih¯k02t/2m
)}
.
(21)
Apply the following equation in Eq. (21).
1
k ± k0 + iǫ = P
1
k ± k0 − πiδ(k ± k0). (22)
4We then notice that (i) since e−ih¯k
2t/2m−e−ih¯k02t/2m = 0
at k = k0, the contributions from the delta functions
vanish and (ii) since (e−ih¯k
2t/2m − e−ih¯k02t/2m)/(k ± k0)
is regular in the limit k → ∓k0, the Cauchy principal
value integrals can be replaced by the ordinary integrals
(i.e., the symbol P can be removed). Consequently, we
have for x ≥ d
Ψ(x, t) =
i
2π
∫ ∞
−∞
dk
{(
1
k − k0 −
1
k + k0
)
T (k)eikx
×
(
e−ih¯k
2t/2m − e−ih¯k02t/2m
)}
=
ik0
π
e−ih¯k0
2t/2m
×
∫ ∞
−∞
dk T (k) eikx
eih¯(k0
2−k2)t/2m − 1
k2 − k02
. (23)
With this expression for Ψ, it is easy to see that
|Ψ(d, t)/T |2 agrees with the right-hand side of Eq. (4)
if τ is replaced by t. This completes the proof of Eq. (1).
B. New derivation of the quantum shutter solution
As mentioned earlier, the transmission amplitude has
in general an infinite number of simple poles distributed
on the lower-half of the complex k-plane. The transmis-
sion amplitude may be expanded in terms of its complex
poles and corresponding residues by using a special form
of the Mittag-Leffler theorem due to Cauchy [19]. It may
be written as [5],
T (k) =
∞∑
n=−∞
(
rn
k − kn +
rn
kn
)
, (24)
where rn is the residue of T (k) at k = kn. Using Eq. (24)
in Eq. (19), we have, for x ≥ d,
Ψ(x, t) =
i
2π
×
∑
n
∫ ∞
−∞
dk
{(
1
k − k0 + iǫ −
1
k + k0 + iǫ
)
×
(
rn
k − kn +
rn
kn
)
eikx−ih¯k
2t/2m
}
. (25)
If we expand(
1
k − k0 + iǫ −
1
k + k0 + iǫ
)(
1
k − kn +
1
kn
)
and use the partial fraction decompositions, we see that
the right-hand side of Eq. (25) can be expressed as a sum
of the integrals of the form of Eq. (11). The expansion
gives four terms, which are k−1n (k ± k0 + iǫ)−1 and
1
k ± k0 + iǫ
1
k − kn =
1
±k0 + kn + iǫ
×
(
1
k − kn −
1
k ± k0 + iǫ
)
, (26)
so that Eq. (25) becomes, after some algebra,
Ψ(x, t) =
∑
n
(
rn
k0 − kn − iǫ +
rn
kn
)
M(x, k0; t)
−
∑
n
(
rn
−k0 − kn − iǫ +
rn
kn
)
M(x,−k0; t)
−
∑
n
(
rn
k0 + kn + iǫ
+
rn
k0 − kn − iǫ
)
×M(x, kn; t). (27)
In the limit ǫ → 0, the sums over n in the first and the
second lines on the right-hand side of Eq. (27) give T (k0)
and T (−k0), respectively [see Eq. (24)]. We thus obtain
Ψ(x, t) = T (k0)M(x, k0; t)− T (−k0)M(x,−k0; t)
−2k0
∞∑
n=−∞
rn
k0
2 − kn2
M(x, kn; t). (28)
Our goal here is to derive Eq. (6). In fact, Eqs. (28)
and (6) are the same because of the relationship
rn = iun(0)un(d)e
−iknd. (29)
We shall prove Eq. (29) to conclude this section. It
is helpful to consider the outgoing Green’s function
G+(x, x′; k), which is the solution to
∂2G+(x, x′; k)
∂x2
+
[
kn
2 − 2m
h¯2
V (x)
]
G+(x, x′; k) = δ(x−x′)
(30)
with the outgoing boundary conditions. We first use the
fact that G+(x, x′; k) can be written in terms of the res-
onant states as [20],
G+(x, x′; k) =
∞∑
n=−∞
un(x)un(x
′)
2kn(k − kn) (0 ≤ x, x
′ ≤ d).
(31)
The above expansion holds provided that the resonant
eigenfunctions un(x) are normalized according to the
condition [6]
∫ d
0
u2n(x)dx + i
u2n(0) + u
2
n(d)
2kn
= 1. (32)
Next we use the fact that the transmission amplitude and
G+(0, d; k) are related by [21]
T (k) = 2ikG+(0, d; k)e−ikd. (33)
From Eq. (31), we have
lim
k→kn
(k − kn)G+(0, d; k) = un(0)un(d)/2kn, (34)
while from Eq. (33) together with Eq. (24), we have
lim
k→kn
(k − kn)G+(0, d; k) = rneiknd/2ikn. (35)
Equating the two results, we obtain Eq. (29).
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FIG. 1: Plot of |Ψ(d, t)|2 (solid line) and Gp(t) (dotted line)
at the barrier edge x = d = 10.083 nm as a function of time in
units of the free passage time tf . The time-dependent solution
is normalized to the transmission coefficient |T |2.
IV. EXAMPLE
To exemplify the time evolution of the probability den-
sity we consider the set of parameters: V0 = 0.70 eV,
d = 10.083 nm, E = 0.140 eV, m = 0.067me (me be-
ing the bare electron mass), inspired in semiconductor
quantum structures [22]. In this particular example, the
potential barrier parameters are chosen in such a way
that k0d = V0/E = 5, where k0 = [2mE]
1/2/h¯. The
opacity α of the barrier is defined as α = k′d, where
k′ = [2mV0]
1/2/h¯. In our case α = 11.18, correspond-
ing to an opaque barrier (α ≫ 1). The solid line in
Fig. 1 shows |Ψ(d, t)|2 calculated with Eq. (6) at the
barrier edge x = d as a function of time in units of the
free passage time τf = md/h¯k0 = 11.753 fs. At early
times one sees a time-domain resonance structure [7].
The maximum of this transient structure represents the
largest probability to find the tunneling particle at the
barrier edge x = d. In our example, as shown in Fig.
1, the maximum of the time-domain resonance occurs at
tp = 5.347 fs, faster than the free passage time across the
same distance of 10.083 nm, that is, tp/tf = 0.455. From
t/tf = 2.0 onward the probability density approaches es-
sentially to its asymptotic value. We have also included
in Fig. 1 the plot of Gp(t) (dotted line) calculated from
Eq. (4) for the same set of parameters; it is indistin-
guishable from the previous calculation, i.e., both curves
coincide exactly.
V. CONCLUDING REMARKS
We have found a surprising relationship between the
real time Feynman histories approach and an analytical
expression for the probability density for cutoff initial
waves involving the quantum shutter setup for the “pas-
sage time” in tunneling. This may prove to be of interest
in the pursue of elucidating the notion of tunneling time
through a classically forbidden region.
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