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Abstract
We prove that the zeros of a certain family of Sobolev orthogonal polynomials involving the Freud weight function e−x4 on R
are real, simple, and interlace with the zeros of the Freud polynomials, i.e., those polynomials orthogonal with respect to the weight
function e−x4 . Some numerical examples are shown.
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1. Introduction
In [2] the Sobolev inner product was introduced:
(p, q)S =
∫ ∞
−∞
p(x)q(x)e−x4 dx + 
∫ ∞
−∞
p′(x)q ′(x)e−x4 dx, p, q ∈ P, 0, (1)
where P is the linear space of polynomials with real coefﬁcients. Algebraic and asymptotic properties of the monic
polynomials {Qn} orthogonal with respect to (1) were obtained. Later on, in [3] the authors have considered a more
general Sobolev inner product involving exponential weight functions, the inner product (1) remaining as a particular
case and they have made a deep study of the asymptotic properties of the corresponding family of Sobolev orthogonal
polynomials.
The aim of our contribution is to prove that the polynomials {Qn} orthogonal with respect to (1) have all their zeros
real and simple.
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2. Basic facts
We denote by {Pn} the sequence of monic polynomials orthogonal with respect to the inner product
(p, q) =
∫ ∞
−∞
p(x)q(x)e−x4 dx, p, q ∈ P.
It is well known (see [5]) that these polynomials satisfy a three-term recurrence relation
xP n(x) = Pn+1(x) + cnPn−1(x), n1,
with initial conditions P0(x) = 1 and P1(x) = x, where the parameters cn satisfy a non-linear recurrence relation
n = 4cn(cn+1 + cn + cn−1), n1,
with the initial conditions c0 = 0, c1 = 
( 3
4
)
/
( 1
4
)
, where (z) denotes Euler’s Gamma function. This non-linear
equation is a special case of the discrete Painlevé equation d-PI (see [4]). Furthermore, the polynomials {Pn} satisfy
the structure relation
P ′n(x) = nPn−1(x) + 4cncn−1cn−2Pn−3(x), n3, (2)
where (see, for example, [6])
lim
n→∞
cn√
n
=
√
3
6
.
Now we consider the Freud–Sobolev inner product
(p, q)S =
∫ ∞
−∞
p(x)q(x)e−x4 dx + 
∫ ∞
−∞
p′(x)q ′(x)e−x4 dx, p, q ∈ P, 0,
{Qn} being the corresponding sequence of monic orthogonal polynomials. Taking into account (2) and the fact that
Qn(−x) = (−1)nQn(x) we get (see [2, Proposition 2])
Pn(x) = Qn(x) + an−2()Qn−2(x), (3)
where
an−2() := an−2 = 4(n − 2)
∫∞
−∞ P
2
n (x)e
−x4 dx
(Qn−2,Qn−2)S
> 0, n3, (4)
and Qk(x) = Pk(x), k = 0, 1, 2. In [2] the asymptotic behaviour of the sequence {an} has been established using the
asymptotic behaviour of the sequence {cn}, lower and upper bounds of {cn} for all n1, as well as the fact that Qn is
an extremal polynomial with respect to the Sobolev norm.
Proposition 1 (Cachafeiro et al. [2, Proposition 3]). For the sequence {an/√n} one gets the upper bound
an√
n
<
√
5
3
, n1.
Furthermore, the sequence {an/√n} is convergent and
lim
n→∞
an√
n
=
√
3
18
.
In [2] the authors also found a non-linear recurrence relation for an in terms of cn, that is,
an = 4ncn+2cn+11/+ n2/cn + 16cncn−1cn−2 − 4(n − 2)an−2 , n3,
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Table 1
Different values of cn, an, cn/
√
n, and an/
√
n; = 5
n cn cn/
√
n an an/
√
n
10 0.9132498994 0.28879497552 0.3492337064 0.11043739478
20 1.2911288293 0.28870518301 0.4622735462 0.10336750736
30 1.5812120072 0.28868849485 0.5531808229 0.10099653836
40 1.8257893950 0.28868265081 0.6312406847 0.09980791577
50 2.0412754690 0.28867994529 0.7006976698 0.09909361478
60 2.2360938558 0.28867847547 0.7638832156 0.09861689908
70 2.4152499941 0.28867758917 0.8222369739 0.09827611549
80 2.5820057065 0.28867701390 0.8767208301 0.09802036867
90 2.7386268745 0.28867661950 0.9280148526 0.09782135456
100 2.8867633737 0.28867633737 0.9766207698 0.09766207698
with initial conditions
a1 = 4c3c2c1
1 + c1−1
, a2 = 8c4c3c2
4 + c2−1
. (5)
From the numerical point of view, we highlight that it is possible to compute the sequences {cn} and {an} in a suitable
way using software such as Mathematica. We show some numerical experiments with = 5 in Table 1.
3. Main results
Theorem 1. The polynomials {Qn} have all their zeros real and simple. For n3 the positive zeros of Qn interlace
with those of Pn.
Proof. We distinguish two cases: the even and the odd one, respectively. The proofs are similar with slight differences.
Even case: Let x2m,k , k = 1, . . . , m, be the positive zeros of P2m(x) in increasing order, that is, x2m,1 < · · ·<x2m,m.
First, we need to study the sign of the integrals
I2m,k :=
∫ ∞
−∞
Q2m(x)
P2m(x)
x2 − x22m,k
e−x4 dx, m2, k = 1, . . . , m.
We have
I2m,k =
∫ ∞
−∞
Q2m(x)
m∏
j=1,j =k
(x2 − x22m,j )e−x
4 dx =
m−1∑
r=0
br
∫ ∞
−∞
Q2m(x)x
2re−x4 dx
:=
m−1∑
r=0
brJ2m,r , (6)
where sgn(br) = (−1)m−1−r , r = 0, . . . , m − 1. On the other hand,
J2m,r = (Q2m, x2r )S − 2r
∫ ∞
−∞
(
Q2m(x)
)′
x2r−1e−x4 dx.
Thus, applying the Sobolev orthogonality and integration by parts we get
J2m,r = 2r(2r − 1)J2m,r−1 − 8rJ2m,r+1,
and therefore
J2m,r+1 = − 18rJ2m,r +
2r − 1
4
J2m,r−1, r1. (7)
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The initial conditions for the linear recurrence (7) are determined as follows:
J2m,0 =
∫ ∞
−∞
Q2m(x)e
−x4 dx = (Q2m, 1)S = 0, m1. (8)
To compute J2m,1 we use the expansion of the polynomial Q2m in terms of the Freud polynomials Pi
Q2m(x) =
m−1∑
j=0
(−1)j
⎛
⎝ j∏
i=1
a2m−2i
⎞
⎠P2m−2j (x), m2,
which is obtained by using reiteratively (3). Then,
J2m,1 =
∫ ∞
−∞
Q2m(x)x
2e−x4 dx
=
m−1∑
j=0
(−1)j
⎛
⎝ j∏
i=1
a2m−2i
⎞
⎠∫ ∞
−∞
P2m−2j (x)x2e−x
4 dx
= (−1)m−1
(
m−1∏
i=1
a2m−2i
)∫ ∞
−∞
P2(x)x
2e−x4 dx.
From (4) we deduce that sgn(J2m,1) = (−1)m−1 and then using (7) we get sgn(J2m,2) = (−1)m−2. Thus, applying (7)
successively we obtain sgn(J2m,r ) = (−1)m−r , r1. Therefore,
sgn(brJ2m,r ) = (−1)m−1−r (−1)m−r = −1, m2, r1,
and, from (6) we get
I2m,k < 0, k = 1, . . . , m, m2. (9)
On the other hand, using Gaussian quadrature in all the zeros of P2m and taking into account the symmetry of the
polynomials Q2m(x), the Christoffel numbers (see, for example, [7, p. 140])
2m,i =
1∑2m−1
j=0 P 2j (x2m,i)
> 0, i = 1, . . . , m,
together with the fact
m∏
j=1,j =k
(x22m,k − x22m,j ) =
P ′2m(x2m,k)
2x2m,k
, k = 1, . . . , m,
we get
I2m,k = 2
m∑
i=1
2m,iQ

2m(x2m,i)
m∏
j=1,j =k
(x22m,i − x22m,j )
= 2m,kQ2m(x2m,k)
P ′2m(x2m,k)
x2m,k
,
and from (9) we deduce
sgn(Q2m(x2m,k)) = −sgn(P ′2m(x2m,k)), k = 1, . . . , m. (10)
Since P ′2m(x) has opposite sign in two consecutive zeros of P2m(x), from (10) we deduce that it also occurs for Q2m(x)
and therefore Q2m(x) has one zero in each interval (x2m,k, x2m,k+1), k = 1, . . . , m − 1 (and from the symmetry it has
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one zero in each interval (−x2m,k+1,−x2m,k)). Thus, Q2m(x) has at least 2m−2 real and simple zeros interlacing with
those of P2m(x). Finally, as P ′2m(x2m,m)> 0 then Q2m(x2m,m)< 0 and since Q2m(x) is monic we deduce the existence
of one zero of Q2m(x) in (x2m,m,∞) and another zero in (−∞,−x2m,m), which proves the result for the even case.
Odd case: Let x2m+1,k , k = 1, . . . , m, be the positive zeros of P2m+1(x) in increasing order. Now, we need to know
the sign of the integrals
I2m+1,k :=
∫ ∞
−∞
Q2m+1(x)
P2m+1(x)
x2 − x22m+1,k
e−x4 dx, m1, k = 1, . . . , m.
We have
I2m+1,k =
∫ ∞
−∞
Q2m+1(x)x
m∏
j=1,j =k
(x2 − x22m+1,j )e−x
4 dx
=
m−1∑
r=0
b˜r
∫ ∞
−∞
Q2m+1(x)x2r+1e−x
4 dx :=
m−1∑
r=0
b˜rJ2m+1,r , (11)
where sgn(b˜r ) = (−1)m−1−r , r = 0, . . . , m − 1. As in the even case we obtain a linear recurrence for the integrals
J2m+1,r , that is,
J2m+1,r+1 = − 14(2r + 1)J2m+1,r +
r
2
J2m+1,r−1, r1. (12)
In order to ﬁnd the initial conditions we will use the Sobolev orthogonality, (2), and
Q2m+1(x) =
m∑
j=0
(−1)j
⎛
⎝ j∏
i=1
a2m+1−2i
⎞
⎠P2m+1−2j (x), m1.
Then,
J2m+1,0 =
∫ ∞
−∞
xQ2m+1(x) e−x
4 dx = (Q2m+1, x)S − 
∫ ∞
−∞
(Q2m+1(x))′e−x
4 dx
= − 
m∑
j=0
(−1)j
⎛
⎝ j∏
i=1
a2m+1−2i
⎞
⎠∫ ∞
−∞
P ′2m+1−2j (x)e−x
4 dx
= − 
m−1∑
j=0
(−1)j
⎛
⎝ j∏
i=1
a2m+1−2i
⎞
⎠∫ ∞
−∞
[(2m + 1 − 2j)P2m−2j (x)
+ 4c2m+1−2j c2m−2j c2m−1−2jP2m−2−2j (x)]e−x4 dx
− (−1)m
(
m∏
i=1
a2m+1−2i
)∫ ∞
−∞
e−x4 dx
= (−1)m(4c3c2c1 − a1)
(
m−1∏
i=1
a2m+1−2i
)∫ ∞
−∞
e−x4 dx.
Taking into account (5) we get a1 < 4c3c2c1, and therefore
sgn(J2m+1,0) = (−1)m. (13)
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Using integration by parts and the computations made to obtain the value of J2m+1,0 we can ﬁnd the other initial
condition:
J2m+1,1 =
∫ ∞
−∞
x3Q2m+1(x)e−x
4 dx = 1
4
∫ ∞
−∞
(Q2m+1(x))′ e−x
4 dx
= (−1)
m−1
4
(4c3c2c1 − a1)
(
m−1∏
i=1
a2m+1−2i
)∫ ∞
−∞
e−x4 dx,
and thus
sgn(J2m+1,1) = (−1)m−1. (14)
From (13) and (14), applying (12) successively, we obtain sgn(J2m+1,r ) = (−1)m−r , r0. Therefore,
b˜rJ2m+1,r < 0, m1, r0,
and from (11) we get
I2m+1,k < 0, k = 1, . . . , m, m1.
On the other hand, using Gaussian quadrature in all the zeros of P2m+1 we obtain
I2m+1,k = 2m+1,kQ2m+1(x2m+1,k)P ′2m+1(x2m+1,k),
and now taking into account Q2m+1(0) = 0 it only remains to proceed as in the even case to prove the result. 
Proposition 2. Let n4. Let xn,k, qn,k , k = 1, . . . , [n/2], be the positive zeros in increasing order of Pn and Qn,
respectively, and qn−2,k , k = 1, . . . , [n/2] − 1, be the positive zeros in increasing order of Qn−2. Then, we have
xn,1 <q

n,1 <q

n−2,1 < · · ·<xn,[n/2]−1 <qn,[n/2]−1 <qn−2,[n/2]−1 <xn,[n/2] <qn,[n/2].
Proof. Formula (3) can be expressed as
Qn(x) = Pn(x) − an−2()Qn−2(x). (15)
Thus, evaluating the above expression in a positive zero xn,k of Pn and taking into account the positivity of an−2() for
n3 we get
sgn(Qn(xn,k)) = −sgn(Qn−2(xn,k)), k = 1, . . . , [n/2].
From the proof of Theorem 1 we know that sgn(Qn(xn,k)) = (−1)[n/2]−k+1 and therefore
sgn(Qn−2(xn,k)) = (−1)[n/2]−k, k = 1, . . . , [n/2].
This proves that
xn,1 <q

n−2,1 <xn,2 <qn−2,2 < · · ·<xn,[n/2]−1 <qn−2,[n/2]−1 <xn,[n/2].
Finally, we can prove with the same technique that the positive zeros of Qn−2(x) seperate the positive zeros of Qn(x),
and using Theorem 1 we have the result. 
We illustrate the above proposition with some numerical examples. In Tables 2 and 3 we give an example of the
interlacing property of the zeros of the polynomials Pn, Qn, and Qn−2.
Remark. At the Conference held in honour of N. M. Temme in Santander, D.K. Dimitrov and F. Marcellán asked
about the monotony of the ceros qn,i of Qn as a function of the parameter  for n ﬁxed. There exist numerical examples
illustrating that these zeros can be either an increasing function or a decreasing function of the parameter  when
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Table 2
Positive zeros of P20, Q20, and Q

18
k x20,k q

20,k q

18,k
1 0.1311664778 0.1367354885 0.1483928369
2 0.3886058762 0.4034123911 0.4359378604
3 0.6334489171 0.6537040688 0.7023104304
4 0.8623679310 0.8848927786 0.9456859713
5 1.0757705526 1.0985698372 1.1693324917
6 1.2761951941 1.2982314457 1.3784961391
7 1.4672616026 1.4880327370 1.5791434857
8 1.6535396367 1.6728317728 1.7791259516
9 1.8417040064 1.8594181016 1.9939953935
10 2.0462086886 2.0622308292
Table 3
Positive zeros of P21, Q21, and Q

19
k x21,k q

21,k q

19,k
1 0.2520591518 0.2618038246 0.2824973537
2 0.4959382839 0.5126962904 0.5506331275
3 0.7264518784 0.7469892091 0.7981727775
4 0.9421106742 0.9640074255 1.0255230261
5 1.1440666782 1.1658878150 1.2362969577
6 1.3348915676 1.3558717202 1.4351200979
7 1.5179426030 1.5377160990 1.6273703894
8 1.6974513749 1.7158527670 1.8203015213
9 1.8797442420 1.8966914039 2.0288670293
10 2.0788427493 2.0942270721
the degree of the polynomials is low. However, our numerical experiments allow us to think that there exist certain
properties of monotony when the degree of the polynomials is large. Perhaps, by adapting the results appearing in [1]
it could be possible to obtain results about the monotony of these zeros as a function of , but till now this remains an
open question.
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