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ABSTRACT
This paper presents a novel unifying framework of bilinear LSTMs that can repre-
sent and utilize the nonlinear interaction of the input features present in sequence
datasets for achieving superior performance over a linear LSTM and yet not incur
more parameters to be learned. To realize this, our unifying framework allows
the expressivity of the linear vs. bilinear terms to be balanced by correspondingly
trading off between the hidden state vector size vs. approximation quality of the
weight matrix in the bilinear term so as to optimize the performance of our bilinear
LSTM, while not incurring more parameters to be learned. We empirically eval-
uate the performance of our bilinear LSTM in several language-based sequence
learning tasks to demonstrate its general applicability.
1 INTRODUCTION
Recurrent neural networks (RNNs) are popularized by their impressive performance in a wide
variety of supervised and unsupervised sequence learning tasks, which include language model-
ing (Merity et al., 2018), statistical machine translation (Bahdanau et al., 2015), and co-reference
resolution (Lee et al., 2017). Different variants of RNNs such as long short-term memory (LSTM)
networks (Hochreiter & Schmidhuber, 1997) and gated recurrent units (Cho et al., 2014) share a
common architectural trait of being built by feedforward neural networks connected in a recurrent
manner. Given a sequence of input feature vectors xt ∈ R
n for t = 1, . . . ,T , a RNN models a recur-
rence relation of the form ht , f (xt ,ht−1) using a neural network f that outputs a corresponding
sequence of context/hidden state vectors ht ∈ R
m for t = 1, . . . ,T where h0 , 0.
Typically, a RNN is instantiated by linear neurons coupled with a non-linear activation function,
which constitute its basic building blocks; to be consistent with the literature (Park & Zhu, 1994),
we refer to such neurons as linear. However, sequence datasets tend to have amore-than-linear rela-
tionship between xt and contextht−1, which can be motivated by the following real-world examples
from natural languages: Language constructs such as adverbs and adjectives serve as modifiers of
adjacent words. This should naturally affect the processing of adjacent words based on context
in a non-linear manner (see Table 2 in Section 4.2). A natural language is usually well-defined
by a grammar full of complex context-sensitive interactions (Table 3, Section 4.4). Consequently,
language-based sequence learning tasks must accurately capture these interactions.
These examples reveal the need and challenges to represent the complex interactions between xt
and context ht−1 with high fidelity, which have been addressed by adding more hidden neurons per
layer in a RNN, increasing its depth, and/or designing complex RNN architectures.
An alternative strategy is to consider more expressive neurons as basic building blocks: Histori-
cally, polynomial regression is viewed as superior to linear regression by including a higher-order
term that accounts for the multiplicative interaction of the input features. Specifically, we consider
neurons with additional second-order term(s) (otherwise known as bilinear neurons) to represent the
interaction between xt and context ht−1. A bilinear neuron in a bilinear RNN can be defined as
f (xt ,ht−1), σ(wxxt +whht−1+x
⊤
t Wht−1+ b)
1
where xt and ht−1 are column vectors, wx ∈ R
n and wh ∈ R
m are row vectors of linear weights,
W ∈ Rn×m is a matrix of bilinear weights, b ∈ R is a bias term, and σ is a non-linear activation
function (e.g., sigmoid). To be consistent with the literature, we refer to wxxt +whht−1 as the
linear term andx⊤t Wht−1 as the bilinear term. A natural question arising is whether a bilinear RNN
with a nondegenerate choice of W can outperform a RNN with linear neurons (i.e., linear RNN)
consistently across many different sequence learning tasks and yet not require more parameters to
be learned, which has not been explored previously.12
To answer this question, this paper presents a novel unifying framework of bilinear LSTMs that
can represent and utilize the nonlinear interaction of the input features present in sequence datasets
for achieving superior performance over a linear LSTM and yet not incur more parameters to be
learned (Section 3). To realize this, our unifying framework allows the expressivity of the linear
vs. bilinear terms to be balanced by correspondingly trading off between the hidden state vector size
m vs. approximation quality of W in the bilinear term3 so as to optimize the performance of our
bilinear LSTM, while not incurring more parameters to be learned. We show that with some minor
modifications of the stochastic gradient descent (SGD) method, our bilinear LSTM can be trained
without suffering from gradient issues (Section 4.2). We empirically evaluate the performance of
our bilinear LSTM in several language-based sequence learning tasks to demonstrate its general
applicability (Section 4).
2 RELATED WORK
In the domains of convolutional NNs (CNNs) and RNNs, there is recent interest in bilinear networks
that aim to learn pairwise interactions using multiplication as the basic computational operator.
For CNNs, the work of Carreira et al. (2012) has proposed using a bilinear pooling layer in a NN
to summarize the multiplicative second-order interactions. This approach has achieved consider-
able success in the works of Lin et al. (2015) and Ustinova et al. (2017). Due to the combinatorial
explosion in the number of multiplicative interactions, the work of Gao et al. (2016) has proposed
approximating bilinear pooling using random Maclaurin projection as well as tensor sketch projec-
tion. The work of Kim et al. (2017) has proposed an alternative low-rank approximation method
which is utilized to compute the bilinear interactions efficiently within our work.
Surprisingly, bilinear networks are less popular in the domain of RNNs. The early work
of Park & Zhu (1994) has proposed using a mixture of linear and bilinear terms in a RNN, al-
beit with limited empirical validation and no further efficiency consideration. This work has been
extended to cater to specific applications with limited popularity (Park & Jeong, 2002; Park, 2013;
Zhao et al., 2011). Bilinear networks have also been proposed in the work of Goudreau et al. (1994)
as second-order networks whose training and prediction are computationally expensive due to the
quadratic cost of evaluating the bilinear term (Section 1).
Recently, bilinear RNNs have received renewed interest. The work of Kim et al. (2018) has proposed
a LSTM with solely bilinear terms whose performance is empirically validated on task-specific
datasets such as that of multi-object tracking and person re-identification. Alternatively, the work
of Shi et al. (2016) has proposed a deep LSTM that operates on n-gram features using a unique
LSTM architecture whose deeper stacked LSTMs take inputs from multiple time steps.
Our work here differs from the existing bilinear RNNs in that we aim build a general-purpose cost-
effective computational incarnation which optimizes for performance without incurring additional
1Degenerate choices of W include 0 and w⊤x wh (Wu et al., 2016), which do not introduce any additional
parameter to be learned. A nondegenerate choice of W is more flexible and hence improves the expressive
power of a bilinear RNN.
2Though a neural network comprising only linear neurons is a universal approximator (Cybenko, 1989),
such a guarantee may not hold when the number of parameters to be learned is constrained (e.g., due to limited
memory of an edge device).
3Our unifying framework therefore subsumes the linear LSTM.
2
Implementation Cost-effective Validation
Bilinear RNN No eval. Synthetic
2nd Order RNN No eval. Theoretical proposal
Bilinear LSTM No eval. Multi-Object Tracking
MRNN No eval. Generative Sentence Completion
MI-RNN Yes Lang. Modeling, Speech Recog., Skip thought, Attentive
Reading
Our work Yes Synthetic, Lang. Modeling, Syntactic Evaluation, Logi-
cal Inference
Table 1: Comparing related work for bilinear RNNs. We denote an approach as cost-effective if
improvements are achieved without incurring additional parameters.
learnable parameters. This demonstrates the cost-effectiveness of the bilinear RNNs in general-
purpose tasks.
Other works have also explored capturing higher-order interaction effects using hadamard product
as a computational block. Two such works aremultiplicative RNN (MRNN) (Sutskever et al., 2011),
and multiplicative integration RNN (MI-RNN) (Wu et al., 2016). Although different in implemen-
tation, both these works use some form of elementwise multiplication between the context and the
current input as a form of propagation. We highlight the key contributions of these works as well as
ours in Table 1.
Our work is most comparable with MI-RNN in the breadth of validation, as well as a focus on cost
effectiveness. However, our approach is more flexible as MI-RNN involves weight sharing between
the linear and bilinear term to offer a cost effective approximation. This may not be sufficiently
expressive in all circumstances (Section 4).
3 DESIGN
An LSTM is defined using a collection of gates. The purpose of these gates is to focus the recurrent
cell on pertinent subportions of input, and context. An LSTM cell is defined as follows:
it , σ(W
i
xxt +W
i
hht−1) , ft , σ(W
f
x xt +W
f
h ht−1)
ot , σ(W
o
x xt +W
o
hht−1) , C˜t , tanh(W
g
x xt +W
g
hht−1)
Ct , ft ×Ct−1+ it× C˜t , ht , tanh(Ct)×ot
(1)
where the bias term is omitted to ease notation. In equation 1,W ∗x ∈R
m×n, andW ∗h ∈R
m×m , where
n is the dimensionality of xt and m is the dimensionality of ht−1. Consequently the LSTM gates it ,
ft , and ot compute a collection of neurons commonly referred to as a layer. The dimensionality of
ht−1 is commonly referred to as the size of the LSTM, denoted in units. We note that the above differs
from simple RNNs with the ability to forget with the forget gate ft , and selectively incorporate
current inputs using the input gate it . The ability to forget, and selectively focus on subportions of
current input has been found to improve performance over longer length sequential datasets.
Recall that we aim to model LSTM neurons as g(xt ,ht−1) , σ(wxxt +whht−1 +x
⊤
t Wht−1)
wherewx andwh serve as the linear weights, andW forms the bilinear weights. Due to the quadratic
size ofW , the bilinear term x⊤Wht−1 must be approximated in an efficient manner.
A common approximation technique for large matrices is low-rank decomposition through sin-
gular value decomposition or other techniques. This approach has been used by several authors
in deep learning to speed up the training and evaluation of Neural Networks. In particular Mo-
bileNet (Howard et al., 2017) and Xception (Chollet, 2017) use separable convolutions to serve as a
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low rank approximation to large tensor convolutions. Following these examples, we consider a low
rank approximation of the bilinear term.
A rank-κ approximation of the bilinear term can be parameterized as follows: x⊤t Wht−1 ≈
x⊤t (W
κ
x W
κ
h )ht−1, where W
κ
x ∈ R
n×κ , W κh ∈ R
κ×m are rank-κ matrices. A rank-κ approxima-
tion incurs O(κ(n+m)) space per neuron4 for a total of O(mκ(n+m)) space5 for a LSTM with
O(m) neurons. This approach, although feasible, remains relatively expensive due to the number of
neurons commonly present in modern LSTM architectures.
BILINEAR POOL
The key insight of our approach is to decouple the bilinear terms into its own computational unit
which we term the bilinear pool and as a separate step integrate it with the LSTM computation as
feature vectors. This allows for a greater control over the level of approximation afforded to the
bilinear terms by detaching the size of the LSTM from the size of the bilinear pool. Meanwhile
bilinear expressivity is gained through the integration step. We reiterate the technique proposed
by Kim et al. (2017) to construct the bilinear pool:
A per-neuron rank-κ approximation of the bilinear term requires matrix parameterization with
W
i,κ
x ∈ R
n×κ ,W
i,κ
h ∈ R
κ×m for each neuron i.
βi , x
⊤
t (W
i,κ
x W
i,κ
h )ht−1 = (x
⊤
t W
i,κ
x )(W
i,κ
h ht−1)
where βi refers to the bilinear term of the i
th neuron. Therefore for an LSTM with O(m) neurons,
this parameterization requires two 3-Tensors: Wm,κx , W
m,κ
h . Firstly, we reduce the overall cost of
these tensors by using a rank-1 approximation:
βi , x
⊤
t (W
i,1
x W
i,1
h )ht−1 = (x
⊤
t w
i,1
x )× (w
i,1
h ht−1)
Note that this change automatically reduces a per-neuron matrix operation to a per-neuron vector
operation with w
i,1
x ∈ R
n, w
i,1
h ∈ R
m. This induces a reduction of the 3-Tensor parameterization,
W
m,κ
x , W
m,κ
h into a 2-Tensor (i.e. a matrix). Thus we can compute the bilinear terms in aggregate
using matrix operations:
β , (x⊤t W
m
x )
⊤ ◦ (Wmh ht−1)
where, ◦ denotes the elementwise hadamard product, and Wmx ∈ R
n×m, Wmh ∈ R
m×m are used to
compute the bilinear terms in aggregate6. The key insight is to decouple the bilinear approximation
quality determined by the size of Wmx ,W
m
h , from the dimensionality of β , thus forming a separate
computational unit for the bilinear approximation:
β , 1[(x⊤t W
m
x )
⊤ ◦ (Wmh ht−1)]≈Wµ
Bilinear pool
︷ ︸︸ ︷
[(x⊤t W
µ
x )
⊤ ◦ (W
µ
h ht−1)]
where 1 is the identity matrix of size m×m, W
µ
x ∈ R
n×c, W
µ
h ∈ R
c×m, and finally Wµ ∈ R
m×c
integrates the approximation with the dimensionality of β . Here the additional hyperparameter, c,
controls the quality of the approximation, and is decoupled from the overall number of neurons.
4In comparison, a linear neuron incurs O(n+m) space.
5Although a special case for κ = 1 is to use a degenerate choice of w1x =wx,w
1
h = wh (Wu et al., 2016)
which incurs no additional learnable parameters. We re-visit this approach in Section 4.
6Here we slightly abuse notation to assume there are m neurons, and thus m bilinear terms to compute.
In actuality, there are O(m) neurons and consequently O(m) bilinear terms. Specifically for LSTM there are
usually 4m neurons, however this is unimportant for understanding the approach.
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Figure 1: Linear (a) and bilinear Neurons (b); the bilinear pool forms a separate computational unit.
W
µ
x , W
µ
h , and the hadamard product, ◦, are used to compute c bilinear terms, each of which are
rank-1 approximations. Note that the bilinear pool is shared amongst all neurons of a LSTM cell.
Empirically, we find setting 0.10m≤ c ≤ 0.35m leads to generally good results. The bilinear pool,
and the altered neuron computation is visualized in Fig. 1.
We use c to denote the size of the bilinear pool. We highlight the additional space complexity due
to the bilinear pool is O(c(n+m)+mc), which alters the overall space complexity of the LSTM to
O(m(n+m) +c(n+m)+mc ). By decoupling the bilinear approximation quality from the number
of neurons, we gain fine-grained-control over the space complexity allocated to the bilinear approx-
imation. Thus the LSTM formulation is modified as follows:
µx , x
⊤
t W
µ
x , µh ,W
µ
h ht−1 , µt , µ
⊤
x ◦ µh
it , σ(W
i
xxt +W
i
hht−1 +W
i
µ µt ) , ft , σ(W
f
x xt +W
f
h ht−1 +W
f
µ µt ) ,
ot , σ(W
o
x xt +W
o
hht−1 +W
o
µ µt ) , C˜t , tanh(W
g
x xt +W
g
hht−1 +W
g
µ µt )
where, µt forms the bilinear pool, whose size is denoted by c andW
∗
µ ∈ R
m×c.
COST-BENEFIT TRADEOFF
There exist two central cost-benefit tradeoffs to utilizing bilinear LSTMs. Foremost, to maintain
learnable-parameters parity between linear and bilinear LSTM requires a reduction in dimension-
ality of the context vector, ht−1, denoted by m. This leads to a natural diminishing returns on larger
values of c. Large values of c may well capture bilinear interactions, however the induced reduction
of m will ultimately cripple the expressive power of the bilinear LSTM.
A secondary tradeoff relates to the density of non-linear interaction effects within datasets. Natu-
rally, the size of the bilinear pool should correspond to the density of non-linear interaction effects
present in datasets. Therefore careful hyperparameter search for optimal values of c, and m are
required on a per-dataset basis. We explore these topics in depth in the subsequent section.
4 EXPERIMENTS AND DISCUSSION
The central aim of our validation was to demonstrate the improved performance of bilinear LSTMs
without incurring additional learnable parameters in the model. To allow for an even comparison
between linear and bilinear LSTMs, we explore settings of c andm, such that the number of learnable
5
parameters is equivalent between linear and bilinear LSTMs. This allows us to evaluate whether our
proposed bilinear approach improves performance in a cost effective manner.
We evaluate the performance of bilinear LSTMs on a synthetic benchmark as well as three tasks:
language modeling, targeted syntactic evaluation, and logical inference.
4.1 SYNTHETIC DATA BENCHMARK
We construct a synthetic dataset to reflect reasonable properties of sequential datasets. We assume
that most supervised sequential tasks have significant correlation between inputs, as well as the target
output. To reflect this, we construct a task of predicting the conditional expectation of unobserved
random variables, given some observed data. There exists correlation amongst both observed and
unobserved random variables.
We construct a multivariate normal distribution of 1320 random variables: x1, . . . ,x1200,y1, . . . ,y120
with 0 mean, along with a randomly drawn covariance Σ. We experimented with sparsity values
ranging from 0.10 to 0.95. A dataset was formed by sampling this distribution 100,000 times.
The observed random variables (x1, . . . ,x1200) were separated into 40 timesteps of 30 variables. A
supervised learning task of predicting E[y1, . . . ,y120|x1, . . . ,x30t ] was constructed, with 1 ≤ t ≤ 40.
We apply a LSTM to this task by feeding the observed variables into an LSTM in chunks of 30 at
each time step.
The dataset was separated with a 80%− 10%− 10% train/validation/test split. We constructed a
baseline model of an LSTM, with m= 250, followed by a fully-connected layer performing a linear
map to 120 variables with no activation function. We used an Adam (Kingma & Ba, 2015) optimizer
with a learning rate of 0.001 to minimize a mean-squared-error loss over 35 epochs. We present the
test loss achieved after training in Fig. 2(a) with variable settings of c, while keeping the number of
total learnable parameters constant. Note the baseline LSTM model is denoted with c= 0. Bilinear
LSTM achieve performance improvements over linear LSTM with moderate to high values of c.
This task demonstrates the ability of bilinear LSTMs to achieve improvements over LSTMs with the
same number of learnable parameters. We note that for 0.70, and 0.10 sparse datasets, diminishing
returns are observed for higher values of c.
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Figure 2: Visualizing the effects of the bilinear pool size on performance (a), and a breakdown of
test error by timestep (b), 1≤ t ≤ 40.
We also present a breakdown of test error by timestep in 2(b) comparing our best bilinear LSTM
with the baseline LSTM model for the 0.10 sparse, and 0.85 sparse datasets. We see that LSTM
and bilinear LSTM are almost equivalent in performance during the earlier timesteps, however bi-
linear LSTM far outpaces LSTM in the later timesteps as the interaction of many observed variables
governs the expected value of unobserved variables.
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This synthetic benchmark demonstrates the value and the cost-benefit tradeoff of bilinear LSTMs in
an idealized synthetic dataset which reflects reasonable properties of many sequential datasets.
4.2 LANGUAGE MODELING
Word level language modeling is a task designed to evaluate a model’s performance of learning
language constructs such as sentence structure, grammar, co-occurence of word tokens. We evaluate
our model by validating on the Penn Treebank (PTB) dataset.
We compared bilinear LSTM using the approach followed by AWD-LSTM (Merity et al., 2018)7.
We experimented with various sizes of the bilinear pool, c. However we note that in all cases, m was
adjusted to keep the number of learnable parameters constant. Our models were compared against
baseline linear LSTMs with a 3-layer LSTM with m= 1150 with an embedding dimension of 400.
We observed a severe exploding gradient issue while attempting to train our bilinear LSTM. Using
separate learning rates for the linear and the bilinear terms solved this issue in practice. This is
another hyperparameter that requires careful tuning. If the bilinear learning rate is too low, the
bilinear pool fails to learn in a reasonable timeframe, meanwhile if set too high the bilinear pool
suffers poor optimization or exploding gradient issues. Setting the bilinear learning rate to between
25% and 75% of the linear learning rate works well for most datasets.
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Figure 3: Visualizing the effects of the bilinear learning rate on exploding gradient (a), bilinear
learning rate, and c on performance (b). We note that both hyperparameters require careful tuning
to find optimal values. In (b), baseline LSTM model is depicted with m= 1150,c= 0.
In Fig. 3, we show the effects of these hyperparameters. Fig. 3(a) we compare the mean gradient L1
norm of the linear and bilinear terms. We truncated the time series for 90%, and 100% LR as the
ratios exploded to high values shortly thereafter. Fig. 3(b) we vary the bilinear learning rate as a ratio
of the linear learning rate. We observe that the bilinear learning rate significantly affects performance
and moderate ratios work best. We also observe the size of c must be carefully balanced. A large
bilinear pool necessitates a reduction in the dimensionality of ht−1 to keep the number of learnable
parameters constant. This hurts overall performance for larger bilinear pools. Our best performing
bilinear LSTM achieved a test perplexity of 57.46 compared with a baseline LSTM test perplexity
of 59.38.
We also explored the root cause of the improvement. The PTB test dataset was tagged using the Stan-
ford CoreNLP Tagger (Toutanova et al., 2003), and separated into trigrams categories. We binned
each instance prediction by the preceding trigram category, and compared the category perplexi-
ties between baseline and bilinear LSTMs. We present the trigram categories which were over-
represented in their contribution to improving the final perplexity score. For each trigram, we also
7https://github.com/salesforce/awd-lstm-lm
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Trigram Score Example
IN, NNP, CC 13.93 oil company refineries ran flat out to prepare for a robust holiday
driving season in july and august that did n’t...
RB, VBZ, DT 12.45 it also has a unk facility in california
NN, JJ, JJ 11.74 a celebrity guest u.s. ambassador to west germany...
NN, CD, TO 11.04 meridianwill pay a premiumof $ Nmillion to assume $ N billion
in deposits
VBP, VBN, RB 10.92 new york futures prices have dropped significantly from more
than...
Table 2: Most improved trigram categories between linear and bilinear LSTMs. Score is a measure
of over-representation, where 1.0 denotes no over-representation. Parts of speech tag definitions
may be found in Appendix B.
give an “over-representation score," where 1.0 corresponds to no over-representation. To avoid spu-
rious combinations, we only report on trigrams tags present 15 or more times in the test dataset.
This is presented in Table 2. We note that prepositions (IN), adjectives (JJ), adverbs (RB) and co-
ordinating conjunctions (CC) are prominently featured in this list. This confirms our expectation
that parts of speech which interact with neighboring words or phrases are expected to have a large
bilinear component. Further investigation regarding the mechanism of improvement may be found
in the appendix.
4.3 LOGICAL INFERENCE
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ON-LSTM
BiLinear LSTM
TreeLSTM
Figure 4: Comparing LSTM, MI-RNN, ON-LSTM, TreeLSTM and bilinear LSTM on the Logical
Inference task
We analyzed bilinear LSTMs on the Logical Inference task proposed by Bowman et al. (2015)8.
This task uses a language of six variables, and three logical operators (or, and, not), and parenthesis
for disambiguation. The task consists of determining logical relationships (e.g. entailment, equiv-
alence, contradiction, independence) between pairs of presented sentences. Following the model
presented in Shen et al. (2019) we compare against a baseline LSTM of 400 hidden units and an
embedding dimension of 128 parsing both sentences. The pair of final hidden states, h1, h2 are
8https://github.com/sleepinyourhat/vector-entailment/tree/master/propositionallogic
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N.◦ Bilinear LSTM ON-LSTM LSTM
Short term dependency
Subject verb agreement 0.83 0.81 0.85
Simple 140 0.99 0.99 1.00
In a sentential complement 1680 0.95 0.95 0.98
Short VP coordination 840 0.93 0.89 0.92
In an object relative clause 22000 0.87 0.84 0.88
In an object relative (no that) 22000 0.78 0.78 0.81
Reflexive anaphora 0.80 0.86 0.80
Simple 280 0.85 0.89 0.82
In a sentential complement 3360 0.80 0.86 0.80
Negative polarity items 0.50 0.25 0.54
Simple (grammatical vs. intrusive) 264 0.88 0.18 1.00
Simple (intrusive vs. ungrammatical) 264 0.09 0.50 0.01
Simple (grammatical vs. ungrammatical) 264 0.53 0.07 0.63
Long term dependency
Subject verb agreement 0.62 0.60 0.57
Long VP coordination 400 0.72 0.74 0.74
Across a prepositional phrase 21840 0.71 0.67 0.68
Across a subject relative clause 11200 0.73 0.66 0.60
Across an object relative clause 22000 0.57 0.57 0.52
Across an object relative (no that) 22000 0.52 0.54 0.51
Reflexive anaphora 0.55 0.57 0.58
Across a relative clause 22400 0.55 0.57 0.58
Negative polarity items 0.31 0.30 0.33
Across a relative clause (grammatical vs. intrusive) 10560 0.74 0.59 0.95
Across a relative clause (intrusive vs. ungrammatical) 10560 0.08 0.20 0.00
Across a relative clause (grammatical vs. ungrammatical) 10560 0.12 0.11 0.04
Table 3: Targeted syntactic evaluation comparison between LSTM, ON-LSTM, and bilinear
LSTM. N.◦ refers to the number of instances in each subtask, which we use to give a weighted
average score of the task. Best performing task scores are bolded. Long term dependency indicates
the presence of an unrelated clause between the targeted pair of words. Short term dependency
indicates that no such unrelated clause exists.
used as a sentence embedding. We feed the concatenation of (h1,h2,h1 ◦ h2,abs(h1− h2)) into a
final dense layer with softmax activation function. Both baseline, and bilinear models were trained
on sentences of 6 or less logical operations, and validated on sentences of up to 12 logical opera-
tions. The training dataset was split into 90-10 train/validation split prior to training. We used an
Adam optimizer with cross-entropy loss and a 0.001 learning rate to train both the linear and bilinear
LSTMs. Our best performing model used a bilinear pool of size 117 with the dimensionality of ht−1
set to 337 (c = 117,m = 337), and the bilinear learning rate was set to 95% of the linear learning
rate. We present a comparison between LSTM, MI-RNN, bilinear LSTM, ON-LSTM, and TreeL-
STM on the test dataset in Fig. 4. We outperform LSTM, MI-RNN, and ON-LSTM (Shen et al.,
2019) on this task. We note that the comparison with TreeLSTMmay be inaccurate due to unknown
hyperparameter settings and number of learnable parameters.
The significant performance improvement observed on this task demonstrates a correlation between
bilinear pool size and logical inference. We believe that this task exhibits a great degree of higher
order effects due to the usage of parenthesis for disambiguation, and boolean operators as naturally
more-than-linear. These results also highlight a shortcoming in the MI-RNN approach in datasets
with a high bilinear component. Our results are also competitive with TreeLSTM.
4.4 TARGETED SYNTACTIC EVALUATION
Targeted syntactic evaluation was proposed by Marvin & Linzen (2018)9. This task evaluates lan-
guage models on correctly assigning a higher likelihood to grammatical sentences than ungrammat-
ical sentences. A trained language model is presented with sentences testing their ability to discern
correct subject-verb agreement, reflexive anaphora, and negative polarity items.
9https://github.com/BeckyMarvin/LM_syneval/
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We follow the settings used by Marvin & Linzen (2018) and compare against an LSTM with two
layers and 650 hidden units with an input embedding dimension of 200, and output embedding
dimension of 650. We train a bilinear LSTM with 622 hidden units, and a bilinear pool size of 62
on a 90 million word subset of Wikipedia for 40 epochs. A batch size of 128 was used with an
input embedding dimension of 200, and output embedding dimension 62210. Due to the observed
high variance of the results, we show averaged results over five runs. We compare the result of our
bilinear LSTM with that of ON-LSTM, and baseline LSTM in Table 3.
We outperform LSTM, and ON-LSTM on the long subject-verb pair agreement. We show reduced
performance on reflexive phrases, short subject-verb pair agreement, and negative polarity items
when compared to LSTM. However, for negative polarity, and long term negative polarity tasks
we still outperform ON-LSTM. It is unclear whether the prominence of third person speech on
Wikipedia promotes learning of grammar rules of reflexive phrases11. Never-the-less we achieve
superior validation perplexity on the dataset when compared to baseline LSTM.
5 CONCLUSION
We have presented a novel unifying framework of bilinear LSTMs. Our framework achieves superior
performance to LSTMs on a variety of sequential datasets showing its general purpose applicability.
Our approach is significantly different from other works as we achieve improved performance on a
wide variety of datasets, showing the general purpose applicability of our approach. Furthermore,
we demonstrated a performance improvementwithout incurring additional parameters in the model,
showing the cost-effectiveness of bilinear LSTMs.
Our work either outperforms, or is competitive with other LSTM variants on several datasets. We
have established the potential for bilinear LSTMs to outperform LSTMs through the use of bilinear
second order terms at the neuron level.
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APPENDIX A: INTERPRETABILITY
We investigate bilinear LSTMs in depth to verify bilinear activity corresponds to inputs with a clear
bilinear component. We define term activation as the mean L1 norm of the bilinear (W
∗
µ µt ), and
linear (W ∗x xt +W
∗
h ht−1) terms while predicting on samples from the test dataset. We computed
the ratio of bilinear:linear term activation. We present several instances from the Logical Inference
task and highlight the inputs which caused exhibited high bilinear:linear term activation:
( ¬ ( ( ( d ( ∧ b ) ) ( ∨ ( a ( ∧ b ) ) ) ) ( ∨ ( ( ¬ d ) ( ∧ d ) ) ) ) )
( ( ( a ( ∨ c ) ) ( ∧ ( ¬ ( b ( ∧ f ) ) ) ) ) ( ∧ ( ( ¬ b ) ( ∧ c ) ) ) )
( ( ( c ( ∧ ( ¬ c ) ) ) ( ∨ a ) ) ( ∧ ( a ( ∧ ( ( ¬ f ) ( ∨ f ) ) ) ) ) )
( ( ¬ ( ( c ( ∧ ( ¬ e ) ) ) ( ∧ c ) ) ) ( ∧ ( b ( ∨ ( e ( ∨ c ) ) ) ) ) )
( ( ( ¬ ( ( ¬ f ) ( ∨ f ) ) ) ( ∧ ( a ( ∨ f ) ) ) ) ( ∨ ( d ( ∨ a ) ) ) )
( ¬ ( ( e ( ∧ d ) ) ( ∨ ( ( ¬ ( c ( ∧ c ) ) ) ( ∧ ( c ( ∨ d ) ) ) ) ) ) )
From the sample above, the logical operators of ∧ and ∨ show the highest consistent ratios. The
unary ¬ operator and free variable inputs show medium levels of activation, and parenthesis show
the lowest amount of bilinear activation. This is consistent with our expecations. We also present a
list of unigrams and their mean activation ratios in Table 4 which confirm these observations.
Unigram Bilinear:linear mean L1 ratio
∧ 1.95
∨ 1.63
c 1.47
d 1.41
b 1.34
f 1.22
a 1.21
e 1.18
¬ 0.89
( 0.65
) 0.38
Table 4: Unigrams with the highest bilinear:linear term mean activation L1 ratios
We repeat the same investigations for Penn Treebank dataset. We examined the existence of a link
between bilinear activation and parts of speech tags. We present a small subset of the PTB test
dataset with highlighting for emphasis.
but while the new york stock exchange did n’t fall apart friday as the dow
jones industrial average plunged N points most of it in the final hour it barely
managed to stay this side of chaos
some circuit breakers installed after the october N crash failed their first test
traders say unable to cool the selling panic in both stocks and futures
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the N stock specialist firms on the big board floor the buyers and sellers of
last resort who were criticized after the N crash once again could n’t handle
the selling pressure
big investment banks refused to step up to the plate to support the beleaguered
floor traders by buying big blocks of stock traders say
heavy selling of standard & poor ’s 500-stock index futures in chicago unk
beat stocks downward
seven big board stocks ual amr bankamerica walt disney capital citiesabc philip
morris and pacific telesis group stopped trading and never resumed
We see that in general, bilinear activation is very high on key words. However, we also see medium
levels of activation with adjectives and adverbs as well. To gain further insight we show the parts of
speech tags with high mean activation ratios in Table 5.
Part of speech Bilinear:linear mean L1 ratio
Symbol 0.39
Interjection 0.37
Verb gerund or present participle 0.28
Foreign word 0.26
Noun, plural 0.26
Cardinal number 0.26
Noun singular 0.25
Verb, past participle 0.24
Adjective 0.25
Verb, base form 0.24
Adjective, superlative 0.22
Proper noun, singular 0.22
Adjective, comparative 0.21
Adverb 0.20
Adverb, Superlative 0.20
Table 5: Parts of speech tags with the highest bilinear:linear term mean L1 ratios
We see that symbols and interjections have the highest bilinear activation. Symbols are often used to
denote grammatical constructs, or create compoundwords. Interjections usually occur show emotion
or excitement. Gerund verbs show high activation as well, and are used to modify the present state
of a subject. Nouns, adjectives, and some verb forms have high activation as well. Adverbs have
average bilinear activation ratios12.
This in depth investigation helps confirm that bilinear terms work well for capturing more-than-
linear effects within sequential datasets.
12The mean ratio for the test dataset was empirically observed to be .213
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APPENDIX B
For reference we present a list of parts of speech tags used elsewhere in the paper.
PoS Tag Definition Example
CC Coordinating conjunction and, or
CD Cardinal Number 5, seven
DT Determiner the, these, any
FW Foreign Word ich, oui
IN Preposition in, of, like
JJ Adjective white, large, opaque
NN Noun, singular glass, team, book
NNP Proper noun, singular New York, Bern
RB Adverb quickly, silently
TO To to
VBN Verb, past participle graduated, wrote
VBP Verb, non 3rd person, singular, present suffice, run
VBZ Verb, 3rd person, singular, present suffices, runs
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