Abstract. Certain results on representations of quivers have analogs in the structure theory of general Coxeter groups. A fixed Coxeter element turns the Coxeter graph into an acyclic quiver, allowing for the definition of a preprojective root. A positive root is an analog of an indecomposable representation of the quiver. The Coxeter group is finite if and only if every positive root is preprojective, which is analogous to the well-known result that a quiver is of finite representation type if and only if every indecomposable representation is preprojective. Combinatorics of orientation-admissible words in the graph monoid of the Coxeter graph relates strongly to reduced words and the weak order of the group.
Introduction
Coxeter groups, in the crystallographic case, have been used in several recent papers on representations of quivers or more general finite dimensional algebras, see for example [9, 10, 1, 15] . On the other hand, Pelley and the author used representations of quivers to prove that the powers of a Coxeter element in an infinite irreducible crystallographic group are reduced [12] , and then Speyer proved the result for a general Coxeter group [16] , using combinatorics of [12] and stripping out the quiver theory. The current paper shows that certain results on representations of quivers have analogs in the theory of Coxeter groups. The road from quivers to Coxeter groups goes through the notion of root in view of the results of Kac [11] , for a root of a Coxeter group is an analog of a real root of a quiver, and each positive real root of a quiver is the dimension vector of a unique up to isomorphism indecomposable representation. Therefore we view a positive root of a Coxeter group W as an analog of an indecomposable representation, and view a finite set of positive roots as an analog of a representation that need not be indecomposable but has no isomorphic direct summands.
Among the indecomposable representations of an acyclic quiver that correspond to real roots, the most important are preprojective and preinjective representations introduced by Bernstein, Gelfand, and Ponomarev [4] as those annihilated by a power of the Coxeter functor. The analog of the Coxeter functor is a Coxeter element, so Igusa and Schiffler [9] fix a Coxeter element c ∈ W and define a c-preprojective (resp. c-projective) root as a positive root sent to a negative root by a positive power of c (resp. by c). The element c determines a unique acyclic orientation of the Coxeter graph Γ of W and thus turns it into a quiver. The inverse Coxeter element, c −1 , yields the opposite quiver, so the c −1 -preprojective roots are analogs of preinjective representations.
To study c-preprojective or c-projective roots, we give a different, but equivalent, definition. Following the suggestion of [4, Note 2, p. 25], we say that a positive root is cpreprojective if there exists a c-admissible sequence of vertices of Γ, called (+)-admissible in [4] , for which the associated product of simple reflections sends the root to a negative root. In this context a simple reflection is the analog of a reflection functor, and the advantage is that the collection of c-admissible sequences has a rich combinatorial structure. The collection has a natural equivalence relation and a preorder structure that induce on the set of equivalence classes a partial order closely related to the weak order; thus obtained partially ordered set is a distributive lattice; there is a canonical form for each equivalence class; etc. These and other results of Pelley, Tyler, and the author [12, 13, 14] hold for an arbitrary acyclic quiver. Based on these results and using the work of Howlett [7] and Speyer [16] , we show that properties of c-preprojective or c-projective roots are similar to well-known properties of preprojective or projective representations of a quiver.
We prove that the Coxeter group W is finite if and only if each positive root is cpreprojective (Theorem 3.1), and W is an elementary abelian 2-group if and only if each positive root is c-projective (Proposition 3.2). These statements are analogs of the following well-known results. A quiver is of finite representation type if and only if each indecomposable representation is preprojective [2, Section VIII.1], and a quiver consists of isolated vertices if and only if each indecomposable representation is projective. We obtain (Theorem 2.6) an explicit description of the c-projective roots similar to that of the indecomposable projective representations of a quiver [2, Section III.1], and show that the linear operators −c and −c −1 establish a bijection between the c-projective and c −1 -projective roots.
To better handle the combinatorics of c-admissible sequences, we use an equivalent but more convenient language of graph monoids introduced by Cartier and Foata [6] . For any finite undirected graph, the graph monoid M is the quotient of the free monoid on the set of vertices modulo the congruence generated by the binary relation vwRwv, for all pairs {v, w} of distinct vertices not connected by an edge. When Γ is the graph, a subset (not a submonoid) M(c) of M corresponds to the equivalence classes of c-admissible sequences and, thus, is a distributive lattice having the properties mentioned above. We say that the elements of M(c) are the c-admissible words of M. The surjective monoid homomorphism ρ : M → W sending each vertex to the associated simple reflection relates combinatorics of M to that of W. An element w ∈ W is c-admissible if it has a c-admissible preimage under ρ. If X ∈ M, we say that the word ρ(X) in W is reduced if the length of the element ρ(X) of W equals the length of X.
Throughout the paper we assume W irreducible. It is straightforward to extend our results to the case when W is a finite direct product of irreducible Coxeter groups.
In Section 1 we recall definitions and results about c-admissible words. The notion of principal c-admissible word is important here. Section 2 deals with c-preprojective or c-projective roots. If α is a c-preprojective root, we consider the set of elements X ∈ M(c) for which ρ(X)α is a negative root, and show that the set is a sublattice of M(c) with a unique least element W α , which must be a principal word. Likewise, the set of elements of M(c) sending to a negative root each element of a finite set Ψ of c-preprojective roots is a sublattice with a unique least element W Ψ , which must be a join of principal words. The latter two statements are parts of Theorem 2.4, which plays a major role in the paper.
The section also contains various properties and characterizations of c-preprojective or c-projective roots that are analogs of well-known results on representations of quivers. Section 3 presents the main result, a characterization of finite Coxeter groups in terms of c-preprojective roots. In Section 4 we relate the partial order on M(c) to the left weak order on the set of c-admissible elements of W, and show among other things that if X ∈ M(c), then the word ρ(X) is reduced if and only if X = W Ψ , where Ψ is a finite independent set of c-preprojective roots; here Ψ is independent if the decomposition of W Ψ as a join of principal words has the smallest possible number of terms. Combining these results with a simple inductive construction that produces the canonical form of each principal word in M(c) [13] , we hope to continue our study of reduced c-admissible words in W.
Admissible words of a graph monoid
We begin by recalling some facts, definitions, and notation, using freely [4, 8, 12, 13] . Denote by |S| the cardinality of a set S.
Given a finite undirected graph Γ = (Γ 0 , Γ 1 ) with the set of vertices Γ 0 , the set of edges Γ 1 , and no loops, denote by M = M Γ the graph monoid of Γ [6] , which is the quotient of the free monoid Γ * 0 on the set Γ 0 modulo the congruence generated by the binary relation vwRwv, for all pairs {v, w} of distinct vertices not connected by an edge. The elements of M are all words X = x l . . . x 1 , l ≥ 0, with x j ∈ Γ 0 for all j (this includes the empty word 1), the binary operation is concatenation, and two words are equal as elements of M if and only if one of the words can be obtained from the other by a finite number of interchanges of adjacent letters that are vertices not connected by an edge. The following notions are well defined. The length of X is l = ℓ(X). The support of X, Supp X, is the set of distinct vertices among x j , 1 ≤ j ≤ l. The multiplicity of v ∈ Γ 0 in X, m X (v), is the (nonnegative) number of times v appears among the x j , and the element X is
We relate the elements of M to the sequences of vertices of Γ by recalling the equivalence relation ∼ on the set of all sequences introduced in [13, Definition 1.2]. For any sequences U and V, set U rV if and only if U = x 1 , . . . , x i , x i+1 , . . . , x l , V = x 1 , . . . , x i+1 , x i , . . . , x l , and no edge of Γ joins x i and x i+1 . Then ∼ is the reflexive and transitive closure of the symmetric binary relation r. Every sequence of vertices x 1 , . . . , x l gives rise to the element X = x l . . . x 1 of M, and X = Y = y m . . . y 1 if and only if the sequences x 1 , . . . , x l and y 1 , . . . , y m are equivalent under ∼ . Clearly, the equivalence ∼ corresponds to the aforementioned congruence on Γ * 0 , so every statement from [13, 12, 14] about the equivalence classes of ∼ translates verbatim into a statement about the elements of M.
Let X, Y ∈ M. We set Y X if X = U Y for some U ∈ M [13, Definition 2.1], and we write Y ≺ X if Y X and Y = X. It is straightforward that the binary relation is a partial order, with 1 being the least element of the partially ordered set (poset) M. The poset satisfies the descending chain condition.
An orientation Λ of Γ consists of two functions, s : Γ 1 → Γ 0 and e : Γ 1 → Γ 0 , assigning to each edge a ∈ Γ 1 its starting point s(a) and endpoint e(a). The pair (Γ, Λ) is a quiver (directed graph). In the quiver, each edge a ∈ Γ 1 becomes an arrow a : s(a) → e(a) from s(a) to e(a). Denote by Λ op the orientation obtained by reversing the direction of each arrow of (Γ, Λ). There results the opposite quiver of (Γ, Λ), which we denote by (Γ, Λ) op = (Γ, Λ op ). For each x ∈ Γ 0 and each orientation Λ, denote by x · Λ the orientation obtained from Λ by reversing the direction of each arrow incident to x and preserving the remaining arrows. This extends uniquely to a left action of the graph monoid M on the (finite) set of all orientations: if X = x l . . .
A path in the quiver (Γ, Λ) is either a nontrivial path, or a trivial path. A nontrivial path is a word p = a t . . . a 1 , t > 0, with a j ∈ Γ 1 and e(a j ) = s(a j+1 ), 1 ≤ j < t; here t = ℓ(p) is the length of p. By definition, s(a 1 ) is the starting point, and e(a t ) is the endpoint, of p. One writes p : s(p) → e(p) and says that p is a path from s(p) to e(p). There are precisely |Γ 0 | trivial paths: for each x ∈ Γ 0 , the trivial path e x at x is defined by s(e x ) = e(e x ) = x and ℓ(e x ) = 0. The paths compose as follows. For any path r one sets e e(r) r = re s(r) = r. If p = a t . . . a 1 and q = b u . . . b 1 are nontrivial paths satisfying s(q) = e(p), then qp = b u . . . b 1 a t . . . a 1 . A path p is an oriented cycle if ℓ(p) > 0 and s(p) = e(p). We consider only acyclic quivers, i.e., those without oriented cycles. Then Γ 0 becomes a poset by setting x ≤ y if there exists a path from x to y. We denote this poset by (Γ 0 , Λ).
For the remainder of this section we fix an acyclic quiver (Γ, Λ).
Recall that a subset Q of a poset P is an ideal if x ∈ Q and y ≤ x imply y ∈ Q, and Q is a filter if x ∈ Q and y ≥ x imply y ∈ Q. The principal ideal (resp. principal filter) generated by x is (x) = {y ∈ P | y ≤ x} (resp. x = {y ∈ P | y ≥ x}).
A vertex x of (Γ, Λ) is a sink (resp. source) if it is a maximal (resp. minimal) element of the poset (Γ 0 , Λ). If x is a sink or source, the quiver (Γ, x · Λ) is acyclic. An element X = x l . . . x 1 of M is Λ-admissible, or (+)-admissible in the terminology of [4] , if x 1 is a sink in (Γ, Λ), x 2 is a sink in (Γ, x 1 · Λ), x 3 is a sink in (Γ, x 2 x 1 · Λ), and so on. By [4, proof of Lemma 1.2, p. 24], the latter definition is independent of the choice of a word representing the element of M. An element K ∈ M is complete if it is multiplicity-free, Λ-admissible, and Supp K = Γ 0 . Complete elements exist, and we always denote a complete element by K. For all integers t ≥ 0, K t is Λ-admissible and K t · Λ = Λ . Denote by M(Λ) the subset of M consisting of all Λ-admissible elements. If X ∈ M(Λ), the quiver (Γ, X ·Λ) is acyclic.
(b) Let x j be a sink, 0 < j ≤ l, and let i be the smallest index satisfying x j = x i , 0 < i ≤ j. Then no edge of Γ joins x i and x h if h < i, and we have X = x l . . .
Indeed, if h is the smallest index for which an edge joins x i and x h , there is an arrow a : x h → x i . If h < i, the arrow a is not affected by the successive reversing of the direction of the arrows incident to x 1 , . . . , x h−1 . Hence x h is not a sink in the quiver (Γ, x h−1 . . . (a) Let Θ be a subset of Γ 0 . There exists an element X ∈ M(Λ) satisfying Θ = Supp X if and only if Θ is a filter of (Γ 0 , Λ). If Θ is a filter of (Γ 0 , Λ), there exists a unique multiplicity-free X ∈ M(Λ) satisfying Θ = Supp X.
We quote [12, Definition 3.4, Proposition 3.6, Theorem 3.7, and the proof of part (3) 
The following definition quotes [13, Definitions 1.5 and 2.2]. Definition 1.1. The hull of a filter Θ of (Γ 0 , Λ) is the smallest filter H Λ (Θ) of (Γ 0 , Λ) that contains Θ, as well as each vertex of Γ 0 \ Θ joined by an edge to a vertex in Θ.
An element X ∈ M is Λ-principal of size r > 0 if X = X r . . . X 1 , where:
(ii) Supp X r = x is the principal filter of (Γ 0 , Λ) generated by some x ∈ Γ 0 ; and
hold, we write X = W r,x and say that X r . . . X 1 is the canonical form of X.
By definition, the empty word 1 is Λ-principal of size 0. Denote by P(Λ) the set of Λ-principal elements of M.
If X ∈ P(Λ), the full subgraph of Γ determined by Supp X is connected. We now quote [13, Proposition 1.11 (b) and Corollaries 2.2 and 2.3]. 
We quote [12, Proposition 4.2(3)].
and there exists a reindexing so that
Note that [12, Proposition 4.2(1)] explains how to construct the words X i from the given word X in the above proposition.
Preprojective roots
We now consider quivers arising from Coxeter groups, using freely the terminology of [8] . Let W = (W, S) be a Coxeter system, where W is a group with a finite set of generators S, and let n = |S|. The defining relations are (ss ′ ) m(s,s ′ ) = 1, with s, s ′ ∈ S and m(s, s ′ ) < ∞, where the m(s, s ′ ) are the entries of a Coxeter matrix M = (m(s, s ′ )) s,s ′ ∈S . Here M is a symmetric n×n matrix with m(s, s ′ ) ∈ Z∪{∞}; m(s, s) = 1 for all s ∈ S; and m(s, s ′ ) > 1 whenever s = s ′ . Denote by Γ = (Γ 0 , Γ 1 ) the Coxeter graph of W. The vertices of Γ are defined by a bijection ρ : Γ 0 → S. There exists one, and only one, edge joining vertices x and y if and only if 2 < m(ρ(x), ρ(y)) ≤ ∞. In this paper we assume that W is irreducible, i.e., that the graph Γ is connected. We denote by the same letter ρ a unique (surjective) monoid homomorphism M → W induced by the bijection ρ; here M is the graph monoid of the Coxeter graph Γ. The length of w ∈ W is ℓ(w) = ℓ(X) if w = ρ(X) and ℓ(X) ≤ ℓ(Y ) for all Y ∈ M satisfying w = ρ(Y ). If ℓ(w) = ℓ(X) and X = x l . . . x 1 , we say that the word ρ(X) = ρ(x l ) . . . ρ(x 1 ) in W is reduced, and we also say that ρ(X) is a reduced expression for w. For the rest of the paper we fix an irreducible Coxeter system W = (W, S), a Coxeter element c = s n . . . s 1 , and a bijection ρ :
(a) The element K = v n . . . v 1 is complete c-admissible, ρ(K) = c, and XK ∈ M(c).
, and c = s n . . . s j+1 s j−1 . . . s 1 s j by (a). Therefore s j cs j = s j s n . . . s j+1 s j−1 . . . s 1 is a Coxeter element and x 1 · c = s j cs j . By induction, ρ(X)cρ(X T ) is a Coxeter element and X · c = ρ(X)cρ(X T ).
Thus the fact that all Coxeter elements are conjugate if Γ is a tree, is a consequence of [4, Theorem 1.2, part 1)], saying that if Λ and Λ ′ are orientations of a tree Γ, then
Let V be a real vector space of dimension n with a formal basis {α s | s ∈ S} and symmetric bilinear form B given by B(α s , α
by convention. The values of B are twice those of the bilinear form defined in [8, p. 109] .
We need the modification in order to simplify the forthcoming explicit description of cprojective roots in Theorem 2.6(b)
The group W acts on V by sλ = λ − B(α s , λ)α s , s ∈ S, λ ∈ V, and by extending the action from the generators to the whole group. The action preserves the bilinear form B. A vector α = w(α s ), for some w ∈ W, s ∈ S, is a root. The element s α = wsw −1 of W, which does not depend on the choice of either w or s, is the reflection associated with α. The basis vectors α s are the simple roots. The elements of S are the simple reflections. A root α is positive, α > 0 (resp. negative, α < 0) if all of its coordinates are nonnegative (resp. nonpositive). Every root is either positive or negative. Denote by Φ the root system of W, which is the set of all roots; denote by Φ + the set of all positive roots; and denote by T the set of all reflections in W.
We quote [5, p. 372 , bottom]. 2. An element X ∈ M negates a root α > 0 if ρ(X)α < 0, and X negates a finite subset Ψ of Φ + if X negates each element of Ψ. Denote by N(α) (resp. N(Ψ)) the set of all elements of M that negate α (resp. Ψ). We call X a minimal element of N(α) (resp. N(Ψ)) if X is minimal with respect to the induced partial order on N(α) (resp. N(Ψ)). 
Since no edge of Γ joins a vertex from Supp α ∩ Supp V and a vertex from Supp α ∩ Supp W, then Proposition 2.1 says that either Supp α ∩ Supp V = ∅, or Supp α ∩ Supp W = ∅. Say, the latter holds. Then Supp α ⊂ Supp V so that the action of ρ(W ) does not change the positive coordinates of ρ(V )α. We obtain ρ(V W )α > 0, a contradiction.
Conversely, assume ρ(V W )α > 0. If, say, ρ(V )α < 0, then Supp α ⊂ Supp V whence Supp α∩Supp W = ∅, so that the action of ρ(W ) does not change the negative coordinates of ρ(V )α. Hence ρ(V W )α < 0, a contradiction. Definition 2.3. A root α > 0 is c-preprojective (resp. c-projective) if some X ∈ M(c) (resp. multiplicity-free X ∈ M(c)) negates α. Denote by P(c) the subset of Φ + consisting of all c-preprojective roots. 
We have just proved that
a sublattice because the set of all sublattices of a lattice is closed under intersections.
Denote by f(c) the set of finite subsets of P(c).
Theorem 2.4. In the setting of Theorem 2.3:
(a) The lattice N(α) ∩ M(c) (resp. N(Ψ) ∩ M(c)) has a unique least element W α (resp. W Ψ ), which is a minimal element of N(α) (resp. N(Ψ)). We obtain a map ν : P(c) → M(c) given by ν(α) = W α , which extends to the map ξ : (b) Let W α = x l . . . x 1 . To prove W α ∈ P(c), proceed by induction on l = ℓ(W α ). If l = 1, then [8, Proposition 5.6(a)] says that α = α ρ(x 1 ) is a simple root. Since x 1 is a sink of (Γ, c), the statement holds.
If l > 1, suppose that, for all Coxeter elements d ∈ W, the statement holds for all β ∈ P(d) satisfying ℓ(W β ) < l. Since l > 1, Remark 2.3(b) says that ρ(x 1 )α ∈ P(ρ(x 1 )cρ(x 1 )), and Remark 2.4(b) says that W ρ(x 1 )α = x l . . . x 2 . By the inductive hypothesis, W ρ(x 1 )α ∈ P(ρ(x 1 )cρ(x 1 )). Since W ρ(x 1 )α is ρ(x 1 )cρ(x 1 )-principal, the full subgraph Θ of Γ determined by Supp W ρ(x 1 )α is connected. Now [14, Proposition 2.5] says that W α ∈ P(c) if the full subgraph Ω of Γ determined by Supp W α is connected.
Assume, to the contrary, that Ω is disconnected. Then x 1 ∈ Supp W ρ(x 1 )α and no edge of Γ joins x 1 and a vertex from Supp W ρ(x 1 ) . Therefore W α = W ρ(x 1 )α x 1 = x 1 W ρ(x 1 )α whence W ρ(x 1 )α ∈ M(c) by Remark 1.1(a). Since ρ(W α )α < 0, Lemma 2.2 says that either
Thus Ω is connected and W α ∈ P(c).
By Definition 1.1, W α = W r,x for some r and x. If W α = W q,y then W r,x = W q,y , so that r = q and x = y by Proposition 1.3(c). 
The statement of Theorem 2.4(d) is not true for the map ξ : f(c) → M(c).
Definition 2.4. If α ∈ P(c) satisfies W α = W r,x , for some r > 0, x ∈ Γ 0 , we say that α is a c-preprojective root of size r. Denote by P(c, r) the set of c-preprojective roots of size r.
Note that P(c, 1) is the set of c-projective roots, for if a multiplicity-free word X ∈ M(c) negates a root α > 0, then W α must be multiplicity-free because W α X by Theorem 2.4(a). By Theorem 2.4(b), P(c, q) ∩ P(c, r) = ∅ if q = r. Remark 2.6. Let α ∈ P(c, r) so that W α = W r,x , x ∈ Γ 0 , and set s = ρ(x). If X = U W α and x ∈ Supp U, then X ∈ N(α).
Indeed, Theorem 2.4(c) says that ρ(
The following definition makes use of Definition 1.2 and of Theorem 2.4(b) saying that W α ∈ P(c) for all α ∈ P(c). 
, where Supp V ∩ Supp W = ∅ and no edge of Γ joins a vertex from Supp V and a vertex from Supp W. Since Ψ is independent, Theorem 2.4(a) says that
(b) Suppose Θ ∈ i(c) and W Ψ = W Θ , where Ψ is from (a) and Θ = {β 1 , . . . , β q }. Then q > 0 and W Θ = W β 1 ∨ · · · ∨ W βq by (a). By Proposition 1.4, m = q and there exists a reindexing so that
We define the values of the bilinear form B on the paths in (Γ, c) by setting B(e x ) = 1 if e x is the trivial path at x ∈ Γ 0 , and
if p = a t . . . a 1 is a nontrivial path. It is straightforward that B(p) > 0 for all paths p, and that B(qp) = B(q)B(p) whenever p and q are paths satisfying s(q) = e(p).
The next statement gives a description of the c-projective roots. 
, the s-coordinate of π s (c) is 1. Therefore π s (c) ∈ P(c, 1) and x ∈ Supp W πs(c) so that Supp W 1,x = x ⊂ Supp W πs(c) because Supp W πs(c) is a filter of (Γ 0 , c) by Proposition 1.1(a). By Theorem 2.4(a), W 1,x = V W πs(c) whence V = 1 because W 1,x is multiplicity-free. Thus W 1,x = W πs(c) .
To show the map s → π s (c) is injective, let t ∈ S satisfy t = ρ(y) and π s (c) = π t (c). Then W πs(c) = W πt(c) by Theorem 2.4(a) so that W 1,x = W 1,y by what we have just proved. By Proposition 1.3(c), x = y so that s = t.
To show the map is surjective, let α ∈ P(c, 1). By Theorem 2.4(a), W α is multiplicityfree. Then Theorem 2.4(b) says that W α = W 1,x , for some x ∈ Γ 0 , and Theorem 2.4(c) gives α = ρ(W T 1,x ) −α ρ(x) = π ρ(x) (c). (b) By (a), W πs(c) = W 1,x , and we proceed by induction on l. If l = 1, then π s (c) = α s , so that the t-coordinate is 1 if t = s, and it is 0 if t = s. Since x is a sink, x ≤ y implies x = y. Since e x is the only path from x to x, and B(e x ) = 1 by definition, the statement holds.
If l > 1, suppose that, for all Coxeter elements d ∈ W, the statement holds for all u ∈ S satisfying ℓ W πu(d) < l. Set Y = x l . . . 
In particular, {x 2 , . . . , x l } = Supp Y is the principal filter of (Γ 0 , d) generated by x. Since ℓ(Y ) = l − 1, the statement holds for π s (d), so
where, for each j, q runs through all paths from x to x j in the quiver (Γ, d). Applying ρ(x 1 ) to both sides of the above equality, we get
Note that since x 1 is a sink in (Γ, c) and a source in (Γ, d), the paths x → x j are the same in both quivers for j > 1. And each path p : x → x 1 in (Γ, c) satisfies p = aq for a unique path q : x → x j with j > 1 and a unique arrow a :
(c) The ideal (x) of (Γ 0 , c) generated by x is the filter of the poset Γ 0 , c −1 generated by x. By Proposition 1.1(a), there exists a unique multiplicity-free Z ∈ M(c −1 ) for which (x) = Supp Z. Applying (a) to c −1 instead of c, in view of Definition 1.1 we get that π s (c −1 ) = ρ(Z T )(−α s ) is a c −1 -projective root. Using Proposition 1.3(b) and Remark 2.3(a), we obtain K T = V Z, for some V. Then K = Z T V T and Remark 1.1 says that V T ∈ M(c). Setting U = x l−1 . . . x 1 , we note that U ∈ M(c) and Supp U ⊂ Supp V T , for Supp Z ∩ Supp W 1,x = (x) ∩ x = {x}. Since U and V T are mulltiplicity-free, Proposition
Let Y = y m . . . y 1 and 0 < i ≤ m. Then no edge of Γ joins x and y i , for there is no arrow x → y i in (Γ, c) because y i ∈ x , and no arrow y i → x in (Γ, c) because y i ∈ (x). Hence ρ(y i )(α s ) = α s because B α s , α ρ(y i ) = 0. It follows that ρ(Y )(α s ) = α s .
In view of Remark 2.3(a), we have
The rest is clear.
By Theorem 2.6(a), there is a bijection between the vertices of Γ and the c-projective roots, which is similar to the well-known bijection between the vertices of a quiver and the nonisomorphic indecomposable projective representations of the quiver. The bijection of Theorem 2.6(c) is the analog of the bijection between the indecomposable projective and indecomposable injective representations. Parts (a) and (c) of the following statement are analogs of the well-known properties of indecomposable preprojective representations of a quiver.
Proposition 2.7. Let α ∈ P(c, r) and let X r . . . X 1 be the canonical form of W α = W r,x , r > 0, x ∈ Γ 0 . Set s = ρ(x). Let i be an integer satisfying 0 < i < r. (b) There is nothing to prove if r = 1, so let r > 1 and suppose the statement holds for all β ∈ P(c, r − 1). We show first that cα = ρ(X 1 )α and X r . . . X 2 is the canonical form of W cα , i.e., that the statement holds for i = 1.
By (a), c r−1 (cα) < 0 and c i (cα) > 0 if 0 ≤ i < r − 1. Hence cα ∈ P(c, r − 1) and W cα = W r−1,y for some y ∈ Γ 0 . By Propositon 1.3(b), W r−1,x K and W r−1,y K belong to M(c). Since ρ(W cα )cα = ρ(W r−1,y K)α < 0, Theorem 2.4(a) says that W r,x W r−1,y K. By Proposition 1.3(b), x ∈ y and W r,x W r−1,x K. Therefore y ≤ x and W r−1,x K = U W r,x where x ∈ Supp U . By Remark 2.6, W r−1,x K ∈ N(α) whence W r−1,x ∈ N(cα) so that W r−1,y W r−1,x . By Proposition 1.3(b), x ≤ y. Thus y = x and W cα = W r−1,x = X r . . . X 2 = W ρ(X 1 )α in view of Remark 2.4(b). Since W cα = W ρ(X 1 )α , then cα = ρ(X 1 )α by Theorem 2.4(d). We have proved that the statement holds for i = 1.
The inductive hypothesis says that if 0 < j < r − 1, then
and X r . . . X j+2 is the canonical form of W c j [ρ(X 1 )α] = W c j+1 α Setting i = j + 1, we see that the statement holds if 1 < i < r. 
r,x (−α s ) ∈ P(c, r) and W α = W r,x . Proof. It is straightforward that ρ(W r,x )α = −α s , so α ∈ P(c). We have to prove that W α = W r,x . Let X r . . . X 1 be the canonical form of W r,x .
By Theorem 2.4(b), W α = W q,y for some q > 0, y ∈ Γ 0 . Setting t = ρ(y), we note that W q,y W r,x by Theorem 2.4(a), so Proposition 1.3(b) says that q ≤ r and y ∈ Supp X q . Set Y = X q . . . X 1 . Then W q,y Y so that Y = U W q,y , where y ∈ Supp U because each X j is multiplicity-free. By Remark 2.6,
In view of Theorem 2.4(c),
Since y ∈ Supp U, we must have t = s whence y = x. Thus W α = W r,x . The uniqueness is an immediate consequence of our prior results.
The final statement of this section follows immediately from Theorems 2.9 and 2.6(c). 
Proof. (a) If W is infinite, the word ρ(X) is reduced for all X ∈ M(c) by [16, Theorem 2] . Since W Ψ ∈ M(c), the statement holds.
Suppose W is finite. By [16, Theorem 3] , the element w 0 of maximal length satisfies w 0 = ρ(U ), where U ∈ M(c) and the word ρ(U ) is reduced. Since U ∈ N(Ψ) then W Ψ U. By Lemma 4.2(a), the word ρ (W Ψ ) is reduced. Remark 2.4(a) , and no edge of Γ joins x 1 with a vertex of Supp W α because x 1 is a sink, while Supp W α is a filter of (Γ 0 , c) by 1 )cρ(x 1 )) , and W α x 1 X = Y x 1 by Proposition 1.1(b). Therefore W α Y, and we have
, and no edge of Γ joins x 1 with a vertex of Supp Y as we noted above. Since Supp X = Supp Y ∪ {x 1 }, the full subgraph of Γ determined by Supp X is disconnected, which contradicts the assumption that X ∈ P(c).
2. An element w ∈ W has a c-admissible (resp. c-principal) reduced expression if w = ρ(X), where the word ρ(X) is reduced and X ∈ M(c) (resp. X ∈ P(c)). For any A ⊂ M, denote by Red A the set of elements Z ∈ A for which the word ρ(Z) is reduced.
We now characterize the words in Red P(c). Recall that a map f : P → Q of posets is order-preserving if x ≤ y implies f (x) ≤ f (y), and f is order-reflecting if f (x) ≤ f (y) implies x ≤ y. A map is order-embedding if it is both order-preserving and order-reflecting. We have proved that the map ν : P(c) → Red P(c) is surjective. It is injective by Theorem 2.4(d).
(b) This is an immediate consequence of (a) and Theorem 4.3(b).
(c) This follows from (a) and (b). If W is finite, Theorem 3.1 says that P(c) = Φ + .
We finish with a characterization of the words in Red M(c). . . , X m } is an independent subset of P(c). Suppose ρ(X) is reduced. By Lemma 4.2(a), the word ρ(X j ) is reduced for all j, so Theorem 4.5(a) says that X j = W α j for some α j ∈ P(c). By Definition 2.5, Ψ = {α 1 , . . . , α m } is an independent subset of P(c), so Proposition 2.5 says that X = W Ψ where Ψ is uniquely determined. 
