In this paper we show that the function associated with any closed or non closed term of the -calculus on trees can be represented by a recognizable set of trees whose nodes are labeled by letters and by sets of variables. Rabin's complementation lemma is an immediate consequence of this result.
Introduction
There is no need to recall the importance, in logic and computer science, of Rabin's complementation lemma 10]: for any tree automaton A there is a tree automaton A 0 such that L(A 0 ), the set of in nite trees accepted by A 0 , is the complement of L(A), that constitutes the main lemma in the Rabin's proof of decidability of the monadic second-order theory of the full n-ary tree.
Rabin's proof of this lemma is usually considered as a hard one, and several other proofs have been o ered 3, 5, 6, 2] . All these proofs obey the same pattern. They consider a class O of objects such that a set of trees L(O) is associated with any object O in this class, and they show that O has the two following properties:
Equivalence For Gurevich and Harrington 3] and for Muchnik 5] , an object of O is a twoplayers game G on trees, together with one player p 2 fI;IIg. The set L(G; p) is the set of trees on which player p has a winning nite-state strategy for the game G. In this case the Equivalence property is 8A; 9G : L(A) = L(G; I); 8G; 9A : L(A) = L(G; II); and the Complementation property amounts to saying that for any game on any tree, one of the two players has a winning nite-state strategy (see also the survey of Thomas 11] ).
For Muller and Schupp 6] , O is the class of alternating automata, which contains the usual automata, so that the Equivalence property is: for any alternating automaton B there is an automaton A such that L(B) = L(A). The Complementation property is obtained as a consequence of the determinacy of certain games.
For Emerson and Jutla 2]
, O is the class of all closed terms of the -calculus on trees (cf. 9, 4, 7, 1]), for which the Complementation property is easy: every term can be syntactically transformed into its dual~ where L(~ ) is the complement of L( ). On the other hand, Niwi nski has proved 8] the Equivalence property for the -calculus without intersection, which applies also to non closed -terms. But even if does not contain intersection, its dual may contain intersection. Thus, Emerson and Jutla, still using a game-theoretical argument, prove that for every closed -term there is an alternating automaton B of a special form such that L( ) = L(B) and the Equivalence property for the -calculus becomes a consequence of the Equivalence property for these alternating automata, that they prove by the same kind of arguments as those used for the Equivalence property for games.
In this paper we present a tool that allow to prove directly the Equivalence property for the -calculus, without any use of alternating automata or game-theoretical arguments. Indeed it allows to prove a more general Equivalence property which applies also to non closed -terms and which generalizes Niwi nski's Equivalence property. In 7] , Niwi nski considers the function T x 1 ; x 2 ; : : :; x n ] : P(T) n ! P(T ) associated with a -term whose free variables are x 1 ; x 2 ; : : :; x n (so that when is closed, T ] = L( )), and shows that this function can be represented by a recognizable set of incomplete in nite trees, whose leaves are labeled by variables in fx 1 ; x 2 ; : : : ; x n g, that is the \initial" semantics of the -term, as explained in 7] .
For instance, the -term 1 = a(x; b(y; x)) de nes the function T 1 x; y] such that We suggest to represent this function by something like a(fx; yg; hb;fxgi(y;x)).
In such incomplete trees, leaves are labeled by single variables, as usual, or by sets of variables, but also internal nodes may be labeled by variables, expressing some other constraints that have to be taken into account when substituting trees for variables. This leads us to consider complete in nite trees whose nodes are labeled by a letter and a set of variables, called f-trees, because we use them as a concrete representation of functions over trees (such trees have been considered both by Muchnik 5] , where variables are called \dead-ends", and by Rabin 10] ). We give a proper algebraic meaning to sets of f-trees (called f-sets when they satisfy an additional technical condition) by associating with every f-set F over the variables fx 1 ; x 2 ; : : : ; x n g, a mapping F x 1 ; x 2 ; : : :; x n ] : P(T ) n ! P(T ) and by de ning an operation of composition of f-sets denoted by F x 1 := F 1 ; : : :; x n := F n ].
Then we prove our main result:
(1) for any -term there exists an f-set F such that the function associated with F is equal to the function associated with , and (2) the f-set F is a recognizable set of trees.
This proof is done by structural induction on , the only di cult step being to prove the following result: if F is a recognizable f-set of f-trees, then x:F and x:F, the greatest and least xed points of the equation G = F x := G], are recognizable.
We claim that all the di culty of Rabin's theorem is concentrated in this result.
Of course, all methods used so far to prove Rabin's theorem can be used to prove this single result. Indeed it is not di cult to convince oneself that Lemmas 3.2 and 3.4 of Rabin 10] are direct proof of this result.
Beyond their interest in the present proof of Rabin's complementation lemma, we believe that f-sets should be a useful tool to de ne recognizable functions over sets of trees in the way suggested by Thomas in 12] or to investigate the problem posed in 1] of whether or not the alternation-depth hierarchy of the -calculus with intersection is nite. This paper is organized as follows. In Section 1 we recall some notions and notations about trees. In section 2 we de ne the notions of f-trees and f-sets, we de ne the composition of f-sets and prove some properties of this operation. In Section 3 we de ne the -calculus on trees and show how to associate an f-set with everyterm. In section 4, we show how to prove the generalized Equivalence property for the -calculus.
Preliminary notions 2.1 Notations
We denote by ; the empty set as well as the unique function de ned on the empty set.
For any set E, P(E) is the set of subsets of E. If s and s 0 are two functions from E into P(F), we write s s 0 i 8e 2 E; s(e) s 0 (e). If s : E ! P(F) and if X is a subset of E, then s \ X is the function de ned by (s \ X)(e) = s(e) \ X; similarly, s ? X is de ned by (s ? X)(e) = s(e) ? X.
For any in nite sequence u 2 E ! of elements of E, we denote by u(n), for n 1, the nth element of this sequence, so that u = u(1)u(2) u(n) , and by u n], for n 0, the sequence u(1)u(2) u(n) of length n. In particular, u 0] = ". In all what follows we consider a nite alphabet A.
Trees
Let E be any set. An in nite full binary tree (or, simply, a tree) over E is a mapping t : fl;rg ! E. We denote by T (E) the set of all trees over E. If E is the xed set A, then T (A) will be written T .
If t is a tree and if u 2 fl;rg , then tj u is the tree de ned by 8v 2 fl;rg ; tj u (v) = t(uv). In particular, tj " = t. Let X be a nite set of variables. An f-tree over X is a pair ht;si where t 2 T is a tree over the alphabet A and s 2 T (P(X)) is a tree over the subsets of X.
An f-set over X is a set F of f-trees over X that satis es the condition (F): if ht;si 2 F then ht;s 0 i 2 F, for any s 0 2 T (P(X)) such that s s 0 . We denote by F(X) the set of all f-sets over X. In particular, F(;) can be identi ed with P(T ). The set F(X) ordered by inclusion is a complete lattice whose minimal element is the empty set and the maximal one is T T (P(X)).
Composition of f-sets 3.2.1 De nition
Let Y; X 1 ; : : :; X n be nite sets of variables, let F; G 1 ; : : : ; G n be f-sets, respectively over Y; X 1 ; : : : ; X n , and let x 1 ; : : :; x n be variables. We denote by F x 1 := G 1 ; : : : ; x n := G n ] the f-set F 0 over Z = (Y ? fx 1 ; : : : ; x n g) X 1 X n de ned by ht;s 0 i 2 F 0 i there exists ht;si 2 F such that (i) s ?fx 1 ; : : :; x n g s 0 , and (ii) 8i = 1; : : : ; n; 8u 2 fl;rg ; x i 2 s(u) ) htj u ; s 0 j u \ X i i 2 G i .
The fact that F 0 satis es the condition (F) is a straightforward consequence of the de nition.
In particular, if F 2 F(fx 1 ; : : :; x n g) and if G 1 ; : : :; G n are in F(;) = P(T ), then F x 1 := G 1 ; : : : ; x n := G n ] is in F(;), so that F can be seen as a mapping from P(T ) n into P(T ), when the order of variables is given. To be more precise, if we denote by x a sequence x 1 ; x 2 ; : : :; x n of variables in a given order, containing all the variables of F, then F x] is the mapping from P(T ) n into P(T ) de ned by Rooting For any letter a, let R a be the element of F(fx 1 ; x 2 g) de ned by ht;si 2 R a , t(") = a; x 1 2 s(l); x 2 2 s(r): Proposition 3 For G 1 2 F(X 1 ); G 2 2 F(X 2 ), R a x 1 := G 1 ; x 2 := G 2 ] = fht;si 2 T T (P(X 1 X 2 )) j t(") = a; htj l ; sj l \ X 1 i 2 G 1 ; htj r ; sj r \ X 2 i 2 G 2 g: In particular, for T 1 ; T 2 2 P(T ) = F(;);R a x 1 := T 1 ; x 2 := T 2 ] = a(T 1 ; T 2 ).
Some properties of composition
In this section we will use freely the vectorial notation F x := G] as an abbreviation for F x 1 := G 1 ; : : :; x n := G n ].
Monotonicity and continuity
It follows directly from its de nition that composition is monotonic for inclusion with respect to any argument:
Proposition 4 Let F F 0 2 F(Y ), G i G 0 i 2 F(X i ). Then F x := G] F 0 x := G 0 ]: It follows that for any F 2 F(X), the equation G = F x := G] has a least and a greatest xed point, both in F(X ? fxg), denoted respectively by x:F and x:F.
Moreover, the composition is both sup-and inf-continuous in its rst argument. Proposition 5 Let F i , for i 2 I, be a family of f-sets in F(Y ), and, for j = 1; : : :; n, let G j 2 F(X j ). Then 
Semantics
With each -term , and with any ordering x = hx 1 ; : : :; x n i of a set X of variables containing all the free variables of , we associate a monotonic mapping It is easy to check that F 2 F(FV ( )). This f-set F is a \concrete" representation of the semantics of in the following sense. It is well known (cf. 10]), and easy to prove, that the family Rec(A) of recognizable subsets of T (A) is closed under union and intersection.
Let us consider a second alphabet A 0 and a mapping : A ! A 0 . The projection of a tree t 2 T (A) is the tree (t) 2 T (A 0 ) de ned by 8u 2 fl;rg ; (t)(u) = (t(u)), and the projection of a set T is (T ) = f (t) j t 2 Tg. The inverse projection of T 0 T (A 0 ) is ?1 (T 0 ) = ft 2 T (A) j (t) 2 T 0 g. The family of all recognizable sets of trees is closed under projection and inverse projection.
The complementation lemma
Because of the natural isomorphism T (A) T (P(X)) ' T (A P(X)), any f-set is a set of trees over the alphabet A P(X).
Then it is clear that, for two given sets X and Y of variables, the mapping ht;si ; ht;s ? Y i (resp. ht;s \ Y i) is a projection from T (A P(X)) to T (A P(X ? Y )) (resp. T (A P(X \ Y )).
The complementation lemma is a straightforward consequence of the following result.
Proposition 8 Let be a -term and let X = FV ( ) be its set of free variables. The f-set F 2 F(X) is recognizable as a subset of T (A P(X)).
The proof is by induction on the construction of . The set I x is obviously recognizable. If = 1 _ 2 (resp. = 1^ 2 ) and if G 1 = F 1 and G 2 = F 2 , then F = V x 1 := G 1 ; x 2 := G 2 ] (resp. F = x 1 := G 1 ; x 2 := G 2 ]), and, by Proposition 2, F is the union (resp. the intersection) of the inverse projections G 0 1 and G 0 2 of G 1 and G 2 . Thus, if G 1 and G 2 are recognizable, so is F . If = a( 1 ; 2 ), then, by Proposition 3, F is the set of all trees ha;Y i(t 1 ; t 2 ) with Y X, such that t i belongs to some inverse projection of F i . Thus if F 1 and F 2 are recognizable, so is F .
Since ( x: ) F = x: F and ( x: ) F = x: F , it remains to prove that if an f-set F is recognizable, so are the f-sets x:F and x:F. As explained in the introduction, there are several ways of proving this result. However the more direct one seems to construct the automaton A and A recognizing x:F and x:F given an automaton A recognizing F. This construction has been done by Rabin 10] 
