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We consider perturbations of the (time-dependent) Schroedinger equation 
in Ls(R*) by potentials having small support in an appropriate sense. Estimates 
for the perturbational effects are obtained which depend only on the size of the 
perturbing potential’s support and not on its magnitude. A few exceptional 
cases are examined in which large perturbations are produced by singular 
potentials with point support. 
We will consider perturbations of the Schroedinger equation in s 
dimensions by a potential energy v(/‘(x, t) considered as a possibly 
time-dependent self-adjoint operator on L2(R8). It will be shown 
that the perturbative effect of I’ is small if the support of I’ is appro- 
priately small. In these results the magnitude of V, i.e., (1 I’ llLa , 
will play no role. We remark that in contrast, the usual treatments of 
potential energy as a perturbation require some condition like 
II Vllw * a < 1 where a is the order of magnitude of the dimensions 
of the support of V. See, for example, [4, Chapter VI]. 
We will need to make some preliminary remarks on notation and 
existence of solutions to the Schroedinger equation before stating 
the main results. Let 98 = L2(ZP) with the inner product (which we 
take to be conjugate linear in the first slot) and norm denoted by 
( )Lg and ]I IlLa or sometimes just ( ) and (1 11. L(X) or L(%, Z) 
denotes the bounded linear operators on &. We let H,, be the usual 
“free Hamiltonian” in L2(RS) equal to the closure of the operator 
-c:=, a2/&$ on smooth functions with compact support. The 
following theorem is a special case of a result due to T. Kato; see 
[7, pp. 424-4311. 
THEOREM 1. Let I be a bounded interwal of RI, let t -+ V(x, t) be 
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a strongly Cl map of I -+ L(L2(RS)) with each V(x, t) self-adjoint. For 
any t, s E I, with s < t, 
U(t, S) = strong lim fi exp(i(tj+l - WJO + W>)) 
maxp,+l-tjI~o &n-l 
exists, and the U(t, s) have the following properties: 
1. U(t, t) = I, U(t, s) is unitary, and we canput U*(t, s) = U(s, t) 
if we define U(s, t) analogously to U(t, s) but with the time ordering 
reversed and i replaced by -i, i.e., 
n-1 
U(s, t) = strong lim n exp(-i(tj+, - tj)(Ho + V($))) 
maxIt,+,-t,j+O j,O 
2. U(t, s) U(s, r) = U(t, r). 
3. t, s -+ U(t, s) is jointly continuous in t, s. 
4. For q? E D(II,) (domain of Ho) C L2(Rs), 
(wqu(t, 44 = wo + w> w, 445 
(qq[u(t, SW] = -up, s> *wo + V(‘(s))#. 
(The a2rivative exists in the L2 norm, not necessarily pointwise.) 
If V is not time dependent, U(t, s) = exp(i(t - s)(H,, + V)). In 
either case, U(t, s) is called a unitary propagator. 
Next we will discuss some appropriate notions of smallness for 
subsets of R”. For k a non-negative integer, we define Lk2(R8) as 
D(HtI’) (domain of iYk12) with the inner product 
<f, g>L,e = c 
IalSk 
s, <Oaf (4) D%(x) dx, 
where a = (al ,..., a,) is an s-tuple of non-negative integers, 
1 a 1 = a, + **. + a,, D” = (a/&# **a (a/ax,p. For k < 0, we can 
put Lk2(R8) = dual Hilbert space to L?.,(R8), and identify L2(R8) with 
a dense subspace of Lk2(R*) in an obvious way. We emphasize that 
Lk2 (for k 2 0) consists of equivalence classes of functions equal 
almost everywhere, so that for example the condition “f > 0 on a 
set S” really means f > 0 almost everywhere on S. 
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DEFINITION. Let S be a subset of R”. For K = 1,2, we put 
M”(S) = infill v Lk2 : T EL,~,~= lonS,g,&OonRS}. 
PROPOSITION 1. (i) S c S’ =Y- Mk(S) < Mk(S’) (K = 1,2), 
(ii) M1(S U S’) < Ml(S) + W(S’), 
(iii) M1(U1==l S,) < ZKi M’(S,). 
Proof. (i) is trivial. 
(ii) Define 
i 
‘p EL12 
Ml(S) = inf I/v llLIB :v > 1 on S . 
p 3 0 on Ra I 
Finite subadditivity is trivial for Ml, so we will be done if we can 
show ml(S) = Ml(S) f or all S C Rs. Clearly, Ml(S) < Ml(S) since 
Ml is computed with a larger class of functions. We must show that 
Ml(S) < m(S). Define 8: R1 --f [0, l] to be the function 
I 0 if d(t) = [ if 1 if 
Composition with 0 is a contraction 
want. 
n 
[GO 
O<[<l. 
l<E I 
on LIZ and this proves what we 
(iii) If & Ml(&) = co, (iii) is true trivially. Otherwise, if 
g=r Ml($) < oo, then & Ml(&) -+ 0 as j + co. Pick yn as in 
the definition of M1 with 1 11 yn 1142 - M1(S,J < en for some 
0 <E < 1. ThenC~=,~, -+ y in L12 as j --t CQ since the partial sums 
are Cauchy (because )I CE=., vrr IIL1x f &j Ml(S,) + E/( 1 - E) -+ 0 
as j, K --f co.) By measure and integration theory, cp > 0 everywhere, 
F > 1 in (JE=r S, , and we have 
Since 58 = Ml and E is arbitrary, this finishes the proof. 
The following proposition provides some useful qualitative informa- 
tion concerning the Mk (K = 1,2). 
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PROPOSITION 2. Let B,” = {cc E Rs: 11 x II < E}. Then 
Proof. Consider Ml first. We need functions vcs E L12(R”) with 
~~~ > I on BcS and 
Notice that if we took vEs = 1 on BcS, vss z 0 outside B& , then (for 
the obvious choice of the qss), we would have 
N E(S4)/2 + 0 for s = 2. 
L*(R? 
So we must be more careful in picking the vEs. The following choice 
of vEs will do what we want: 
I 1 for II x II < E PCS,,“(X) = 1% II 3 II/h3 E fore < IIxII ,< 1 . 0 for 1 < II x II 1 
It is an easy calculation to finish the proof. For s = 2, the convergence 
to 0 of 11 vFs I/$* is like 1 l/log E Iliz. The proof for M2 is very similar. 
The above defined yGs are not smooth enough to be in L22(R8), so we 
modify them slightly in the regions R, = {x: E < 11 x 11 < 2~) and 
R, = {x: 1 - E < 11 x 11 ,< l} so that the resulting functions which 
we call rjjF8 are in L, 2. It is tedious but elementary to see that this can 
be done by interpolating with cubic polynomials in R, and R, and 
that the GES do what we want, i.e., 0 = lim,,, 11 GE5 IILae(R8) for s > 4. 
Remark. If in the definition of M1 we restricted the functions v 
to be lower semicontinuous, then M1 would be equal to the square 
root of the capacity associated with the operator --d + I (“Yukawa 
capacity”). This has properties similar to the Newtonian capacity; 
for example, the sets of zero capacity are the same for both. Notice 
however that cap(S) = 0 is stronger than Ml(S) = 0, for the Ml 
we have defined is zero on sets of measure zero. [Even though 
lim Ml(S,) is not necessarily zero if the S, decrease to a set of 
measure 0.1 Our M1 will be more appropriate than capacity in what 
follows, since we will be dealing with L2 solutions of the Schroedinger 
equation rather than pointwise solutions. Notice that the use of 
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capacity-like quantities is perhaps suggested by the fact that solutions 
of the Schroedinger equation with imaginary time parameter have 
representations in terms of Wiener functional integrals (at least for 
a certain class of potentials). 
We can now state one of our main theorems about perturbations 
of the Schroedinger equation. Later we will obtain some special 
results for the case of three dimensions which will improve the results 
of the theorem somewhat. 
THEOREM 2. Let I = [0, r] C R1 be a bounded interval. Let 
t 3 VJx, t) (n = 1,2,...) be a sequence of strongly Cl maps from 
I -+ L(L2(R”)) with each VJx, t) a self-adjoint multiplication operator. 
Let U,(t, s) be the unitary propagators associated with i(H,, + VJx, t)) 
given by Theorem 1. Let S, = uIEI{x: VJx, t) # O}. Conclusions: 
(i) Suppose limndoo M2(S,) = 0. Then strong limn.+m U,(t, 0) = 
exp(itHcJ uniformly for t E I. [This COVHS the cuse diameter (S,) ---t 0 
when s 3 4, by Proposition 2.1 
(ii) Suppose (*) VJt) < (1 + C * 6) VJt + 6) for 6 >, 0 us 
operators, where C is independent of t and n. Suppose further that 
limn+m W(S,) = 0 and that each VJt) >, 0 as operators. Then 
strong lim UJt, 0) = exp(itH,,) uniformly fog t E I. [This covers the 
case diameter (S,) + 0 when s > 2 by Proposition 2.1 
Remark. (*) is vacuously true for the time-dependent case. 
Also the theorem obviously gives similar conclusions regarding 
strong limn+m U,( t, s). 
The theorem will be proved in a series of lemmas. Notice that 
SUP?& II V&9 t)ll Lm = co is not excluded by the hypotheses. 
The notion of a scale of Hilbert spaces will be needed, so we recall 
the relevant definitions and notation now. Let A > 0 be a positive 
self-adjoint operator in the Hilbert space {Z, ( )}. We put 
&“l = D(A1i2) with the inner product (u, v)r = “((I + A) u, w)” = 
((I + A)l/2 u, (I + A)l/2 w}. &Al is a dense linear subspace of X 
with II II1 2 II IIS . Let {&;l, ( )} be the (anti) dual Hilbert space to 
sA1. (X2’ consists of continuous conjugate linear functionals on XYl.) 
It is easy to see that we may identify % with a dense linear subspace 
of %a1 so the pairing between ZF”l and Xi1 agrees with ( ). The 
mapping I + A: D(A) + 2f;l is densely defined and continuous 
when considered as a mapping of a subset of =9&l to x21 so it has a 
bounded extension J E L(HA1, ~8’;‘) = bounded linear operators from 
XA1 to Zil. J is actually easily seen to be a unitary isomorphism. Simi- 
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larly we may consider A E L(XA1, #;l). We call {ZA1 C 2 C Xzl, J> 
the scale associated with A. We will use these constructs mainly in 
the situation X = P(P), A = H, or A = H,, + V for appropriate V. 
S$$i is L:,(P) with an equivalent norm. 
In what follows we shall put Q” = exp(itH,,). 
LEMMA 1. Using the notation of Theorem 1, let 
s = u (x : V(x, t) # 0) 
te1 
and let q~ be a smooth bounded function (in &I Lk2(Rs) = Lm2(R8) for 
example) with q~ E 1 on S. Then for u, v E D(H,,) we have 
(i) U(t, 0) - Qtu = vQ% - U(t, O)(~U) 
+ i 11 W, s)[YQ~H~u - H&Q”~)l ds. 
(We remark that if y E L22 and u EL ,,,2 this equality is still true, but 
one needs to show that yQsu E L22 so that H,,(~IQ%) makes sense. This 
will follow from Lemma 3 to be proved below.) 
(ii) (U(t, 0)u - Qtu, a) = (qQtu, v) - (U(t, 0) vu, v) t 
-i (S U(t, S) pQ*H,u ds, v 0 > 
+ i1: (vQ %, H,U(t, s)*w) ds. 
[Once we have (ii) for smooth 9, we can get it for 9 E L12 by a limiting 
argument-approximate q~ by smooth oh’s. Notice that (i) doesn’t 
necessarily make sense for y E L12.] 
Proof. (ii) follows immediately from (i). 
(i) (a/&)[U(t, s) Q%] = -iU(t, s) V(s) Q*u = -iU(t, s) V(s) yQsu 
= [-- u(t, $1 i(Ho + v(s)) + iu(t, s) Ho] pQ*u 
= @/&W(t, 0 vQ84 less + W, 4 HobQ84. 
Integrating this equality yields 
(4 u(t, 0) u - 8”~ = -1: $ [W, 5) ~)Q”ul I+s ds 
I ’ -i U(t, s) H,(qQ%) ds. 0 
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Now if t -+ w(t) is differentiable from R1 to L2, and s-F(s) is a 
mapping from R1 to L(L2) with s -+ F(s) strongly differentiable on 
the range of w(t), then s -+F(s) w(s) is differentiable and 
www WI = F’(s) 4s) + F(s) w’(s) = wx)[w) 441 lE=s +q+w. 
The proof is trivial. Apply this to the first integral on the right hand 
side of (a) to get (i). This finishes the proof. 
LEMMA 2. If (*) of Theorem 2 holds, and V,, > 0, then for 
with C independent of n, t, s, and 2 = L2(RS). 
Proof. We have 
II fWJvz(t, s)*v llskl G II un(t> s)*v llxl 0 Ho 
because H, is a contraction from s?& to 3’;: . Now we know that 
Un(t, s)* = stro;tlim fi exp [-‘(i- ‘) (HO + V, (9 + s))] 
-3 j=l 
by Theorem 1. For each j = I,..., K, we have 
with norm = 1. Furthermore (*) of Theorem 2 implies that for 
j = l,..., k - 1 we have 
II * ll>~o+vn(*+,) 
k 
d (1 + C(t - w II * II& +v,( t-s)(j+l) +g 0 (2) k 
with C independent of n, k, t, s. 
Then (l), (2), V, > 0, and the formula for UJt, s)* imply 
This and the first line of the proof yield the desired inequality. 
LEMMA 3. Let u be smooth, say u EL,~(R~). Then 11 Q”u ljLrn < M, 
where M depends on u but not on t. 
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Proof. By a Sobolev theorem (see [S]) we have I( Q% llLrn < 
const. /IQ% [ILi~ for j > s/2 and where the constant depends only on j 
and s. We also have 11 Q% llLrB = I( u /IL,! because Q’ commutes with 
differentiations on smooth U, and Q” IS unitary on L2. These two 
estimates prove the lemma. 
LEMMA 4. In the notation of Theorem 2, if V, > 0 and 
lirin&dq(j SJ = 0, 
n=j 
then there exists a dense set of v E L2(RS) with the property that each 
v E L12(R”) 
Proof. 
11 u Il=k,,, ,a, = ((I+ f4l + V&>)% u> = <(I + %>% u> n 
if support (u) n S, = m In order to prove the lemma it suffices to 
prove that there exis:s a dense set of v E L2(R8) with each v E L12(Rs) 
and support(v) n (Un+ S,) = .D for large enough j. (H,ow large will 
depend on v, of course.) Let ~~ E L12 with yj = 0 on lJnEj S, . Since 
MyU:=j q -+ 0 as j --t co, the qj can be chosen so that Ill- ~JJ, (I4s --t 0 
as j --+ co. If v is a C” function with compact support, qjv -+ v m L12, 
therefore in L2. The set of ~jv’s obtained in this way is dense in L2 
(even in L12) and make up the required dense set. 
We can now procede with the proof of Theorem 2. We note that 
since UJt, 0) and Q’ are unitary it suffices to prove (**) 
(U,(t, 0) u - Qfu, v) -+ 0 as n + co for u, v in dense subsets of L2, 
instead of strong convergence. Furthermore it suffices to show that 
every subsequence of (n> has a subsequence for which (**) holds 
(the subsequence to be independent of U, v of course). We will make 
use of both of these remarks in proving (ii) of Theorem 2. The second 
remark allows US to assume that limj,, Mr(U,“,, S,) = 0, since we 
may always find a subsequence of any subsequence of the n’s for 
which this is true; this follows directly from the fact that, as we 
proved earlier in Proposition 1, M1( (Jz==, S,) < Cz-=, Ml(S,J. 
Proof of Theorem 2. 
Proof of (i): Pick q~% E LS2(R8) with qn = 1 on S, , and 
I II vn llq - iw(S,)J < l/n. 
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By Lemma 1 part (i) applied to UJt, 0) and vn , we have 
U,,(t, 0) u - Q”u = vnQtu - U,(t, Ww) 
+ i 1: Un(t, s)hQ”Hou - ~ohQs~)I 6
for, say, UC” with compact support. Take ]I (IL2 of both sides of this 
equation, use the facts that II u,(t, ~~~~~~~~~~~~~~~~~~~ = 1, II yn 11 ~~ - 0, 
and Lemma 3 to finish the proof. Explicitly, we obtain the estimate 
II U,(t, 0) u - Q”u IIre 
+ t ,gp,, [II Q*H,u llLm IIG IL2 + cm II vn llL2 
x (II 8’~ Ilp + t$I 11 Q” $ llLrn + II Q”Hou lb)]- 
The constant appears because we estimated a sum of L2 norms of 
derivatives of q’n by a const. times the Lz2 norm of vn . 
Proof of (ii): It suffices to prove that 
iii-$ U,,(t, 0)~ - Qtu, v) = 0 
for u and v in dense subsets of L2. We assume as we may without loss 
of generality that lim+, M1(lJzXj S,) = 0. Let D be the C” functions 
with compact support on R”, and let D, be a dense subset of vectors 
given by Lemma 4. Let vn E L12(RS) with qn E 1 on S, and 
I II %a Ilq - Ml(&)\ < l/n. Let u E D, v E D, . By (ii) of Lemma 1, 
(Un(t, 0)~ - Qtu, v> = (cp,Q% v> - V-J&, 0) y’nu, v> 
t --i ’ 0 0 
Un(t, 4 cp,Qs&u ds, v) 
+ i s: <s,Q %, H,lJ,(t, ~)*a) ds. 
Take 1 I of both sides, and use the Cauchy-Schwarz inequality for 
the L2 inner product on the right-hand side. It is clear [as in the proof 
of part (i)] that the first three terms obtained + 0 as n -+ co. So we 
need to show that limn+rr 1 $, (vnQsu, H,U,(t, s)* v) ds I = 0. This 
is < Jk 1) F~~Q% IIL1s O_ H,U,(t, s)* v [IL:“, ds. Now use the fact that 
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II FJn llL,e - 0 and Lemma 3 on the first factor of the integrand, and 
Lemmas 2 and 4 on the second factor, to conclude the proof. [As in 
the proof of part (i), Lemma 3 is used to bound [I vnQ% [(L,s in terms 
of II ‘Pn llq 9 etc. In applying Lemma 2 to the second factor of the 
integrand, recall that the L!, and .X;;f; norms are equivalent.] This 
finishes the proof of Theorem 2. 
Origin 
Lorqe disfonce 
FIGURE 1 
Now we want to improve Theorem 2 a little in the case of three 
dimensions. Consider the following situation: One has a large potential 
localized in a small neighborhood of say the origin in RS, and an 
initial wave function 4 = $(O) localized in a small region far from 
the origin as in Fig. 1. It would be reasonable to expect that the 
existence of the potential V does not affect the time evolution of # at 
least for a given bounded time interval. We already know this to be 
the case if V > 0 [Theorem 2 part (ii)]. What can happen if V < 0, 
i.e., how big can 11 U(t, 0) # - Q’$ (1~ be ? Write J/ = 4,. + SL, where 
1cI, is radial (s-wave portion of $) and &. is orthogonal to all radial 
functions in L2. By the geometry of Fig. 1, II+,. /IL* is small, so 
IKW 0) -Q’) $J 7 II L~ is small. If we could show that I[( U(t, 0) -Qt) 1cI, (IL8 
is small when support(V) is small we would have the desired result 
that V represents a small perturbation. We will prove this last fact. 
In general, however, limn+a, [I( UJt, 0) - Q”) 4,. IJLa will not be 0 even 
when diameter [support( V,)] --f 0 unless each V, > 0. Examples 
will be given later. 
DEFINITION. Let z%? = L2(R3). We define projections E,. and 
E, = 1 - E, as follows: Eva,4 = Jots) #(Lx) dh(L) where O(3) = ortho- 
gonal group on R3, and &z(L) = normalized Haar measure on O(3), 
This definition makes sense on a dense subset of Z; one then extendI 
by continuity. For # E S, we put 16, = E,$, aJm = Em+. Also pa 
L,.2(R3) = E,.S,L;(R3)= E#. 
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THEOREM 3. We suppose as in Theorem 2 that I is a bounded 
interval, say [0, T], of RI, t -+ VJx, t) (n = 1, 2 ,...) is a sequence of 
strongly Cl maps from I -+ L(L2(R3)) where each VJx, t) is a bounded 
self-adjoint multiplication operator, and UJt, s) are the unitary pro- 
pagators associated with i(H, + VJx, t)) giwen by Theorem 1. Let 
u E LL(R3) and suppose that S, = lJ1&: VJx, t) # 0} Z B(0, d,) = 
{x E R3: 11 x [I < d,) where Km,,, d, = 0. Then we have: 
ukyormly for t E I. We are not assuming that V, > 0. 
Proof. We may assume u is smooth, C” with compact support 
for example, without loss of generality since the U, and Q” are 
uniformly bounded. Pick functions +d’d, = Fiti in the notation of 
Proposition 2, i.e, 
log II x lllhdd,) b e avior of Proposition 2. Using Lemma l(i), we h 
Gd, E: LS2(R3), &, = 1 on B(0, d,) with the 
have 
u,(t, 0)~ - 8”~ = &,Qtu - Un(t, O)($%,U) 
+ i ( Un(t, Wa,Q8Ho~ - K,&.Q841 A- 
It is easy to see that to prove the conclusion of the theorem, it suffices 
to show that 
III 
t 
lim un(t, 4 Ho(&, Q”4 ds = 0 n-m o /I D 
since the L2 norms of the other terms tend to 0 as n -+ 00. (Some 
applications of Lemma 3 are necessary here.) This last norm is 
+ jt ll(Ho~~n~ Q”ullLs & 
0 
It is a straightforward calculation to show that all terms except the 
last one tend to 0 as n --f co (as in the proof of Proposition 2). So 
we must show that 
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Now each Q% is in L: and is smooth, so Q%(O) = 0. (Q” preserves 
Ls , and a coradial function is 0 at the origin if it is continuous.) It is 
a consequence of the Sobolev theorems [5] that 1 Q%(x)/ < C 11 x 111j2 
where C is independent of s. (Of course the estimate would be com- 
pletely trivial if we didn’t want C independent of s.) To be slightly 
more explicit, one uses a Sobolev theorem to get the above estimate 
with C depending on the L6 norms of first derivatives of Q% and 
these can then be estimated in terms of the L2 norms of second deriva- 
tives of Q% which are independent of s because Q8 is unitary on L2 
and commutes with differentiations. So we only need to show that 
limn-tm II(f-b~~,) IIx V2 11~2 = 0. Th is is a simple calculation using the 
explicit form of the +d ; it is essentially the same calculation that one 
does to prove ProposiGon 2 in the case (K = 2, s = 4) since one gets 
an extra power of (1 x I( from squaring (1 x 1(li2 to make up for the factor 
of 11 x 11 lost by using the volume element (in spherical polar coordi- 
nates) of R3 instead of that of R*. This finishes the proof. 
We know now that potentials with small support have a small 
effect in R" with s 2 4; positive potentials with small support have 
a small effect in R" with s 3 2; and that negative potentials with small 
support in R3 have a small effect on L$(R3). The notion of smallness 
has been made precise in each case, and of course, “small effect” 
refers to the effect on solutions of the Schroedinger equation. We 
remark that Theorem 2(ii) shows that it is possible to have 
strong lim,,, exp(it(H,, + I’,)) = exp(it&) even though H,, + V, 
does not converge strongly to H,, on a core (or domain of essential 
self-adjointness) of H,, . [Such convergence on a core of H, would 
imply that for real A, strong lim,,, (A - iH,, - G’,)-l = (A - zX,,)-~, 
and it is well-known [6] that this condition of resolvent convergence 
implies convergence of the semigroups.] 
We will now discuss some examples that exhibit some further 
pathological behavior and also show that the preceding results cannot 
be substantially improved. First recall that Proposition 2 and 
Theorem 2 give essentially no information about perturbations with 
“small” support in R l. We will show that such perturbations can in 
fact have a large effect. 
DEFINITION. Let 
@,= ;; 
i 
if Ixl<l/n 
otherwise 
as multiplication operators on L2(R1). 
We will show that strong lim exp(it(H,, + @,)) = exp(itH) on 
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L2(R1) where H, = -(d2/dX2) and H # H,, . Heuristically, H should 
be H, + S where S is the Dirac delta function, or unit mass at 0. 
Now S E&(R~) where S(U) = u(0) for u EL?(P). S is a continuous 
functional by a Sobolev estimate [5] 
II u II LOO(@) < ’ * 11 * llL,2(R’) . 
The constant is of course independent of u. So we may consider 
Ho + US EL(L~~(P), L:,(F)). H ere a is any real number, and the S 
is considered as a multiplication operator. It is easily seen that the 
H,, + US have restrictions to self-adjoint operators on L2(R1), also 
denoted H,, + US. In fact these self-adjoint operators are precisely 
the one-parameter family of self-adjoint extensions of the operator H,, 
restricted to the domain D, = {f E D(H,,): f = 0 in a nhd. of 0}, and 
H, + US is determined by the fact that if U: L:(P) -tL2(0, co) is the 
obvious unitary isomorphism, then we have that U[(H, + US)] L,qRl)] U-l 
is the operator -(d2/dx2) with the boundary conditions uf(O)- 2f’(O) = 0 
for f in its domain. 
PROPOSITION 3. strong limn+s, eqW& + @,)) = exp(it(& + 6)) 
on L2(R’). 
Proof. By a theorem of H. Trotter [6], it suffices to show that 
strong lim(1 - iH, - i@,)-’ = (I - iH)-l on L2(R1) where we have 
put H = H, + 6. Let u E L2. Then we have 
(I - iHo - i@&124 - (I - 2x)-4 
= $1 - if& - i@,)-‘(@, - 6)(1 - iH)-L 
= i(l - a, - i@,)-‘pn - qw, where w E D(H) C L,z(Ri). 
Now since the Qn > 0, it follows that we have (I - iH, - z@,)-’ E 
L(L?, , L12) with uniform bound on the operator norms. Indeed, if 
U EL,2 with II u llLIa = 1, 
sup I(1 - iH, - i@,)u, w)I 
11011~18-1 
> I((1 - if& - d&)U, u)I 
3 (by positivity of the @,J I((1 - iH,,)u, u)l 
3 (2)-“2 I ((I+ KJ% u>l 
which says exactly that 
IIV - 4l - eJu II& 2 @)-1’2 II 24 llq 
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which proves what we wanted. To finish the proof of the proposition 
it therefore suffices to show that as multiplication operators from Li2 
to LZ, , strong lirnnam Qrr = 6. This is fairly trivial. 
This example shows that in one dimension, potentials with arbi- 
trarily small support (even positive ones) can have a large perturbative 
effect. 
Next we will briefly discuss a more complicated example in three 
dimensions. Complete details can be found in [2]. We will exhibit 
a sequence of potentials 0, in R3 whose support decreases to a point 
and such that strong lim exp(it(H,, + a@,)) # exp(itH,,) for certain 
values of a > 0. By Theorem 2, we know that this cannot be done 
with 0, > 0, so we will need 0, < 0. We put 
where x(ll x II G l/ n is the characteristic (indicator) function of 1 
(11 x 1) < l/n}. In some heuristic sense we have limn+m 8, = - 11 x 1) S(x), 
where 6(x) is the three-dimensional Dirac delta function. (Although 
(I x I( 6(x) = 0 as a distribution of course.) By Theorem 3 one needs 
only to look at strong limn+m exp (it(HO + a@,)) on Lv2(R3). (Note 
that since the 0, are radial functions, these semigroups actually pre- 
serve Lr2.) Now we have a unitary isomorphism U: Lp2(R3) -tL2(0, co) 
given by multiplication by (47r)1/2 I/ x I/. We have UH,?F is minus 
second differentiation with boundary conditionf(0) = 0 for f in its 
domain. (Because g E D(H,,) * g continuous for s = 3, so II x II g is 
zero at the origin.) We denote UH,,V1 by A,, and UO, U-l by 6m . 
We want to consider strong lim,,, exp(it(& + a&n)> on L2(0, co). 
It can be shown that for a certain discrete series of values of a > 0, 
this strong limit is exp(itH) where H is minus second differentiation 
with a different boundary condition than Ho . To show this it of course 
suffices to show that strong lim(1 + in0 + i&&l = (.Z + iH)-l. 
The difficulty here is that the method of Proposition 3 will not work 
because we don’t have positivity of the @, . The actual method of 
proof is to calculate (I + iA + i&J&-’ explicitly as an integral 
operator and use that representation to prove the strong resolvent 
convergence. The calculation is exceedingly tedious. 
This example shows that a negative potential with small support 
in three dimensions can have a large perturbative effect on solutions 
of the Schroedinger equation [at least on Lr2(R3)]. There is another 
quite interesting consequence of this example; it is not difficult to 
show that H,, + a@, converges strongly to Ho from L12(R3) to LZ,(R3) 
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as n -+ co. (This is slightly stronger than what is usually called 
convergence as quadratic forms. See [3, p. 4511.) The only nontrivial 
part of the proof consists in showing that as a multiplication operator 
I( x j(-2 E L(L,2(R3), LZ,(R3)) [I, p. 641 and that j 0, 1 < /I x II-2 point- 
wise. Therefore in general form convergence is not enough to conclude 
strong resolvent or semigroup convergence. 
Remark. The perturbation theory discussed here originally arose 
out of an attempt to define the probability that a quantum mechanical 
particle ever enters a set d C Rs during some time interval [0, 2’1. 
(Such a probability makes good sense for certain stochastic processes 
such as the Wiener process because of the measure on the space of 
trajectories, but the Schroedinger equation is not associated with a 
stochastic process or a measure on a space of trajectories.) The idea 
was to erect large potentials (time-dependent) with support in d and 
see how much the time evolution of the particle’s wave function is 
affected by the presence of the potential. At present, however, it is 
not clear to me whether any sense can be made out of such proba- 
bilities. 
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