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We consider escape from a metastable state of a nonlinear oscillator driven close to triple its eigen-
frequency. The oscillator can have three stable states of period-3 vibrations and a zero-amplitude
state. Because of the symmetry of period-tripling, the zero-amplitude state remains stable as the
driving increases. However, it becomes shallow in the sense that the rate of escape from this state
exponentially increases, while the system still lacks detailed balance. We find the escape rate and
show how it scales with the parameters of the oscillator and the driving. The results facilitate using
nanomechanical, Josephson-junction based, and other mesoscopic vibrational systems for studying,
in a well-controlled setting, the rates of rare events in systems lacking detailed balance. They also
describe how fluctuations spontaneously break the time-translation symmetry of a driven oscillator.
I. INTRODUCTION
Fluctuation-induced switching from a metastable state
underlies a broad range of phenomena and has been at-
tracting much interest in diverse areas, from statisti-
cal physics to chemical kinetics, biophysics, and popu-
latio’n dynamics. Where fluctuations are weak on aver-
age, switching is a rare event, with the rate much smaller
than the relaxation rate of the system. For classical and
quantum systems in thermal equilibrium, switching has
been well understood [1–3]. Here the major mechanisms
of switching are thermal activation over the free energy
barrier or, for low temperatures, tunneling. The corre-
sponding theory has been standardly used to characterize
Josephson junctions [4–6], to study magnetic systems [7–
11], and for other applications.
Much progress has been made over the last few decades
on the theory of switching in systems far from thermal
equilibrium, see Refs. [12–18] for a review. However,
many problems remain open on the theory side, and much
remains to be learned on the experimental side.
The experiments require well characterized nonequilib-
rium systems that remain stable for a time much longer
than the relaxation time. A class of systems that stand
out in this respect are resonantly driven mesoscopic vi-
brational systems where switching occurs between the
states of forced vibrations. The examples range from
electrons in a Penning trap to cold atoms to nano- and
micromechanical systems to Josephson junction based
systems, cf. [19–33].
A most detailed comparison of the theory and the ex-
periment can be done for “shallow” metastable states.
These are states with a comparatively low barrier for es-
cape. A simple example is a state at the bottom of a
shallow potential well. Even a comparatively weak noise
can lead to escape from a shallow state with an appre-
ciable rate. This significantly simplifies the experiment.
Typically, a stable state becomes “shallow” when one of
the parameters of the system approaches the value where
the state disappears (a bifurcation point). The rate of
switching from a shallow state displays a characteristic
scaling with the distance to the bifurcation point in the
parameter space. For stable states of forced vibrations
such scaling has been found in the classical and quan-
tum regimes [34–36] and has been observed both for the
vibrations at the frequency of the driving resonant field
[21, 23, 26, 31, 32] and for parametrically excited vibra-
tions at half the drive frequency [22, 24].
A major feature that underlies the scaling is that, even
though the stable states are vibrational, the problem can
be mapped on fluctuations of an overdamped particle in a
one-dimensional potential well. This is a consequence of
the onset of a “soft mode” that controls the motion near
the relevant bifurcation points [37]. Moreover, because
there is only one slow variable, the corresponding slow
motion has detailed balance.
In this paper we consider escape from a shallow
metastable state with no detailed balance. We show that
such a state exists even in a simple system which has only
two dynamical variables. The dynamics is not controlled
by soft modes. Rather the emergence of the shallow state
is a consequence of the symmetry of the system. The
considered model is minimalistic: the scaled equations of
motion without noise contain a single parameter.
The physical system we consider is a vibrational mode
driven close to triple eigenfrequency. The classical dy-
namics of such a mode in the absence of noise has been
well understood [38]. For sufficiently strong driving, the
mode can have three stable period-3 vibrational states,
which all have the same amplitude and differ in phase
by 2pi/3. However, the state with no vibrations (except
maybe vibrations at the drive frequency with a very small
amplitude) is also stable. It remains stable as the driving
amplitude increases. We call it a zero-amplitude state.
The basin of attraction of the zero-amplitude state,
i.e., the range in which the mode approaches this state
from an initially prepared state,can be seen from Fig. 1
(a) and (b). It is the interior of the region centered at
the origin and limited by the solid lines (the separatri-
ces). As we show, the size of this region decreases with
the increasing driving. However, it remains nonzero for
a finite driving amplitude. Indeed, annihilation of the
zero-amplitude state would require that it merges simul-
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FIG. 1. (a) The phase portrait of the mode that displays
period tripling; Q and P are the quadratures (the coordinate
and momentum in the rotating frame). Circles and squares
show the stable states and the saddle points, respectively. The
lines show the separatrices. The plot refers to κ = 0.4 and
f = 2 in Eq. (4). (b) The part of the phase portrait inside the
dashed square in (a) in the scaled coordinate and momentum
q1 = fQ and q2 = fP . For f  1 the dynamics is described
by Eq. (7). The green line that comes from the stable state
shows the most probable path followed in escape for κ =
0.4. (c) The effective Hamiltonian (8) of motion around the
shallow state q1 = q2 = 0 in the absence of dissipation. With
dissipation, the local maximum at the origin becomes a stable
state. (d) The contour plot of the Hamiltonian (c). The
squares show the saddle points. These points shift in the
presence of dissipation, as seen in (b), but the stable state
remains at q1 = q2 = 0.
taneously with the three saddle points, which correspond
to unstable period-3 vibrations and are shown by squares
in Fig. 1. The persistence of the zero-amplitude state is
therefore a consequence of the symmetry, which is the
symmetry of the period-3 vibrational states with respect
to incrementing their phase by 2pi/3 or, in other words,
the symmetry of Fig. 1 with respect to rotation by 2pi/3.
As the basin of attraction of the zero-amplitude state
shrinks with the increasing driving, this state becomes
more and more shallow. Thus, for strong driving, the
zero-amplitude state is a symmetry-protected shallow
metastable state. We are not aware of a simpler shal-
low metastable state with the dynamics that is not con-
trolled by a soft mode no matter how small the basin of
attraction becomes.
Resonant period tripling leads to unusual quantum
dynamics of a vibrational mode [39–42]. In the quan-
tum regime, a period tripling was recently observed in a
superconducting resonator with several nonlinearly cou-
pled modes [43, 44]. There is a significant difference
between quantum fluctuations about the shallow zero-
amplitude state and the shallow states near bifurcation
points. Quantum fluctuations near a bifurcation point
are very similar to classical fluctuations, since the dynam-
ics is controlled by a single slow variable [36]. In contrast,
the dynamics near the considered shallow zero-amplitude
state is described by two non-commuting dynamical vari-
ables, and therefore quantum fluctuations qualitatively
differ from classical fluctuations. In the present paper
we study escape due to classical fluctuations.
II. THE MODEL
Mesoscopic vibrational systems, from nano- and micro-
mechanical modes to Josephson-junction based systems,
are nonlinear. A major effect of nonlinearity is the de-
pendence of the vibration frequency on the amplitude.
To the leading order in the nonlinearity, this dependence
is well described by the Duffing model, in which one takes
into account the quartic term in the expansion of the po-
tential energy in the mode coordinate q. To resonantly
excite period-3 vibrations one has to apply a force at fre-
quency ωF close to triple the eigenfrequency ω0. The
simplest Hamiltonian that describes the mode dynamics
is
H =
1
2
(p2 + ω20q
2) +
1
4
γq4 − 1
3
Fq3 cosωF t. (1)
Here, p is the mode momentum, γ is the nonlinearity
parameter, F is the driving amplitude, and we have set
the mass of the modem = 1. The condition of the driving
being resonant means that the frequency detuning δω is
small,
|δω|  ω0, δω = 1
3
ωF − ω0.
While assuming the detuning small, we will further as-
sume that it is nonzero and that both δω and γ are pos-
itive. These conditions are not necessary, the results im-
mediately extend to the cases where δω, γ < 0 and also
to δω = 0; the results extend also to the case where the
driving is additive and the term in Eq. (1) that describes
the driving has the form −F ′q cosωF t, cf. [41].
Along with the detuning, we will assume that the non-
linearity and the driving are also small, so that the vibra-
tions are nearly sinusoidal and, equivalently, the change
of the mode frequency due to the nonlinearity is small
for the typical displacement q¯, i.e., γq¯2, F q¯  ω20 .
A. The rotating wave approximation
Resonant dynamics of the mode is conveniently de-
scribed by the amplitude and phase of the vibrations at
frequency ωF /3, which vary on the time scale that largely
exceeds the vibration period 2pi/ωF . To describe this dy-
namics we switch to the frame that rotates at frequency
ωF /3 and introduce the scaled coordinate Q and momen-
tum P in this frame. The corresponding transformation
3is
q(t) + (3i/ωF )p(t) = (8ωF δω /9γ)
1/2
× [Q(t) + iP (t)] exp[−iωF t/3] (2)
[note that these are two equations for two real variables
Q(t) and P (t)].
The transformed Hamiltonian H contains time-
independent terms and terms that oscillate at the fre-
quency 2ωF /3 and its overtones. The effect of these
terms is small in the considered parameter range and
can be disregarded, i.e., the dynamics can be analyzed in
the rotating wave approximation (RWA). In the RWA,
the Hamiltonian (1) in the variables Q,P becomes H →
[8(ωF δω)
2/27γ]g(Q,P ), where
g(Q,P ) =
1
4
(Q2 + P 2 − 1)2 − 1
3
f(Q3 − 3PQP ),
f = F/(8ωF γδω)
1/2. (3)
The Hamiltonian g contains a single parameter, the
scaled amplitude of the driving field f . In the consid-
ered range of small nonlinearity and small detuning δω,
parameter f can be large even for weak driving.
The coupling of the mode to a thermal reservoir leads
to decay of the vibrations and to noise. For several mi-
croscopic mechanisms of the coupling, on the time scale
that largely exceeds ω−10 and the correlation time of the
relevant fluctuations of the reservoir, the dynamics of the
weakly nonlinear mode is Markovian, cf. [34]. In the sim-
plest case of the coupling linear in the mode coordinate,
the dynamical equations of motion in the dimensionless
time τ = (δω)t read
dQ
dτ
= KQ(Q,P ) + ξQ(τ), KQ = ∂P g − κQ,
dP
dτ
= KP (Q,P ) + ξP (τ), KP = −∂Qg − κP. (4)
Here κ is the dimensionless decay rate of the mode. It is
simply related to the friction coefficient Γ used when the
mode dissipation is phenomenologically described by a
friction force −2Γdq/dt and the friction is weak, Γ ω0;
in this case, κ = Γ/δω. However, Eq. (4) can apply
even where in the laboratory frame the dynamics is non-
Markovian.
The terms ξQ(τ) and ξP (τ) in Eq. (4) are independent
δ-correlated Gaussian noises,
〈ξQ(τ)ξQ(0)〉 = 〈ξP (τ)ξP (0)〉 = 2Dδ(τ). (5)
For thermal noise D = 81kBTκγ/8ω
3
F δω.
B. The phase portrait
The phase portrait of the mode in the rotating frame
in the absence of noise is shown in Fig. 1(a). For
f2 > 2[(1 + κ2)1/2 − 1], Eq. (4) has three stable station-
ary solutions, which correspond to three stable period-
3 vibrational states with nonzero scaled squared am-
plitude Q2a + P
2
a in the laboratory frame, three saddle
points, which correspond to unstable vibrational states
with scaled squared amplitude Q2s + P
2
s , and a stable
state with Q = P = 0,
(Q2 + P 2)a,s = 1 +
1
2
f2 ± 1
2
(f4 + 4f2 − 4κ2)1/2. (6)
The stable states and the saddle points with the squared
amplitudes (6) are located at the vertices of equilateral
triangles, cf. Fig. 1 (b). In a standard fashion, the sep-
aratrices go through the saddle points and divide the
phase plane (Q,P ) into the basins of attraction of differ-
ent stable states. Importantly, the basins of attraction
of the states with nonzero vibrational amplitude have a
common boundary only with the zero-amplitude state,
but not with each other.
With the increasing amplitude of the driving field f ,
the stable states with nonzero amplitude (6) move away
from the origin. In contrast, the saddle points move to-
ward the origin, (Q2 + P 2)s ≈ (1 + κ2)/f2 for large f .
Therefore, the basin of attraction of the zero-amplitude
state shrinks, but at the same time, this state remains
stable for any finite f .
III. DYNAMICS NEAR THE
ZERO-AMPLITUDE STATE FOR LARGE
DRIVING AMPLITUDES
For strong driving, the dynamics of the system in the
vicinity of the zero-amplitude state can be conveniently
studied by switching to the variables q1 = fQ and q2 =
fP . They can be thought of as components of a vector
q ≡ (q1, q2). For f  1, from Eq. (4) the equations of
motion for q1,2 in the range |q1,2| = O(1) have the form
dq
dτ
= k(q) + ξ(τ), k = (ˆ∇)g˜ − κq. (7)
Here ˆ is the Levi-Civita tensor, ˆii = 0 and ˆ12 = −ˆ21 =
1; ∇ ≡ (∂q1 , ∂q2) is the gradient,
g˜(q) = −1
2
q2 − 1
3
(q31 − 3q1q22), (8)
and ξ1,2(τ) are two independent white Gaussian noises,
〈ξi(τ)ξj(0)〉 = 2D˜δijδ(τ), D˜ = f2D.
Function g˜(q) is an analog of a Hamiltonian, if one
thinks of q1 as a coordinate and q2 as a momentum. It
determines the conservative motion of the strongly mod-
ulated mode in the absence of dissipation and noise. It
has no parameters. Its structure is therefore universal. It
is shown in Fig. 1 (c) and (d). As seen in this figure, g˜(q)
has a local maximum at q = 0 and three saddle points.
4The local maximum corresponds to the zero-amplitude
state, in the presence of dissipation.
The phase portrait of the system (7) in the presence
of dissipation but with no noise is shown in Fig. 1 (b).
Dissipation shifts the saddle points of g˜(q), but they re-
main saddle points. We use the same color coding for the
saddle points of g˜(q) in Fig. 1 (d) and the saddle points
of the full dynamics (7) in Fig. 1 (a). The separatrices in
Fig. 1 (b) are the boundaries of the basin of attraction
to the zero-amplitude state.
Overall, in the absence of noise the dynamics described
by Eq. (7) depends on only one parameter, the scaled de-
cay rate κ. Varying κ leads only to a quantitative change
of the phase portrait, the structure remains intact, as
seen from Fig. 1 (b). The simple topology of the phase
portrait indicates the universality of the dynamics. Quite
remarkably, this universality is not related to the onset
of a soft mode. There is no slowing down.
Another important feature of the dynamics (7) is that
the effective noise intensity D˜ increases with the increas-
ing driving amplitude F ∝ f . Such increase is essentially
a consequence of the rescaling of the dynamical variables.
As the basin of attraction of the zero-amplitude state on
the original (Q,P ) phase plane shrinks with the increas-
ing f , the noise becomes effectively stronger. This is
what makes the zero-amplitude state “shallow”.
By linearizing equations of motion about q = 0 we
see that, for weak noise, the mean-square displacement
about the zero-amplitude state is
〈q2〉 = 2D˜/κ.
The linearization makes sense only if 〈q2〉  q2s, where
q2s = 1 + κ
2
is the squared distance of the saddle points from the
origin, with the account taken of the dissipation. The
positions of the three saddle points can be written as
q1s + iq2s = qs exp(iφs) with exp(3iφs) = −(1 − iκ)/qs.
The latter equation gives three values of φs that corre-
spond to different saddle points and differ by 2pi/3.
With the increasing D˜ ∝ f2, the mean-square displace-
ment 〈q2〉 increases. Once it approaches q2s, fluctuations
about the stable state may no longer be assumed small.
Physically, it means that the system placed initially near
the zero-amplitude state quickly escapes from the basin
of attraction of this state and switches to one of the states
of period-3 vibrations. For smaller f the escape rate is
smaller, but still it may be not exceedingly small even
for a weak noise, justifying the term “shallow metastable
state” as applied to the zero-amplitude state.
IV. ESCAPE RATE FROM THE SHALLOW
STATE WITH NO DETAILED BALANCE
The theory of escape from a metastable state of a
white-noise driven system is well-established [13]. The
underlying idea is that, when the noise is weak on av-
erage, escape occurs as a result of a rare fluctuation.
In this fluctuation, a large outburst of noise drives the
system over the boundary of the basin of attraction of
the initially occupied stable state. Once the boundary
is crossed, noise is no longer needed, the system moves
to another state “on its own”. An outburst of noise is
a certain time evolution of a random force. The out-
bursts needed for switching are exponentially unlikely
for a weak Gaussian noise. In addition, the probabili-
ties of different appropriate outbursts are exponentially
different. The rate of escape is determined by the most
probable of them, i.e., by the least improbable appropri-
ate evolution of the random force in time. Through the
equations of motion, such force leads to the correspond-
ing trajectory of the system [45]. This trajectory is often
called [6, 46] the most probable escape path (MPEP).
We will consider escape from the zero-amplitude state
using Eq. (7). The conventional analysis refers to sys-
tems with no symmetry. In contrast, our system has a
three-fold symmetry. The attraction basin of the zero-
amplitude state is bound by three separatrices, which
can be obtained from each other by a rotation by 2pi/3
on the (q1, q2) plane, see Fig. 1 (b). The probability to
cross any of them in escape is the same, and therefore
the total escape rate is three times the escape rate for
crossing one of them.
For weak noise, it is most probable to cross a separatrix
near the saddle point [34, 47, 48]. For the system (7), the
rate of escape over one of the separatrices W0 for small
noise intensity has the form
W0 = C exp(−R/D˜), D˜  1, (9)
where C is a constant that smoothly (nonexponentially)
depends on the parameters. Equation (9) reminds the
Kramers formula [1] for the rate of activated escape from
a potential well. However, the dynamics (7) does not
correspond to Brownian motion in a potential well, and
R is not a height of a potential barrier.
The effective activation energy R for the considered
fluctuating dissipative system is given by the action of
an auxiliary conservative system [13],
R =
1
2
min
∫ ∞
−∞
dτL
(
dq
dτ
,q
)
,
L
(
dq
dτ
,q
)
=
1
2
[
dq
dτ
− k(q)
]2
. (10)
Here L is the Lagrangian of an auxiliary system; this is
a Hamiltonian system, with no relaxation and no noise.
Its appropriate Hamiltonian trajectory qopt(τ) gives the
MPEP , i.e., the trajectory which the initial dissipative
noisy system is most likely to follow in escape. This
trajectory starts at q = 0 for τ → −∞ and goes to
one of the saddle points for τ →∞ , see Appendix A.
5A. The effective activation energy in the limiting
cases
Equation (10) allows one to calculate the effective acti-
vation energy R for any κ by numerically solving the vari-
ational equations of motion, or the corresponding Hamil-
tonian equations, with the appropriate boundary condi-
tions, see Appendix A. Analytically, explicit values of R
can be calculated in the limiting cases of large and small
κ. We start with the case κ  1. For κ = 0 the noise-
free trajectories of the system (7) are closed loops with
g˜(q) = const, as seen in Fig. 1 (d). For small κ the noise-
free trajectories become tight spirals that spiral toward
q = 0, with g˜(q) slowly increasing toward g˜(0) = 0. The
MPEP qopt(τ) is also a tight spiral, but it spirals from
q = 0 toward the saddle points. To the lowest order in
κ, the value of R is determined by the action (10) accu-
mulated on this trajectory until g˜ reaches its value at the
saddle point [34, 49, 50].
Importantly, the multiplicity of the saddle points
makes no difference, to the leading order in κ. Indeed,
for κ → 0 all saddle points have the same g˜s ≡ g˜(qs) =
−1/6, cf. Fig. 1 (c) and (d). Therefore the variational
equations for the optimal path can be solved in the same
way as in systems with a single saddle point. The result-
ing general expression for R is [34, 49, 50]
R ≈ κ
∫ g˜s
0
dg˜
M(g˜)
N(g˜)
, M(g˜) =
∫∫
A(g˜)
dq1dq2,
N(g˜) =
1
2
∫∫
A(g˜)
∇2g˜(q) dq1dq2 (κ 1), (11)
where A(g˜) is the interior of the orbit dq1/dτ =
∂g˜/∂q2, dq2/dτ = −∂g˜/∂q1 with a given g˜. Such or-
bits are shown in Fig. 1 (d). From Eq. (7), the orbit
is a circle q2 = −2g˜ for small |g˜| and becomes a tri-
angle for g˜ = g˜s = −1/6, with the two sides given by
q2 = ±(q1 + 1)/
√
3 and the 3rd side given by q1 = 1/2.
From Eq. (7), ∇2g˜ = −2, and therefore
R = κ/6, κ 1. (12)
This expression shows that the effective activation energy
R linearly increases with the scaled decay rate κ where
κ is small.
We now consider the case of fast decay, κ  1.
Still we assume that κ  f , so that the dynamics in
the considered part of the phase plane is described by
Eq. (7). In this case it is convenient to change variables
in Eqs. (7) and (10) by setting q = κq′, τ = τ ′/κ. Then
dq/dτ = κ2dq′/dτ ′, whereas, to the leading order in κ,
the components of the vector k become k(q) = κ2k′(q′)
with k′1 = −q′1 + 2q′1q′2, and k′2 = −q′2 + q′12− q′22. There-
fore we can write the expression for the activation energy
as
R = κ3R′, R′ =
1
2
min
∫ ∞
−∞
dτ ′L′
(
dq′
dτ ′
,q′
)
,
L′
(
dq′
dτ ′
,q′
)
=
1
2
[
dq′
dτ ′
− k′(q′)
]2
, κ 1. (13)
The parameter κ has been scaled out of Eq. (13). The
Lagrangian L′ does not contain any parameters. There-
fore R′ is a number. This number can be found by solving
the variational problem (13) numerically for the extreme
trajectories that start at q′ = 0 at τ ′ → −∞ and for
τ →∞ go to one of the saddle points, which are located
at (q′1, q
′
2) = (0,−1), (±
√
3/2, 1/2), see Appendix A. The
numerical solution gives R′ ≈ 0.171. Therefore,
R ≈ 0.171κ3, κ 1. (14)
V. NUMERICAL RESULTS
We have studied escape from the zero-amplitude state
numerically using three approaches. First, we performed
numerical simulations of the full stochastic equations of
motion (4) for several values of the scaled driving force
f . Then we performed simulations of the scaled stochas-
tic equations (7) that refer to large f and do not contain
f other than in the noise intensity D˜ = f2D. Then we
solved the noise-free variational problem (10). The nu-
merical integration of the stochastic equations was done
following the standard routine, cf. [51]. To find the es-
cape rate W0, for each parameter value we assembled
3000 trajectories that went from the vicinity of the zero-
amplitude state to the area well behind the basin of at-
traction of this state. We made sure that the result was
independent of the chosen boundary of this area.
In Fig 2 we show the results of the numerical simu-
lations. They clearly demonstrate the activation depen-
dence of the escape rate on the noise intensity for all
values of the scaled decay rate we explored: logW0 is
linear in 1/D˜. Already for f = 5, the results obtained
from the full equations (4) were extremely close to those
obtained from the scaled equations (7) that refer to the
f  1 limit.
In Fig. 3 we compare the results of the simulations with
the results obtained by solving the variational problems
(10) and (13), se Appendix A. The effective activation
energy of escape increases with the increasing decay rate
κ. The results show that the effective activation energy
R is well-described by the asymptotic small-κ expression
(12) in the range κ . 0.5. In the range κ & 1.5 the
asymptotic large-kappa expression (14) works reasonably
well.
It is also seen from Fig. 3 that the values of the activa-
tion energy obtained by simulations and from the analyt-
ical theory are in excellent agreement. This agreement
holds for all values of κ we explored.
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FIG. 2. The logarithm of the rate of escape from the zero-
amplitude state logW0 as a function of the scaled noise in-
tensity D˜ = f2D as obtained by numerically simulating the
Langevin dynamics. The full circles show the results ob-
tained from Eq. (7), where the driving field amplitude f
was scaled out. The crosses show the results obtained from
the full equations (4) for f = 5. The results show ex-
cellent scaling logW0 ∝ 1/D˜. The straight dashed lines
are guide for the eye. The data with brown, yellow, cyan,
black, magenta, green, red, and blue full circles refer to
κ = 4.5, 3.5, 3, 2.5, 2, 1.5, 0.5, 0.25.
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FIG. 3. The dependence of the effective activation energy R
of escape from the shallow metastable zero-amplitude state
on the scaled decay rate of the mode κ. The results refer
to strong driving, The solid lines show the solution of the
full variational problem (10). The red and green dashed lines
show the asymptotic results (12) and (13) for small and large
κ, respectively. The full circles show the values of R obtained
from numerical simulations of the stochastic equation of mo-
tion (7).
VI. CONCLUSIONS
The results of this paper bear on two problems. One
is the possibility to facilitate the comparison of the the-
ory and the experiment on escape from a metastable
state of a generic thermally nonequilibrium system in
the presence of weak noise. The second is the sponta-
neous breaking of the time-translation symmetry in vi-
brational systems where the symmetry-preserving state is
dynamically stable. We have shown that both problems
can be addressed by studying period tripling in meso-
scopic vibrational systems, including nano-mechanical
and Josephson-junction based systems in particular.
Where such systems are driven close to triple the eigen-
frequency, they can have three stable period-3 states and
also a stable “zero-amplitude” state where they do not
oscillate or oscillate with a small amplitude at the drive
frequency.
The stability of the zero-amplitude state is symmetry-
protected and, because of the symmetry, the dynamics in
the vicinity of this state has no detailed balance. In this
sense, this dynamics is generic for a nonequilibrium sys-
tem. At the same time, escape from the zero-amplitude
state into one of the period-3 states, and thus the break-
ing of the symmetry of the driving with respect to time
translation by 2pi/ωF , can have a comparatively large
probability for strong driving even where the noise is
weak. This means that the zero-amplitude state becomes
shallow while remaining dynamically stable. We have
shown that the escape rate W0 displays universal scaling
with the parameters of the vibrational mode as well as
the amplitude F and the frequency ωF of the drive. For
thermal noise Eq. (9) takes the form
logW0 ≈ −R(κ)/D˜, D˜ = 81
64
κF 2kBT
ω4F (δω)
2
, (15)
where κ is the scaled decay rate. The dependence of
the effective activation energy of escape R on the single
parameter κ has been found analytically in the limiting
cases and numerically in the general case. Quite remark-
ably, the simple explicit results in these limiting cases
well describe the escape rate almost in the entire range
of the parameters of the system.
The possibility to exponentially strongly increase the
escape rate by varying the parameters of the driving is
important for studying escape in the experiment. The
explicit scaling of the escape rate with the parameters
of the drive opens a viable approach to a detailed quan-
titative comparison of the theory of escape in systems
lacking detailed balance with the experiment.
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Appendix A: The real-time instanton
A simple numerical procedure of finding the MPEP
is based on solving the Hamiltonian equations of motion
for the auxiliary system with the Lagrangian L(dq/dτ,q)
7given by Eq. (10). The Hamiltonian of this system and
the corresponding equations are
H(q,p) = 1
2
p2 + pk,
dq
dτ
= p+ k,
dp
dτ
= −∇(pk).
(A1)
The MPEP corresponds to the trajectory that starts for
τ → −∞ at the stable state of the original system and
arrives for τ →∞ to one of the saddle points, cf. [13, 34,
46, 50, 52]. It is a real-time instanton. On this trajectory
H = 0. The activation energy of escape R is given by
the dynamical action accumulated by moving along this
trajectory,
R =
1
2
S(τ →∞), dS
dτ
= p
dq
dτ
(A2)
with S(τ → −∞)→ 0.
The Hamiltonian equations (A1) can be solved by first
linearizing them near the stationary point q = p = 0;
this gives p ≈ Mˆq, S ≈ qMˆq/2, and explicitly deter-
mines the matrix Mˆ ; we find Mˆ = 2κIˆ. One can then
uses the shooting method by choosing a small q(0), with
p(0), S(0) given by the above expression, and integrating
the equations (A1) and (A2) so that the trajectory ap-
proaches one of the three saddle points. An example of
the MPEP obtained this way is shown in Fig. 1 (b). The
results were used to obtain the solid line in Fig. 3.
The green dashed line in Fig. 3 was obtained by the
same procedure, with the Hamiltonian of the form of
H′(q′,p′) = 12p′2 + p′k′, where the vector k′ ≡ k′(q′) =
(−q′1 + 2q′1q′2,−q′2 + q′12 − q′22).
[1] H. Kramers, “Brownian Motion in a Field of Force
and the Diffusion Model of Chemical Reactions,” Phys.
Utrecht 7, 284–304 (1940).
[2] A. J. Leggett, S. Charkavarty, A. T. Dorsey, M. P. A.
Fisher, A. Garg, and W. Zwerger, “Dynamics of the Dis-
sipative Two-State System,” Rev Mod Phys 59, 1 (1987).
[3] Yu Kagan and A. J. Leggett, eds., Quantum Tunneling
in Condensed Media (North-Holland, 1992).
[4] J. Kurkija¨rvi, “Intrinsic Fluctuations in a Superconduct-
ing Ring Closed with a Josephson Junction,” Phys Rev
B 6, 832–835 (1972).
[5] T. A. Fulton and L. N. Dunkelberger, “Lifetime of the
Zero-Voltage State in Josephson Tunnel Junctions,” Phys
Rev B 9, 4760–4768 (1974).
[6] R. L. Kautz, “Noise, Chaos, and the Josephson Voltage
Standard,” Rep Prog Phys 59, 935–992 (1996).
[7] W. F. Brown, “Thermal Fluctuations of a Single-Domain
Particle,” Phys. Rev. 130, 1677–1686 (1963).
[8] W. Wernsdorfer, K. Hasselbach, A. Benoit, B. Barbara,
B. Doudin, J. Meier, J. P. Ansermet, and D. Mailly,
“Measurements of Magnetization Switching in Individual
Nickel Nanowires,” Phys Rev B 55, 11552–11559 (1997).
[9] D. A. Garanin and E. M. Chudnovsky, “Thermally Ac-
tivated Resonant Magnetization Tunneling in Molecular
Magnets: Mn12Ac and Others,” Phys Rev B 56, 11102–
11118 (1997).
[10] W. T. Coffey, D. S. F. Crothers, J. L. Dormann, Y. P.
Kalmykov, E. C. Kennedy, and W. Wernsdorfer, “Ther-
mally Activated Relaxation Time of a Single Domain Fer-
romagnetic Particle Subjected to a Uniform Field at an
Oblique Angle to the Easy Axis: Comparison with Ex-
perimental Observations,” Phys Rev Lett 80, 5655–5658
(1998).
[11] S. Ingvarsson, G. Xiao, S. S. P. Parkin, W. J. Gallagher,
G. Grinstein, and R. H. Koch, “Low-Frequency Magnetic
Noise in Micron-Scale Magnetic Tunnel Junctions,” Phys
Rev Lett 85, 3289–3292 (2000).
[12] R. Graham and T. Te´l, “Nonequilibrium Potential for
Coexisting Attractors,” Phys Rev A 33, 1322–1337
(1986).
[13] M. I. Freidlin and A. D. Wentzell, Random Perturba-
tions of Dynamical Systems, 2nd ed. (Springer-Verlag,
New York, 1998).
[14] D. G. Luchinsky, P. V. E. McClintock, and M. I. Dyk-
man, “Analogue Studies of Nonlinear Systems,” Rep
Prog Phys 61, 889–997 (1998).
[15] H. Touchette, “The Large Deviation Approach to Statis-
tical Mechanics,” Phys Rep 478, 1–69 (2009).
[16] A. Kamenev, Field Theory of Non-Equilibrium Systems
(Cambridge University Press, Cambridge, 2011).
[17] L. Bertini, A. De Sole, D. Gabrielli, G. Jona-Lasinio,
and C. Landim, “Macroscopic Fluctuation Theory,” Rev
Mod Phys 87, 593–636 (2015).
[18] M. Assaf and B. Meerson, “WKB Theory of Large De-
viations in Stochastic Populations,” J Phys Math Theor
50, 263001 (2017).
[19] L. J. Lapidus, D. Enzer, and G. Gabrielse, “Stochastic
Phase Switching of a Parametrically Driven Electron in
a Penning Trap,” Phys Rev Lett 83, 899–902 (1999).
[20] I. Siddiqi, R. Vijay, F. Pierre, C. M. Wilson, M. Metcalfe,
C. Rigetti, L. Frunzio, and M. H. Devoret, “Rf-Driven
Josephson Bifurcation Amplifier for Quantum Measure-
ment,” Phys Rev Lett 93, 207002 (2004).
[21] J. S. Aldridge and A. N. Cleland, “Noise-Enabled Pre-
cision Measurements of a Duffing Nanomechanical Res-
onator,” Phys Rev Lett 94, 156403 (2005).
[22] K. Kim, M. S. Heo, K. H. Lee, H. J. Ha, K. Jang, H. R.
Noh, and W. Jhe, “Noise-Induced Transition of Atoms
between Dynamic Phase-Space Attractors in a Paramet-
rically Excited Atomic Trap,” Phys Rev A 72, 053402
(2005).
[23] C. Stambaugh and H. B. Chan, “Noise Activated Switch-
ing in a Driven, Nonlinear Micromechanical Oscillator,”
Phys Rev B 73, 172302 (2006).
[24] H. B. Chan and C. Stambaugh, “Activation Barrier Scal-
ing and Crossover for Noise-Induced Switching in Mi-
8cromechanical Parametric Oscillators,” Phys Rev Lett
99, 060601 (2007).
[25] H. B. Chan, M. I. Dykman, and C. Stambaugh, “Paths
of Fluctuation Induced Switching,” Phys Rev Lett 100,
130602 (2008).
[26] R. Vijay, M. H. Devoret, and I. Siddiqi, “The Josephson
Bifurcation Amplifier,” Rev Sci Instr 80, 111101 (2009).
[27] M. S. Heo, Y. Kim, K. Kim, G. Moon, J. Lee, H. R.
Noh, M. I. Dykman, and W. Jhe, “Ideal Mean-Field
Transition in a Modulated Cold Atom System,” Phys Rev
E 82, 031134 (2010).
[28] C. M. Wilson, T. Duty, M. Sandberg, F. Persson,
V. Shumeiko, and P. Delsing, “Photon Generation in an
Electromagnetic Cavity with a Time-Dependent Bound-
ary,” Phys Rev Lett 105, 233907 (2010).
[29] M. I. Dykman, ed., Fluctuating Nonlinear Oscillators:
From Nanomechanics to Quantum Superconducting Cir-
cuits (OUP, Oxford, 2012).
[30] W. J. Venstra, H. J. R. Westra, and H. S. J. van der
Zant, “Stochastic Switching of Cantilever Motion,” Nat
Commun 4, 2624 (2013).
[31] M. Defoort, V. Puller, O. Bourgeois, F. Pistolesi, and
E. Collin, “Scaling Laws for the Bifurcation Escape Rate
in a Nanomechanical Resonator,” Phys Rev E 92, 050903
(2015).
[32] Robin J. Dolleman, Pierpaolo Belardinelli, Samer Houri,
Herre S. J. van der Zant, Farbod Alijani, and Pe-
ter G. Steeneken, “High-Frequency Stochastic Switching
of Graphene Resonators Near Room Temperature,” Nano
Lett 19, 1282–1288 (2019).
[33] Christian Kraglund Andersen, Archana Kamal,
Nicholas A. Masluk, Ioan M. Pop, Alexandre Blais, and
Michel H. Devoret, “Quantum versus classical switch-
ing dynamics of driven-dissipative Kerr resonators,”
ArXiv190610022 Quant-Ph (2019), arXiv:1906.10022
[quant-ph].
[34] M. I. Dykman and M. A. Krivoglaz, “Theory of Fluctu-
ational Transitions between the Stable States of a Non-
Linear Oscillator,” Zh Eksp Teor Fiz 77, 60–73 (1979).
[35] M. I. Dykman, C. M. Maloney, V. N. Smelyanskiy,
and M. Silverstein, “Fluctuational Phase-Flip Transi-
tions in Parametrically Driven Oscillators,” Phys Rev E
57, 5202–5212 (1998).
[36] M. I. Dykman, “Critical Exponents in Metastable Decay
via Quantum Activation,” Phys Rev E 75, 011101 (2007).
[37] J. Guckenheimer and P. Holmes, Nonlinear Oscillators,
Dynamical Systems and Bifurcations of Vector Fields
(Springer-Verlag, New York, 1997).
[38] A. H. Nayfeh and D. T. Mook, Nonlinear Oscillations
(Wiley-VCH, Weinheim 2004).
[39] Lingzhen Guo, Michael Marthaler, and Gerd Scho¨n,
“Phase Space Crystals: A New Way to Create a
Quasienergy Band Structure,” Phys Rev Lett 111,
205303 (2013).
[40] Yaxing Zhang, J. Gosner, S. M. Girvin, J. Ankerhold,
and M. I. Dykman, “Time-Translation-Symmetry Break-
ing in a Driven Oscillator: From the Quantum Coher-
ent to the Incoherent Regime,” Phys Rev A 96, 052124
(2017).
[41] Yaxing Zhang and M. I. Dykman, “Nonlocal random
walk over Floquet states of a dissipative nonlinear os-
cillator,” Phys. Rev. E 100, 052148 (2019).
[42] Jennifer Gosner, Bjo¨rn Kubala, and Joachim Anker-
hold, “Relaxation dynamics and dissipative phase tran-
sition in quantum oscillators with period tripling,”
ArXiv191108366 Cond-Mat Physicsquant-Ph (2019),
arXiv:1911.08366 [cond-mat, physics:quant-ph].
[43] Ida-Maria Svensson, Andreas Bengtsson, Philip Krantz,
Jonas Bylander, Vitaly Shumeiko, and Per Delsing,
“Period-Tripling Subharmonic Oscillations in a Driven
Superconducting Resonator,” Phys Rev B 96, 174503
(2017).
[44] Ida-Maria Svensson, Andreas Bengtsson, Jonas Bylan-
der, Vitaly Shumeiko, and Per Delsing, “Period Mul-
tiplication in a Parametrically Driven Superconducting
Resonator,” Appl Phys Lett 113, 022602 (2018).
[45] R. P. Feynman and A. R. Hibbs, Quantum Mechanics
and Path Integrals (McGraw-Hill, New-York, 1965).
[46] R. S. Maier and D. L. Stein, “Escape Problem for Irre-
versible Systems,” Phys Rev E 48, 931–938 (1993).
[47] R. S. Maier and D. L. Stein, “Limiting Exit Location
Distributions in the Stochastic Exit Problem,” SIAM J
Appl Math 57, 752–790 (1997).
[48] D. G. Luchinsky, R. S. Maier, R. Mannella, P. V. E. Mc-
Clintock, and D. L. Stein, “Observation of Saddle-Point
Avoidance in Noise-Induced Escape,” Phys Rev Lett 82,
1806–1809 (1999).
[49] A. P. Dmitriev and M. I. Dyakonov, “Activation and Tun-
nel Transitions between 2 Forced Oscillation Regimes of
an Anharmonic-Oscillator,” Zh Eksp Teor Fiz 90, 1430–
1440 (1986).
[50] V. A. Chinarov, M. I. Dykman, and V. N. Smelyanskiy,
“Dissipative Corrections to Escape Probabilities of Ther-
mally Nonequilibrium Systems,” Phys Rev E 47, 2448–
2461 (1993).
[51] R. Mannella, “Integration of Stochastic Differential
Equations on a Computer,” Int J Mod Phys C 13, 1177–
1194 (2002).
[52] R. Graham and T. Te´l, “On the Weak-Noise Limit of
Fokker-Planck Models,” J Stat Phys 35, 729–748 (1984).
