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Abstract
We shall ﬁrst consider the random Dirichlet partitioning of the interval into n fragments at temperature > 0. Using calculus
for Dirichlet integrals, pre-asymptotic versions of the Ewens sampling formulae from ﬁnite Dirichlet partitions follow up. From
these preliminaries, straightforward proofs of the usual sampling formulae from random proportions with Poisson–Dirichlet (PD)()
distribution can be obtained, while considering the Kingman limit n ↗ ∞,  ↘ 0, with n= > 0.
In this manuscript, the Gibbs version of the Dirichlet partition with symmetric selection is considered. By use of similar series
expansion calculus for Dirichlet integrals, closed-form expressions of Ewens sampling formulae in the presence of selection are
obtained; special types of Bell polynomials are shown to be involved.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction and outline of main results
The joint distribution of unordered frequencies of a sample drawn from random proportions with Poisson–Dirichlet
(PD)() distribution is known as the Ewens sampling formulae. We shall reconsider the same sampling problems and
formulae when sampling is from random proportions with Dirichlet Dn() distribution, hence with a ﬁnite number
n of fragments in the partition. As shown recently in Huillet [18], one easily recovers the Ewens sampling formulae
when passing to the Kingman limit n ↗ ∞,  ↘ 0, n = > 0. As an illustration and in order to be self-contained,
we shall recall some tools and results. The purpose of this manuscript is to show that this approach is also fruitful
when considering the Ewens sampling formulae including (symmetric) selection which has recently become a popular
subject (see [11–14,20], to cite only a few recent and important contributions). So, the main topic of this note is exact
Ewens sampling formulae under selection as an extension of the neutral case, starting with Dirichlet distributions and
then considering the limiting Poisson–Dirichlet case. This point of view was also the one adopted by Grote and Speed
[12] to derive approximate sampling formulae (see also [27–29]). We share the same ultimate objective as Handa’s but
our angle of approach to the problem and results are different. For strong motivations for considering this problem,
especially in biology, we also refer to the above cited works and references therein to Ewens’ works.
The organization of this draft is thus the following. Basic facts on the random Dirichlet partition of the interval into
n fragments at temperature > 0 are ﬁrst recalled in Section 2. The Gibbs version of the Dirichlet model including
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selection is next studied in some detail. In Sections 3 and 4 the ﬁrst and second Ewens sampling formulae when
sampling is from Dirichlet partition with selection are obtained in closed-form, using the appropriate calculus for
Dirichlet integrals. These naturally extend to the Kingman limit when working with the Poisson–Dirichlet distribution
with selection. These could perhaps prove useful in the test for neutrality problem in population genetics.
2. The Dirichlet distribution with selection
In this section, we recall some basic facts about Dirichlet distributions before introducing the Dirichlet distribution
with selection.
2.1. The Dirichlet distribution Dn()
We shall consider the following random partition into n fragments of the unit interval: let > 0 be some parameter
which we shall interpret as temperature or disorder of the partition.
Let(.) be Euler gamma function. Assume that the random fragments sizes Sn := (S1, . . . , Sn) (with∑nm=1 Sm=1)
is distributed according to the (exchangeable) Dirichlet Dn() distribution on the simplex ∇n = {s10, . . . , sn0 :∑n
m=1 sm = 1} that is to say
Sn
d∼ (dsn) = (n)
()n
n∏
m=1
(s−1m dsm) · sn∈∇n . (1)
Alternatively, with ()q := (+ q)/(), the law of Sn is characterized by its joint moment function
E
[
n∏
m=1
S
qm
m
]
=
∏n
m=1()qm
(n)∑n
m=1qm
. (2)
We shall put Sn
d∼Dn() if Sn is Dirichlet distributed with parameter .
Under our hypothesis, Eq. (2) being symmetric in the qm, the law of Sn is exchangeable. As a result, Sm d= Sn,
m= 1, . . . , n, independently of m and the individual fragments sizes are all identically distributed (id). Their common
density on the interval (0, 1) is given by
fSn(s) =
(n)
()((n − 1)) s
−1(1 − s)(n−1)−1, (3)
which is a beta(, (n− 1)) density, with mean value E(Sn)= 1/n, variance 2(Sn)= (n− 1)/n2(n+ 1) and moment
function E[Sqn ] = ()q/(n)q . For additional properties of Dirichlet distributions, see Devroye [4].
Reminder. We recall that a random variable, say Ba,b, with Ba,b
d∼ beta(a, b), has density function fBa,b (x) :=
(a+b)/(a)(b)xa−1(1−x)b−1, a, b > 0, x ∈ [0, 1] and moment function E[Bqa,b]=(a)q/(a+b)q . Also, a random
variable T > 0 with gamma(, ) distribution has density fT (t) := /()t−1 e−t , , , t > 0 and moment function
E[T q ] = −q()q . When = 1, we shall simply say T d∼ gamma().
Let us recall that when  = 1, the partition model equations (1), (2) corresponds to the standard uniform partition
model of the interval (see [17] for sampling problems in this case).
Lemma 1. As n ↗ ∞, we have
nSn
d→,, (4)
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where , := (, d=1, . . . ,m, . . .) is an iid gamma sequence with
,
d∼ gamma(, ), with density f,(t) = 

()
t−1 e−t , t > 0.
Proof. From Eq. (2),
E
[
n∏
m=1
(nSm)
qm
]
= n
∑n
m=1 qm(n)
(n+∑nm=1 qm)
n∏
m=1
()qm∼n↗∞,
n
∑n
m=1 qm
(n)∑n
m=1 qm
n∏
m=1
()qm =
n∏
m=1
()qm
qm
=
n∏
m=1
E(qmm ).
This shows that fragments sizes are asymptotically all of order 1/n and that nSn is asymptotic to an iid sequence with
gamma distribution for large n. 
Consider next the sequence S(n) := (S(m);m = 1, . . . , n) obtained while ranking the fragments sizes Sn according
to descending sizes, hence with S(1) > · · ·>S(m) > · · ·>S(n). The S(m)s distribution can hardly be derived in closed
form. However, one could prove that, as n ↗ ∞
n(1+)/S(n)
d→W and n
(
S(1) − 1
n
log(n(log n)−1)
)
d→G, (5)
where W is a Weibull random variable, G a Gumbel random variable such that P(W> t)= exp[−t/s], t > 0 and
P(G t) = exp[−s−1 exp(−t)], t ∈ R, s := (1 + )−> 0 a scale parameter.
In the random division of the interval as in Eq. (1) at disorder , although all fragments are identically distributed
with sizes of order n−1, the smallest fragments size grows like n−(+1)/ while the one of the largest is of order
1/n log(n(log n)−1). The smaller the  is, the larger (smaller) the largest (smallest) fragments size is: hence, the
smaller disorder  is, the more the values of the Sm are, with high probability, disparate: at low disorder, the size of the
largest fragment S(1) tends to dominate the other ones and the range S(1) − S(n) increases when  decreases.
On the contrary, large values of  correspond to situations in which the range of fragments sizes is lower: the
fragments sizes look more homogeneous and distribution equation (1) concentrates on its centre. At high disorder, the
diversity of the partition is large.
In some applications (see [21,6] in the context of the heaps process), Sn interprets as the random popularities of a
collection of n books arranged on a shelf. If instead of a collection of books, a population of animals from n different
species were considered, popularities verbatim interpret as species abundance (see e.g. [7,24]); in population genetics,
the distribution of alleles (different types of genes) in a -sample from the Dirichlet partition Dn() is of interest; see
Kingman [22] and Ewens [9] for such interpretations.
As ﬁrst noted by Kingman [21], although Sn has a degenerate weak limit when n ↗ ∞,  ↘ 0 while n = > 0,
this situation is worth being considered, since many interesting statistical features emerge. In particular, the ordered
version S(n) of Sn converges weakly to the PD() distribution (see [23,26], for brilliant reviews). When considering
the Kingman limit, we shall “star” the results as in S(n)
d→∗S(∞) d∼PD(). The larger parameter  is, the closer to 1 is
the probability to discover a new species in a sampling process from PD() (see below): for large , the dominance of
S(1) over the other S(k)s from S(∞) is limited.
In the sequel, the following result will also be useful (see e.g. [19]).
Theorem 2. Consider the Dirichlet partitioning model Sn
d∼Dn() and put Sn(t) := tSn.
(i) Let 	 be any Borel-measurable function for which∫ ∞
0
E(|	(Sn(t))|)tn−1 e−pt dt <∞, p > 0.
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Then, with Tn(p) := (Tm(p);m=1, . . . , n), n iid random variables deﬁned by Tm(p)= (1/p)Tm, p> 0, m=1, . . . , n
where Tn
d∼ gamma(), we have∫ ∞
0
E(	(Sn(t)))tn−1 e−pt dt = (n)
pn
E(	(Tn(p))). (6)
(ii) If 	 is homogeneous of degree d, i.e. if 	(tsn) = td	(sn), t > 0, sn ∈ Rn, and if E(|	(Sn)|)<∞ then, with
Tn := (T1, . . . , Tn)
E(	(Sn)) = 1
(n)d
E(	(Tn)). (7)
Consider the statement (i) of Theorem 2. The right hand-side quantity
(n)p−nE(	(Tn(p)))
may be interpreted as the Laplace transform of E(	(Sn(t)))tn−1. Inverting this Laplace transform and putting t = 1
yields E(	(Sn)).
From part (ii) of Theorem 2, any homogeneous functional of Dirichlet spacings can be directly computed from the
simpler one of iid gamma() variables, leading to considerable simpliﬁcations.
To take a trivial example, with Sm := (S1, . . . , Sm), let 	(Sm) := ∏ml=1 Sqll . This functional is homogeneous with
degree d =∑ml=1 ql . Applying (ii) of Theorem 2 to this functional with m = n gives Eq. (2). Recalling next that
P(Sm ∈ dsm) = (n)
()m((n − m))
(
1 −
m∑
l=1
sl
)(n−m)−1
+
m∏
l=1
dsl
s1−l
,
with 
n,m := {s1, . . . , sm ∈ sn :∑ml=1 sl < 1}, we get the Dirichlet identity∏m
l=1 ()ql
(n)∑m
l=1 ql
= (n)
()m((n − m))
∫

n,m
m∏
l=1
s
ql
l
(
1 −
m∑
l=1
sl
)(n−m)−1
+
m∏
l=1
dsl
s1−l
.
Passing to the Kingman limit, this identity is a Dirichlet formula for PD()-partition (see e.g. [1, Appendix M12])∏m
l=1 (ql)
()∑m
l=1 ql
=
∫

m
m∏
l=1
s
ql
l
(
1 −
m∑
l=1
sl
)−1
+
m∏
l=1
dsl
sl
, (8)
where 
m := {s1, . . . , sm ∈ s(∞) :∑ml=1 sl < 1}.
We now come to the speciﬁc object under study in this manuscript.
2.2. The Dirichlet distribution with (symmetric) selection
Let  ∈ R be a “selection” parameter and let > 1. We shall now consider the Dirichlet distribution for Sn, on ∇n,
including selection, namely
Sn,
d∼ (dsn) =
e−H(sn)
Zn()
(dsn). (9)
In Eq. (9), H(sn) :=∑nm=1 sm and
Zn() := E(e−H(Sn)) =
∫
∇n
e−
∑n
m=1 sm(dsn)
T. Huillet / Journal of Computational and Applied Mathematics 206 (2007) 755–773 759
is the partition function of the Gibbs measure  with 0 = , the Dirichlet reference probability measure
(implying Zn(0) = 1). Sn, law with selection is still exchangeable and for all non-negative measurable function
	 on the simplex ∇n
E[	(Sn,)] = E(e
−H(Sn)	(Sn))
E(e−H(Sn))
.
In the population genetics context, H(sn) =∑nm=1 sm, > 1, is called homozygosity (the case  = 2 is mostly con-
sidered). Therefore, when < 0, homozygotes are selectively advantageous relative to heterozygotes (underdominant
selection), whereas the reverse is true when > 0 (overdominant selection holds).
The homozygosity function sn → H(sn) is minimal when sn = (n−1, . . . , n−1) with value n1−, maximal with
value 1 when s(1) = max sn = 1. Thus
Zn() =
∫ 1
n1−
e−hn,H(dh),
where n,H(dh) is the image probability-measure of (dsn) under the transformation sn → H(sn). In our case study,
Zn() is thus the Laplace–Stieltjes transform of a probability measure.
Note that the random model displayed in Eq. (9) has in fact four parameters, namely n> 1, > 0,  ∈ R and > 1.
This formulation suggests the following statistical remarks:
Let H0 := “  = 0” and H1 := “  
= 0” stand for two contradictory hypotheses. Let A0 and A1 := A0 be
the partition of phase-space ∇n such that: (Sn, ∈ A0 ⇔ H0 holds) and (Sn, ∈ A1 ⇔ H1 holds). Clearly, the
Neyman test reads A0 = {sn ∈ ∇n : H(sn) ∈ [h1, h2]} where n1−<h1 <h2 < 1. Due to symmetries, h1 and h2
satisfy h1 − n1− = 1 − h2. From the Gibbs character of (dsn), with c ∼ 0.01 the Neyman test level, h1 is uniquely
determined by
1 − P(H(Sn) ∈ [h1, 1 + n1− − h1]) = c.
Therefore, the test of neutrality “= 0” could be obtained from the distribution function of H(Sn) under P.
Suppose “ 
= 0” is accepted. One wishes to decide between the under-dominant and over-dominant selection
hypotheses. Let H0 := “ < 0” and H1 := “ > 0” stand for the two contradictory hypotheses. Let A0 and
A1 := A0 be the partition of phase-space ∇n such that: (Sn, ∈ A0 ⇔ H0 holds) and (Sn, ∈ A1 ⇔ H1 holds).
Clearly, the Neyman test now reads A0 = {sn ∈ ∇n : H(sn)>h} where n1−<h< 1. From the Gibbs character of
(dsn), with c the test level of signiﬁcance, h = h(c) is uniquely determined by
P(H(Sn)h) = c.
If the data H(sn) is observable, the decision problem of neutrality versus selection is a well-posed one, at least
in principle. It requires the computation of the distribution function of H(Sn) under P, which, from part (i) of
Theorem 2, could be obtained (although with some computational effort).
Let us now investigate some additional properties of the Dirichlet with selection model as deﬁned by Eq. (9).
With (d/d) a Radon–Nykodym derivative, the log-likelihood ratio under selection I(Sn,) := − log d/d
(Sn,) reads
I(Sn,) := H(Sn,) − Fn(),
where Fn() := − logZn() is pressure. Shannon entropy of Dirichlet distribution with selection, e.g. sn() :=
E[I(Sn,)], is given by the Legendre transform of Fn()
sn() = F ′n() − Fn()
the range of internal energy F ′n() = E[H(Sn,)] being (n1−, 1). In our case study, pressure Fn() satisﬁes
Proposition 3. With  =: 0n, for 0 > 0
−1
n
Fn(0n
)→n↗∞ log E(e−0,). (10)
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Proof. Statement displayed in Eq. (10) results from (4). The random variable , appearing in the right-hand-side
is known as a generalized gamma variable, raising , to the power . Since > 1, its Laplace–Stieltjes transform is
only deﬁned for 00; indeed, by l’ Hospital’s rule, the tails of , are given by P(,> t)∼t↗∞ 1f,(t) and so
P(,> t)∝t↗∞t (−1)/ e−t
1/
, with sub-exponential growth. 
Note also that, if I(Sn) := − log d/d(Sn) is the log-likelihood ratio under the neutral model, we have
Proposition 4.
E[I(Sn)] = n ()
(n)
− Fn()
and
E[I(Sn)]∼n↗∞ − Fn(). (11)
Proof. The ﬁrst part results from the exchangeability of Sn under P and the fact that E[Sn] = ()/(n). Applying
Stirling formula, (n)∼n↗∞(n) and Eq. (11) follows from the fact that > 1. 
We now would like to compute the partition function Zn(), together with its Kingman ∗-limit. We have
Theorem 5. Let ()• := (), ()2, . . . , ()n, . . . . Then,
(i) It holds that
Zn() = 1 +
∑
k1
(−)k
k! · (n)k Pk,n(()•), (12)
where
Pk,n(()•) :=
∑
k1,...,kn  0:∑n
m=1 km=k
k!∏n
m=1 km!
n∏
m=1
()km
is a potential polynomial. This is also
Zn() = 1 +
∑
l1
(n)l
∑
k l
(−)k
k! · (n)k Bk,l(()•), (13)
where Bk,l(()•) is a Bell polynomial in the variables ()•.
(ii) Let
• := (),(2), . . . ,(n), . . . .
Assume n ↗ ∞,  ↘ 0 while n= > 0 (as in the Kingman ∗-limit). Then Zn()→∗Z() where
Z() = 1 +
∑
l1
l
∑
k l
(−)k
k! · ()k Bk,l(•)
= 1 +
∑
k1
(−)k
k! · ()k
k∑
l=1
lBk,l(•), (14)
are convergent series representations in the domain (, ) ∈ R+ × R.
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Proof. (i) Since (∑nm=1 Sm)k is homogeneous with degree d = k
Zn() = E(e−
∑n
m=1 Sm) = 1 +
∑
k1
(−)k
k! E
⎛⎝( n∑
m=1
Sm
)k⎞⎠= 1 + ∑
k1
(−)k
k! · (n)k E
⎛⎝( n∑
m=1
T m
)k⎞⎠ ,
where (Tm;m = 1, . . . , n) are iid and gamma() distributed. Thus,
E
⎛⎝( n∑
m=1
T m
)k⎞⎠= ∑
k1,...,kn  0:∑n
m=1 km=k
k!∏n
m=1 km!
E
(
n∏
m=1
T kmm
)
=
∑
k1,...,kn  0:∑n
m=1 km=k
k!∏n
m=1 km!
n∏
m=1
()km =: Pk,n(()•).
One can check that⎛⎝1 + ∑
k1
()k
tk
k!
⎞⎠n = 1 + ∑
k1
Pk,n(()•)
tk
k! ,
identifying Pk,n(()•) to a potential polynomial in the variables ()• (the kth Taylor coefﬁcient in the -expansion
of the series on the left-hand side raised to the power n). Further, as a consequence of the Faa di Bruno formula (see
[3, p. 152])
Pk,n(()•) =
k∑
l=1
(n)lBk,l(()•),
where Bk,l(()•) is a Bell polynomial in the variables ()•. [With x• := x1, x2, . . . Bell polynomials (see [3, pp.
144–147, Tome 1]) in the variables x• are deﬁned by
Bk,p(x•) =
∑ k!∏k
i=1 (i!mimi !)
k∏
i=1
x
mi
i ,
where the summation runs over the integers mi0, i = 1, . . . , k satisfying∑ki=1 imi = k and∑ki=1 mi = p, forming
a partition sequence of [] := {1, . . . , } into p distinct parts].
Reversing the summation
Zn() = 1 +
∑
l1
(n)l
∑
k l
(−)k
k! · (n)k Bk,l(()•).
(ii) In the Kingman limit, when n ↗ ∞,  ↘ 0 while n = > 0, observing Bk,l(()•)∼↘0lBk,l(•) and
(n)l∼∗nl , Zn()→∗Z() where Z() has the ﬁrst form displayed in (ii).
The deﬁnition domain for which Z()<∞ is (, ) ∈ R+ ×R. This follows from the bound (1.9) in [13, Theorem
1.1], putting a = 0, from which we get
(1 ∧ e−)(||())l
l!()l 
∣∣∣∣∣∣
∑
k l
(−)k
k! · ()k Bk,l(•)
∣∣∣∣∣∣  (1 ∨ e
−)(||())l
l!()l .
For each > 0, Z() as in Eq. (14), deﬁnes a real analytic function of .
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The second form is immediate wherewe observe that
∑k
l=1 lBk,l(•) is the kth Taylor coefﬁcient in the -expansion
of the function
exp
⎧⎨⎩∑
k1
(−)k (k)
k!
⎫⎬⎭ . 
Proposition 6. Let F() := − logZ() and  =: 0. Then, for all 0 > 0 (compare with Eq. (10))
−1

F(0
)→↗∞
∑
k1
(−0)k (k)
k! . (15)
Proof. This follows from Eq. (14), observing that, from Stirling formula, ()k ∼ k (for large ). Observe that∑
k1
(−0)k (k)
k! =
∫ 0
0
1 − 	()

d,
where 	() = E e− ( d∼ exp(1)) is the Laplace–Stieltjes transform of a Fréchet(1/) distributed random variable
with integralmomentsE(k)=(k+1). Since> 1, has sub-exponential tails that go slower to 0 than exponentially
and 	()<∞ for  ∈ R+ only. 
Remarks. (1) When  ↘ 1, 1+∑k1 ()ktk/k! → (1− t)−. Thus, (1+∑k1 ()ktk/k!)n → (1− t)−n = 1+∑
k1 (n)kt
k/k!. Thus, Pk,n(()•) → (n)k . From (i) of Theorem 5, since H(sn) =
∑n
m=1 sm → 1, this shows, as
required, that Zn() → e−.
(2) When  = 2, the problem solved in (i) of Theorem 5 was also addressed recently by Genz and Joyce [11]
numerically.
(3) Unfortunately, we found no reference in the specialized literature on the speciﬁc Bell polynomials Bk,l(()•)
and Bk,l(•) involved in Theorem 5.
Let R(Sn) := (d/d)(Sn) denote the likelihood ratio under the neutral model. Its moment function reads
E[R(Sn)q ] = Zn(q)
Zn()q
, q0 (16)
with E[R(Sn)] = 1. Let now R(Sn,) := (d/d)(Sn,) denote the likelihood ratio under selection. Its moment
function reads
E[R(Sn,)q ] = Zn((q + 1))
Zn()q+1
= E[R(Sn)
q+1]
E[R(Sn)] .
From this observation, we get R(Sn,)=̂R(Sn) where X̂ denotes the size-biased of the random variable X (satisfying
the stochastic ordering property X̂stX). Clearly (see [12] for additional justiﬁcations based on continuity arguments)
E[R(Sn)q ]→∗E∗[R(S(∞))q ] = Z(q)
Z()q
,
E[R(Sn,)q ]→∗E∗[R(S(∞),)q ] = Z((q + 1))
Z()q+1
.
Here S(∞), is the weak Kingman limit of S(n), such that for all measurable function 	
E∗[	(S(∞),)] := E
∗[e−H(S(∞))	(S(∞))]
E∗[e−H(S(∞))] .
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Consider E∗[R(S(∞))q ] = Z(q)/Z()q . As observed before, when  is large,
Z(q) ∼ e
∑
k 1 (−q−)k(k)/k!
.
This shows that
Z(q)
Z()q
∼ e
∑
k 2(−−)k(k)/k!(qk−q)
so that if in addition = 0−1/2+, with 0 > 0,  ∈ R ﬁxed, then
Z(q0−1/2+)
Z(0−1/2+)q
∼ 1 if < 0,
Z(q0−1/2)
Z(0−1/2)q
∼ e20(2)/2(q2−q) if = 0,
Z(q0−1/2+)
Z(0−1/2+)q
∼ 0 if > 0.
This shows that withN(m, 2) a random variable with normal distribution:
Proposition 7. When  ↗ ∞ together with  while = 0−1/2+, for some ﬁxed constants 0 > 0,  ∈ R,
R(S(∞))
d→ 1 if < 0,
R(S(∞))
d→ exp
(
N
(
−20
(2)
2
, 20(2)
))
if = 0,
R(S(∞))
d→ 0 if > 0.
Similarly, one easily gets
R(S(∞),)
d→ 1 if < 0,
R(S(∞),)
d→ exp
(
N
(
20
(2)
2
, 20(2)
))
if = 0,
R(S(∞),)
d→∞ if > 0.
Similar results, with different arguments, can be found in Joyce et al. [20], in the case =2. See these authors for the
statistical interpretation of these facts in the test for neutrality versus overdominant selection problem, together with
interesting reﬁnements.
3. The ﬁrst Ewens sampling formula for (Poisson)–Dirichlet partitions with and without selection
The ﬁrst Ewens sampling formula (ESF) gives the distribution of alleles (different types of genes) in a -sample from
the Poisson–Dirichlet partition PD(). Alternatively, it can be described in terms of sequential sampling of animals
from a countable collection of distinguishable species drawn from PD(). It provides the probability of the partition
of a sample of  selectively equivalent genes into a number of alleles as population size becomes indeﬁnitely large. A
second way to describe the sample is to record the number of species in the -sample with exactly i representatives,
i = 0, . . . , . When doing this while assuming the species have random frequencies following PD() distribution, we
are led to a so-called second Ewens sampling formula. In both sampling formulae from Dirichlet partitions, the order
in which the consecutive animals are being discovered in the sampling process is irrelevant. If this were not the case,
the Donnelly–Tavaré–Grifﬁths approach would be suitable (see [31,26,18] for example).
We shall recall exact expressions of both ﬁrst and second Ewens sampling formulae, when sampling is from ﬁnite
Dirichlet random partitions, assuming sampled population to be made of n individuals. Our main goal is to describe
the extension of these formulae to the Dirichlet partition with selection. We start with the ﬁrst ESF.
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3.1. Sampling formula without selection
Let Sn be the above Dirichlet random partition at disorder > 0. Let > 1 and (U1, . . . , U) be  iid random throws
on [0, 1] with uniform probability P. Let then (M1, . . . ,M) be the (conditionally iid) corresponding animals (or
species) labels, with common conditional and unconditional distributions
P(M = m | Sn) = Sm, m ∈ {1, . . . , n} (17)
and
P(M = m) := E[P(M = m | Sn)] = E(Sm) = 1
n
. (18)
Let Bn,(m) =∑l=1 I(Ml = m) count the random number of occurrences of species m in the -sample (sample
frequency of the  animals classiﬁed in the n categories). Let Pn, := ∑nm=1 I(Bn,(m)> 0) count the number of
distinct species which have been visited in the -sampling process.
With
∑n
m=1Bn,(m) = , Bn,(m) has binomial distribution and, as a result, for any p ∈ {1, . . . , n} and any
sequence 1n1 < · · ·<npn, the following multinomial distribution representation holds for the joint distribution
of Bn,(•) and Pn,:
Corollary 8. (i) With (b1, . . . , bp) ∈ {1, . . . , }p such that∑pq=1 bq = :
P(M1, . . . ,M ∈ {n1, . . . , np};Bn,(n1) = b1, . . . ,Bn,(np) = bp;Pn, = p | Sn)
= !∏p
q=1 bq !
p∏
q=1
S
bq
nq , (19)
where p satisﬁes 1pn ∧ .
(ii) Averaging over Sn
P(M1, . . . ,M ∈ {n1, . . . , np};Bn,(n1) = b1, . . . ,Bn,(np) = bp;Pn, = p)
= !∏p
q=1 bq !
1
(n)
p∏
q=1
()bq . (20)
Proof (Sketch). (i) is obvious and follows from the fact that, regardless of the value of Pn,, with (b1, . . . , bn) ∈
{0, . . . , }n
P(Bn,(1) = b1, . . . ,Bn,(n) = bn | Sn) = !∏n
m=1 bm!
n∏
m=1
Sbmm .
Averaging over Sn, observing that the sample function Sn → ∏pq=1 Sbqnq is homogeneous of degree , applying (ii)
of Theorem 2, we have
E
⎡⎣ p∏
q=1
S
bq
nq
⎤⎦= 1
(n)
p∏
q=1
E[T bqq ],
where (Tq; q = 1, . . . , p) are iid random variables on (0,∞) with Tq d∼ gamma(), q = 1, . . . , p and E[T bqq ] = ()bq .
Therefore, we obtain the Pólya (or Dirichlet multinomial distribution) (ii). 
The above probability is independent of the sequence n1 < · · ·<np. As there are ( np ) such sequences, ifBn,(p) :=
Bn,(1), . . . ,Bn,(p) stands for the numbers of animals of species q where the Pn, species observed were labelled
in an arbitrary way (independently of the sampling mechanism), one obtains (see [27,18], for computational details)
T. Huillet / Journal of Computational and Applied Mathematics 206 (2007) 755–773 765
Theorem 9. (i) For any composition sequence of [] := {1, . . . , }, say bp := (b1, . . . , bp) ∈ {1, . . . , }p and
satisfying∑pq=1 bq = ,
P(Bn,(p) = bp;Pn, = p) =
(
n
p
)
!∏p
q=1 bq !
1
(n)
p∏
q=1
()bq . (21)
(ii) With ()• := ()1, ()2, . . . let
B,p(()•) := !
p!
∑
bq 1:∑pq=1 bq=
p∏
q=1
()bq
bq !
be an instance of a Bell polynomial in the variables ()•. Then
P(Pn, = p) = n!
(n − p)!
1
(n)
B,p(()•) (22)
and
(iii)
P(Bn,(p) = bp | Pn, = p) = !
p!
1
B,p(()•)
p∏
q=1
()bq
bq ! . (23)
Proof. Part (i) has already been proven. Summing over composition sequencesbp, Eq. (22) followswherewe recognize
an alternative expression of Bell polynomials in the variables ()• (see e.g. [25, p. 5, Eq. (9)]). Part (iii) is a consequence
of (i) and (ii). The problem consisting in computing the probability P(Pn, = p) is known as the Chinese Restaurant
Problem. Note that the probability displayed in Eq. (21) is a symmetric function of bp. 
Example. As a particular example, we consider the critical case = 1. In this case, the above formula simpliﬁes to
P(Bn,(p) = bp;Pn, = p) =
(
n
p
)
(
n + − 1

) ,
which is independent of the cell occupancies (b1, . . . , bp) (the probability is uniform).
As there are ( −1
p−1 ) sequences bq1, q = 1, . . . , p satisfying
∑
bq = , we get
P(Pn, = p) =
(
n
p
)(
− 1
p − 1
)
(
n + − 1

) , p = 1, . . . , n ∧ .
As a result,
P(Bn,(p) = bp | Pn, = p) = 1(
− 1
p − 1
) .
Remarks (The law of succession). To be complete, wewould like to brieﬂy revisit a related question raised in Donnelly
[5] and Ewens [10], concerning the law of succession. This question (traced to Laplace) goes back to Carnap and
Johnson; see Zabell [30,32,33].
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(1) Consider Eq. (19) and let
P(M1 . . .M ∈ {n1, . . . , np};M+1 new;Bn,(n1) = b1, . . . ,Bn,(np) = bp;Pn, = p | Sn)
be the probability that a (+1)th sample is not amongst the ones {n1, . . . , np} previously encountered (and so is new),
given Sn. From Eq. (19), this probability may be written as
!∏p
q=1 bq !
p∏
q=1
S
bq
nq
⎛⎝1 − p∑
q=1
Snq
⎞⎠
.
The function Sn →∏pq=1Sbqnq (1−∑pq=1 Snq ) is homogeneous with degree +1. Taking the average over Sn, applying
the usual trick, this probability reads
!∏p
q=1 bq !
1
(n)+1
p∏
q=1
()bq × (n − p).
Summing over the sequences {n1, . . . , np} and conditioning, Eq. (21) yields
P(M+1 is new | Bn,(p) = bp;Pn, = p) = (n − p)
n+  , (24)
which is independent of cell occupancies (b1, . . . , bp) but depends on the number p of distinct species already visited
by the -sample. Note that p(n − 1) ∧  if this probability is to be strictly positive.
(2) Similarly, consider Eq. (19) and, with nr ∈ {n1, . . . , np}, let
P(M1 . . .M ∈ {n1, . . . , np};M+1 = nr ;Bn,(n1) = b1, . . . ,Bn,(np) = bp;Pn, = p | Sn)
be the probability that the ( + 1)th sample is one from the previously encountered species already visited br times,
given Sn. This probability is also
!∏p
q=1bq !
p∏
q=1
q 
=r
S
bq
nq × Sbr+1nr .
Averaging over Sn, summing over the sequences {n1, . . . , np} and conditioning, we easily get, proceeding as in (i)
P(M+1 ∈ species seen br times | Bn,(p) = bp;Pn, = p) = + br
n+  , (25)
which is independent of {b1, . . . , bp}\{br} and also of p.
The Kingman limit: Consider the situation where n ↗ ∞,  ↘ 0 while n = > 0. We recover a result ﬁrst given
in Ewens [8] in a way which constitutes a proof of the ESF from Poisson–Dirichlet PD() partition. Indeed, we have
Corollary 10. In the Kingman limit, P(Bn,(p) = bp;Pn, = p) converges to
P∗(B(p) = bp;P = p) = !
p!
p
()
∏p
q=1bq
. (26)
Proof. From Stirling formula, we have ( n
p
)∼∗np/p! and 1/(n)∼∗1/().
Furthermore,
∏p
q=1()bq = p
∏p
q=1 (+ bq)/(1 + ) ∼ p
∏p
q=1(bq − 1)!. 
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Summing over (b1, . . . , bp) satisfying bq1, q = 1, . . . , p and∑ bq = gives the limiting probability P∗(P =p)
that there are p distinct species visited in the -sample. So
Corollary 11. With s,p the absolute value of the ﬁrst kind Stirling numbers, it holds that
P∗(P = p) = 
ps,p
()
, p = 1, . . . ,  (27)
and
P∗(B(p) = bp | P = p) = !
p!
1
s,p
∏p
q=1 bq
. (28)
Proof. One of the expressions of s,p := [p]() (as the coefﬁcient of p in the development of ()) is
s,p = !
p!
∑ 1∏p
q=1bq
,
where the summation runs over the integers bq1, q = 1, . . . , p satisfying∑ bq =  (see [8]). 
Remark (The law of succession). In the Kingman limit, the probabilities displayed in Examples (24) and (25) converge
respectively to

+  and
br
+  . (29)
These arise in a Blackwell and MacQueen [2] urn model. This model is also widely known as Hoppe’s urn, after
Hoppe [16].
3.2. Sampling formula with selection
We have the following main theorem giving the likelihood ratio:
P(Bn,(p) = bp;Pn, = p)
P(Bn,(p) = bp;Pn, = p) .
Theorem 12. Let b1, . . . , bp1,
∑p
q=1 bq =  be any composition sequence of [].
(i) Deﬁne
()•+bp := ()+b1 , ()2+b2 , . . . , ()p+bp , ()(p+1), ()(p+2), . . . .
With P(Bn,(p) = bp;Pn, = p) given by Eq. (21),
P(Bn,(p) = bp;Pn, = p)
P(Bn,(p) = bp;Pn, = p) =
1 +∑k1 ((−)k/k! · (n+ )k)Pk,n(()•+bp )
1 +∑k1 ((−)k/k! · (n)k)Pk,n(()•)
= 1 +
∑
l1(n)l
∑
k l ((−)k/k! · (n+ )k)Bk,l(()•+bp )
1 +∑l1 (n)l∑k l ((−)k/k! · (n)k)Bk,l(()•) . (30)
(ii) Passing to the Kingman limit, deﬁning
•+bp := (+ b1),(2+ b2), . . . ,(p+ bp),((p + 1)),((p + 2)), . . .
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with P∗(B(p) = bp;P = p) given by Eq. (26),
P∗(B(p) = bp;P = p)
P∗(B(p) = bp;P = p) =
1 +∑l1 l∑k l ((−)k/k! · (+ )k)Bk,l(•+bp )
1 +∑l1 l∑k l ((−)k/k! · ()k)Bk,l(•)
= 1 +
∑
k1 ((−)k/k! · (+ )k)
∑k
l=1 lBk,l(•+bp )
1 +∑k1 ((−)k/k! · ()k)∑kl=1 lBk,l(•) . (31)
Proof. (i) We need to compute
E
⎡⎣ p∏
q=1
S
bq
nq ,
⎤⎦= E(e−H(Sn)∏pq=1Sbqnq )
E(e−H(Sn))
.
Since the denominator is under control, it remains to study the numerator E((Sn)) where (Sn) := e−H(Sn)∏p
q=1S
bq
nq . First we note that the function Sn → (Sn) is a symmetric function of Sn. Next, we have
E(e−H(Sn)
p∏
q=1
S
bq
nq ) =
∑
k0
(−)k
k! E
⎛⎝( n∑
m=1
Sm
)k p∏
q=1
S
bq
nq
⎞⎠
=
∑
k0
(−)k
k! · (n)k+ E
⎛⎝( n∑
m=1
T m
)k p∏
q=1
T
bq
q
⎞⎠ ,
where (Tm;m = 1, . . . , n) are iid and gamma() distributed. Thus,
E
⎛⎝( n∑
m=1
T m
)k p∏
q=1
T
bq
q
⎞⎠= ∑
l1,...,ln  0:∑n
m=1 lm=k
k!∏n
m=1 lm!
E
⎛⎝ p∏
m=1
T lm+bmm
n∏
m=p+1
T lmm
⎞⎠
=
∑
l1,...,ln  0:∑n
m=1 lm=k
k!∏n
m=1 lm!
p∏
m=1
()lm+bm
n∏
m=p+1
()lm =: Pk,n(()•+bp ),
where bp := (b1, . . . , bp) and
()•+bp := ()+b1 , ()2+b2 , . . . , ()p+bp , ()(p+1), ()(p+2), . . . .
Now, one can check that (1+∑k1 ()k+bp tk/k!)n = 1+∑k1 Pk,n(()•+bp )tk/k!, identifying Pk,n(()•+bp )
to a potential polynomial in the variables ()•+bp (the kth Taylor coefﬁcient in the -expansion of the series on the
left-hand side raised to the power n).
Finally, we get
E
⎛⎝e−H(Sn) p∏
q=1
S
bq
nq
⎞⎠= !∏p
q=1 bq !
1
(n)
p∏
q=1
()bq
⎛⎝1 + ∑
k1
(−)k
k!
1
(n+ )k Pk,n(()•+bp )
⎞⎠
.
Normalizing by Zn() whose expression is given by Theorem 5, recalling Eq. (21), gives (i).
The proof of (ii) is straightforward, deﬁning •+bp to be
•+bp := (+ b1),(2+ b2), . . . ,(p+ bp),((p + 1)),((p + 2)), . . .
and observing ()•+bp∼∗ · •+bp , Bk,l(()•+bp )∼∗lBk,l(•+bp ). 
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Remarks. (1) With S(∞) d∼PD() and Z() the ∗-limit of Zn(),
P∗(B(p) = bp;P = p) =
E∗(e−H(S(∞))P(B(p) = bp;P = p | S(∞)))
Z()
.
Thus (ii) of Theorem 12 also reads
E∗(e−H(S(∞))P(B(p) = bp;P = p | S(∞)))
= !
p!
p
()
∏p
q=1 bq
⎛⎝1 + ∑
k1
(−)k
k! · (+ )k
k∑
l=1
lBk,l(•+bp )
⎞⎠
.
(2) When  ↘ 1, H(S(∞)) a.s.→ 1 and
E∗(e−H(S(∞))P(B(p) = bp;P = p | S(∞))) → e−P∗(B(p) = bp;P = p) = e− !
p!
p
()
∏p
q=1 bq
.
Observing that •+bp → •+bp with
•+bp := b1!, (b2 + 1)!, . . . , (bp + p − 1)!, (p + 1)!, (p + 2)!, . . .
we conclude that, for any composition sequence bp of [], the following identity holds
k∑
l=1
lBk,l(•+bp ) = (+ )k .
4. The second Ewens sampling formula with and without selection
We now investigate sampling formulae as an integer partition problem when selection is absent before extending it
to a case with selection.
4.1. Ewens formula for Dirichlet populations
Let nowAn,(i), i ∈ {0, . . . , } count the number of species in the -sample with i representatives, that is
An,(i) = #{m ∈ {1, . . . , n} : Bn,(m) = i} =
n∑
m=1
I(Bn,(m) = i). (32)
Then
∑
i=0An,(i) = n,
∑
i=1An,(i) = p is the number of species visited by the -sample and An,(0) the
number of unvisited ones. Besides,
∑
i=1 iAn,(i) =  is the sample size.
The vector An,() := (An,(1), . . . ,An,()) is called the species vector count in biology [9]. In population
genetics, one speaks of an allelic partition of a sample of  genes. In this case, we have (see [18], for details)
Theorem 13. (i) For any ai0, i = 1, . . . ,  satisfying∑i=1 iai =  and∑i=1 ai = p, with a := (a1, . . . , a), we
have
P(An,() = a;Pn, = p) = n! · !
(n − p)!∏i=1 (i!ai ai !) 1(n)
∏
i=1
()aii . (33)
(ii) With B,p(x•), the Bell polynomials, we have
P(Pn, = p) = n!
(n − p)!
1
(n)
B,p(()•). (34)
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(iii) It holds
P(An,() = a | Pn, = p) = !
B,p(()•)
∏
i=1
()aii
i!ai ai ! . (35)
Proof. The probability displayed in Eq. (21) is a symmetric function of bp. Thus,
P(An,() = a;Pn, = p) = p!∏
i=1 ai !
P((Bn,() = bp;Pn, = p | Sn)),
where bp := bp(a) is any composition sequence bp of p positive integers summing up to , deﬁning the partition
sequence a. The simplest such sequence bp which one can think of is given by
bp := 1, a1 times. . . , 1; 2, a2 times. . . , 2; . . . ; , a times. . . , .
Part (i) follows from this (see also [15, Proposition 5.1], and [19, Proposition 7]).
(ii) Consider the Bell polynomials. It holds that, with monomials xi particularized to xi = ()i
P(Pn, = p) = n!
(n − p)!
1
(n)
B,p(()•).
Note, as required, that both Eqs. (21) and (33) share the same marginal P(Pn, = p). Part (iii) results from
normalization. 
Example. As a particular example, we consider the case = 1. In this case, the above formula simpliﬁes to
P(An,() = a;Pn, = p) =
p! ·
(
n
p
)
(
n + − 1

) 1∏
i=1 ai !
.
Considering Bell polynomials B,p(x•) where monomials xi are particularized to xi = (1)i = i!, we have∑ !∏
i=1ai !
= !
p!
(
− 1
p − 1
)
.
As a result, we get, as expected
P(Pn, = p) =
(
n
p
)(
− 1
p − 1
)
(
n + − 1

) , p = 1, . . . , n ∧ .
Furthermore, the conditional distribution reads
P(An,() = a | Pn, = p) = p!(
− 1
p − 1
) 1∏
i=1 ai !
.
The Kingman limit: Consider the situation where n ↗ ∞,  ↘ 0 while n= > 0. We shall recover the celebrated
Ewens sampling formula [8]. Indeed, we have:
Corollary 14. In the Kingman limit, P(An,() = a;Pn, = p) converges to
P∗(A() = a;P = p) = ! · 
p
()
∏
i=1 (iai ai !)
. (36)
Proof. First, we have n!/(n − p)!∼∗np, 1/(n)∼∗1/().
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Next,
∏
i=1()
ai
i =p
∏
i=1((+ i)/(1+))ai∼∗p
∏
i=1(i−1)!ai . Using these approximations, Eq. (36) follows
from Eq. (33). 
Summing over ai0, i=1, . . . ,  satisfying∑i=1 iai= and∑i=1 ai=p gives the limiting probability P∗(P=p)
that there are p distinct species visited in the -sample. We ﬁnd:
Corollary 15. With s,p the absolute value of the ﬁrst kind Stirling numbers, it holds that
P∗(P = p) = 
ps,p
()
, p = 1, . . . ,  (37)
and
P∗(A() = a | P = p) = !
s,p
∏
i=1(iai ai !)
. (38)
Proof. Another expression of s,p := [p]() (as the coefﬁcient of p in ()) is in terms of Bell polynomialsB,p(x•)
when monomials xi are particularized to xi = (i − 1)! (see [3, pp. 146–147, Tome 1]). This may also be seen directly
from Eq. (34), when passing to the Kingman limit, observing that B,p(()•)∼↘0pB,p(0!, 1!, 2!, . . .). 
4.2. Ewens sampling formula with selection
We would like here to compute
P(An,() = a;Pn, = p) = E(e
−H(Sn)P(An,() = a;Pn, = p | Sn))
Zn()
,
together with its ∗-limit, which is the version of Theorem 13 when selection is present. In this respect, we have the
following corollary to Theorem 12.
Corollary 16. Let ai0, i = 1, . . . ,  satisfy∑i=1 iai =  and∑i=1 ai = p. Deﬁne
()a•+• := ()+1, a1. . ., ()a1+1; ()(a1+1)+2, a2. . ., ()(a1+a2)+2; . . . ;
()(a1+···+a−1+1)+, a. . ., ()(a1+···+a)+; ()(p+1); ()(p+2); . . . .
(i) With P(An,() = a;Pn, = p) given by Eq. (33),
P(An,() = a;Pn, = p)
P(An,() = a;Pn, = p) =
1 +∑k1 ((−)k/(k! · (n+ )k))Pk,n(()a•+•)
1 +∑k1((−)k/(k! · (n)k))Pk,n(()•)
= 1 +
∑
l1 (n)l
∑
k l ((−)k/(k! · (n+ )k))Bk,l(()a•+•)
1 +∑l1 (n)l∑k l ((−)k/(k! · (n)k))Bk,l(()•) . (39)
(ii) Passing to the Kingman limit, with P∗(A() = a;P = p) given by Eq. (36), deﬁning
a•+• := (+ 1), a1. . .,(a1+ 1);((a1 + 1)+ 2), a2. . .,((a1 + a2)+ 2); . . . ;
((a1 + · · · + a−1 + 1)+ ), a. . .,((a1 + · · · + a)+ );((p + 1)); . . . .
we have
P∗(A() = a;P = p)
P∗(A() = a;P = p) =
1 +∑l1 l∑k l ((−)k/(k! · (+ )k))Bk,l(a•+•)
1 +∑l1 l∑k l ((−)k/(k! · ()k))Bk,l(•)
= 1 +
∑
k1 ((−)k/(k! · (+ )k))
∑k
l=1 lBk,l(
a
•+•)
1 +∑k1 ((−)k/(k! · ()k))∑kl=1 lBk,l(•) . (40)
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Proof. (i) From the exchangeability of Sn, the conditional probability
P(An,() = a;Pn, = p | Sn)
is a symmetric function of Sn. Thus,
E(e−H(Sn)P(An,() = a;Pn, = p | Sn)) = p!∏
i=1 ai !
E(e−H(Sn)P(Bn,() = bp;Pn, = p | Sn)), (41)
where bp := bp(a) is any composition sequence bp of p positive integers summing up to , deﬁning the partition
sequence a; if bp is such a sequence, letting {qi} := {q ∈ {1, . . . , p} : bq = i}, i = 1, . . . , , then ai = #{qi} =∑p
q=1 I(bq = i). The simplest such sequence bp which one can think of is given by
bp := 1, a1 times. . . , 1; 2, a2 times. . . , 2; . . . ; , a times. . . , .
The deﬁnition of ()a•+• is the expression of ()•+bp for this particular sequence. The remaining part of the corollary
follows from normalization and Theorem 12. Passing to the ∗-limit, P(A() = a;P = p | S(∞)) is a symmetric
functional of S(∞) and (ii) follows similarly. This symmetry property can also be checked directly while observing that
P(A() = a;P = p | S(∞)) = !∏
i=0i!ai
∑
bp
∏
q
S
bq
(q),
where the sum is over all composition sequences bp consistent with a. 
Remark. With S(∞)
d∼PD() and Z() the ∗-limit of Zn()
P∗(A() = a;P = p) =
E∗(e−H(S(∞))P(A() = a;P = p | S(∞)))
Z()
.
Thus, for any composition sequence bp deﬁning the partition sequence a, (ii) also reads
E∗(e−H(S(∞))P(A() = a;P = p | S(∞)))
= ! · 
p
()
∏
i=1(iai ai !)
⎛⎝1 +∑
l1
l
∑
k l
(−)k
k! · (+ )k Bk,l(•+bp )
⎞⎠
.
To compare with, using our notations, the following main result was recently obtained by Handa [13,14], by means
of Poisson and gamma processes calculus.
Theorem 17. With S(∞)
d∼PD()
E∗(e−H(S(∞))P(A() = a;P = p | S(∞))) = ! · 
p∏
i=1 (iai ai !)
⎛⎝1 +∑
l1
l
l! Il(a)
⎞⎠ , (42)
where
Il(a) :=
∫

p+l
p∏
q=1
(s
bq
q e
−sq )
p+l∏
q=p+1
(e−s

q − 1)
⎛⎝1 − p+l∑
q=1
sq
⎞⎠−1
+
p+l∏
q=1
dsq
sq
(43)
is a Dirichlet integral on 
p+l := {s1, . . . , sp+l ∈ s(∞) : ∑p+ll=1 sl < 1} as in Eq. (8) and bp := (bq; q = 1, . . . , p) is
any sequence of p positive integers summing up to , deﬁning the partition a.
T. Huillet / Journal of Computational and Applied Mathematics 206 (2007) 755–773 773
Our results show that, with bp := bp(a)
Il(a) = l!
()
⎛⎝∑
k l
(−)k
k! · (+ )k Bk,l(•+bp )
⎞⎠
.
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