Reliable and real-time face detection is a basic ability for any Vision Based Interface. This paper combines and exploits the benefits of two different face detectors specialized each one in a specific context. The resulting system improves their respective individual performances by means of their cooperation, the integration of temporal coherence, persistence and explicit knowledge about the human face, achieving a robust and close to real-time multiresolution face detector.
Introduction
Human beings are sociable by nature and use their sensorial and motor capabilities to communicate. It is obvious that we communicate not only with words but also with sounds and gestures. If Human Computer Interaction (HCI) could be more similar to human to human communication, HCI would be non-intrusive, comfortable and not strange for humans [16] . Therefore, people detection is a basic ability to be included in any Vision Based Interface [21] in order to perceive the user in an HCI context. Different approaches have been developed in the past for people detection attending to different elements of the human body: the face [7, 26] , the head [1, 2] , the entire body [24] or just the legs [15] , as well as the human skin [10] . However, in this context it is obvious that the human face is a main information channel during the communication process [14] .
Any system devoted to the facial analysis must first detect the face to analyze. Face detection is a revisited topic in the literature with recent successful results [12, 18, 23] . However, these detectors focus on the problem using approaches which are valid for restricted face dimensions and, with the exception of the first reference, to a reduced head pose range.
In this paper, we design a real-time vision system which goes beyond traditional still image face detectors, adding to a state of the art object centered face detector two new elements in order to get a better, more robust, more flexible and realtime multiresolution face detector. These two new cues are: 1) the temporal coherence, and 2) the advantages evidenced by the local context in head detection for low resolution and difficult head poses [11] . These abilities extend the application of other face detection systems, building a system which is able to manage robustly not only typical desktop interactive applications but also surveillance situations and the transition between both contexts, i.e. face and head detection.
Face Detection
It is evident that the face conveys to humans such a wealth of social signals, and humans are expert at reading them. They tell us who is the person in front of us or help us to guess features which are interesting for social interaction such as gender, age, expression and more. That ability allows us to socialize adequately with other people based on the information extracted visually from their face.
Face detection can be defined as to determine any face -if any-in the image returning the location and extent of each [7, 26] . In this paper, we have considered the information used to model faces to classify the different face detection techniques into two main families:
Pattern based or Implicit: These approaches work searching exhaustively a previously learned pattern at every position and different scales of the whole input image.
Knowledge based or Explicit: These approaches increase processing speed by taking into account face knowledge explicitly, exploi-tion, face and facial features geometry and appearance.
Recent implicit face detectors [18, 23] have reduced dramatically the processing latency at high levels of accuracy. Particularly the Viola-Jones' object detector framework [22] , has been recently made available integrated in OpenCV (Open Computer Vision Library) [8] . This framework, designed for rapid object detection, is based on the concept of a boosted cascade classifier [22] but extends the original feature set and provides different boosting variants for learning [13] . The resulting detection rate, D, and the false positive rate, F, of the cascade is given by the combination of each single stage classifier rates, i.e. d i and f i respectively:
Under this approach, given a 20 stage detector designed for refusing at each stage 50 % of the nonobject patterns (false positive rate) while falsely eliminating only 0.1 % of the object patterns (target detection rate), its expected overall detection rate is 0,999 20 ≈ 0,98 with a false positive rate of 0,5 20 ≈ 0,9 * 10 −6 . Therefore, the detector designer chooses the desired number of stages, the target false positive and detection rates per stage, achieving a trade-off between accuracy and speed for the resulting classifier.
Our Face Detection Approach
According to Torralba [20] object-centered approaches dominate the research in computational vision based face detection. Indeed, most face detection systems have been designed for a resolution range in which the face and its features are clearly distinguishable. This focus restricts the face detectors applicability due to the fact that those systems are easily fooled in situations with poor conditions in terms of pose, resolution, illumination, or occlusion. In those situations, humans make use of the context that plays a major role in order to achieve greater robustness.
The approach presented here, schematically des-single real-time system, the benefits of two face detectors specialized each one for a different resolution range and, exclusively if a video stream is processed, the integration of temporal coherence by means of tracking. Figure 1 . Combined face detector. A thick line represents that the next frame is processed while a narrow line indicates that the same frame is processed using another technique. Therefore a detection using the object centered detector will launch in the next frame the object centered detector centered in a Window of Attention defined by the previous frame detection. A detection provided by the local context based detector will launch in the next frame only the local context detector in the window of attention, unless the detection were big enough to contain a face detectable by the object centered detector.
Thick transitions in Figure 1 corresponds to situations where a new frame is acquired. Narrow transitions indicates that another technique is employed (i.e. no face has been found). For a given frame the system tries: 1) first the object centered detector which can additionally provide facial features, 2) if no face was located, a local context based detector is then employed, and 3) finally, if the system is searching a recently detected face but it could not be found by any of the previous techniques a tracker is used with the last face pattern available.
The system is designed trying to avoid the execution of both detectors for each frame, reducing time consumption, giving priority to the objectcentered detector, i. e. the one which provides more facial details. Figure 1 shows that whenever one of the detectors detects, it takes the lead in the next frames until it fails. Common sense says that if there is a face, perhaps the shoulders are not present, but if the head and shoulders are there. Thus, if the local context detector detects a pattern big enough to contain a detectable face, the object-centered detector is first applied in the next frame.
The approach assumes that a detected face is characterized by f = pos, size, red, green, leye pos , leye pattern , reye pos , reye pattern , f ace pattern . If there is a detection then this face features vector is created, and those features are used in the next frame to direct the search using the different integrated techniques mentioned in the previous paragraph. A detection is associated to a previous detection if it fits with the previously stored model.
The face detection information extracted from the previous frame is certainly useful to speed up the process, e.g., it is used to define a Window of Attention where the previous detection will likely be, or if the face size is big enough to be worth the application of the object centered detector.
In any case, this information is valuable to reduce the time consumption. Obviously, if there were no recent detection, there would not be any active face model, and therefore the object-centered and local context detectors would be applied sequentially to the whole image.
The resulting system is able to manage in realtime complex scenes in which the human face experiences large scale, pose and appearance transformations. Each specialized detector is described in more detail below.
Object-centered detector
The object centered face detector is related to both previously mentioned families of face detectors, see Section 2, as it makes use of both implicit and explicit knowledge to obtain the best of each one. The implicit knowledge is integrated using the Viola-Jones framework [22] by means of the 25 stage face detector distributed with OpenCV.
On the other side, the explicit knowledge is added combining multiple simple classifiers of limited computational cost applied opportunistically in a cascade approach analyzing different areas of interest. A first detection given by the implicit face detector allows the system to have an estimation for the next frame of different parameters of the individual: his particular color model, his last position, etc. In the next frame, the process laun-areas, trying to confirm/reject that initial frontal face hypothesis. In the first case, the confirmation, the module results are passed to the following module. In the second, the rejection, the candidate area is rejected. Those techniques are combined and coordinated with temporal information extracted from a video stream to improve the performance, being able to provide a result faster than the original implicit face detector. The resulting Frontal Face Detector developed is briefly described in terms of the main modules presented in Figure 2 :
1. Tracking, M0 : After a face is detected, if its facial elements were also located, in the next frame the system tries first to track the eyes, instead of detecting the whole face again. The search area for each facial element is related in size and position to the previous detection. Several 24 × 24 patterns are searched in the next frame using an approach based on the Sum of Squared Differences (SSD), similarly to [5] :
This approach decides autonomously whether the pattern must be updated or not, and 2. Face Candidate Selection, M1: This module combines two different focuses.
a) Implicit Knowledge Based Face Detection: This step is similar to the face detector described in [23] . However there is a major change in order to speed up the process. By default the detector searches in the whole image, but if there was a recent face detection, the search area considered is three times the last detected size. A positive face detection will allow also to model the particular skin color of the individual. This skin color model is used to locate the face blob.
b) Skin Color Based Detection:
The skin color extracted from the face previously detected is used to locate the face if previous cues failed. The normalized red and green image [25] of the current frame is calculated to get those blobs that fit the current skin color model. The system does not make use of a general skin color model but a particular skin color model obtained after a detection. This is done to reduce the illumination dependence of a general skin color model description.
Facial Features Detection, M2:
The detector searches facial features in the candidate skin blobs provided by M1. Major blobs are fitted to a general ellipse, refusing some of them by means of their dimensions. The orientation of the biggest one is used to rotate the source image forcing the eyes to lie on an horizontal line. Later, the system searches each eye as a gray minimum in specific areas coherent for a frontal face. Those positions achieved must be coherent with ellipse dimensions to be accepted.
Normalization, M3:
A candidate eye pair set that verifies all the previous requirements is scaled and translated to fit a standard position and size.
Pattern Matching Confirmation, M4:
Finally the appearance of the normalized image is tested in two steps: For a candidate area that reaches this point, the system determines that it contains a frontal face.
Local context detector
It is surprising to see how easily current state of the art object centered face detectors fail in situations in which humans have no problem in detecting faces reliably. The face detector described in the previous section, which fits the standard object-centered approach, fails for example in frames 129, 171, 230, 246, 278, 392, 430, and 564 of the Office sequence, see Figure 3 . Such cases have been systematically studied in psychophysical experiments by Sinha and Torralba [19] . Their experiments indicate that humans make use of the local context, understood as a local area surrounding the face, as the level of detail decreases. At that resolution, the standard and predominant object-centered approach is not able to manage properly the problem.
The Viola-Jones' general object detection framework [22] has been used to build a head and shoulders detector. This approach combines increasingly more complex classifiers in a cascade, and has already been used recently for detecting frontal faces [23] , pedestrians [24] , eyes [3, 4] and faces at low resolution and difficult poses in [11] . Specifically, the head and shoulders face detector employed in [11] reported promising results applied to FGNET database providing a hint of head position, i.e. face. Here, we make use of the head and shoulders detector which allows the system to estimate the head location whenever the head and shoulders are present. 
Experiments
Both detectors report high performance in their specific context. Here, we first describe some results achieved for each specialized detector in their context, and finally results are provided for situations where any single solution does not provide reliable performance. In all the experiments, test data sets are disjoint from the data used for training. Table 1 . Results for face and eye detection processing 26360 images. The correct detection ratios (TD) are given for the detections over the whole sequence, and the false detection ratios (FD) consider the total number of detections.
Object centered detector
In Table 1 , our object centered face detector (OCFD) is compared with the Viola-Jones' [22] and Rowley's [17] detectors. These results have been achieved processing 70 sequences which contain a total number of 26360 faces. In order to check the detectors performance, previously the sequences have been manually annotated, therefore the face containers are available for the whole set of images, and the eye locations are available for a subset of 4059 images.
In order to establish whether a detection is correct, two different criteria have been defined: 1) A face is considered correctly detected, if the detected face overlaps at least 80 % of the annotated area, and the area difference is not doubled.
2) The eyes of a face detected are considered correctly detected if for both eyes the distance to manually marked eyes is lower than a predefined threshold that de-ground data inter eyes distance/4 similarly to previously published papers [9] .
On one side, the OCFD detection rate has a lower boundary which is given by the Viola-Jones' detector. We must also point out that OCFD provides the added value of facial features detection with slightly lower rates to those provided by the Rowley's approach but 20 times faster. On the other side, OCFD provides a processing cost similar to Viola-Jones' when there is no face, but the processing cost is reduced whenever faces are present in the video stream, as happens with the video streams used in these experiments. Therefore thanks to the use of temporal coherence in the next frames, the OCFD detector performed 5 times faster than the Viola-Jones' detector for these sequences. In the experiments the system spends and average of aprox. 20 msecs. to process an image. Our OCFD proves the advantages that temporal information contained in video streams provide to the problem of real-time face detection in video streams.
Local context detector
Several experiments have been carried out on FG-NET video conference data (PETS 2003) using the local context detector. Every 100th frame from sequences A, B, and D (cameras 1 and 2) is used in the following experiments 1 . This results in a total of 502 frames containing 1160 faces, 160 of which are profiles (about 14 %). The sequences show a conference room across either side of a desk with people occasionally entering and leaving the room.
In the experiments, the local context detector based on the Viola-Jones' framework has been compared with an object based face detector [13] which is now part of OpenCV [8] . The left plot in Figure 4 shows the face detection performance on the FGNET data set in terms of the ROC curve. Both the performance of the object-centered and the local context detector are shown. The percentage of retrieved faces is given on the vertical axis and the number of false positives per frame is shown on the horizontal axis. Points on the curve are sampled by varying the number of stages in the cascade.
The frame resolution is decreased from the left plot to the right plot. Each frame is downsampled from the original resolution (720 × 576 whi-ch approximately corresponds to PAL resolution) to 360 × 288 ("half-PAL") and to 180 × 144 pixels ("quarter-PAL"), respectively. Accordingly, the available face resolution decreases from 48×64 to 24 × 32 and to 12 × 16 pixels approximately. Figure 5 shows an example frame where each row corresponds to a different resolution (all frames have then been resized for visualization purposes). At the original resolution, the local context detector dominates already because it is more robust to face pose changes, see Figure 6 . At 5 false alarms the object-centered detector retrieves 80 % of the faces and the curve flattens from there on. Contrastingly, the local context detector yields 95 % of the faces at the same level of false alarms.
At lower frame resolutions (middle plot and right side plot) facial details deteriorate and the objectcentered approach becomes unreliable. The local context on the other hand is not affected. At half-PAL resolution the object-centered at 5 false alarms drops 15 % compared to the full resolution, affected by the decrease in available facial detail. Contrastingly, the local context detector's performance remains stable at 95 % given the same number of false alarms. This effect becomes even stronger at quarter-PAL resolution where the object centered approach detects only 10 % at 1 false alarm per frame while the local context detector succeeds for more than 90 % of the faces.
Overall the local context detector provides improvements in detection rates by 15 %, 25 % and 80 % at corresponding levels of false alarms. Additionally, since the local context detector can operate robustly at very low frame resolutions it actually runs 15 times faster than the traditional objectcentered approach at the same level of accuracy. The left column shows detections based on local context, the right column is from the object-centered approach. This example illustrates that as facial details degrade, the object-centered approach misses actual faces.
The Combined Face/Head Detector
Here, we tackle the combination of both detectors, as described in Section 3, in order to develop a robust, reliable and fast face/head detector for any context. Following the schema described in Figure 1 a prototype has been built combining both specialized detectors. In order to speed up the process, when there is no detection for a consecutive number of frames, instead of applying both detectors to the whole image for every frame, they alternate.
We have observed the different kind of detections provided by these detectors. The object-centered detects frontal faces and under some circumstances the added value of its main elements, i.e. eyes and mouth. The local context detector detects head and shoulders and therefore implicitly the head position.
In this prototype, the tracker is only used for local context detections, because they have a reduced size more suited to this technique. However, the integration of tracking introduces a risk, due to the fact that a wrong pattern can be adopted for tracking as the false detection rate is low but it exists. We have avoided most false detections analyzing their persistence in time. It was observed that false detections are typically isolated in time. In our experiments we have especially analyzed the local context detections likelihood by means of coherent detection persistence. Consecutive low resolution detections, with similar position and size, are considered as an evidence of a coherent head and shoulders detection, and therefore can be used as a pattern to track in the next frame. Figure 3 . The left plot shows detections of the local context of faces while the right plot shows the output of the object-centered detector. The latter misses two faces because it is restricted to frontal view detection.
The combined detector improves clearly the results provided by an state of the art object centered face detector, for unrestricted sequences where there are large face changes in terms of scale, appearance and pose, just due to that detector is not able to manage those changes. It also improves the local context detector results being able to detect faces when the local context is not visible. The average processing time for the Office sequence reports 18 fps, but it must be pointed out that there is no face in 670 frames. When this situation does not happen, as for example for the desktop sequences, the detector performs at 24fps. Table 2 . Results for the Office sequence, see Figure 3 and footnote 2. Average processing time considering 320×240 frames acquired with a standard webcam and a PIV 2.2Ghz.
Conclusions and Future Work
We have developed a robust face/head detector that integrates two specialized face detectors and temporal coherence at different levels for video streams processing. The resulting live demo system manages different facial resolutions and the transitions between them in close to real-time, 18fps, with fixed or mobile cameras because detection is not based on motion.
Current implementation manages just a single face (indeed the biggest in the image), our next project is to improve the system in terms of managing concurrently a larger number of simultaneous faces which would make the system a valid and very powerful detector for a wide range of applications. In that sense both detectors will be improved mainly to detect also lateral poses. The local context detector has been trained with frontal samples ignoring lateral ones which could be added to the training set to get a more general detector. We also plan to integrate other cues as for example color to detect close faces which present a non frontal view, exploiting the persistence of detection concept for the object-centered detector too. Therefore additional features will be integrated to improve performance.
