A model of columnar networks of neocortical association areas is studied. The neuronal network is composed of many Hebbian autoassociators, or modules, each of which interacts with a relatively small number of the others, randomly chosen. Any module encodes and stores a number of elementary percepts, or features. Memory items, or patterns, are peculiar combinations of features sparsely distributed over the multi-modular network. Any feature stored in any module can be involved in several of the stored patterns; feature-sharing is in fact source of local ambiguities and, consequently, a potential cause of erroneous memory retrieval spreading through the model network in pattern completion tasks.
Introduction
The neocortex presents several levels of architectural and functional modularity (Kaas,1987; Braitenberg, 1978; Braitenberg and Schüz, 1991; Fuster, 1997; Mountcastle, 1997; Fuster, 1999) . What seem to be the elementary processing units of cognitive functions are the columns, compact assemblies of densely interconnected neurons that extend vertically through the layers of the cortical sheet (Mountcastle, 1977 (Mountcastle, , 1997 Braitenberg and Schüz, 1991) . Neurophysiology has provided plentiful evidence of columnar functional individuality. In particular, in the Primate, selective responses of columns have been found in the posterior parietal cortex, which seems responsible for higher perceptual memory (Mountcastle et al., 1975; Mountcastle, 1995; Mountcastle, 1997) , and in the inferotemporal cortex, which seems to constitute the site of storage of the memory of complex visual items (Miyashita and Chang, 1988; Miyashita, 1988; Fujita et al., 1992; Tanaka, 1996) .
Autoassociators as Models of Neocortical Memory Systems
The relatively dense, recurrent intracolumnar contacts (Braitenberg and Schüz, 1991; Mountcastle, 1997 ) may provide any cortical column with autoassociative abilities, like pattern completion and self-sustainment of structured activity. Indeed, several network models have shown that, if a pattern of neuronal activity is allowed to produce Hebbian-like modifications of the recurrent synapses, then a stable dynamical attractor is created in which the network will reproduce the pattern: if at any time an external stimulus, or cue, places the network within the basin of attraction, then, under appropriate conditions, the network dynamics will drive the neurons to reproduce the activity they exhibited during the presentation of the original pattern Little (1974); Hopfield (1982) , and a vast subsequent literature). The network can store several patterns, creating an equal number of attractors. The existence of an individual attractor corresponding to each stored pattern permits recovering specific distributions of neuronal activity starting from just a fragment of the original (pattern completion); once a pattern is in this way recovered from memory, the network can stay in the retrieval attractor for prolonged time even in the absence of the external cue. The properties of prolonged self-sustained activity and of pattern completion in recurrent Hebbian network models seem compatible with experimental findings of persistent delay activity, that is, stimulus-specific activity that persists after removal of the stimulus in delay tasks (Fuster and Jervey, 1982; Miyashita and Chang, 1988; Funahashi et al., 1989) , and of neuronal responses that appear to reveal ongoing memory retrieval processes, especially in association areas (Naya et al., 2001; Tomita et al., 1999; Hasegawa et al., 1998) . Together with the evidence of feature selectivity of columns (Tanaka, 1996; Mountcastle, 1997) , these observations suggest that memories may consist of distributed representations 1 of which columns locally store the finest elements. It is sometimes hypothesized that one of the advantages of a modular structure of this kind might be the possibility of representing new patterns making use of elements that already appeared in patterns previously stored. The converging evidence from several levels of investigation naturally confers great relevance to understanding how the multitude of columns/modules may be organized in order to perform cognitive tasks, like, most importantly, the retrieval of neuronal representations from memory, e.g. in pattern completion tasks.
Authors have addressed problems concerning memory retrieval in multi-modular network models of cortical areas (O'Kane and Treves, 1992; Lauro-Grotto et al., 1997; Fulvi Mari and Treves, 1998; Renart et al., 1999a Renart et al., , 1999b Fulvi Mari, 2000) and provided results that elucidated some properties of modular autoassociators, but several questions remain unanswered. In particular, it has not been previously investigated (according to the present knowledge of the author) the dynamics of cued retrieval in many-columns autoassociators in the case in which elementary memory features that are stored in any module can participate in several complex patterns, in a system of feature-sharing memory storage.
Outlook of the Article
The present work focuses onto modelling memory processes that supposedly take place in the neocortical association areas of the Primate.
Properties of memory retrieval in a feature-sharing modular autoassociator are studied. The network model is composed of a large number of interacting modules; every module is a neuronal (Hebbian) autoassociator, intended to model a single cortical column, and is the site of storage of a number of elementary memory features. Memory items, or patterns, are peculiar combinations of features distributed across the multi-modular network. Any feature may be involved in several memory patterns.
Some of the results of this work rely on properties of local dynamical attractors. In order to evaluate their stability, a signal-to-noise analysis is carried out, for which a specific neuron model has to be implemented. It is chosen to adopt a "ternary" neuron model, according to which the firing rate of any neuron can assume one of three possible values, that correspond, respectively, to excitatory response, spontaneous activity, and inhibitory response.
Local Ambiguity of Associations.
The appearance of any locally stored feature in possibly several global patterns is what creates most of the problems in constructing a theoretical model capable of proper memory retrieval and that would also comply with biological constraints. For example, let A and B be two modules connected with each other; assume that at any time the network is exposed to a cue stimulus which is a fragment of a certain memory pattern p that was previously stored in the same network. Assume that module A is elicited by the cue stimulus to retrieve feature x, which was stored in module A when the multi-modular network learnt pattern p; instead, module B is not cued and stays quiescent, in a state of spontaneous, non-specific activity. As feature x appeared in several of the learnt patterns, B is likely to have stored several features, e.g., y 1 , y 2 , . . . , y n , that were respectively active in n patterns that simultaneously also produced feature x in module A, that is, in n patterns that share feature x in module A. Therefore, Hebbian modifications of synapses between neurons of the two modules keep memory of the multiple associations between feature x of module A and each of the corresponding features y 1 , y 2 , . . . , y n of module B, thus constituting a source of local ambiguity in the retrieval process. Indeed, the retrieval of feature x in module A would equally tend to drive module B toward any one of the local attractors that correspond respectively to the features y 1 , y 2 , . . . , y n stored in module B, not necessarily the correct one for what concerns the global pattern p to retrieve. The network dynamics must then someway be able to favour the spreading of correct retrieval across modules while suppressing spuriously activated features. One of the main obstacles is that, compatibly with anatomical evidence (Braitenberg and Schüz, 1991; Goldman-Rakic, 1988) , any module 'perceives' the state of only a small subset of the others.
Oscillatory Retrieval Dynamics.
A dynamical mechanism is here proposed that can surmount the problem of local ambiguity. The retrieval process relies on periodical oscillations of the robustness of local attractors to noise: During any highrobustness semiperiod, active modules are stable and can spread retrieval activity to their neighbours according to Hebbian associations; during the following lowrobustness semiperiod, only modules whose activity is supported by at least two of their respective neighbours are not destabilized to quiescence. As will be shown, in this way the retrieval of local features that are appropriate to the cue is greatly advantaged over incorrect activations. This oscillatory retrieval process can achieve a retrieval performance in fact just a little inferior to the one that would be achieved if feature-sharing was not allowed (and, hence, simpler non-oscillatory dynamics could be adopted).
Inter-Modular Correlation.
Because any module interacts with only a relatively small number of the others, it seems generally convenient that interconnected modules store features of correlated kinds. Indeed, correlation of the activity of modules that contact reciprocally is here shown to be potentially very relevant to memory retrieval: for example, a network that is able to perform excellent cued retrieval from the memory of a large set of patterns with correlated modular activation is found to be only capable of poor retrieval if, instead, connected modules are independently recruited across the set of memory patterns, all the structural parameters and activity sparseness staying the same.
Activity Isles.
The retrieval performance of the modular memory system is shown to be necessarily inferior to complete recollection. Indeed, the dilution of the extramodular connections and the sparseness of pattern representation determine the existence of activity isles; these are regions of the network that, unless directly cued, cannot be percolated by the retrieval activity spreading and that are present independently of the specific retrieval dynamics that is implemented, even when feature-sharing is not permitted.
The locations of the activity isles depend on the specific pattern to retrieve; instead, the fraction of the multi-modular network that in any pattern belongs to activity isles depends (in large networks) only on statistics of extramodular connections and memory patterns, thus determining a general upper-bound to retrieval quality. The oscillatory retrieval process almost saturates this bound. It should be emphasized that, as the present model does not require topographical organization, modules belonging to the same activity isle are usually dispersed through the network.
Methods
The mathematics of the network model is necessarily quite rich of symbols. Recurrent symbols are summarized in Table 1 . 
Architecture of the Network
The model network is composed of M modules of N neurons each. Numbers M and N are assumed to be large, which allows for neglecting statistical fluctuations of certain quantities and for approximating some binomial distributions with Poisson ones. Any neuron receives axonal contacts from a large number of other neurons randomly chosen within the same module as well as across the rest of the network. It is assumed, however, that the extramodular afferents to any module originate from a small subset of the other modules rather than uniformly from the whole neuronal population of the rest of the network.
One may think of the net of long-range connections imagining the existence of a few channels that connect any module to other modules ( Fig. 1 ); inside these channels, and only through these, the long-range (white-matter) axons are allowed to pass. The net of channels is modelled as a random graph, being s = z/(M − 1) the small probability for any pair of modules to be connected by a channel. On average any module receives axonal projections from z modules; z is then called mean coordination number. Since the number of pre-synaptic modules is distributed around the relatively small value z even when the ideal 'thermodynamic' limit of infinite number of modules is performed, the graph is said to be extremely dilute.
The channels are symmetrical; that is, if a channel exists between modules m and n, then neurons of m receive synaptic contacts from neurons of n, and neurons of n receive synaptic contacts from neurons of m, though neurons do not necessarily reciprocate contacts.
The notion of neighbourhood is defined on the basis of the inter-modular connections:
Definition 1. Any two modules that are connected by a channel are said to be adjacent or, equivalently, to be neighbours.
Because it is assumed that the probability of connection does not depend on the physical distance between modules, adjacent modules can be arbitrarily distant, for they are randomly scattered through the entire population.
The probability for any neuron to receive a contact from any other neuron of the same module is b. The probability for a neuron of module m to receive a contact from any neuron of an adjacent module is L/(K m N ), where K m is the number of neighbours of module m. Hence, on average any neuron receives b · (N − 1) synapses from neurons of the same module and L synapses from extramodular neurons, regardless of the number of modules that are adjacent to the one to which it belongs.
Contacts between neurons of different modules are represented in the set of binary variables {c i m j n }: If neuron j of module n synapses onto neuron i of module m, then c i m j n = 1, otherwise c i m j n = 0. The architecture of the net of inter-modular channels is represented in the set {c i m j n } through the factorization
where: s mn is the adjacency variable, whose value is 1 if a channel exists between modules m and n, and 0 otherwise; g i m j n is equal to 1 if neuron j of module n is pre-synaptic to neuron i of module m and is equal to 0 otherwise (given that modules m and n are adjacent).
Memory Patterns: Inter-Modular Correlation
Any memory pattern stored in the multi-modular network corresponds to a specific distribution of neuronal activity. Accordingly with evidence and hypotheses portrayed in Section 1, any pattern is a peculiar combination of local features sparsely distributed over the network, each feature being stored in a different module. Any pattern involves any module with probability τ , that is then called modular (activity) sparseness.
Definition 2. The modules that store features of any given pattern are said to constitute the foreground of that pattern, while the other modules are said to constitute its background.
In general, Definition 3. Any module that is reproducing a feature is called active, while any module in non-specific, spontaneous activity is called quiescent.
It is assumed that modular activity is correlated through the set of memory patterns:
Postulate 1. In any pattern to store, any two adjacent modules are simultaneously active or quiescent with probability higher than chance.
Indeed, since modular activity is sparse and any module interacts with only a few other modules (∼z), it seems convenient that adjacent modules analyse correlated kinds of features and, consequently, can more often transmit useful information to each other, for instance, for the completion of a retrieval task.
Mathematical aspects of the random set of patterns are analysed in detail in Fulvi Mari (2000) ; only a short summary is reported here.
The participation of module m in pattern p is represented by the binary variable τ p m : it is equal to 1 if module m is active in pattern p and is equal to 0 otherwise. The correlation of the activities of modules is reflected into the following table of average conditional probabilities (Fulvi Mari and Treves, 1998; Fulvi Mari, 2000) :
where ζ 1 > τ and ζ 0 < τ; the larger ζ 1 , the more correlated are the activities of the two modules m and n if they are adjacent, while the activation state of module m does not depend on that of module n if they are not adjacent. In fact, the table of Eq.
(2) is the average of the actual distribution, that also takes into account statistical fluctuations across the graph (Fulvi Mari, 2000) . Since the adjacency matrix of the graph is symmetric (s mn = s nm ), it must be that ζ 0 = τ · (1 − ζ 1 )/(1 − τ ). Proving the existence of at least one joint probability distribution whose averaged marginals are given by Eq.
(2) is crucial to justify the statistical model. Indeed, not every arbitrary set of marginals over a family of random variables is consistent; that is, there is not complete freedom in choosing a priori marginal probabilities on a correlated system. In Fulvi Mari (2000) it is shown that the present statistical model is consistent if probability ζ 1 takes values below an upper-bound that is function of mean coordination number z and modular sparseness τ .
The multi-modular network is assumed to store P memory patterns. Any module is assumed to be able to store a maximum number D of different features. Numbers P and D are assumed to be large. The ratio ν ≡ τ P/D is assumed to be finite in the limit P, D → ∞ and is called featural multiplicity. The number of patterns in which any feature in any module takes part follows a quasi-Poisson distribution with parameter ν but constrained to positive values (cf. Appendix A, where the procedure used to generate actual sets of patterns with the appropriate statistics is described). Therefore, the cases of interest in the present work are those in which ν is significantly larger than 1, that is, in which any feature is likely involved in several patterns. (In the following simulations, ν = 10 and τ = 0.1, so that any feature is shared on average by about 10 patterns and P = 100 · D.)
Neuron Model
It is assumed that in any active module any neuron exhibits either an excitatory or an inhibitory response, firing respectively at rateF orB, while the neurons of quiescent modules fire spontaneously at rateS. Possible effects of fast noise are assumed to be negligible. The following standard definition is adopted:
Definition 4. In any active module, the neurons that fire at the higher rate are said to constitute the foreground of the retrieved feature, while the neurons that fire at the lower rate are said to constitute its background.
The neurons that will compose the foreground of a feature in a module are randomly chosen from the population of the module independently with the probability a, that is then called neuronal (activity) sparseness.
Firing ratesF,S andB eventually enter the mathematics of the model only through the ratios (S − B)/(F −B) andB/(F −B). The local recurrent circuits are assumed to keep these ratios constant across the modules.
The firing rate of neuron i of module m is represented by the ternary variable V i m . The total input current to neuron i m is written as
where: j m runs over all the neurons of module m with the exception of neuron i m (no self-interaction); n runs over all modules except module m; j n runs over all the neurons of module n. The synaptic weights are determined by Hebbian covariance rule according to the following formulae:
for the intramodular (short-range) contacts, and
for the extramodular (long-range) contacts, which generalize the formula for the weights of uni-modular networks with sparse neuronal activity of Tsodyks and Feigel'man (1988) . Normalization constant T is equal to L + N − 1, by definition. Index p runs over the P stored patterns. Quenched random variable b i m j m determines the dilution of the intramodular axonal contacts: its value is 1 with probability b, and 0 with probability 1−b for any choice of the ordered pair (i m , j m ) (that is, contacts need not be reciprocal). Variable τ p m is equal to 1 if module m participates in pattern p and is equal to 0 otherwise. Variable η p i m is equal to 1 if neuron i m is in foreground and is equal to 0 otherwise, assuming that pattern p recruits module m (that is, τ p m = 1). Variable c i m j n takes value 1 if neuron j in module n projects onto the dendrites of neuron i of module m; otherwise, it is equal to zero (Section 2.1, Eq. (1)). Constant λ takes into account possible differences in the respective specific effectiveness of short-range and long-range contacts.
In the following, the average numbers of the extramodular inputs and of the intramodular inputs to any neuron are set equal to each other, in agreement with the data of Braitenberg and Schüz (1991) , which implies that the ratio γ ≡ L/T must be equal to b/(1+b). In the simulations, intramodular connectivity b will be set equal to 20% (Braitenberg and Schüz, 1991) .
Field and Field-Overlap
Due to analogies with physics models, the set of total input currents {h i m } (Eq. (3)) is often called field. Accordingly with Eq. (3), the field is the sum of two components, determined respectively by intramodular and extramodular interactions:
Making use of the assumptions of large N and P, it is possible to carry out the sums over the afferent neurons in Eq. (3) (the resulting expression is reported in Appendix B). Noise due to memory load appears in the final expression of h i m as a set of Gaussian random variables.
To understand what attractor a module is being 'pushed' toward by its neighbours, so to speak, it is useful to know how much the extramodular inputs to the module correlate with any of the features stored locally. The field-overlap order-parameter
is defined as a measure of the similarity between extramodular field {h ext i m } and feature ξ stored in module m. (The final expression of Q ξ m obtained by inserting the result of h ext i m and calculating the sum over neurons is given in Appendix B.)
If every module is either quiescent or fully reproducing a feature, then Q ξ m can only assume an integer value; this value is equal to the number of neighbours of module m that are retrieving features that were associated with feature ξ of module m in the learning of patterns.
Results
The model proposed here does not lend itself to complete analytical treatment, either by mean-field techniques or by methodsà la Derrida et al. (1987) . To evaluate the stability of local retrieval attractors, use is made of a signal-to-noise analysis. Then, laws are defined for local retrieval dynamics, coarse-graining the system to the level of the modules. At that point, properties of memory retrieval processes in the multi-modular network are investigated by combining mathematical analysis and numerical simulations.
In Section 3.2.4, the dynamics is studied independently of the signal-to-noise ratio, in an idealized case.
Stability of Local Attractors
When the number of stored patterns is no longer negligible with respect to the average number of synapses per neuron, memory load can affect the quality of the retrieval, or even make it impossible, by contaminating the neuronal inputs with noisy contributions, whose amplitude is randomly distributed across the network according to a Gaussian density function with mean zero and finite variance σ 2 (reported in Appendix B). There are in fact non-Gaussian noisy terms besides the memory-load ones (they are sums of relatively small numbers of binary random variables; terms 3rd and 4th of the expression of h ext i m in Appendix B). However, mainly because of the small value of sparseness a (but also for the values of other parameters, like, e.g., ν), only a small fraction of the neurons in any active module is significantly affected by these non-Gaussian terms. Hence, the latter are neglected in evaluating the stability of local retrieval attractors. 2 It should be noted that the non-Gaussian terms, being correlated to local features, are the ones that contribute to the value of the field-overlap and, hence, are the ones responsible for biasing feature selection (cf. Section 3.2 and Appendix B). Therefore, in the present approximation, the extramodular neuronal noise may be considered as the sum of two components: an unstructured (memory-load, Gaussian) one, that tends to destabilize local retrieval attractors but is unable to elicit active local states, and a structured one, of negligible effect in destabilizing local attractors but able to bias modular activation. Consequently, an active module cannot make any active neighbour switch attractor if the activity of the neighbour is stable to the Gaussian noise. 3 As will be shown later, the state of an active module will be more robust to noise if more of the neighbours are retrieving features that are associated with the feature retrieved by the given module. It is then convenient to set the following definition:
Definition 5. Any active neighbour of an active module is said to be supporting this module if both modules are retrieving features that appeared simultaneously in at least one of the stored patterns.
Because the inter-modular channels are symmetrical, it follows from definition that, if a module is supporting a neighbour, then the latter is supporting the former; the retrieval activities of the two modules then reinforce each other because of the association stored in the synapses through Hebbian plasticity.
The stability of local modular activity depends on the fraction of neurons that exhibit the correct firing activity and, therefore, on the signal-to-noise ratio of the input currents to the neurons (Appendix C): if this ratio is not large enough, the fraction of neurons of the module that are in the appropriate firing level is too small for the feature retrieval to be stable. It would then be useful to have a noise level such that the retrieval state of features that do not compose the pattern to retrieve is not stable, while correct retrieval state is stable to noise (analogously to O' Kane and Treves (1992) and Fulvi Mari and Treves (1998) ). This threshold mechanism is discussed more in detail later on, but some observations are better reported here.
As the signal-to-noise ratio is inversely proportional to the square root of the memory-load parameter α ≡ P/T , it may be possible to set the noise level in a range appropriate to the threshold mechanism of destabilization by tuning α. However, fluctuations of noise level across modules and, possibly, in time are a potential obstacle to this kind of mechanism. In fact, the extramodular component of the noise to any neuron depends on the number of neighbours of its module, which can be different for neurons that belong to different modules; furthermore, because active and quiescent modules may cause, in principle, different levels of noise to the neurons of their neighbours, the extramodular component of the neuronal input noise may also change in time as neighbours may change state during the retrieval process. Nonetheless, it can be observed that, if it is assumed that active modules and quiescent modules are equally noisy to any post-synaptic one, then noise no longer depends on the number of neighbours, nor on dynamical variables (Section 3.2.1 and Appendix C). Indeed, under this condition the expression of the signal-to-noise ratio of the input to any neuron in active module m at time t becomes
module m having at least one neighbour. 4 The intramodular signal term 1 + u m represents the number of stored patterns that share the feature that is retrieved in the module. 5 In the extramodular signal term m /(λK m ), K m is the number of all the neighbours of module m, m is the number of supporting neighbours, and λ < 1 is a constant that controls the relative strength of extramodular afferents (Section 2.3). While K m can be different for different modules but is constant in time, m can also change in time following the retrieval dynamics of the multi-modular network.
It is important to note that the signal-to-noise ratio in Eq. (7) monotonically increases with the number of supporting neighbours m , that is, as anticipated in setting Definition 5, the retrieval state of module m is more robust to noise if it is supported by more neighbours.
The local component 1 + ν of the noise in Eq. (7) is due to memory load of intramodular synapses and is a function of featural multiplicity ν because of the repeated Hebbian reinforcement of any memory feature. The additive term ζ 1 /λ 2 is due to the noise produced by extramodular afferents and depends on inter-modular correlation through the parameter ζ 1 .
Retrieval Dynamics: Oscillatory Process
The dynamical transitions between modular states are defined as follows:
Law 1. If a module is quiescent, it can be elicited to retrieve local feature ξ by only an extramodular input field that overlaps with that feature (Q ξ m > 0) and only if the new state would be stable. If the extramodular field overlaps with one only feature whose retrieval would be stable, then the module will retrieve that feature. If the extramodular input field overlaps with several features whose retrieval would be stable, then the module will retrieve the feature with the largest field-overlap among them (in the event of several maximizers, the module will retrieve a feature randomly chosen among the latter).
Law 2. If a module is in an active state which is not stable, it becomes quiescent.
Because of feature-sharing and the consequent local ambiguity of associations, the cued retrieval process may drive modules to retrieve wrong features. The dynamics of memory retrieval should then be devised in such a way that wrong activation is suppressed in favour of the spreading of correct retrieval activity. The plan is to exploit properties of the stability of local attractors: Any module that is reproducing a wrong feature most likely has one only supporting neighbour, the same one that drove the module from quiescence to wrong activity (cf. following); since the retrieval states of modules with larger number of supporting neighbours are more robust to noise (Section 3.1), one could tune noise level in such a way that the signal-to-noise ratio is too small for local retrieval activity to be stable in modules that have no more than one supporting neighbour. This condition would greatly hamper the spreading of wrong activations; however, if modules with less than two supporting neighbours were always unstable during cued retrieval tasks, it may also hamper the spreading of correct retrieval activity, more so when the cue stimulus is a relatively small fraction of the pattern to retrieve. As a possible solution to this problem, an oscillatory process is here introduced:
Law 3. The robustness of local attractors to noise periodically oscillates in such a way that every time-step in which any active module with one only supporting neighbour is stable is followed by a time-step in which it is unstable, while as many active modules with more than one supporting neighbour as possible should be stable at all times.
In this way, all the modules that have been wrongly activated during a high-robustness time-step are quickly put to quiescence in the next time-step. The two-steps oscillation is iterated several times; it is necessary that every high-robustness time-step is followed by a low-robustness one because otherwise the modules in wrong retrieval would elicit further wrong activity and, consequently, would have more supporting neighbours and gain in robustness.
A sample case of correct retrieval spread produced by the oscillatory dynamics is pictured in Fig. 2 : Modules A and D are in correct feature retrieval, while modules B and C are quiescent but should be active. During a high-robustness time-step, modules A and D elicit retrieval of features in modules B and C (for clarity, the influence of other neighbours to B and C is neglected). If any of the two features activated respectively in B and C is not correct, each of them only has support from one neighbour, that is, respectively, A or D; in this case, during the following time-step both B and C are destabilized and decay to quiescence. On the contrary, if the activity elicited in B and C corresponds to correct feature retrieval, B and C will support each other and still hold the support of, respectively, module A and module D; thus, in the following low-robustness time-step both B and C will be supported by two neighbours and, consequently, will not be destabilized.
In principle, modules B and C may be driven to retrieve features that are not appropriate to the pattern to retrieve but, nevertheless, are involved simultaneously in other stored patterns and, therefore, support each other because of existing memory association. However, because any pattern is associated randomly and uniformly to one of the potential D features in a module, the probability for this event to happen is vanishingly small in the limit of large D.
The coarse-grained dynamics is implemented in numerical simulations of large networks (M = 400, 000; details of the simulations are reported in Appendix D). In Section 3.2.2, the stability of local attractors will be determined using the signal-to-noise ratio of Eq. (7). Instead, in Section 3.2.4 the stability of the local attractors will be determined by a law that follows an idealization of the stability properties derived from the signal-to-noise analysis. Parameters τ , ζ 1 , z, a. It is useful that, given a pattern to retrieve, any foreground module have as many neighbours as possible that are also in the foreground of the same pattern; in this way, for example, there is better chance that during a cued retrieval task foreground modules can support the activity of each other. For any pattern, the foreground modules and the channels between them constitute a subgraph in which any module has on average about zζ 1 neighbours. One should then assign ζ 1 , z and τ values such that zζ 1 is as large as possible, though still complying with the correlation bound (the upperbound to ζ 1 depends on z and τ ; given τ , it monotonically decreases as z increases; Fulvi Mari (2000) ). In this view, a convenient choice seems to be τ = 0.1 and z = 8, which allows for ζ 1 as large as 0.4, at least.
3.2.1.
In order for the oscillatory process to work properly, it is necessary that active modules are as noisy as the quiescent ones to any neighbour (Section 3.1), which requires that (Appendix C)
In general, Eq. (8) can only be satisfied if the spontaneous firing rateS is larger than the background firing rateB, because a must be positive andF >B by definition. Being a < 1 by definition, it must also be that F >S. Assuming thatS,B andS −B have similar magnitude and thatF is larger by one order of magnitude, Eq. (8) implies that a is about of the order of 10 −2 .
In the simulations hereafter, it will be assumed that (S −B)/(F −B) = 0.1 andB/(F −B) = 0.12, compatibly with data of Funahashi et al. (1989) . With these assumptions, Eq. (8) requires the neuronal activity sparseness a 0.027.
Dynamics: Destabilization by Signal-to-Noise
Ratio. Cued memory retrieval is here studied numerically in the case in which the stability of the activity of any module is determined on the basis of the signal-to-noise ratio accordingly with the analysis in Section 3.1, the dynamics being defined by Laws 1, 2 and 3 supplemented by Law 4. Any active module is in unstable state if and only if its signal-to-noise ratio is below a certain threshold θ .
It may be a crude model of destabilization, but not so much for what concerns the sharpness of the threshold, for in many models of Hebbian neuronal network the transition from stability to instability as a function of the noise level is quite abrupt.
In order to satisfy Law 3, the robustness of local attractors to noise periodically oscillates by modulation of the threshold θ in such a way that every time-step in which any active module with one only supporting neighbour is stable is followed by a time-step in which it is unstable, while the stability of active modules with more than one supporting neighbour is spared to any possible extent.
A significant hindrance to efficient destabilization is the signal variability (Eq. (7)) due to the fluctuation of the number of neighbours (K m ) across the set of modules. Indeed, for example, in the network of Fig. 3 , described below, a noise level that would destabilize the retrieval activity of a module that has one supporting neighbour and a total of 4 neighbours would also destabilize the retrieval activity of a module that has 2 supporting neighbours and a total of 8 or more neighbours. Therefore, to minimize detrimental destabilization of correct retrieval states that would be caused by setting a relatively large level of noise, when testing the oscillatory retrieval process it is chosen to make the modules with less than 5 neighbours passive, that is, they are kept quiescent regardless of the cue and of the inputs they receive from their neighbours; if z = 8, the passive modules account for slightly less than 10% of the network, that, with τ = 0.1, would code for about 1% of the pattern representation. It is possible that the neuronal model adopted here is too simple to counterbalance the fluctuations of the signal-to-noise ratio by other means, but it also seems biologically plausible that the number of neighbours to any column should not be too small. Because simulating the network dynamics with the full set of stored patterns is presently unfeasible, the term u m in the signal has been replaced by the constant ν − 1, as if any feature was recruited by exactly the same number (ν) of patterns (cf. Section 4.5 and Appendix D).
The output of a simulation of cued retrieval is plotted in Fig. 3 , where "retrieval quality" is the fraction of foreground modules that are reproducing the correct features, while "average activity" is the fraction of modules that are active in the network. The cue consists of = 5% of the pattern that should be retrieved 6 (smaller cues are equally suitable, to some extent, at the expense of longer oscillatory stage); it is presented to the network at time-step zero and removed immediately after that. The first 20 time-steps have been included for the sake of the comparison explained in Section 3.2.5; removing this first stage does not affect the other results. At time-step #20, the oscillatory process begins and the retrieval quality starts to increase rapidly. 7 From time-step #100 onward, the robustness to noise is kept constantly at the lower level: after a few steps, the retrieved information is stable and no further dynamical transition happens, while no spurious activity remains. It may be noticed that during the oscillatory stage the retrieval quality arrives not far from the optimal upper-bound 1 − f , calculated in Section 3.3.
The third stage in Fig. 3 shows the capability of self-sustainment of retrieval activity even when robustness is constantly at the lower level. Stability at this stage is due to the existence of closed paths of foreground modules through the random graph of connection channels. Indeed, activity cannot self-sustain on trees, that is, on connected sets of modules without closed paths: the modules at the extremities of the trees would decay to quiescence because they only have one supporting neighbour each, thus leaving some other modules with only one supporting neighbour each too; these would then decay to quiescence at the next time-step, and this process would proceed until all the modules of the trees are quiescent. It should be emphasized that the correlation of modular activation plays here an important role for the existence of closed paths; without correlation, closed paths of foreground modules are too few to permit appreciable self-sustained activity after the oscillatory stage (cf. Section 3.2.3).
When the network is constantly at the low-robustness condition, like in the third stage of Fig. 3 , the retrieval quality cannot be larger than the probability for any foreground module to have two or more neighbours also in the foreground of the pattern to retrieve, which is (for large M)
because active modules with less than two supporting neighbours would become quiescent. However, during the oscillatory stage the retrieval quality can overcome q because any module that is active and stable during a low-robustness semiperiod is unlikely to decay in the next low-robustness semiperiod. For instance, suppose that A is a foreground module in correct feature retrieval and has one supporting neighbour during a lowrobustness semiperiod; also suppose that foreground module B, another neighbour of A, is quiescent during the same semiperiod; then, during the successive high-robustness semiperiod, B becomes active: if the activation of B has been elicited by module A only, then the feature elicited in B is necessarily one that in at least one of the stored patterns was associated with the feature presently retrieved in module A, and hence supports the latter; if module B is neighbour to also another foreground module that is active in the low-robustness semiperiod, then quiescent module B has two neighbours that are in correct feature retrieval and, therefore, is driven to retrieve the correct feature, which is associated with the feature in A and supports it. Hence, in the next low-robustness semiperiod, A has enough support not to be destabilized. Figure 4 shows the fraction of modules in correct state at the end of the simulation of Fig. 3 , conditionally to the number of neighbours K m . Variables ϕ 1 Figure 4 . Probability for any foreground or background module to be in the correct state (indicated, respectively, by ϕ 1 and ϕ 0 ) and for any foreground module that is in a wrong state to be active (indicated by τ ) at the end of the simulation of Fig. 3 , as a function of the number of neighbours (K m ). (Modules with less than 5 neighbours are passive.) and ϕ 0 are the fractions of, respectively, foreground and background modules that are in correct state, while τ is the fraction of foreground modules that are in wrong feature retrieval. The non-monotonicity of the histogram of ϕ 1 is due to the dependence of the signal-to-noise ratio on K m (except toward the right end of the plot, where in general statistical fluctuations can be more important). The histograms of ϕ 0 and τ confirm that there is no spurious activity remaining. Figure 5 shows the output of the simulation of a network identical to the one of Fig. 3 except for the absence of correlation in the activity of adjacent modules through the set of stored patterns (that is, ζ 1 = τ = 0.1; stability threshold θ had to be modified a little, tough the same aim of this modification would also be achieved by appropriately scaling α instead).
Relevance of Inter-Modular Correlation.
The system initially relaxes to a stable configuration, where it spends the rest of the first stage (removing this stage does not affect the overall performance significantly; cf. Section 3.2.5). When the oscillatory stage begins, there is appreciable memory retrieval, but evidently the performance is very poor (notice the scale of the ordinates), in spite of the cue being six times larger than the one used in the simulation of Fig. 3 ( 30% vs. 5%). This inability derives from the fact that the subgraph constituted by the foreground modules and the channels between them is a random graph of about τ M modules with mean number of neighbours zτ = 0.8 < 1, which implies that almost all of these modules belong to small, isolated trees (Erdös and Rényi, 1960; Bollobás, 1985) of the subgraph and, therefore, cannot be reached by retrieval activity spread. The inability to self-sustain activity in the final stage confirms the lack of an appreciable number of foreground modules on closed paths, for activity cannot self-sustain on trees. Instead, in the case of correlated activation the modules of the foreground subgraph have an average number of neighbours about equal to zζ 1 = 3.2; therefore, only a small minority of modules belong to trees and, in fact, many of the other modules that have at least two neighbours in the subgraph belong to closed paths.
Dynamics: Ideal Case of Destabilization.
The aim here is to study the retrieval performance of the network in the ideal case in which Laws 3 and 4 are replaced by Law 5. Robustness of local attractors to noise oscillates periodically between two levels. The local retrieval activity of any module with less than two supporting neighbours is unstable during the low-robustness time-steps, while it is stable during the high-robustness time-steps. The local retrieval activity of any module with two or more supporting neighbours is always stable. This Law derives from an idealization of the stability properties obtained by signal-to-noise analysis and does not depend directly on Eq. (7). Consequently, the oscillatory dynamics is no longer affected by drawbacks due to statistical fluctuation of number of neighbours. Furthermore, for the same reason, the results no longer depend on specific neuron model.
If the network simulated in Section 3.2.2 had Laws 3 and 4 replaced with Law 5 but all the rest stayed the same, the retrieval quality during the oscillatory stage would be only very slightly improved, while the final value would be a little larger (+0.05, still below q; not shown). However, with Law 5 it is no longer necessary to make modules passive: Fig. 6 shows the output of a simulation of cued retrieval in a network whose dynamics is defined by Laws 1, 2 and 5, and in which no module is forced to be quiescent (oscillatory stage since the beginning and until time-step #80); significant improvement in both the stages of the simulation can be noticed with respect to the corresponding stages in Fig. 3 .
Even in this ideal case, the network cannot recollect the entire memory pattern, because of the existence of subsets of modules that cannot be percolated by the retrieval spread. The majority of unpercolable modules belong in fact to activity isles, examined in Section 3.3, but there are also possibly other occurrences in which retrieval spread is hampered in the oscillatory process. For example, consider three foreground modules, A, B, and C, such that A is connected to B, B is connected to C (A-B-C) , and the only neighbours of B in foreground are A and C, while the only neighbour of C in foreground is B. Suppose also that quiescent modules B and C are not elicited by the cue, while the cue or the retrieval process drive A to retrieve the correct feature. During a high-robustness step, A can elicit correct activity in B, but in the following low-robustness step B will decay to quiescence because it will only have one supporting neighbour, that is, A. Hence, C can never be reached by the retrieval spread.
A Non-Oscillatory Dynamics.
Suppose for a moment that two non-adjacent modules are in stable Figure 6 . Temporal evolution of retrieval quality and average activity in cued retrieval simulations with 'ideal' dynamics (Section 3.2.4) and no passive module. The cue consists of 5% of the pattern to retrieve. A dashed line reports the present value of q (Eq. (9)), while "1-f" is the upper-bound for the case of no feature-sharing (Section 3.3). A line corresponding to the average modular activity in the stored pattern (τ ) is also shown for reference. Parameters: τ = 0.1; ζ 1 = 0.4; z = 8; M = 400, 000; ν = 10. retrieval of wrong features; they may drive a common neighbour to retrieve a wrong feature too. However, most likely the two modules do not cooperate, that is, they tend to drive the common neighbour to different attractors, which mathematically means that they cannot make the field-overlap of any feature larger than 1. The reason is in the way in which the features are distributed across the modules (Appendix A): the probability for a feature in a given module to take part in a pattern that involves a given feature in another given module is vanishingly small in the limit of large D (∝1/D); therefore, it is very unlikely that the network dynamics drove the two modules to retrieve features that are inappropriate to the pattern to retrieve but that nevertheless appeared together in another stored pattern, so that the two modules could cooperate in driving a common neighbour to robust retrieval of a wrong feature. On the contrary, modules in correct active states cooperate in driving any common post-synaptic foreground module toward its correct state, which mathematically is reflected in the fact that they make the field-overlap of the correct feature in the common neighbour larger than 1.
This observation may suggest that it could be convenient to implement a non-oscillatory dynamics defined in such a way that any quiescent module can be driven to activity only if at least two of its neighbours are retrieving features that appeared together in a pattern. In mathematical terms, it corresponds to defining a field-overlap threshold with value equal to 2: if a quiescent module is subject to a field whose overlap with any local feature is not larger than 1, then the module shall not move from quiescence. A simple consequence would be that the activation of wrong features is mostly inhibited. However, when the cue is only a relatively small fraction of the pattern to retrieve, a field-overlap threshold larger than 1 could also heavily spoil correct retrieval spread. To test this, during the time-steps form 0 to 20 of the simulation of Fig. 3 the network dynamics was set to follow the field-overlap threshold mechanism just defined; the simulation shows that the performance with this mechanism is very poor in comparison with the results of the oscillatory mechanism in the second stage of the same simulation.
No Feature-Sharing: Activity Isles
The main obstacle to obtain proper memory retrieval in the large modular autoassociator is given by featuresharing: all the wrong activity generated after a 'clean' Figure 7 . Temporal evolution of retrieval quality and average activity in cued retrieval simulations in the case in which any stored feature appears in only one pattern. The cue consists of 5% of the pattern to retrieve. The line "1-f" gives the maximum retrieval quality permitted by the model (Section 3.3) . A line corresponding to the average modular activity in the stored pattern (τ ) is also shown for reference. Parameters: τ = 0.1; ζ 1 = 0.4; z = 8; M = 400, 000; a = 0.027. cue is due to the fact that any feature in any module is likely shared by several of the stored patterns. For comparison, Fig. 7 shows the outcome of a simulation of a network in which any feature is active in only one pattern. The dynamics here is not oscillatory and robustness to noise is high because there is no risk of spurious activations; for the same reason, no module is made passive.
In Fig. 7 , retrieval quality rapidly converges to a value slightly above 95%, which is notable but yet indicates that the network cannot complete the whole pattern. The reason for the phenomenon is that in any stored pattern a number of foreground modules belong to non-cued activity isles: Definition 6. Given any pattern, any connected 8 group of foreground modules is called activity isle if their neighbours outside the group, if they have any, are all in the background.
An example of activity isle is shown in Fig. 8 . Many of the isles are not elicited by the small cue and, thus, cannot be driven to correct retrieval because they have no foreground neighbour to convey them retrieval activity spread.
Given any pattern to retrieve, the probability for any n modules to constitute a non-cued activity isle can be calculated (the only case of relevance can be shown to be n M; calculations not reported) and the result implies that the fraction of foreground modules that belong to non-cued isles of n modules is (for large M, > 0) f n n n−1 n! (zζ 1 ) n−1 (1 − ) n e −nzζ 1 .
The fraction f of foreground modules that belong to non-cued isles of any size is the sum of f n over n. In fact, simulations show, as in Fig. 7 , that the retrieval quality approaches asymptotically the value 1 − f (but possibly for a small deviation due to finitesize effects); that is, correct local retrieval is achieved in all foreground modules but those in the activity isles that are not elicited by the cue and, hence, stay quiescent. The existence of activity isles does not depend on the specific retrieval dynamics, nor on the adoption of feature-sharing storage. The extent of the network belonging to isles does not depend (in the limit M → ∞) on the specific cue stimulus and pattern to retrieve. Therefore, the value 1 − f Figure 8 . An example of activity isle in the modular network. Shaded circles and empty circles represent, respectively, foreground modules and background modules. The shaded modules constitute an activity isle (dashed line) because the only connections these modules have with the rest of the network are with background modules. (The other neighbours of the background modules are not shown.) constitutes a general upper-bound to retrieval quality. Systems with the same statistics of architecture and memory patterns can at best saturate this bound, regardless of the specific dynamics each one implements.
Discussion
Anatomical and physiological data suggest that association areas of the neocortex could be modelled as a large number of autoassociators (the columns), each of which interacts with a small subset of the others. If the global memory patterns of neuronal activity are composed of peculiar combinations of local features, each feature being stored in a different module and shared by several patterns, then it becomes important to understand how the multitude of modules is architecturally and functionally organized in order to be able to perform proper memory retrieval when a cue is briefly presented to the network as an external stimulus.
Any feature stored in any module is usually involved in several patterns and is thus associated, in a Hebbian way, with several features stored in any of the modules that are in synaptic contact with the former. This implies that, when feature d m is retrieved in module m, the latter could move a neighbouring module n to the local attractor of one of the features stored in n and associated with d m during learning which is not necessarily the correct feature for what concerns the retrieval of the pattern corresponding to the cue.
Oscillatory Retrieval Dynamics
Investigating retrieval mechanisms that could achieve good retrieval quality without producing erroneous activity, an oscillatory retrieval process is introduced that is shown to be particularly efficient. It requires a modulatory mechanism that periodically modifies the robustness of local attractors to noise.
The model process also requires that active and quiescent modules are about equally noisy to any postsynaptic module, which, in the neuron model here adopted, implies the neuronal activity sparseness to be of the order of 1%. This predicted value seems to be well in agreement with the experimental data of Miyashita (1998) and Miyashita and Chang (1988) .
Although to date (to the knowledge of the author) there is no direct experimental evidence of the oscillatory retrieval process (though literature on brain waves is abundant), there is already evidence of neuromodulatory mechanisms that could regulate the robustness of local (columnar) attractors (Durstewitz et al. (2000) and references therein).
It could be also noticed that, starting with a cue consisting of about 5% of the pattern to retrieve, about 10 cycles are sufficient for the model network to reach plateau-level of retrieval quality ( Fig. 3 : time-steps from #20 to #40); at oscillation frequencies of about 40 Hz (in the range of the brain γ -waves, associated to performance of cognitive tasks), the process would require about 250 ms, a plausible time scale.
The simpler case in which local features are not shared has been also examined. The retrieval dynamics in this case is simpler, but at the expense of losing the putative 'cognitive' advantage of reusing stored features for several patterns. In fact, during the oscillatory stage the retrieval quality of the model with feature-sharing arrives not too far below (in the 'ideal' case, almost at) the best value of the model without feature-sharing.
Inter-Modular Correlation
In order to achieve satisfactory retrieval abilities more efficiently, correlation between different kinds of encoded features is exploited: across the set of stored patterns, any pair of interconnected modules are simultaneously active or quiescent more often than chance, that is, adjacent modules tend to store features of correlated classes. Qualitatively speaking, the main advantages come from the fact that correlation makes the subgraph of foreground modules more densely connected, even though the foreground modules are equally sparse through the network.
It should be noted that correlation between the activation states of adjacent modules does not arise from dynamics of the network; rather, it is assumed to be determined by the statistics of the 'natural' input patterns, that are composed by kinds of features that are not independent from each other, like, for example, in complex natural images. The statistical dependence is reflected by the inter-modular connections, as connected modules are assumed to 'analyse' features that are someway related to each other.
It may be argued that appropriately increasing the value of zτ in networks with uncorrelated modular activation could provide them with the same capabilities of the networks that exploit correlated activation. In a network without correlation, ζ 1 = τ ; so, to have a non-correlated network with the value of zτ equal to the value of zζ 1 of the correlated network, z and/or τ should take larger values. By itself, this requirement may have undesired effects or even lead to implausible values of some parameters. In any case, however, for any given z, including also correlation improves the performance (though for large z correlation may have to be relatively small; Fulvi Mari (2000) ).
The model predicts that in the columnar networks of association cortices the product zζ 1 should be found to be larger than 1 and, maybe, as large as self-consistency permits (with z = 8 and τ = 0.1, the model predicts the upper-bound to zζ 1 equal to about 3.2). If activation is not correlated, though, then it is zτ that should be found larger than 1. The prediction is a consequence of network architecture and basic properties of autoassociative memory assumed in the present model, while it does not depend on the oscillatory retrieval dynamics.
Activity Isles
Some groups of modules of the network, whose locations depend on the pattern to retrieve, cannot be reached by spreading retrieval activity if they are not directly cued, even in the absence of feature-sharing. The volume of the network that is occupied by these activity isles does not depend (in large networks) on specific cue, pattern to retrieve, or retrieval dynamics, thus determining a general upper-bound to the retrieval quality.
The existence of activity isles may be speculated to underlie phenomena of incomplete memory recollection, for instance, in the so-called tip-of-the-tongue states (Brown, 1991; Koriat, 1993) . As the volume of the activity isles depends on parameter z of the multi-modular memory system, appropriate modelling of neurological damage in terms of pathological decrease of z might be able to permit reproducing the phenomenology of memory deficits like, for example, memory access impairments (Warrington and Shallice,1979; Shallice, 1988) .
Model Assumptions and Biological Plausibility
The assumptions on the architecture and on the neurophysiological parameters used in the construction of the model seem in accord with available experimental data. The model is not very sensitive to changes in the values of the physiological parameters.
4.4.1.
Architecture. The number of columns in human association cortex can be estimated to be of the order of 10 5 , by assuming that the total area of the flattened neocortex is equal to about 2,600 cm 2 (Mountcastle, 1997) , that the diameter of a column is equal to about 0.5 mm (Mountcastle, 1997) , and that association cortex occupies a surface of the order of 1/10 (which may be conservative) of the neocortex. This estimate seems to justify the model assumption on the number of modules.
It is assumed that any cortical module receives axonal projections from a relatively small number of other modules. This assumption seems in accordance with results from anatomical labelling experiments (cf. Braitenberg and Schüz (1991) , especially pages 144-145, and Goldman-Rakic (1988) ). Besides, it is also assumed that modular connections are symmetrical, that is, if a module receives axonal projections from another module, then the latter also receives axonal contacts from the former, though synapses between neurons of the two respective modules are not necessarily reciprocal. Although, to the present knowledge of the author, suitable statistics of intercolumnar connections are not yet available, symmetry of the channels may be not too far from reality, or at least this is the impression given by the results in Goldman-Rakic (1988) and Romanski et al. (1999) .
Possible topographies in the distribution of the columns through the neocortical sheet and of their connections are not accounted for. In fact, as the association cortices are thought to be at the top level of the information processing hierarchy and to cooperate in a parallel manner (Fuster 1997 (Fuster , 1998 Goldman-Rakic, 1988; Friedman and Goldman-Rakic, 1994; Martin and Chao, 2001; Selemon and Goldman-Rakic, 1988) , it seems a reasonable approximation to assume non-preferential directions or concentrations (that is, isotropy and homogeneity) of long-range projections between their columns.
Neuron Model.
It is assumed that the firing rate of any neuron can only take one of three possible values, that correspond, respectively in increasing order, to background, spontaneous and foreground activity. Delay-task experiments on Primate IT area (Miyashita, 1988; Miyashita and Chang, 1988) have shown that during the delay stage, which follows the brief presentation of a visual item that has been previously learnt, a small fraction of the neurons exhibit high-frequency responses, while the other neurons are only weakly responsive, excited or inhibited, and fire at relatively low firing-rates. Instead, if the visual stimulus has not been previously learnt, no high-frequency response is found, though the median value of the distribution of the firing rates is about the same as in the case of known stimuli. In the present ternary neuron model, the highest and the lowest output values represent the firing-rates of, respectively, the highly responsive neurons and the other neurons in the case of learnt items; the other output value, corresponding to the model spontaneous activity, represents the firing-rate of neurons in the absence of (local) memory retrieval.
Adopting a spiking neuron model might provide further insights. In particular, it may be of interest investigating whether the effects of the oscillatory modulation introduced in this paper could instead be obtained by appropriate timing of spiking activity.
In order to increase the relative effectiveness of the long-range contacts over the short-range ones, the prefactor 1/λ in Eq. (5) is given a value larger than one. Indeed, while half of the inputs to any neuron come from neurons of the same module, the other half are equally divided among a number of afferent modules. Besides, the synapses between neurons that belong to the same module are modified at a higher rate than it is for the extramodular contacts, and possibly several times in the same direction because of featural multiplicity. Thus, λ should be given a value appropriately to alleviate the consequent disadvantage of extramodular signals in respect to the local one. Possible interpretations of λ < 1 from a physiological point of view may be that the longrange contacts are intrinsically stronger than the shortrange ones and that apical dendrites convey the postsynaptic potentials to the soma more effectively than the basal ones, as white-matter axons make contacts preferably onto the apical dendrites of the pyramidal neurons while the intramodular contacts take place mainly on the basal dendrites (Braitenberg and Schüz, 1991) .
In the present work, the model network is subject to, and makes use of noise that derives from memory load. Consequently, noise level depends on the number of stored patterns through memory-load parameter α, analogously to the results of O' Kane and Treves (1992) and Fulvi Mari and Treves (1998) . It may be interesting to investigate the possibility of alternative sources of noise, in firing-rate models as well as in spiking models.
Statistical Fluctuations of the Signal
Because any feature in any module is involved in a number of patterns that can be different for different modules and features, the local component of the neuronal signal (1 + u m ; Eq. (7)) may vary significantly across the multi-modular network, especially if featural multiplicity ν is relatively large. This variability is a potential hindrance to the use of a global threshold mechanism for destabilization and may limit the advantages of feature-sharing. To avoid the problem, it may be assumed that the memory of any feature is someway prevented from being reinforced every time the same feature appears in patterns to store. The anatomical separation between the synapses of long-range axons and those of local contacts (Braitenberg and Schüz, 1991) may be relevant to this functional difference. Alternatively, some unlearning processes (Crick and Mitchison, 1983; Hopfield et al., 1983; Crick and Mitchison, 1995) may be invoked in order to level off the strength of local attractors. When such a mechanism exists, the term 1 + u m in the numerator of the signal-to-noise ratio (Eq. (7)) may be expected to be replaced by a constant, so that the intramodular component of the signal is no longer affected by statistical fluctuations.
Probing the extent to which fluctuations of 1 + u m could actually mar the retrieval abilities of the multi-modular network, however, has not been possible because of computational limitations (cf. Appendix D). It can be observed that, if aF 2 + (1 − a)B 2 =S 2 , then the denominator of the ratio does not depend on K m , m , and m , that is, it is constant across modules and in time.
If module m has no neighbour (K m = 0), then the extramodular terms disappear from the formula of the ratio.
Appendix D: Simulations
Simulations were carried out on a Linux-operated PC. The discrete-time dynamics is implemented with parallel update. All the possible state transitions of any module are reported in Table 2 together with the respective probabilities. Factor η is equal to 1 in the simulations of Sections 3.2.2 and 3.2.4, while it is equal to 0 for the non-oscillatory dynamics of Section 3.2.5. The following abbreviations are introduced: w stands Table 2 . Transitions of modular state and respective probabilities, conditional to the states of the neighbours through the variables X m , Y m , R m ,R m (defined in Appendix B). The Heaviside step-function is here defined to satisfy (0) = 1; δ i, j is the Kronecker symbol for the integer variables i and j. for 'wrong', c stands for 'correct', a stands for 'active', a for 'non-active', and the upper index 1 or 0 indicates, when necessary, whether the considered module is respectively in the foreground or in the background of the global pattern that should be retrieved. For example, ca → wā indicates the transition of a foreground module from the correct active state to wrong quiescence, while wā → wa 1 indicates a transition from wrong quiescence to a wrong active state. The probability for any active module to be unstable is indicated by H (K m , u m , m , m ), equal to either 0 or 1, accordingly with Law 4 in the simulations of Sections 3.2.2 and 3.2.5, and with Law 5 in those of Section 3.2.4. In order to evaluate this probability in the case of Law 4, instead of comparing the signal-to-noise ratio directly with the threshold θ , the fraction of neurons that receive inputs nearer to the respective correct modal value than to the wrong one is calculated using the signal-to-noise ratio and the fact that noise is about Gaussian; such fraction is then compared to the threshold that corresponds to θ through the same Gaussian map. By adopting this transformation, it is possible to verify that the value set to the threshold is biologically meaningful. The first step required for the simulations is the construction of the random graph that underlies the extramodular connections. Then, it is necessary to produce patterns of activity that obey the statistics of Section 2.2 (Appendix A). Once these sets of quenched random variables are available, the analytical framework presented in this paper allows one to simulate the dynamics of large networks in reasonable CPU time.
Because of the highly distributed nature of the memory representations and of the necessarily large size of the multi-modular network, exploring the effects of letting wrong activity survive any low-robustness timestep is presently unfeasible. In particular, it is not feasible to store a number of patterns sufficiently large to recreate the entire statistical distribution adopted in the model. This is also the reason why the local component of the signal in Eq. (7) was approximated with the constant ν in the simulations. If this approximation is not adopted, when in module A a wrong feature is activated that is shared among many patterns, the lowrobustness step may be unable to destabilize it; in the next time-step, the wrong retrieval in module A is then likely to elicit further wrong activation in its neighbours. The activity of the latter may not necessarily be stable enough to survive the next low-robustness step, and this fact may be expected to hamper further spread of wrong feature retrieval. However, studying this possibility would require the storing of the whole set of patterns, which, as mentioned, is presently unfeasible. For the same reason, it has also been assumed that, when a module is driven to wrong retrieval, it is supported by only the neighbour responsible for the drive, accordingly with the analytical model.
