Introduction

16
The practice of suppliers offering special incentives to retailers for a limited time period to increase demand or D the demand rate per year. h the unit holding cost per year excluding interest charges. p the selling price per unit.
algorithm to locate the optimal replenishment time will be developed. Third, we compare optimal solutions obtained 23 by using our approach and Chang and Tengs' approach. Finally, sensitivity analysis is performed to study the effect 24 of changing parameters values on the optimal solution of the inventory model. 
The model
26
For easy tractability, the same assumptions and notation of Chang and Teng [1] are adopted here.
27
Assumption
28
(1) The demand for the item is constant with time.
29
(2) Shortages are not allowed.
30
In reality, Chang and Teng established a closed-form solution based on the assumption that θ T is sufficiently small.
1
For doing this, they neglected the third or higher order terms in the expansion of e θ T , and they did not give the proof 2 of the convexity of Z i (T ) (i = 1, 2, 3 and 4). Herein, we will show the total relevant cost per unit time is convex 3 without any assumptions. For the completeness of the discussion, the total relevant cost per unit time for each case 4 can be represented as the following:
Lemma 1. e θ T − 1 − θ T e θ T + (θ 2 T 2 e θ T /2) > 0 for all T > 0.
22
Proof. Let g(x) = e x − 1 − xe x + (x 2 e x /2) if x > 0, then g (x) = x 2 e x /2 > 0. Hence g(x) is increasing for all x > 0. Consequently g(x) > g(0) = 0 if x > 0. We have g(x) = e x − 1 − xe x + x 2 e x /2 > 0. Let x = θ T . Then 
for T > 0. This completes the proof.
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for i = 1, 3. Lemmas 1 and 2 imply that if
Lemma 3. If 3B i ≤ A i for i = 1, 3, we cannot consider the minimum problem for the total variable cost per unit 8 time.
9
Combining Lemmas 2 and 3, in the rest of our mathematical analysis, we assume that 3B i > A i for i = 1, 3. On the 10 other hand, we have
12 and 13
14
Likewise, Lemma 1 implies that
(0, ∞) as well. 3. The optimization procedure
17
In this section, we will present an alternative solution procedure to locate T * no matter whether θ T is large or not.
18
Hence, consider the following equations: 
22
If the root of Eq. (13) or (14) exists, then it is unique. Let T * i (i = 1, 3) be the root of Eq. (13) and let T * j ( j = 2, 4) 23 be the root of Eq. (14) .
29
and 
6
Then we have the following results.
7 Theorem 1. Suppose that the payment is paid at time
the least cost.
the least cost..
Proof. See Appendix A.
26
Theorem 2. Suppose that the payment is paid at time
Proof. See Appendix B.
39
Theorem 3. Suppose that the payment is paid at time M 2 andW 3 > M 2 .
Theorem 4. Suppose that the payment is paid at time M 2 andW 3 ≤ M 2 .
3 )} and T * = T * 4 or T * 3 . associated with the least
3 )} and T * = T * 3 or M 2 associated with the least
Proof. It is similar to the proof of Theorems 1 and 2, respectively.
25
Although Z i (T ) (i = 1, 2, 3 and 4) are convex with respect to T > 0, it is appropriate to use many numerical 26 methods such as the Newton-Raphson method which can be used to locate the optimal ordering time numerically.
27
However, the solution procedure by the Newton-Raphson method suffers from the differential calculation, for this 28 reason, it may not be easy for a practitioner with limited mathematical knowledge to understand the method.
29
Consequently, there exists a motivation to find a simple, practical and accurate algorithm to determine the optimal 30 ordering time. In doing this, we will provide bounds for searching the optimal replenishment time which minimizes 31 the total variable cost per unit time.
32
Lemma 4. Suppose that 
Consequently, we have completed the proof. Lemma 5. Suppose that ∆ j > 0, then T l j < T * j <M j for j = 2, 4 where
Proof. Since ∆ j > 0, we have Z j (M j ) > 0. Now, we get
Consequently, we have completed the proof.
15
Based on Lemmas 4 and 5, there is an algorithm to find locate T * i (i = 13) and T * j ( j = 24) can be developed.
16
The algorithm to find T * i (i = 13)
17
Step 1: Let ε > 0.
18
Step 2: Let t U = T u i and t L =M i .
19
Step 3: Let
21
Step 4: If Z i (t opt ) < ε, go to Step 6. Otherwise, go to Step 5.
22
Step 5:
Step 3.
23
Step 6: T * i = t opt and exit the optimal replenishment time.
24
The algorithm to find T * j ( j = 24)
25
26
Step 2: Let t U =M j and t L = T l j .
27
Step 3: Let 28 t opt = t L + t U 2 .
29
Step 4: If Z j (t opt ) < ε, go to Step 6. Otherwise, go to Step 5.
30
Step 5: If Z j (t opt ) > 0, set t U = t opt . If Z j (t opt ) < 0, set t L = t opt . Then go to Step 3.
31
Step 6: T * j = t opt and exit the optimal replenishment time. respectively, for a pair of values of and θ and D. A relative error for a given pair of θ and D is defined as follows:
. In Table 2 , when θ is small, the solution obtained from Chang and Teng [1] work well as well. However, in some 12 situations, it may be inadequate that Chang and Teng [1] take Q(T * C ) as the optimal order quantity. Consequently, our 13 optimization procedure performs relatively well. 
Sensitivity analysis
15
The following numerical example is considered to study the effects of changing parameter values on the optimal 
18
Example 1. In this example, we study the effects of the changes in the model parameter S on the optimal solutions. Table 5 Optimal replenishment solution with changing parameter 
13
(1) Tables 3 and 4 show that as the value of S increases, T * , Q * and Z (T * ) increase when the supplier offers a cash 14 discount or a permissible delay to the customer.
15
(2) Tables 5 and 6 show that as the value of I d increases, T * , Q * and Z (T * ) decrease when the supplier offers a cash 16 discount or a permissible delay to the customer. Tables 7 and 8 show that, for fixed p, as the value of θ increases, Z (T * ) increases. However, T * and Q * decrease 1 as the value of θ increases. That is, when the deterioration rate θ increases, then a higher value of θ results in a 2 shorter optimal replenishment time and a smaller optimal order quantity when the supplier offers a cash discount 3 to the customer or a permissible delay to the customer.
4
(4) Tables 7 and 8 show that, for fixed θ, as the value of p increases, Q * , T * and Z (T * ) decrease when the supplier 5 offer a cash discount or a permissible delay to the customer. That is, if we increase the selling price, then a higher 6 value of p results in a shorter optimal replenishment time, a smaller optimal order quantity and a smaller optimal 7 total cost per unit time when the supplier offers a cash discount to the customer or a permissible delay to the 8 customer. 
Conclusion
10
In this paper, we explore an economic lot sizing model that incorporates a realistic feature such as the deterioration 11 rate following an exponential distribution, making a broader application scope. In fact, we obtain that Z i (T )
12
(i = 1, 2, 3 and 4) are convex with respect to T > 0. Theorems 1-4 reveal which one of T * 1 , T * 2 , M 1 or T * 3 , T * 4 , M 2 13 is optimal. An efficient algorithm procedure is provided to locate the optimal ordering time. Basically, if production 14 managers use the solution algorithm in this paper, they will find it simple, rapid and accurate. From the point of 
21
Furthermore, Z 1 (T ) has the minimum value at T * 1 when T > M 1 and Z 2 (T ) has the minimum value at M 1 when T ≤ M 1 . Since ∆ * 1 < 0 which implies that T * 1 >W 1 . Hence Z (T * ) = min{Z (M 1 ), Z (T * 1 )} and T * = M 1 1 or T * 1 associated with the least cost.
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