The aim of this study was to examine the abilities of the mesoscale ecohydrological model Soil And Water Integrated Model (SWIM) to simulate discharge, soil moisture, and groundwater dynamics in a small-scale forested catchment. Moreover, the influence of two lateral flow computation techniques on the simulation efficiency was assessed. Generally, the discharges were simulated poorly.
INTRODUCTION
Soil moisture plays a key role in the hydrological cycle and also in the entire ecosystem. It controls the flux of water between soil, vegetation, and atmosphere. As the water cycle is subjected to various stresses, there is a need for an estimation of the impacts of these stresses on the soil moisture regime. The reason is that the volume of water stored within the soil has a direct effect on vegetation growth, crop yield, and, in particular, the volume and timing of runoff. Several studies have indicated the important consequences of soil moisture deficit within catchments (Entin et al. ; Daly & Porporato ) .
Hence, understanding of soil moisture variability is important for the modelling of the climate system and improves hydrological simulation. It also provides the background for hydrological forecasting systems as antecedent moisture conditions and their patterns represent crucial parameters.
Recently, mesoscale hydrological models have been widely applied for estimating not only the discharge, but also the nutrient dynamics and the complex influence of climate change on various catchments (Ficklin et al. ; Huang et al. ) . These models are considered to be appropriate for simulations of the hydrological cycle in mesoscale (ranging from 100 to 10,000 km 2 ) and macroscale (>10,000 km 2 ) areas.
However, the application of these types of models at larger scale is based on the assumption that they are able to predict the particular components of the hydrological cycle in a reasonable way. This assumption can be efficiently validated only at the small scale as the required data are usually not avail- The primary motivation for this experiment originates in the need to establish a modelling scheme that would enable reliable year-round soil moisture content estimation in mesoscale catchments with diverse land cover. This might be further used for the improvement of impact studies (climate and land-use change, agricultural management) on the hydrological regime and also for more accurate determination of the moisture saturation level of various regions, which is necessary for hydrological forecasting systems.
Thus, the main aims of this study are:
• to assess the ability of the mesoscale SWIM model to simulate the rainfall-runoff relation in a small-scale forested catchment (0.99 km 2 );
• to investigate the reliability of soil water content and groundwater level simulations;
• to assess the influence of two different approaches of lateral subsurface flow estimation (kinematic and exponential storage) on discharge, soil moisture, and groundwater level simulations.
METHODS USED AND DATA PROCESSING Study area and data
The small-scale experimental Liz catchment (13 
where SW (i) is the soil water content on day i (mm), FC represents the field capacity of the layer (mm), and TT the travel time through the layer (hrs).
The second possibility, given by the kinematic storage model (Sloan & Moore ) and used in the SWAT model, is expressed by the following relation:
where K sat denotes the saturated hydraulic conductivity (mm h The daily sum of precipitation, air temperatures (minimum, maximum, and average), relative humidity, and solar radiation represent the inputs into SWIM. The wind speed is optional.
RESULTS

Discharge calibration and validation
The original version of SWIM has 17 calibration parameters. The sensitivity analysis and description of most of these parameters may be found in Hattermann et al.
(). The automatic parameter estimation algorithm (PEST) was chosen as a calibration tool. A detailed description of the PEST algorithm can be found in Doherty ().
The advantage of this method consists in the automaticity of the calibration process, especially when SWIM requires a number of parameters to be calibrated. The objective function is represented by a sum of squared weighted residuals.
The model calibration was conducted separately for two lateral flow calculation techniques (kinematic storage and SWRRB) using the daily time step. Hence, two model setups (one using SWRRB and the second using the kinematic storage lateral flow estimation technique) were compared.
The calibration period consisted of a 2-year period ( The selected calibration parameters are shown in Table 2 (four parameters concerning initial hydrologic conditions (approximately five times the average long-term average).
Peak discharges of these episodes were underestimated on average by 75% (SWRRB) and 41% (kinematic storage).
The particular runoff components (for both model set-ups)
are displayed in Table 4 The error statistics demonstrated the fact that SWIM is not a suitable tool to simulate discharge in such a smallscale area. Although it is able to simulate the response of the catchment to rainfall, the recession curves are estimated inadequately. The main discrepancies between observed and simulated discharges might be explained by an inaccurate estimation of the snowmelt process. Nevertheless, the kinematic storage lateral flow estimation approach represents a more efficient opportunity to simulate discharge in the small-scale forested catchment compared to the SWRRB approach (particularly with regard to the longterm water balance and high-flow episodes).
Soil moisture simulations
The simulation of soil moisture dynamics in the Liz catch- NS -Nash-Sutcliffe index; RMSE -root mean square error: the average square difference between observed and modelled discharge; RE -relative error: root mean square error divided by the observed average discharge; R -correlation coefficient; B -difference between the average observed and modelled discharges. According to Figure 3(a) , the simulated water content at the depth of 15 cm was significantly underestimated by the model and the mean value would always be a better estimate (Table 5 ). This is caused either by the influence of hysteresis or by the extremely variable porosity present in the top soil layer. Hence, in this top layer it is better to assess only the dynamics of the water content. However, it did not comply satisfactorily with the modelled values on the yearly basis. Only in the case of summer and autumn periods were there several similarities (Figure 3(a) ). The detailed statistics in Table 6 show that both modelling approaches had very similar results in terms of root mean square error (RMSE), correlation coefficient, and soil water balance. For the depth of 40 cm, the model performance was slightly more reliable than in the case of 15 cm, as documented, for example, by the total predicted soil water volume (Table 6) or Nash-Sutcliffe coefficient (Table 5 ). According to Figure 3(b) , the model simulation was again more satisfactory in the warmer period of the year. The most obvious discrepancies were connected with winter soil moisture declines that were not estimated at all. Hence, in the winter period the use of the mean value would be more efficient (Table 5 ). The SWRRB lateral flow model set-up estimated the soil moisture balance better and the kinematic storage approach gave higher correlations and a more efficient NS index (in the warm season).
The model performance in the last layer measured by the tensiometer (60 cm) is shown in Figure 3 (c). It exhibited behaviour similar to that in the above layer. Even the amplitude of the soil water content curve was close to that of the adjacent layer, implying that the soil within these two depths acts as one homogenous unit, at least from a soil moisture point of view. The only difference from the previous soil layer is represented by the correlation coefficient between the observed and simulated data (Table 6 ), which is similar using both methods studied (SWRRB and kinematic storage). Table 7 ), respectively. The average soil moisture content for individual months is depicted in Figure 4 . This gives good modelling performance from March to August. The RMSE was also generally better than in the cold period, ranging from 0.02 to 0.03. The NS index (Table 7) (Table 7 ). In conclusion, the rises and declines in the moisture content and the low soil moisture values were predicted reasonably well during this period. Only maximum saturation periods were slightly underestimated by the model. This might be caused by the daily time step and also by the heterogeneity of the soil characteristics. Moreover, the influence of the single retention curve causes a slight overestimation of high soil moisture contents in soil. Kinematic approach -dark circles; SWRRB -white circles.
Groundwater level simulations
The efficiency of the groundwater module of SWIM was Focussing on the recession curves, the kinematic storage approach was more reliable in the estimation of their shape compared to the SWRRB approach, which tended to produce quicker recessions. According to the error statistics, the kinematic storage method was more efficient in terms of groundwater balance (kinematic storage: þ1.2%; SWRRB: The kinematic storage subsurface lateral flow estimation proved to be superior to the SWRRB approach, especially because of its ability to generate more subsurface lateral flow (which is a significant runoff component in forested mountainous catchments). This is even more important when soil is highly permeable and the SCS curve number (which is an inherent part of the model) does not allow direct runoff to be generated.
The results are especially valuable for modellers who wish to thoroughly describe the year-round hydrological cycle in landscapes with diverse land cover. This also includes the studies concerning the impact of climate and land-use changes on water resources. Further research will be focussed on the rate of evapotranspiration in the winter period as well as on the mechanism responsible for the soil water percolation. Furthermore, the possible introduction of new correction factors for the soil parameters will be a topic of interest. This is crucial, because even measured values of hydrologic soil parameters might encounter errors, which may significantly influence the behaviour of the soil water content calculation.
