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Notations et abréviations
Notations principales
 Les vecteurs sont représentés par des caractères gras : par exemple le vecteur x.
 Les matrices sont représentées par des majuscules : par exemple la matrice M .
 La transposée d'un vecteur v se note vT , la transposée d'une matriceM se noteMT .
 Les images sont représentées par des fonctions continues I : ΩI → Rm avec ΩI un
sous-ensemble de R2 représentant le support de l'image. On note I(x) l'intensité
lumineuse du pixel x ∈ ΩI .
 Pour des images couleur, m = 3 et l'intensité lumineuse est représentée par une
fonction I : ΩI → R3 où I = [I1, I2, I3]T . Pour des images en niveaux de gris, m = 1
et l'intensité lumineuse de l'image est notée I.
 Pour une séquence d'images contenant N images, l'intensité lumineuse de l'image
n ∈ [1, N ] est notée In : ΩI → Rm.
 Soit Γ(p) : [a, b] → R2 une courbe paramétrée par p. Le contour est orienté dans le
sens inverse des aiguilles d'une montre. Une des paramétrisations possible du contour
est l'abscisse curviligne, notée s et déﬁnie de façon à ce que |Γ′(s)| = 1. Dans ce cas,
le contour Γ(s) est déﬁni sur [0, L] avec L la longueur du contour. Nous notons T
la tangente unitaire au contour, N la normale unitaire intérieure au contour et κ la
courbure du contour.
 La région comprise à l'intérieur du contour Γ est notée Ωin, la région comprise à
l'extérieur est notée Ωout.
 Nous noterons MI l'information mutuelle, même si la notation habituelle consiste à
la noter I, pour éviter la confusion avec l'image I.
x Notations
Abréviations et acronymes
 EDP : Equation aux dérivées partielles.
 I3S : Informatique Signaux et Systèmes de Sophia Antipolis.
 MPEG : Moving Picture Expert Group - Groupe d'experts chargés de mettre au
point des formats de compression vidéo.
 SIMILAR : The European research taskforce creating human-machine interfaces SI-
MILAR to human-human communication - Network of Excellence funded by the IST
6th framework of the European Commission - Réseau d'excellence européen du 6ème
programme-cadre sur les interfaces multimodales.
Anglicismes
 block-matching : mise en correspondance de blocs.
 outlier : point ou échantillon qui se situe loin des autres dans l'espace des para-
mètres, mesure aberrante.
 snake : premier modèle de contour actif introduit par Kass et al. [KWT88].
 watersheds : algorithme de la ligne de partage des eaux.
 pdf : fonction de densité de probabilité.
Chapitre 1
Introduction
Le traitement d'images voit ses débuts dans les années 1920 dans la transmission de
données par câble mais ne connaît de vrai essor que dans les années 1960 avec le développe-
ment des ordinateurs. Au départ, les techniques de traitement d'images sont essentiellement
des méthodes de restauration et de compression d'images. Puis se développent avec les pro-
grès de l'informatique, des techniques de détection de primitives (contours, point d'intérêt,
lignes d'intérêt ... ) et de nombreux autres traitements dans les domaines aussi variés que
le médical, la télévision, l'imagerie satellitaire, le multimédia (voir la ﬁgure 1.1). C'est dans
les années 2000 que l'image numérique et par conséquent le traitement d'images devient
omni-présent. Que cela soit sur internet, au cinéma, à la télévision, sur les téléphones, dans
le domaine médical, l'image est partout. Aujourd'hui il ne s'agit plus uniquement de traiter
les images pour les améliorer mais aussi de les comprendre et de les interpréter. C'est dans
ce contexte que la reconnaissance d'objets dans les images devient un sujet de recherche
important. Et pour reconnaître des objets aﬁn d'interpréter les images, il faut souvent au
préalable les segmenter, c'est-à-dire séparer les objets d'intérêt du fond de l'image.
(a) Image
sur té-
léphone
portable
(b) Image sur téléviseur (c) Image médicale (d) Image satellitaire
Fig. 1.1  Diverses applications pour l'image.
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1.1 Quelques méthodes de segmentation
Comment déterminer les objets d'intérêt d'une image ? C'est tout le problème de la
segmentation d'images qui est un problème mal posé. La segmentation d'images numé-
riques consiste à regrouper ensemble des pixels qui possèdent les mêmes caractéristiques.
Il faut au préalable déterminer ce qui représente au mieux les objets. Cela peut être une
couleur particulière, une forme précise. Mais est-ce suﬃsant ? Pour l'humain, l'extraction
des objets du fond de l'image repose sur un ensemble de critères et sur le fait qu'il reconnaît
l'objet qui l'intéresse. Une part importante dans l'extraction des objets repose sur l'acquis
de l'humain qui connaît les propriétés des objets présents dans la scène. Il sait (par expé-
rience) par exemple qu'une balle est un objet de forme sphérique ou ovoïde et qu'un arbre
possède en général un tronc et des feuilles (ou des épines) et qu'en hiver certains arbres
n'ont plus de feuilles mais restent néanmoins des arbres. Comment reproduire cela avec un
ordinateur qui ne dispose que de pixels ?
Quel est l'objet d'intérêt sur les deux images de la ﬁgure 1.2 ? Pour la première c'est
assez dur à déterminer étant donné qu'il s'agit d'un paysage. Certains diraient qu'il s'agit
de la mer, d'autres d'arbres, d'autres encore de rochers... Pour la seconde, chacun peut
clairement aﬃrmer qu'il s'agit d'une chèvre. Nous allons nous intéresser principalement au
deuxième type d'image, à savoir des images où un ou plusieurs objets sont séparables du
reste de l'image.
(a) Paysage (b) Chèvre
Fig. 1.2  Images représentant un paysage et une chèvre
Il existe de très nombreuses méthodes de segmentation qui varient fortement de par
leur façon d'aborder le problème de la segmentation d'images. Un certain nombre de ces
méthodes sont recensées dans [FM81, SK94, Ser06]. Nous allons en présenter quelques-unes.
Nous pouvons distinguer les approches contours des approches régions.
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1.1.1 Approches contours
Les approches contours se caractérisent par le fait qu'elles ne prennent en compte que
des informations sur le contour des objets.
Les premiers modèles de segmentation s'appuient sur des détections de changement
rapide d'intensité lumineuse ou de couleur, c'est-à-dire les contours de l'image. L'appli-
cation de détecteurs de contours sous la forme de ﬁltres dérivateurs permet d'obtenir
les contours des objets présents dans la scène. Nous pouvons citer les approches se basant
sur les diﬀérences ﬁnies comme l'opérateur de gradient, l'opérateur laplacien, les ﬁltres
de Sobel, Prewitt, Roberts ou bien des approches reposant sur des critères d'optimalité
comme les ﬁltres de Canny-Deriche. Mais ce genre de techniques est peu exploitable car
elles donnent des contours non fermés, bruités ou des contours non détectés (voir Fig.1.3).
(a) Contours détectés par le ﬁltre de Sobel (b) Contours détectés par le ﬁltre de Canny
Fig. 1.3  Détection de contours sur l'image Chevre
Mais considérer uniquement les contours pour extraire des objets d'intérêt n'est pas
toujours satisfaisant, et prendre en compte les propriétés des régions comprises entre ces
contours pourrait améliorer les approches basées uniquement sur les contours.
1.1.2 Approches régions
Nous pouvons tout d'abord noter des méthodes qui eﬀectuent une traitement global sur
l'image comme par exemple un seuillage [HS92, SSWC88] sur l'intensité de l'image pour
déterminer les objets ayant une intensité d'image proche (voir la ﬁgure 1.4). Le seuillage
peut aussi être déterminé en étudiant l'histogramme de l'intensité de l'image pour repérer
les diﬀérents modes de la distribution de l'intensité et calculer ainsi des seuils optimaux
aﬁn de détecter les diﬀérents objets de la scène. Mais cette méthode ne fonctionne que si
les objets ont une intensité homogène et de plus, qui soit diﬀérente de celle du fond.
Certaines méthodes consistent à déﬁnir directement les caractéristiques des objets
que l'on cherche à segmenter, comme par exemple leur couleur. Les régions obtenues au-
ront donc une couleur homogène. Ce type de méthode est eﬃcace si les objets sont très
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(a) Seuillage à 120 (b) Seuillage à 180
Fig. 1.4  Détection de régions par seuillage de l'intensité
homogènes, ce qui est rarement le cas.
D'autres approches consistent à faire grandir un ensemble de germes choisis dans
l'image. Ce sont les approches par croissance de régions [HS92]. Un critère d'homo-
généité est choisi aﬁn d'augmenter les régions. Quand plusieurs régions se rejoignent, leurs
frontières délimitent les contours des régions ﬁnales. Un des principaux inconvénients de
cette méthode est que les frontières obtenues ne correspondent pas forcément à des limites
précises dans l'image. De plus elle est assez sensible au nombre et au positionnement des
germes initiaux.
Des méthodes morphologiques comme l'algorithme de la ligne de partage des eaux
(LPE, ou watersheds en anglais) considèrent le gradient de l'image comme une surface to-
pologique et partent de germes initiaux pour immerger la surface [BM93]. Ainsi, les zones
où se rencontrent l'eau des diﬀérents bassins versants forment les frontières entre les ré-
gions. Ce genre de méthode est très rapide mais fournit un nombre très grand de régions
qu'il faudra par la suite fusionner pour obtenir une segmentation correcte des objets de la
scène (voir la ﬁgure 1.5).
Fig. 1.5  Algorithme de la ligne de partage des eaux
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Il existe des méthodes dites de division/fusion (split and merge en anglais) [HP77]
qui consistent soit à diviser de manière très ﬁne une image et ensuite à fusionner les régions
adjacentes selon des critères d'homogénéité, soit à diviser l'image de façon itérative tant
que les régions ne sont pas assez homogènes. On utilise souvent des arbres ou des graphes
pour eﬀectuer cette étape.
Nous pouvons également indiquer les méthodes de classiﬁcation (plus souvent appelées
clustering en anglais) qui consistent à regrouper en sous-ensembles les pixels qui possèdent
des caractéristiques proches. Citons par exemple les méthodes de k-means [Har75, McQ67]
qui consistent à séparer les pixels en k groupes en minimisant une distance entre un pixel
donné et le représentant d'un groupe. Ces méthodes fournissent donc une partition de
l'image mais ne permettent pas de distinguer quelles classes font parties de l'objet qui nous
intéresse, et quelles classes font partie du fond (voir la ﬁgure 1.6).
Fig. 1.6  Algorithme des k-means, partition en 4 groupes.
Toutes les méthodes qui ont été présentées font une partition de l'image en régions,
mais ne permettent pas de déterminer directement quelles sont les régions qui font partie
de l'objet d'intérêt. C'est pourquoi nous nous intéressons à la méthode des contours ac-
tifs qui consiste à faire évoluer une courbe initiale vers l'objet d'intérêt. Pour cela il faut
déterminer à l'avance quelle caractéristique on cherche à retrouver dans l'objet segmenté
aﬁn de pouvoir extraire celui-ci du fond qui ne possède pas ces caractéristiques. Ces ca-
ractéristiques peuvent être multiples, il peut s'agir de la couleur, d'une forme précise ou
bien d'une combinaison de plusieurs caractéristiques. A partir de ces caractéristiques est
élaboré un critère dont le minimum correspondra à la région d'intérêt. Cette fonctionnelle
est dérivée aﬁn de parvenir à l'équation d'évolution du contour actif vers l'objet d'intérêt.
Nous présentons ces méthodes de façon plus approfondie dans le chapitre 2.
1.2 Objectifs
Notre objectif est de procéder à une segmentation d'objets d'intérêt dans des images
et des séquences vidéo. Nous proposons pour cela d'utiliser l'approche par contours actifs
puisqu'elle permet d'obtenir directement l'objet d'intérêt. Nous nous intéressons parti-
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culièrement aux contours actifs basés régions, c'est-à-dire ceux qui tiennent compte des
propriétés des régions à segmenter.
Pour cela nous nous proposons d'élaborer des critères de segmentation qui prennent en
compte les vraies distributions des caractéristiques de l'image aﬁn d'approcher au mieux
les données de l'image. Nous souhaitons ainsi utiliser des critères non-paramétriques qui
permettent d'évaluer au mieux l'information contenue dans les régions. C'est pourquoi nous
introduisons des mesures d'information provenant de la théorie de l'information comme cri-
tères de segmentation. Etant donné qu'ils reposent sur des distributions réelles et non plus
sur des modèles de distribution, ces critères devraient permettre une segmentation plus
précise des objets et moins biaisée du fait qu'il n'y a pas de biais apporté par le modèle de
distribution.
Nos objectifs sont ainsi d'utiliser ces critères pour segmenter des régions, dont les ca-
ractéristiques respectent certaines propriétés liées au critère, dans des images et des vidéos.
Dans le cas de critères d'homogénéité comme l'entropie, ces régions seront plus ou moins
homogènes, l'entropie permettant une certaine variabilité des caractéristiques considérées,
notamment dans le cas de l'utilisation d'une compétition entre la région d'intérêt et le fond.
Dans le cas d'utilisation de distance à une segmentation de référence, la région segmentée
possédera des caractéristiques proches de celle de référence.
1.3 Structure du manuscrit
Dans ce manuscrit, nous présentons l'utilisation des contours actifs en considérant des
critères non-paramétriques issus de la théorie de l'information. Nous étudions tout d'abord
les diﬀérentes mesures d'information que nous utilisons ensuite dans un schéma de contours
actifs pour la segmentation d'images et de séquences vidéo.
Ce manuscrit est divisé en trois parties : tout d'abord nous présentons le cadre théorique
de nos travaux, puis nous appliquons ce cadre général à la segmentation d'images et enﬁn
à la segmentation de séquences vidéo.
La première partie pose le cadre théorique de nos travaux, du contexte des contours
actifs aux critères de segmentation issus de la théorie de l'information.
Chapitre 2 : Contexte des contours actifs. Ce chapitre présente le contexte des
contours actifs, des premiers travaux de Kass et al. [KWT88] aux méthodes plus récentes
basées sur des critères de régions. Nous évoquons les diﬀérentes méthodes existantes aﬁn
de situer nos travaux par rapport à l'état de l'art. Puis nous présentons la façon de par-
venir à l'équation d'évolution du contour actif en partant du critère à minimiser. Enﬁn les
diﬀérentes implémentations des contours actifs sont expliquées, ainsi que leurs avantages
et inconvénients respectifs.
Chapitre 3 : Critères statistiques provenant de la théorie de l'information. Ce
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chapitre met en avant les diﬀérents critères statistiques provenant de la théorie de l'infor-
mation que nous utilisons dans nos travaux. Nous insistons sur le fait que nous ne faisons
aucune hypothèse sur les données que nous considérons et de ce fait nous utilisons des cri-
tères non-paramétriques. Nous développons le cadre mathématique pour un critère général
utilisant des données non-paramétriques puis nous présentons les diﬀérents critères qui
sont utilisés dans nos travaux, à savoir l'entropie, l'information mutuelle et la divergence
de Kullback-Leibler.
La seconde partie est consacrée à l'utilisation des critères déﬁnis dans le cadre théorique
pour la segmentation d'images ﬁxes.
Chapitre 5 : Entropie. Ce chapitre présente l'utilisation de l'entropie comme critère
pour la segmentation d'images ﬁxes. Nous appliquons cet algorithme à la segmentation
d'images en niveaux de gris.
Chapitre 6 : Entropie jointe et information mutuelle. Dans ce chapitre nous éten-
dons la notion vue au chapitre précédent en considérant la segmentation de données vecto-
rielles, et plus particulièrement d'images en couleurs. Nous utilisons pour cela des critères
basés sur l'entropie jointe et l'information mutuelle.
Chapitre 7 : Divergence de Kullback-Leibler. Dans ce chapitre nous considérons une
segmentation de référence et nous cherchons à segmenter une région dont la distribution
de l'intensité sera la plus proche possible de celle de référence. Nous cherchons donc à
minimiser la divergence de Kullback-Leibler entre la distribution de la région à segmenter
et celle de référence.
Chapitre 8 : Entropie et a priori de distance : exemple avec les watersheds. Ce
chapitre introduit la notion d'a priori de distance comme critère de segmentation. Nous
combinons un critère d'entropie de l'intensité avec une distance à une segmentation obte-
nue par la méthode des watersheds aﬁn d'avoir une segmentation dont les frontières sont
les plus proches possible des contours des objets. Nous combinons donc un critère d'homo-
généité et un critère d'a priori de distance.
La troisième partie s'intéresse à la segmentation d'objets mobiles dans des séquences
vidéo. Nous présentons deux façons d'utiliser l'entropie aﬁn de segmenter des objets en
mouvement.
Chapitre 10 : Segmentation de données vectorielles : entropie du ﬂot optique.
Ce chapitre présente la segmentation d'objets mobiles en ayant au préalable estimé le
mouvement des objets de la séquence. Nous cherchons à minimiser l'entropie des vecteurs
mouvement de chaque point de l'image aﬁn de détecter les objets qui ont un mouvement
cohérent.
Chapitre 11 : Segmentation spatio-temporelle en minimisant l'entropie jointe
du résiduel et de l'intensité. Ce chapitre présente une méthode de segmentation d'ob-
jets en estimant conjointement le mouvement des objets. Le critère de segmentation tient
compte de caractéristiques spatiales et temporelles pour permettre une segmentation des
objets en mouvement.
Première partie
Théorie
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Chapitre 2
Contexte des contours actifs
Comme nous l'avons vu dans le chapitre 1, notre objectif est de segmenter des images
et des vidéos. La segmentation d'images consiste soit à eﬀectuer une partition de l'image
en la découpant en zones possédant des caractéristiques proches, soit à extraire une ré-
gion spéciﬁque de l'image que nous appelons objet d'intérêt. Dans notre étude nous nous
intéressons à la recherche d'objets d'intérêt (visage dans une image, objet en mouvement
dans une vidéo par exemple). Nous cherchons donc à regrouper ensemble des portions de
l'image (ou de la vidéo) possédant les mêmes caractéristiques. Nous nous attachons princi-
palement à déﬁnir une fonctionnelle permettant de caractériser au mieux l'objet d'intérêt,
celui-ci étant représenté par la zone de l'image qui minimise cette fonctionnelle. Nous nous
intéressons donc aux méthodes variationnelles, c'est-à-dire celles qui minimisent un critère.
Une grande diﬃculté repose dans la déﬁnition de ce critère. Comment déﬁnir les caracté-
ristiques qui nous intéressent et qui vont représenter au mieux l'objet d'intérêt ? De plus,
comment minimiser ce critère ?
Les contours actifs apparaissent comme un outil pertinent pour parvenir à implémenter
ce problème de minimisation puisqu'ils permettent de faire évoluer un contour vers l'objet
d'intérêt. De plus, nous pouvons ajouter un a priori géométrique sur l'objet à segmenter
en imposant des contraintes de régularisation sur le contour.
Pour faire évoluer le contour actif vers le minimum de la fonctionnelle, nous devons dériver
la fonctionnelle puis en déduire l'équation aux dérivées partielles (EDP) qui fera évoluer le
contour vers la région qui correspond, idéalement, au minimum de la fonctionnelle. Notons
que toutes les méthodes de contours actifs ne cherchent pas à minimiser une fonctionnelle,
certaines introduisent directement l'EDP pour faire évoluer le critère. Nous préciserons cela
dans la section 2.2.
Ce chapitre d'état de l'art se décompose de la façon suivante : dans la section 2.1, nous
présentons le principe des contours actifs et nous introduisons les notations. La section 2.2
décrit les diﬀérents contours actifs, des premiers modèles de contours actifs aux modèles
plus récents appelés contours actifs basés régions. Ensuite la section 2.3 présente la façon de
dériver la fonctionnelle caractérisant la région aﬁn de parvenir à l'équation d'évolution du
contour actif. Enﬁn la section 2.4 propose diﬀérentes approches existantes pour implémenter
les contours actifs, en particulier deux méthodes : la méthode des ensembles de niveaux et
la méthode paramétrique des B-splines.
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2.1 Principe des contours actifs
Le principe des contours actifs est de faire évoluer une courbe initiale vers l'objet
d'intérêt. L'évolution de cette courbe se fait sous l'action d'une force, qui est généralement
déduite de la minimisation d'une fonctionnelle. Notons Γ ce contour actif, déﬁni comme
une courbe paramétrée par p ∈ [a, b] avec τ ∈ [0, T ] le paramètre d'évolution de la courbe.
Γ est déﬁni tel que :
[a, b]× [0, T ] → R2
(p, τ) → Γ(p, τ) = x(p, τ) =
(
x(p, τ)
y(p, τ)
)
L'évolution de ce contour actif Γ est régie par une équation aux dérivées partielles de la
forme suivante :  ∂Γ(p, τ)∂τ = v(p, τ)Γ(p, 0) = Γ0(p) . (2.1)
Γ0 est le contour initial qui peut être déﬁni manuellement par exemple et v est la vitesse
d'évolution de la courbe. La ﬁgure 2.1 illustre cette évolution.
Fig. 2.1  Evolution du contour actif Γ(τ) avec la vitesse v vers l'objet d'intérêt
La vitesse d'évolution v du contour actif a a priori une direction quelconque. Décom-
posons cette vitesse dans le repère de Frenet associé à la courbe. Nous obtenons deux
composantes, une composante selon la tangente unitaire T et une composante selon la
normale unitaire intérieure à la courbe N. Cela donne :
∂Γ(p, τ)
∂τ
= v(p, τ) = FN (p, τ)N(p, τ) + FT (p, τ)T(p, τ), (2.2)
où FN est l'amplitude de la vitesse dans la direction normale au contour et FT est l'am-
plitude de la vitesse dans la direction tangentielle au contour. La composante normale de
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la vitesse modiﬁe la géométrie de la courbe tandis que la composante tangentielle de la
vitesse modiﬁe sa paramétrisation. L'équation (2.2) peut être simpliﬁée en considérant que
nous nous intéressons uniquement à la déformation de la courbe et non à sa paramétrisa-
tion [EC87]. La partie de l'équation qui nous intéresse est donc uniquement la projection
sur N car c'est celle qui régit le déplacement du contour, tandis que la projection sur T
ne permet que de déterminer la paramétrisation du contour. L'équation d'évolution du
contour actif s'écrit donc uniquement avec une vitesse normale au contour : ∂Γ(p, τ)∂τ = v(p, τ) = FN (p, τ)N(p, τ)Γ(p, 0) = Γ0(p) . (2.3)
Par la suite FN sera noté F pour simpliﬁer.
Après cette rapide déﬁnition du principe des contours actifs, nous présentons mainte-
nant les diﬀérents types de contours actifs existant : les contours actifs basés contour et les
contours actifs basés régions. Un contour actif basé contour ne tient compte que des carac-
téristiques locales de l'image, à savoir le long du contour actif. Ce modèle est celui suivi
par les premiers modèles de contours actifs, les contours actifs géodésiques et les contours
actifs géométriques. Un contour actif basé régions prend en compte les caractéristiques de
la région comprise à l'intérieur du contour. C'est au modèle basé régions que nous nous
intéressons principalement.
2.2 Vers des contours actifs basés régions
Dans cette section nous présentons un rapide historique des contours actifs, des pre-
miers snakes aux modèles basés régions. Nous distinguons les méthodes variationnelles, i.e.
celles qui nécessitent la minimisation d'une fonctionnelle des approches qui introduisent di-
rectement l'équation d'évolution du contour actif.
2.2.1 Approches variationnelles
2.2.1.1 Contours actifs classiques : les snakes
Les premiers contours actifs ont été introduits par Kass et al. [KWT88] en 1988, sous
le nom de snakes. Considérant une courbe C2 notée Γ : [a, b]→ R2, l'équation d'évolution
de ce modèle de contours actifs est obtenue en minimisant la fonctionnelle suivante :
J(Γ) = α
∫ b
a
|Γ′(p)|2 dp+ β
∫ b
a
|Γ′′(p)|2 dp+ λ
∫ b
a
g(|∇I(Γ(p))|) dp (2.4)
avec α, β et λ des constantes positives.
Les deux premiers termes imposent une contrainte de régularité sur le contour et déﬁnissent
son élasticité (premier terme) et sa rigidité (second terme) tandis que le troisième terme
est un terme d'attache aux données qui va permettre d'attirer le contour actif vers les forts
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gradients de l'image. La fonction g est une fonction positive et strictement décroissante.
Dans l'article original de Kass et al., la fonction choisie pour g est :
g(|∇I|) = −|∇I|2
.
Cette première approche de contours actifs a été très largement utilisée mais comporte
cependant quelques inconvénients. Tout d'abord, la fonctionnelle (2.4) n'est pas intrinsèque,
c'est-à-dire qu'elle dépend de la paramétrisation du contour. D'autre part, la contrainte de
régularité est telle qu'elle ne permet de détecter que des objets convexes et qu'elle impose
la détection d'un unique objet (les changements de topologie ne sont pas permis). De
plus, pour pouvoir converger vers l'objet d'intérêt, le contour initial du contour actif doit
être assez proche de l'objet à segmenter. Enﬁn, la minimisation d'une telle fonctionnelle
fait apparaître des termes qui nécessitent le calcul de dérivées d'ordre 4, ce qui pose des
problèmes de discrétisation et d'instabilités numériques.
2.2.1.2 Contours actifs géodésiques
La première approche de contours actifs a été améliorée par Caselles et al. [CKS97] qui
ont introduit les contours actifs géodésiques. La fonctionnelle déﬁnie par Kass en (2.4) est
modiﬁée en mettant β à zéro, et de ce fait, ce terme de régularisation jugé trop contraignant
est abandonné. De plus, les auteurs démontrent que résoudre le problème des contours
actifs classiques avec β à zéro revient à chercher une courbe géodésique dans un espace
de Riemann, dans lequel la métrique dépend de l'image. Ils montrent que minimiser (2.4)
lorsque β = 0 revient à minimiser :
J(Γ) =
∫ b
a
g(|∇I(Γ(p))|)|Γ′(p)| dp . (2.5)
Ce qui peut s'écrire, puisque |Γ′(p)|dp = ds :
J(Γ) =
∫ L(Γ)
0
g(|∇I(Γ(s))|)ds, (2.6)
avec L(Γ) la longueur euclidienne de la courbe Γ et s l'abscisse curviligne de la courbe.
La fonctionnelle (2.6) est intrinsèque, i.e. qu'elle ne dépend pas de la paramétrisation.
L'équation d'évolution suivante est obtenue :
∂Γ
∂τ
= (g(|∇I(Γ)|)κ−∇g(|∇I(Γ)|) ·N) N, (2.7)
avec κ la courbure du contour Γ. Dans [CKS97] est ajoutée une force ballon c, introduite
par Cohen [Coh91] :
∂Γ
∂τ
= (g(|∇I(Γ)|)(c+ κ)−∇g(|∇I(Γ)|) ·N) N . (2.8)
Si la constante c est positive, le contour va rétrécir, et si elle est négative, le contour
va s'élargir, tout en "combattant" la courbure pour permettre de segmenter des formes
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concaves et permettre au contour d'évoluer lorsque la courbure est nulle. Cette force ra-
joute une contrainte sur l'aire de la région. De plus, cette force ballon permet au contour
d'éviter de rester "collé" dans des minima locaux de la fonctionnelle, notamment en pré-
sence de bruit. Elle permet aussi une plus grande liberté dans le choix du contour initial
puisque celui-ci peut être à l'intérieur comme à l'extérieur de l'objet à segmenter (selon le
signe choisi pour c).
En suivant cette équation, le contour actif, dit géodésique aura un comportement dif-
férent selon qu'il se trouve dans une zone homogène ou proche d'un contour. Dans une
zone homogène, le gradient de l'image est faible et l'équation se réduit à une évolution en
fonction de la courbure. Près d'un contour, le gradient est plus fort et le contour actif évo-
luera vers le contour de l'objet, qu'il soit à l'intérieur ou à l'extérieur de l'objet. Grâce au
dernier terme de l'équation (2.7), le contour actif est attiré aux abords de l'objet et stabilisé
sur le contour. Notons que l'équation (2.7) a aussi été introduite dans [KKO+95, KKO+96].
2.2.2 Approches non variationnelles
D'autres approches de contours actifs ont été proposées en parallèle en introduisant
directement une équation d'évolution sans minimiser une fonctionnelle. Il s'agit dans ce
cas d'envisager l'évolution de la courbe comme une propagation d'un front d'onde. C'est
alors un modèle géométrique et non plus paramétrique. C'est le cas notamment de Caselles
et al. [CCCD93] et Malladi et al. [MSV95, MSV96] qui ont présenté les contours actifs
géométriques en s'inspirant des travaux de Osher et Sethian [OS88] sur l'équation de la
diﬀusion de la chaleur. L'équation d'évolution proposée se présente sous la forme suivante :
∂Γ
∂τ
= g(|∇I(Γ)|)κN (2.9)
avec g(|∇I|) une fonction de détection. Elle est déﬁnie dans [CCCD93, MSV95] par :
g(|∇I|) = 1
1 + |∇(Gσ ∗ I)|p , p ∈ {1, 2}
où Gσ ∗ I est la convolution de l'image par une gaussienne de variance σ.
Cette fonctionnelle permet la segmentation de l'enveloppe convexe des objets. Pour
parvenir à la segmentation d'objets non convexes, il a fallu rajouter un terme semblable à
la force ballon introduite par Cohen [Coh91] pour permettre au contour d'évoluer dans un
sens ou dans l'autre. L'équation d'évolution proposée par Caselles [CCCD93] est alors :
∂Γ
∂τ
= g(|∇I(Γ)|)(c+ κ)N (2.10)
avec c une constante qui détermine la force ballon. Nous retrouvons une équation semblable
au premier terme de celle présentée en (2.8) sauf que cette équation ne dérive pas de la
minimisation d'une énergie. Nous pouvons remarquer que par rapport aux contours actifs
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classiques, nous n'avons conservé que le terme de régularisation du second ordre. De ce
fait, la régularisation est moins stricte et son approximation numérique moins délicate. La
même force ballon que dans les contours géodésiques est aussi introduite.
Tous ces modèles de contours actifs sont jusqu'à présent basés contours, c'est-à-dire
qu'ils ne prennent en compte que des propriétés locales de l'image. Cependant une image
est aussi caractérisée par des propriétés plus globales, à savoir les propriétés des régions
comprises entre les contours de l'image. C'est pourquoi les contours actifs basés régions ont
été introduits.
2.2.3 Contours actifs basés régions
Le principe des contours actifs basés régions est donc de prendre en compte des proprié-
tés de l'image sur des régions et non plus localement. La fonctionnelle à minimiser dans le
cas de termes régions s'écrit comme une intégrale sur la région et non plus sur le contour.
Elle est de la forme :
J(Ω) =
∫
Ω
k(x,Ω)dx (2.11)
où k est appelé descripteur de région. C'est une fonction qui dépend des propriétés de la
région Ω. Il est important de noter que souvent les approches région combinent à la fois des
termes basés régions et des termes basés contours, principalement pour prendre en compte
les caractéristiques des régions et ajouter des contraintes sur le contour.
Les approches basées régions peuvent reposer sur une modélisation statistique des ré-
gions à segmenter. Un descripteur de moyenne ou bien de variance sur la région est, par
exemple, parfois utilisé.
Les premiers à avoir utilisé des descripteurs de région sont Cohen et al. [CBA93] et
Ronfard [Ron94]. Cohen et al. présentent une méthode de reconstruction de surface en
utilisant des contours actifs. Ils incluent un critère contenant des termes basés régions.
Ronfard quant à lui propose une méthode de segmentation d'images en deux régions. Il
déﬁnit la vitesse comme étant proportionnelle à la diﬀérence des descripteurs de la région
des objets et de ceux de la région du fond.
Dans de nombreux travaux, des critères statistiques sont utilisés. Nous pouvons no-
tamment citer des méthodes développées dans le cadre du MDL (Minimum Description
Length) [ZY96, GR96, CRB99, FLJ00, RR01, GR04, MRGG06]. Zhu et Yuille [ZY96] pro-
posent un algorithme appelé compétition de régions. Leur idée est de présenter un cadre
statistique pour combiner les caractéristiques géométriques des contours actifs et les tech-
niques statistiques de croissance de régions. Dans leurs travaux, les descripteurs des régions
sont les lois qui régissent les densités de probabilité. L'idée est de supposer connues les lois
des densités de probabilité dont les paramètres sont à déterminer. Les paramètres des
distributions sont estimés alternativement avec l'optimisation de la partition. Germain et
al. [GR96] présentent un algorithme basé sur des contours actifs statistiques polygonaux
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permettant une bonne localisation des contours dans des images SAR (Synthetic Aper-
ture Radar, images issues d'un radar à synthèse d'ouverture). Chesnaud et al. [CRB99]
utilisent des descripteurs statistiques dans un cadre de segmentation non supervisé. Les
caractéristiques statistiques sont estimées conjointement à l'étape de segmentation et cette
méthode permet la segmentation d'images bruitées. Figueiredo et al. [FLJ00] proposent
une méthode permettant de déterminer automatiquement l'ordre du modèle utilisé pour
décrire le contour tandis que Ruch et al. [RR01] généralisent cette approche à des contours
polygonaux et permettent ainsi une bonne régularisation du contour. Galland et al. [GR04]
présentent un modèle de segmentation adapté à la segmentation de plusieurs régions d'in-
tensité diﬀérente tandis que Martin et al. [MRGG06] proposent une méthode de segmen-
tation où aucun paramètre n'est à régler et qui peut s'appliquer pour n'importe quelle
distribution d'intensité.
Nous pouvons aussi citer les méthodes utilisant les graph cuts (méthode de coupe mini-
male/ﬂot maximal dans un graphe) [GPS89] qui permettent d'eﬀectuer une minimisation
d'énergie sans tomber dans un minimum local, et ce en un temps polynômial. Ces méthodes
connaissent un fort succès actuellement et sont utilisées dans de nombreuses applications
de traitement d'images, et notamment en segmentation d'images [BJ01, XBA03, BRB+04,
ZK04, RKB04, FZ05].
Chan et Vese [CV01] étendent quant à eux les résultats de Mumford et Shah [MS89]
en utilisant la moyenne comme descripteur pour la segmentation en deux régions. Ils dé-
veloppent ces travaux dans le cadre des ensembles de niveaux (que nous verrons plus en
détails dans la section 2.4). Dans les travaux de Yezzi et al. [YTW99], le descripteur utilisé
est aussi la moyenne des régions mais la fonctionnelle est diﬀérente puisque c'est la dis-
tance quadratique entre les moyennes qui est maximisée. Paragios et al. [PD00] proposent
d'utiliser des régions actives géodésiques dans un cadre supervisé où les paramètres des
distributions sont déterminés au préalable. Jehan-Besson et al. [JBBA03] utilisent aussi
des descripteurs de moyenne mais présentent surtout un cadre général de diﬀérenciation
des fonctionnelles à l'aide d'outils inspirés de l'optimisation de domaines.
Les contours actifs basés régions sont aussi largement utilisés dans l'imagerie médicale.
Debreuve et al. [DBAD01] introduisent un critère spatio-temporel pour la segmentation
de séquences cardiaques. Montagnat et al. [MDM99] utilisent des modèles déformables 3D
pour la segmentation de volumes.
Du point de vue de l'implémentation, Precioso et al. [PBBU05] étendent le modèle
des splines d'interpolation pour en proposer une implémentation paramétrique pour les
contours actifs. Ils présentent les splines d'approximation qui permettent une robustesse
au bruit intéressante.
Les histogrammes peuvent être utilisés dans des critère de segmentation. Jehan-Besson
et al. [ABFJB03] et Freedman et al. [FZ04] proposent d'utiliser des histogrammes comme
descripteurs des régions. Des histogrammes connus sont pris en compte aﬁn de servir de
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référence pour la segmentation. Kim et al. [KFY+05] proposent quant à eux d'utiliser des
distributions non-paramétriques aﬁn de minimiser l'information mutuelle entre l'intensité
de l'image et un label déﬁnissant la position du pixel par rapport au contour.
Nous avons présenté les diﬀérentes approches pour déﬁnir un critère de segmentation
pour les contours actifs, de l'approche purement "contours" aux approches plus récentes qui
intègrent des termes de régions dans les fonctionnelles à minimiser. Les approches contour
ne prenant en compte que de l'information locale sont assez sensibles au bruit et lors de
la minimisation de la fonctionnelle, il n'est pas rare de tomber dans un minimum local.
Quant aux approches régions, la plupart des méthodes sont eﬃcaces dans des cas simples
où l'objet à segmenter est facilement séparable du fond, de par sa couleur par exemple,
mais la segmentation est plus diﬃcile lorsque les objets à segmenter ne respectent pas les
hypothèses faites sur leurs distributions.
Maintenant que nous avons introduit les diﬀérentes approches de contours actifs, voyons
comment à partir de la déﬁnition d'une fonctionnelle qui caractérise la région, nous pouvons
parvenir à l'équation d'évolution du contour actif. Nous introduisons pour cela la notion
de gradient de forme.
2.3 Gradient de forme
Après avoir introduit les contours actifs basés régions et leur historique, nous allons
voir comment à partir d'une fonctionnelle nous pouvons obtenir l'équation d'évolution du
contour actif. Pour ce faire nous utilisons une méthode variationnelle décrite précisément
dans [JBBA03], à savoir la notion de gradients de forme, aﬁn de tenir compte dans la
dérivation des variations de la région.
2.3.1 Introduction
Nous nous intéressons uniquement aux approches variationnelles, c'est-à-dire celles qui
nécessitent la minimisation d'un critère. L'objet d'intérêt est déﬁni par un domaine qui mi-
nimise une certaine fonctionnelle. Pour eﬀectuer cette minimisation, il est donc nécessaire
de dériver la fonctionnelle. L'introduction d'un schéma dynamique permet de dériver la
fonctionnelle par rapport à un paramètre d'évolution du domaine. Nous choisissons d'utili-
ser des outils provenant de l'optimisation de domaine pour eﬀectuer cette dérivation mais
elle peut aussi s'eﬀectuer par le calcul des variations. L'évolution du contour actif est en-
suite déduite de ce calcul de dérivée.
Nous déﬁnissions un terme basé contour comme étant une intégrale sur le contour Γ
d'un descripteur de contour k(s,Γ) :
J(Γ) =
∫
Γ
k(s,Γ)ds
Et de même nous déﬁnissons un terme basé région comme étant une intégrale sur la région
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d'un descripteur de région k(x,Ω) :
J(Ω) =
∫
Ω
k(x,Ω)dx
Dans cette section nous décrivons comment en utilisant les gradients de forme nous
pouvons calculer la dérivée d'une fonctionnelle ayant des termes basés contour et des termes
basés régions. Nous pouvons déjà remarquer que certains termes basés régions (ou contour)
dépendent doublement de la région (ou du contour) puisque ce sont des intégrales sur la
région (ou le contour) d'un descripteur pouvant lui-même dépendre de la région (ou du
contour). Nous verrons comment dériver ce genre de termes doublement dépendant de la
région. Nous illustrerons enﬁn cette dérivation à l'aide d'exemples de descripteurs.
2.3.2 Outils d'optimisation de domaine
Nous présentons ici les outils de dérivation qui vont nous permettre de parvenir à
l'équation d'évolution du contour actif. En premier lieu, il convient d'introduire un schéma
dynamique pour pouvoir calculer la dérivée du domaine par rapport au paramètre d'évolu-
tion du contour. Ensuite, nous déﬁnissons les notions de dérivées nécessaires au calcul de
la dérivée de la fonctionnelle. Ces notions sont largement inspirées de [SZ92, DZ01].
2.3.2.1 Schéma dynamique
L'ensemble des domaines de Rn n'a pas de structure d'espace vectoriel, il n'est donc pas
possible de dériver la fonctionnelle par rapport au domaine Ω (ou Γ pour des termes basés
contour). Les techniques de dérivation de domaines consistent à reporter les variations de
domaines sur des fonctions appartenant à un espace vectoriel. Une famille de transforma-
tions Tτ , 0 ≤ τ < , est alors introduite pour faire évoluer la région Ω (et le contour Γ dans
le cas de termes basés contour) en fonction de τ :
Tτ :
{
Ω→ Ω(τ) avec T0(Ω) = Ω
Γ→ Γ(τ) avec T0(Γ) = Γ (2.12)
avec pour tout x ∈ Rn, Tτ (x) ∈ C1([0, ]).
Nous déﬁnissons le champs des vecteurs vitesse V correspondant à Tτ de la façon suivante :
V(τ,x) =
∂Tτ
∂τ
(x) ∀x ∈ Ω ∀ 0 ≤ τ <  (2.13)
Cette vitesse est considérée comme la direction de déformation.
Nous obtenons ainsi une suite de fonctionnelles dépendant de τ :
J(Ω(τ)) =
∫
Ω(τ)
k(x,Ω(τ))dx (2.14)
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pour une fonctionnelle basée régions, et :
J(Γ(τ)) =
∫
Γ(τ)
k(s,Γ(τ))ds (2.15)
pour une fonctionnelle basée contour.
Le schéma dynamique est donc ici directement introduit dans les fonctionnelles à minimiser.
Le contour actif évolue avec le paramètre d'évolution τ dans la fonctionnelle à minimiser.
2.3.2.2 Théorème de dérivation
Nous pouvons écrire un développement limité au premier ordre de la transformation
Tτ , ce qui donne :
Tτ (Ω) = T0(Ω) + τ
∂T0
∂τ
(Ω) (2.16)
= Ω+ τ
∂T0
∂τ
(Ω)
Or nous avons : 
V(τ,Ω(τ)) =
∂
∂τ
(Ω(τ)) =
∂Tτ
∂τ
(Ω)
V(0,Ω(0)) =
∂T0
∂τ
(Ω) = V
(2.17)
Donc :
Tτ (Ω) = Ω(τ) = Ω + τV (2.18)
Notons que la dérivée de domaine de k(x,Ω) dans la direction V, notée k′(x,Ω,V) est
donnée par :
k′(x,Ω,V) = lim
τ→0
k(x,Ω(τ))− k(x,Ω)
τ
Le théorème suivant permet de calculer la dérivée eulérienne d'une fonctionnelle en fonction
d'autres dérivées.
Théorème 2.1. La dérivée eulérienne de la fonctionnelle J(Ω) =
∫
Ω k(x,Ω)dx dans la
direction du champ de vecteurs V est donnée par :
dJ(Ω,V) =
∫
Ω
k′(x,Ω,V)dx−
∫
Γ
k(s,Ω)(V ·N)ds
où k′(x,Ω,V) est la dérivée de domaine de k(x,Ω) dans la direction V, N est la normale
unitaire intérieure à Γ et s son abscisse curviligne.
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Ce théorème traduit le principe de conservation pour un domaine que l'on suit dans
son mouvement. Le premier terme correspond à la variation de k sur le domaine tandis que
le second terme prend en compte le mouvement du domaine.
La démonstration de ce théorème peut être trouvée dans [SZ92, DZ01] et une démonstra-
tion plus élémentaire dans [JBBA03].
Ce théorème va nous permettre de calculer les dérivées eulériennes de termes basés
régions, en convertissant des intégrales de régions en intégrales de contour, ce qui permet
d'obtenir facilement l'équation d'évolution du contour actif.
2.3.3 Dérivation de termes basés contour et basés régions
Nous allons étudier la dérivation d'un terme basé contour puis d'un terme basé régions
dans le cas où le descripteur est indépendant de la région et dans le cas où il en dépend.
Dans la suite, nous allons déﬁnir des critères contours et régions dont la dérivée dite de
forme peut s'écrire comme :
dJ(Ω,V) =
∫
Γ
αV ·Nds (2.19)
= < αN,V >L2 (2.20)
avec α une fonction de s. Donc αN apparaît comme le gradient au sens L2 du critère. Dans
une approche de descente de gradient, il convient de choisir la plus grande pente, ce qui
revient à prendre :
V = −αN (2.21)
comme déformation du contour. De cette façon nous obtenons l'équation d'évolution du
contour actif qui permet de faire avancer le contour vers la région Ω correspondant au
minimum de la fonctionnelle J :
∂Γ(p, τ)
∂τ
= −αN (2.22)
2.3.3.1 Dérivation d'un terme basé contour
Considérons un terme basé contour que l'on écrit sous la forme :
J(Γ) =
∫
Γ
k(s,Γ)ds (2.23)
La dérivée d'un tel terme peut être trouvée par exemple dans [SZ92, HR03].
Considérons le cas particulier où k(s,Γ) = k(s). La dérivée eulérienne de la fonctionnelle
J(Γ) =
∫
Γ k(s)ds dans la direction V est donnée par :
dJ(Γ,V) =
∫
Γ
(∇k(s) ·N− k(s)κ)(V ·N)ds (2.24)
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avec N la normale intérieure au contour, κ la courbure moyenne de Γ et s son abscisse
curviligne.
A partir de cette dérivée eulérienne, nous pouvons calculer la vitesse d'évolution du
contour actif qui fera évoluer la courbe vers un minimum de la fonctionnelle. Comme
expliqué à l'équation 2.21, nous choisissons une vitesse de façon à ce que la dérivée du
critère soit négative. Nous obtenons la vitesse suivante :
v = (k(s)κ−∇k(s) ·N)N avec s = Γ(p, τ) (2.25)
Ce qui donne pour l'équation d'évolution du contour actif : ∂Γ(p, τ)∂τ = (k(s)κ−∇k(s) ·N)NΓ(p, 0) = Γ0(p) (2.26)
avec Γ0 un contour initial, s = Γ(p, τ) et p le paramètre du contour Γ. Cette vitesse a été
calculée dans [CKS97].
2.3.3.2 Dérivation d'un terme basé régions dont le descripteur est indépendant de la
région
Un terme basé régions dont le descripteur ne dépend pas de la région s'écrit sous la
forme :
J(Ω) =
∫
Ω
k(x)dx (2.27)
où k(x) est le descripteur de la région.
Nous utilisons le théorème 2.1 pour calculer la dérivée eulérienne de cette fonctionnelle
dans la direction V :
dJ(Ω,V) =
∫
Ω
k′(x,Ω,V)dx−
∫
Γ
k(s,Ω)(V ·N)ds
Or ici k(x,Ω) = k(x) donc k′(x,Ω,V) = 0, alors la dérivée devient :
dJ(Ω,V) = −
∫
Γ
k(s)(V ·N)ds
Nous obtenons alors l'équation d'évolution du contour actif suivante : ∂Γ(p, τ)∂τ = k(s)NΓ(p, 0) = Γ0(p) (2.28)
avec Γ0 un contour initial, s = Γ(p, τ) et p le paramètre du contour Γ.
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2.3.3.3 Dérivation d'un terme basé régions dont le descripteur dépend de la région
Un terme basé régions à double dépendance est l'intégrale sur une région d'un descrip-
teur dépendant lui-même de la région. Il s'écrit :
J(Ω) =
∫
Ω
k(x,Ω)dx (2.29)
avec k(x,Ω) le descripteur dépendant de la région Ω.
Nous calculons la dérivée eulérienne du critère (2.29) dans le cas d'un descripteur fonc-
tion de la moyenne de l'intensité de la région, pour illustrer la méthode de dérivation. Le
descripteur k(x,Ω) est de la forme :
k(x,Ω) = ϕ(I(x)− µ(Ω))
avec ϕ(r) une fonction positive de classe C1(R), paire et croissante sur R+. La moyenne µ
est déﬁnie par :
µ(Ω) =
1
|Ω|
∫
Ω
I(x)dx
La fonctionnelle à minimiser s'écrit alors :
J(Ω) =
∫
Ω
ϕ(I(x)− µ(Ω))dx (2.30)
Un telle fonctionnelle cherche à segmenter une région qui est homogène puisque l'on cherche
à minimiser la distance à la moyenne de la région.
Pour calculer la dérivée du critère (2.30), nous allons utiliser le théorème 2.1. Il sera néces-
saire d'appliquer plusieurs fois ce théorème de façon récursive aﬁn d'obtenir uniquement
des intégrales de contour. Nous appliquons une première fois ce théorème à la fonctionnelle
(2.30) et nous obtenons la formule suivante :
dJ(Ω,V) =
∫
Ω
ϕ′(I(x)− µ(Ω),V)dx−
∫
Γ
ϕ(I(s)− µ(Ω))(V ·N)ds (2.31)
La dérivée de domaine ϕ′(I(x)− µ(Ω),V) peut se décomposer en :
ϕ′(I(x)− µ(Ω),V) = −µ′(Ω,V)ϕ′(I(x)− µ(Ω))
avec ϕ′(r) la dérivée de ϕ par rapport à r. Il nous faut donc calculer la dérivée eulérienne
de µ(Ω) dans la direction V.
Nous pouvons écrire la fonction µ de la façon suivante :
µ(Ω) =
1
|Ω|
∫
Ω
I(x)dx = f(G1(Ω), G2(Ω)) (2.32)
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avec
G1(Ω) =
∫
Ω
I(x)dx
G2(Ω) =
∫
Ω
dx = |Ω|
f(G1(Ω), G2(Ω)) =
G1(Ω)
G2(Ω)
Calculons la dérivée eulérienne de la fonction f sans la direction V :
df(Ω,V) = dG1(Ω,V)
∂f
∂G1
(G1, G2) + dG2(Ω,V)
∂f
∂G2
(G1, G2) (2.33)
Les dérivées partielles de f par rapport à G1 et G2 sont :
∂f
∂G1
=
1
G2
=
1
|Ω| (2.34)
∂f
∂G2
= −G1
G22
= −
∫
Ω I(x)dx
|Ω|2 = −
µ(Ω)
|Ω| (2.35)
Nous devons maintenant calculer les dérivées eulériennes de G1 et G2 dans la direction V .
Nous appliquons à nouveau le théorème 2.1. La dérivée eulérienne de G1 dans la direction
V vaut :
dG1(Ω,V) =
∫
Ω
I ′(x,Ω,V)dx−
∫
Γ
I(s)(V ·N)ds (2.36)
I(x) est constante par rapport à τ donc I ′(x,Ω,V) = 0. Donc la dérivée eulérienne de G1
est :
dG1(Ω,V) = −
∫
Γ
I(s)(V ·N)ds (2.37)
De même, nous calculons la dérivée eulérienne de G2 dans la direction V :
dG2(Ω,V) =
∫
Ω
1′(x,Ω,V)dx−
∫
Γ
(V ·N)ds (2.38)
avec 1(x) la fonction constante 1 donc sa dérivée est nulle. La dérivée de G2 se réduit donc
à :
dG2(Ω,V) = −
∫
Γ
(V ·N)ds (2.39)
Ensuite en regroupant (2.34), (2.35), (2.37) et (2.38), nous avons la dérivée eulérienne de
µ(Ω) dans la direction V :
dµ(Ω,V) = − 1|Ω|
∫
Γ
I(s)(V ·N)ds+ µ(Ω)|Ω|
∫
Γ
(V ·N)ds (2.40)
= −
∫
Γ
I(s)− µ(Ω)
|Ω| (V ·N)ds (2.41)
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Finalement en injectant la dérivée de domaine de ϕ et la dérivée eulérienne de µ dans
l'équation (2.31), nous obtenons :
dJ(Ω,V) =
∫
Ω
(∫
Γ
I(s)− µ(Ω)
|Ω| (V ·N)ds
)
ϕ′(I(x)− µ(Ω))dx (2.42)
−
∫
Γ
ϕ(I(s)− µ(Ω))(V ·N)ds (2.43)
Ce qui donne en inversant les intégrales :
dJ(Ω,V) = −
∫
Γ
(
ϕ(I(s)− µ(Ω))− I(s)− µ(Ω)|Ω|
∫
Ω
ϕ′(I(x)− µ(Ω))dx
)
(V ·N)ds (2.44)
L'équation d'évolution déduite de cette dérivée est alors :
∂Γ(p, τ)
∂τ
=
(
ϕ(I(s)− µ(Ω))− I(s)− µ(Ω)|Ω|
∫
Ω
ϕ′(I(x)− µ(Ω))dx
)
N
Γ(p, 0) = Γ0(p)
(2.45)
avec s = Γ(p, τ).
Dans le cas particulier où ϕ(r) = r2, le critère s'écrit :
J(Ω) =
∫
Ω
(I(x)− µ(Ω))2dx (2.46)
Et alors la dérivée eulérienne vaut :
dJ(Ω,V) = −
∫
Γ
(
(I(s)− µ(Ω))2 − I(s)− µ(Ω)|Ω|
∫
Ω
2(I(x)− µ(Ω))dx
)
(V ·N)ds (2.47)
Cependant : ∫
Ω
2(I(x)− µ(Ω))dx = 0
Donc la dérivée se réduit à :
dJ(Ω,V) = −
∫
Γ
(
(I(s)− µ(Ω))2(V ·N)ds (2.48)
Ce qui donne pour l'équation d'évolution du contour actif : ∂Γ(p, τ)∂τ = (I(s)− µ(Ω))2NΓ(p, 0) = Γ0(p) (2.49)
avec s = Γ(p, τ).
Nous pourrions développer ce principe de dérivation pour d'autres descripteurs, par
exemple un descripteur fonction de la variance. Les principes de dérivation restent les
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mêmes, à savoir appliquer de façon récursive le théorème de dérivation 2.1 aﬁn de re-
trouver de façon équivalente une dérivée ne contenant plus que des termes d'intégrales
de contour. Dans l'exemple présenté nous avons vu qu'il suﬃsait d'appliquer deux fois le
théorème avant de parvenir à l'écriture de la dérivée eulérienne de façon satisfaisante.
Le lecteur pourra trouver une version plus générale du théorème 2.1 dans la thèse de
S. Jehan-Besson [JB03] que nous ne détaillerons pas ici.
Une fois obtenue l'équation d'évolution du contour actif, voyons comment mettre en
÷uvre l'algorithme des contours actifs.
2.4 Implémentation
L'implémentation des équations aux dérivées partielles qui régissent les contours actifs
n'est pas simple à mettre en place. Elle a besoin d'être stable et précise. Il faut aussi que
l'approximation lagrangienne de l'équation d'évolution ait un pas très petit. De plus, il
faut pouvoir gérer les changements de topologie : un contour doit pouvoir se séparer en
plusieurs contours tout comme deux contours doivent pouvoir fusionner.
Deux approches principales existent pour la mise en ÷uvre des contours actifs : les
approches explicites et les approches implicites. Une approche explicite déﬁnit le contour
directement à partir de paramètres tandis qu'une approche implicite comme les ensembles
de niveaux (level sets) déﬁnit le contour de manière implicite comme étant le niveau zéro
d'une fonction de dimension supérieure.
Nous présentons rapidement la méthode des ensembles des niveaux et l'approche pa-
ramétrique utilisant des B-splines pour comparer les avantages et inconvénients de chaque
approche.
2.4.1 Approche implicite : les ensembles de niveaux
La méthode des ensembles de niveaux est une approche dite implicite d'implémentation
des contours actifs. Elle a été popularisée par Osher et Sethian [OS88]. Son principe consiste
à considérer que le contour actif est le niveau zéro d'une fonction de dimension supérieure
u : R2 × R+ → R. Nous avons donc :
x ∈ Γ(p, τ)⇔ u(x, τ) = 0
Ce qui peut s'écrire aussi :
u(Γ(p, τ), τ) = 0, ∀p ∈ [a, b],∀τ ≥ 0 (2.50)
Nous pouvons choisir u comme étant une fonction distance signée au contour Γ(p, τ),
négative à l'intérieure de la courbe et positive à l'extérieur (voir la ﬁgure 2.2). Nous avons
alors presque partout : |∇u| = 1.
Les avantages d'une telle méthode sont les suivants [Set96] :
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Fig. 2.2  Illustration de la fonction distance signée u
 Les changements de topologie sont automatiquement gérés.
 La fonction distance u permet des schémas numériques stables et précis.
 Les propriétés géométriques du contour peuvent être facilement estimées à partir de
la fonction u.
 La formulation peut être aisément étendue aux dimensions supérieures.
Rappelons que l'évolution du contour actif est la suivante :
∂Γ(p, τ)
∂τ
= F (p, τ)N(p, τ)
avec F l'amplitude de la vitesse d'évolution du contour actif et N la direction normale au
contour. Nous pouvons dériver u (équation (2.50)) par rapport à τ , ce qui nous donne :
∂u(Γ(p, τ))
∂τ
= F (p, τ)|∇u(Γ(p, τ), τ)| (2.51)
Cette équation est valide uniquement pour le niveau zéro mais nous pouvons l'étendre sur
l'image si F y est déﬁnie. Nous obtenons donc :
∂u(x, τ)
∂τ
= F (x, τ)|∇u(x, τ)| (2.52)
avec u(x, 0) la fonction distance de Γ0.
Le calcul de u dans (2.52) pose des problèmes d'instabilités, en particulier parce que
u ne conserve pas les propriétés de distance, et a donc un gradient qui peut tendre vers
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l'inﬁni. Une solution à ce problème peut être de réinitialiser la fonction distance avec une
EDP de telle façon que |∇u| = 1 au cours de l'évolution :
∂u(x, τ)
∂τ
= sign(u(x, τ))(1− |∇u(x, τ)|) (2.53)
avec sign(u(x, τ)) une fonction caractéristique du signe de u(x, τ).
Cette méthode a un coût calcul important, c'est pourquoi a été introduite par Chopp
[Cho91] la méthode dite de la bande étroite (ou narrowband en anglais). Cela consiste
à ne faire les calculs que sur une bande entourant le niveau zéro de u et à remettre à
jour cette bande à chaque fois que la courbe s'approche de ses bords. Ainsi, les coûts calcul
sont nettement réduits. Cette méthode a été utilisée notamment par [MSV95, AS95, Set96].
Cependant, cette approche reste tout de même très lourde en calculs, et ne permet pas
de convertir facilement le contour en courbe géométrique orientée. D'autres approches ont
été développées, notamment les modèles paramétriques de contours actifs, permettant de
limiter les temps de calcul. Nous présentons maintenant une approche explicite d'implé-
mentation des contours actifs, en considérant un modèle paramétrique pour ces contours.
2.4.2 Approche explicite : les modèles paramétriques
Les méthodes paramétriques déﬁnissent le contour actif à partir d'un ensemble de pa-
ramètres. Parmi les premiers modèles paramétriques, nous pouvons citer le modèle des
snakes de Kass et al. [KWT88]. Les propriétés intrinsèques du modèle sont choisies aﬁn
de minimiser au mieux la fonctionnelle. Les contours actifs sont déﬁnis comme des courbes
polygonales soumises à des forces issues d'énergies basées notamment sur les propriétés
du contour. Cette approche a l'inconvénient de nécessiter une courbe initiale proche de la
solution.
De nombreux travaux ont été développés aﬁn d'améliorer cette représentation des
contours actifs. Menet et al. [MSMM90] ont étendu le modèle polygonal des snakes en
proposant une structure utilisant les fonctions B-spline. Ces fonctions permettent d'obtenir
des courbes avec une régularité qui permet de calculer directement les grandeurs géomé-
triques du contour actif. De plus, ces courbes apportent une ﬂexibilité, une simplicité de
modélisation et de bonnes propriétés de régularité qui ont entraîné un grand intérêt pour ce
type de modélisation. C'est dans ce cadre que Cohen et al. [Coh91, CBA93] ont introduit
la force ballon, applicable à ce genre de courbes. Récemment, Unser et al. [Uns99, JBU01]
ont étudié de façon approfondie les fonctions splines et sont parvenus à élaborer un modèle
de contours actifs exploitant les propriétés intrinsèques de ces courbes. Puis Precioso et
al. [PBBU05] ont utilisé des B-splines cubiques pour représenter les contours actifs. C'est
cette dernière approche que nous utilisons dans ce manuscrit.
Les B-splines cubiques sont des fonctions deux fois continûment diﬀérentiables, formées
de polygones de degré trois. Elles sont déﬁnies par des points de contrôle Qi et ont la
propriété intéressante d'être locales : déplacer un point de contrôle ne modiﬁe que quatre
intervalles de la courbe. Notons Si(t) la courbe paramétrée par t entre les point Pi et Pi+1,
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la courbe Γ passant par une suite de n points Pi. L'utilisation de B-splines cubique permet
d'assurer une continuité C2 même aux points Pi. Chaque segment de la courbe est exprimé
selon des polynômes de degré trois :
Si(t) = QiB3i (t) +Qi+1B
3
i+1(t) +Qi+2B
3
i+2(t) +Qi+3B
3
i+3(t)
où les B3i (t) sont des fonctions cubiques B-splines non uniformes, c'est-à-dire des fonctions
polynômiales de degré trois, déﬁnies par morceaux. Les points de contrôle Qi sont estimés
à partir des points d'interpolation Pi de la spline. La construction de la spline est présentée
sur la ﬁgure 2.3.
Fig. 2.3  Construction d'une B-spline cubique
Reprenons l'évolution du contour actif :
∂Γ(p, τ)
∂τ
= F (p, τ)N(p, τ)
La force F est appliquée à chaque point d'interpolation Pi, dans la direction de la normale.
Une nouvelle spline est alors déﬁnie et ainsi de suite jusqu'à convergence de l'algorithme.
Ces approches paramétriques ont l'avantage principal de réduire considérablement le
temps d'exécution. Cependant les changements de topologie ne sont plus gérés automati-
quement comme cela était le cas avec la méthode des ensembles de niveaux et vont devoir
être pris en compte dans l'implémentation.
Dans ce manuscrit, nous présentons des résultats obtenus avec une implémentation
paramétrique utilisant des B-splines, principalement pour le coût calcul. De ce fait, nous
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n'avons pas besoin de rajouter à notre critère de segmentation une pénalité de régularisa-
tion, comme par exemple une contrainte sur la longueur du contour, puisque la régularité
de la courbe est réglée par le nombre de points d'interpolation de la courbe.
2.5 Conclusion
Les contours actifs basés régions apparaissent comme de puissants outils pour la seg-
mentation d'images et de vidéos. Les méthodes d'obtention de l'équation d'évolution du
contour actif sont variées mais nous nous intéressons essentiellement à des méthodes va-
riationnelles, qui consistent en la minimisation d'un critère. Nous utilisons la notion de
gradient de forme pour dériver ce critère pouvant comporter des termes basés régions et
des termes basés contour et nous obtenons ainsi l'équation d'évolution du contour actif.
Les critères de segmentation sont souvent des fonctions de caractéristiques de l'image
(comme son intensité) qui supposent une distribution prédéﬁnie de ces caractéristiques.
Dans ce document, nous nous délivrons de cette contrainte et nous considérons directe-
ment les "vraies" distributions des données dans la mesure où nous ne faisons aucune
hypothèse sur ces distributions. Notre objectif est d'étudier des critères issus de la théorie
de l'information dans un contexte non-paramétrique, c'est-à-dire ne faisant aucune hypo-
thèse sur les distributions des données, pour la segmentation d'images et de vidéos par
contours actifs.
Chapitre 3
Critères statistiques provenant de la théorie
de l'information
De nombreuses méthodes de contours actifs présentées dans le chapitre 2 utilisent des
critères de segmentation qui font une hypothèse implicite sur les distributions des données.
Par exemple, utiliser un critère reposant sur la moyenne de l'intensité d'une région revient
à faire une hypothèse gaussienne sur l'intensité de la région. Dans de nombreux cas réels,
ces hypothèses ne sont pas vériﬁées et introduisent donc des erreurs. Dans nos travaux,
nous ne faisons aucune hypothèse sur les distributions des données que nous prenons en
compte et de ce fait nous autorisons des distributions très générales.
Nous proposons de minimiser des fonctions de ces distributions non-paramétriques en
s'inspirant des mesures provenant de la théorie de l'information. Ainsi nous ne faisons plus
d'hypothèse sur les distributions des données que nous considérons et nous estimons ces
distributions avec des méthodes non-paramétriques qui nous permettent de nous approcher
au mieux des "vraies" distributions.
3.1 Introduction
La théorie de l'information intervient notamment dans les domaines suivants : théorie
de la communication, physique, statistiques, mathématiques, économie, informatique, théo-
rie des probabilités. Depuis Shannon [Sha48], elle a montré son utilité dans bon nombre
d'applications, de la transmission de données aux calculs d'investissement, de la thermo-
dynamique au calcul de complexité d'une chaîne de données, etc ...
Une notion de base de la théorie de l'information est l'entropie. C'est une mesure
d'information. En compression de données, l'entropie d'une variable aléatoire représente la
borne minimale de la longueur moyenne des mots-code pour pouvoir décrire complètement
la variable aléatoire. Cette notion est à mettre en parallèle avec la notion d'entropie en
thermodynamique où selon la deuxième loi de la thermodynamique, l'entropie d'un système
isolé ne peut qu'augmenter ou rester constante. De manière générale, l'entropie d'un signal
correspond à la quantité d'information contenue dans le signal. Plus le signal est redondant
en terme de probabilités, plus son entropie est faible. Plus les probabilités de chaque valeur
du signal sont égales, plus l'entropie est forte.
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D'autres mesures d'information sont à mettre en relation avec l'entropie. Il s'agit tout
d'abord de l'information mutuelle qui mesure la dépendance entre deux variables aléatoires.
L'information mutuelle est un cas particulier d'une notion appelée entropie relative qui
mesure une "distance" entre deux fonctions de distributions. Bien que cela ne soit pas une
vraie distance, l'entropie relative possède quelques propriétés des distances, par exemple
elle est toujours positive et égale à zéro seulement si les deux fonctions de distributions
sont égales.
Dans ce chapitre nous verrons comment nous pouvons utiliser ces notions de théorie
de l'information dans un schéma de contours actifs et quelles mesures sont les plus perti-
nentes pour eﬀectuer une segmentation d'images. Nous introduirons tout d'abord un critère
général prenant en compte des caractéristiques statistiques de l'image puis nous le décline-
rons de façon à utiliser diﬀérentes mesures d'information. Nous présenterons tout d'abord
un critère basé sur l'entropie, puis l'entropie jointe et l'information mutuelle. Enﬁn nous
introduirons la divergence de Kullback-Leibler.
3.2 Critère général basé sur les distributions
Nous voulons déﬁnir un critère général de segmentation, prenant en considération les
caractéristiques statistiques de l'image. Notons f une caractéristique de l'image. Cette
caractéristique peut être par exemple l'intensité lumineuse d'une image en niveaux de gris
ou bien les canaux couleurs d'une image couleur. L'idée de cette partie est de ne pas
prendre un modèle déﬁni a priori pour la distribution de cette caractéristique comme
cela est fréquemment le cas [CV01, YTW99, JBBA03]. Une hypothèse commune est de
considérer que les caractéristiques de l'image suivent une loi connue, par exemple une
loi gaussienne, laplacienne ou de Rayleigh. Pour notre part, ne connaissant pas les règles
régissant la génération des images réelles, nous ne voulons pas imposer de loi prédéﬁnie
pour la distribution des caractéristiques considérées (notamment l'intensité). D'autre part,
ces densités de probabilité sont en général unimodales alors que les densités de probabilité
réellement rencontrées s'avèrent être plus souvent multi-modales. Nous ferons par contre
l'hypothèse que les pixels voisins ont des caractéristiques (notamment l'intensité lumineuse)
indépendantes. Nous supposerons aussi que les diﬀérents canaux des densités de probabilité
de ces caractéristiques sont indépendants.
3.2.1 Estimation d'une densité de probabilité
L'estimation de paramètres est un domaine à part entière dans le traitement du signal.
De nombreuses études ont permis d'avoir des méthodes eﬃcaces et sans biais. Le spectre de
ces techniques est assez large. Nous nous intéressons aux méthodes non-paramétriques pour
l'estimation de densités de probabilités. Un outil communément répandu dans les domaines
du signal est l'estimateur à noyau, introduit par Rosenblatt [Ros56] et Parzen [Par62].
De nombreux ouvrages abordent ce type de construction [Sco92, Sil86, DL01, DHS00].
D'autres méthodes comme celles des k-ièmes plus proches voisins [DT77, Sil86] peuvent
aussi être utilisées mais elles ne feront pas l'objet d'étude dans ce manuscrit car nous nous
intéressons aux densités continues lisses dont nous pouvons avoir une expression analytique.
La méthode de Parzen utilise une densité-noyauK et un paramètre h, le paramètre d'échelle
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de la densitéK, qui détermine le niveau de lissage de l'estimation par la largeur des noyaux.
Ce noyau K doit avoir les propriétés suivantes :
 K doit être symétrique, K(−u) = K(u)
 ∫RK(u)du = 1
 ∫R ujK(u)du = 0 pour j = 1, ..., k − 1
 ∫R ukK(u)du 6= 0
K est alors appelé noyau d'ordre k. Fréquemment on choisit un noyau d'ordre 2, et notam-
ment le noyau gaussien de moyenne nulle (noyau centré). La formule d'un tel estimateur
est donnée par :
pˆh(x) =
1
N
N∑
i=1
Kh (x− xi) (3.1)
où pˆh est l'approximation de la densité de probabilité, h est la largeur de bande, Kh(u) =
K(u/h)/h, N le nombre de points de l'échantillon et en choisissant un noyau gaussien
centré, K est donné par :
K(x) =
1√
2pi
exp
(
−1
2
x2
)
(3.2)
La ﬁgure 3.1 illustre le principe de construction d'un estimateur à noyaux : plus il y a
de noyaux dans un voisinage, et plus la densité de points y est élevée.
Fig. 3.1  Illustration de la méthode de Parzen. Gaussiennes avec h = 1 en bleu et somme
de ces gaussiennes en rouge. L'estimation de la densité de probabilité de Parzen est donnée
en divisant cette somme par le nombre de gaussiennes.
Le choix du paramètre h est crucial dans l'estimation de la densité de probabilité ré-
sultante. S'il est trop grand, la densité estimée sera trop lisse, s'il est trop petit la densité
estimée sera trop perturbée. De nombreuses études se sont intéressées à la façon de déter-
miner ce paramètre [BD94, Tür94, Dev94] mais sa détermination reste diﬃcile, notamment
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pour des dimensions supérieures à 1. Il peut être calculé de façon adaptée en utilisant la
déviation standard des données [Sil86]. Il existe aussi des méthodes utilisant une taille de
noyau variable (pas la même largeur de bande pour tous les points de l'échantillon) mais
leur coût calcul est assez important [Sil86, Sco92, BD94, DL01].
Les ﬁgures 3.2, 3.3 et 3.4 montrent une estimation de la densité de probabilité (que
l'on notera parfois pdf : probability density function, en anglais) d'un échantillon de 100
observations de densité 12N (−4, 1)+ 12N (0, 2) avec une largeur de bande de 0.1 (ﬁgure 3.2)
et de 1 (ﬁgure 3.3). Avec un h trop petit, la pdf est mal estimée et trop perturbée ; avec
un h trop grand la pdf est trop lissée et aplatie. Sur la ﬁgure 3.4, la largeur de bande est
calculée automatiquement en fonction des données et donne une densité de probabilités
proche des données réelles (méthode plug-in).
Ces ﬁgures montrent bien l'inﬂuence de la largeur de bande sur la densité de probabilité
estimée et le soin qu'il faut apporter à son évaluation.
Fig. 3.2  Illustration de la méthode de Parzen, inﬂuence de la largeur de bande h. La
ligne bleue continue représente la densité à estimer, la ligne rouge en pointillés la densité
obtenue avec une largeur de bande de 0.1.
L'estimation de densité de probabilités par méthode à noyau est très utilisée pour des
données de dimension 1 mais ce type d'estimateur devient rapidement ineﬃcace quand la
dimension des données augmente [Sco92] (pour une dimension supérieure à 2 ou 3). De
plus, des techniques comme les k-ièmes plus proches voisins semblent plus adaptées pour
ces cas.
3.2.2 Critère fonction de la densité de probabilité
Nous allons donc considérer pour la segmentation un critère qui prend en compte ces
densités de probabilité aﬁn de coller au mieux aux vraies caractéristiques de l'image. No-
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Fig. 3.3  Illustration de la méthode de Parzen, inﬂuence de la largeur de bande h. La
ligne bleue continue représente la densité à estimer, la ligne rouge en pointillés la densité
obtenue avec une largeur de bande de 1.
Fig. 3.4  Illustration de la méthode de Parzen, inﬂuence de la largeur de bande h. La
ligne bleue continue représente la densité à estimer, la ligne rouge en pointillés la densité
obtenue avec une largeur de bande calculée à partir des données.
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tons f la caractéristique de l'image considérée. Cette caractéristique peut être l'intensité
lumineuse de l'image, un vecteur mouvement ou bien un descripteur de forme, et est de
la forme : f : Ωf → Rm où Ωf ⊂ R2, m est la dimension de la caractéristique f . Si f est
l'intensité de l'image, m représente la dimension de son espace couleur : pour une image
en niveaux de gris m = 1, pour une image couleur m = 3.
Considérons une portion Ω de l'image. La densité de probabilité de la caractéristique
de cette région est notée p(f(x),Ω) où x est un pixel de la région Ω.
Nous choisissons le descripteur de la région suivant :
k(x,Ω) = ϕ (p (f (x) ,Ω)) (3.3)
où ϕ est une fonction : R+ → R+ de la pdf de la caractéristique dans la région Ω.
Nous considérons la région Ω et estimons la pdf en utilisant la méthode des noyaux de
Parzen, en continu :
p(f(x),Ω) =
1
|Ω|h
∫
Ω
K
(
f(x)− f(xˆ)
h
)
dxˆ (3.4)
où K est le noyau gaussien de dimension m, h est sa largeur de bande et |Ω| est la mesure
de la région Ω ; pour m = 1 :
K(u) =
1√
2pi
exp
(
−u
2
2
)
.
La largeur de bande peut être exprimée en fonction de la mesure de la région aﬁn de
garantir la convergence en probabilités vers la vraie pdf. Prenons par exemple h = h1/
√|Ω|,
avec h1 une constante de normalisation. Cela signiﬁe que plus la mesure de la région Ω est
grande, plus le noyau est étroit, et inversement. :
p(f(x),Ω) =
1
|Ω| h1√|Ω|
∫
Ω
K
 f(x)− f(xˆ)
h1√
|Ω|
 dxˆ
=
1√|Ω|h1
∫
Ω
K
 f(x)− f(xˆ)
h1√
|Ω|
 dxˆ (3.5)
Dans nos travaux, nous ne tiendrons pas compte de la dépendance de la largeur de
bande dans la dérivation du critère car le nombre d'échantillons, c'est-à-dire d'éléments de
la région Ω varie relativement peu au cours du processus de segmentation. Nous reprenons
donc la déﬁnition donnée en (3.4).
Le critère général de segmentation est donné par :
J(Ω) =
∫
Ω
k(x,Ω)dx =
∫
Ω
ϕ(p(f(x),Ω))dx (3.6)
avec p(f(x)) la pdf de la caractéristique f au pixel x.
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3.2.3 Dérivation du critère fonction de la pdf
Nous avons besoin de dériver le critère (3.6) pour obtenir l'équation d'évolution du
contour actif. En utilisant les outils de dérivation décrits dans la section 2.3, nous obtenons
la dérivée eulérienne dJ du critère (3.6) dans la direction V :
dJ(Ω,V) =
∫
Ω
ϕ′(p(f(x),Ω),V)dx−
∫
Γ
ϕ(p(f(s),Ω))(V ·N)ds (3.7)
où ϕ′(p(f(x),Ω),V) est la dérivée de domaine de ϕ dans la direction V et N est le vecteur
normal unitaire dirigé vers l'intérieur du contour. Le premier terme de l'intégrale repré-
sente la dépendance du descripteur ϕ à la région Ω tandis que le second terme vient de
l'évolution de la région Ω elle-même.
Pour déterminer la dérivée de domaine de ϕ, nous avons besoin de dériver la pdf p.
Pour rappel l'expression de p est donnée par :
p(f(x),Ω) =
1
|Ω|
∫
Ω
Kh (f(x)− f(xˆ)) dxˆ . (3.8)
Nous pouvons dériver p comme un produit. Notons A = 1|Ω| et B =
∫
ΩKh(f(x)− f(xˆ))dxˆ.
Nous avons :
A(Ω) = 1|Ω| =
1∫
Ω dx
=
G1(Ω)
G2(Ω)
= f(G1(Ω), G2(Ω)) . (3.9)
La dérivée eulérienne de A est donnée par :
dA(Ω,V) = dG1(Ω,V) ∂f
∂G1
(G1, G2) + dG2(Ω,V)
∂f
∂G2
(G1, G2) . (3.10)
Les dérivées partielles de f se calculent facilement :
∂f
∂G1
=
1
G2
=
1
|Ω| (3.11)
∂f
∂G2
= −G1
G22
= − 1|Ω|2 . (3.12)
Pour calculer les dérivées eulériennes de G1 et G2 dans la direction V, nous utilisons à
nouveau le théorème des gradients de forme :
dG1(Ω,V) = 0 (3.13)
et
dG2(Ω,V) =
∫
Ω
1′(x,Ω,V)dx−
∫
Γ
(V ·N)ds = −
∫
Γ
(V ·N)ds (3.14)
où 1(x) est la fonction constante égale à 1.
A partir des équations (3.11), (3.12), (3.13) et (3.14), nous pouvons déterminer la dérivée
eulérienne de A dans la direction V :
dA(Ω,V) =
∫
Γ (V ·N)
|Ω|2 ds . (3.15)
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Pour dériver B, nous utilisons le théorème des gradients de forme, car ce terme s'écrit sous
la forme
∫
Ω k(x,Ω)dx :
B′(x,Ω,V) = −
∫
Γ
Kh (f(x)− f(s)) ds . (3.16)
Nous obtenons donc la dérivée de p :
p′(f(x),Ω,V) =
1
|Ω|2
∫
Γ
(V ·N)ds
∫
Ω
Kh (f(x)− f(s)) ds
− 1|Ω|
∫
Γ
Kh (f(x)− f(s)) (V ·N) ds
=
1
|Ω|
∫
Γ
p(f(x),Ω) (V ·N) ds
− 1|Ω|
∫
Γ
Kh (f(x)− f(s)) (V ·N) ds .
Finalement,
p′(f(x),Ω,V) =
1
|Ω|
∫
Γ
[p (f (x) ,Ω)−Kh (f (x)− f (s))] (V ·N) ds . (3.17)
Nous pouvons donc en déduire la dérivée eulérienne de ϕ(p(f(x),Ω)) dans la direction V :
ϕ′(p(f(x),Ω),V) = p′(f(x),Ω,V)∂1ϕ(p(f(x),Ω)) (3.18)
=
1
|Ω|
∫
Γ
∂1ϕ(p(f(x),Ω)) [p(f(x),Ω)−Kh(f(x)− f(s))] (V ·N)ds
où ∂1ϕ est la dérivée de ϕ par rapport à p.
Nous revenons à la dérivée eulérienne dJ(Ω,V) du critère (3.6) dans la direction V.
D'après le théorème des gradients de forme, dJ(Ω,V) est de la forme :
dJ(Ω,V) =
∫
Ω
p′(f(x),Ω,V)∂1ϕ(p(f(x),Ω))dx−
∫
Γ
ϕ(p(f(s),Ω)) (V ·N) ds (3.19)
En injectant la dérivée de ϕ (3.18) dans l'expression précédente, nous obtenons pour la
dérivée du critère :
dJ(Ω,V) =
∫
Ω
1
|Ω|
[ ∫
Γ
[p (f (x) ,Ω)−Kh (f (x)− f (s))] (V ·N) ds
]
∂1ϕ(p(f(x),Ω))dx
−
∫
Γ
ϕ(p(f(s),Ω)) (V ·N) ds . (3.20)
Cette dérivée peut s'écrire sous la forme :
dJr(Ω,V) = −
∫
Γ
(A(s,Ω) + ϕ(p(f(s),Ω)))(V ·N)ds (3.21)
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où A(s,Ω) est un terme venant de la dépendance du descripteur à la région :
A(s,Ω) = − 1|Ω|
∫
Ω
∂1ϕ (p (f (x) ,Ω))
[
p (f (x) ,Ω)−Kh (f (x)− f (s))
]
dx
De cette dérivée eulérienne nous pouvons déduire la vitesse d'évolution v du contour ac-
tif qui fera décroître le critère vers un minimum. Nous obtenons l'équation d'évolution
suivante :
∂Γ
∂τ
(s) = v =
(
A(s,Ω) + ϕ(q(f(s),Ω))
)
N (3.22)
où s = Γ(p, τ).
Nous avons donc présenté un critère général de segmentation basé sur la densité de
probabilités d'une caractéristique de l'image. Pour s'approcher au mieux des vraies distri-
butions, nous avons estimé cette densité par une méthode non-paramétrique à noyau. En
utilisant les gradients de forme, nous avons dériver ce critère général aﬁn de parvenir à
l'équation d'évolution du contour actif. Etudions maintenant quels critères peuvent être
utilisés dans ce cadre général.
3.3 Entropie
Dans cette section, nous nous proposons d'étudier une mesure d'information particu-
lière, à savoir l'entropie. Nous expliquons pourquoi utiliser l'entropie et nous présentons
la façon de l'estimer. Nous introduisons ensuite les notions d'entropie conditionnelle et
d'entropie jointe.
3.3.1 Pourquoi l'entropie ?
En théorie de l'information, nous pouvons recenser un certain nombre de mesures de
l'information contenue dans un signal [CT91, Gra90]. Une de ces mesures fondamentales
est l'entropie.
Historiquement, l'entropie en théorie de l'information, aussi appelée entropie de Shan-
non car introduite par Claude Shannon en 1948 [Sha48], est une mesure plus large que
l'entropie en thermodynamique et a été appelée ainsi par analogie avec cette notion de
thermodynamique mesurant le désordre d'un système et possédant quelques propriétés
identiques.
L'entropie d'une variable aléatoire est une mesure de la quantité moyenne d'incertitude
de la variable aléatoire. Elle quantiﬁe le nombre moyen de bits pour représenter une va-
riable aléatoire. Pour un signal, l'entropie correspond à la quantité d'information contenue
dans ce signal. En compression, elle correspond au nombre minimum de bits nécessaire
pour coder un signal sans perte d'information. Plus un signal est redondant, plus son en-
tropie est faible et l'entropie sera maximale pour une source dont toutes les valeurs sont
équiprobables.
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Dans le cas d'images, nous pouvons considérer que l'intensité lumineuse est une variable
aléatoire et nous pouvons alors calculer l'entropie de la loi de probabilités de l'intensité
lumineuse d'une image ou d'une portion d'image. Minimiser l'entropie d'une région conduit
à une région la plus redondante possible en termes de valeurs d'intensité et donc à avoir
une zone la plus homogène possible. L'entropie peut alors être considérée comme un critère
d'homogénéité pour la région de l'image. Nous utiliserons le terme "homogène" dans le
sens "proche d'une variable constante" et non pas sa déﬁnition probabiliste.
3.3.2 Estimation de l'entropie
Nous cherchons à estimer l'entropie de Shannon d'une densité de probabilité p :
H(p) = −
∫
S
p(x) log p(x) dx (3.23)
où S est le support de p. L'entropie H(p) est aussi parfois notée H(X) avec X la variable
aléatoire dont la densité de probabilité est p. Dans la déﬁnition de l'entropie le log est en
général un log en base 2 aﬁn de calculer des bits. Nous le noterons cependant log dans ce
manuscrit.
Il existe de nombreux moyens d'estimer de façon non-paramétrique l'entropie d'un
signal [BDGvdM97, WTP05]. Nous pouvons citer des méthodes d'estimation par substi-
tution [AL76] qui consistent à remplacer la densité de probabilités p par une estimation
pˆ de celle-ci et des méthodes n'utilisant pas l'estimation des distributions des données,
comme l'estimateur par espacement [Vas76] ou l'estimateur des k-ièmes plus proches voi-
sins [KL87, GLMI05].
Nous choisissons d'utiliser l'estimateur de Ahmad-Lin qui repose sur un estimateur
à noyaux de la densité p. C'est un estimateur qui donne de bonnes performances selon
le choix du paramètre de lissage de l'estimateur à noyaux de la densité. L'estimateur de
Ahmad-Lin de l'entropie de p s'écrit :
H(p) =
1
n
∫
S
− log pˆ(x) dx . (3.24)
avec n le nombre de points de l'échantillon.
Dans le contexte de la segmentation d'images, nous considérons donc la caractéristique
f de l'image et p sa densité de probabilité sur une région Ω de l'image. L'expression de
l'entropie de p sur la région Ω de l'image est donnée par :
H(Ω) =
1
|Ω|
∫
Ω
− log pˆ(f(x),Ω)dx (3.25)
où pˆ est la densité estimée par la méthode à noyaux.
Nous obtenons ainsi une formulation continue de l'entropie, avec une densité de pro-
babilités estimée par une méthode à noyaux (voir paragraphe 3.2.1). Par la suite et en
3.4. Divergences 41
particulier dans les parties d'applications (parties 2 et 3), la densité de probabilité p sera
toujours estimée par un estimateur à noyaux mais son estimée pˆ sera cependant notée p
pour une simpliﬁcation d'écriture.
En général en traitement d'images, le critère utilisé est celui de la log-vraisemblance et
la log-vraisemblance est une estimation de l'opposé de l'entropie sur toute l'image. Nous
verrons que notre critère se rapproche de cette méthode lorsqu'il est utilisé en compétition
de régions puisqu'intervient la probabilité d'appartenance à la région lors de l'utilisation de
l'entropie conditionnelle. L'avantage de considérer l'entropie plutôt que le log-vraisemblance
est qu'il est possible d'estimer l'entropie sans estimer la densité de probabilité. Ce critère
d'entropie peut d'ailleurs être utilisé en compression d'images [AABG07].
3.3.3 Entropie jointe et entropie conditionnelle
Dans le cas où l'on voudrait prendre en compte plusieurs données, il faut faire interve-
nir la notion d'entropie jointe. L'entropie jointe entre les diﬀérentes variables correspond
naturellement à la déﬁnition initiale de l'entropie en considérant les densités de probabilité
conjointes. Si X et Y sont deux variables aléatoires dont la densité de probabilité conjointe
s'écrit p(x, y), l'entropie jointe de X et Y est donnée par :
H(X,Y ) = −
∫
S
p(x, y) log p(x, y)dx dy (3.26)
avec S le support de p. Cette notion serait extensible à plus de deux variables en utilisant
la densité de probabilités correspondante.
L'entropie jointe est reliée à l'entropie conditionnelle par la relation suivante :
H(X,Y ) = H(X) +H(Y |X) (3.27)
avec H(Y |X) l'entropie conditionnelle de Y sachant X :
H(Y |X) = −
∫
S
p(y, x) log p(y|x)dx dy (3.28)
= −
∫
Sx
p(x)H(Y |X = x)dx (3.29)
avec p(y|x) la densité de probabilité de y sachant x et Sx le support de p(x).
Nous utilisons le même estimateur que pour estimer l'entropie, à savoir l'estimateur de
Ahmad-Lin.
D'autres mesures de l'information que l'entropie peuvent aussi être utilisées, il existe
notamment des divergences qu'il peut être intéressant d'étudier.
3.4 Divergences
D'autres mesures de l'information peuvent être utilisées comme critère de segmentation.
Tout comme l'entropie mesure l'incertitude d'une seule variable aléatoire, l'information
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Fig. 3.5  Relations entre entropie H(·), entropie conditionnelle H(·|·) et information
mutuelle MI(·; ·).
mutuelle (MI) mesure la réduction de cette incertitude due à une seconde variable aléa-
toire. C'est la mesure de la dépendance entre deux variable aléatoires. La ﬁgure 3.5 montre
les relations entre ces diﬀérentes mesures.
La notion de distance entre mesures de l'information peut aussi être considérée. Par
exemple, la distance entre une densité de probabilité et une densité de probabilité de
référence.
3.4.1 Information mutuelle
L'information mutuelle de deux variables aléatoires mesure la dépendance statistique
de ces variables. Si on note X et Y ces deux variables aléatoires, l'information mutuelle est
déﬁnie par :
MI(X;Y ) =
∫
p(x, y) log
p(x, y)
p(x)p(y)
dx dy (3.30)
Elle peut s'écrire en fonction de l'entropie :
MI(X;Y ) = H(X)−H(X/Y ) = H(Y )−H(Y/X)
= H(X) +H(Y )−H(X,Y )
Nous utiliserons cette mesure dans le chapitre 6 en considérant l'information mutuelle
entre l'intensité lumineuse et un label binaire.
3.4.2 Divergence de Kullback-Leibler
L'information mutuelle est en fait un cas particulier d'une mesure plus générale nommée
divergence de Kullback-Leibler [KL51]. Cette divergence mesure une dissimilarité entre
deux distributions p et q. Elle est déﬁnie par :
KL(p, q) =
∫
S
p(x) log
p(x)
q(x)
dx (3.31)
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C'est une mesure qui est non-symétrique puisque KL(p, q) 6= KL(q, p) et de plus, elle
ne respecte pas l'inégalité triangulaire, mais elle est parfois appelée, par abus de langage,
distance de Kullback-Leibler. En eﬀet plus p et q sont proches, plus faible est cette mesure,
et de plus KL(p, q) = 0 si et seulement si p = q, et KL(p, q) > 0∀p, q.
C'est une mesure qui joue un rôle important en théorie de l'information. Elle est souvent
utilisée pour mesurer une dissimilarité entre la densité de probabilités des observations et
la densité de probabilités du modèle choisi. Elle est aussi appelée entropie relative, infor-
mation relative, entropie croisée, fonction de discrimination ...
En général, la distance de Kullback-Leibler est utilisée comme une mesure entre une
distribution réelle p et un modèle de distribution q (par exemple une distribution gaus-
sienne ou un autre modèle de la famille exponentielle) aﬁn d'approximer la distribution
réelle p. Le théorème de Sanov [San57] permet de donner une interprétation physique de
cette mesure [CT91], à savoir une mesure de proximité entre une distribution empirique
et une distribution. Une façon commune d'approximer la distribution p par un modèle de
distribution consiste à trouver la distribution q, appartenant à la famille choisie, qui mini-
mise la divergence de Kullback-Leibler entre p et q.
L'information mutuelle peut s'écrire en fonction de l'entropie relative :
MI(X;Y ) = KL(p(x, y), p(x)p(y)) (3.32)
La divergence de Kullback-Leibler peut s'écrire :
KL(p, q) =
∫
S
p(x) log
p(x)
q(x)
dx (3.33)
=
∫
S
p(x) log p(x)dx−
∫
S
p(x) log q(x)dx (3.34)
= −H(p)−
∫
S
p(x) log q(x)dx (3.35)
avec H(p) l'entropie de p.
Nous verrons dans le chapitre 7 comment utiliser cette distance pour la segmentation
d'images en minimisant une distance entre une densité de référence et une densité courante.
3.5 Conclusion
Aﬁn de nous permettre de prendre en compte les distributions des données les plus
réalistes possible, nous nous intéressons à des critères issus de la théorie de l'information
prenant en compte des distributions non-paramétriques. Pour cela nous devons donc consi-
dérer les diﬀérentes façons d'estimer les densités de probabilité des données. Nous nous
attachons principalement à des méthodes non-paramétriques utilisant des noyaux pour es-
timer les densités de probabilité. Ainsi la méthode à noyau de Parzen nous paraît adaptée.
Une des diﬃcultés de ce type de méthode est le réglage de la largeur de bande, c'est-à-dire
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de la variance du noyau utilisé. Des méthodes de substitution permettent de la régler auto-
matiquement en fonction des données. Une fois la distribution des données obtenue, nous
présentons diﬀérentes mesures d'information. L'entropie permet de mesurer l'information
contenue dans un signal et semble un critère pertinent pour une mesure d'homogénéité
des données. D'autres mesures permettent de faire des mesures d'information entre plu-
sieurs sources. L'entropie jointe et l'information mutuelle semblent donc adaptées lorsque
l'on dispose de plusieurs canaux comme dans le cas d'images couleur. La divergence de
Kullback-Leibler permet de mesurer une distance entre distributions et semble pertinente
lorsque l'on dispose de données de référence.
Nous avons présenté la dérivation d'un critère général dépendant de la densité de pro-
babilités de caractéristiques de l'image aﬁn de parvenir à l'équation d'évolution du contour
actif. Nous allons maintenant voir comment manipuler ces diﬀérentes mesures d'informa-
tion dans le cadre de la segmentation d'images et de séquences vidéo par contours actifs.
Deuxième partie
Segmentation d'images
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Chapitre 4
Introduction à la segmentation d'images
La segmentation d'images doit regrouper des pixels ayant des caractéristiques com-
munes. Pour segmenter une image, la diﬃculté repose dans l'élaboration de critères déﬁ-
nissant les objets à segmenter. Souvent des descripteurs statistiques de régions sont utilisés
pour obtenir des régions ayant des propriétés statistiques particulières.
Il est courant d'utiliser une formulation statistique en traitement d'images. Nous pou-
vons notamment citer les travaux de Geman et Geman [GG84] et Besag [Bes86] pour
des formulations discrètes, Mumford et Shah [MS89] et Zhu et Yuille [ZY96] pour des
formulations continues. Pour la segmentation d'images par contours actifs, plusieurs au-
teurs ont utilisé une formulation probabiliste [TJW01, PD05, Cre06, MRGG06]. Nous
pouvons noter l'utilisation du maximum de vraisemblance comme critère de segmenta-
tion [GR96, ZY96, SBFAZ00, PD02]. Pour la segmentation d'images en deux régions, de
nombreux travaux étendent l'approche de Chan et Vese [CV01] tandis qu'une approche
multiphase permet de segmenter plusieurs objets [ZCMO96, YTW99, VC02, BW04]. Les
critères statistiques reposent principalement sur une hypothèse des distributions des don-
nées, notamment gaussienne [CV01, RD02]. Cette notion peut être étendue au cas vectoriel
en utilisant comme tenseurs les matrices de covariance de variables ayant des distribu-
tions normales multivariées [WV04, LRDF04]. Des contours actifs d'ordre supérieur ont
été utilisés pour la détection de réseaux routiers [RJZ06]. Une approche non-paramétrique,
i.e. ne faisant aucune hypothèse sur les distributions des données peut aussi être utilisée
[ABFJB03, KFY+05, COS06, LGF00]. Une récente revue de ces méthodes peut être trou-
vée dans [CRD07].
Dans cette partie, nous utilisons les critères statistiques présentés dans le chapitre 3
pour la segmentation d'images. Nous présentons d'abord l'utilisation de l'entropie comme
critère de segmentation dans le cas d'images en niveaux de gris. Puis nous considérons le
cas d'images en couleurs en utilisant l'entropie conjointe et l'information mutuelle. Nous
présentons ensuite le cas d'une distance entre fonctions de probabilité comme critère de
segmentation. Puis ﬁnalement nous combinons l'entropie avec un critère de distance à une
forme de référence en utilisant l'exemple d'une référence obtenue par les watersheds.
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Chapitre 5
Entropie
Dans ce chapitre, nous utilisons l'entropie comme critère de segmentation pour des
régions dans des images en niveaux de gris. Nous considérons donc un critère basé sur
l'entropie dans un schéma de contours actifs. Ce critère est minimisé suivant la méthode
des gradients de forme et nous permet d'obtenir l'équation d'évolution du contour actif qui
va faire tendre le critère vers son minimum. Nous appliquons ce formalisme à des images
en niveaux de gris aﬁn de segmenter des régions dont l'entropie est minimale.
5.1 Entropie comme critère de segmentation
Nous rappelons l'écriture de l'approximation de l'entropie que nous considérons :
H(Ω) = − 1|Ω|
∫
Ω
log p(f(x),Ω)dx (5.1)
avec f la caractéristique de l'image considérée et p(f(x),Ω) sa densité de probabilité sa-
chant que le pixel x est dans la région Ω.
Dans le cas d'images en niveaux de gris, nous considérons l'intensité lumineuse de
l'image I : ΩI → R. Le critère d'entropie s'écrit donc :
H(Ω) = − 1|Ω|
∫
Ω
log p(I(x),Ω)dx (5.2)
Nous rappelons aussi que la densité de probabilité de cette intensité est estimée à l'aide
d'un estimateur à noyaux de Parzen :
p(I(x),Ω) =
1
|Ω|
∫
Ω
Kh(I(x)− I(xˆ))dxˆ (5.3)
où Kh est le noyau gaussien de cette estimation.
L'entropie peut alors être considérée comme une mesure d'homogénéité de l'intensité
lumineuse sur une région. Elle a de plus l'intéressante propriété d'être invariante par transla-
tion, ce qui lui permet une certaine robustesse aux changements de luminosité moyenne.En
cas de changement de luminosité multiplicatif, l'entropie n'est dans ce cas, pas invariante.
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5.2 Minimisation de l'entropie
Nous considérons que nous avons estimé les densités de probabilité des caractéristiques
étudiées par la méthode des noyaux de Parzen. La minimisation de l'entropie demande le
calcul de la dérivée eulérienne du critère. Nous nous servons des outils de dérivation présen-
tés dans le chapitre 2 et nous utilisons pour cela la dérivation calculée dans la section 3.2.
Nous cherchons à dériver le critère :
H(Ω) = − 1|Ω|
∫
Ω
log p(I(x),Ω)dx . (5.4)
Notons A(Ω) = 1|Ω| et B(Ω) =
∫
Ω− log p(I(x),Ω)dx. Nous avons déjà calculé la dérivée
eulérienne de A (voir (3.15)) :
dA(Ω,V) =
∫
Γ (V ·N)
|Ω|2 ds (5.5)
et pour dériver B, nous utilisons la formule (3.21) calculée dans la section 3.2 en utilisant
ϕ(r) = − log(r). Cette formule s'écrivait :
dJr(Ω,V) = −
∫
Γ
(A(s,Ω) + ϕ(p(I(s),Ω)))(V ·N)ds (5.6)
avec A(s,Ω) un terme venant de la dépendance du descripteur à la région :
A(s,Ω) = − 1|Ω|
∫
Ω
∂1ϕ (p (I (x) ,Ω))
[
p (I (x) ,Ω)−Kh (I (x)− I (s))
]
dx
Alors, nous avons B sous la forme :
dB(Ω,V) = −
∫
Γ
(
A(s,Ω) + ϕ(p(I(s),Ω))
)
(V ·N)ds (5.7)
avec
A(s,Ω) = − 1|Ω|
∫
Ω
∂1ϕ(p(I(x),Ω))
[
p(I(x),Ω)−Kh(I(x)− I(s)
]
dx
Ce qui donne, en remplaçant ϕ(r) par − log r :
dB(Ω,V) = −
∫
Γ
[
− 1|Ω|
∫
Ω
−1
p(I(x),Ω)
(
p(I(x),Ω)−Kh(I(x)− I(s))
)
dx
− log p(I(s),Ω)
]
(V ·N)ds
=
∫
Γ
(
− 1 + 1|Ω|
∫
Ω
Kh(I(x)− I(s))
p(I(x),Ω)
dx+ log p(I(s),Ω)
)
(V ·N)ds (5.8)
En combinant (5.5) et (5.8), nous pouvons calculer la dérivée eulérienne de H :
dH(Ω,V) =
1
|Ω|2
∫
Γ
(V ·N)ds
∫
Ω
− log p(I(x),Ω)dx (5.9)
+
1
|Ω|
∫
Γ
(
− 1 + 1|Ω|
∫
Ω
Kh(I(x)− I(s))
p(I(x),Ω)
dx+ log p(I(s),Ω)
)
(V ·N)ds .
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Ce qui donne :
dH(Ω,V) =
1
|Ω|H(Ω)
∫
Γ
(V ·N)s (5.10)
+
1
|Ω|
∫
Γ
(
− 1 + 1|Ω|
∫
Ω
Kh(I(x)− I(s))
p(I(x),Ω)
dx+ log p(I(s),Ω)
)
(V ·N)ds .
En regroupant les intégrales, nous obtenons :
dH(Ω,V) =
∫
Γ
1
|Ω|
(
H(Ω) +
1
|Ω|
∫
Ω
Kh(I(x)− I(s))
p(I(x),Ω)
dx (5.11)
− 1 + log p(I(s),Ω)
)
(V ·N)ds .
Ce qui peut s'écrire sous la forme :
dH(Ω,V) = − 1|Ω|
∫
Γ
(
A(s,Ω) + ϕ(p(I(s),Ω))
)
(V ·N)ds . (5.12)
avec
A(s,Ω) = −
(
H(Ω)− 1 + 1|Ω|
∫
Ω
Kh(I(x)− I(s))
p(I(x),Ω)
dx
)
.
De la dérivée (5.12), nous pouvons déduire l'équation d'évolution suivante pour le contour
actif Γ :
∂Γ
∂τ
(s) =
1
|Ω|
(
A(s,Ω) + ϕ(p(I(s),Ω))
)
N (5.13)
avec s = Γ(p, τ), N la normale interne au contour actif et :
A(s,Ω) = −
(
H(Ω)− 1 + 1|Ω|
∫
Ω
Kh(I(x)− I(s))
p(I(x),Ω)
dx
)
et :
ϕ(p(I(s),Ω)) = − log(p(I(s),Ω))
Nous utilisons cette équation d'évolution pour faire évoluer le contour actif vers l'objet
d'intérêt que nous souhaitons segmenter.
5.3 Résultats expérimentaux
Nous présentons dans cette partie les résultats expérimentaux obtenus en utilisant l'en-
tropie comme critère d'homogénéité pour des images en niveau de gris.
Les expérimentations sont réalisées dans un cadre de contours actifs en compétition de
régions [ZY96]. Notons Ωin la région comprise à l'intérieur du contour Γ et notons Ωout la
région comprise à l'extérieur du contour. Le critère à minimiser dans ce cas est la somme
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de l'entropie de l'intensité lumineuse à l'intérieur du contour et de l'entropie de l'intensité
lumineuse à l'extérieur du contour :
J(Γ) = H(Ωin) +H(Ωout) (5.14)
avec :
H(Ωin) = − 1|Ωin|
∫
Ωin
log p(I(x),Ωin)dx
H(Ωout) = − 1|Ωout|
∫
Ωout
log p(I(x),Ωout)dx .
En minimisant le critère (5.14), nous obtenons l'équation d'évolution suivante pour le
contour actif :
∂Γ
∂τ
(s) =
[
1
|Ωin|
(
A(s,Ωin)− log(p(I(s),Ωin))
)
(5.15)
− 1|Ωout|
(
A(s,Ωout)− log(p(I(s),Ωout))
)]
N
avec :
A(s,Ωi) = −
(
H(Ωi)− 1 + 1|Ωi|
∫
Ωi
Kh(I(x)− I(s))
p(I(x),Ωi)
dx
)
avec i ∈ {in, out}.
L'équation d'évolution en compétition de régions est obtenue en ajoutant les formules ob-
tenues pour chacune des régions Ωi en prenant en compte le fait que la normale intérieure
N pour Ωout est en sens contraire de celle de Ωin, d'où le signe négatif entre les deux
parties de l'équation. En ce faisant, nous cherchons à obtenir des régions homogènes, et
pour l'objet et pour le fond.
Nous pouvons noter que cette équation comporte des termes locaux et des termes glo-
baux. Les termes locaux sont ceux qui dépendant des coordonnées du pixel considéré, les
termes locaux sont ceux qui sont égaux pour tous les pixels de la région. Ce sont les termes
locaux qui permettent de faire évoluer chaque pixel diﬀéremment. Les termes prépondé-
rants sont les deux termes − log(p(I(s),Ωin) et − log(p(I(s),Ωout) qui déterminent si un
pixel a plus de probabilités d'appartenir à la région Ωin ou à la région Ωout. Si un pixel a
une intensité proche de celle des pixels contenus à l'intérieur de la courbe, alors la proba-
bilité − log(p(I(s),Ωin) sera beaucoup plus élevée que − log(p(I(s),Ωout) (même en étant
normalisé par l'aire de la région) et l'algorithme fera évoluer la courbe de façon à inclure
le pixel pour qu'il soit considéré comme faisant partie de l'objet d'intérêt.
Pour l'implémentation des contours actifs, nous utilisons une représentation explicite
par B-splines. De ce fait il n'est pas nécessaire de rajouter de contrainte de régularisation
sur le contour comme cela est fait fréquemment avec l'implémentation par lignes de niveaux,
notamment pas de contrainte sur la longueur du contour. La régularisation est faite de façon
intrinsèque par l'utilisation des B-splines en fonction du nombre de points d'échantillonnage
utilisés. Les changements de topologie doivent par contre, être gérés de façon spéciﬁque
par l'implémentation.
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5.3.1 Images de textures
Nous avons créé des images composites, formées de textures de Brodatz [Bro66] en
niveaux de gris, de taille 256 × 256 pixels. Ces images sont donc composées d'un objet
quelconque (pas forcément convexe) dans une première texture, sur un fond composé d'une
seconde texture. Les images considérées sont des textures de métaux ou bien de tissus et
ont une intensité quelconque, qui ne suit aucune loi spéciﬁque. Nous observons les résul-
tats de segmentation en considérant le critère d'entropie sur l'intensité lumineuse et nous
comparons ces résultats à ceux obtenus avec un critère qui fait une supposition gaussienne
sur les distributions de l'intensité.
La première image composite est présentée sur la ﬁgure 5.1. Les histogrammes des
deux textures sont présentés également. Nous pouvons remarquer que les distributions de
l'intensité lumineuse de ces deux textures sont assez proches d'une gaussienne, ou plus géné-
ralement d'une distribution paramétrique. L'initialisation est un cercle de rayon 110 pixels,
centré dans l'image. La spline représentant le contour comporte 128 points d'échantillon-
nage. Le pas d'évolution est de 0.01 et le noyau de Parzen est une gaussienne de moyenne
nulle et de variance 3. Les résultats de segmentation obtenus avec un critère d'entropie
utilisant des distributions non-paramétriques et avec un critère utilisant des distributions
paramétriques sont présentés sur la ﬁgure 5.2. Le critère utilisant des distributions para-
métriques est une fonction de la variance de l'intensité lumineuse.
(a) Image composite (b) Histogramme de la texture du
fond
(c) Histogramme de la texture de
l'objet
Fig. 5.1  Image composée de textures et histogrammes des textures
Considérons une distribution gaussienne p de l'intensité de moyenne µ et de variance
σ2. Celle-ci s'écrit alors :
p(x) =
1√
2piσ2
exp(−(x− µ)
2
2σ2
)
Il est alors facile de montrer que l'entropie d'une variable suivant cette distribution dépend
54 Chapitre 5. Entropie
de la variance [GD05] :
H(X) = −
∫
p(x) log p(x)dx (5.16)
= −
∫
1√
2piσ2
exp(−(x− µ)
2
2σ2
) log
( 1√
2piσ2
exp(−(x− µ)
2
2σ2
)
)
dx
= − log 1√
2piσ2
∫
p(x)dx+
1
2σ2
∫
1√
2piσ2
(x− µ)2 exp(−(x− µ)
2
2σ2
)dx
=
1
2
log(2piσ2) +
1
2σ2
Ep(x− µ)2
or on reconnaît l'écriture de l'espérance
∫
(x−µ)2p(x). L'espérance de (x−µ)2 est donnée
par :
Ep(x− µ)2 = σ2 (5.17)
Donc l'entropie s'écrit :
H(X) =
1
2
log(2piσ2) +
1
2
=
1
2
log(2piσ2e) . (5.18)
Le critère d'entropie est donc comparable à un critère dépendant de la variance dans le cas
de distributions gaussiennes.
Nous pouvons remarquer sur la ﬁgure 5.2 que les résultats obtenus avec les deux mé-
thodes donnent une segmentation convenable. Cela s'explique par le fait que les histo-
grammes des deux textures présentées sur la ﬁgure 5.1 se rapprochent d'une gaussienne et
dans ce cas l'hypothèse de distribution gaussienne semble presque respectée et la segmen-
tation est correcte en utilisant cette hypothèse de distribution paramétrique. Donc, dans
un cas où les distributions se rapprochent de gaussiennes, le critère d'entropie marche aussi
bien qu'un critère dépendant de la variance de la distribution de l'intensité.
Observons à présent une seconde image composite sur la ﬁgure 5.3. Cette image est
toujours composée de deux textures dont les histogrammes sont aﬃchés également sur la
même ﬁgure. Cette fois-ci, l'histogramme de l'objet se rapproche toujours d'une gaussienne
(il s'agit de la même texture que sur la ﬁgure 5.1) mais l'histogramme de la texture du fond
est quelconque et très éloignée d'une gaussienne. Dans ce cas, l'hypothèse de distribution
gaussienne n'est pas du tout respectée. L'initialisation est un cercle de rayon 70 pixels, situé
en (158, 128). La spline initiale comporte 128 points d'échantillonnage. Le pas d'évolution
est de 0.01 et le noyau de Parzen est une gaussienne de moyenne nulle et de variance 3. Les
résultats de segmentation sont présentés sur la ﬁgure 5.4. Nous pouvons remarquer qu'avec
le critère d'entropie la segmentation est correcte tandis qu'avec le critère dépendant de
la variance de la distribution, la segmentation échoue et le contour reste bloqué sur la
texture du fond. En eﬀet, dans ce cas l'hypothèse de distribution gaussienne sous-entendu
quand on utilise un critère dépendant de la variance est trop forte et n'est pas respectée,
tandis qu'un critère comme l'entropie qui ne fait aucune hypothèse sur les distributions
des données ne rencontre pas de telles diﬃcultés et arrive à segmenter l'objet d'intérêt.
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(a) Contour initial (b) Contour ﬁnal en utili-
sant des distributions para-
métriques
(c) Contour ﬁnal en utili-
sant des distributions non-
paramétriques
Fig. 5.2  Courbe initiale et segmentation ﬁnale en utilisant un critère basé sur des distri-
butions paramétriques et un critère basé sur des distributions non-paramétriques
(a) Image composite (b) Histogramme de la texture du
fond
(c) Histogramme de la texture de
l'objet)
Fig. 5.3  Image composée de textures et histogrammes des textures
5.3.2 Images médicales en niveau de gris
Après avoir testé notre critère d'entropie sur des images synthétiques de textures,
testons-le sur des images médicales en niveau de gris. Il s'agit ici de segmenter des images
servant au diagnostic d'ostéoporose. Ces images sont générées à partir de plusieurs images,
de modalités diﬀérentes et sont de ce fait très bruitées. Elles ont une taille de 512 × 512
pixels. Nous pouvons remarquer que nous observons sur ces images des zones osseuses et
des zones musculaires. Le but est de segmenter la zone d'intérêt déﬁnie par le médecin pour
lui permettre, par calculs, d'aﬃner son diagnostic. La segmentation doit donc être précise
autour de la zone d'intérêt et ne doit pas être perturbée par le bruit de l'image.
La ﬁgure 5.5 présente l'évolution de la segmentation au fur et à mesure des itérations
ainsi que les histogrammes de l'objet (région comprise à l'intérieur du contour) et du fond
(région comprise à l'extérieur du contour). L'initialisation choisie pour le contour actif est
un cercle au centre de l'image de rayon 210 pixels. La spline initiale comporte 256 points
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(a) Contour initial (b) Contour ﬁnal en utili-
sant des distributions para-
métriques
(c) Contour ﬁnal en utili-
sant des distributions non-
paramétriques
Fig. 5.4  Courbe initiale et segmentation ﬁnale en utilisant un critère basé sur des distri-
butions paramétriques et un critère basé sur des distributions non-paramétriques
d'échantillonnage et va évoluer vers la zone d'intérêt. Nous pouvons observer que le contour
actif donne une segmentation lisse, qui ne s'accroche pas au bruit grâce à l'implémentation
par B-splines et que la segmentation ﬁnale est précise, même aux endroits de forte courbure.
L'évolution des histogrammes permet de constater que sur ce genre d'images, l'hypothèse
gaussienne communément choisie pourrait être valide car les histogrammes ﬁnaux de l'objet
et du fond se rapprochent de gaussiennes. Nous avons d'ailleurs comparé les histogrammes
obtenus au fur et à mesure des itérations en minimisant l'entropie et en minimisant un
critère dépendant de la variance, où les valeurs de variance et de moyenne des gaussiennes
sont estimés à chaque itération. Cela est présenté sur la ﬁgure 5.6. Nous observons qu'à
convergence de l'algorithme, les gaussiennes estimées sont assez proches des histogrammes
réellement obtenus en minimisant l'entropie.
5.4 Conclusion
Nous avons présenté un critère de segmentation d'images qui repose sur l'entropie de
l'intensité lumineuse de l'image. L'entropie mesurant la quantité d'information contenue
dans un signal, minimiser l'entropie de l'intensité d'une région revient à chercher la région
la plus homogène possible en terme d'intensité. Cependant, l'utilisation de ce critère per-
met une certaine variabilité de l'intensité lumineuse, d'autant plus quand il est utilisé en
compétition de régions entre l'objet et le fond. Au minimum de la fonctionnelle, les régions
sont telles que rajouter une portion du fond à l'objet (ou l'inverse) ferait augmenter l'en-
tropie totale. Ce qui signiﬁe par exemple que l'on ajouterait à la pdf de l'objet de nouvelles
valeurs d'intensité, qui rajouteraient un mode à la pdf et feraient augmenter son entropie.
Nous avons vu dans les expériences que dans le cas de données dont la distribution ne
suit pas une loi gaussienne, l'utilisation de distributions non-paramétrique et d'un critère
comme l'entropie permet d'obtenir des segmentations correctes. En eﬀet, le fait que les
distributions des données soient quelconques ne perturbe pas l'algorithme, au contraire de
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critères basés sur une hypothèse gaussienne pour les distributions, comme la variance. Mais
une homogénéité en terme d'intensité n'apparaît pas suﬃsante pour des zones très textu-
rées, il faudrait rajouter de l'information sur la structure des pixels aﬁn de tenir compte
que la localisation des pixels dans l'espace et non pas uniquement de leur intensité. Cela
permettrait ainsi de segmenter correctement des zones homogènes et des zones texturées.
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(a) Courbe initiale (b) Histogrammes initiaux
(c) Itération 100 (d) Itération 100
(e) Segmentation ﬁnale (f) Histogrammes ﬁnaux
Fig. 5.5  Evolution de la segmentation et des histogrammes en minimisant l'entropie
(histogramme de l'objet en bleu, histogramme du fond en rose)
5.4. Conclusion 59
(a) Courbe initiale (b) Histogrammes initiaux et gaussiennes estimées
(c) Itération 100 (d) Itération 100
(e) Segmentation ﬁnale (f) Histogrammes ﬁnaux et gaussiennes estimées
Fig. 5.6  Comparaison des histogrammes obtenus en minimisant l'entropie et des gaus-
siennes estimées en minimisant une fonction de la variance.(histogramme de l'objet en bleu,
histogramme du fond en rose, histogrammes en ligne pleine, gaussiennes en pointillés)
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Chapitre 6
Entropie jointe et information mutuelle
Dans ce chapitre nous étendons le principe de segmentation vue au chapitre 5 pour le
cas de données vectorielles. Nous appliquons la notion d'entropie aux images comportant
plusieurs canaux comme les images en couleurs. Pour cela, nous considérons l'entropie jointe
des canaux couleurs comme critère de segmentation. Nous cherchons ensuite à minimiser ce
critère aﬁn d'obtenir l'équation d'évolution du contour actif. Et pour tester l'eﬃcacité de
ce critère, nous l'appliquons à de la segmentation de visages. Nous présentons ensuite un
critère basé sur l'information mutuelle aﬁn de segmenter des zones plus ou moins homogènes
dans des images couleur.
6.1 Entropie jointe comme critère de segmentation
Nous considérons des images comportant plusieurs canaux, comme par exemple les
images en couleurs. Cette notion pourrait être également appliquée à diﬀérentes modalités
d'images, comme par exemple des modalités de PET-SCAN et d'IRM dans le cas d'images
médicales, ou des données multispectrales dans le cas d'images astrophysiques.
Notons I : ΩI → Rm, l'intensité lumineuse de l'image avec m la dimension de l'espace
des canaux de l'image, pour une image en couleurs m = 3 généralement. Nous considérons
l'entropie sur une région de l'image Ω :
H(Ω) = − 1|Ω|
∫
Ω
log p(I(x),Ω)dx (6.1)
avec p(I(x)) la densité de probabilité conjointe des diﬀérents canaux de I au pixel x.
Nous utilisons ce critère de la même façon que dans le chapitre 5, juste en remplaçant la
densité de probabilité par une densité de probabilité conjointe. Les densités de probabilité
sont diﬃciles à estimer avec une méthode à noyaux quand on augmente la dimension
car ces méthodes sont peu adaptées aux grandes dimensions. D'autres méthodes, basées
notamment sur les k-plus proches voisins permettent d'estimer des densités de probabilité
en grande dimension de façon plus adaptée [Fuk90].
La densité de probabilité conjointe est ainsi calculée de la façon suivante :
p(I(x),Ω) =
1
|Ω|
∫
Ω
Kh(I(x)− I(xˆ)) dx (6.2)
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avec Kh un noyau gaussien de dimension m, de moyenne nulle et de largeur de bande h :
Kh(u) =
1
(2pih)m/2
exp(−|u|
2
2h2
) (6.3)
6.1.1 Minimisation de l'entropie jointe
La minimisation du critère (6.1) permet de parvenir à l'équation d'évolution du contour
actif. En reprenant les équations obtenues au chapitre précédent nous obtenons la dérivée
eulérienne suivante pour le critère (6.1) :
dH(Ω,V) = −
∫
Γ
1
|Ω|
(
A(s,Ω) + ϕ(p(I(s),Ω))
)
(V ·N)ds (6.4)
avec
A(s,Ω) = −
(
H(Ω)− 1 + 1|Ω|
∫
Ω
Kh(I(x)− I(s))
p(I(x),Ω)
dx
)
.
De cette dérivée, nous pouvons en déduire l'équation d'évolution du contour actif Γ :
∂Γ
∂τ
(s) =
1
|Ω|
(
A(s,Ω)− log(p(I(s),Ω)))N (6.5)
avec s = Γ(p, τ), N la normale interne au contour actif et :
A(s,Ω) = −
(
H(Ω)− 1 + 1|Ω|
∫
Ω
Kh(I(x)− I(s))
p(I(x),Ω)
dx
)
.
L'équation d'évolution du contour actif étant obtenue, nous allons introduire cette
équation dans un algorithme de contours actifs aﬁn de segmenter des zones plus ou moins
homogènes dans des images en couleur.
6.1.2 Résultats expérimentaux
Nous implémentons l'équation d'évolution (6.5) aﬁn de segmenter des régions dans des
images en couleurs. Pour cela, nous considérons des images dans l'espace de couleurs YUV
où Y représente la luminance et U et V deux chrominances. Cet espace de couleurs est ob-
tenu après conversion linéaire de l'espace couleurs RGB. Dans les expérimentations, nous
ne considérons que deux des trois canaux, à savoir la luminance Y et la chrominance U pour
des raisons de coût calculs. De plus, considérer les trois composantes couleur n'améliore pas
de façon signiﬁcative les résultats. Ces expérimentations sont eﬀectuées dans un schéma
de compétition de régions entre l'objet et le fond. Il s'agit donc de trouver la partition de
l'image qui minimise à la fois l'entropie de l'objet et celle du fond.
Nous testons tout d'abord notre algorithme sur une image de la séquence vidéo Erik.
Dans cette image, nous cherchons à segmenter le visage du personnage. La ﬁgure 6.1 montre
l'évolution du contour actif et de l'histogramme de l'objet (partie comprise à l'intérieur du
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contour) au fur et à mesure des itérations.L'initialisation est un cercle de rayon 80 pixels,
centré dans l'image. La spline représentant le cercle est composé de 64 points d'échantillon-
nage. Le pas d'évolution est de 1, 5 et la variance du noyau gaussien de 3. Nous pouvons
remarquer que quand le contour se rapproche du visage du personnage, l'histogramme se
fait plus ramassé et dense. Il s'agit en eﬀet de segmenter une région assez homogène et de
ce fait en minimisant l'entropie de la région nous cherchons à obtenir des histogrammes les
plus ramassés possibles.
Nous testons ensuite notre critère sur des images en couleurs, pour chercher à segmenter
les objets contenus dans l'image. Cela est présenté sur les ﬁgures 6.2, 6.3 et 6.4. L'image
de la ﬂeur a une taille de 640× 427 pixels. L'initialisation est un cercle de rayon 70 pixels,
positionné sur la ﬂeur. Pour l'image du rhinocéros dont la taille fait 360 × 288 pixels,
l'initialisation est un cercle de rayon 85 pixels. Dans le cas de l'écureuil dont les dimensions
sont 288 × 209 pixels, le cercle initial a un rayon de 40 pixels. Pour les trois images, la
spline initiale comporte 60 points d'échantillonnage, le pas d'évolution est de 1. Dans ces
trois exemples, les objets d'intérêt présentent une couleur relativement homogène (sauf
la ﬂeur qui comporte deux couleurs principales mais qui sont très diﬀérentes de celles du
fond). L'entropie est donc utilisée comme un critère d'homogénéité. Nous observons que les
segmentations de la ﬂeur, du rhinocéros et de l'écureuil sont acceptables même s'il manque
un bout de l'écureuil parce que c'est une zone à l'ombre et donc beaucoup plus sombre que
le reste de la robe de l'animal.
6.2 Information mutuelle
Nous présentons ensuite un critère de segmentation basé sur l'information mutuelle.
L'information mutuelle a été beaucoup utilisée pour le recalage d'images, notamment dans
l'imagerie médicale [WVA+96, MCV+97, VW97]. Nous cherchons à eﬀectuer une segmen-
tation de l'image en deux régions : l'objet et le fond. L'idée est ici de calculer l'information
mutuelle entre l'intensité de l'image et un label qui détermine si l'on se situe à l'intérieur
ou à l'extérieur de la courbe [KFY+05]. Notons L ce label binaire : ΩI → {Lin, Lout}. Ωin
est la région de l'image comprise à l'intérieur de la courbe et Ωout est la région comprise à
l'extérieur de la courbe. Nous avons :
L(x) =
{
Lin if x ∈ Ωin
Lout if x ∈ Ωout . (6.6)
Nous cherchons à maximiser l'information mutuelle entre l'intensité de l'image I et le label
L. En eﬀet l'information mutuelle mesure la quantité d'information sur une variable quand
on a la connaissance de l'autre variable. Le but est d'avoir au ﬁnal la courbe qui sépare
l'objet d'intérêt du fond. Les densités de probabilité de l'intensité de ces deux régions sont
alors diﬀérentes. De ce fait plus le label peut déterminer si un pixel x appartient à Ωin ou
Ωout, plus il contiendra d'information sur l'intensité de ce pixel. Maximiser l'information
mutuelle MI entre I et L revient à chercher la partition {Ωin,Ωout} de l'image qui collera
au mieux à la segmentation correcte de l'image, c'est-à-dire celle qui sépare correctement
les densités de probabilité.
64 Chapitre 6. Entropie jointe et information mutuelle
(a) Courbe initiale (b) Histogramme initial de l'objet
(c) Itération 100 (d) Itération 100
(e) Itération 300 (f) Itération 300
(g) Segmentation ﬁnale (h) Histogramme ﬁnal de l'objet
Fig. 6.1  Evolution de la segmentation et des histogrammes en minimisant l'entropie
jointe
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(a) Courbe initiale (b) Segmentation ﬁnale
Fig. 6.2  Segmentation de la ﬂeur en utilisant l'entropie jointe (canaux couleurs Y et U)
(a) Courbe initiale (b) Segmentation ﬁnale
Fig. 6.3  Segmentation du rhinocéros en utilisant l'entropie jointe (canaux couleurs Y et
U)
(a) Courbe initiale (b) Segmentation ﬁnale
Fig. 6.4  Segmentation de l'écureuil en utilisant l'entropie jointe (canaux couleurs Y et
U)
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Supposons que nous choisissions aléatoirement un point X dans ΩI de façon à ce que X
soit une localisation aléatoire uniformément distribuée dans le domaine de l'image. L(X)
est alors une variable aléatoire binaire qui dépend de la courbe Γ et I(X) est une variable
aléatoire qui dépend des régions Ωin et Ωout. Nous considérons donc le critère suivant :
MI(I(X);L(X)) = h(I(X))− h(I(X)|L(X)) (6.7)
où h(Y ) est l'entropie diﬀérentielle de la variable Y . Cette formulation peut être écrite
comme :
MI(I(X);L(X)) = h(I(X))− h(I(X)|L(X)) (6.8)
= h(I(X))− P (L(X) = Lin)h(I(X)|L(X) = Lin)
− P (L(X) = Lout)h(I(X)|L(X) = Lout) .
Le critère à minimiser dans le cadre des contours actifs est alors :
J(Γ) = −MI(I(X);L(X)) (6.9)
= −h(I(X)) + P (L(X) = Lin)h(I(X)|L(X) = Lin)
+ P (L(X) = Lout)h(I(X)|L(X) = Lout)
Or l'entropie de l'intensité de l'image sur le domaine est constante et ne dépend pas de la
courbe donc nous pouvons supprimer ce terme. Les entropies conditionnelles h(I(X)|L(X) =
Lin) et h(I(X)|L(X) = Lout) sont données par l'approximation de Ahmad-Lin :
h(I(X)|L(X) = Lin) = 1|Ωin|
∫
Ωin
− log p(I(x),Ωin)dx (6.10)
h(I(X)|L(X) = Lout) = 1|Ωout|
∫
Ωout
− log p(I(x),Ωout)dx (6.11)
Et les densités de probabilité sont estimées à l'aide de la méthode de Parzen. Le label L(X)
est une variable aléatoire binaire qui prend les valeurs Lin et Lout avec les probabilités
|Ωin|/|ΩI | et |Ωout|/|ΩI |, respectivement, puisque X est uniformément distribué dans le
domaine de l'image. Le critère à minimiser devient alors :
J(Γ) =
|Ωin|
|ΩI |
1
|Ωin|
∫
Ωin
− log p(I(x),Ωin)dx
+
|Ωout|
|ΩI |
1
|Ωout|
∫
Ωout
− log p(I(x),Ωout)dx
=
1
|ΩI |
∫
Ωin
− log p(I(x),Ωin)dx
+
1
|ΩI |
∫
Ωout
− log p(I(x),Ωout)dx (6.12)
Comme le nombre de pixels sur le domaine de l'image ΩI est constant, nous pouvons
négliger cette constante et ce critère revient à minimiser la vraisemblance en compétition
de régions.
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6.2.1 Minimisation du critère
Nous utilisons les outils développés dans la section 2.3 pour dériver le critère (6.12) et
parvenir à l'équation d'évolution du contour actif.
Nous obtenons la dérivée eulérienne dans la direction V suivante :
dJ(Γ,V) =
∫
Γ
(
log(p(I(s),Ωin)) +
1
|Ωin|
∫
Ωin
Kh(I(x)− I(s))
p(I(x),Ωin)
dx− 1 (6.13)
− ( log(p(I(s),Ωout)) + 1|Ωout|
∫
Ωout
Kh(I(x)− I(s))
p(I(x),Ωout)
)
dx− 1
)
(V ·N)ds
De cette dérivée nous pouvons déduire l'équation d'évolution du contour actif Γ :
∂Γ
∂τ
(s) =
(
− log(p(I(s),Ωin))− 1|Ωin|
∫
Ωin
Kh(I(x)− I(s))
p(I(x),Ωin)
dx+ 1
− (− log(p(I(s),Ωout))− 1|Ωout|
∫
Ωout
Kh(I(x)− I(s))
p(I(x),Ωout)
dx+ 1
))
N (6.14)
Ce qui peut s'écrire :
∂Γ
∂τ
(s) =
(
log
p(I(s),Ωout)
p(I(s),Ωin)
− 1|Ωin|
∫
Ωin
Kh(I(x)− I(s))
p(I(x),Ωin)
dx
+
1
|Ωout|
∫
Ωout
Kh(I(x)− I(s))
p(I(x),Ωout)
dx
))
N (6.15)
avec s = Γ(p, τ).
Dans cette équation il n'y a que des termes locaux. Le terme prépondérant est le premier
terme. En eﬀet le terme log p(I(s),Ωout)p(I(s),Ωin) permet, en comparant les probabilités de l'intensité,
de déterminer si point s a plus de probabilité d'appartenir à la région Ωin ou à la région
Ωout. Si p(I(s),Ωout) est supérieur à p(I(s),Ωin), cela va faire tendre le contour actif vers
l'intérieur, sinon cela va le faire tendre vers l'extérieur. Cela signiﬁe que la courbe englobera
les pixels qui ont une plus forte probabilité d'appartenir à la région Ωin qu'au fond Ωout.
Les deux autres termes locaux ont une faible inﬂuence sur l'équation d'évolution car leur
valeur est très faible en comparaison du premier terme.
6.2.2 Résultats expérimentaux
Nous eﬀectuons des tests sur des images de séquences vidéo, dans l'espace de couleurs
YUV. Nous considérons les deux premiers canaux couleurs (Y et U) et nous appliquons
notre méthode à la segmentation de visages. La ﬁgure 6.5 présente l'évolution du contour
actif sur une image de la séquence Foreman tandis que la ﬁgure 6.6 montre l'évolution sur
une image de la séquence Erik. Dans les deux séquences, l'initialisation est un cercle de
rayon 80 pixels et la spline comporte 64 points d'échantillonnage. Le pas d'évolution est
de 1.5 et la fenêtre de Parzen est une gaussienne de variance 3. La ﬁgure 6.7 montre le
suivi de la segmentation le long de la séquence vidéo. Ce suivi est eﬀectué en considérant
comme initialisation sur une image le résultat de la segmentation de l'image précédente.
Ainsi il est possible de suivre l'objet segmenté au fur et à mesure de la séquence vidéo.
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(a) Courbe initiale (b) Itération 30
(c) Itération 150 (d) Segmentation ﬁnale
Fig. 6.5  Evolution de la segmentation en minimisant l'information mutuelle
6.3 Conclusion
Pour la segmentation d'images couleur, nous avons considéré des critères basés sur l'en-
tropie jointe et l'information mutuelle. L'entropie jointe entre les diﬀérents canaux couleur
nous permet de segmenter des régions plus ou moins homogènes, comme cela est le cas
dans le cas de la segmentation de visages. L'entropie permet une certaine variabilité dans
les caractéristiques utilisées, d'autant plus quand elle est utilisée comme ici en compétition
de régions. Le minimum de la fonctionnelle correspond alors à un compromis entre l'ho-
mogénéité du fond et l'homogénéité de l'objet, tout en assurant une certaine séparabilité
des couleurs considérées. En eﬀet, le minimum de la fonctionnelle correspond à la meilleure
séparation possible des pdf des couleurs. Si on rajoute une portion du fond à l'objet, on
rajoute des nouvelles couleurs à l'objet et on fait plus augmenter son entropie qu'on ne fait
diminuer celle du fond (sinon nous ne serions pas au minimum de la fonctionnelle). Les
régions ainsi obtenues ne sont donc pas forcément les plus homogènes possible, mais elles
correspondent à un compromis en terme d'homogénéité et de séparation des couleurs entre
l'objet et le fond.
En considérant l'information mutuelle entre l'intensité lumineuse et un label binaire
d'appartenance à la région à l'intérieur de la courbe, nous nous ramenons à un critère de
vraisemblance. Nous avons appliqué ces deux critères à la segmentation de visages dans des
images couleur issues de séquences vidéo en considérant deux canaux couleur dans l'espace
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(a) Courbe initiale (b) Itération 40
(c) Itération 100 (d) Segmentation ﬁnale
Fig. 6.6  Evolution de la segmentation en minimisant l'information mutuelle
YUV. Le suivi de cette segmentation au cours de la séquence vidéo est aussi possible en
prenant comme initialisation dans l'image suivante, le résultat de la segmentation de l'image
précédente. La diﬀérence entre ces deux critères intervient au niveau de la normalisation
par le nombre de pixels de la région. Dans le premier cas on cherche à minimiser l'entropie
jointe de la région, dans le second cas, l'entropie jointe multipliée par le cardinal de la
région. Il semblerait que cette diﬀérence intervienne au niveau de la taille de la région
segmentée. Il serait intéressant de déterminer dans quel cas utiliser l'un ou l'autre des
critères selon l'objet à segmenter.
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(a) Image 10 (b) Image 20
(c) Image 30 (d) Image 40
Fig. 6.7  Segmentation au cours de la séquence vidéo
Chapitre 7
Divergence de Kullback-Leibler
Dans ce chapitre nous proposons un critère de segmentation basé sur une distance
entre distributions pour la segmentation d'images. Nous présentons tout d'abord le critère
dépendant de la distance puis nous étudions ensuite le cas de la divergence de Kullback-
Leibler.
7.1 Critère basé sur une distance entre distributions
Dans cette section, nous proposons une segmentation qui prend en compte un critère
basé sur une distance entre distributions. Cela peut être justiﬁé par le fait que l'on dispose
d'une segmentation de référence et que l'on cherche à segmenter un objet d'intérêt dans
une autre image ayant les mêmes propriétés en terme de couleurs ou de niveaux de gris.
Etant donné une portion Ω de l'image I et x un pixel de la région Ω, la probabilité d'avoir
I(x) = α est notée p(α) :
p(α) = Pr{I(x) = α}
7.1.1 Déﬁnition de la distance entre distributions
Supposons que nous connaissons la fonction de densité de probabilité de I sur une région
de référence Ωref . Notons pref : R → [0, 1] cette fonction. Le but est de faire évoluer une
région Ω de façon à ce que sa fonction de densité de probabilité se rapproche de celle de
la région de référence Ωref . Nous cherchons donc à minimiser une distance de la fonction
de densité de probabilité p(α,Ω). Nous utilisons une fonction ϕ : R+ × Rm → R+ pour
calculer la distance entre les distributions. La distance entre deux distributions est déﬁnie
de la façon suivante :
D(Ω) =
∫
Rm
ϕ(p(α,Ω), α) dα . (7.1)
La fonction ϕ peut être par exemple la fonction quadratique :
ϕ(p(α,Ω), α) =
(
p(α,Ω)− pref (α)
)2
ou bien telle que (7.1) soit le carré de la distance de Hellinger :
ϕ(p(α,Ω), α) =
(√
(p(α,Ω))−
√
(pref (α))
)2
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De nombreuses distances pourraient être choisies. Nous choisissons une mesure qui prenne
en compte l'information comprise dans les données et c'est pour cela que nous nous in-
téressons à une mesure issue de la théorie de l'information. Dans les expérimentations,
nous considérerons une version symétrisée de la divergence de Kullback-Leibler, nommée
J-divergence [Jef46]. Généralement c'est une version non-symétrisée de la divergence de
Kullback-Leibler qui est utilisée car même si elle n'est pas une distance, elle a des proprié-
tés qui permettent de l'utiliser comme une mesure de proximité [Réf05, RG06]. Alors :
ϕ(p(α,Ω), α) =
1
2
(
pref (α) log
pref (α)
p(α,Ω)
+ p(α,Ω) log
p(α,Ω)
pref (α)
)
Nous avons donc la fonctionnelle suivante :
D(Ω) =
∫
Rm
1
2
(
pref (α) log
pref (α)
p(α,Ω)
+ p(α,Ω) log
p(α,Ω)
pref (α)
)
dα
=
1
2
(
KL(pref , p) +KL(p, pref )
)
(7.2)
en notant KL(. , .) la distance de Kullback-Leibler. Nous pouvons analyser les deux termes
intervenant dans la version symétrisée (voir à ce sujet [Min05]). En minimisant le premier
terme dans l'équation 7.2, il s'agit de la distance habituellement utilisée aﬁn de trouver une
distribution p qui approxime au mieux la distribution pref . En utilisant cette distance, la
distribution p va essayer de couvrir toute l'étendue de la distribution pref , et si pref ≥ 0,
alors p ≥ 0. La minimisation d'un tel terme a l'avantage d'être assez stable numérique-
ment. La minimisation de l'autre terme implique que la distribution p va se concentrer sur
la partie prédominante de la distribution pref . Par exemple, si on cherche à se rapprocher
d'une distribution pref contenant deux modes par une distribution p gaussienne, p va se
rapprocher du mode prédominant de pref en excluant l'autre. Cette approche a l'inconvé-
nient de fournir une distribution avec une variance trop petite mais selon les problèmes
cela peut être intéressant. En choisissant une combinaison de ces deux termes nous faisons
comme un "compromis" entre ces deux approches et surtout en symétrisant le critère, nous
obtenons les propriétés d'une distance.
Cette fonctionnelle va nous permettre de faire évoluer le contour actif vers une région dont
les distributions seront proches de celles de la région de référence.
7.1.2 Vers l'équation d'évolution du contour actif
Pour parvenir à l'équation d'evolution du contour actif, nous calculons la dérivée eu-
lérienne dans la direction V de la distance D(Ω) déﬁnie en (7.1) en utilisant les outils de
dérivation des gradients de forme.
La dérivée eulérienne de D(Ω) est donnée par :
dD(Ω,V) =
∫
Rm
dϕ(p(α,Ω), α,V) dα (7.3)
Nous déﬁnissons :
ϕ(p(α,Ω), α) def= f(G1(α,Ω).G2(Ω)) = ϕ
(G1(α,Ω)
G2(Ω)
, α
)
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avec
G1(α,Ω) =
∫
Ω
Kh(I(x)− α) dx
G2(Ω) = |Ω| =
∫
Ω
dx
La dérivée eulérienne de ϕ(p(α,Ω), α) est donnée par :
dϕ(p(α,Ω), α,V) = df(Ω,V) =
∂f
∂G1
dG1(α,Ω,V) +
∂f
∂G2
dG2(α,Ω,V)
Nous posons h(α,x) = Kh(I(x) − α) et nous calculons les dérivées eulériennes de G1 et
G2 :
dG1(α,Ω,V) =
∫
Ω
h′(α,x,V) dx−
∫
Γ
h(α, s)(V ·N) ds
h ne dépend pas de Ω donc la dérivée eulérienne de G1 vaut :
dG1(α,Ω,V) = −
∫
Γ
h(α, s)(V ·N) ds
Pour G2, nous trouvons de la même façon :
dG2(α,Ω,V) = −
∫
Γ
(V ·N) ds
La dérivée de f par rapport à dG1 est :
∂f
∂G1
(G1(α,Ω), G2(Ω)) =
1
G2(Ω)
∂ϕ
∂G1
(G1(α,Ω)
G2(Ω)
, α
)
=
1
|Ω|∂1ϕ(p(α,Ω), α)
avec ∂1ϕ la dérivée partielle de ϕ par-rapport à la première variable.
La dérivée de f par rapport à dG2 est :
∂f
∂G2
(G1(α,Ω), G2(Ω)) =
−G1(α,Ω)
G2(Ω)2
∂ϕ
∂dG2
(G1(α,Ω)
G2(Ω)
, α
)
= −p(α,Ω)|Ω| ∂1ϕ(p(α,Ω), α)
Alors la dérivée eulérienne de f vaut :
df(Ω,V) = −∂1ϕ(p(α,Ω), α)|Ω|
∫
Γ
(Kh(I(s)− α)− p(α,Ω))(V ·N) ds
En remplaçant cette expression dans (7.3), nous avons l'expression suivante pour la dérivée
eulérienne de D(Ω) :
dD(Ω,V) = −
∫
Γ
1
|Ω|
(∫
Rm
(∂1ϕ(p(α,Ω), α)Kh(I(s)− α)) dα (7.4)
−
∫
Rm
∂1ϕ(p(α,Ω), α)p(α,Ω) dα
)
(V ·N) ds
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Dans le cas de la divergence de Kullback-Leibler, la fonction ϕ s'écrit :
ϕ(p(α,Ω), α) =
1
2
(
pref (α) log
pref (α)
p(α,Ω)
+ p(α,Ω) log
p(α,Ω)
pref (α)
Ce qui donne pour la dérivée :
∂1ϕ(p(α,Ω), α) =
1
2
(−pref (α)
p(α,Ω)
+ log
p(α,Ω)
pref (α)
+ 1
)
Dans ce cas, la dérivée eulérienne de D(Ω) s'écrit :
dD(Ω,V) = −
∫
Γ
1
|Ω|
(∫
Rm
(1
2
(−pref (α)
p(α,Ω)
+ log
p(α,Ω)
pref (α)
+ 1
)
Kh(I(s)− α)
)
dα (7.5)
−
∫
Rm
p(α,Ω)
(1
2
(−pref (α)
p(α,Ω)
+ log
p(α,Ω)
pref (α)
+ 1
))
p(α,Ω) dα
)
(V ·N) ds
Nous utilisons le critère D(Ω) en compétition de régions, c'est-à-dire que nous cherchons
à minimiser la distance entre la distribution de l'objet et celle de l'objet de référence et la
distance entre la distribution du fond et celle du fond de référence.
De ce fait, la fonctionnelle à minimiser est :
J(Γ) = D(Ωin) +D(Ωout) (7.6)
De la dérivée eulérienne (7.5), nous pouvons en déduire l'équation d'évolution du
contour actif :
∂Γ
∂τ
(s) =
1
2|Ωin|
(∫
Rm
((−prefin(α)
p(α,Ωin)
+ log
p(α,Ωin)
prefin(α)
+ 1
)
Kh(I(s)− α)
)
dα (7.7)
−
∫
Rm
p(α,Ωin)
((−prefin(α)
p(α,Ωin)
+ log
p(α,Ω)
prefin(α)
+ 1
))
p(α,Ωin) dα
)
N
− 1
2|Ωout|
(∫
Rm
((−prefout(α)
p(α,Ωout)
+ log
p(α,Ωout)
prefout(α)
+ 1
)
Kh(I(s)− α)
)
dα
−
∫
Rm
p(α,Ωout)
((−prefout(α)
p(α,Ωout)
+ log
p(α,Ωout)
prefout(α)
+ 1
))
p(α,Ωout) dα
)
N
avec prefin et prefout les densité de probabilités de référence de l'objet et du fond, respec-
tivement.
Cette équation d'évolution permet de faire évoluer le contour actif vers une région
dont les distributions seront proches de celles de référence. Etudions la première partie
de l'équation qui concerne Ωin. Dans cette équation le seul terme local est la première
intégrale qui correspond à une convolution par le noyau Kh. Ce terme permet de comparer
la valeur de la densité de référence à celle estimée pour la valeur I(s). Si cette convolution
est positive, cela signiﬁe que la densité de probabilité estimée de I(s) est plus forte que celle
de référence et l'algorithme va exclure ce point de l'objet. Le même raisonnement peut être
fait pour Ωout.
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7.2 Résultats expérimentaux
Nous utilisons l'équation d'évolution (7.7) aﬁn de segmenter une région d'intérêt en
connaissant une segmentation de référence. Dans le cas d'une séquence vidéo, il peut s'agir
de la connaissance de la segmentation d'une image de la séquence pour en déduire la
segmentation de l'image suivante ou bien d'une autre image de la séquence vidéo. Nous
cherchons donc à segmenter une région qui comporte les mêmes caractéristiques en terme
de couleurs à la région de référence. Cela s'avère eﬃcace notamment quand l'objet à seg-
menter subit des déformations de forme tout en préservant les caractéristiques statistiques
de l'objet.
Nous présentons des résultats sur les séquences d'images Akiyo du groupe MPEG et
Phone de France Telecom.
Nous cherchons à segmenter le visage de la présentatrice dans la séquence Akiyo. Nous
faisons l'hypothèse que nous disposons d'une segmentation de référence, ici sur l'image
20 de la séquence. Les densités de probabilité de référence de l'objet d'intérêt (ici le vi-
sage) et du fond sont calculés et représentés sur la ﬁgure 7.1. La segmentation est eﬀectuée
dans l'espace de couleurs HSV (teinte/saturation/valeur) et nous considérons les canaux de
teinte et de valeur. La teinte s'exprime en degrés de 0 à 360 tandis que la valeur vaut entre
0 et 255. La segmentation est eﬀectuée sur l'image 25 de la séquence en prenant comme
référence une segmentation de l'image 20. Nous avons choisi une image un peu éloignée de
celle de référence pour avoir plus de diﬀérences entre les images mais la méthode aurait
tout aussi bien marché en cherchant à segmenter l'image suivant celle de référence. Le
contour initial est un cercle de rayon 90 pixels au centre de l'image. La spline représentant
le contour comporte 64 points d'échantillonnage. Le pas d'évolution est de 0.5, le noyau
gaussien de Parzen a une variance de 5. Nous pouvons voir l'évolution du contour sur la
ﬁgure 7.2. Nous pouvons également suivre l'évolution des pdf de l'objet (ﬁgure 7.3) et du
fond (ﬁgure 7.4) au cours du processus de segmentation. Nous voyons que les pdf évoluent
pour se rapprocher au maximum des pdf de référence au fur et à mesure que l'algorithme
segmente le visage. Au ﬁnal, les pdf obtenus sont très proches de celles de référence (ﬁ-
gure 7.5) et la segmentation du visage est correcte.
Nous testons ensuite notre algorithme sur la séquence Phone dans les mêmes conditions.
Nous cherchons encore une fois à segmenter le visage du personnage. La segmentation de
référence et les deux pdf correspondants de l'objet et du fond sont donnés sur la ﬁgure 7.6.
Le contour initial est un cercle de rayon 60 pixels au centre de l'image, la spline comporte
64 points d'échantillonnage. Le pas d'évolution est de 5, le noyau gaussien de Parzen a une
variance de 5. Nous pouvons voir l'évolution de la segmentation sur la ﬁgure 7.7 ainsi que
l'évolution des pdf de l'objet (ﬁgure 7.8) et du fond (ﬁgure 7.9). A la ﬁn du processus, les
pdf sont encore très proches de ceux de référence (ﬁgure 7.10) et la segmentation du visage
est correcte.
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(a) Contour de référence
(b) pdf de l'objet (en rouge) et du fond (en
vert), présentées en fonction de la teinte et
de la valeur
(c) pdf de référence de l'objet (d) pdf de référence du fond
Fig. 7.1  Segmentation de référence et pdf de référence de l'objet et du fond
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(a) Contour initial (b) Itération 30
(c) Itération 100 (d) Itération 130
(e) Itération 200 (f) Segmentation ﬁnale
Fig. 7.2  Evolution de la segmentation
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(a) Contour initial (b) pdf initiale de l'objet
(c) Itération 100 (d) pdf de l'objet à l'itération 100
(e) Itération 200 (f) pdf de l'objet à l'itération 200
Fig. 7.3  Evolution de la pdf de l'objet
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(a) Contour initial (b) pdf initiale du fond
(c) Itération 100 (d) pdf du fond à l'itération 100
(e) Itération 200 (f) pdf du fond à l'itération 200
Fig. 7.4  Evolution de la pdf du fond
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(a) pdf de référence de l'objet (b) pdf ﬁnale de l'objet
(c) pdf de référence du fond (d) pdf ﬁnale du fond
Fig. 7.5  Comparaison des pdf ﬁnales du fond et de l'objet et des pdf de référence
7.3 Conclusion
Nous avons utilisé une segmentation de référence aﬁn de segmenter une autre image.
Nous avons minimisé une divergence entre densités de probabilité, aﬁn de rendre la densité
de probabilité courante la plus proche possible de celle de référence, et de cette façon
rendre la région courante (celle comprise à l'intérieur du contour) la plus proche possible
de celle de référence en terme de densité de probabilité. Cette méthode a été appliquée
à la segmentation de visages dans des séquences vidéo en prenant comme référence une
segmentation d'une image de la séquence et en cherchant à segmenter les autres images de
la séquence vidéo. Nous avons vu qu'au cours de la segmentation, les densités de probabilité
convergent vers les densités de probabilité de référence tandis que le contours actif évolue
vers la région concernée.
Il pourrait être intéressant de tester d'autres distances ou divergences, comme la diver-
gence de Jensen-Shannon [AAGLMA+00], la distance EMD (earth mover's distance) [RTG00],
la distance de Kolmogorov [PF00], la distance de Bhattacharyya [GRD04, RAB06, MRT07]
ou bien des distances entre histogrammes comme la distance de Wasserstein [CEN07] ou
encore des distances entre fonctions de répartition (voir annexe A).
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(a) Contour de référence
(b) pdf de l'objet (en rouge) et du fond (en
vert)
(c) pdf de référence de l'objet (d) pdf de référence du fond
Fig. 7.6  Segmentation de référence et pdf de référence de l'objet et du fond
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(a) Contour initial (b) Itération 50
(c) Itération 100 (d) Itération 200
(e) Itération 300 (f) Segmentation ﬁnale
Fig. 7.7  Evolution de la segmentation sur la séquence Phone
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(a) Contour initial (b) pdf initiale de l'objet
(c) Itération 200 (d) pdf de l'objet à l'itération 200
(e) Itération 900 (f) pdf ﬁnale de l'objet
Fig. 7.8  Evolution de la pdf de l'objet
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(a) Contour initial (b) pdf initiale du fond
(c) Itération 200 (d) pdf du fond à l'itération 200
(e) Itération 900 (f) pdf ﬁnale du fond
Fig. 7.9  Evolution de la pdf du fond
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(a) pdf de référence de l'objet (b) pdf ﬁnale de l'objet
(c) pdf de référence du fond (d) pdf ﬁnale du fond
Fig. 7.10  Comparaison des pdf ﬁnales du fond et de l'objet et des pdf de référence
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Chapitre 8
Entropie et a priori de distance : exemple
avec les watersheds
Dans ce chapitre, nous allons ajouter une contrainte géométrique sous la forme d'un
a priori de distance au critère d'entropie. Nous verrons ensuite une application en utili-
sant une carte de distances venant d'une méthode de segmentation issue de la morphologie
mathématique, l'algorithme de la ligne de partage des eaux. Cette notion d'a priori géo-
métrique est inspirée des travaux de M. Gastaud [GBA04] et élargie en prenant comme
référence un ensemble de contours provenant de l'algorithme de la ligne de partage des
eaux (noté LPE et appelé watersheds en anglais).
Nous rappelons tout d'abord la déﬁnition d'une contrainte géométrique, puis nous dé-
rivons ce critère aﬁn de parvenir à l'équation d'évolution du contour actif. Ensuite nous
introduisons la notion de distance à une segmentation obtenue par la ligne de partage des
eaux. Nous appliquons enﬁn cette méthode à de la segmentation de visages sur des images
issues de séquences vidéo.
8.1 Définition de la contrainte géométrique
8.1.1 Déﬁnition de la distance à un contour
Notons Ω une région de l'image I, délimitée par son contour Γ et soit Γref un contour
de référence. Notons Ωref la région comprise à l'intérieur du contour de référence Γref . On
déﬁnit la notion de fonction de distance u d'un point x au contour Γref comme :
u(x,Γref ) = min
y∈Γref
u(x,y) (8.1)
= min
y∈Γref
|x− y| .
Cette fonction est diﬀérentiable presque partout, sauf sur le squelette de Γref (voir ﬁ-
gure 8.1).
Cette distance peut être déﬁnie comme signée ou non-signée (voir ﬁgure 8.2). Notons d
la distance signée et u la distance non signée. Pour la distance signée, si x est à l'intérieur
de Ωref ,la région délimitée par Γref alors sa distance au contour Γref est déﬁnie négative,
s'il est à l'extérieur, sa distance au contour Γref est déﬁnie positive. Pour une distance
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(a) Image (b) Squelette intérieur de l'image (c) Squelette extérieur de l'image
Fig. 8.1  Image et squelette intérieur et extérieur de cette image.
(a) Distance signée d (b) Distance non-signée u
Fig. 8.2  Illustration de la notion de distance signée (à gauche) et de la distance non-signée
(à droite) à un contour de référence Γref .
non-signée, que x soit à l'intérieur ou à l'extérieur de la région comprise à l'intérieur de
Γref , sa distance au contour Γref est déﬁnie positive.
La fonction distance signée d'un point x à un contour de référence Γref s'écrit donc :
d(x,Γref ) =
{ −u(x,Γ) = miny∈Γref |x− y| if x ∈ Ωref
u(x,Γ) = miny∈Γref |x− y| if x /∈ Ωref (8.2)
où Ωref est la région intérieure délimitée par Γref .
8.1.2 Critère d'a priori de distance
Une fois la notion de distance déﬁnie, nous allons présenter le critère basé sur cette
distance. Le but est de contraindre le contour actif en minimisant une distance à un contour
de référence. Nous déﬁnissons un critère J de la façon suivante :
J(Γ) =
∫
Γ
ϕ(d(x,Γref )) ds (8.3)
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où s représente l'abscisse curviligne du contour Γ. Le critère J s'écrit donc comme l'intégrale
sur le contour Γ d'une fonction ϕ de la distance d entre un point x du contour Γ et un
contour de référence Γref .
Généralement la fonction ϕ sera choisie de façon à être dérivable, paire et croissante
sur R+. Ainsi, elle permettra de pondérer de la même façon les points à l'intérieur et à
l'extérieur du contour et de pénaliser plus fortement les points les plus éloignés du contour.
8.1.3 Dérivation du terme d'a priori géométrique
Aﬁn de pouvoir utiliser le critère (8.3) dans un schéma de contours actifs, nous avons
besoin de le dériver pour obtenir l'équation d'évolution du contour actif.
En utilisant les outils de dérivation présentés dans la section 2.3 nous obtenons la
dérivée eulérienne dans la direction V du critère (8.3) :
dJ(Γ,V) =
∫
Γ
(−Nref ·Nϕ′(d)− ϕ(d)κ)(V ·N) ds (8.4)
où Nref et N représentent respectivement les vecteurs normalisés intérieurs du contour de
référence Γref et du contour actif Γ, κ est la courbure du contour Γ, et d = d(x,Γref ) avec
x = Γ(s). (voir ﬁgure 8.3 pour la déﬁnition des vecteurs normalisés)
La démonstration de cette dérivation est donnée dans [GBA04].
L'équation d'évolution déduite de cette dérivée est donnée par :
∂Γ(s)
∂τ
=
(
Nref ·Nϕ′(d) + ϕ(d)κ)N (8.5)
où τ est le paramètre d'évolution du contour actif et p paramétrise le contour actif, d =
d(s,Γref ), avec s = Γ(p, τ).
Fig. 8.3  Déﬁnition des vecteurs normalisés intérieurs du contour Γ et du contour Γref .
Nous avons ainsi déﬁni la notion de contrainte géométrique en introduisant un critère
d'a priori de distance. En dérivant ce critère nous sommes parvenus à l'équation d'évolution
pour un tel terme. Nous allons maintenant le combiner à un critère d'entropie aﬁn de
rajouter une contrainte géométrique à l'entropie
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8.2 Entropie et a priori de distance
Maintenant que nous avons déﬁni un critère d'a priori géométrique, nous allons le
combiner avec un critère d'homogénéité présenté chapitre 5, à savoir l'entropie de l'intensité
lumineuse. Nous combinons ces deux critères en les sommant de la façon suivante :
J(Ω) = − 1|Ω|
∫
Ω
q(I(x),Ω) dx+
∫
Γ
ϕ(d(x,Γref )) ds (8.6)
La dérivée de ce critère s'obtient en combinant les dérivées de chacun de deux termes.
Le choix de la fonction ϕ doit respecter les contraintes suivantes :{
ϕ(0) = 0
ϕ′(0) = 0 (8.7)
De plus, l'utilisation de cette fonction permet d'éviter le calcul du gradient de la distance
d, qui n'est pas diﬀérentiable en un nombre ﬁni de points (sur le squelette de Γref ).
En rajoutant une contrainte géométrique au terme d'entropie, nous forçons le contour
à se rapprocher d'un contour de référence. Nous combinons ainsi les avantages d'un critère
d'homogénéité qui permet de segmenter une région qui a des caractéristiques homogènes,
et les avantages d'un contour de référence qui force le contour à respecter une certaine
contrainte. Ce contour de référence pourrait être une segmentation de référence dans une
autre image, une segmentation provenant d'un atlas, une forme de référence ... Nous choi-
sissons ici d'utiliser une segmentation provenant de la ligne de partage des eaux comme
contour de référence.
8.3 Application : distance provenant de l'algorithme de la ligne de
partage des eaux
Nous allons dans cette partie présenter comment nous avons combiné cet a priori géo-
métrique avec une segmentation obtenue par l'algorithme de la ligne de partage des eaux.
Nous déﬁnissons tout d'abord une distance à partir du résultat de la segmentation par ligne
de partage des eaux puis nous utilisons cette distance dans un critère d'a priori géométrique.
Enﬁn nous testons cette nouvelle fonctionnelle pour la segmentation de visages.
8.3.1 Utilisation de l'algorithme de la ligne de partage des eaux pour déﬁnir
une distance
Dans notre approche, nous nous servons de la LPE pour construire une carte de dis-
tances qui permettra ensuite de contraindre le contour actif de façon géométrique.
Un rappel de l'algorithme de la ligne de partage des eaux est présenté en annexe B,
ainsi que la procédure pour réduire le nombre de régions issues de cet algorithme.
8.3. Application : distance provenant de l'algorithme de la ligne de partage des eaux 91
Après avoir obtenu une segmentation avec moins de régions, nous calculons une carte
de distances à partir de cette partition. Notons W l'ensemble des lignes de partage des
eaux. Nous voulons calculer la distance entre un point x du contour actif et l'ensemble de
courbes W . Dans un ensemble contenant plusieurs régions, nous avons une distance signée
pour chaque région. En rassemblant toutes les régions, nous ne gardons plus que l'intérieur
de chaque région et nous ne disposons plus que des distances non-signées. Cette distance
est donnée par :
u(x,W ) = min
y∈W
|x− y| (8.8)
C'est donc la distance euclidienne d'un point x à l'ensemble des courbes issues de l'algo-
rithme de la LPE. En pratique, cette distance peut être calculée par le calcul d'une carte
de distances. De tels algorithmes renvoient des cartes de distances non signées. Nous pou-
vons alors appliquer le calcul d'un critère basé sur cette distance, comme présenté dans
la section 8.1. La ﬁgure 8.4 illustre un exemple de carte de distances sur une image de la
séquence Mother and daughter. Cette distance est pour un point quelconque la distance
à la ligne watersheds la plus proche. Elle est toujours positive mais grâce au premier terme
de l'équation d'évolution du contour actif, le contour peut aller dans les deux sens, en
cherchant à se rapprocher de la ligne watersheds la plus proche.
(a) Image de la séquence Mother and daughter (b) Carte de distances (plus l'intensité lumineuse
est claire, plus le point est éloigné des contours
en rouge)
Fig. 8.4  Carte de distances sur une image de la séquence Mother and daughter (en
rouge sont représentées les lignes de partage des eaux).
8.3.2 Segmentation contrainte par les watersheds
Une fois déﬁnie la distance u, nous pouvons considérer le critère présenté dans la sec-
tion 8.2 en remplaçant la distance signée d par la distance non-signée u déﬁnie en (8.8).
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Nous avons donc le critère de segmentation suivant :
J(Ω) = − 1|Ω|
∫
Ω
q(I(x),Ω) dx+
∫
Γ
ϕ(u(x,W )) ds (8.9)
Ce critère comporte deux termes, l'un étant l'entropie de l'intensité lumineuse de la région
Ω comprise à l'intérieur de la courbe Γ, l'autre terme étant une contrainte de distance à la
ligne de partage des eaux la plus proche. Il va permettre de segmenter des zones homogènes
en terme de luminosité, tout en forçant le contour à s'approcher des zones à fort contour,
le terme de contrainte de distance attirant le contour vers les endroits où le gradient est
fort.
Le choix de la fonction ϕ doit respecter quelques contraintes, comme nous l'avons vu
précédemment. La fonction doit être dérivable, paire sur R+ et doit s'annuler ainsi que sa
dérivée en 0. Pour les expérimentations, nous avons choisi la fonction carré : ϕ(t) = t2.
Le critère (8.9) est dérivable presque partout, sauf sur le squelette de la carte de dis-
tances, i.e. en un nombre ﬁni de points.
Nous obtenons alors l'équation d'évolution suivante pour le contour actif :
∂Γ(p, τ)
∂τ
=
(
Nref ·N 2u+ κu2)N (8.10)
Γ(0, τ) = Γ0(τ)
avec u = u(x,W ) et x = Γ(p, τ).
8.3.3 Résultats expérimentaux
Nous testons la segmentation d'images issues de séquences vidéo en utilisant le critère
(8.9). Nous comparons les résultats obtenus avec et sans la contrainte de distance pour la
segmentation de zones homogènes.
Le premier test est eﬀectué sur une image de la séquence Foreman, nous cherchons à
segmenter le visage. Nous eﬀectuons au préalable une segmentation par LPE pour créer
la carte de distances qui est utilisée comme critère par l'algorithme de contour actif. Nous
choisissons de créer la carte de distances avec une segmentation de l'image en 30 régions.
Le nombre de régions est arbitraire et dépend de l'image considérée. L'idée est de fusionner
les régions obtenues après la ligne de partage des eaux en un nombre qui représente les
zones principales de l'image, i.e. de fusionner au maximum les zones de même couleur par
exemple. La ﬁgure 8.5 présente l'image que l'on cherche à segmenter et la carte de distances
calculée à partir de la partition de cette image en 30 régions.
La ﬁgure 8.6 présente l'évolution du contour actif avec et sans la contrainte de distance
provenant de l'algorithme de la LPE. L'initialisation est un cercle de rayon 80 pixels, cen-
tré sur l'image. La spline qui comporte 128 points d'échantillonnage. Le pas d'évolution
est de 0.5 et la fenêtre de Parzen est une gaussienne de moyenne nulle et de variance 5.
Nous voyons que sans la contrainte géométrique, le contour déborde du visage et inclut une
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(a) Image de la séquence Foreman (b) Carte de distances (plus l'intensité lumineuse
est claire, plus le point est éloigné des contours)
Fig. 8.5  Image issue de la séquence Foreman et carte de distances résultant d'une partition
de l'image en 30 régions par l'algorithme des watersheds.
partie du fond tandis qu'avec la contrainte de distance, le contour segmente correctement
le visage du personnage.
La ﬁgure 8.7 présente quant à elle l'évolution du contour actif sur une image de la
séquence Mother and daughter. La carte de distances est calculée à partir d'une partition
de l'image en 11 régions. L'initialisation est un cercle de rayon 85 pixels, positionné en
(160, 230). La spline représentant le contour comporte 128 points d'échantillonnage. Le pas
d'évolution est de 1.5 et la fenêtre de Parzen est une gaussienne de moyenne nulle et de
variance 5. Nous pouvons remarquer que sans la contrainte géométrique, le contour actif
englobe aussi le visage de la petite ﬁlle et qu'il segmente peu précisément le visage de la
mère. Avec la contrainte géométrique, nous obtenons une segmentation précise du visage
de la mère.
8.4 Conclusion
Nous avons présenté un critère de segmentation basé sur un a priori de distance. Nous
avons combiné un terme d'entropie pour segmenter une région homogène, et un terme de
distance aﬁn de se rapprocher des contours de l'image. Ce terme de distance est ici issu
d'une segmentation préalable obtenue par la méthode de la ligne de partage des eaux. Cette
méthode donne une segmentation basée sur le gradient de l'image et comporte beaucoup de
régions. En combinant l'entropie et cette distance à la segmentation obtenue par la ligne
de partage des eaux, nous améliorons la qualité de la segmentation par rapport à celle
obtenue avec un terme d'entropie seul.
Il pourrait être intéressant de combiner l'entropie à d'autres contraintes géométriques,
comme par exemple des formes de référence aﬁn de segmenter des objets ayant une forme
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(a) Contour initial (b) Contour initial
(c) Itération 100 (d) Itération 100
(e) Itération 400 (f) Itération 400
(g) Itération 900 (h) Itération 900
Fig. 8.6  Evolution du contour actif sans la contrainte géométrique (colonne de gauche)
et avec la contrainte géométrique (colonne de droite).
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(a) Contour initial (b) Contour initial
(c) Itération 100 (d) Itération 100
(e) Itération 200 (f) Itération 200
(g) Itération 400 (h) Itération 400
Fig. 8.7  Evolution du contour actif sans la contrainte géométrique (colonne de gauche)
et avec la contrainte géométrique (colonne de droite).
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particulière. Le critère d'entropie garantirait une certaine homogénéité de l'objet tandis
que la contrainte géométrique assurerait une forme prédéﬁnie.
Troisième partie
Segmentation de séquences vidéo
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Chapitre 9
Introduction à la segmentation de vidéos
La segmentation d'objets dans des séquences vidéo est une tâche diﬃcile. Les objets en
mouvement ne sont pas faciles à segmenter en raison des occultations, des changements de
luminance, du fait que ces objets peuvent être articulés et des mouvements de caméra. Ses
applications peuvent être aussi bien la télésurveillance, l'imagerie médicale, la météorologie
ou l'indexation. De plus, dans les normes de codage comme MPEG-4 et MPEG-7, le dé-
coupage de la vidéo se fait en objets vidéo et non plus en blocs mais cela n'est toujours pas
mis en pratique donc la recherche sur la segmentation et le suivi d'objets en mouvement a
pris de l'importance.
Nous pouvons séparer les méthodes de détection de mouvement des méthodes d'esti-
mation du mouvement. Une revue de ces méthodes peut être trouvée dans [Zha01].
9.1 Détection de mouvement
Dans les méthodes de détection de mouvement, le mouvement des objets n'a pas besoin
d'être calculé, les objets sont caractérisés par le fait que ce sont les seules parties de la vidéo
qui ont un mouvement important. Il s'agit d'abord de distinguer les séquences à caméra
ﬁxe et les séquences à caméra mobile.
Dans les séquences à caméra ﬁxe, seuls les objets en mouvement se déplacent, le fond
de la séquence restant relativement statique. Il peut y avoir des éléments du fond qui ont
un mouvement, comme par exemple des nuages dans le ciel ou bien des branches d'arbre
qui se déplacent avec le vent mais ce ne sont pas les mouvements dominants dans la scène
et la plupart des pixels du fond restent statiques.
Les méthodes les plus simples de détection de mouvement consistent à calculer l'image
diﬀérence entre deux images successives de la séquence vidéo. Les pixels qui ont le plus
fort mouvement sont considérés comme faisant partie de l'objet en mouvement. C'est cette
approche dans un contexte statistique qui est présenté dans [PD00].
On peut aussi faire la diﬀérence entre une image et une image de référence. Par exemple,
dans une application de télésurveillance, on peut disposer d'images de référence (les images
quand il n'y a personne dans la scène) et considérer les éléments diﬀérents de l'image
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courante par rapport à l'image de référence comme les objets d'intérêt. Cette image de
référence peut être celle du fond [PD99].
Il est aussi possible de restaurer l'image tout en segmentant les objets en mouvement
[KDA99].
Dans les séquences à caméra mobile, il est nécessaire d'estimer le mouvement de la ca-
méra aﬁn de le compenser pour pouvoir segmenter les objets en mouvement. Le mouvement
dominant de la scène appliqué à tous les pixels est considéré comme étant le mouvement de
la caméra et les pixels ne suivant pas ce mouvement global forment les objets en mouvement.
Le principe de la compensation de caméra est expliqué dans l'annexe C. Il faut donc com-
penser le mouvement de la caméra aﬁn de se replacer dans un cadre de caméra ﬁxe. L'idée
est d'utiliser une estimation de caméra la plus robuste possible [CBFAB97, OB95]. Wu et
Kittler [WK93] utilisent un modèle de mouvement aﬃne pour représenter le mouvement
de la caméra et détectent les objets en mouvement par un seuillage. De son coté, Salembier
[SM99] propose une approche morphologique pour la segmentation d'objets en mouvement.
Certains ont utilisés des méthodes d'estimation du fond de la séquence vidéo (la par-
tie statique) aﬁn de segmenter les objets en mouvement. En caméra ﬁxe, Jehan-Besson et
al. [JbBA02] ont proposé d'estimer le fond de la séquence à partir de n images de la sé-
quence. Le fond peut aussi être calculé par une approche statistique en modélisant l'image
de diﬀérences comme une mixture de laplaciennes [ST01]. En caméra mobile, on appelle
ce fond une mosaïque [IAB+96, GB02].
9.2 Estimation du mouvement
D'autres méthodes utilisent l'estimation d'un champ dense de mouvement, c'est-à-dire
l'estimation d'un vecteur mouvement par pixel de l'image. Ce sont les méthodes basées sur
le ﬂot optique, qui repose sur le fait qu'il y a invariance d'illumination d'un objet au cours
du temps. Dans ce type d'estimation, il y a beaucoup d'inconnues, à savoir deux fois le
nombre de pixels et il y a une seule contrainte scalaire par pixel. C'est donc un problème
mal posé qui a besoin d'être régularisé. D'un coté certaines méthodes conservent un champ
dense de vecteurs mais imposent des conditions de lissage de façon globale sur le champ
de vecteurs. C'est le cas notamment de [HS81, AWS99, WS01]. D'un autre côté, des mé-
thodes locales contraignent le champ de vecteurs à suivre une hypothèse paramétrique de
mouvement (par exemple un mouvement de translation, aﬃne, ou une homographie) sur
toute l'image ou sur certaines parties de celle-ci [LK81, OB95, WK93]. Une autre méthode
combine ces deux approches en utilisant un champ dense de vecteurs combiné à la robus-
tesse au bruit des méthodes locales [BWS02].
Le ﬂot optique peut servir d'étape préalable à une segmentation [PBMR00, RD04,
RD05, HJBD+06]. Le ﬂot optique est ainsi estimé de façon globale sur l'image considérée
puis cette image est segmentée par contours actifs.
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L'estimation du mouvement de l'objet et l'estimation de ses frontières peuvent aussi
être calculées en même temps [BF93, MP98b, Far99, MK99, SY02, CS03, DGBA05, CS05,
VML06]. De plus le suivi d'objets mobiles au cours de la séquence peut amener l'étude
de critères spatio-temporels pour tenir compte des propriétés spatiales de l'objet considéré
[MEFM02, BRDW03].
9.3 Présentation des travaux sur la segmentation de séquences vidéo
Dans cette partie nous présentons deux méthodes de segmentation d'objets en mouve-
ment dans des séquences vidéo. Tout d'abord dans le chapitre 10, nous utilisons un champ
de vecteurs dense calculé au préalable pour minimiser l'entropie de ses composantes. Nous
segmentons de cette façon des objets en mouvement mais la précision de cette segmenta-
tion repose sur la qualité du ﬂot optique obtenu et de ce fait, certaines portions des objets
peuvent être laissées de côté.
Dans le chapitre 11, nous proposons une autre méthode de segmentation d'objets mo-
biles. Cette fois-ci nous ne calculons plus de champ dense mais nous cherchons à estimer
conjointement le mouvement des objets et leur segmentation. Pour ce faire nous minimi-
sons une fonctionnelle spatio-temporelle prenant en compte le mouvement et l'intensité des
objets d'intérêt. Cette méthode a l'avantage de combiner le spatial et le temporel et permet
de segmenter correctement des objets en mouvement même si des séquences très diﬃciles
peuvent mettre en défaut le modèle proposé.
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Chapitre 10
Segmentation de données vectorielles :
entropie du ﬂot optique
Dans ce chapitre nous proposons de segmenter des objets en mouvement dans des sé-
quences vidéo à caméra ﬁxe ou mobile. Nous considérons le ﬂot optique des séquences vidéo
à segmenter, c'est-à-dire que nous calculons un vecteur mouvement par pixel pour chaque
paire d'images consécutives. Nous faisons face à un champ dense de vecteurs mouvement.
Les caractéristiques que nous considérons sont donc les coordonnées du vecteur mouve-
ment : f(x) = [u, v]T . Ce n'est pas uniquement la longueur du vecteur mouvement que
nous allons prendre en compte, mais aussi sa direction.
Nous présentons tout d'abord le critère de segmentation que nous considérons, à savoir
l'entropie des composantes des vecteurs mouvement. Puis nous testons ce critère sur des
champs de mouvement synthétiques aﬁn de valider la méthode. Enﬁn, nous appliquons ce
critère à des séquences réelles dont le mouvement est estimé par ﬂot optique.
10.1 L'entropie pour segmenter le mouvement
Nous cherchons à segmenter des objets mobiles dans des séquences vidéo. Pour ce faire,
nous calculons le ﬂot optique de la séquence vidéo puis nous cherchons à minimiser l'entro-
pie des vecteurs mouvement obtenus avec le ﬂot optique. Nous utilisons donc l'entropie de
données vectorielles comme dans le chapitre 6 mais cette fois les données vectorielles sont
des vecteurs mouvement.
10.1.1 Entropie
Nous considérons donc le critère de segmentation suivant :
H(Ω) = − 1|Ω|
∫
Ω
log p(f(x),Ω)dx (10.1)
avec f le vecteur mouvement en chaque point à savoir f = [u, v]T .
Le critère à minimiser est l'entropie des vecteurs mouvement en chaque point de la
région Ω. Nous cherchons des régions où les vecteurs mouvement sont les plus homogènes
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possibles. De ce fait nous allons séparer les objets qui ont un mouvement diﬀérent.
Pour minimiser le critère (10.1), nous avons besoin de le dériver. Nous rappelons l'ex-
pression de la dérivée eulérienne dans la direction V d'un tel critère :
dH(Ω,V) = −
∫
Γ
1
|Ω|
(
A(s,Ω) + ϕ(p(f(s),Ω))
)
(V ·N)ds . (10.2)
avec
A(s,Ω) = −
(
H(Ω) + 1 +
1
|Ω|
∫
Ω
Kh(f(x)− f(s))
p(f(x),Ω)
dx
)
.
et Kh est le noyau gaussien de moyenne nulle et de variance h.
De cette dérivée nous en déduisons l'équation d'évolution du contour actif :
∂Γ
∂τ
(s) =
1
|Ω|
(
A(s,Ω) +− log(p(f(s),Ω)))N (10.3)
avec s = Γ(p, τ), N la normale interne au contour actif et :
A(s,Ω) = −
(
H(Ω) + 1 +
1
|Ω|
∫
Ω
Kh(f(x)− f(s))
p(f(x),Ω)
dx
)
10.1.2 Entropie conditionnelle
Dans les expérimentations, nous minimisons un critère correspondant à l'entropie de
l'image sachant que l'on se situe à l'intérieur ou à l'extérieur de la courbe. Cela représente
donc l'entropie conditionnellement à un label d'appartenance à la région. La fonctionnelle
est alors :
J(Γ) = |Ωin|H(Ωin) + |Ωout|H(Ωout) (10.4)
avec Ωin la région comprise à l'intérieur de la courbe et Ωout la région comprise à l'extérieur.
La dérivée eulérienne de cette fonctionnelle dans la direction V est donnée par :
dJ(Γ,V) =
∫
Γ
(
log(p(f(s),Ωin)) +
1
|Ωin|
∫
Ωin
Kh(f(x)− f(s))
p(f(x),Ωin)
dx− 1 (10.5)
− ( log(p(f(s),Ωout)) + 1|Ωout|
∫
Ωout
Kh(f(x)− I(s))
p(f(x),Ωout)
)
dx− 1
)
(V ·N)ds
Nous pouvons alors en déduire l'équation d'évolution du contour actif :
∂Γ
∂τ
(s) =
(
log
p(f(s),Ωout)
p(f(s),Ωin)
− 1|Ωin|
∫
Ωin
Kh(f(x)− f(s))
p(f(x),Ωin)
dx
+
1
|Ωout|
∫
Ωout
Kh(f(x)− f(s))
p(f(x),Ωout)
dx
))
N (10.6)
Dans cette équation, le premier terme est prépondérant. Si la densité de probabilités
p(f(s),Ωout) est supérieure à p(f(s),Ωin) la courbe va avancer vers l'intérieur pour exclure
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le pixel considéré. Ainsi si le mouvement calculé au point s a une plus forte probabilité
d'appartenir au fond plutôt qu'à l'objet, l'algorithme va faire évoluer la courbe de façon à
ne pas inclure ce point dans la région comprise à l'intérieure de la courbe.
Nous allons utiliser cette équation pour segmenter des objets en mouvement, tout
d'abord en considérant des mouvements synthétiques puis en considérant des séquences
d'images réelles et en calculant le mouvement par ﬂot optique.
10.2 Résultats sur des images synthétiques
Dans cette section, nous présentons des résultats de segmentation sur des champs de
vecteurs mouvement synthétiques en utilisant un descripteur basé sur l'entropie condition-
nelle. Nous testons tout d'abord le critère sur des mouvements synthétiques aﬁn de valider
la méthode avant de la confronter à des séquences réelles.
Pour ne pas prendre en compte que la longueur des vecteurs mouvement mais aussi
leur direction, les coordonnées 2D (u, v) des vecteurs sont utilisées.
Les ﬁgures suivantes représentent seulement un vecteur sur 10, et pour plus de lisibilité,
leur taille est multipliée par 8. Le point de départ de chaque vecteur est le pixel à partir
duquel le vecteur est calculé.
Le premier exemple montre un rectangle se déplaçant vers la droite sur un fond se
déplaçant vers la gauche (ﬁgure 10.1(a)). Les vecteurs du rectangle et du fond ont la même
taille donc la longueur du vecteur ne peut pas nous donner d'information discriminante
pour la segmentation dans ce cas. Mais comme nous prenons en compte la direction du
vecteur, la segmentation du rectangle peut se faire correctement. La ﬁgure 10.1(c) montre
la segmentation ﬁnale de cet exemple.
Dans le second exemple, trois rectangles de taille diﬀérente ayant un mouvement dif-
férent, sont situés sur un fond qui se déplace (ﬁgure 10.2(a)). La ﬁgure 10.2(e) montre le
résultat de la segmentation. Un petit rectangle débordant sur les trois diﬀérents champs
de vecteurs est choisi comme initialisation donc il va devoir s'étendre à certains endroits
et rétrécir à d'autres. De plus, il va y avoir un changement de topologie, c'est-à-dire qu'il
va devoir se scinder en plusieurs morceaux. L'évolution des histogrammes est présentée sur
la ﬁgure 10.3. La colonne de gauche montre l'évolution de l'histogramme du fond, tandis
que celle de droite présente celle de l'histogramme des objets. De façon claire, le pic en
(0, 1) correspond au mouvement du fond qui disparaît graduellement dans l'histogramme
de l'objet, tandis que dans l'histogramme du fond il reste le seul pic. Cela montre que notre
approche réussit à segmenter plusieurs objets ayant un mouvement diﬀérent sur un fond
dont le mouvement est homogène.
Le dernier exemple synthétique montre un disque qui s'élargit sur un fond qui se déplace
vers la droite (ﬁgure 10.4(a)). Ici les vecteurs mouvement de l'objet vont dans presque
toutes les directions. La longueur de ces vecteurs n'est pas non plus constante à l'intérieur
de l'objet. Malgré cela, notre méthode est capable de segmenter correctement le disque du
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(a) Rectangle se déplaçant
(b) Contour initial (c) Contour ﬁnal
Fig. 10.1  Rectangle se déplaçant : Segmentation
fond parce que le mouvement du fond est homogène. La ﬁgure 10.4 illustre ce résultat.
10.3 Résultats sur des séquences réelles
Dans la partie précédente, nous avons étudié le cas de champs de vecteurs mouvement
synthétiques et nous avons pu observer le résultat de la segmentation de champs de mou-
vement simples. Pour segmenter des séquences réelles, il nous faut estimer le mouvement
entre deux images successives de la séquence. Pour cela, nous calculons le ﬂot optique
entre deux paires d'images. Notons que nous pourrions utiliser n'importe quel méthode
d'estimation de mouvement comme entrée pour notre algorithme de segmentation.
Nous allons donc d'abord présenter l'estimation de mouvement par ﬂot optique puis
nous allons minimiser l'entropie des composantes des vecteurs mouvement obtenus. Nous al-
lons appliquer cette méthode à la segmentation d'objets en mouvement dans des séquences
à caméra ﬁxe et à caméra mobile.
10.3.1 Estimation du mouvement par ﬂot optique
Dans ce qui suit, une séquence d'images est notée I(x, y, t) où (x, y) représente la
localisation dans le domaine de l'image Ω et t le temps. Une façon d'estimer le mouvement
dans une séquence d'images est de calculer le ﬂot optique, c'est-à-dire de calculer pour
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(a) Rectangles se déplaçant
(b) Contour initial (c) Itération 40
(d) Itération 80 (e) Contour ﬁnal
Fig. 10.2  Rectangles se déplaçant : Segmentation
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(a) Histogramme initial du fond (b) Histogramme initial de l'objet
(c) Histogramme initial du fond à l'itéra-
tion 80
(d) Histogramme initial de l'objet à l'itéra-
tion 80
(e) Histogramme ﬁnal du fond (f) Histogramme ﬁnal de l'objet
Fig. 10.3  Rectangles se déplaçant : Evolution des histogrammes
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(a) Disque s'élargissant
(b) Contour initial (c) Contour ﬁnal
Fig. 10.4  Disque s'élargissant : Segmentation
chaque pixel un vecteur mouvement (u, v)T . Pour ce calcul, une hypothèse est faite sur la
constance de la luminosité, c'est-à-dire que les objets de l'image ont une intensité constante
au cours du temps. Cela peut s'écrire sous la forme de l'équation de contraintes du ﬂot
optique :
∂I
∂x
u+
∂I
∂y
v +
∂I
∂t
= 0 (10.7)
Résoudre cette équation est un problème mal posé, car nous ne disposons que d'un équation
scalaire pour chaque point de l'image où nous devons calculer une vecteur à 2 composantes.
Cela implique le rajout d'une seconde contrainte qui assure d'avoir une évolution régulière
du ﬂot optique dans l'espace. Nous cherchons donc le ﬂot optique (u, v) qui minimise la
fonctionnelle suivante :
E(u, v) =
∫
Ω
((
∂I
∂x
u+
∂I
∂y
v +
∂I
∂t
)2
+ α Ψ
(|∇u|2 + |∇v|2)) dxdy (10.8)
où Ψ est une fonction croissante diﬀérentiable, ∇ = (∂x, ∂y)T l'opérateur gradient et α
est un paramètre de régularisation. Cela satisfait nécessairement les équations d'Euler-
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Lagrange :
0 = ∇ · (Ψ′(|∇u|2 + |∇v|2)∇u)− 1
α
∂I
∂x
(
∂I
∂x
u+
∂I
∂y
v +
∂I
∂t
)
(10.9)
0 = ∇ · (Ψ′(|∇u|2 + |∇v|2)∇v)− 1
α
∂I
∂y
(
∂I
∂x
u+
∂I
∂y
v +
∂I
∂t
)
(10.10)
où Ψ′ est la dérivée de Ψ et ∇ · (ab) = ∂xa+ ∂yb.
Une solution à ce problème peut être obtenue en plongeant les équations dans le schéma
dynamique suivant :
uk = ∇ ·
(
Ψ′(|∇u|2 + |∇v|2)∇u)− 1
α
∂I
∂x
(
∂I
∂x
u+
∂I
∂y
v +
∂I
∂t
)
(10.11)
vk = ∇ ·
(
Ψ′(|∇u|2 + |∇v|2)∇v)− 1
α
∂I
∂y
(
∂I
∂x
u+
∂I
∂y
v +
∂I
∂t
)
(10.12)
où k est le paramètre d'evolution. Pour k →∞, la solution (u, v) représente un minimum
de E(u, v).
Le choix de la fonction Ψ inﬂuence le processus de régularisation et donc les résultats de
l'estimation de mouvement. Nous choisissons la fonction qui a été considérée par Schnörr
[Sch94] et Weickert [Wei98] :
Ψ(z2) = λ2
√
1 + z2/λ2 (10.13)
Le paramètre λ est une constante positive qui sert de paramètre de contraste, voir [Wei98].
Le ﬂot optique peut être calculé de façon itérative en utilisant les équations (10.11) et
(10.12). Cela nous donne pour u et v à l'itération k + 1 :
uk+1 = uk +∆k
[
∇ · (Ψ′(z)∇uk)− 1
α
∂I
∂x
(
∂I
∂x
uk +
∂I
∂y
vk +
∂I
∂t
)]
vk+1 = vk +∆k
[
∇ · (Ψ′(z)∇vk)− 1
α
∂I
∂y
(
∂I
∂x
uk +
∂I
∂y
vk +
∂I
∂t
)]
où z = |∇uk|2 + |∇vk|2 et ∆k est la taille du pas. Nous partons simplement d'un champ
de vecteurs nuls et nous ajustons de façon itérative les vecteurs mouvement pour chaque
pixel de l'image jusqu'à atteindre un critère de convergence. Le critère de convergence est
souvent basé sur la diﬀérence de l'énergie à minimiser entre deux itérations.
Un problème pratique qui arrive quand on estime le ﬂot optique est le fait que les
grands déplacements ne sont pas bien estimés : l'algorithme s'arrête alors dans des minima
locaux. En fait cela arrive quand les déplacements sont plus grands que la taille du masque
utilisé pour l'approximation du gradient. Pour résoudre cela, une approche multirésolution
a été implémentée par Mémin et Pérez [MP98a]. Cela signiﬁe que le calcul du ﬂot optique
commence sur une image à une faible (sous-échantillonnée) résolution Ij et continue en
augmentant (doublant) la résolution pas à pas jusqu'à obtenir la taille originale de l'image
I0 (j va de J à 0 avec J représentant la résolution la plus grossière et 0 la résolution
la plus ﬁne). A chaque résolution les vecteurs mouvement de l'étape précédente uj−1 sont
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projetés sur la nouvelle résolution (uj) et seulement les diﬀérences duj sont calculées, c'est-
à-dire que l'estimation existante est aﬃnée. La projection (notée T ci-après) peut être une
duplication ou bien une interpolation bilinéaire.
Par conséquent, la fonctionnelle (10.8) devient la suivante :
E(u, v) =
∫
Ω
((
∇I˜j · duj + I˜jt
)2
+ αΨ
(|∇(Tuj+1 + duj)|2 + |∇(Tvj+1 + dvj)|2))dxdy (10.14)
où I˜j = Ij(x− Tuj+1, t) et I˜jt = Ij(x, t+ 1)− Ij(x− Tuj+1, t).
L'approche multirésolution peut aussi permettre d'éviter d'avoir des trous dans le
champ de mouvement de zones homogènes, c'est-à-dire quand |∇I| est faible. Cela signiﬁe
que les champs de mouvement d'objets en déplacement contenant des zones homogènes
sont mieux remplis mais cela rend leurs frontières plus ﬂoues.
Le mouvement d'objets est diﬃcile à estimer si les séquences vidéo ont été réalisées par
une caméra qui se déplace. De meilleurs résultats sont obtenus en compensant le mouvement
de la caméra, c'est-à-dire en estimant le mouvement global de la séquence. Pour plus de
détails sur la compensation de la caméra, voir l'annexe C.
10.3.2 Résultats expérimentaux
Appliquons maintenant la méthode de segmentation par contours actifs sur les champs
de vecteurs du ﬂot optique. Les résultats suivants sont tous obtenus en utilisant des des-
cripteurs basés sur l'entropie conditionnelle. Nous utilisons la compétition de régions entre
la région comprise à l'intérieur de la courbe Ωin, appelée objet, et la région comprise à
l'extérieur Ωout, appelée fond, de façon à ce que l'entropie des deux régions soit minimisée.
Le ﬂot optique aussi bien que le contour actif, est calculé à deux résolutions diﬀérentes
(que nous noterons petite résolution et grande résolution dans les résultats). Les carac-
téristiques utilisées sont la longueur du contour |u| et les coordonnées du vecteur (u, v).
L'utilisation de la longueur du vecteur et de sa direction n'ont pas permis d'obtenir des ré-
sultats satisfaisants, de plus l'estimation de l'angle de la direction conduit à de nombreuses
erreurs.
La ﬁgure 10.5 montre le contour actif ﬁnal sur la séquence Tennis player en utilisant la
longueur du vecteur mouvement comme caractéristique pour la segmentation (f(x) = |u|).
Le paramètre de lissage α vaut 4000, et le paramètre de contraste λ = 0.001. Nous pouvons
remarquer qu'un pied du joueur de tennis n'a pas été segmenté correctement. L'explication
à cela est que le pied ne bouge pas entre les deux images successives utilisées. De façon
claire, comme seulement des caractéristiques provenant du ﬂot optique ont été utilisées, les
objets qui ne bougent pas ne sont pas segmentés.
Les irrégularités de la courbe sont dues principalement aux inconsistances de l'estima-
tion du ﬂot optique. Il serait probablement utile d'appliquer une régularisation vectorielle
aﬁn de prendre en compte que les données sont des vecteurs et non des données vectorielles.
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(a) Courbe initiale (petite ré-
solution)
(b) Itération 680 (petite réso-
lution)
(c) Contour ﬁnal (grande résolution)
Fig. 10.5  Segmentation en utilisant la longueur du vecteur.
De plus, le petit espace entre la courbe et le coté droit de l'objet est causé par une erreur
de détection de mouvement de la méthode du ﬂot optique à des endroits qui ont été cachés
(problème d'occultation).
La ﬁgure 10.6 montre le contour ﬁnal en utilisant l'entropie des coordonnées des vec-
teurs mouvement (u, v) à la place de leur longueur. La ﬁgure 10.7 présente l'évolution des
histogrammes respectifs, du fond et de l'objet. Les valeurs sont quantiﬁées en utilisant une
grille de 20 par 20, mais seulement les parties signiﬁcatives sont présentées aﬁn de plus de
clarté. Ces résultats sont presque similaires à ceux utilisant la longueur des vecteurs (on
gagne un peu de précision sur le coté du joueur).
Nous testons ensuite la méthode sur la séquence Taxi. La ﬁgure 10.8 illustre les champs
de vecteurs. La ﬁgure 10.9 montre les résultats de segmentation sur la séquence Taxi.
Ici, considérer uniquement la longueur des vecteurs ne permet pas d'obtenir des résultats
satisfaisants, en particulier sur la voiture à gauche tandis que le fait de considérer les
coordonnées (u, v) donne de bien meilleurs résultats.
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(a) Courbe initiale (petite ré-
solution)
(b) Courbe intermédiaire
(petite résolution)
(c) Contour ﬁnal (grande résolution)
Fig. 10.6  Segmentation en utilisant les coordonnées du vecteur (u, v).
10.4 Conclusion
La segmentation d'objets en mouvement peut se faire en calculant un champ dense de
vecteurs mouvement sur toute l'image, c'est-à-dire en calculant un vecteur mouvement par
pixel. Nous avons utilisé l'entropie jointe comme critère pour la segmentation de données
vectorielles, ici les vecteurs mouvement. En considérant l'entropie jointe des coordonnées
des vecteurs mouvement, nous cherchons à segmenter les régions où les vecteurs mouvement
sont les plus homogènes possible. De cette façon nous avons séparé les objets ayant le plus
fort mouvement du reste de l'image.
Plusieurs améliorations pourraient être apportées à la méthode. En eﬀet, une bonne
part de la qualité de la segmentation repose sur la précision de l'estimation du ﬂot optique.
Il faudrait donc obtenir une estimation du ﬂot optique la plus robuste possible. Il serait
intéressant aussi d'obtenir une méthode qui puisse gérer les occultations.
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(a) Histogramme initial du fond (b) Histogramme initial de l'objet
(c) Histogramme du fond, itération 120 (d) Histogramme de l'objet, itération 120
(e) Histogramme ﬁnal du fond (f) Histogramme ﬁnal de l'objet
Fig. 10.7  Evolution des histogrammes en utilisant les coordonnées du vecteur (u, v).
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Fig. 10.8  Flot optique sur la séquence Taxi
(a) Contour initial (petite ré-
solution)
(b) Contour ﬁnal en utilisant la lon-
gueur du vecteur mouvement
(c) Contour ﬁnal en utilisant (u, v)
Fig. 10.9  Segmentation de la séquence Taxi en utilisant la longueur du vecteur (à gauche)
et les coordonnées du vecteur (u, v) (à droite).
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Chapitre 11
Segmentation spatio-temporelle en
minimisant l'entropie jointe du résiduel et
de l'intensité
Dans ce chapitre, nous présentons une méthode de segmentation d'objets en mouve-
ment, dans des séquences vidéo, qui utilise l'entropie comme critère de segmentation. Nous
eﬀectuons une segmentation spatio-temporelle des séquences vidéo en tenant compte non
seulement du mouvement des objets mais aussi de leur couleur.
Tout d'abord nous présentons l'estimation de mouvement puis proposons un critère de
segmentation basé sur l'erreur de prédiction. Nous expliquons ensuite la nécessité de rajou-
ter de l'information spatiale et nous présentons le critère spatio-temporel de segmentation,
basé sur l'entropie jointe. Nous intégrons ce critère dans un schéma de contours actifs et
nous appliquons cette méthode à la segmentation de séquences vidéo. Nous comparons
notre méthode non-paramétrique à un critère faisant des hypothèses sur les distributions
des données pour valider l'intérêt d'une telle approche non-paramétrique.
11.1 Position du problème
Le mouvement d'un domaine Ω peut être calculé en choisissant un modèle de mouve-
ment et en trouvant les paramètres de mouvement qui minimisent une fonction de l'erreur
de prédiction sur le domaine. Au niveau pixel, en faisant l'hypothèse de constance de
l'intensité lumineuse, l'erreur de prédiction est le résiduel suivant
en(v(x),x) = In(x)− In+1(x+ v(x)) (11.1)
où x est un pixel du domaine Ω, In est la nième image en niveaux de gris ou en couleurs
de la séquence, v(x) est le mouvement apparent entre In et In+1 au pixel x (appelé ﬂot
optique). Idéalement, en(x,v(x)) est égal à zéro. En niveaux de gris, il y a une seule
équation pour deux inconnues (les coordonnées de v(x)). Plus généralement, dans les cas
niveaux de gris comme couleurs, il y a plus d'inconnues que d'équations. Par conséquent, le
problème de l'estimation de mouvement doit être contraint. Une solution est de supposer
que le mouvement suit un modèle déﬁni sur Ω [WK93].
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Soit v le vecteur des paramètres de mouvement relatifs au modèle [OB95]. Pour plus
de simplicité, considérons un modèle de translation. Alors l'équation (11.1) devient :
en(v,x) = In(x)− In+1(x+ v), x ∈ Ω . (11.2)
Le mouvement estimé vˆ peut être calculé comme
vˆ = argmin
v
∑
x∈Ω
ϕ(en(v,x)) (11.3)
ou, dans un cadre continu,
vˆ = argmin
v
∫
Ω
ϕ(en(v,x)) dx (11.4)
où ϕ peut être, par exemple, la fonction carrée, la fonction valeur absolue, ou une fonction
typique de l'estimation robuste du mouvement [Hub81, BA96].
La région issue de la segmentation basée mouvement de l'image In peut être formulée
comme étant la plus grande région Ω à l'intérieur de laquelle le mouvement est cohérent
avec le modèle, c'est-à-dire :
Ωˆ = argmin
Ω
∫
Ω
ϕ(en(v(Γ),x)) dx
v(Γ) = argmin
w
∫
Ω
ϕ(en(w,x)) dx
(11.5)
où Γ est la frontière ∂Ω de Ω. Remarquons qu'écrire v(Γ) ou v(Ω) est seulement une
question de notation car Ω est complètement déterminé par Γ et réciproquement. Notons
Et, où t signiﬁe temporel, l'énergie de domaine suivante :
Et(Γ) =
∫
Ω
ϕ(en(v(Γ),x)) dx . (11.6)
Le choix de ϕ revient à faire une l'hypothèse sur la distribution du résiduel en dans
Ω. Par exemple, si ϕ est égal à la fonction carrée, l'estimation du mouvement est réalisée
en faisant l'hypothèse que la distribution est gaussienne ; si ϕ est égal à la fonction valeur
absolue, la distribution est supposée être laplacienne. Cependant, ces hypothèses ne sont en
général pas vériﬁées. En particulier, la présence d'outliers dans le résiduel, dus, par exemple,
à des occultations, à une mauvaise correspondance entre le modèle de mouvement choisi
et le mouvement eﬀectif, à des variations de luminance ... peut conduire à une distribution
complexe et multimodale. Par conséquent, l'estimateur de mouvement dans (11.5) peut
être biaisé et amener à une perte de précision de la segmentation. De plus, un algorithme
de segmentation basé sur le mouvement seulement peut échouer dans les zones homogènes
ou insuﬃsamment texturées.
11.2 Energie proposée
Dans cette section, nous présentons l'énergie que nous utilisons dans notre algorithme.
Tout d'abord nous introduisons une énergie temporelle non-paramétrique, basée sur l'en-
tropie. Nous expliquons les modèles de mouvement utilisés pour l'estimation de mouvement
et nous mettons en avant la nécessité de rajouter de l'information spatiale à cette énergie
temporelle.
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11.2.1 Energie temporelle
11.2.1.1 Energie non-paramétrique basée sur l'entropie
Pour prendre en compte la vraie distribution du résiduel en, nous proposons de faire
dépendre l'énergie de domaine Et de l'estimation pt de la distribution du résiduel plutôt
que du résiduel lui-même. Des approches non-paramétriques ont déjà été proposées notam-
ment dans [MP04, Com03, CM99].
L'énergie proposée est donc :
Et(Γ) =
∫
R
ψ(pt(r)) dr (11.7)
où pt est une estimation de la distribution de en(v(Γ)) dans Ω et v(Γ) est égal à :
v(Γ) = argmin
w
∫
R
ψ(pt(r)) dr (11.8)
avec pt une estimation de la distribution de en(w) dans Ω. Remarquons que le domaine de
déﬁnition de la distribution du résiduel est R en niveaux de gris (comme illustré dans (11.7)
pour simpliﬁer) ou R3 en couleur.
Nous proposons de choisir ψ de façon à ce que (11.7) soit la version continue de l'entropie
de Shannon du résiduel :
ψ(pt) = − pt log(pt) . (11.9)
L'entropie est une mesure de dispersion. Si la segmentation basée mouvement est optimale,
le résiduel devrait être proche de zéro avec une dispersion minimale. De plus, l'entropie
coïncide localement avec la vraisemblance à son optimum. Notons que le maximum de vrai-
semblance est optimal quand la distribution des données est paramétrique. Un critère de
minimum d'entropie devrait donc avoir les mêmes performances qu'un critère de maximum
de vraisemblance dans des cas semblables en étant capable de s'adapter à une distribution
non-paramétrique. En particulier, l'entropie apparaît moins sensible aux outliers en pra-
tique. L'estimation explicite de pt n'est pas nécessaire pour calculer l'entropie [GLMI05].
Mais comme cela sera montré dans le calcul de l'équation d'évolution du contour actif,
nous aurons besoin de formuler pt explicitement. Nous utilisons une méthode de Parzen
pour estimer cette distribution :
ft(r) =
1
|Ω|
∫
Ω
Kh(en(v(Γ),x)− r) dx (11.10)
où |Ω| est le cardinal de Ω et Kh est un noyau gaussien. Il est habituel d'adapter le para-
mètre de lissage h aux données [Sil86, Sco92].
L'énergie proposée (11.7) est une intégrale sur R tandis que l'énergie classique (11.6) est
une intégrale sur Ω. Pour uniﬁer les deux approches dans un schéma commun, l'expression
de l'entropie est remplacée par l'approximation suivante :
Et(Γ) =
∫
Ω
ψ(pt(en(v(Γ),x))) dx (11.11)
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où
ψ(pt) = − 1|Ω| log(pt) . (11.12)
Par conséquent, nous pouvons dire que l'approche paramétrique (11.6) est étendue aux
distributions non-paramétriques en changeant ϕ(en) par ψ(pt), ce qui conduit à l'énergie
suivante : 
Et(Γ) = − 1|Ω|
∫
Ω
log pt(en(v(Γ),x)) dx
v(Γ) = argmin
w
− 1|Ω|
∫
Ω
log pt(en(w,x)) dx
. (11.13)
Le domaine Ωˆ minimisant (11.13) représente une segmentation basée-mouvement de la
frame In.
11.2.1.2 Estimation du mouvement
Comme mentionné plus tôt, le mouvement v doit suivre un modèle dans la région Ω,
Par exemple, il peut être déﬁni par un ensemble de paramètres q [OB95]. Puis, estimer v
dans (11.13) revient juste à estimer q. C'est une tâche d'autant plus facile si la relation
entre v et q est linéaire.
v(Γ) =M q(Γ) (11.14)
où M est une matrice de dimension 2 × l si q est un vecteur de dimension l. Le modèle
de mouvement doit être complexe pour pouvoir prendre en compte le mouvement d'ob-
jets articulés par exemple. De ce fait, résoudre de tels problèmes est un problème inverse
mal posé. Plutôt que de faire intervenir de tels modèles de mouvement complexes, nous
proposons de garder le modèle simple et d'estimer les paramètres localement. L'image In
est divisée en k blocs Bi de taille identique, où k dépend de la taille de l'image. Soit Ωi
l'intersection de Ω avec Bi et soit Γi la frontière de Ωi. L'énergie temporelle (11.13) est
remplacée par :
Elocalt (Γ) = −
1
|Ω|
∫
Ω
log pt(en(v1, . . . ,vk,x)) dx (11.15)
où vi est une notation pour v(Γi), le mouvement de Ωi. Dans ce contexte, le modèle de
mouvement peut être une simple translation. Alors l'équation (11.1) est remplacée par :
en(vi,x) = In(x)− In+1(x+ vi), x ∈ Ωi . (11.16)
Cette approche locale va être utilisée quand l'objet d'intérêt est articulé. Dans les
autres expérimentations, une translation globale sera utilisée. Cela correspond à décompo-
ser l'image In en un seul bloc B1 couvrant la totalité de l'image. Pour un souci de clarté,
nous noterons Et et en(v(Γ),x) à la place de Elocalt et en(v1, . . . ,vk,x), respectivement.
Finalement, pour minimiser l'inﬂuence des occultations, nous utilisons une expression
diﬀérente pour (11.2) :
en(v,x) = minabs{In(x)− In+1(x+ v), In(x)− In−1(x− v)} (11.17)
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où minabs est égale à :
minabs{a, b} =
{
a si min{|a|, |b|} = |a|
b si min{|a|, |b|} = |b| . (11.18)
La fonction minabs n'est pas diﬀérentielle mais nous n'avons pas besoin de la dériver.
11.2.2 Nécessité de considérer l'information spatiale
L'énergie (11.13) est bien adaptée pour la segmentation d'objets sur un fond texturé.
Mais il peut arriver que la segmentation englobe des zones homogènes ou quasi-homogènes.
En eﬀet, de telles zones ont un faible résiduel si elles sont compensées avec le mouvement
estimé de l'objet, du moins tant que l'objet compensé en mouvement reste dans une zone
homogène. Donc, l'énergie (11.13) devrait augmenter de façon négligeable en rajoutant de
telles zones. De plus, comme les notions d'objet et de fond sont arbitraires et peuvent être
échangées, nous pouvons remarquer que ce phénomène peut aussi se produire si l'objet
contient des zones homogènes près de sa frontière.
La solution proposée est de combiner de l'information spatiale et de l'information tem-
porelle [BRDW03]. Pour se conformer au schéma proposé, l'entropie va devenir une entropie
jointe du résiduel et de l'intensité ou la couleur de l'objet. Intuitivement, l'entropie de la
couleur de l'objet va augmenter si le domaine de l'objet inclut du fond car de nouvelles
couleurs vont être ajoutées à l'objet. Si le fond a la même couleur que l'objet près de sa
frontière, alors il n'y a pas d'information objective pour trouver la frontière de l'objet. De
plus, cela augmente la dispersion de la distribution de la couleur. Par conséquent, cela fait
augmenter l'entropie.
La ﬁgure 11.1 illustre ce phénomène. Cette séquence vidéo est ﬁlmée depuis un véhicule
en déplacement. Toute la scène a donc un mouvement. Seulement par eﬀet de perspective
les objets du premier plan comme l'arbre ont un mouvement beaucoup plus prononcé que
le fond de la scène. Nous cherchons à segmenter l'arbre qui a un mouvement apparent de la
droite vers la gauche. Sur cette image, nous montrons une segmentation correcte de l'arbre
(colonne de gauche) et les pdf respectivement du résiduel et de l'intensité lumineuse (au
centre et en bas). Sur la colonne de droite sont représentées les mêmes illustrations en
incluant une partie du ciel (homogène) dans la segmentation de l'objet. Nous pouvons re-
marquer qu'inclure une partie du ciel ne fait que rajouter des zéros dans la pdf du résiduel
et donc ne fait pas augmenter de façon signiﬁcative l'entropie du résiduel. Au contraire en
considérant l'intensité lumineuse de l'objet, rajouter une partie du fond fait apparaître une
nouvelle modalité dans la pdf de l'objet et fait donc augmenter l'entropie de l'intensité de
l'objet. Cette illustration montre qu'il peut être intéressant de considérer l'information spa-
tiale dans le critère de segmentation des objets en mouvement, pour éviter de sur-segmenter
en présence de zones homogènes.
Nous pouvons remarquer que cette approche déﬁnit un schéma général pour de la
segmentation multimodale : l'entropie conjointe permet de combiner un nombre arbitraire
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(a) Segmentation de l'arbre (b) Segmentation de l'arbre en englobant du
ciel
(c) Pdf du résiduel en. Entropie : 4.65 (d) Pdf du résiduel en. Entropie : 4.50
(e) Pdf de l'intensité In. Entropie : 7.21 (f) Pdf de l'intensité In. Entropie : 7.54
Fig. 11.1  Comparaison des fonctions de densité de probabilité (pdf ) du résiduel et de
l'intensité de l'image à l'intérieur du contour en segmentant correctement l'arbre (à gauche)
et en incluant une partie du fond homogène (à droite). La pdf du résiduel a été ramenée
de [−255; 255] à [0; 255] pour une meilleure lisibilité et la pdf de l'intensité est représentée
dans l'espace couleur YUV en considérant les canaux Y et U.
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de modalités. En pratique, ce nombre est limité par le nombre d'échantillons disponibles,
c'est-à-dire le nombre de pixels de l'image. Si les échantillons sont trop peu nombreux alors
l'entropie sera mal estimée.
11.2.3 Combiner les énergies spatiale et temporelle
Comme présenté précédemment l'information spatiale et temporelle peuvent être com-
binées de façon cohérente en considérant l'entropie conjointe du résiduel et de l'intensité
ou la couleur de l'objet. L'énergie spatio-temporelle est alors la suivante :
E(Γ) = − 1|Ω|
∫
Ω
log p(en(v(Γ),x), In(x)) dx (11.19)
où p est maintenant la distribution conjointe du résiduel et de la couleur de l'image à
l'intérieur du domaine de l'objet Ω.
Supposons que le résiduel et la couleur sont indépendants. Considérons le modèle de
séquence suivant :
In+1(x) = In(T (x)) + n(x) (11.20)
où T est une transformation et n un bruit blanc gaussien. Le résiduel vaut :
en(v(x),x) = In(x)− In+1(v(x)) . (11.21)
si le mouvement est estimé parfaitement alors v est égal à T−1 et :
en(v(x),x) = In(x)− In+1(T−1(x)) (11.22)
= In(x)− In(x) + n(T−1(x))
= n(T−1(x)) .
en(v(x),x) est alors indépendant de In.
Si la transformation n'est pas correctement estimée, alors le résiduel est certainement
corrélé avec In. Il faut alors estimer des densités de probabilité jointes et ce n'est pas simple
avec une méthode à noyaux comme celle de Parzen. D'autre méthodes, comme par exemple
celles basées sur les k-ièmes plus proches voisins sont plus adaptées pour travailler dans
des dimensions supérieures à 1 (voir par exemple les travaux en cours de [BDB07]).
Cependant la corrélation entre In et en est seulement partielle. En fait, le modèle (11.20)
n'est pas réaliste. Il n'existe pas de telle transformation T , l'image In+1 étant une projection
sur un plan 2D d'une scène 3D. En général quelques parties de l'objet dans In deviennent
invisibles dans In+1 tandis que d'autres deviennent visibles. Alors l'image In+1 ne peut pas
être déduite entièrement de In. En d'autres termes, le résiduel contient de l'information
imprévisible étant donné In. Au ﬁnal, si la transformation représentée par le mouvement
v(Γ) est bien estimée alors il est tout de même raisonnable de faire l'hypothèse d'indépen-
dance.
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En utilisant cette hypothèse, l'énergie (11.19) peut être ré-écrite comme suit :
E(Γ) = − 1|Ω|
∫
Ω
log pt(en(v(Γ),x)) dx− 1|Ω|
∫
Ω
log ps(In(x)) dx
= Et(Γ) + Es(Γ) (11.23)
où s dans Es et ps signiﬁe spatial et v(Γ) est déﬁnie dans (11.13).
Remarquons qu'en faisant cette hypothèse d'indépendance nous obtenons une somme
de deux énergies, ce qui est fréquemment utilisé quand on veut minimiser simultanément
plusieurs énergies. Nous obtenons ici la somme de deux entropies. Notons que généralement
des termes de pondération sont introduits pour mesurer l'inﬂuence de chaque énergie, ce
qui n'est ici pas le cas et nous n'avons donc pas de paramètre à régler entre les termes. Ce
paramètre n'est en général pas facile à régler et est souvent déterminé expérimentalement.
11.3 Vers l'équation d'évolution du contour actif
Pour minimiser l'énergie (11.23), nous devons calculer sa dérivée par rapport à Γ. Nous
pouvons montrer que la dérivée de forme dEt de Et est donnée par :
dEt(Γ, F ) =
1
|Ω|
∫
Γ
[
log pt(en(v(Γ), s))− 1 + Et(Γ) (11.24)
+
1
|Ω|
∫
Ω
Kσ(en(v(Γ), s)− en(v(Γ),x))
pt(en(v(Γ),x))
dx
]
N(s) · F (s) ds
où N est la normale intérieure de Γ.
Nous pouvons remarquer que la distribution pt apparaît explicitement dans la dérivée
comme mentionné, dans la partie 11.2.1.
L'expression de dEs(Γ, F ) est similaire. La dérivée de forme de (11.23) est égale à :
dE(Γ, F ) = dEt(Γ, F ) + dEs(Γ, F ) (11.25)
La dérivée (11.24) a donc la forme suivante :
dEt(Γ, F ) =
∫
Γ
(αt(s) N(s)) · F (s) ds = 〈αt N,F 〉L2 (11.26)
où 〈, 〉L2 est le produit scalaire L2 sur Γ. Alors, αt N est par déﬁnition le gradient de (11.13)
à Γ. Le gradient de Es est obtenu de la même façon et mis sous la forme αs N .
A partir de la dérivée de l'énergie nous pouvons en déduire l'équation d'évolution du
contour actif : 
Γ(τ = 0) = Γ0
∂Γ
∂τ
= −(αt + αs) N
(11.27)
où τ est le paramètre d'évolution. Classiquement, une descente de gradient est eﬀectuée
jusqu'à obtenir la condition d'arrêt αt + αs = 0.
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Nous choisissons de considérer l'entropie de l'intensité lumineuse sachant que l'on se
trouve à l'intérieur ou à l'extérieur du contour. Pour cela notons Ωin la région comprise à
l'intérieur du contour (l'objet), de frontière Γin et Ωout la région comprise à l'extérieur, de
frontière Γout. D est le domaine de l'image. Nous déﬁnissons la fonction C de façon à ce
qu'elle caractérise l'objet : C = 1 à l'intérieur de l'objet et C = 0 à l'extérieur. L'entropie
jointe du résiduel et de l'intensité lumineuse conditionnellement à C s'écrit :
H(en, In|C) =
∑
i∈{0,1}
p(C = i) H(en, In|C = i) (11.28)
avec p(C = 0) la probabilité de l'événement C = 0, et p(C = 1) la probabilité de C = 1. Or
l'entropie H(en, In|C = 1) peut être approximée et s'écrire comme l'énergie E(Γin) déﬁnie
en (11.19), c'est une approximation de l'entropie conjointe entre le résiduel et l'intensité,
conditionnellement à C = 1. De la même façon, H(en, In|C = 0) peut être approximée par
E(Γout). L'énergie 11.28 s'écrit alors :
H(en, In|C) = p(C = 1) E(Γin) + p(C = 0) E(Γout) (11.29)
=
|Ωin|
|D| E(Γin) +
|Ωout|
|D| E(Γout)
En multipliant l'énergie par une constante sans inﬂuencer la segmentation nous obtenons :
H(en, In|C)|D| = |Ωin| E(Γin) + |Ωout| E(Γout)
= Erc (11.30)
en notant Erc l'énergie en compétition de régions.
Nous nous retrouvons ainsi avec une énergie en compétition de régions, qui prend en compte
la taille des régions. De plus cette énergie est équivalente au critère du maximum de vrai-
semblance qui est fréquemment utilisé.
La dérivée de forme de (11.30) peut être obtenue en appliquant la loi de dérivation
(u v)′ = u′ v + u v′, et en utilisant la dérivée suivante :
d(|Ω|)(Γ, F ) = d
(∫
Ω
dx
)
(Γ, F ) (11.31)
= −
∫
Γ
N(s) · F (s) ds . (11.32)
Les termes relatifs à l'objet et ceux relatifs au fond peuvent être assemblés en notant
que Γin et Γout sont identiques à un signe d'orientation près. En particulier, la normale
intérieure Nout de Γout est égale à −N .
Nous avons donc présenté l'énergie spatio-temporelle qui va servir à segmenter des ob-
jets en mouvement dans les séquences vidéo. Nous présentons maintenant quelques résultats
sur diﬀérentes séquences vidéo. Nous comparons les énergies temporelle, spatiale et spatio-
temporelle ainsi que notre critère non-paramétrique à un critère utilisant des distributions
paramétriques.
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11.4 Résultats expérimentaux
Nous présentons dans cette section quelques résultats expérimentaux pour montrer l'ef-
ﬁcacité de notre énergie spatio-temporelle. Nous rappelons tout d'abord les conditions d'ex-
périmentations puis nous comparons les énergies temporelle, spatiale et spatio-temporelle
sur des séquences synthétiques et des séquences réelles. Nous comparons ensuite notre
approche à une méthode utilisant des distributions paramétriques. Finalement nous pré-
sentons des résultats en suivi d'objet en mouvement en utilisant les deux modèles de mou-
vement proposés : le global et le local.
11.4.1 Conditions d'expérimentations
Nous exposons les conditions d'expérimentation en donnant quelques détails sur l'im-
plémentation.
Pour rappel, l'énergie proposée a la forme suivante :
Erc(Γ) = |Ωin| E(Γin) + |Ωout| E(Γout) (11.33)
où (voir Eq. (11.23))
E(Γi) = Et(Γi) + Es(Γi) avec i ∈ {in, out} . (11.34)
Pour eﬀectuer des comparaisons, l'énergie (11.33) sera aussi utilisée sous deux formes in-
complètes : quand Es est supprimé de la déﬁnition de E dans (11.34), l'énergie sera appelée
énergie temporelle ; quand Et est supprimé de la déﬁnition de E, l'énergie sera appelée éner-
gie spatiale. Dans sa forme complète, elle est appelée énergie spatio-temporelle.
Les tests ont été eﬀectués sur des séquences synthétiques et réelles. Les séquences syn-
thétiques sont composées d'images de taille 300×300 pixels et les séquences réelles sont des
séquence en format cif (352× 288 pixels), toutes étant représentées dans l'espace couleur
YUV. Nous ne tenons pas compte du canal couleur V et considérons donc les deux canaux
Y et U . Les distributions de In et en sont des fonctions de R2 vers R construites à partir
d'échantillons de [0..255]2 et de [−255, 255]2 respectivement. (L'intervalle [a..b] représente
des entiers tandis que [a, b] représente des réels. Les échantillons de en ne sont pas forcément
des entiers car In+1(x+ v) est interpolée bilinéairement). Nous supposons l'indépendance
entre les canaux Y et U et de ce fait les termes d'entropie s'écrivent comme la somme
des entropies sur chaque composante (de la même façon que nous obtenons l'écriture de
l'énergie E comme la somme des énergies Et et Es).
Pour estimer la densité de probabilités des données sur la région Ω, nous utilisons une
méthode à noyaux. La largeur de bande de ce noyau est calculé en utilisant la déviation
standard sur la région [Sil86] :
h = 0.9min(σˆ, qˆ/1.34) |Ω|−1/5 (11.35)
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où σˆ est la déviation standard et qˆ l'étendue interquartile, des données estimées sur la
région Ω. Cette méthode d'estimation de largeur de bande est appelée plug-in.
L'estimation du mouvement a été implémentée en utilisant un modèle de translation.
Nous avons utilisé une méthode sous-optimale rapide (la recherche en diamant [TRRK98])
qui permet dans notre cas un mouvement de -12/+12 pixels dans les deux directions avec
une précision au quart de pixel. Cette procédure a été utilisée pour le mouvement global
sur la région Ω et pour le mouvement local sur chaque Ωi.
Le nombre de points d'échantillonnage de la spline représentant le contour est de 60 et
le pas d'évolution est de 0.5.
Dans les résultats suivants, la segmentation consiste en une initialisation loin de la
solution (généralement un cercle) suivie de l'évolution du contour, le tout sur une seule
image. Un suivi d'objets sur une séquence d'images consiste en une initialisation provenant
de la segmentation de l'image précédente et translatée du mouvement de l'objet, suivie par
l'évolution du contour actif.
11.4.2 Comparaisons avec énergie spatiale, temporelle et spatio-temporelle
Dans cette première partie nous comparons les résultats obtenus en utilisant l'énergie
spatiale seule, l'énergie temporelle seule et enﬁn l'énergie spatio-temporelle. Nous présen-
tons tout d'abord des segmentations de séquences synthétiques puis de séquences réelles.
11.4.2.1 Séquences synthétiques
Les séquences synthétiques suivantes ont été créées en combinant diﬀérents motifs tex-
turés et homogènes. Un objet se déplace en translation de−3 pixels sur un fond se déplaçant
de 1 pixel. La ﬁgure 11.2 présente les résultats de segmentation sur diﬀérentes combinaisons
de textures, en utilisant le critère temporel seul, le critère spatial seul et le critère spatio-
temporel. Les résultats tendent à montrer qu'en présence de textures, le critère temporel
est eﬃcace, en présence de zones homogènes, le critère spatial se comporte mieux que le
critère temporel et dans tous les cas le critère spatio-temporel réussit à segmenter correcte-
ment l'objet. La combinaison d'informations spatiale et temporelle semble appropriée pour
segmenter des séquences qui contiennent à la fois des zones homogènes et texturées.
11.4.2.2 Séquences de test réelles
Comme dans la section précédente, nous comparons l'énergie spatio-temporelle à l'éner-
gie spatiale seule et à l'énergie temporelle seule. La première séquences est Flowers and
garden (ﬁgure 11.3). C'est une séquence prise en caméra mobile, et donc l'arbre du premier
plan a un déplacement apparent bien plus fort que les maisons du fond de l'image. La seg-
mentation y est diﬃcile à cause des textures des ﬂeurs et du ciel homogène qui ne permet
pas une estimation correcte du mouvement. En utilisant l'énergie temporelle seule, quand
le contour atteint le ciel, l'énergie temporelle diminue, et donc nous pouvons observer une
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Temporel seul Spatial seul Spatio-temporal
Fig. 11.2  Comparaisons des critères temporel, spatial et spatio-temporel pour la segmen-
tation d'objets synthétiques sur des fonds synthétiques. Première ligne, un objet homogène
sur un fond homogène ; seconde ligne, un objet homogène sur un fond texturé ; troisième
ligne, un objet texturé sur un fond homogène ; dernière ligne, un objet texturé sur un fond
texturé.
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sur-segmentation de l'arbre sur le ciel. Avec l'énergie spatiale seule, l'algorithme de seg-
mentation inclut les maisons dans la segmentation du fait qu'elles sont de la même couleur
que l'arbre. Finalement, l'énergie spatio-temporelle permet de ne pas sur-segmenter le ciel
et de ne pas déborder sur les maisons.
(a) Initialisation (b) Temporel seul
(c) Spatial seul (d) Spatio-temporel
Fig. 11.3  Segmentation de l'arbre sur la séquence `Flowers and garden'.
La seconde séquence présentée est Soccer (ﬁgure 11.4). Cette séquence présente la
diﬃculté d'avoir un objet articulé, le joueur de football, à segmenter. L'objet ne réalise
pas une transformation rigide comme permise par notre modèle de mouvement. De plus,
les couleurs de sa tête et de ses pieds sont proches des couleurs contenues dans le fond.
L'énergie temporelle seule ne permet de segmenter que les zones qui obéissent au modèle
de mouvement, tandis que l'énergie spatiale ne réussit pas à segmenter la tête à cause de
sa couleur. L'énergie spatio-temporelle réussit bien à segmenter le joueur, elle rate parfois
un pied du joueur quand aucune des deux énergies seules ne réussit à le segmenter. En
eﬀet, nous pouvons observer que l'énergie spatiale aide le terme temporel aux endroits
qui n'obéissent pas au modèle de mouvement, c'est-à-dire aux zones articulées tandis que
l'énergie temporelle aide le terme spatial quand la couleur n'est pas discriminante.
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(a) Initialisation (b) Temporel seul
(c) Spatial seul (d) Spatio-temporel
Fig. 11.4  Segmentation d'un joueur sur la séquence `Soccer'.
La troisième séquence est Football (ﬁgure 11.5). Là encore, c'est une séquence diﬃcile
de par le mouvement non-rigide qu'eﬀectue le joueur de football tout comme les couleurs
très diﬀérentes de sa tenue. De même que pour l'exemple précédent, l'énergie temporelle ne
permet de segmenter que les parties qui bougent de façon rigide et l'énergie spatiale réussit
à segmenter les zones les plus homogènes. La combinaison des deux parvient à réaliser une
meilleure segmentation même s'il manque un pied à cause de son mouvement non rigide et
de sa couleur bien distincte.
11.4.3 Approche non-paramétrique comparée à l'approche paramétrique
Nous pouvons nous demander quelles améliorations apporte le fait de considérer des
estimations non-paramétriques de la distribution de l'erreur de prédiction et de celle de
la couleur, par opposition aux termes classiques d'erreur correspondant à des hypothèse
paramétriques. Pour une juste comparaison, les hypothèses paramétriques des distributions
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(a) Initialisation (b) Temporel seul
(c) Spatial seul (d) Spatio-temporel
Fig. 11.5  Segmentation d'un joueur sur la séquence `Football'.
doivent être choisies de façon appropriée.
11.4.3.1 Comparaison temporelle
Nous comparons tout d'abord l'énergie temporelle que nous proposons à une énergie ba-
sée sur une approche paramétrique dans le sens qu'elle suppose une distribution spéciﬁque
des données.
L'erreur de prédiction est corrompue par des outliers dus en particulier au bruit, à des
variations d'illumination, à des erreurs de correspondance avec le modèle de mouvement et
à des occultations. Choisissons la somme des valeurs absolues (appelée généralement SAD)
comme terme classique d'erreur [WK93], pour sa robustesse aux outliers et notons que ce
terme provient d'une hypothèse laplacienne. En eﬀet, si le résiduel en est un champ aléatoire
spatialement décorrélé avec une distribution laplacienne de moyenne µe et d'échelle σ, la
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probabilité d'avoir un tel champ, conditionnée par un mouvement v, est égale à :
p(en|v) = 1(2σ)|Ω|
∏
x∈Ω
exp−|en(v,x)− µe|
σ
. (11.36)
L'estimation du maximum de vraisemblance de v est équivalente à :
argmax
v
∏
x∈Ω
exp−|en(v,x)− µe|
σ
(11.37)
⇐⇒ argmax
v
log
(∏
x∈Ω
exp−|en(v,x)− µe|
σ
)
(11.38)
⇐⇒ argmin
v
∑
x∈Ω
|en(v,x)− µe|
σ
(11.39)
En pratique, choisir µe diﬀérent de zéro peut seulement être motivé par un changement
global de l'illumination entre les images In et In+1. En faisant l'hypothèse que l'illumination
globale reste constante, µe va être mis à zéro. Alors l'estimation (11.39) est équivalente à :
argmin
v
∑
x∈Ω
|In(x)− In+1(x+ v)|
σ
(11.40)
qui est le critère SAD.
Pour la comparaison, nous utilisons une approximation diﬀérentiable de la SAD. Nous
notons cette méthode ABS dans la suite.
Nous évaluons l'énergie temporelle sur la séquence synthétique Marbled blocks dans
laquelle plusieurs blocs évoluent sur un fond constitué de la même texture. Les blocs et le
fond ayant la même texture, seul un critère temporel peut réussir à segmenter correctement
les blocs. Nous choisissons de segmenter le bloc à droite dans la séquence.
La ﬁgure 11.6 montre les résultats obtenus par les deux méthodes pour la segmentation
du bloc de droite en prenant un cercle comme initialisation. Le mouvement a été estimé
entre deux images successives. La méthode ABS ne réussit pas à segmenter correctement
le bloc tandis que notre méthode y parvient.
Ensuite nous présentons sur la ﬁgure 11.7 un suivi de ce bloc de l'image 50 à l'image 200.
Pour avoir un fort mouvement et montrer la stabilité de notre méthode, nous avons sous-
échantillonné la séquence à un rapport de 1/5. Ces images montrent que nous obtenons
un meilleur suivi que la méthode ABS, notamment sur le côté droit où se produit un
phénomène d'occultation. La méthode paramétrique est donc plus instable que la notre,
surtout aux endroits où le mouvement est mal estimé.
Nous présentons enﬁn sur la ﬁgure 11.8 les résultats de segmentation en utilisant les
deux méthodes. Sur cette séquence le bâtiment du milieu a un fort mouvement par-rapport
au fond mais ce mouvement est plus complexe que la translation permise par notre modèle
de mouvement. Nous pouvons toutefois constater que la segmentation est meilleure avec
notre approche non-paramétrique par-rapport à la méthode classique ABS.
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D'après les expérimentations, la segmentation semble donner de meilleurs résultats
avec notre approche non-paramétrique qu'avec une approche paramétrique classique, no-
tamment au niveau des occultations.
(a) Initialisation avec un cercle (b) Segmentation obtenue avec
notre méthode
(c) Segmentation obtenue avec la
méthode ABS
Fig. 11.6  Comparaison du terme temporel avec une méthode classique paramétrique de
l'image 50 de la séquence Marbled blocks
11.4.3.2 Comparaison spatio-temporelle
Nous voulons maintenant comparer le critère spatio-temporel à un critère équivalent en
paramétrique. Concernant l'énergie temporelle, nous reprenons ce qui est présenté dans la
partie précédente. Nous étudions alors le critère spatial, nous étudions ici une équivalence
paramétrique.
Il est évident qu'il n'existe pas d'hypothèse paramétrique idéale concernant le terme
spatial. Cependant, en notant que le critère spatial peut être interprété comme un critère
d'homogénéité de couleur par morceaux, il semble raisonnable de faire une hypothèse de
distribution gaussienne. Si la couleur de l'image In est un champ aléatoire décorrélé spatia-
lement de distribution gaussienne de moyenne µI et de déviation standard σI , la probabilité
d'avoir un tel champ, conditionné à un mouvement v, est égale à :
P (In|v) = 1√
2pi σI
∏
x∈Ω
exp−(In(x)− µI)
2
2σ2I
. (11.41)
L'estimation du maximum de vraisemblance de v est alors équivalent à minimiser la somme
des diﬀérences au carré (SSD) :
argmin
v
∑
x∈Ω
(In(x)− µI)2
2σ2I
(11.42)
En pratique, µI peut être approximé par la moyenne de In dans Ω. Les versions continues
des critères (11.40) et (11.42) peuvent être linéairement combinées pour déﬁnir une énergie
spatio-temporelle paramétrique :
Ep(Γ) =
∫
Ω
(In(x)− µI(Γ))2 dx+ 2σ
2
I
σ
∫
Ω
|In(x)− In+1(x+ v(Γ))| dx (11.43)
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(a) Image 50 (b) Image 50
(c) Image 100 (d) Image 100
(e) Image 150 (f) Image 150
(g) Image 200 (h) Image 200
Fig. 11.7  Segmentation basée mouvement sur la séquence Marbled blocks entre les
images 50 et 200. La colonne de gauche montre le suivi obtenu avec notre méthode et la
colonne de droite le suivi obtenu avec la méthode paramétrique.
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(a) Initialisation (b) Segmentation obtenue avec la
méthode ABS
(c) Segmentation obtenue avec
notre méthode
Fig. 11.8  Comparaison d'une approche paramétrique et d'une non-paramétrique sur la
séquence City.
où 
µI(Γ) =
∫
Ω In(x) dx∫
Ω dx
v(Γ) = argmin
w
∫
Ω
|In(x)− In+1(x+ w)| dx
. (11.44)
Pour donner une idée du comportement de chaque terme dans l'énergie paramétrique, la
segmentation a été réalisée avec chaque terme indépendamment et en combinant les deux
(comme pour l'énergie non-paramétrique, voir section 11.4.2).
Cette approche paramétrique a aussi été testée sur une séquence plus diﬃcile, Football(voir
ﬁgure 11.10).
A la lumière de ces résultats, plusieurs remarques peuvent être faites. Comme cela était
attendu, quand des hypothèses paramétriques faites correspondent bien aux distributions
réelles (séquence Flowers and garden par exemple), l'approche paramétrique permet une
segmentation correcte. De plus, quand les distributions paramétriques ne correspondent pas
du tout aux distributions réelles lorsque le mouvement est complexe ou bien que l'objet ou
le fond est composé de plusieurs couleurs (séquence Football), l'approche paramétrique
échoue au contraire de l'approche non-paramétrique (voir ﬁgure 11.3 et ﬁgure 11.4).
11.4.4 Suivi d'objet et estimation du mouvement par morceaux
Dans cette section, un objet d'intérêt est suivi le long de la séquence sur deux séquences
de test en utilisant la méthode non-paramétrique proposée. Dans ces deux séquences, l'objet
d'intérêt a un mouvement articulé compliqué et est composé de plusieurs couleurs. La
séquence Soccer est moins complexe que la séquence Football parce que cette dernière
souﬀre notamment d'un ﬂou de mouvement (séquence mal échantillonnée). Ces séquences
sont appropriées pour comparer l'estimation du mouvement global (sur Ω) et l'approche
locale (sur Ωi). Pour l'estimation de mouvement par morceaux, chaque image a été divisée
en 16 × 16 blocs de 22 × 18 pixels. Pour rappel, le domaine Ω est déﬁnie par Ω ∩ Bi. La
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(a) Initialisation (b) Temporel seul
(c) Spatial seul (d) Spatio-temporel
Fig. 11.9  Segmentation de l'image 237 de la séquence Flowers and garden en supposant
des distributions paramétriques.
comparaison entre ces deux approches est présentée dans les ﬁgures 11.11 et 11.12.
Bien que l'approche locale augmente clairement la qualité de la segmentation, ce n'est
pas toujours parfait sur la séquence Football. Cela s'explique par la combinaison des eﬀets
de ﬂou de mouvement et par le fait que le domaine Ωi est trop petit (ce qui arrive pour les
blocks Bi qui intersectent Γ), ce qui provoque une estimation du mouvement local moins
ﬁable.
11.5 Conclusion
Nous avons présenté ici une méthode de segmentation d'objets mobiles avec estimation
conjointe du mouvement. Un modèle de mouvement est choisi et l'entropie de l'erreur de
prédiction est minimisée aﬁn de segmenter les objets pour lesquels le mouvement est bien
compensé, c'est-à-dire les objets qui respectent le modèle de mouvement. Aﬁn d'être plus
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(a) Initialisation (b) Temporel seul
(c) Spatial seul (d) Spatio-temporel
Fig. 11.10  Segmentation de l'image 72 de la séquence Football en supposant des distri-
butions paramétriques.
robuste aux zones homogènes qui peuvent mettre en défaut l'estimateur de mouvement,
nous avons introduit de l'information spatiale en minimisant l'entropie jointe de l'erreur de
prédiction et de l'intensité lumineuse. De ce fait, notre critère peut segmenter des objets en
mouvement même si des zones homogènes sont présentes dans l'objet ou sur le fond. Nous
avons appliqué cette méthode à la segmentation d'objets mobiles dans des séquences vidéo.
Aﬁn d'être plus robuste quand il s'agit d'objets articulés nous avons introduit un modèle de
mouvement local aﬁn de pouvoir segmenter des objets qui se déforment fortement comme
par exemple des personnages humains.
En supposant l'indépendance entre les données, nous avons obtenu une fonctionnelle
formée d'une somme de plusieurs énergies mais sans paramètre de pondération entre ces
énergies. C'est un point intéressant puisque généralement lorsque l'on combine plusieurs
énergies dans une fonctionnelle à minimiser, un paramètre de pondération entre les termes
est nécessaire et son réglage est délicat.
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Des améliorations pourraient être envisagées aﬁn d'obtenir de meilleurs résultats sur
des séquences réelles. Nous pourrions tout d'abord imaginer un modèle de mouvement
plus proche de la réalité et bien adapté aux objets déformables. Nous pourrions aussi
envisager de prendre en compte d'autres caractéristiques, comme par exemple des modèles
de texture ou de forme. Cette approche est donc bien adaptée à la prise en compte de
plusieurs caractéristiques et une extension à des données provenant de plusieurs modalités
est envisageable.
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Fig. 11.11  Suivi d'objet sur la séquence Soccer : comparaison entre l'approche du mou-
vement global (colonne de gauche) et l'approche du mouvement local (colonne de droite)
sur les images 164, 172, 182, 192 et 202. La segmentation est plus précise avec l'approche
locale (les principales diﬀérences sont entourées d'un cercle).
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Fig. 11.12  Suivi d'objet sur la séquence Football : comparaison entre l'approche du
mouvement global (colonne de gauche) et l'approche du mouvement local (colonne de
droite) sur les images 73, 77, 81, 85 et 89. La segmentation est plus précise avec l'approche
locale (les principales diﬀérences sont entourées d'un cercle).
Quatrième partie
Conclusion et perspectives
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Conclusion
Dans ce mémoire nous nous étions ﬁxés comme objectifs de présenter des méthodes de
segmentation d'images et de vidéos en utilisant des distributions non-paramétriques aﬁn
de ne pas modéliser les distributions des caractéristiques considérées (intensité lumineuse
par exemple). Nous proposons l'utilisation de critères statistiques provenant de la théorie
de l'information dans un modèle de contours actifs pour la segmentation d'images et de
séquences vidéo.
Nous utilisons une approche variationnelle, c'est-à-dire que le problème de segmentation
est formulé comme la minimisation d'un critère. Nous considérons des critères basés régions
qui incluent de l'information sur une région entière et pas uniquement sur ses frontières
comme cela est le cas avec les critères basés contour. Ces critères peuvent impliquer la
moyenne, la variance, le mouvement ou bien d'autres fonctions de leurs caractéristiques.
Mais ces fonctions font bien souvent une hypothèse sur la distribution des caractéristiques
considérées. Par exemple, considérer une fonction de la moyenne de l'intensité d'une région
revient à faire une hypothèse gaussienne sur cette intensité. Dans ce manuscrit nous nous
intéressons à ne pas modéliser les densités de probabilité des caractéristiques de l'image, car
cette hypothèse n'est pas toujours respectée, par exemple dans une séquence vidéo, à cause
des changements d'illumination, des occlusions, des erreurs dans le modèle de mouvement.
Nous nous intéressons donc à des critères non-paramétriques, issus de la théorie de l'in-
formation aﬁn de considérer des critères prenant en compte l'information contenue dans
l'image. Nous faisons dans nos travaux l'hypothèse d'indépendance de l'intensité lumineuse
de pixels voisins. Et dans certains cas, nous supposons aussi l'indépendance des diﬀérents
canaux des densités de probabilité que nous utilisons.
Nous présentons, les mesures d'information issues de la théorie de l'information qui
sont utilisées par la suite pour la segmentation d'images et de séquences vidéo. Nous avons
besoin d'estimer les densités de probabilité des données et nous utilisons la méthode de
Parzen, une approche non-paramétrique qui utilise un noyau. Nous intégrons ensuite ces
distributions dans des critères fonctions de ces distributions. Nous nous intéressons particu-
lièrement à l'entropie qui mesure la quantité d'information contenue dans un signal. Plus le
signal est redondant, moins son entropie est élevée. Nous présentons ensuite l'information
mutuelle qui mesure la dépendance statistique des deux caractéristiques considérées. Nous
introduisons enﬁn la divergence de Kullback-Leibler qui mesure la dissimilarité entre deux
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densités de probabilité. La divergence de Kullback-Leibler est utilisée principalement pour
mesurer l'information contenue dans la diﬀérence entre une distribution de référence et une
distribution théorique ou modélisée.
Nous appliquons ensuite ces critères à la segmentation d'images ﬁxes. Dans le cas de
la segmentation d'images en niveaux de gris, nous considérons l'entropie de l'intensité
lumineuse. Nous étendons ensuite cette étude en considérant l'entropie jointe des diﬀérents
canaux couleurs pour le cas de segmentation d'images couleur. Nous appliquons ce critère
à la segmentation de visages et à la segmentation d'objets dans des images couleur.
Dans le cas où nous disposons d'une segmentation de référence, nous choisissons de mi-
nimiser une distance entres distributions. Nous utilisons donc la divergence de Kullback-
Leibler comme mesure de dissimilarité entre les densités de probabilités de la région de
référence et de la région courante. Nous appliquons cette mesure à la segmentation de vi-
sages dans le cas de séquences vidéo où nous disposons d'une segmentation de référence sur
une image et où nous voulons segmenter l'image suivante dans la séquence. Nous pouvons
observer qu'à convergence de l'algorithme, les densités de probabilité de l'objet segmenté
et du fond sont très proches de celles de référence et que la segmentation est correcte.
Nous considérons enﬁn un critère de distance à une segmentation de référence, combiné
à un critère d'entropie spatiale. La distance est obtenue en appliquant au préalable un
algorithme de ligne de partage des eaux sur l'image, ce qui donne une sur-segmentation de
l'image. A partir de cette segmentation nous calculons une carte de distances qui sert d'a
priori géométrique dans notre critère. Nous combinons ainsi une information radiométrique
sur la région et une contrainte géométrique, en forçant le contour actif à se rapprocher au
maximum des endroits de fort gradient.
Enﬁn, nous considérons la segmentation de séquences vidéo et nous utilisons les critères
statistiques issus de la théorie de l'information pour segmenter des objets en mouvement.
Nous présentons deux façons de considérer le mouvement.
Tout d'abord, nous considérons un champ dense de mouvement, à savoir un vecteur
mouvement par pixel. Sur une séquence à caméra ﬁxe, nous calculons directement le ﬂot
optique (le champ dense). Sur une séquence à caméra mobile, nous estimons le mouvement
de la caméra, et nous compensons ce mouvement pour nous replacer dans un contexte de
caméra ﬁxe. Une fois ce champ dense obtenu, nous cherchons à minimiser l'entropie des
vecteurs mouvement. Nous cherchons les régions dont les vecteurs mouvement sont les plus
homogènes possible.
Nous proposons une seconde approche qui consiste à estimer conjointement le mou-
vement avec la segmentation. Pour cela nous choisissons un modèle de mouvement pour
l'objet d'intérêt et nous minimisons l'entropie de l'erreur de prédiction entre le mouvement
estimé et le mouvement réel. Cette méthode segmente correctement pour les séquences
vidéo texturées mais sur-segmente les zones homogènes. Pour pallier cela, nous choisissons
de prendre en compte la densité de probabilité de l'intensité lumineuse de la région en plus
de l'erreur de prédiction. Nous considérons donc l'entropie conjointe de l'erreur de prédic-
tion et de l'intensité lumineuse. En faisant l'hypothèse d'indépendance entre le résiduel et
l'intensité lumunieuse, nous segmentons correctement des séquences qui comportent des
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zones texturées et d'autres plus homogènes.
Perspectives
Les travaux présentés dans cette thèse mettent en lumière des perspectives qu'il est
intéressant de présenter.
Nous avons vu, que pour estimer des densités de probabilité, les méthodes à noyau
comme la méthode de Parzen sont adaptées pour des petites dimensions mais que cela
n'est plus le cas quand la dimension augmente car elles deviennent alors ineﬃcaces [Sco92].
C'est cette limitation des méthodes à noyau qui nous a poussé à considérer l'indépendance
des diﬀérents canaux considérés, aﬁn de réduire la dimension du noyau utilisé. Il est donc
nécessaire d'envisager d'autres méthodes d'estimation de densités qui soient plus adaptées
aux grandes dimensions. Il existe par exemple des méthodes d'estimation basées sur les
k-ièmes plus proches voisins qui permettent d'obtenir facilement des densités de probabi-
lité de dimension supérieure [BDB07]. Le principe de cette estimation est de calculer la
distance entre chaque point de l'échantillon et ses k plus proches voisins. L'estimateur est
construit de façon à adapter la taille des régions au nombre d'observations désiré. Chaque
intervalle contient donc k points de l'échantillon. Ce genre de méthode permet d'avoir une
largeur de bande adaptée à la densité locale des points de l'échantillon et d'éviter d'obtenir
un sous-lissage des données au niveau des queues de distributions. Ce type d'estimation
est facilement extensible au cas multivarié en considérant comme distance l'hypersphère
centrée en chaque point de l'échantillon. Le choix du paramètre k est moins critique que
celui de la largeur de bande pour la méthode de Parzen, en théorie k =
√
n, avec n le
nombre de points de l'échantillon. Il est aussi possible d'utiliser des méthodes basées sur
les k-ièmes plus proches voisins pour estimer directement l'entropie sans estimer la densité
de probabilités.
Il pourrait être envisagé d'utiliser d'autres mesures comme descripteurs. Nous pourrions
penser à des mesures comme la divergence de Bregman qui est utilisée en classiﬁcation
[BMDG05] et en géométrie algorithmique [NBN07]. Cette divergence englobe une famille
de mesures qui regroupe notamment l'erreur au carré et l'entropie relative.
Combiner de l'information sur l'intensité des pixels à de l'information sur leur loca-
lisation permettrait d'obtenir des critères de segmentation pour les textures. Pour cela,
nous pourrions utiliser des tenseurs de structure [RBD03] ou bien des modèles de textures
non-paramétriques [ATW06].
Nous avons vu que dans le cas où l'on dispose d'une segmentation de référence, une
notion de distance entre densité de probabilités peut être intéressante. Il pourrait être
envisagé d'étudier d'autres distances que celle choisie dans ce manuscrit. Nous pourrions
penser à la divergence de Jensen-Shannon, la distance de Kolmogorov, la distance de Bhat-
tacharyya ou bien à des distances entre fonctions de répartitions.
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Aﬁn d'apporter un a priori sur le type d'objet que l'on souhaite segmenter, nous pour-
rions aussi faire intervenir un a priori de forme aﬁn de segmenter des objets qui ont
une forme connue à l'avance. De nombreux travaux ont déjà été eﬀectués [LGF00, RP02,
CTH+02, TYW+03, CS03, CFK05] à ce sujet et il serait pertinent de combiner des notions
de forme et de photogrammétrie.
Cinquième partie
Annexes
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Annexe A
Distance entre fonctions de répartition
Dans cette annexe, nous présentons un critère basé sur une distance entre fonctions
de répartition. Nous dérivons ce critère pour parvenir à l'équation d'évolution du contour
actif en utilisant les outils de dérivation de forme.
A.1 Définition du critère
Etant donné une portion Ω de l'image I et x un pixel de la région Ω, la densité de
probabilité de I dans la région Ω est estimée avec la méthode de Parzen :
p(α,Ω) =
1
| Ω |
∫
Ω
Kh(I(x)− α)dx (A.1)
avec Kh la densité-noyau de l'estimation de Parzen.
La fonction de répartition de I est alors déﬁnie par :
H(λ,Ω) =
∫ λ
−∞
p(α,Ω)dα (A.2)
Notons Ωref une région de référence. Nous déﬁnissons la distance D entre la fonction de
répartition de la région de référence Ωref , notée H(λ,Ωref ) et la fonction de répartition de
la région Ω, notée H(λ,Ω) :
D(Ω) =
∫
Λ
ϕ(H(λ,Ω),H(λ,Ωref ))dλ (A.3)
où Λ est l'ensemble des valeurs de I(x). Cette distance pourra être utilisée lorsque l'on
dispose par exemple d'un segmentation de référence et que l'on cherche une région dont les
caractéristiques se rapprochent de celles de la région de référence. Minimiser cette distance
reviendra à minimiser la diﬀérence entre les distributions et par conséquent, la région
obtenue aura une distribution proche de celle de référence.
Aﬁn d'utiliser ce critère dans un schéma de contour actif, nous devons le dériver pour
parvenir à l'équation d'évolution du contour actif.
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A.2 Dérivation du critère par les gradients de forme
Nous utilisons les outils de dérivation des gradients de forme pour dériver le cri-
tère (A.3).
La dérivée eulérienne de la densité de probabilité p dans la direction V est donnée par :
p′(α,Ω,V) =
1
|Ω|
∫
Γ
(
p(α,Ω)−Kh(I(x)− α)
)
(V ·N)dx (A.4)
Alors la dérivée de H est :
H ′(λ,Ω,V) =
∫ λ
−∞
p′(α,Ω,V)dα (A.5)
=
∫ λ
−∞
1
| Ω |
∫
Γ
(
p(α,Ω)−Kh(I(x)− α)
)
(V ·N)dxdα (A.6)
=
1
| Ω |
∫
Γ
(∫ λ
−∞
p(α,Ω)dα−
∫ λ
−∞
K(I(x)− α)dα
)
(V ·N)dx (A.7)
=
1
| Ω |
∫
Γ
(
H(λ,Ω)−
∫ λ
−∞
Kh(I(x)− α)dα
)
(V ·N)dx (A.8)
Nous pouvons alors calculer la dérivée du critère (A.3) :
D′(Ω,V) =
∫
Λ
H ′(λ,Ω,V)ϕ′(H(λ,Ω),H(λ,Ωref ))dλ (A.9)
=
∫
Λ
1
| Ω |
[ ∫
Γ
(
H(λ,Ω)
−
∫ λ
−∞
Kh(I(x)− α)dα
)
(V ·N)dx
]
ϕ′(H(λ,Ω),H(λ,Ωref ))dλ (A.10)
Nous changeons l'ordre d'intégration :
D′(Ω,V) =
1
| Ω |
∫
Γ
∫
Λ
[
H(λ,Ω)
−
∫ λ
−∞
Kh(I(x)− α)dα
]
ϕ′(H(λ,Ω),H(λ,Ωref ))dλ(V ·N)dx (A.11)
De cette dérivée nous pouvons en déduire l'équation d'évolution :
∂Γ
∂τ
= − 1| Ω |
∫
Λ
[
H(λ,Ω)−
∫ λ
−∞
Kh(I(x)− α)dα
]
ϕ′(H(λ,Ω),H(λ,Ωref ))dλN(A.12)
= − 1| Ω |
∫
Λ
H(λ,Ω)ϕ′(H(λ,Ω),H(λ,Ωref ))dλN (A.13)
+
1
| Ω |
∫
Λ
∫ λ
−∞
Kh(I(x)− α)dα.ϕ′(H(λ,Ω),H(λ,Ωref ))dλN
Cette équation d'évolution permet de faire évoluer le contour actif vers une région qui aura
des propriétés statistiques proches de celles de référence.
Annexe B
Méthode de segmentation par watersheds,
l'algorithme de la ligne de partage des eaux
B.1 Définition de l'algorithme de la ligne des partage des eaux
L'algorithme de la ligne de partage des eaux (LPE) est un algorithme issu du domaine
de la morphologie mathématique qui consiste en la segmentation d'une image en régions
homogènes. Il a été introduit par Digabel et Lantuéjoul [DL78], puis amélioré par Beucher
et Lantuéjoul [BL79]. Plusieurs implémentations ont permis de l'utiliser pour la segmen-
tation d'images [BM93, VS91]. Pour une revue des méthodes basées sur les watersheds,
voir [RM01].
Le principe de cet algorithme est de considérer l'image en termes géographiques. L'image
est ainsi perçue en relief si à chaque niveau de gris est associé une altitude. La ligne de
partage des eaux est alors la crête formant la limite entre deux bassins versants, un bassin
versant étant la zone associée à un minimum régional telle qu'une goutte d'eau tombant
dans cette zone et suivant la ligne de plus grande pente s'arrêtera dans ce minimum (voir
ﬁgure B.1).
La transposition de la déﬁnition intuitive de la ligne de partage des eaux ne se formalise
pas simplement en termes mathématiques. Souvent la LPE est déﬁnie d'après l'algorithme
qui permet de la construire. Un des algorithmes les plus populaires pour l'implémenter
est l'algorithme d'immersion qui consiste à remplir progressivement les bassins versants
à partir des minima, pour déterminer leurs limites [VS91]. Une autre implémentation est
basée sur l'utilisation de fonctions de distances géodésiques [Mey88].
La LPE est un algorithme qui fournit une partition de l'image et qui est appliqué non
pas à l'image directement mais à son gradient morphologique. Cela crée donc des lignes de
partage des eaux aux points de discontinuités du niveau de gris.
Les lignes de partage des eaux délimitent en théorie des régions homogènes en niveaux
de gris. En pratique, la LPE produit une importante sur-segmentation de l'image, à cause
du bruit dans l'image et des irrégularités locales du gradient. Pour limiter cela, des mé-
thodes utilisant des marqueurs ont été développées [BM93]. Le principe consiste à inonder
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Fig. B.1  Ligne de partage des eaux
(a) Image Fleur (b) Résultat de LPE
Fig. B.2  Image et résultat de l'algorithme de la ligne de partage des eaux.
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la surface topographique à partir de marqueurs prédéﬁnis. Des méthodes utilisent un ﬁl-
trage préalable du gradient de l'image tandis que d'autres méthodes adoptent une approche
hiérarchique qui mélange les deux approches précédentes sur diﬀérents niveaux en utilisant
des graphes.
La ﬁgure B.2 montre le résultat de l'algorithme de LPE sur l'image Fleur.
B.2 Diminution du nombre de régions
A cause de la sur-segmentation obtenue en utilisant simplement la LPE, nous ne pou-
vons créer la carte de distances directement. Nous allons diminuer le nombre de régions
existant dans cette sur-segmentation en utilisant un arbre de partition binaire [SG00]. Pour
limiter le nombre de régions résultant, nous eﬀectuons au préalable un ﬁltrage du gradient
de l'image en utilisant des ﬁltres issus de la morphologie mathématique qui ont la propriété
de préserver les contours de l'image. Ensuite nous utilisons un arbre de partition binaire
pour représenter les régions obtenues avec la LPE. L'arbre binaire sera créé en calculant un
critère de similarité entre les régions. Les deux régions voisines les plus similaires d'après
ce critère seront ensuite fusionnées et formeront une nouvelle région. Pas à pas, l'arbre de
partition binaire sera ainsi créé. Les régions initiales issues de la sur-segmentation seront les
feuilles de l'arbre. Quand deux régions sont fusionnées, la nouvelle région créée est appelé
noeud parent dans l'arbre et les deux régions fusionnées sont appelées noeuds enfants. Les
régions enfants dans la partie basse de l'arbre seront généralement très similaires tandis
que les régions enfants dans le haut de l'arbre seront assez diﬀérentes. Le nombre de régions
ﬁnal sera déterminé par la hauteur dans l'arbre binaire.
Le critère utilisé pour calculer la disparité entre deux régions est un critère spatio-
temporel composé d'un terme spatial et d'un terme temporel. Dans le cas d'images ﬁxes, le
terme temporel est nul. Le terme spatial mesure l'intensité moyenne de la diﬀérence entre
deux régions adjacentes. Le terme temporel mesure la diﬀérence moyenne entre deux ré-
gions de la diﬀérence d'intensité moyenne d'une région entre deux images successives dans
une séquence vidéo. Une région qui se déplace ne sera ainsi pas fusionnée avec une région
immobile, et réciproquement. Le critère spatio-temporel mesure donc la similarité de deux
régions, plus ce critère est fort plus la disparité entre les régions est forte. La ﬁgure B.3
montre la partition initiale d'une image issue de la séquence Mother and daughter en 15
régions et l'arbre de partition binaire correspondant.
La ﬁgure B.4 présente les résultats de fusion sur une image de la séquence Mother and
daughter selon le nombre de régions ﬁnal souhaité.
B.3 Utilisation de cette segmentation pour la méthode des contours
actifs
Nous utilisons cette segmentation par ligne de partage des eaux aﬁn de calculer un a
priori de distance dans le chapitre 8.
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(a) Régions dans l'image (b) Régions dans l'arbre binaire
Fig. B.3  Illustration de l'arbre de partition binaire.
(a) Sur-segmentation (285 ré-
gions)
(b) Fusion en 50 régions (c) Fusion en 30 régions
Fig. B.4  Fusion de la sur-segmentation.
Annexe C
Compensation de la caméra pour des
séquences vidéo à caméra mobile
Le principe de la compensation de caméra pour les séquences vidéo à caméra mobile
consiste à estimer le mouvement de la caméra et ensuite à le compenser aﬁn de se replacer
dans un contexte de caméra ﬁxe.
C.1 Estimation du mouvement de la caméra
Le mouvement de la caméra est le mouvement dominant de l'image et les objets en mou-
vement sont les régions ayant un mouvement diﬀérent du mouvement dominant. Il s'agit
donc de déterminer le mouvement global de l'image en déterminant choisissant un modèle
de mouvement et en déterminant ses paramètres. Nous choisissons un modèle aﬃne à 6
paramètres qui est un bon compromis entre précision et coût calculatoire [OB95, JbBA02].
Le principe de l'estimation du mouvement de la caméra se décompose en deux étapes :
tout d'abord il s'agit de découper l'image en blocs et d'appliquer un algorithme de mise
en correspondance de ces blocs (méthode de block matching) aﬁn d'associer un vecteur
mouvement par blocs, puis de déﬁnir le modèle de mouvement le plus représentatif pour
l'ensemble des vecteurs mouvement par une méthode de minimisation. Nous cherchons à
estimer le mouvement de la caméra entre deux images successives.
C.1.1 Mise en correspondance de blocs ou block matching
Le principe de cette méthode consiste à découper l'image en blocs (de taille 8x8 pixels
ou 16x16 pixels généralement) et à chercher pour chaque bloc le bloc de l'autre image
qui lui ressemble le plus. Le déplacement de ce bloc est calculé comme étant la diﬀérence
d'emplacement entre les deux blocs et noté vn = (u, v)T . Cette recherche de mise en corres-
pondance peut se faire en cherchant le bloc dans l'image précédente (méthode backward)ou
dans l'image suivante (méthode forward) (voir ﬁgure C.1 et ﬁgure C.2).
Il existe plusieurs méthodes pour chercher le bloc correspondant, de la méthode ex-
haustive à la méthode à trois étapes en passant par la recherche en diamant. Chacune de
ces méthodes chercher le bloc correspondant dans une fenêtre de recherche autour de la
position du bloc que l'on cherche à apparier. C'est la façon de rechercher le bloc dans cette
fenêtre de recherche qui varie selon les méthodes. La méthode exhaustive cherche toutes les
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Fig. C.1  Estimation du mouvement par méthode backward.
Fig. C.2  Estimation du mouvement par méthode forward.
positions possible dans la fenêtre de recherche. La méthode en trois étapes cherche d'abord
le bloc dans un voisinage à 4 pixels de distance, puis à 2 pixels puis à 1 pixel. La méthode
en diamant utilise un motif de recherche en diamant pour eﬀectuer cette même recherche.
Toujours est-il que ces deux dernière méthodes, dites rapides, donnent de bons résultats
avec un coût calculatoire faible.
Une fois cette mise en correspondance obtenue pour chaque bloc de l'image par méthode
backward, nous devons estimer les paramètres du mouvement aﬃne qui représente le mieux
le mouvement entre les deux images.
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C.1.2 Estimation robuste du modèle de mouvement de la caméra
Le mouvement apparent vn d'un point xn = (x, y)T entre deux images In−1 et In est
donné par :
wn(xn) = Anxn + tn =
(
an11 a
n
12
an21 a
n
22
)(
x
y
)
+
(
tn1
tn2
)
. (C.1)
où An et tn représentent les paramètres du modèle aﬃne de mouvement.
Nous cherchons à minimiser la diﬀérence entre Anxn + tn l'image du pixel xn par
le modèle de mouvement de la caméra, et vn(xn) son correspondant estimé par block-
matching. Nous choisissons de minimiser le critère suivant :
G(An, tn) =
∑
xn∈ΩI
ϕ(|vn(xn)−Anxn − tn|). (C.2)
La fonction ϕ permet d'éliminer les points aberrants dus principalement au mouvement des
objets en mouvement. Nous choisissons pour ϕ l'estimateur de Geman et McLure [GML85] :
ϕ(r) =
r2
1 + r2
Pour minimiser le critère (C.2), nous utilisons le théorème semi-quadratique énoncé par
Charbonnier et al.[CBFAB97] et le problème de minimisation peut être formulé de façon
équivalente comme :
(An, tn) = arg min
(An,tn)
∑
ΩI
wrr
2 (C.3)
où r = |un −Anx− tn| et wr = ϕ
′(r)
2r .
La minimisation est eﬀectuée en utilisant l'algorithme ARTUR [CBFAB97] basé sur
les minimisations alternées :
Initialisation :
k = 0, w0r = 1, r
0 = |vn −A0nxn − t0n|
(A0n, t
0
n) = arg min
(An,tn)
∑
Ωi
(r0)2
Répéter :
rk = |vn −Aknxn − tkn|
wkr =
ϕ′(rk)
2rk
(Ak+1n , t
k+1
n ) = arg min
(An,tn)
∑
Ωi
wkr (r
k)2
jusqu'à convergence.
La minimisation de
∑
Ωi
wkr (r
k)2 est eﬀectuée en utilisant une méthode de descente de
gradient. Nous obtenons ainsi les six paramètres du modèle de mouvement.
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C.2 Compensation du mouvement de la caméra
Le principe de la compensation de caméra consiste à mettre pour chaque pixel de
l'image compensée Icn−1omp l'intensité du pixel qui lui correspond dans l'image In−1 :
Icompn−1 (xn) = In−1(Anxn + tn) (C.4)
Les pixels manquants sont calculés par interpolation classique.
En estimant un modèle aﬃne à 6 paramètres entre deux images successives, In−1 In
et en appliquant la transformation correspondante à l'image In−1, nous créons une image
compensée de telle façon que le fond reste relativement ﬁxe entre Icompn−1 et In. La ﬁgure C.3
illustre ce phénomène. Le niveau de gris représente la diﬀérence de l'intensité lumineuse.
(a) Sans compensation de la caméra (b) Avec compensation de la caméra
Fig. C.3  Diﬀérence de l'intensité lumineuse entre In−1 et In sans compensation de la
caméra (à gauche) et avec compensation (à droite).
La ﬁgure C.4 montre l'eﬀet de la compensation de caméra dans le contexte de l'esti-
mation du ﬂot optique. Sans compensation de caméra il semble impossible de segmenter
le joueur de tennis. Cela est dû au fait que le mouvement de zones homogènes comme le
terrain de tennis ne sont pas estimées correctement.
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(a) Sans compensation de caméra (b) Avec compensation de la caméra
Fig. C.4  Flot optique sans (à gauche) et avec (à droite) compensation de la caméra.
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Résumé
La segmentation d'images et de séquences vidéo consiste à séparer les objets d'intérêt du
reste de l'image. L'utilisation de contours actifs en utilisant une approche variationnelle
repose sur la déﬁnition d'un critère de segmentation. Ce critère est ensuite dérivé à l'aide
des gradients de forme, aﬁn de parvenir à l'équation d'évolution du contour actif. Bien sou-
vent ce critère dépend des caractéristiques de l'image et fait une hypothèse implicite sur les
distributions de ces caractéristiques. Par exemple, considérer une fonction de la moyenne
de l'intensité d'une région revient à faire une hypothèse gaussienne sur la distribution de
cette intensité.
Dans cette thèse, nous proposons de nous aﬀranchir de ces hypothèses qui ne sont pas tou-
jours respectées et de considérer les distributions les plus "réelles" possible en utilisant une
estimation non-paramétrique de ces distributions. Nous présentons des critères issus de la
théorie de l'information, comme l'entropie, aﬁn de segmenter des zones de faible variabilité
dans les images. Aﬁn de prendre en compte plusieurs canaux comme les canaux couleur,
l'entropie jointe et l'information mutuelle sont aussi utilisées. Lorsqu'une information a
priori est connue, la divergence de Kullback-Leibler permet d'introduire une notion de
distance à une segmentation de référence en cherchant à minimiser une "distance" entre
distributions. Enﬁn, l'entropie jointe est utilisée aﬁn de segmenter des objets en mouve-
ment dans des séquences vidéo, que cela soit en ayant au préalable calculé un ﬂot optique,
ou en estimant de façon conjointe le mouvement avec la segmentation.
Mots clés : Segmentation, contours actifs, méthode variationnelle, équation aux dérivées
partielles, gradient de forme, théorie de l'information, entropie, entropie jointe, information
mutuelle, divergence de Kullback-Leibler, estimation de mouvement.
Abstract
Image and video segmentation consists in the partitioning of an image into objects of inter-
est and background. When using active contours in an variational framework, the diﬃculty
is to deﬁne an appropriate segmentation criterion. This criterion is then diﬀerentiated using
shape gradients, in order to obtain the evolution equation of the active contour. Often this
criterion depends on image features and makes an assumption on the distribution of such
features. For example, considering a function of the intensity mean as a criterion is equi-
valent to making a Gaussian assumption on the distribution of the intensity.
In this work, we propose to get rid of such assumptions by approximating actual distri-
butions. We use a non-parametric kernel-based estimator. We propose diﬀerent criteria
coming from information theory, such as entropy, to segment zones with limited intensity
variations. In order to take into account several channels like color channels, two alterna-
tives are proposed : joint entropy and mutual information. When some a priori is available,
the Kullback-Leibler divergence is used to minimize a distance between a reference distri-
bution and the distribution of the current region. To segment moving objects in video
sequences, the joint entropy is used. A ﬁrst approach consists in computing the optical
ﬂow and minimizing the joint entropy of its components. A second approach consists in
jointly estimating the motion and segmenting moving objects by minimizing the joint en-
tropy of a residual and the image intensity.
Keywords : Segmentation, active contours, variational framework, partial diﬀerential
equations, shape gradient, information theory, entropy, joint entropy, mutual information,
Kullback-Leibler divergence, motion estimation.
