In this paper we extend the recently introduced reduced basis-hierarchical model reduction framework [32] for the application to nonlinear partial differential equations. The major new ingredient to accomplish this goal is the introduction of the Empirical Projection Method, which is an adaptive integration algorithm based on empirical interpolation [3] . We project both the variational formulation and the range of the nonlinear operator onto reduced spaces. Those combine the full dimensional space in an identified dominant spatial direction and a reduction space or collateral basis space spanned by modal orthonormal basis functions in the transverse direction. Both the reduction and the collateral basis space are constructed in a highly nonlinear fashion by introducing a parametrized problem in the transverse direction and associated parametrized operator evaluations, and by applying reduced basis methods to select the bases from the corresponding snapshots. Rigorous a priori and a posteriori error estimators which do not require additional regularity of the nonlinear operator are proven for the Empirical Projection Method and then used to derive a rigorous a posteriori error estimator for the resulting hierarchical model reduction approach. Numerical experiments for an elliptic nonlinear diffusion equation demonstrate a fast convergence of the proposed dimensionally reduced approximation to the solution of the full-dimensional problem. Run-time experiments verify a linear scaling of the reduction method in the number of degrees of freedom used for the computations in the dominant direction.
Introduction
Many phenomena in nature and in particular fluid dynamics exhibit a dominant spatial direction along which the essential dynamics occur. Examples are blood flow problems or the flow in river beds which can be both modelled by the incompressible Navier-Stokes equations (cf. [21, 42] ) or groundwater flow in unsaturated soils which may be described by Richards equation (cf. [4, 5] ). This feature can be exploited to derive a dimensionally reduced model for the dominant direction, which should however include information on the transverse dynamics to improve the accuracy of the approximation. This paper is devoted to dimensional model reduction for steady nonlinear partial differential equations (PDEs) of the general type 
Here Ω ⊂ R d is a bounded domain with Lipschitz boundary, f ∈ H −1 (Ω) is a given right hand side, A : H There is a large variety of dimensional reduction methods and tensor based approximations. The asymptotic expansion technique [4, 41] is based on an heuristic expansion of the solution dependent on the presumed small ratio between the length of the domain in transverse and dominant direction. This method neglects the transverse dynamics and is only valid if the considered domain is very thin, or equivalently, the solution is constant along the vertical direction, which is often not the case. To overcome this difficulty in the work by Vogelius and Babuška [46] [47] [48] the hierarchical model reduction (HMR) approach has been introduced in the context of heat conduction in plates and shells. The idea of HMR is to perform a Galerkin projection of the full variational problem onto a reduced space, which combines the full solution space in the dominant direction with a reduction space in the transverse direction. The latter is spanned by modal orthonormal basis functions. The application and applicability of the HMR approach for linear advection-diffusion problems that exhibit a dominant flow direction has been studied and demonstrated by Perotto, Ern and Veneziani in [17, 35, 36] in a more general geometric setting. Adaptive variants of HMR with a locally varying reduction space are discussed in [35, 36] . Whereas in these papers the reduction space is spanned by Legendre or trigonometric polynomials, the key idea of the reduced basis-hierarchical model reduction (RB-HMR) method introduced in [32] is to use a highly nonlinear approximation for the construction of the reduction space. This is realized by first deriving a parametrized problem in the transverse direction from the full problem where the parameters reflect the influence from the unknown solution in the dominant direction. In a second step reduced basis (RB) methods are used to generate a snapshot set from the solution manifold of the parametrized transverse problems and to choose the reduction space from these snapshots by a proper orthogonal decomposition (POD). In this way the RB-HMR approach benefits from the good approximation properties of RB methods [14, 25, 37] and provides a more rapid convergence than the classical HMR approach based on polynomials [32] . While HMR constitutes an interpolation between the full model and the lower dimensional model via the dimension of the reduction space, in the geometrical multiscale approach one-dimensional or zero-dimensional models are locally enhanced with the full dimensional model by a domain decomposition scheme (cf. [19, 20] ). Finally, as well as HMR also the proper generalized decomposition approach (PGD) (cf. [2, 9, 12] and references therein) is a tensor based approximation, but the tensor products in the expansion are computed iteratively by solving the Euler-Lagrange equations corresponding to the considered problem. Only recently a combination of PGD with the discrete empirical interpolation method (DEIM) has been proposed in [1] to enable an efficient evaluation of the nonlinear differential operator. The DEIM [11] or the more general Empirical Operator Interpolation Method (EOIM) [15] have been introduced for the interpolation of discrete nonlinear operators stemming from the discretization of a nonlinear PDE and are both discrete variants of the empirical interpolation method (EIM). The EIM, introduced in [3] and analyzed more detailed in [29, 43] , allows for the interpolation of a parametrized function via Lagrangian interpolants which are efficiently constructed by RB techniques and provide in addition a rapid convergence of the method. It has been applied for the approximation of parametrized nonlinear PDEs within the framework of RB methods for instance in [22] . A rigorous a posteriori error estimator for parametrically smooth functions has been introduced in [16] . Moreover, a (non-rigorous) hierarchical a posteriori error estimator which compares the solution with an approximation obtained by employing a richer collateral basis space has been derived in [3] for the EIM, in [15] for the EOIM, and in [49] for the DEIM. A rigorous a posteriori error estimator for the DEIM is presented in [11] but the constant in the estimate depends on the underlying discretization. In the recently introduced generalized empirical interpolation method [28] evaluations of functionals are considered instead of point evaluations as in the EIM.
In this paper we generalize the reduced basis-hierarchical model reduction (RB-HMR) approach introduced in [32, 33] to nonlinear PDEs. To accomplish a dimensional reduction for nonlinear problems we approximate the range of the nonlinear operator A with A k = k j=1Ā j (x)κ j (y), (x, y) ∈ Ω, where {κ j } k j=1 are orthonormal basis functions, forming the so-called collateral basis. Also for the construction of the collateral basis {κ j } k j=1 , we propose to employ a highly nonlinear approximation. To generate a manifold of parametrized lower dimensional operator evaluations we use the solutions of the parametrized dimensionally reduced problem and the associated parametrization. During an adaptive training set extension procedure the sets of solution and operator snapshots are simultaneously generated. The collateral basis space is constructed by applying a POD to the operator snapshots. For an efficient computation of the coefficientsĀ j (x), j = 1, . . . , k, we introduce the Empirical Projection Method (EPM). The key idea is to approximate the integrals in the coefficients of the orthonormal expansion by an automatic numerical integration program, based on the Empirical Interpolation Method and choose thē A j (x), j = 1, . . . , k, as the outcome. Rigorous a priori and a posteriori error estimators for the EPM which do not require additional regularity of the nonlinear operator and are independent of the underlying finite element discretization are proven. These estimators are employed for the derivation of a rigorous a posteriori error estimator based on the Brezzi-Rappaz-Raviar theory [6, 8] which estimates both the error contribution caused by model reduction and by the approximation of the nonlinear operator. Hence one contribution of this paper is the extension of the results in [45] and particularly [10] from quadratically nonlinear to general nonlinear 
PDEs. This a posteriori error estimator is used within the context of the adaptive snapshot generation procedure. Numerical experiments for the elliptic nonlinear diffusion equation demonstrate a fast convergence of the RB-HMR approach and a linear scaling in the number of finite elements used in the dominant direction. To our best knowledge this is the first article which introduces a dimensional reduction approach for nonlinear PDEs of the general type (1) for which both a rigorous certification framework holding also true when the mesh size of the underlying finite element discretization converges to 0 is provided and a linear scaling in the number of degrees of freedom used for the computations in the dominant direction is demonstrated.
The article is organized as follows. In Section 2 we introduce the empirical projection method (EPM) for the approximation of the image of the nonlinear operator A in H −1 . The approximation properties of the EPM are discussed and rigorous a priori and a posteriori error estimates are derived. In the subsequent Section 3 the problem adapted RB-HMR framework [32] is generalized to nonlinear problems, using the approximation properties of the EPM. The resulting model reduction algorithm is discussed in detail and analyzed rigorously based on the Brezzi-Rappaz-Raviart theory [6, 8] . In combination with the a priori and a posteriori error bounds for the EPM, we finally obtain a fully rigorous a posteriori error bound for the nonlinear RB-HMR. We close this section by proposing a method for the efficient computation of the inf-sup stability factor which is based on the ideas in [49] . Next, we analyze the convergence behavior and the computational efficiency of the RB-HMR approach numerically for an elliptic nonlinear diffusion problem in Section 4. Furthermore, we investigate the reliability and effectivity of the proposed error estimators and test the applicability of the a priori and a posteriori bounds for the EPM. In Section 5 we provide some conclusions and final remarks.
The Empirical Projection Method
A straightforward application of the HMR approach to nonlinear problems is unfeasible as the nonlinear operator A :
(Ω) prevents a dimensional reduction of the underlying full problem. The goal of this section is thus to derive an efficient approximation of possibly non-smooth nonlinear operators A :
(Ω) that allows a dimensional reduction similar to the linear case. As for any
(cf. [18] , p. 283), we restrict our exposition of the Empirical Projection Method (EPM) to functions u ∈ L 2 (Ω). For simplicity of our exposition, we assume in this article that the domain is given as a tensor product, i.e. Ω = Ω 1D ⊕ ω, where Ω 1D = (x 0 , x 1 ) and ω = (y 0 , y 1 ). In more general situations a mapping to such a reference domain needs to be employed (cf. [32] ). Let M Ξ := {u(µ, ·), µ ∈ Ξ 1D } be a given set of snapshots of the function u, where Ξ 1D ⊂ Ω 1D is a finite dimensional training set of size |Ξ 1D | = n. The collateral basis space W k = span{κ 1 , ..., κ k } is then defined through a Proper Orthogonal Decomposition (POD), i.e.
We approximate the function u in the integrals of the orthogonal projection 
by an empirical Lagrangian interpolant I L [u] . The construction of the interpolation points T k := {t 1 , ..., t k } for the space W k over ω is described in Algorithm 2.1, where we have simplified the notation by setting κ l (t i ) := lim
The following lemma collects some well-known results for the EIM (cf. [3, 29] ). Lemma 2.1. Let the collateral basis space W k be given and the set of interpolation points T k be constructed by Algorithm 2.1. Then we have 1. The matrix B defined in Algorithm 2.1 is invertible. Hence, the interpolation points T k are well-defined.
2. The interpolation is exact for all w ∈ W k .
We remark that constructing the interpolation points T k with the 'best points' interpolation method [31] is also an option, but more expensive, as the computation then requires the solution of a least-squares minimization problem for every parameter value in the training set Ξ 1D .
To formulate an adaptive integration algorithm and thus the Empirical Projection Method 2.2, we introduce a non-uniform partition I of ω with cells I. a I and b I denote the left and right interval boundary of I. In Algorithm 2.2, we first compute the standard EIM for the whole fiber ω in line 2. If the integration error is reached. The approximation of u can then be computed as
with ϑ l such that ϑ l (t i ) = δ i,l for all t i ∈ T Next we prove convergence of the EPM in the discrete setting. The main ingredients of the proof are the usage of the classical POD error bound and Lebegue's lemma. Note that the Lebesgue constant Λ I k := ess sup y∈I k l=1 |ϑ I l (y)| can in general not be bounded by the L 2 -based operator norm of the interpolation operator. Hence, we employ an inverse estimate. To define a discrete approximation of u, we introduce a partition T := T H × τ h of Ω with elements T i,j . Here T H is a subdivision of Ω 1D with elements T i = (x i−1 , x i ) of width H i = x i − x i−1 and maximal step size H := max Ti H i and analogously τ h is a subdivision of ω with elements τ j = (y j−1 , y j ) of width h j = y j − y j−1 and maximal step size h := max τj h j . We may then consider the bilinear FE-space
where 
For [39] . We obtain the following result.
Proposition 2.2 (Convergence of the EPM in the discrete setting). Let u ∈ H 1 (Ω) and assume that the parameter values µ ∈ Ξ 1D are sampled from the uniform distribution over Ω 1D . We suppose that the collateral basis space W k = span{κ h 1 , ..., κ h k } is determined by a POD as in (3), where the continuous function u is replaced by the discrete function u H×h . Finally, {λ
l=1 denotes the set of eigenvalues of the correlation matrix eigenvalue problem that is equivalent to the optimization problem (3) in the discrete case. Then we have for each interval I ∈ I 1 n µ∈Ξ1D
Proof. Let I be an arbitrary interval in I.
For each µ ∈ Ξ 1D we can further estimate:
.
As the EIM is exact on W k | I (Lemma 2.1), we obtain for (i):
Using the definition of the Lebesgue constant we get for (ii):
By combining the estimates (10), (11) and the inverse estimate υ
Note that (12) is a special case of Lebesgue's lemma. The estimates (9) and (12) together with the classical estimate of the POD-error yield the desired result
For the Lebesgue constant it has been shown in [3] that Λ I k ≤ 2 k − 1. Although this bound can be actually reached [29] , Λ I k ≤ 2 k − 1 is a very pessimistic result and in numerical experiments a very moderate behavior is observed (cf. [15, 29, 31] ). Note that (8) only yields convergence of the EPM if the POD-error converges faster than (
As we have used an inverse estimate to obtain the error estimate in the discrete setting, the used technique cannot be applied in the continuous setting. For the EIM, at least to our knowledge, only one a priori result has been proven until now (cf. [29] ). However, this result can not be used here as the proof heavily relies on the fact that the collateral basis functions are chosen as ζ l := arg max wK
As numerical experiments for the EIM and also the quadrature formula based on the EIM yield very good convergence results (see amongst others [15, 22, 29] for the former and §4 for the latter), we expect that the employed quadrature formula indeed converges. If Algorithm 2.2 EPM does not converge, the integration error e int is returned and can be used to derive fully rigorous a priori and a posteriori bounds ( §2.1). Before moving to this subject, we compare the EPM to some related methods.
It has been demonstrated in [44] for the so-called Least-Squares Empirical Interpolation Method, that for functions lacking spatial regularity, choosing L > k can improve the convergence rate of the EIM significantly. We emphasize that in contrast to the Least-Squares Empirical Interpolation Method, the interpolant
. . , L, as it is computed locally by a EIM. Thus, the properties collected in Lemma 2.1 still apply locally. Compared to the EIM, the EPM might seem inefficient as it requires the computation of the additional integrals over ω in (5) . However, for the special case k = L, we have the following lemma (cf. [44] ) Lemma 2.3. Let the collateral basis space W k be given and let the set of interpolation points T k be computed by Algorithm 2.1. Then the computation of P 
Rigorous a priori and a posteriori error analysis for the EPM in the continuous setting
To control the projection error
by the POD error, we interpret the discrete L 2 -norm occurring in the definition of the POD-space (3) as a numerical approximation of the corresponding integral with the Monte Carlo method, which is one new contribution of the proof, and subsequently use ideas of Kunisch and Volkwein [26] . The main new contribution of Theorem 2.4 is the control of the term
, which is possible due to the design of the EPM, using the Monte Carlo quadrature. Theorem 2.4 (A priori error bound for the EPM). We assume that the parameter values µ ∈ Ξ 1D are sampled from the uniform distribution over Ω 1D and denote with {λ 
If furthermore λ
and λ
are the eigenvalues and κ ∞ l are the eigenfunctions of the operator B :
Proof. We begin with splitting the error into a projection error and an integration error:
Thanks to the assumptions on Ξ 1D we can interpret for an arbitrary function f ∈ L 2 (Ω), the term
as a numerical approximation of the integral I(f ) = Ω1D ω f 2 dy dx with the Monte Carlo method. Thus, the strong law of large numbers ensures with probability 1 the convergence of
. Hence, there exists an N such that for all
where we have used the classical estimate for the POD error. Approximating also the integral of the second term in (18) with a Monte Carlo method and using the outcome of Algorithm 2.2, we obtain
The operator T :
, is a HilbertSchmidt integral operator and thus compact. Boundedness of the operator Y :
, yields that B is a compact operator as well. The remaining assertions can then be proven completely analogous to the argumentation in Section 3.2 of [26] .
We remark that the assumptions on Ξ 1D can be weakened in the sense that also an adaptive sampling strategy can be considered. This may change the convergence rate of the Monte Carlo method, but does not affect the proof of Theorem 2.4. Alternatively, a quasi-Monte Carlo method may be used, which has an improved convergence rate of approximately O((log n) c n −1 ) for some constant c [7] . Next, we employ the a priori bounds (13) and (16) in Theorem 2.4 to derive a rigorous a posteriori bound by comparing with a superior approximation P
. Proposition 2.5 (A posteriori error bound for the EPM). Let the assumptions of Theorem 2.4 be fulfilled and let ε tol be a given tolerance. Then the error estimate
holds with
where k ′ is defined as the minimal number in {k+1,...,d(n)}, such that
Proof. If Algorithm 2.2 converges we may apply (13) or otherwise (16) to obtain
With the definition of k ′ , the estimates in Theorem 2.4 and by computing P
Note that theoretically also the a posteriori bound for the EIM derived in [16] can be employed to obtain an a posteriori estimate for the EPM. As the theory developed in [16] however requires that the considered functions are parametrically smooth, it is not applicable within our context. We emphasize that by running Algorithm 2.2 with N int max = 0 and additionally computing e ω 1 in (4), Theorem 2.4 and Proposition 2.5 yield rigorous a priori and a posteriori bounds for the POIM [44] and the continuous version of the DEIM [11] , when the
Hierarchical Model Reduction for nonlinear PDEs
We follow the hierarchical model reduction (HMR) framework introduced in [17, 35] and extended to the RB-HMR setting in [32] . We recall our assumption that the considered domain is a tensor product, i.e. Ω = Ω 1D ⊕ω, where Ω 1D = (x 0 , x 1 ) denotes the computational domain in the dominant direction, and ω = (y 0 , y 1 ) the domain in the transverse direction. For A :
(Ω) and f ∈ H −1 (Ω) we consider the nonlinear problem
Problem (21) is denoted the full problem, and existence and uniqueness of a solution p ∈ H 1 0 (Ω) of (21) is assumed. Following the HMR framework, we introduce a set of L 2 -orthonormal basis functions {φ k } k∈N ∈ H 1 0 (ω). At this point we assume that the basis functions {φ k } k∈N are given to us. Possible choices are trigonometric or Legendre polynomials [35] or a posteriori determined basis functions, whose construction will be detailed in this section. We combine the reduction space Y m := span(φ 1 , ..., φ m ) with H 1 0 (Ω 1D ) and define the reduced space
where
Based on this reduced problem, fully discrete reduced approximations can be derived by replacing H 1 0 (Ω 1D ) in the definition of V m by some suitable one-dimensional finite element subspace X H . We emphasize that in contrast to the case of linear PDEs [17, 32, 35] , the integrals in the transverse direction in (23) cannot be precomputed due to the nonlinear operator A. This implies that (23) is still of full dimension. To overcome this difficulty and hence perform a dimensional reduction of (23) we apply the Empirical Projection Method (EPM) introduced in §2.
The goal of this section is the efficient construction of a low-dimensional reduction space Y m and a collateral basis space W k which yield a fast convergence of the RB-HMR approximation to the full solution. Following the approach in [32] , we derive in §3.2 a parametrized nonlinear 1D PDE whose solution is employed for the definition of parametrized 1D operator evaluations in the transverse direction in §3.3. The sets of solution and operator snapshots are generated simultaneously by an adaptive training set extension algorithm in §3. 4 . The principal components of the snapshot sets then form the reduction space Y m and the collateral basis space W k . We begin with formulating the RB-HMR approach with the EPM in §3.1.
Formulation of the reduced problem in the RB-HMR framework employing the EPM
We suppose that a set of collateral basis functions {κ n } k n=1 is given to us. The reduced problem with EPM then reads
Note that for some nonlinear operators it might be necessary to apply the EPM component-wise to its representation as defined in (2) . Rewriting
The corresponding discrete reduced problem reads: Find p
which is equivalent to the short notation
We emphasize that thanks to the application of the EPM we can now precompute the integrals in the transverse direction in (25) and (26) and as a result the computation ofp s,k andp Problem (26) can be efficiently solved by Newton's method. It is possible to reuse the collateral basis for a nonlinear operator also for the approximation of its Fréchet derivative [15] . To obtain a better approximation of A ′ (p } for this approximation. Assuming that W f,k f is given, the Newton scheme is defined as follows:
For well-posedness of the Newton scheme for nonlinear PDEs in general we refer to [13] and for this particular framework to [40] .
For future reference we finally introduce a two-dimensional finite element solution which will serve as a reference for our approximation. To this end we consider the subdivision T := T H × τ h of Ω with elements T i,j := T i × τ j , T i ∈ T H and τ j ∈ τ h , and the reference FE-space
where Q k,l has been defined in §2. Thanks to
The reference FE approximation of problem (21) reads:
Derivation of a parametrized 1D problem in transverse direction
To derive a lower dimensional parametrized PDE in the transverse direction we proceed as in [32] and assume that
where the function U (x) represents the unknown behavior of the full solution in the dominant direction. Using the test functions v(x, y) = U (x) · υ(y) for all υ ∈ H 1 0 (ω) yields the reduced problem with quadrature
Here, we denote by ·, · q the approximation obtained by substituting the integral I(t) := ω Ω1D t(x, y) dxdy in ·, · by the quadrature formula
where α l , x q l , l = 1, ..., Q denote quadrature weights and points respectively. To include the unknown dynamics in dominant direction U in the lower-dimensional problem in transverse direction and to find optimal locations of the quadrature points with RB methods (see §3.4 below), we parametrize (32) by introducing a parameter vector
Q , where the intervals I k ⊂ R contain the ranges of ∂ k x U (x), k = 0, 1. Compared to the linear setting, we expect a greater sensitivity of the RB-HMR approach with respect to the choice of the intervals I k ⊂ R, k = 0, 1, as the nonlinearity of A also applies to the parameter via the term A(U P). This can indeed be observed in the numerical experiments provided in §4. To get a rough estimate on the possible ranges of ∂ k x U (x), k = 0, 1, and therefore obtain an optimal convergence rate of the RB-HMR approach, we may for instance compute a coarse approximation of the solution p of (21) . Using the definition of µ, (32) can be recast into a parametrized 1D nonlinear PDE in transverse direction as follows:
Possible choices for the quadrature formula (33) are a modified rectangle formula or a standard composite trapezoidal rule. The number of quadrature points is chosen automatically by an adaptive algorithm, described in §3. 4 . To compute snapshots we use the subdivision τ h of ω with elements τ j = (y j−1 , y j ) of width h j = y j −y j−1 and maximal step size h := max τj h j . We introduce an associated conforming Finite Element space
and basis υ h j , j = 1, ..., n h . We obtain the parameter dependent discrete 1D problem:
which can be solved by Newton's method. Well-posedness of (35) and the conditions for the convergence of Newton's method may be verified a posteriori (cf. [10, 40] ). We may then define the solution manifold M P as
The generation of parametrized 1D operator evaluations
In this subsection we define an operator manifold which is formed by parametrized 1D operator evaluations of the nonlinear operator A in the transverse direction. For this purpose we consider (34) and (35) and define parametrized 1D operator evaluations A(µ) and A h (µ) of the operators A(p(x, y)) and A(p H×h (x, y)) as
Here, |Ω 1D | denotes the length of the interval
is the solution of (34) and P h (µ) solves (35) . Provided that P(µ) is able to capture the behavior of the full solution p in the transverse direction, we expect that A(µ) is a good approximation of the range of A(p(x, y)) in that direction, which will be validated in §4. Moreover, we define parametrized 1D operator evaluations of the respective Fréchet derivatives
Finally, we define an operator manifold M A through
Possibly adapt G and Ξ G if Q has changed.
Reduced and collateral basis generation -the Adaptive-RB-HMR algorithm
In this subsection we introduce the Adaptive-RB-HMR algorithm which simultaneously constructs the reduction space Y m = span(φ 1 , . . . , φ m ) ⊂ Y h and the collateral basis space W k = span(κ 1 , . . . , κ k ) using sampling strategies from the RB framework. First, the snapshot sets
are efficiently constructed in Algorithm 3.2 by an adaptive training set extension which generalizes the algorithm proposed in [32] . Subsequently, we apply a POD to determine the principal components of M The parameter values in the training set Ξ g are sampled from the uniform distribution over the cell g, where Ξ g has the same size n Ξ for all cells g and Ξ G = ∪ g∈G Ξ g . As in [32] and originally in [23, 24] we use a local mesh adaptation with a SOLVE → ESTIMATE → MARK → REFINE strategy for the generation of G and Ξ G beginning with a given coarse partition G 0 and an associated initial training set Ξ G0 . In §3.5 we derive an a posteriori error estimate ∆ 
. Next, we apply Algorithm 2.2 EPM for the computation of the interpolation points T kP OD , the basis Z kP OD and the matrix B kP OD , where the computation of the interpolant in (5) necessitates the solution of (26) and thus the computation of {φ l } mmax l=1
in line 2. As the error bound is only employed during the adaptive training set extension, it is sufficient to restrict to m = m max . Then we use the a priori bound for the EPM from Theorem 2.4 to compute k ′ , which yields W k ′ and apply again Algorithm 2.2 to determine T k ′ . W k ′ and T k ′ are updated at the end of each loop over m in line 20 to include the information from the snapshots generated during lines 9 and 15. A main difference to the Algorithm in [32] is the usage of the QP-Indicator, which chooses the number of quadrature points Q used in (35) . To decide whether Q has to be increased or not we apply a POD to P 
., 10, where the coefficientsp (26) . If the rates do not coincide, and Q is smaller than Q max , we increment Q by one. The QP-Indicator thus enforces the adaptation of the reduction space Y m and the collateral basis space W k to the reference solution p
H×h and the nonlinear operator A(p H×h ) by increasing the amount of information on the dynamics in the dominant direction in the spaces Y m and W k , if necessary. The initial value Q 0 is usually set to 1. Note that the fact that G is a product-like hyper-rectangular grid prevents the applicability of Algorithm 3.2 to high parameter dimensions. However, if dim(D) ≫ 1 we may instead consider an anisotropic adaptive refinement strategy or use a clustering algorithm (cf. [34] ). Apart from the just stated differences and the additional computation of the snapshots A h G in line 9 and 15, and the POD for the computation of the small collateral basis {κ k } kc k=1 in line 19, Algorithm 3.2 follows the lines of the corresponding Algorithm in [32] . Thus, we use the cell indicators η(g) := min µ∈Ξg ∆ k m (µ) and σ(g) := diam(g) · ρ(g), where ρ(g) counts the number of loops in which the cell g has not been refined, since its last refinement. We mark for fixed θ ∈ (0, 1] in each iteration the θN G cells g with the smallest indicators η(g) and additionally the cells for which σ(g) lies above a certain threshold σ thres . Then, all cells marked for refinement are bisected in each direction. Finally, we note that for each parameter value in Ξ G we compute the snapshots P h (µ) and A h (µ), add these snapshots to the already computed small bases {φ l } (26), and use the a posteriori error estimator to assess whether the span of the small bases and the current snapshots yields a good approximation. . This is demonstrated in §4. For details on the choice of the input parameters m max , i max , n Ξ , σ thres and N H ′ we refer to [32] .
A posteriori error estimates
In this subsection we apply the Brezzi-Rappaz-Raviart (BRR) theory [6, 8] to derive a rigorous a posteriori error bound for the error between the reduced solution p H m,k of (26) and a reference solution p H×h (30), which takes into account both the contributions of the model reduction and the approximation of the nonlinear operator. To this end we first define the inf-sup stability factor and the continuity and the Lipschitz constant:
where R is supposed to be sufficiently large and the index p comes from the space W 1,p (Ω). Now we may define a proximity indicator [10, 45] 
) and obtain the following result. 
Proof. The proof follows the ideas of [10] , which in turn is based on [8, 45] .
Next, we analyze as in [10] the effectivity
the error bound (44). Proposition 3.2 (Effectivity). Let us assume that
for c err ∈ [0, 1) and set C err :=
Proof. We simplify notations by setting ·, · := ·, · W −1,p (Ω)W 1,q (Ω) . It is easy to see (cf. [10] ) that (45) implies
The following estimate differs from [10] , as in [10] a quadratic nonlinear PDE in a Hilbert space is considered and the proof of the effectivity of the error bound heavily relies on these two assumptions. As τ k m,p ≤ 1 2 C err ≤ 1 we may apply Proposition 3.1 to obtain
Exploiting (42), (43), and (47) then yields
Thanks to τ 
Following the ideas in [10] we invoke (48) , (49) and Proposition 3.1 to get
Finally, we employ (49) again and τ
Note that the terms [8] we assume that for all
In general this can be achieved by applying the Hahn-Banach theorem. Furthermore, we require that 0 < β 2 := inf
and that there exist constants γ 2 and L 2 such that
By transferring ideas of [8] we obtain under the assumptions of Proposition 3.1
Note that this bound requires the computation or estimation of the dual norms and the appearing constants both for the W 1,p -and the H 1 -norm. Thus, we employ the inverse estimate | v
to derive the following computationally more feasible H 1 -error bound. ) of (30). If we further assume that
for c err ∈ [0, 1) and τ 
Proof. The proof uses the same arguments that have been applied in the proofs of Proposition 3.1 and 3.2.
To further estimate ∆ k m we invoke the a posteriori error bound for the EPM in Proposition 2.5 to replace 
, v
H×h )
and
Here, (·, ·) H 1 denotes the inner product associated with the H 1 -half norm. We thus obtain
Note that due to the definition of the snapshot set M A Ξ (39), the a priori bound (13) for the EPM is only applicable, if M A Ξ is a good approximation of {A(p H×h (µ, y)), µ ∈ Ξ train }. This may be verified by comparing the convergence rates of the eigenvalues {λ
of the POD applied to W H K and the coefficients
If the convergence rates do not coincide one may either increase the number of quadrature points in (35) or replace {λ (13) remains a reliable a priori bound when substituting {λ
This is demonstrated by the numerical experiments in §4.
We close this section by addressing the computation of the inf-sup stability factor β 2 and the Lipschitz constant L 2 . As for many problems global bounds for the Lipschitz constant L 2 are available, we will focus on the determination of the inf-sup stability factor β 2 . Inspired by the idea in [49] to employ a matrix-DEIM approximation of the jacobian for the computation of the Lipschitz constant of the considered nonlinear operator, we propose to use the EPM to approximate β 2 . Precisely, we use the a posteriori error bound for the EPM derived in Proposition 2.5, to find k 
Although we therefore expect β app 2 to be a very good approximation of β 2 , which is demonstrated by the numerical experiments in §4, we note that it is not clear that β app 2 is indeed a lower bound of β 2 .
Numerical Experiments
In this section we demonstrate the applicability of the RB-HMR approach using the EPM to nonlinear PDEs by verifying both its good approximation properties and computational efficiency. Moreover, we analyze the effectivity of the a posteriori error estimator derived in §3.5 and validate the a priori and a posteriori bounds for the EPM stated in Theorem 2.4 and Proposition 2.5. For this purpose we consider the following model problem, which is inspired by the model for immiscible two-phase flow in porous media studied in [30] .
where s ∈ L 2 (Ω), and d(p) := 36 c 4
for constants c 0 , c 4 > 0.
As c 0 > 0 ensures uniform ellipticity and d(p), d ′ (p) and d ′′ (p) are bounded in the relevant regions, we have that problem (61) is well-posed [8] . Existence of a (discrete) reduced RB-HMR solution follows from Brouwer's fixed point theorem. We note that the structure of (61) necessitates to consider F : W 
..m. This improved regularity for solutions of (34) can be proved with standard arguments (see for instance [27] ). For further details on well-posedness issues of problem (61) in the context of RB-HMR and the corresponding parameter dependent lower dimensional problem (34) we refer to [40] . 
(Ω) (a) and the relative total error for |e| rel ) or not (|em| rel
) (c).
In the first test case we prescribe the analytical solution of test case 1 in [32] to compare the convergence rates of the RB-HMR approach for linear and nonlinear problems. Also in the nonlinear case the RB-HMR approach converges exponentially fast in the model order m, regardless whether the EPM is applied or not. However, the convergence rate is worse than for the linear problem. In the other test case we prescribe a discontinuous source term s resulting in a solution with little spatial regularity both in the dominant and transverse direction. Still, we observe an exponential convergence rate of the RB-HMR approach using the EPM in the model order m. Both test cases have been computed employing linear FE in x-and y-direction, i.e.
, using equidistant grids in x-and y-direction. We have used the following quadrature weights in (33)
and the POD-error corresponding to the EPM by e k POD . Moreover, we setē (53), respectively. For the validation of the effectivity of the error bounds, we finally shorten the notation by setting e mod := P
The implementation of Algorithm 3.3 Adaptive-RB-HMR has been realized in MATLAB. All computations have been performed on a computer with an Intel Core i7 (4 cores) with 2.8 GHz.
Test case 1
First, we investigate the convergence behavior of the RB-HMR approach for an analytical solution p(x, y) = y the discrete reduced problem (without using the EPM; beginning of §3). We observe an exponential convergence rate of |e m | rel H 1 (Ω) also for the nonlinear problem (61), which is worse than the one for the Poisson problem (Fig. 1a) . Nevertheless, also for the nonlinear case still 9 basis functions are sufficient to achieve (Fig. 1a) . Furthermore, at least for the considered mesh sizes the effects on the behavior of the relative total error |e| rel
due to the deterioration of the model convergence rate are very small (Fig. 1b) . Applying the EPM preserves the convergence rate of the model error |e m | rel H 1 (Ω) (Fig. 1c) until a so-called EPM-plateau (see [15, 43] for the EIM-plateau) is reached. The model error enters an EPMplateau if the approximation properties of the collateral basis space W k prevent a further reduction of the model error, i.e. k is chosen too small compared to m, and the nonlinear operator is hence not approximated accurate enough. Our experiments showed that the tolerance of the POD for the EPM ε , a small error cannot be avoided due to the necessary projection of the snapshots onto a discrete space and other numerical constraints. Note that the level of the EPM-plateau becomes smaller for decreasing H and lies for all considered mesh sizes well below the total error |e| rel H 1 (Fig. 1b,1c) . Finally, we remark that in all computations for the plots in Fig. 1 we used the exact error in the application of the Algorithm 3.3 Adaptive-RB-HMR (Fig. 1c) to assess only the influence of the nonlinearity in Fig. 1a and Fig. 1b the error stagnates in the EPM-plateau and the level of the plateau decreases uniformly for dropping mesh sizes (Fig. 2a) . Fig. 2e illustrates the error convergence of |e
for a simultaneous increase of the model order m and collateral basis size k for H = 0.01. Again we see that for small k the scheme might even get unstable if m exceeds a certain limit, which is however not the case for higher values of k. Moreover, we observe that if the approximation of the nonlinear operator is good enough, a further increase of k does not reduce |e
if m is kept fixed. Choosing ε EPM tol = 10 −7 and thereby ensuring that the approximation properties of W k are sufficient, we finally see that for the considered mesh sizes the EPM-plateau has no effect on the relative total Fig. 2c , we detect that all three quantities exhibit the same exponential convergence rate until e m rel L 2 (Ω) reaches the EPM-plateau. As also the convergence behavior of the eigenvalues of the POD λ m and of the coefficients p (Fig. 2d) , we conclude that for the present test case the convergence behavior of the POD transfers to the coeffi- (Fig. 2d) , the QP-Indicator introduced in §3.4 would not have increased the number of quadrature points used in (34) .
To assess the approximation quality of the collateral basis spaces, we finally compare in Fig. 3 the convergence rates of the respective POD-error e k POD and e k L 2 . We observe that the rates for the approximation onto the space of piecewise constant functions to account for the structure of the nonlinear operator. This yields a worse convergence behavior for decreasing h as the projection onto the space Y h we have employed for the others. As apart from this deviation the convergence rates coincide, we nevertheless conclude that the nonlinear operator A(p H×h ), its Fréchet derivative A ′ (p H×h ), and the discrete operator manifolds are approximated with the same quality. by the fact that e ex EPM H −1 (Ω) lies above e EPM H −1 (Ω) (see Fig. 4c ), as the former also takes discretization errors into account which are not included in the latter. For ε EPM tol = 10 −5 , e EPM H −1 (Ω) and e ex EPM H −1 (Ω) nearly coincide (see Fig. 4c ). We therefore conclude that the a posteriori bound for the EPM (19) yields a very good approximation of e ex EPM L 2 (Ω) and thus e ex EPM H −1 (Ω) if the discretization error is not dominant. A (standard) term which estimates this discretization error may be added to error estimator but this is beyond the scope of this paper. Here, we have set the tolerance for the POD determining the richer collateral basis space W
−5 . We recall that we have assumed (54)
to prove the effectivity of ∆ k m . Fig. 4d illustrates the convergence behavior of e EPM H −1 (Ω) and e mod H −1 (Ω) for increasing m and H = 0.005. We observe that even if (64) is violated, i.e. c err > 1, we maintain effectivity of the error bounds (see Fig. 4a,4d) . However, as c err > 1 indicates that the EPM-plateau is reached (Fig. 4a,  4d) , the adherence of (64) is necessary to avoid the plateau. Finally, we investigate the a priori bound of the EPM derived in Theorem 2.4. As the convergence behavior of Fig. 3 ) we may apply Theorem 2.4 as an error estimator. Note that (13) is a probabilistic result and that the term O(n −1/4 train ) does not provide an upper bound for the integration error due to the application of the Monte-Carlo method [7] . However, Fig 4e shows that apart from some deviations due to the EPM-plateau the error e EPM L 2 (Ω) and the POD-error have approximately the same convergence rate. The integration error can thus be estimated by the POD-error. Hence, we employed the POD-error e k POD as an a priori bound in our numerical experiments and decreased the tolerance ε tol in (19) by 10 −1 to account for the integration error.
Alternatively e k POD can be multiplied with a constant, which depends on n 
Test case 2
In this test case we investigate the convergence behavior and computational efficiency of the RB-HMR approach for the approximation of non-smooth solutions of (61). We choose Ω = (0, 2)×(0, 1), c 4 = 12 and unless otherwise stated c 0 = 0.075. We prescribe as a source term the characteristic function s(x, y) = χ D1∪D2∪D3 , where 
= 10
−10 , which yielded on average n train ≈ 600. Fig. 6a illustrates the training set Ξ train generated with Algorithm 3.2 AdaptiveTrainExtension for Q = 1. It can be seen that -against expectations -the train sample is not refined around the peaks but at the boundary of Ω 1D . Using two quadrature points in (34) we observe a refinement of the training set in the expected regions, namely around 
and λm for Q = 1, 2 in (33) for H = 0.0025 (c). N H ′ = 10 for all pictures. 
for Q = 1 in (33) (1qp) and Q = 2 in (33) (2qp) for H = 0.005 and N H ′ = 10.
observed that the level of the plateau of the coefficients p
Ω1D ) reduces for decreasing mesh sizes which might indicate that their stagnation is related to the EPM-plateau. We hence suppose that since the solution of the present test case is non-smooth, in contrast to the previous example, the behavior of p H m,k in the EPM-plateau (compare Fig. 2e and Fig. 8a ) also affects the coefficients p
Next, we analyze the a posteriori error bounds derived in §3. (Fig. 10a-10c ), for coarser mesh sizes the error estimator is not efficient for 5 ≤ m ≤ 10 (Fig. 10c ). This is due to the fact that for m ≥ 8 there holds e ex EPM H −1 (Ω) ≥ e mod H −1 (Ω) , as e ex EPM H −1 (Ω) is dominated by discretization errors (Fig. 10d) . Thus, assumption (64) is violated, which demonstrates that for the present test case satisfying (54) is crucial to maintain the effectivity of the error estimator for Q = 2. Fig. 10d also shows that for moderate values of k, e ex EPM H −1 (Ω) and e EPM H −1 (Ω) coincide perfectly, which numerically proves that also for the present test case for a non-dominant discretization error, the a posteriori bound for the EPM (20) results in a very good approximation of e ex EPM L 2 (Ω) and thus e ex EPM H −1 (Ω) . As in the previous test case we have set ε err tol = tol k ′ ε EPM tol with tol k ′ = 10 −2 ( §3.4), which yielded on average k ′ − k ≈ 8. Note that for Q = 1 in (33) the effectivity of the error bounds is maintained even for H = 0.02 (Fig. 10a) and that e ex EPM H −1 (Ω) and e EPM H −1 (Ω) mainly coincide even for high values of k due to the higher level of the EPM-plateau. Comparing e mod H −1 (Ω) and e EPM H −1 (Ω) for Q = 1, 2 in Fig. 10e we observe that e EPM H −1 (Ω) has improved much more than e mod H −1 (Ω) due to the increase of Q. Hence, increasing Q seems to significantly reduce the level of the EPM-plateau which in turn considerably improves the error behavior as has already been assessed in the analysis of Fig. 7 . In contrast to the previous test case, also for small tolerances ε EPM tol a stagnation of e mod H −1 (Ω) can be observed (compare Fig. 4d and Fig. 10e) . Thus, we suppose that due to the worse behavior of p are not approximated with the same approximation quality due to the EPM-plateau (Fig. 9) , we observe that e Finally, we compare the total computational costs of the RB-HMR approach using the EPM to compute p H m,k (26) , with the costs of the 2D bilinear FEM for the computation of p H×h ∈ V H×h (30) . For the solution of the linear system of equations within Newton's method we employed in both cases a bicgstab method with the same settings. Also the tolerance for Newton's method has been chosen identically. In Fig. 11a we see that the bilinear FEM scales quadratically in N H , while the RB-HMR approach with the EPM scales linearly in N H both for Q = 1 and Q = 2 in (33). In Fig. 11b the total computational costs of the bilinear FEM and the RB-HMR approach are plotted versus the respective relative total error |e| rel H 1 (Ω) . Due to the EPM-plateau the total error |e| rel H 1 (Ω) for Q = 1 lies well above the one of the bilinear FEM for the same mesh size, while only minimal deviations can be observed for Q = 2. However, the run-time required to achieve a certain error tolerance is very much smaller for the RB-HMR approach than for the bilinear FEM.
Conclusions
To generalize the reduced basis-hierarchical model reduction (RB-HMR) approach introduced in [32] to nonlinear PDEs we expanded the nonlinear operator in an orthonormal (collateral) basis in the transverse direction. Both for the construction of the reduction space in the RB-HMR approach and the collateral basis space we used a highly nonlinear approximation. A manifold of parametrized lower dimensional operator evaluations has been generated by using the solutions of a parametrized dimensionally reduced problem and the corresponding parametrization. In this way we included information on the evaluation of the nonlinear operator in the unknown full solution in the dominant direction in the collateral basis space. Solution and operator snapshot sets have been simultaneously generated with an adaptive training set extension, and by applying a proper orthogonal decomposition (POD) the reduction and collateral basis space are constructed. The coefficients of the operator approximation have been computed with the newly introduced Empirical Projection Method (EPM), which is an adaptive integration algorithm based on the Empirical Interpolation Method [3] . While for the basis selection with the greedy algorithm and the POD several convergence results are already proven, to the best of our knowledge no result that could have been employed, has been proven until now for the approximation of the range of a nonlinear operator. This gap has been closed by the introduction of the Empirical Projection Method and the proven rigorous a priori and a posteriori error bounds. We used these bounds to derive a rigorous a posteriori error estimator based on the Brezzi-Rappaz-Raviart theory, which is employed for the construction of the snapshot sets. Here, we extended the results on the effectivity of the error estimator in [10] from quadratically nonlinear PDEs to general nonlinear PDEs. The numerical experiments for the nonlinear diffusion equation show that the reference solution and the set
