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Abstract: An artificial neural network (hence after, ANN) is an information-
processing paradigm that is inspired by the way biological nervous systems, such 
as the brain, process information. In previous two decades, ANN applications in 
economics and finance; for such tasks as pattern reorganization, and time series 
forecasting, have dramatically increased. Many central banks use forecasting 
models based on ANN methodology for predicting various macroeconomic 
indicators, like inflation, GDP Growth and currency in circulation etc. In this 
paper, we have attempted to forecast monthly YoY inflation for Pakistan by 
using ANN for FY08 on the basis of monthly data of July 1993 to June 2007. We 
also compare the forecast performance of the ANN model with conventional 
univariate time series forecasting models such as AR(1) and ARIMA based 
models and observed that RMSE of ANN based forecasts is much less than the 
RMSE of forecasts based on AR(1) and ARIMA models. At least by this 
criterion forecast based on ANN are more precise.  
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I. INTRODUCTION 
 
In modern age of forecasting, there has been a great interest in studying the 
artificial neural network (ANN) forecasting in economics, financial, business and 
engineering applications including GDP growth, stock returns, currency in 
circulation, electricity demand, construction demand and exchange rates (see, 
Fernandez-Rodriguez, Gonzalez-Martel and Sosvilla-Rivero [2000] and Redenes 
and White [1998]). Many central banks, for example: CZECH National Bank, 
(Marek Hlavacek, Michael Konak and Josef Cada [2005]), Bank of Canada, 
(Greg Tkacz and Sarah Hu [1999]), Bank of Jamaica, (Serju [2002]), are 
currently using their forecasting models based on ANN methodology for 
predicting various macroeconomic indicators. Using forecasts based on this 
methodology one may make correct classification and decisions such as stock 
selection, bond rating, credit assignment, property evaluation, and many others 
(see Chen, Racin and Swanson [2001], Swanson and White [1997] and Stock and 
Watson [1998]).  
  
Inflation forecast is used as guide in the formulation of the monetary policy by 
the monetary authorities in the world.  Monetary policy decisions are based on 
inflation forecast extracted from the information from different models and other 
information suggested by relevant economic indicators of the economy. The 
main purpose of this paper is to forecast monthly YoY inflation for Pakistan by 
using ANN methodology for FY08 on the basis of available monthly data since 
July 1993. We also compare the forecast performance of the ANN model with 
that of univariate AR(1) and ARIMA based models. It is observed that forecasts 
based on ANN are more precise than then those based upon AR(1) and ARIMA 
models.  
 
The rest of the paper is organized as follows: Neural network methodology is 
presented in section 2. Section 3 provides data and model specifications. 
Empirical findings are discussed in section 4 and the summary of our findings is 
presented in the last section.   
 
II. BACKGROUND AND METHODOLOGY 
 
Neural network theory grew out of Artificial Intelligence research, or the 
research in designing machines with cognitive ability. An artificial neural 
network is an information processing paradigm that is inspired by the way 
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biological nervous systems, such as the brain, process information.1 The key 
element of this paradigm is the novel structure of the information processing 
system. It is composed of a large number of highly interconnected processing 
elements, called neurons, working in unison to solve specific problems. ANN 
learns by experience like people. An ANN is configured for a specific 
application, such as pattern recognition and time series forecasting, through a 
learning process. Learning in biological systems involves adjustments to the 
synaptic connections that exist between the neurons. The basic building block of 
a brain and the neural network is the neuron. The human neuron2 is shown in 
figure 1. 
 
 
Figure 1. Biological Model of Human Neuron  
 
As described by Beal and Jackson [1990], all inputs to the cell body of the 
neuron arrive along dendrites. Dendrites can also act as outputs interconnecting 
inter-neurons. Mathematically, the dendrite's function can be approximated as a 
summation. Axons, on the other hand, are found only on output cells. It has an 
                                                 
1A neural network is a massively parallel distributed processor that has a natural 
propensity for storing experiential knowledge and making it available for use. It 
resembles the brain in two respects: Knowledge is acquired by the network through a 
learning process and interneuron connection strengths known as synaptic weights are 
used to store the knowledge, see for instance, Hykin [1994]. 
2 Adapted from Beale and Jackson [1990] and JOONE Documentation. 
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electrical potential. If excited, past a threshold, it will transmit an electrical 
signal. Axons terminate at synapses that connect it to the dendrite of another 
neuron. The neuron sends out spikes of electrical activity through a long axon, 
which splits into thousands of branches, see, figure 2. At the end of each branch, 
a structure called a synapse converts the activity from the axon into electrical 
effects that inhibit or excite activity from the axon into electrical effects that 
inhibit or excite activity in the connected neurons. When a neuron receives 
excitatory input that is sufficiently large compared with its inhibitory input, it 
sends a spike of electrical activity down its axon. Learning occurs by changing 
the effectiveness of the synapses so that the influence of one neuron on another 
changes. The human brain contains approximately 10 billion interconnected 
neurons creating its massively parallel computational capability. 
 
  
 
Figure 2. Neural Signal Transmission  
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ARTIFICIAL NEURON 
 
The artificial neuron was developed in an effort to model the human neuron. The 
artificial neuron depicted in figure 33. Inputs enter the neuron and are multiplied 
by their respective weights. 
 
For analytical purposes, a neuron may be broken down into three parts: 
 
¾ input connections 
¾ summing and activation functions 
¾ output connections 
 
 
Figure 3. Artificial Neuron Model 
 
INPUT CONNECTIONS 
 
In artificial neural network, a neuron is connected to other neurons and depends 
on them to receive the information that it processes. There is no limit to the 
amount of connections a neuron may receive information from. The information 
that a neuron receives from others is regulated through the use of weights. When 
a neuron receives information from other neurons, each piece of information is 
multiplied by a weight with a  value  between -1 and +1, which allows the neuron 
                                                 
3 Adapted from Kartalopoulos [1996] and Haykin [1994]. 
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to judge how important the information it receives from its input neurons is. 
These weights are integral to the way a network works and is trained: 
specifically, training a network means modifying all the weights regulating 
information flow to ensure output follows the given criteria, e.g., minimization  
of RMSE or MAE. 
 
SUMMING AND ACTIVATION FUNCTIONS 
 
The second portion of a neuron is the summing and activation functions. The 
information sent to the neuron and multiplied by corresponding weights is added 
together and used as a parameter within an activation function.4 Numerous 
activation functions exist in ANN literature, but we will discuss below the one 
which we used and that is hyperbolic tangent function:  a continuous function 
with a domain of (-∞,∞) and a range of (-1, 1):  
 
           
1
1)tanh( 2
2
+
−= x
x
e
ex     
       
 
By providing a function with a limitless domain and a range of (-1, 1), it is 
perfect for predicting whether or not inflation will rise (tanh(x) = 1) or fall 
(tanh(x) = -1).  
 
OUTPUT CONNECTIONS 
 
Finally, once the activation function returns a corresponding value for the 
summed inputs, these values are sent to the neurons that treat the current neuron 
as an input. The process repeats again, with the current neuron's output being 
summed with others, and more activation functions accepting the sum of these 
inputs. The only time this may be ignored is if the current neuron is an output 
neuron. In this case, the summed inputs and normalized sum is sent as an output 
and not processed again. 
 
                                                 
4In a biological context, a neuron becomes activated when it detects electrical signals 
from the neurons it is connected, see, Beale, R., Jackson, T., [1990]. If these signals are 
sufficient, the neuron will become “activated” - it will send electrical signals to the 
neurons connected to it.  
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NEURAL NETWORK ARCHITECTURE  
 
While each neuron is, in and of itself, a computational unit, neurons may be 
combined into layers to create complex but efficient groups that can learn to 
distinguish between patterns within a set of given inputs. Indeed, by combining 
multiple layers of such groups, it is theoretically possible to learn any pattern. 
There are many combinations of neurons that allow one to create different types 
of neural networks, but the simplest type is a single-layer feedforward network. 
In this case, a network is composed of three parts: a layer of input nodes, a layer 
of hidden neurons, and a layer of output nodes, as is shown in the figure 4. 
 
 
 
Figure 4. Layers of Artificial Neural Networks 
 
A multilayer feedforward network is similar to a single-layer one. The main 
difference is that instead of having a hidden layer pass its calculated values to an 
output layer, it passes them on to another hidden layer. Both types of networks 
are typically implemented by fully connecting each layer's neurons with the 
preceding layer's neurons. Thus, if Layer A has k neurons and sends its 
information to Layer B, with n neurons, each neuron in Layer A has n 
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connections for its calculated output, while each neuron in Layer B has k input 
connections.  
 
Interestingly, such a network can be represented mathematically in a simple 
manner. Supposing there are k neurons in Layer A, let a represent a vector, where 
ai is the ith neuron's activation function output. Let b represent the input values to 
neurons in Layer B, with bj be the jth neuron. Let W  be a n by k matrix where wji 
represents the weight affecting the connection from ai to bj. Keeping this in mind, 
we can see that for a single-layer feedforward network, we can mathematically 
represent the flow of information by, 
 
bWa =   
 
and the learning thus becomes a modification of each wji in W . A similar 
mathematical analogy applies to multilayer feedforward networks, but in this 
case, there is a W  for every layer and ‘b’ is used as the value for ‘a’ when 
moving to subsequent layers. The most popular type of learning within a single-
layer feedforward network is the Delta Rule, while multilayer feedforward 
networks implement the Backpropagation algorithm, which is a generalization of 
the Delta Rule, (see, Beale, R., Jackson, T., [1990]). 
 
The Delta Rule may be summarized with the following equation: 
 
ijij xw δ∈−=Δ  
 
In this case, Δwij represents the change of the weight connecting the ith neuron 
with the jth output neuron, xi is the output value of the ith neuron, ε is the learning 
rate, and δj is the error term in the output layer, defined as: 
 
)( kkk ot −−=δ  
 
where  kt  is the expected output, while  ko  is the actual output. While this rule 
works well when there is only one hidden layer In case of multiple layers we use 
generalized delta rule described below.  
 
∑ −=
k
jjjkkj hhw ))1()(( δδ  
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In this case, one uses the same equation for Δwij but uses the term above instead, 
with k representing the neurons receiving information from the current neuron 
being modified. δkwjk is the error term of the kth neuron in the receiving layer, 
with wjk being the connecting weight. The activation functions of all the neurons 
in a network implementing backpropagation must be differentiable, because: 
 
)( jj zh σ ′=  
 
with zj being the net input for the neuron. 
 
Finally, if biases are present, they are treated like regular neurons, but with their 
output (x) values equal to 1: 
 
jjB δ∈−=Δ  
 
When implemented, this algorithm has two phases. The first deals with having 
the network evaluate the inputs with its current weights. Once this is done, and 
all the neuron and output values are recorded, phase two begins. The algorithm 
begins this phase by applying the original Delta Rule to the output neurons, 
modifying weights as necessary. Then the generalized Delta Rule is 
implemented, with the previous δ values sent to hidden neurons, and their 
weights changing as required. 
 
III.   DATA AND MODEL SPECIFICATIONS 
 
DATA SPECIFICATION 
 
The main objective of this study is to forecast monthly YoY inflation for 
Pakistan for FY08 using feed-forward artificial neural network model with 12 
hidden layers. We used data on monthly basis since July-1993. Figure 5 
represents graphically the data we have used. 
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Figure 5. Monthly Inflation rate (YoY)  
 
MODEL SPECIFICATION 
 
We estimate a very simple neural network for inflation based on ‘feedforward 
with backpropagation’ architecture. 
 
                      ∑
=
−+ +Θ=
n
k
kktkkjt bxw
1
)tanh(πˆ     (1) 
 
Where: jt+πˆ  is the neural network inflation forecast j months ahead, xt-1 is a 
vector of lagged inflation variables [ πˆ t-1, πˆ t-2], tanh which is the hyperbolic 
tangent function used as transformation process. Θ ’s are layer weights, wi are 
input weights and b’s are biases. 
 
While implementing our model, it required following steps: 
 
¾ Selection of input variables  
¾ Preprocessing the input data  
¾ Specifying a neural network  
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¾ Training the network  
¾ Forecast Accuracy  
 
SELECTION OF INPUT VARIABLE 
 
This step identifies the variables that contribute the most to forecasting the target 
variable. If we omit important variables, then its effect on the performance of the 
neural network can be significant. For our simplicity, we only consider univariate 
forecast neural network model. Given the limitation of the data, the simple neural 
network architecture given by (1) was chosen with very minimal search over 
alternative network architectures.  
 
PREPROCESSING THE INPUT DATA 
 
Neural networks need properly transformed data to be able to process them and 
generate sound forecasts.5 For our simplicity, we assume there is no statistical 
bias in our data. 
 
SPECIFYING A NEURAL NETWORK 
 
A typical feedforward with backpropagation network should have at least three-
layers6. Appropriate selection of number of layers is an art. This selection criteria 
needs experimentation. The countless combinations of layers and neurons that we 
can make and the time it takes to train a network after each selection is an 
arduous exercise.7 In this paper, the number of layers specified is 12. We could 
also use many layers but that would make the training time prohibitive. The 
resulting improvement in forecast accuracy may not be worth the extra time. 
                                                 
5Transformation, normalization and data smoothing are three common ways of 
preprocessing data. Transformation and normalization makes the statistical distribution of 
each input and output data roughly uniform. The values are scaled to match the range that 
the input neurons use. Data normalization methods, which include simple linear scaling 
and statistical measures of central tendency and variance, remove outliers and spread out 
the distribution of the data. Data smoothing filters out noise in the data. 
6 Input, output and at least one hidden layer is compulsory.  
7It is found that, a single or two-layer network would be rather inadequate in capturing 
the complex dynamics of market variables. For example, Barnett, Medio and Serletis 
[2003] 
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Furthermore, a backpropagation network should have at most fifteen layers.8 In 
the network specification stage we can adjust a number of default parameters or 
values that influence the behavior of the training process. These deal with the 
learning, forgetting and error tolerance rates of the network, the maximum 
number of runs, stop value for terminating training and randomizing weights with 
some specified dispersion9. 
 
TRAINING THE NETWORK AND FORECASTING 
 
we train the ANN using the Levenberg-Marquardt algorithm, a standard 
training algorithm from the literature. The algorithm is terminated 
according to the early stopping procedure.10 The validation set used in the 
early stopping procedure is chosen in a somewhat unusual manner. 
Finally, the training function produce forecast results on the basis of 
RMSE minimization criteria. 
 
FORECAST EVALUATION 
 
To evaluate the forecast, we calculate root mean of squared errors (RMSE) as 
follows: 
  
 RMSE = 
n
YY
n
i
itit∑
=
−
1
2)(
 
 
The training algorithm is run on the training set until the RMSE starts to increase 
on the validation set. 
 
                                                 
8 See, Serju [2002]. 
9 For neural network default values specification, see MATLAB 7.0 guidelines.  
  [www.mathworks.com ] 
10This procedure is related to the innovative approach used by Nakamura, Emi, [2005] 
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IV.  EMPIRICAL RESULTS 
 
Inflation forecasting based on model described in section 3.2 requires the 
following steps. First of all we normalize data by using the following algorithm. 
 
(  ( ) max ( ))
 ( ) 2*
(min ( ) max ( ))
t t
t
t t
current value value
normalized value
value value
π ππ π π
⎛ ⎞−= ⎜ ⎟−⎝ ⎠
 
 
This process change the original scaling of data within the range [-1 , +1]. 
Results are shown here in figure 6. 
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Figure 6. Inflation rate in normalized Scale [-1, +1] 
 
Our neural network was trained using the MATLAB. Before training, this model 
requires some default values, which are given in table 1. After setting the basic 
properties, model required normalized data as input and transfers this to training 
function by using tan hyperbolic function. Then ‘trainlm’ function is used to train 
the data.  
 
Forecast efficiency is captured by minimizing the root mean square errors 
(RMSE). In our experiment, we try to find forecast monthly YoY inflation 
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for Pakistan for FY08 on the basis of monthly data since July 1993. The 
out-of-sample forecast is presented in figure 7. It shows an upward 
continuous trend in inflation rate for FY08. In the next subsection we 
compare the forecast performance of ANN with that of AR(1) model. 
 
 
Table 1: Default Parameters Values for ANN 
hidden_layers = 12 
max lag = 12 
training set = 80 
forecast period = 12 
learning rate = 0.25 
learning increment = 1.05 
learning decrement = 0.07 
training parameter epochs = 1000 
target RMSE = 0.00005; 
Table Key:  
MALTAB Neural Network toolkit uses these parameter values. 
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Figure 7. Monthly YoY Inflation Forecast for FY08 
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COMPARING FORECAST PERFORMANCE OF ANN AND AR(1) 
AND ARIMA BASED MODELS 
 
In order to compare the out-of-sample forecast performance of ANN with 
AR(1) and ARIMA based models we find the out-of-sample forecast for 
July 06 to June 07 from both of these model based on data for July 1993 to 
June 2006. Results based on ANN methodology as well as both AR(1) and 
ARIMA methodologies are presented in table 2. Forecasting performance 
is evaluated on the basis of RMSE criteria.  We observed that RMSE of 
ANN based forecasts is less than the RMSE of forecasts based on AR(1) 
and ARIMA models. At least by this criterion forecast based on ANN are 
more precise. This forecast comparison result based on Pakistan data is 
also consistent with earlier findings; Nakamura (2006) for US case and 
Choudhary and Haider (2008) for the case of twenty eight OECD 
countries. 
 
Table 2: Performance Comparison based on RMSE  
Months Actual 
Inflation 
Forecast by 
ANN 
Forecast by 
AR(1) 
Forecast by 
ARIMA(1,3,7,11;1;1,
2)* 
Jul-06 7.63 7.68 7.62 7.92 
Aug-06 8.93 7.92 7.60 8.34 
Sep-06 8.73 8.43 7.59 8.86 
Oct-06 8.11 8.45 7.58 9.34 
Nov-06 8.06 8.33 7.56 9.54 
Dec-06 8.88 8.26 7.55 9.79 
Jan-07 6.64 7.98 7.53 10.12 
Feb-07 7.39 7.70 7.52 11.23 
Mar-07 7.67 7.68 7.51 11.23 
Apr-07 6.92 7.59 7.49 10.76 
May-07 7.41 7.44 7.48 10.37 
Jun-07 7.00 7.29 7.47 10.14 
Average: 7.78 7.90 7.54 9.80 
RMSE:   0.59 0.75 2.25 
     Table Key:  
        */ usual ARIMA (AR terms; Order of integration; MA terms) convention is used 
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V. CONCLUSION 
 
This paper applied a simple univariate artificial neural network model to forecast 
monthly YoY inflation for Pakistan by using ANN methodology for FY08 on the 
basis of monthly data for July 1993 to June 2007. The main purpose of this 
exercise is to find consistent out-of-sample forecast based on RMSE 
minimization criteria, in which error volatility is minimized after training 
network with 12 hidden layers. The leaning rate of our model is 0.25. Model 
simulation used feedforward with backpropagation methodology which requires 
an activation function which used generalized delta rule. Our forecast results 
indicate that inflation projection for the end of next FY08 is on high on average 
as compared with FY07.  In last, we compared out-of-sample forecast 
performance with forecast based on AR(1) and ARIMA based models and found 
that RMSE of ANN based forecasts is much less than the RMSE of forecasts 
based on AR(1) and ARIMA based models. At least by this criterion forecast 
based on ANN are more precise. 
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