1/2 + O(log log log x/log log x) =S c(x) (1.1) £ 3/2 + O (log log log x /log log x ).
THEOREM 3.
(1.2) liminfc(jc)= 1/2, limsupc(x) = 3/2.
Note. Theorem 3 is an immediate consequence of Theorems 1 and 2. 
We can then write
where Si is the sum over {n: | M/2 -n | < 2a r } and 2 2 is the sum over {n: |M/2-n|^2a r }. Chebyshev's inequality yields
which implies (2.5) 5
(Here and further on, inequalities such as M = O(logjc), a x = O(logM), a(n) = O(log n) and r = O(logM) will be used without comment).
We will use the symmetry of the binomial coefficients to estimate 2i. (2.14) This completes the proof of Lemma 1.
Lemma 1 implies that
Since a x = log log jc/21og2+ O(l), we obtain (2.16) C(JC) = Ŵ e now complete the proof of Theorem 1 by showing that if 6 > 0 then there exist arbitrarily large q such that if (1/2 4-e)q < z < (3/2 -e)q is an integer, then there exists x EM such that a x = q and r + a r /2 = z.
Suppose we choose (1/2 + e)q -4^ 5 < (1/2 + e)q -2, 5 even. As f takes on all possible integer values between 2 and q -s, t + s/2 certainly takes on all integer values between (1/2 + e)q and (3/2-e)q.
If g is large enough, it is certainly possible to find xGi such that a t = q, r = t and a r = s, completing the proof of Theorem 1.
3. We carry out the proof of Theorem 2 in a series of steps.
• > a r integers and a r la x^ (1/2) log log log JC/(log log x +loglog 2)}.
We begin by proving the conclusion of Theorem 2 holds for element of M\
Proof. We begin as in Lemma 1, writing (3.2) A 2 (x)=Z except where Si is the sum over {n: \M/2-n | <2
(l+e)fl1 } and S 2 is the sum over {n:
}, where e = € (JC ) = log log log x /(log log x + log log 2).
The second term can be estimated as the corresponding term was in Lemma 1, yielding
We estimate the first sum by considering two cases.
We can treat this case as we treated Lemma 1, obtaining 2M ) a(n) = (r + a r /2)x + O(x) and hence Since 0 ^ r ^ aj -a r + 1, we obtain a r /2 ^ r + a r /2 ^ a x -a r /2 + 1. Since (1/2 + e)ai ^ a r ^ a 1? we obtain (3.5)
But ai = (log log JC/log 2)+ O(l), so which implies (3.7)
Thus I /log log log x\\ /slog log s\ < A f +O l loglogx )){ 21og2 ; = A (3.8) n /log log log At\\ /£JOgJogJf\ U \ loglogjc /A 21og2 / which proves Lemma 2 for this case. (1/2-e)a 1 < a r <(l/2 + e)^. As in Lemma 1, we write (3.9) Here, however, an overlap of the nonzero digits in the binary representations of t and M/2 +1 forces us to use the subadditive properties of a. Writing M/2 and t as before, we obtain M a (3.10)
The subadditivity of a implies a (M/2 + t) ^ a (M/2 + 1) + a (t -1) so that (3.11) a (M + fW + w + t
Also, a(M/2 + t) is at least a(t) minus the overlap between the binary expansions of M/2 and t, so that (3.12)
Since a (M/2 -t) is no greater than the number of places available, less a(t), plus the overlap, we obtain (3.13) a (M-rW a, + 1 -w + 2ea x .
Also, a (M/2-t) must be at least the number of l's that M/2 ends with less a(t) 9 so that (3.14)
Combining (3.11)~(3.14) we obtain 15) a r -2eai =i a (y + tj + a (y-t\m a x + r + b w + 2e ai + 1. Since a r >(l/2-e)a 1 and r ^ a x -a r + 1< a 1 -(l/2-e)a 1 + 1 = + e)a! + l we obtain (3.16) (iPlugging the first inequality of (3.16) into (3.9) yields Chebyshev's inequality yields which implies Recalling ai = (Ioglogx)/log2)+O(l) and combining (3.17) with (3.3) yields (3.18) / which implies Plugging the second inequality of (3.16) into (3.9) yields As in (2.14) we see that to obtain (3.21) 2
Repeating the reasoning of (3.17)-(3.19) yields
Combining (3.19) with (3.22) completes the proof of Lemma 2. We now consider a lemma which will enable us to extend the conclusion of Theorem 2 to all integers of the form 2" -1. where e = £(x)= log log log ^ ' log log x + log log 2"
Define n by n + 1 = 2,2** where {c ; } runs over all integer values in the interval [l,(l/2) We rewrite this as Letting E, = S n<2 »,{a(a(n) + i -1)-a(a(n))}, we obtain
We now must merely show that 2j= 
