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Abstract
In a series of publications we developed “differential geometry” on discrete sets
based on concepts of noncommutative geometry. In particular, it turned out that first
order differential calculi (over the algebra of functions) on a discrete set are in bijective
correspondence with digraph structures where the vertices are given by the elements
of the set. A particular class of digraphs are Cayley graphs, also known as group
lattices. They are determined by a discrete group G and a finite subset S. There is a
distinguished subclass of “bicovariant” Cayley graphs with the property ad(S)S ⊂ S.
We explore the properties of differential calculi which arise from Cayley graphs via
the above correspondence. The first order calculi extend to higher orders and then
allow to introduce further differential geometric structures.
Furthermore, we explore the properties of “discrete” vector fields which describe
deterministic flows on group lattices. A Lie derivative with respect to a discrete vector
field and an inner product with forms is defined. The Lie-Cartan identity then holds
on all forms for a certain subclass of discrete vector fields.
We develop elements of gauge theory and construct an analogue of the lattice gauge
theory (Yang-Mills) action on an arbitrary group lattice. Also linear connections are
considered and a simple geometric interpretation of the torsion is established.
By taking a quotient with respect to some subgroup of the discrete group, general-
ized differential calculi associated with so-called Schreier diagrams are obtained.
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1 Introduction
In a series of papers [1–7] we developed differential geometry on discrete sets (see also
Refs. [8–14] for related work). A key concept is a differential calculus (over the algebra A
of functions) on a set. First order differential calculi on discrete sets were found to be in
bijective correspondence with digraph structures [3], where the vertices of the digraph are
given by the elements of the set and neither multiple arrows nor loops are admitted. In
particular, this supplies the elements of the set with neighborhood relations. An important
example is a differential calculus which corresponds to the hypercubic lattice and which leads
to an elegant formulation of lattice gauge theory [1].
A special class of digraphs are Cayley graphs [15] (see Refs. [16,17], for example), which
are also known as group lattices in the physics literature. These are determined by a discrete
groupG and a subset S. The elements of G are the vertices of the digraph and the elements of
S determine (via right action) arrows from a vertex g to “neighboring” vertices. Hypercubic
lattices, on which the usual lattice (gauge) theories are built, are special Cayley graphs.
Another example of importance for physics is the truncated icosahedron which models the C60
Fullerene [18]. Physical models on group lattices have also been considered in Refs. [19–22],
in particular. Furthermore, Cayley graphs play a role in the study of connectivity and
routing problems in communication networks (see Ref. [23] for a review).
The above-mentioned correspondence between digraphs and first order differential cal-
culi suggests to explore those calculi which correspond to Cayley graphs. Moreover, given a
first order differential calculus which corresponds to a Cayley graph, it naturally extends to
higher orders so that we have a notion of r-forms, r > 1. This provides the basis for intro-
ducing further differential geometric structures, following general recipes of noncommutative
geometry.
In section 2 we introduce first order differential calculi associated with group lattices.
Our approach very much parallels standard constructions in ordinary differential geometry.
In particular, we first introduce vector fields on a group lattice and then 1-forms as duals
of these. Section 3 concerns maps between group lattices which are “differentiable” in an
algebraic sense [4]. Of special importance for us are “bicovariant” group lattices (G, S)
with the property that the left and right actions on G with respect to all elements of S is
differentiable.
A first order differential calculus naturally extends to higher orders, i.e. to a full differen-
tial calculus. The structure of differential calculi obtained from group lattices is the subject
of section 4.
Geometric relations are often more conveniently expressed in terms of vector fields than
forms. In section 5 we introduce a special class of vector fields which we call “discrete” and
a subclass of “basic” vector fields and explore their properties. A Lie derivative with respect
to a discrete vector field and an inner product of discrete vector fields and forms is defined.
For basic vector fields with differentiable flow the Lie-Cartan formula holds.
Section 6 treats connections on (left or right) A-modules over differential calculi associ-
ated with group lattices. In particular, Yang-Mills fields are considered and an analogue of
the lattice gauge theory action on an arbitrary group lattice is constructed.
If the module is the space of 1-forms, we are dealing with linear connections. This is the
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subject of section 7. In particular, we find that the condition of vanishing torsion of a linear
connection has a simple geometric meaning.
A differential calculus on a group lattice induces a “generalized differential calculus” on
a coset space. The resulting differential calculus is generalized in the sense that the space
of 1-forms is, in general, larger than the A-bimodule generated by the image of the space
of functions under the action of the exterior derivative. There is a generalized digraph
(“Schreier diagram” [16]) associated with such a first order differential calculus which in
general has multiple links and also loops. Some further remarks are collected in section 9.
2 First order differential calculus associated with a
group lattice
Let G be a discrete group and A the algebra of complex-valued functions f : G → C. [24]
With g ∈ G we associate eg ∈ A such that eg(g′) = δg,g′ for all g
′ ∈ G. The set of eg,
g ∈ G, forms a linear basis of A over C, since every function f can be written in the form
f =
∑
g∈G f(g) e
g. In particular, we have eg eg
′
= δg,g
′
eg and
∑
g∈G e
g = 1, where 1 denotes
the constant function which is the unit of A.
The left and right translations by a group element g, Lg(g
′) = gg′ and Rg(g
′) = g′g,
induce automorphisms of A via the pull-backs (L∗gf)(g
′) = f(Lgg
′) = f(gg′) and (R∗gf)(g
′) =
f(Rgg
′) = f(g′g). In particular, we obtain
L∗ge
g′ = eg
−1g′ , R∗ge
g′ = eg
′g−1 (2.1)
for all g, g′ ∈ G. Introducing [25]
ℓgf = R
∗
gf − f (2.2)
so that (ℓgf)(g
′) = f(g′g)− f(g′), we find the modified Leibniz rule
ℓg(ff
′) = (ℓgf)(R
∗
gf
′) + f(ℓgf
′) . (2.3)
The maps ℓg : A → A, g ∈ G, generate an A-bimodule via
(f · ℓg)f
′ := f ℓgf
′ , (ℓg · f)f
′ := (ℓgf
′)(R∗gf) (2.4)
so that
ℓg · f = (R
∗
gf) · ℓg . (2.5)
Indeed, one easily verifies that
(ff ′) · ℓg = f · (f
′ · ℓg) , ℓg · (ff
′) = (ℓg · f) · f
′ . (2.6)
The modified Leibniz rule can now be written as
ℓg(ff
′) = (ℓg · f
′)f + (f · ℓg)f
′ . (2.7)
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Let S be a finite subset of G which does not contain the unit of G. From G and S we
construct a directed graph as follows. The vertices of the digraph represent the elements of
G and there is an arrow from the site (vertex) representing g to the one representing gh if
and only if h ∈ S. In other words, there is an arrow from g to g′ iff g−1g′ ∈ S. A digraph
obtained in this way is called a Cayley graph or a group lattice. [26]
Lemma 2.1 The connected component of the unit e in the group lattice is the subgroup of
G generated by S.
Proof: Let H be the subgroup of G generated by S. Every element g ∈ H can be written
as a finite product g = hk11 · · ·h
kr
r with hi ∈ S and ki ∈ {±1}. If kr = 1, there is an arrow
from hk11 · · ·h
kr−1
r−1 to g. If kr = −1, there is an arrow from g to h
k1
1 · · ·h
kr−1
r−1 . By iteration,
g is connected to e. Hence H is contained in the connected component Ce of e. Because of
the group property, every element connected to an element of H must itself be an element
of H . Hence Ce = H . 
It follows that the group lattice (G, S) is connected if and only if S generates G (see
also Ref. [27], p.17). If the subgroup H generated by S is smaller than G, the group lattice
consists of a set of disjoint but isomorphic parts corresponding to the set of left cosets gH ,
g ∈ G.
For h ∈ S, the maps ℓh : A → A are naturally associated with the arrows of the digraph
since (ℓhf)(g) = f(gh)− f(g) is the difference of the values of a function f at two connected
“neighboring” points of the digraph. The maps ℓh generate an A-bimodule X . [28] At each
g ∈ G, they span a linear space which we call the tangent space at g.
Let Ω1 be the A-bimodule dual to X such that
〈f ·X,α〉 = 〈X, fα〉 = f〈X,α〉 , 〈X · f, α〉 = 〈X,αf〉 (2.8)
for all X ∈ X , f ∈ A and α ∈ Ω1. If {θh|h ∈ S} denotes the set of elements of Ω1 dual to
{ℓh|h ∈ S}, so that 〈ℓh′, θ
h〉 = δhh′, then
〈ℓh′, θ
hf〉 = 〈ℓh′ · f, θ
h〉 = 〈(R∗h′f) · ℓh′, θ
h〉 = R∗h′f δ
h
h′ = 〈ℓh′, (R
∗
hf)θ
h〉 (2.9)
for all h, h′ ∈ S. Hence
θh f = R∗hf θ
h . (2.10)
The space of 1-forms Ω1 is a free A-bimodule and {θh| h ∈ S} is a basis. A linear map
d : A → Ω1 can now be introduced by
df =
∑
h∈S
(ℓhf) θ
h . (2.11)
It satisfies the Leibniz rule d(ff ′) = (df)f ′ + f(df ′). In particular, we obtain
deg =
∑
h∈S
(ℓhe
g) θh =
∑
h∈S
(egh
−1
− eg) θh . (2.12)
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Now we multiply both sides from the left by egh
−1
with some fixed h ∈ S. Since h is different
from the unit element of G, we obtain egh
−1
deg = egh
−1
θh. From this we find [29]
θh =
∑
g∈G
egh
−1
deg =
∑
g∈G
eg degh . (2.13)
Furthermore,
θ :=
∑
h∈S
θh =
∑
g∈G, h∈S
eg degh (2.14)
satisfies
df = θf − fθ = [θ, f ] . (2.15)
Moreover, we obtain
〈X, df〉 = Xf . (2.16)
Let us introduce
I = {(g, g′) ∈ G×G | g−1g′ 6∈ Se} (2.17)
where Se = S ∪ {e}. This is the set of pairs (g, g
′) for which eg deg
′
= 0. Note that
eg deg = −eg θ 6= 0.
The first order differential calculus (A,Ω1, d) constructed above is also obtained from the
universal first order differential calculus (A,Ω1u, du) as the quotient Ω
1 = Ω1u/J
1 with respect
to the submodule J 1 of Ω1u generated by all elements of the form e
g du e
g′ with (g, g′) ∈ I.
If πu : Ω
1
u → Ω
1 denotes the corresponding projection, then we have d = πu du.
Lemma 2.2 If Se is a subgroup of G, the corresponding first order differential calculus on
the component connected to the unit is the universal one.
Proof: According to Lemma 2.1, the e-component is Se. Since for every pair (h, h
′) ∈ Se×Se,
h 6= h′, there is an element h′′ ∈ S such that h = h′h′′, there is an arrow from h′ to h in
the associated digraph. Hence all pairs of different elements of Se are connected by a pair
of antiparallel arrows. This characterizes the universal differential calculus. 
Example 2.1. One of the simplest examples is obtained as follows. Let G = Z, the additive
group of integers, and S = {1}. Then we have (ℓ1f)(k) = f(k + 1) − f(k) and θ
1 =∑
k∈Z e
k dek+1. Introducing the coordinate function t =
∑
k∈Z k e
k, we find θ1 = dt and
ℓ1f = ∂+tf with the discrete derivative ∂+tf(t) = f(t+ 1)− f(t). Hence
df = (∂+tf) dt . (2.18)
This example is important as a model for a discrete parameter space, and in particular as a
model for discrete time. A generalization is obtained by taking the additive group G = Zn
and S = {(1, 0, . . . , 0), (0, 1, 0, . . . , 0), . . . , (0, . . . , 0, 1)} =: {mˆ | 1 ≤ m ≤ n} which generates
G. This leads to an oriented hypercubic lattice digraph. Then (ℓmˆf)(k) = f(k + mˆ) −
6
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2
Figure 1: The group lattice of Z4 with S = {1, 2}.
f(k) =: (∂+mˆf)(k) and θ
mˆ =
∑
k∈Zn e
k dek+mˆ. Introducing coordinates via x =
∑
k∈Zn k e
k =
(x1, . . . , xn), we find
df =
n∑
m=1
(∂+mˆf) dx
m , θmˆ = dxm . (2.19)
This differential calculus appeared first in Ref. [1] (see also Ref. [30]) and turned out to be
useful, in particular, in the context of lattice gauge theory [31] and completely integrable
lattice models [5]. 
Example 2.2. Let G = Zm (m = 2, 3, . . .), the finite additive group of elements 0, 1, 2, m− 1
with composition law addition modulo m. The unit element is e = 0. Choosing S = {1},
we have a single basis 1-form θ1. In contrast to example 2.1, here θ1 is not exact. Indeed,
suppose that θ1 = df for some function f . This is equivalent to ℓ1f = 1 which leads to the
contradiction m =
∑
g(ℓ1f)(g) = 0. By taking direct products of this lattice, a group lattice
structure for G = Znm is obtained. 
Example 2.3. For G = Z2, the only group lattice is the complete digraph corresponding to
the universal first order differential calculus on the two elements {0, 1}. For G = Z3, one
has to distinguish two cases. If S contains a single element only, the group lattice is a closed
linear chain of arrows (cf example 2.2). The choice S = {1, 2} leads to the complete digraph
on the three elements and thus to the universal differential calculus. Less simple structures
appear for G = Zm, m > 3. For example, choosing G = Z4 and S = {1, 2}, we obtain the
group lattice drawn in Fig. 1. 
Example 2.4. The permutation group S3 has the 6 elements
e , (12), (13), (23) , (123), (132)
grouped into conjugacy classes. Choosing S = {(12), (13), (23)}, we have three left-invariant
1-forms θ(12), θ(13), θ(23). The corresponding digraph is drawn on the left-hand side of Fig. 2.
Here a line represents a double arrow.
If we choose S = {(123), (132)}, then S does not generate S3 and the digraph is discon-
nected. The two parts are drawn in the middle of Fig. 2. Since Se is a subgroup, according
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e (12)
(13) (123)
(23)
(12)
(12) (12)
(13) (13)
(13)
(23) (23)
(23)
(132)
(132)
e
(123)
(132)
(123)
(23)
(123)
(13)
(132)
(12)
e (123)
(132)
(12)
(13)
(23)
(12) (12)
(12)
(123)
(123)(123)
(123) (123)
(123)
Figure 2: Digraphs corresponding to the three different choices {(12), (13), (23)},
{(123), (132)} and {(12), (123)} of S ⊂ S3.
to Lemma 2.2 we have the universal first order differential calculus on the two disjoint parts
of S3 in this case.
Another choice is S = {(12), (123)}. The corresponding digraph is shown on the right-
hand side of Fig. 2 (see also Refs. [16, 17]). 
We call a group lattice bicovariant if ad(S)S ⊂ S. The significance of this definition will
be made clear in section 3. Our previous examples of group lattices are indeed bicovariant,
except for (S3, S = {(12), (123)}). Since S is assumed to be a finite set, we have the following
result.
Lemma 2.3
ad(g)S ⊂ S ⇒ ad(g−1)S ⊂ S . (2.20)
Proof: By assumption, ad(g) is a map S → S which is clearly injective. Since S is a finite
set, it is then also surjective. As a consequence, ad(g−1)S = ad(g)−1S = S. 
Example 2.5. Let G = A5, the alternating group consisting of the even permutations of five
objects. It is generated by the two permutations a = (12345) and b = (12)(34) which satisfy
a5 = e, b2 = e and (ab)3 = e. Let S = {a, a−1, b}. Then the group lattice is a truncated
icosahedron, obtained from the icosahedron by replacing each of the 12 sites by a pentagon.
The result is a group lattice structure for the C60 Fullerene [18]. This group lattice is not
bicovariant. 
In the following we refer to a pair of elements h1, h2 ∈ S such that h1h2 = e as a
“biangle”, to a triple h0, h1, h2 ∈ S such that h1h2 = h0 as a “triangle” and to a quadruple
of elements h1, h2, h3, h4 ∈ S such that h1h2 = h3h4 6∈ Se as a “quadrangle” (see Fig. 3). [32]
In particular, each pair h1, h2 of commuting elements of S with h1h2 6∈ Se determines a
quadrangle.
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h−1
g gh
h
h 1
h 1 h 2
h 3
h 3
h 4
h 1h 2
g
g
g
g
h 2
h 1
h 1
h 0
h 0
g
g
g
Figure 3: Group lattice parts corresponding to a biangle, a triangle and a quadrangle,
respectively.
3 Differentiable maps between group lattices
Let (Gi, Si), i = 1, 2, be two group lattices and φ : G1 → G2 a map between them. The
latter induces an algebra homomorphism φ∗ : A2 → A1 where φ
∗f2 = f2 ◦ φ. In particular,
φ∗ eg2 = eφ
−1{g2} (3.1)
where we introduced the notation
eK :=
∑
g∈K
eg (3.2)
for K ⊂ G, and e∅ := 0. The following result shows that every homomorphism between
algebras of functions on group lattices is realized by a pull-back map (see also Ref. [33]).
Theorem 3.1 If Φ : A2 → A1 is an algebra homomorphism, then there is a map φ : G1 →
G2, such that Φ = φ
∗.
Proof: If f ∈ A1 is such that f
2 = f , then f = eK for some K ⊂ G1. In fact, since
f =
∑
g1∈G1
f(g1) e
g1, we find f(g1)(f(g1) − 1) = 0 for all g1 ∈ G1, so that f(g1) ∈ {0, 1}.
Hence f =
∑
g1∈K
eg1 with K = {g1 ∈ G1 | f(g1) = 1}. From e
g2eg
′
2 = δg2,g
′
2 eg2 in A2 we
find Φ(eg2)Φ(eg
′
2) = δg2,g
′
2 Φ(eg2). Hence Φ(eg2) = eKg2 for some Kg2 ⊂ G1. Furthermore,
from Φ(eg2)Φ(eg
′
2) = 0 for g2 6= g
′
2 we infer Kg2 ∩Kg′2 = ∅ and from Φ(12) = 11 we obtain⋃
g2∈G2
Kg2 = G1. Hence we have a partition of G1. Now we define φ : G1 → G2 by setting
φ(g1) = g2 for all g1 ∈ Kg2. Then φ is well defined and φ
∗(eg2) = eKg2 = Φ(eg2). 
Now we try to extend φ∗ to 1-forms requiring
φ∗(f d2f
′) = (φ∗f) d1(φ
∗f ′) . (3.3)
However, this is not well defined unless it is guaranteed that the right side vanishes whenever
the left side vanishes. By linearity, it is sufficient to consider
φ∗(eg2 d2e
g′2) = eφ
−1{g2} d1e
φ−1{g′2} (3.4)
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for all g2, g
′
2 ∈ G2. The consistency condition now takes the form φ
−1I2 ⊂ I1, which is
equivalent to
g−11 g
′
1 ∈ S1 =⇒ φ(g1)
−1φ(g′1) ∈ S2 ∪ {e2} . (3.5)
This means that φ either sends an arrow at a site to an arrow at the image site or deletes
it, but φ cannot “create” an arrow. A map with this property will be called differentiable
(see also Ref. [4]). In this case we have more generally φ∗(fα) = (φ∗f)(φ∗α) for f ∈ A2 and
α ∈ Ω12.
In order to define a dual of φ∗ on vector fields, φ has to be a differentiable bijection.
Then we set
〈φ∗X1, α2〉 = 〈X1, φ
∗α2〉 ◦ φ
−1 (3.6)
where X1 ∈ X1 and α2 ∈ Ω
1
2. As a consequence, we obtain
φ∗(f ·X) = (φ
−1∗f) · φ∗X (3.7)
and, using (2.16), we find
φ∗X = φ
−1∗X φ∗ . (3.8)
In particular, for each g ∈ G the left translation Lg : G→ G is a differentiable map since
if g′−1g′′ ∈ S, then also (gg′)−1(gg′′) ∈ S. The special basis of 1-forms {θh|h ∈ S} and the
dual basis {ℓh|h ∈ S} of vector fields are left-invariant:
L∗gθ
h = θh , Lg∗ℓh = ℓh (∀g ∈ G, h ∈ S) . (3.9)
Hence the differential calculus of a group lattice is left covariant .
The condition for the right translation Rg : G → G to be differentiable is that for
g′−1g′′ ∈ S also (g′g)−1(g′′g) = g−1(g′−1g′′)g ∈ S. This amounts to ad(g−1)h ∈ S for all
h ∈ S. As a consequence of Lemma 2.3, differentiability of Rg implies differentiability of
Rg−1 and we obtain
R∗g θ
h =
∑
g′∈G
(R∗g e
g′) dR∗g e
g′h =
∑
g′′∈G
eg
′′
deg
′′ghg−1 = θad(g)h . (3.10)
Furthermore,
Rg∗ℓh = ℓad(g−1)h , Rg−1∗ℓh = ℓad(g)h . (3.11)
If Rg and Rg′ are both differentiable, then also Rgg′ and we have R
∗
gg′ = R
∗
g ◦R
∗
g′ on 1-forms.
If Rg is differentiable for all g ∈ G, then the differential calculus is called right covari-
ant. A differential calculus which is both left and right covariant is called bicovariant [34].
Bicovariance of a group lattice, as defined in section 2, is the weaker condition ad(h)S ⊂ S
(and then also ad(h−1)S ⊂ S) for all h ∈ S. This means that for all h ∈ S the maps Rh
and Rh−1 are differentiable. If S does not generate G, this condition is indeed weaker than
bicovariance of the first order differential calculus. But then the corresponding digraph is
disconnected (cf Lemma 2.1). So, if S generates G, the bicovariance conditions for the first
order differential calculus and the group lattice coincide.
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4 Higher order differential calculus of a group lattice
Let (Ωu, du) be the (full) universal differential calculus over A. Then we have Ωu =
⊕∞
r=0Ω
r
u
with Ω0u = A. Let J be the differential ideal of Ωu generated by J
1 where Ω1 = Ω1u/J
1.
Since J 1 is homogeneous of grade 1, the differential ideal J is also graded, J =
⊕∞
r=0 J
r
with J 0 = {0}. Then Ω = Ωu/J inherits the grading, i.e. Ω =
⊕∞
r=0Ω
r with Ω0 = A. The
projection πu : Ωu → Ω is a graded algebra homomorphism and we have a differential map
d : Ω→ Ω such that d πu = πu du. It satisfies d
2 = 0 and has the graded derivation property
(Leibniz rule)
d(ω ω′) = (dω)ω′ + (−1)r ω dω′ (4.1)
for all ω ∈ Ωr and ω′ ∈ Ω. In this section we explore for group lattices the structure of Ω
beyond 1-forms.
For (g, g′) ∈ I we obtain 0 = πu du(e
gdue
g′) = πu(due
g)πu(due
g′) = deg deg
′
. Using (2.12)
and introducing g˜ = g−1g′, this results in the 2-form relations
∑
h,h′∈S
δg˜hh′ θ
h θh
′
= 0 ∀g˜ 6∈ Se . (4.2)
If Se is a subgroup of G, there are no such conditions. In this case, the group lattice is
disconnected with components the left cosets of Se in G and with the universal differential
calculus on each component (see Lemma 2.2). If Se is not a subgroup, then there are elements
h, h′ ∈ S such that hh′ 6∈ Se and therefore non-trivial relations of the form (4.2) appear.
The following well-known result implies that at the level of r-forms, r > 2, no further
relations appear which are not directly taken into account by the 2-form relations.
Lemma 4.1 Let α ∈ Ω1u. The two-sided ideal generated by α and duα is a differential ideal
in Ωu.
Proof: This is an immediate consequence of the Leibniz rule for du and d
2
u = 0. 
Remark. If for some h ∈ S also h−1 ∈ S, then the 2-forms θhθh
−1
, θh
−1
θh do not vanish. As a
consequence, we have forms θhθh
−1
θh · · · of arbitrarily high order. This could be avoided by
setting θhθh
−1
= θh
−1
θh = 0. However, such a restriction may exclude interesting cases. For
example, one can formulate the Connes and Lott 2-point space geometry [8] using (Z2, {1}).
The only non-vanishing 2-form is then θ1θ1. If we set this to zero, then every 2-form au-
tomatically vanishes, and thus in particular the curvature of a connection. Moreover, such
2-form relations imposed “by hand” in general induce higher form relations, which have to
be elaborated and taken into account. The 2-form θhθh
−1
has the interesting property that
it commutes with all functions. 
Applying d to θh =
∑
g∈G e
g degh, using the Leibniz rule for d and formulas from section 2,
we find
dθh = θ θh + θh θ −∆(θh) (4.3)
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where
∆(θh) =
∑
h′,h′′∈S
δhh′h′′ θ
h′θh
′′
(4.4)
determines an A-bimodule morphism [35] ∆ : Ω1 → Ω2. Using (2.15), we obtain [36]
dα = θ α + α θ −∆(α) (4.5)
for an arbitrary 1-form α. A special case of this formula is
dθ = 2θ2 −∆(θ) . (4.6)
As the sum of all basic 2-forms, θ2 =
∑
h,h′∈S θ
hθh
′
comprises all the 2-form relations. Since
∆(θ) contains all “triangular” 2-forms, the difference θ2 − ∆(θ) consists of the sum of all
nonzero 2-forms of the form θhθh
′
with hh′ = e. Introducing
∆e :=
∑
h∈S(0)
θhθh
−1
(4.7)
where S(0) := {h ∈ S | h
−1 ∈ S}, we obtain
θ2 −∆(θ) = ∆e (4.8)
and thus
dθ = θ2 +∆e = ∆(θ) + 2∆e . (4.9)
Let us extend the map ∆ to Ω by requiring
∆(f) = 0 (4.10)
for all f ∈ A and
∆(ω ω′) = ∆(ω)ω′ + (−1)rω∆(ω′) (4.11)
for all ω ∈ Ωr and ω′ ∈ Ω. This is just the (graded) Leibniz rule, hence ∆ is a graded
derivation.
Lemma 4.2
dω = [θ, ω]−∆(ω) ∀ω ∈ Ω (4.12)
where [ , ] is the graded commutator.
Proof: We use induction on the grade r of forms ω ∈ Ωr. For 0-forms the formula is just
(2.15), for 1-forms it coincides with (4.5). Let us now assume that it holds for forms of grade
lower than r. For ψ ∈ Ωk, k < r, and ω ∈ Ω<r we then obtain
d(ψω) = (dψ)ω + (−1)rψ dω
=
(
[θ, ψ]−∆(ψ)
)
ω + (−1)r ψ
(
[θ, ω]−∆(ω)
)
= [θ, ψ ω]−∆(ψ ω)
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using the Leibniz rules for d and ∆. 
Iterated application of (4.11) leads to
∆(θh1 · · · θhr) = ∆(θh1) θh1 · · · θhr − θh1 ∆(θh2) θh3 · · · θhr + . . .
+(−1)r−1 θh1 · · · θhr−1 ∆(θhr) . (4.13)
Furthermore,
0 = d2ω = [θ, dω]−∆(dω)
= [θ, [θ, ω]]− [θ,∆(ω)]−∆([θ, ω]) + ∆2(ω)
= [θ2 −∆(θ), ω] + ∆2(ω) (4.14)
shows that
∆2(ω) = −[∆e, ω] . (4.15)
Acting with ∆ on (4.8), using (4.11) and the last identity, we deduce
∆(∆e) = 0 . (4.16)
Remark. The cohomology of the universal differential calculus is always trivial. But this does
not hold for its reductions, in general. For example, for m > 2, the group lattice (Zm, {1})
has nontrivial cohomology. There is only a single basis 1-form θ1 and the 2-form relations
enforce (θ1)2 = 0 so that there are no non-vanishing 2-forms. In particular, dθ1 = 0. But
we have seen in example 2.2 that θ1 is not exact. The cohomology of the group lattice
(Z4, {1, 2}), for example, is trivial. 
4.1 Action of differentiable maps on forms
According to section 3, a map φ : G → G is differentiable (with respect to a group lattice
structure determined by a choice S ⊂ G) if the pull-back φ∗ extends from A to the first order
differential calculus, i.e. it also acts on Ω1 as an A-bimodule homomorphism and satisfies
φ∗(df) = d(φ∗f). Moreover, we can extend it to the whole of Ω as an algebra homomorphism
via
φ∗(ω ω′) = (φ∗ω)(φ∗ω′) . (4.17)
Lemma 4.3 For a differentiable map φ : G→ G we have
φ∗ ◦ d = d ◦ φ∗ (on Ω) . (4.18)
Proof: Since φ is differentiable, the formula holds on 0-forms. If it holds on r-forms, then
φ∗d(fdω) = φ∗(df dω) = (φ∗df)φ∗dω = (dφ∗f) dφ∗ω
= d[(φ∗f) dφ∗ω] = dφ∗(f dω) .
Since every (r+1)-form can be written as a sum of terms like f dω with f ∈ A and ω ∈ Ωr,
the formula holds for (r + 1)-forms and thus on Ω by induction. 
By definition, a differentiable map φ : G → G preserves the 1-form relations. Since φ∗
commutes with d, it also preserves the 2-form relations.
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Lemma 4.4 For a differentiable bijection φ : G→ G we have
φ∗θ = θ (4.19)
∆ ◦ φ∗ = φ∗ ◦∆ (4.20)
Proof: First we note that (2.14) can be written as
θ =
∑
(g,g′)6∈I
eg deg
′
−
∑
g∈G
eg deg =
∑
g,g′∈G
eg deg
′
−
∑
g∈G
eg deg .
Then, using φ∗eg = eφ
−1(g), we find
φ∗θ =
∑
g,g′∈G
eφ
−1(g) deφ
−1(g′) −
∑
g∈G
eφ
−1(g) deφ
−1(g) = θ
since φ is bijective. The second assertion now follows from
[φ∗θ, φ∗ω]− φ∗∆(ω) = φ∗dω = dφ∗ω = [θ, φ∗ω]−∆(φ∗ω) .

4.2 The structure of the space of 2-forms
Let S(1) denote the subset of S, the elements of which can be written as products of two
other elements of S, i.e. S(1) = S
2 ∩ S where S2 = {hh′| h, h′ ∈ S}. Furthermore, let S(2)
be the set of elements of G which do not belong to Se, but can be written as a product hh
′
for some h, h′ ∈ S. Hence S(2) = S
2 \ Se. Since for every element of S(2) there is a 2-form
relation, the number of independent 2-forms is |S|2 − |S(2)|. Now we have a decomposition
S × S = {(h, h−1) | h ∈ S(0)} ∪ {(h, h
′) | hh′ ∈ S(1)} ∪ {(h, h
′) | hh′ ∈ S(2)} which defines a
direct sum decomposition of Ω2. Introducing projections
p(e)(θ
h1θh2) = δeh1h2 θ
h1θh2 (4.21)
p(h)(θ
h1θh2) = δhh1h2 θ
h1θh2 (h ∈ S(1)) (4.22)
p(g)(θ
h1θh2) = δgh1h2 θ
h1θh2 (g ∈ S(2)) (4.23)
which extend to left A-module homomorphisms p(e), p(h), p(g) : Ω
2 → Ω2, every 2-form ψ ∈ Ω2
can be decomposed with the help of the identity
ψ = (p(e) +
∑
h∈S(1)
p(h) +
∑
g∈S(2)
p(g))ψ . (4.24)
The three parts of this decomposition correspond, respectively, to biangles, triangles and
quadrangles, which we introduced in section 2.
A relation between elements of S which leads to a 2-form relation has the form h1h
′
1 =
h2h
′
2 = · · · = hkh
′
k 6∈ Se. The latter then implies the 2-form relation
θh1θh
′
1 + θh2θh
′
2 + · · ·+ θhkθh
′
k = 0 . (4.25)
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Let us now assume that (G, S) is bicovariant. Given h1, h2 ∈ S with h1h2 6∈ Se, we then
obtain a chain . . . = h0h1 = h1h2 = h2h3 = . . . where h0 = ad(h1)h2 and h3 = ad(h
−1
2 )h1,
and so forth. Since S is assumed to be finite, only a finite part of the chain contains
pairwise different members. This means that the chain must actually consist of “cycles”,
i.e. subchains of the form h1h2 = h2h3 = · · · = hr−1hr = hrh1. A relation like θ
hθh
′
= 0,
consisting of a single term, is only possible if h′ = h and h2 6∈ Se.
Example 4.1. For the permutation group S3 and S = {(12), (13), (23)} (see example 2.4) we
have S(0) = S (since (ij)
2 = e), S(1) = ∅ and S(2) = {(123), (132)}. As a consequence of the
cycles (12)(13) = (13)(23) = (23)(12) = (123) and (12)(23) = (23)(13) = (13)(12) = (132)
the three basic 1-forms θ(12), θ(13), θ(23) have to satisfy the two 2-form relations
θ(12)θ(13) + θ(13)θ(23) + θ(23)θ(12) = 0 , θ(12)θ(23) + θ(23)θ(13) + θ(13)θ(12) = 0 .
Hence there are 32 − 2 = 7 independent 2-forms: θ(12)θ(12), θ(13)θ(13), θ(23)θ(23) and, say,
θ(13)θ(23), θ(23)θ(12), θ(12)θ(23), θ(23)θ(13).
If we choose S = {(123), (132)}, then Se is a subgroup and we have the universal calculus
on the two cosets of Se in S3. Then there are no 2-form relations. 
Example 4.2. The alternating group A4 has the following elements,
e , (123), (243), (134), (142) , (132), (234), (143), (124) , (12)(34), (13)(24), (14)(23)
grouped into conjugacy classes. Choosing S = {(123), (243), (134), (142)}, the group lattice
is connected. As a consequence of
(123)(134) = (134)(243) = (243)(123) = (124) = (142)2
(123)(243) = (243)(142) = (142)(123) = (143) = (134)2
(123)(142) = (142)(134) = (134)(123) = (234) = (243)2
(134)(142) = (142)(243) = (243)(134) = (132) = (123)2
we obtain four 2-form relations, so there are twelve independent 2-forms. Note that in this
example there are two different cycles for each of the elements (124), (143), (234), (132) of
S(2). 
Remark. For a bicovariant differential calculus a bimodule isomorphism σ : Ω1 ⊗A Ω
1 →
Ω1 ⊗A Ω
1 exists [6, 34] such that
σ(θh1 ⊗A θ
h2) = θad(h1)h2 ⊗A θ
h1 = θh0 ⊗A θ
h1 (4.26)
with inverse
σ−1(θh1 ⊗A θ
h2) = θh2 ⊗A θ
ad(h−12 )h1 = θh2 ⊗A θ
h3 . (4.27)
These formulas show that the 2-form relations, and moreover each cycle, is invariant under
σ. Woronowicz [34] introduced the wedge product
θh ∧ θh
′
=
1
2
(id− σ)(θh ⊗A θ
h′) . (4.28)
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A particular consequence is
θh ∧ θh = 0 . (4.29)
Furthermore, for every cycle there is a 2-form relation. For example,
θh1 ∧ θh2 + · · ·+ θhr ∧ θh1 = 0 (4.30)
for the cycle h1h2 = h2h3 = · · · = hrh1. This means that the Woronowicz wedge product
refines our 2-form relations by decoupling cycles belonging to the same g ∈ S(2) and imposing
a separate 2-form relation for each cycle. In the example of the alternating group A4, this
yields eight conditions from the previous four, e.g. instead of
θ(123)θ(134) + θ(134)θ(243) + θ(243)θ(123) + θ(142)θ(142) = 0 (4.31)
we obtain
θ(123) ∧ θ(134) + θ(134) ∧ θ(243) + θ(243) ∧ θ(123) = 0 = θ(142) ∧ θ(142) . (4.32)

Example 4.3. Besides the unit element e, the group S4 of permutations of four objects has
the following 23 elements
(12), (13), (14), (23), (24), (34)
(123), (124), (132), (134), (142), (143), (234), (243)
(12)(34), (13)(24), (14)(23)
(1234), (1243), (1324), (1342), (1423), (1432)
grouped into conjugacy classes. Choosing S = {(12), (13), (14), (23), (24), (34)}, we find
S(0) = S, S(1) = ∅ and
S(2) = {(123), (132), (124), (142), (134), (143), (234), (243), (12)(34), (13)(24), (14)(23)} .
Hence there are eleven 2-form relations and thus 62 − 11 = 25 independent products of two
of the 1-forms θh, h ∈ S. Six of them are of the form θ(ij)θ(ij), i 6= j. These would vanish if
we required the Woronowicz wedge product. 
Given a 2-form
ψ =
∑
h,h′∈S
ψh,h′ θ
h θh
′
(4.33)
the biangle and triangle coefficient functions ψh,h′ are uniquely determined, but there is an
ambiguity in the quadrangle coefficients due to the 2-form relations (4.2). As a consequence
of the latter, writing
ψ(g) = p(g)ψ =
∑
h,h′∈S
ψˇ(g) h,h′ θ
h θh
′
(4.34)
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for g ∈ S(2), there is a freedom of gauge transformations ψˇ(g) h,h′ 7→ ψˇ(g) h,h′ + Ψ(g) δ
g
hh′ with
an arbitrary function Ψ(g) on G. The differences
ψ(g) h,h′;hˆ,hˆ′ := ψˇ(g) h,h′ − ψˇ(g) hˆ,hˆ′ (4.35)
are gauge invariant for all pairs h, h′ and hˆ, hˆ′ with hˆhˆ′ = hh′ = g. As a consequence, the
quadrangle components of ψ (with hh′ = g) defined in a symmetric way by
ψ(g) h,h′ :=
∑
hˆ,hˆ′
δg
hˆhˆ′
ψ(g) h,h′;hˆ,hˆ′ = |g| ψˇh,h′ −
∑
hˆ,hˆ′
δg
hˆhˆ′
ψˇhˆ,hˆ′ (4.36)
with |g| :=
∑
h,h′ δ
g
hh′ are independent of the choice of the coefficient functions ψˇ(g) h,h′ (from
their gauge equivalence class). They satisfy
∑
h,h′ δ
g
hh′ ψ(g) h,h′ = 0 and
ψ(g) =
1
|g|
∑
h,h′∈S
δghh′ ψ(g) h,h′ θ
h θh
′
. (4.37)
The equation ψ(g) = 0 for a 2-form ψ is equivalent to the vanishing of all the differences
ψ(g) h,h′;hˆ,hˆ′ where hh
′ = hˆhˆ′ = g.
Example 4.4. Consider G = S3 with S = {(12), (13), (23)}, see example 4.1. A 2-form
ψ =
∑
(ij),(kl)∈S
ψ(ij),(kl) θ
(ij) θ(kl) =
∑
(ij)∈S
ψ(e) (ij),(ij) θ
(ij) θ(ij)
+
∑
(ij),(kl)∈S
(ij)(kl)=(123)
ψˇ((123)) (ij),(kl) θ
(ij) θ(kl) +
∑
(ij),(kl)∈S
(ij)(kl)=(132)
ψˇ((132)) (ij),(kl) θ
(ij) θ(kl) (4.38)
then has biangle components ψ(e) (ij),(ij), (ij) ∈ S. The quadrangle components are
ψ((123)) (12),(13) = 2 ψˇ((123)) (12),(13) − ψˇ((123)) (13),(23) − ψˇ((123)) (23),(12)
ψ((123)) (13),(23) = 2 ψˇ((123)) (13),(23) − ψˇ((123)) (12),(13) − ψˇ((123)) (23),(12)
ψ((123)) (23),(12) = 2 ψˇ((123)) (23),(12) − ψˇ((123)) (12),(13) − ψˇ((123)) (13),(23) (4.39)
and similar expressions for ψ((132)) (ij),(kl). 
5 Discrete and basic vector fields
A vector field is by definition an expression of the form X =
∑
h∈SX
h · ℓh with X
h ∈ A. In
this section we explore the properties of special classes of vector fields.
5.1 Discrete vector fields
A vector field will be called discrete if it has the property
X(ff ′) = (Xf)f ′ + f(Xf ′) + (Xf)(Xf ′) ∀ f, f ′ ∈ A . (5.1)
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As a consequence, its components satisfy
XhXh
′
= δh,h
′
Xh ∀h, h′ ∈ S . (5.2)
This implies that, at every site g, the components Xh(g) all vanish except for at most one
component which must then be equal to 1. In particular, the vector fields ℓh satisfy (5.1)
and are therefore discrete.
Discrete vector fields are precisely those vector fields which describe a deterministic mo-
tion on a group lattice in the following way, where S specifies the possible “directions”. A
“particle” moving on a group lattice stops if it reaches a site g where Xh(g) = 0 for all
h ∈ S. It moves further to gh if Xh(g) = 1 for some h ∈ S.
In the following, a visualization is helpful. If Xh(g) = 1, we assign an “X-arrow” to the
site g pointing to the site gh in the group lattice.
Remark. An important generalization of discrete vector fields is given by vector fields P =∑
h∈S P
h ·ℓh satisfying P
h ≥ 0 and
∑
h∈S P
h ≤ 1. In the context of random walks, P h(g) may
be interpreted as the probability for a move from g to gh. Then P e(g) := 1 −
∑
h∈S P
h(g)
is the probability for a rest at the site g. See also Refs. [33, 37]. 
It is convenient to introduce Xe such that Xe(g) = 1 if Xh(g) = 0 for all h ∈ S, and
Xe(g) = 0 otherwise. Then we have the useful formula
(I +X)f =
∑
h∈Se
XhR∗hf (5.3)
where I is the identity on A.
Lemma 5.1 If X is a discrete vector field, then I +X is an endomorphism of A and there
is a map φX : G→ G such that
I +X = φ∗X on A . (5.4)
Proof: Using (5.1), it is easily verified that I + X is an algebra homomorphism A → A.
Then theorem 3.1 ensures the existence of a map φX : G→ G with I +X = φ
∗
X . 
A more concrete description of the map φX is obtained below. Since for each g ∈ G
there is precisely one h ∈ Se with X
h(g) = 1, a discrete vector field X determines a map
sX : G→ Se. Then
X =
∑
h∈S
Xh · ℓh =
∑
g∈G
eg · ℓsX(g) =: ℓsX (5.5)
(where ℓe = 0). Conversely, every map s : G → Se defines a discrete vector field via the
last formula. In fact, this correspondence between discrete vector fields and maps G → Se
is easily seen to be bijective.
Let us now define
φX(g) := g sX(g) . (5.6)
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Then we obtain
(φ∗Xf)(g) = f(φX(g)) = f(g sX(g)) =
∑
h∈Se
Xh(g) (R∗hf)(g) (5.7)
so that
φ∗X =
∑
h∈Se
XhR∗h on A . (5.8)
Now (5.3) shows that I +X = φ∗X on functions, in accordance with lemma 5.1.
For a map φ : G → G the expression φ∗ − I is in general not a vector field. For
example, since (X2f)(g) in general also depends on the values of f at over-next neighbors,
φ2X − I = 2X +X
2 is not a vector field.
Lemma 5.2 For a map φ : G → G the expression φ∗ − I is a discrete vector field if and
only if (g, φ(g)) 6∈ I for all g ∈ G.
Proof: If (g, φ(g)) 6∈ I, then g−1φ(g) ∈ Se and thus defines a map s : G → Se such that
φ(g) = g s(g). This map defines a discrete vector field X such that φ∗ = φ∗X = I +X . The
converse is a simple consequence of (5.6). 
Discrete vector fields need not generate differentiable maps. In fact, since I+ℓh = R
∗
h, the
corresponding condition for the discrete vector fields ℓh is ad(h
−1)h′ ∈ S for all h′ ∈ S (see
section 3). This condition is also needed for right covariance of the group lattice differential
calculus, but is weaker than that.
Theorem 5.1 For a discrete vector field X, the following conditions are equivalent.
(1) φX is differentiable.
(2) (g sX(g))
−1 g′sX(g
′) ∈ Se for all g, g
′ with g−1g′ ∈ S.
(3) For each discrete vector field Y there is a discrete vector field Z such that φ∗Y φ
∗
X = φ
∗
X φ
∗
Z .
[38]
Proof: Using (5.6), the equivalence of (1) and (2) follows from (3.5). With X =
∑
h∈Se
Xh ·
ℓh, Y =
∑
h∈Se
Y h · ℓh and Z =
∑
h∈Se
Zh · ℓh, the formula in (3) reads
∑
h1,h∈Se
Y h (R∗hX
h1)R∗hh1 =
∑
h1,h′∈Se
Xh1 (R∗h1Z
h′)R∗h1h′ .
Hence, for all g, g′ ∈ G we obtain
∑
h1,h∈Se
Y h(g)Xh1(gh) δg
′
hh1
=
∑
h1,h′∈Se
Xh1(g)Zh
′
(gh1) δ
g′
h1h′
.
Since Xh(g) = δhsX(g), this becomes∑
h1,h∈Se
δhsY (g) δ
h1
sX(gh)
δg
′
hh1
=
∑
h1,h′∈Se
δh1sX(g) δ
h′
sZ(gh1)
δg
′
h1h′
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and thus
sX(g)
−1 sY (g) sX(g sY (g)) = sZ(g sX(g)) ∈ Se . (5.9)
Since for all g, g′ with g−1g′ ∈ S there is a discrete vector field Y such that g−1g′ = sY (g),
we have shown that (3) implies (2). Conversely, if (2) holds, then we define sZ(g sX(g)) by
the left-hand side of the above formula. This determines a discrete vector field Z at all sites
except those which have an outgoing X-arrow but no incoming one. At those sites g′, we
can choose arbitrary values of sZ(g
′). Then (3) holds. 
Example 5.1. If ad(h−1)S ⊂ S for all h ∈ S, then a map s : G → Se with the property
that for all g ∈ G we have s(gh) = s(g) for all h ∈ Se, solves condition (2) of theorem 5.1
and thus defines a discrete vector field X for which φX is differentiable. But then X = 0 or
X = ℓh for some h ∈ S (on each connected component of the group lattice).
Another example, which trivially satisfies condition (2), is given by a map with s(gh) =
h−1s(g)h. 
A discrete vector field X generates a discrete flow on A via (I + X)n, n = 0, 1, 2, . . .
(see also appendix A). We sometimes refer to φ∗X = I +X as the flow of X . If the flow is
differentiable, then it extends to Ω. Moreover, if φX is also invertible, it induces a map φX∗
on the space X of vector fields via (3.6).
5.2 Discrete vector fields with invertible flow
The following result characterizes discrete vector fields with invertible flow.
Theorem 5.2 Let X =
∑
h∈SX
h · ℓh be a discrete vector field. The following conditions are
equivalent:
(1) I +X is an automorphism of A.
(2) For every g with Xh(g) = 1 for some h ∈ S, there is precisely one h′ ∈ S such that
Xh
′
(gh′−1) = 1. If Xh(g) = 0 for all h ∈ S, then also Xh(gh−1) = 0 for all h ∈ S. [39]
(3)
∑
h∈Se
Xh(gh−1) = 1 for all g ∈ G.
Proof: We already know that I +X is a homomorphism (lemma 5.1). Hence I +X is an
automorphism if and only if it is bijective, which means that (I + X)f ′ = f has a unique
solution f ′ for each f ∈ A. This equation reads
∑
h′∈Se
Xh
′
(g)f ′(gh′) = f(g) ∀g ∈ G . (5.10)
“(1) ⇒ (2)”: We assume that I +X is an automorphism. Let g be such that Xh(g) = 0 for
all h ∈ S. Suppose that Xh
′
(gh′−1) = 1 for some h′ ∈ S. Then (5.10) implies f ′(g) = f(g)
and also f ′(g) = f(gh′−1) in contradiction to I +X being surjective. Hence the second part
of condition (2) holds.
Let g be such that Xh(g) = 1 for some h ∈ S. Suppose that Xh
′
(gh′−1) = 0 for all
h′ ∈ S. Then (5.10) places no restrictions on f ′(g) which contradicts that I +X is injective.
Hence Xhg(gh−1g ) = 1 for some hg ∈ S. Now suppose that there are two different elements
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hg, h
′
g with this property. Then (5.10) implies f
′(g) = f(gh−1g ) = f(gh
′−1
g ) which restricts f .
This contradicts that I +X is surjective. Hence the first part of condition (2) holds.
“(2) ⇒ (3)”: This is easily verified.
“(3)⇒ (1)”: Multiplying (5.10) with Xh(g), h ∈ Se, and using (5.2) leads to X
h(g)(f ′(gh)−
f(g)) = 0 for all g ∈ G and h ∈ Se. Hence, for every g
′ ∈ G such that g′−1g ∈ Se we have
Xg
′−1g(g′) [f ′(g)− f(g′)] = 0 .
Condition (3) implies that for each g there is exactly one g′ such that Xg
′−1g(g′) = 1. The
above equation then defines a function f ′ on G. In fact, the latter is given by
f ′(g) =
∑
h∈Se
Xh(gh−1) f(gh−1) .
Hence I+X is surjective. Furthermore, f = 0 enforces f ′ = 0 so that I+X is also injective.

If I+X is invertible, according to condition (2) of theorem 5.2 there is a map rX : G→ Se
such that Xh(gh−1) = δh,rX(g), i.e.
R∗h−1X
h = δh,rX . (5.11)
Whereas sX determines the outgoing X-arrow at a site g with sX(g) 6= e, the map rX
determines the corresponding incoming X-arrow.
Lemma 5.3 The components of a discrete vector field X with invertible flow satisfy
(R∗h−1X
h) (R∗h′−1X
h′) = δh,h
′
R∗h−1X
h ∀h, h′ ∈ S . (5.12)
Proof: This follows immediately from (5.11). 
As a consequence of (5.11), both maps are related by
sX(g rX(g)
−1) = rX(g) . (5.13)
Since the incoming X-arrow at g sX(g) is the outgoing X-arrow at g, also the following
relation holds:
rX(g sX(g)) = sX(g) . (5.14)
In particular, these relations imply rX(g) = e if and only if sX(g) = e.
Lemma 5.4 Let X be a discrete vector field with invertible flow. Then
φ−1X (g) = g rX(g)
−1 . (5.15)
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Proof: Using (5.6), (5.13) and (5.14), we find
φX(g rX(g)
−1) = g rX(g)
−1 sX(g rX(g)
−1) = g rX(g)
−1 rX(g) = g
φX(g) rX(φX(g))
−1 = g sX(g) rX(g sX(g))
−1 = g sX(g) sX(g)
−1 = g

As a consequence of (5.15), on A we have
(φ−1X )
∗ = R∗
r−1
X
=
∑
h∈Se
δh,rX R∗h−1 =
∑
h∈Se
(R∗h−1X
h)R∗h−1 . (5.16)
Lemma 5.5 If I +X with a discrete vector field X is invertible on A, its inverse is I + Xˇ
with [40] Xˇ =
∑
h∈S δ
h,rX · ℓh−1.
Proof: This follows immediately from (5.11) and (5.16). 
Theorem 5.3 Let X be a discrete vector field with invertible flow. Then φX is differentiable
if and only if φ∗−1X Y φ
∗
X is a discrete vector field for all discrete vector fields Y .
Proof: According to theorem 5.1, φX is differentiable if and only if for each discrete vector
field Y there is a discrete vector field Z such that φ∗Y φ
∗
X = φ
∗
X φ
∗
Z . Using
φ∗−1X Y φ
∗
X = φ
∗−1
X (φ
∗
Y − I)φ
∗
X = φ
∗−1
X φ
∗
Y φ
∗
X − I
the last condition translates to
φ∗−1X Y φ
∗
X = φ
∗
Z − I = Z .

Corollary. Let X be a discrete vector field with differentiable and invertible φX . Then φX∗
(defined by (3.6)) maps discrete vector fields to discrete vector fields.
Proof: This follows directly from (3.8) and theorem 5.3. 
5.3 Another extension of the flow to forms and vector fields on a
bicovariant group lattice
In this subsection we assume that the group lattice is bicovariant, so that Rh is differentiable
for all h ∈ S (see section 3). Let X be a discrete vector field. Then
RXω :=
∑
h∈Se
XhR∗hω (5.17)
directly extends (5.8) from functions to arbitrary forms.
Remark. Bicovariance does not imply that φX is differentiable. Even if φX is differentiable,
we have in general φ∗Xω 6= RXω (see example 5.2 below). Hence, there are two natural
actions on forms, φ∗X and RX . They coincide on functions, but differ, in general, on forms.

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Lemma 5.6 If X is a discrete vector field with invertible flow on a bicovariant group lattice,
then RX is invertible on Ω with
R−1X =
∑
h∈Se
(R∗h−1X
h)R∗h−1 . (5.18)
Proof: We have∑
h∈Se
(R∗h−1X
h)R∗h−1 RX =
∑
h,h′∈Se
(R∗h−1X
h)R∗h−1 X
h′ R∗h′ =
∑
h,h′∈Se
(R∗h−1X
hXh
′
)R∗h−1h′
=
∑
h∈Se
(R∗h−1X
h) I = I
where we used (5.2) and condition (3) of theorem 5.2 in the last steps. In a similar way,
RX
∑
h∈Se
(R∗h−1X
h)R∗h−1 = I is obtained with the help of (5.12). 
Assuming that RX is invertible on A, following (3.6) we define a map RX∗ on vector
fields Y ∈ X by
〈RX∗Y, α〉 = R
−1
X 〈Y,RXα〉 . (5.19)
Lemma 5.7 Let X be a discrete vector field with invertible flow on a bicovariant group
lattice. Then RX∗ acts on X as follows,
RX∗Y =
∑
h∈Se
(R∗h−1X
h) · Rh∗Y . (5.20)
Proof: This is obtained from (5.19) using R−1X = φ
∗−1
X on functions, (5.16), (5.2) and (3.6)
applied to the map Rh. 
With the help of (3.8), (5.11) and ad(h)−1S = S for h ∈ Se, (5.20) reads
RX∗Y =
∑
h∈Se
(R∗h−1X
h) · R∗h−1Y R
∗
h =
∑
h,h′∈Se
(R∗h−1X
h) (R∗h−1Y
ad(h)h′) · ℓh′ (5.21)
=
∑
h,h′∈Se
δh,rX (R∗h−1Y
ad(h)h′) · ℓh′ .
If Y is a discrete vector field, further evaluation leads to
RX∗Y =
∑
h′∈Se
δ
ad(rX)h
′,sY ◦Rr−1
X · ℓh′ = ℓad(r−1
X
)(sY ◦Rr−1
X
) =
∑
g∈G
eg · ℓad(rX(g)−1) sY (g rX(g)−1) (5.22)
where r−1X (g) := (rX(g))
−1.
Lemma 5.8 Let X be a discrete vector field on a bicovariant group lattice. If RX is invertible
on A, then RX∗ maps discrete vector fields to discrete vector fields.
Proof: This is a simple consequence of (5.22). 
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5.4 Basic vector fields
A discrete vector field X which at every site has exactly one outgoing and one incoming
X-arrow will be called basic. This means that for each g ∈ G there is precisely one h ∈ S
such that Xh(g) = 1 and precisely one h′ ∈ S such that Xh
′
(gh′−1) = 1. As a consequence,∑
h∈SX
h(g) = 1 (and thus Xe = 0) and
∑
h∈SX
h(gh−1) = 1.
Lemma 5.9 A discrete vector field X is basic if and only if I +X is invertible on A and
sX has values in S.
Proof: This is an immediate consequence of theorem 5.2 and the definition of basic vector
fields. 
For a basic vector field, the bijection φX : G→ G given by φX(g) = g sX(g) satisfies
φ∗Xf =
∑
h∈S
XhR∗hf (∀f ∈ A) . (5.23)
In particular, the vector fields ℓh, h ∈ S, are basic and we have φℓh = Rh.
A set of basic vector fields {Xh| h ∈ S} forms a basis of X if for all g ∈ G we have
eg · {Xh| h ∈ S} = e
g · {ℓh| h ∈ S}. The parametrization by S can be fixed by setting
sXh(e) = h where sXh is the map G → S associated with Xh. This yields indeed a unique
parametrization since at every site and hence also at e there is exactly one vector field Xh
for which ee ·Xh = e
e · ℓh.
The elements of the dual basis of 1-forms are determined by 〈Xh, α
h′〉 = δh
′
h . The coeffi-
cient matrices in
Xh =
∑
h′∈S
Xh
′
h · ℓh′ , α
h =
∑
h′∈S
αhh′ θ
h′ (5.24)
which mediate the change of basis are inverse to one another. At each g ∈ G, these matrices
act as permutations on S. The dual basis 1-forms satisfy αhf = (φ∗Xhf)α
h. Furthermore,∑
h α
h = θ and
df =
∑
h∈S
(Xhf)α
h . (5.25)
Example 5.2. Let us consider S3 with S = {(12), (13), (23)} (see also example 2.4). Fig. 4
shows three vector fields which form a basis of X and satisfy the above parametrization
condition.
For the basic vector field
X = X(12) = (e
e + e(123) + e(132)) · ℓ(12) + (e
(12) + e(13) + e(23)) · ℓ(13) .
we obtain sX(e) = sX(123) = sX(132) = (12) and sX(12) = sX(13) = sX(23) = (13), and
φX is differentiable. [41] Since θ
h =
∑
g e
g degh, we have φ∗X(θ
h) =
∑
g φ
∗
X(e
g) dφ∗X(e
gh). In
this way we obtain φ∗X(θ
(12)) = θ(13). On the other hand, with
RX = (e
e + e(123) + e(132))R∗(12) + (e
(12) + e(13) + e(23))R∗(13) .
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X(23)X(13)X(12)
e (12) (12)
(123)
(132)
(13)
(13)
(23) (23)
(12) (12)
(23)
(13) (13)
(23)
Figure 4: A basis of basic vector fields on S3 with respect to S = {(12), (13), (23)}.
we find
RX(θ
(12)) = (ee + e(123) + e(132)) θ(12) + (e(12) + e(13) + e(23)) θ(23)
which is obviously different from φ∗X(θ
(12)). Hence, in general we have φ∗X 6= RX on forms.

Example 5.3. Let us choose G = Z3 × Z3 with S = {(0, 1), (1, 0)}. Then
X(0,1) = e(0,0) + e(1,0) + e(0,1) + e(2,1) + e(1,2) + e(2,2) , X(1,0) = e(2,0) + e(1,1) + e(0,2)
are the components of a basic vector field. The corresponding map φX is not differentiable.
Since (1, 0)−1(2, 0) = (1, 0) ∈ S (using a multiplicative notation for the group operation), but
s((1, 0))−1(1, 0)−1(2, 0) s((2, 0)) 6∈ Se, this follows using theorem 5.1. We can also apply (3.5)
directly: there is an arrow from (1, 0) to (2, 0) in the group lattice, but φX((1, 0)) = (1, 1) is
not connected with φX((2, 0)) = (0, 0). 
In the following we restrict our considerations to bicovariant group lattices (so that
ad(S)S ⊂ S and ad(S)−1S ⊂ S).
Lemma 5.10 If X is a basic vector field, then RX is invertible on Ω with
R−1X =
∑
h∈S
(R∗h−1X
h)R∗h−1 . (5.26)
Furthermore, for Y ∈ X we have
RX∗Y =
∑
h∈S
(R∗h−1X
h)Rh∗Y . (5.27)
Proof: Since a basic vector field has an invertible flow and Xe = 0, the first equation follows
directly from lemma 5.6 and the second from lemma 5.7. 
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Two basic vector fields X, Y form a biangle if sY · sX = e, which associates with each
g ∈ G a group lattice biangle. [42] Three basic vector fields X, Y, Z constitute a triangle if
sY · sX = sZ , which assigns to each g ∈ G a group lattice triangle. Furthermore, four basic
vector fields X, Y,W,Z make up a quadrangle if sY · sX = sW · sZ 6∈ Se. This maps a group
lattice quadrangle to each g. Below we express these conditions more directly in terms of
the vector fields with the help of the next result.
Lemma 5.11 For basic vector fields X and Y the following identity holds,
RX RRX∗Y = R
∗
sY ·sX
. (5.28)
Proof:
RX RRX∗Y =
∑
h,h1,h2∈S
Xh1(R∗h1h−1X
h) (R∗h1h−1Y
ad(h)h2)R∗h1h2 =
∑
h1,h2∈S
Xh1Y ad(h1)h2R∗h1h2
=
∑
g∈S2
( ∑
h1,h2∈S
δgh1h2 X
h1Y ad(h1)h2
)
R∗g =
∑
g∈S2
( ∑
h1,h2∈S
δgh2h1 X
h1Y h2
)
R∗g
=
∑
g∈S2
δgsY ·sX R
∗
g = R
∗
sY ·sX
using (5.21) and (5.12). 
The above biangle condition is now seen to be equivalent to
RX RRX∗Y = I (5.29)
and the triangle condition can be expressed as
RX RRX∗Y = RZ . (5.30)
Furthermore, the above quadrangle condition takes the form
RX RRX∗Y = RZ RRZ∗W 6= RX′ (5.31)
for all discrete vector fields X ′.
5.5 Lie derivative with respect to a discrete vector field
The notion of the Lie derivative is easily taken over from continuum differential geometry
to the discrete framework of group lattices. Let X be a discrete vector field. On functions,
the Lie derivative with respect to X is given by
£Xf = φ
∗
Xf − f = (I +X)f − f = Xf . (5.32)
If φX is differentiable, we can extend the Lie derivative to forms ω ∈ Ω via
£Xω = φ
∗
Xω − ω (5.33)
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so that, in particular,
£ℓhω = R
∗
hω − ω , £ℓhθ
h′ = θad(h)h
′
− θh
′
. (5.34)
For ψ, ω ∈ Ω, we also have
£X(ψ ω) = φ
∗
X(ψ ω)− ψ ω = (£Xψ)ω + ψ£Xω + (£Xψ)£Xω . (5.35)
Assuming φX to be differentiable and invertible, the Lie derivative acts on vector fields
as follows,
£XY = Y − φX∗Y = φ
∗
X
−1 ◦ [X, Y ] (5.36)
using (3.8). In particular, with I + ℓh = R
∗
h we obtain
£ℓhℓh′ = R
∗
h−1 ◦ [R
∗
h, R
∗
h′] = R
∗
h′ − R
∗
ad(h−1)h′ . (5.37)
Since ad(h−1)h′ ∈ S for differentiable Rh, this can be written as
£ℓhℓh′ = ℓh′ − ℓad(h−1)h′ (5.38)
and also in the form
£ℓhℓh′ = ℓh ℓad(h−1)h′ − ℓh′ ℓh (5.39)
which involves a generalization of the ordinary commutator of vector fields.
5.6 Inner product of discrete vector fields and forms
In this subsection we extend the inner product (or contraction) 〈X,α〉 of vector fields and
1-forms to forms of higher grade. More precisely, we restrict our considerations to discrete
vector fields X with a differentiable flow, i.e., the associated map φX is assumed to be
differentiable.
For all f ∈ A and α ∈ Ω1 we require
Xy f = 0 , Xyα = 〈X,α〉 . (5.40)
Furthermore, for a discrete vector field X with differentiable map φX , we demand
Xy (ω ω′) = (Xyω)φ∗Xω
′ + (−1)r ω (Xyω′) (5.41)
for all ω ∈ Ωr and ω′ ∈ Ω. [43] In particular, using (2.16) and the Leibniz rule for d, we
obtain
X(f f ′) = Xy d(f f ′) = (Xf)φ∗Xf
′ + f Xf ′ (5.42)
which is a reformulation of (5.1).
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It is easily verified that (5.41) is compatible with the A-bimodule structure of Ω, i.e.
Xy [(ωf)ω′] = Xy [ω (fω′)]. The consistency with the commutation relations (2.10) follows
from
Xy (θh f) = (Xy θh)φ∗Xf = X
h
∑
h′
Xh
′
R∗h′f = X
hR∗hf = (R
∗
hf) (Xy θ
h)
= Xy [(R∗hf) θ
h] (5.43)
which holds for a discrete vector field X .
The definition (5.41) is also consistent with the 2-form relations. Let (g, g′) ∈ I, so that
0 = eg deg
′
= −(deg) eg
′
. The corresponding 2-form relation is deg deg
′
= 0. Applying Xy
to the left hand side, we obtain
Xy (deg deg
′
) = (Xy deg)φ∗X(de
g′)− degXy deg
′
= (Xeg) d(φ∗Xe
g′)− deg (Xeg
′
)
= (φ∗Xe
g − eg) d(φ∗Xe
g′)− deg (φ∗Xe
g′ − eg
′
)
= φ∗X(e
g deg
′
)− eg d(φ∗Xe
g′)− deg φ∗Xe
g′ − (deg) eg
′
= −d(eg φ∗Xe
g′) . (5.44)
But the last expression vanishes since the function eg φ∗Xe
g′ vanishes identically. Indeed, it
obviously vanishes at elements of G different from g. Evaluated at g, it yields (φ∗Xe
g′)(g) =
eg
′
(φX(g)) = e
g′(g s(g)) which vanishes since (g, g′) ∈ I.
Remark. Let h1h2 = h2h3 = · · · = hrh1 be a cycle of a bicovariant group lattice. Then
ℓhy (θ
h1θh2 + θh2θh3 + . . .) = δh1h R
∗
hθ
h2 − δh2h θ
h1 + δh2h R
∗
hθ
h3 − δh3h θ
h2 + . . .
where the second and the third term on the right-hand side cancel since ad(h2)h3 = h1, and
the same happens with the remaining terms. In particular, the first term cancels the last
one. Since the 2-form relations are sums of cycles, this means that ℓhy applied to a 2-form
relation automatically vanishes. In fact, we have the stronger result that ℓh-contractions with
any cycle vanish (which perfectly matches the Woronowicz wedge product). A particular
consequence is that the condition ψ = 0 for a 2-form ψ = ψh1,h2 θ
h1θh2 is stronger than
ℓhyψ = 0 for all h ∈ S. For example, the vanishing of ℓh1y ℓh2yψ = ψh2,ad(h−12 )h1 − ψh1,h2
obviously does not imply vanishing ψ. 
Lemma 5.12 If X is a basic vector field with differentiable flow, then
Xy∆(ω) + ∆(Xyω) = 0 (∀ω ∈ Ω) . (5.45)
Proof: For functions the identity is trivially satisfied. Let us prove it first for 1-forms. A
basic vector field satisfies Xy θ = 1 and the flow map φX is a bijection. Since φX is assumed
to be differentiable, we also have φ∗Xθ = θ according to (4.19). As a consequence, we find
Xy θ2 = (Xy θ)φ∗Xθ − θ (Xy θ) = 0 .
Using
∆([θ, f ]) = [∆(θ), f ] = [θ2 −∆e, f ] = [θ2, f ]
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for f ∈ A, we thus obtain
Xy∆(df) + ∆(Xy df) = Xy∆(df) = 0 .
Since every 1-form α is a sum of terms like f ′ df with f, f ′ ∈ A, the last identity extends to
Xy∆(α) + ∆(Xyα) = Xy∆(α) = 0 .
Let us now assume that our assertion holds for differential forms of grade < k. Then we find
Xy∆(ψ ω) + ∆(Xy (ψ ω))
= Xy
(
∆(ψ)ω + (−1)r ψ∆(ω)
)
+∆
(
(Xyψ)φ∗Xω + (−1)
r ψXyω
)
= Xy∆(ψ)φ∗Xω − (−1)
r∆(ψ)Xyω + (−1)r (Xyψ)φ∗X∆(ω) + ψXy∆(ω)
+∆(Xyψ)φ∗Xω − (−1)
r (Xyψ)∆(φ∗Xω) + (−1)
r∆(ψ)Xyω + ψ∆(Xyω)
= 0
for ψ ∈ Ωr, r < k, and ω ∈ Ω<k, using φ∗X ◦∆ = ∆ ◦ φ
∗
X (see (4.20)). By induction on the
grade of the argument ω, the formula (5.45) is proven. 
Theorem 5.4 For a basic vector field X with differentiable flow the following (Lie-Cartan)
identity holds,
£Xω = Xy dω + d(Xyω) (∀ω ∈ Ω) . (5.46)
Proof: With the help of (4.12) and (5.41), (5.45) can be reformulated as follows,
0 = Xy∆(ω) + ∆(Xyω)
= Xy ([θ, ω]− dω) + [θ,Xyω]− d(Xyω)
= (Xy θ)φ∗Xω − (−1)
r (Xyω)φ∗Xθ − ωXy θ −Xy dω + (−1)
r (Xyω) θ− d(Xyω)
= φ∗Xω − ω −Xy dω − d(Xyω)
for ω ∈ Ωr, using in the last step Xy θ = 1 and φ∗Xθ = θ which hold for a basic vector field
with differentiable flow. Now (5.46) is obtained recalling the definition (5.33). 
Lemma 5.13 If φ : G→ G is an invertible differentiable map and X a discrete vector field
with differentiable flow, then
φ∗(Xyω) = (φ−1∗ X)yφ
∗ω (∀ω ∈ Ω) . (5.47)
Proof: For a 1-form α the formula follows from (3.6) (even more generally for an arbitrary
vector field X). Furthermore, we have
φ∗[Xy (ψ ω)] = φ∗[(Xyψ)φ∗Xω + (−1)
r ψXyω]
= φ∗(Xyψ)φ∗φ∗Xω + (−1)
r (φ∗ψ)φ∗(Xyω) .
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Let us assume that the identity holds for grades lower than k. For ψ ∈ Ωr, r < k, and ω of
grade lower than k, we then obtain
φ∗[Xy (ψ ω)] = [(φ−1∗ X)yφ
∗ψ]φ∗φ∗Xφ
∗−1(φ∗ω) + (−1)r (φ∗ψ) (φ−1∗ X)yφ
∗ω
= (φ−1∗ X)yφ
∗(ψ ω)
since
φ∗φ∗Xφ
∗−1 = φ∗(I +X)φ∗−1 = I + φ−1∗ X = φ
∗
φ−1∗ X
using (3.8). Now the identity follows by induction. 
Lemma 5.14 A discrete vector field X with differentiable flow satisfies
XyXyω = 0 (∀ω ∈ Ω) . (5.48)
Proof: Again, we use induction with respect to the grade of ω. We have XyXyα = 0
trivially for α ∈ Ω1. Next we calculate
XyXy (ψ ω) = Xy [(Xyψ)φ∗Xω + (−1)
r ψXyω]
= (XyXyψ)φ∗2Xω − (−1)
r (Xyψ)Xyφ∗Xω
+(−1)r (Xyψ)φ∗X(Xyω) + ψ(XyXyω)
with the help of lemma 5.13 and
φ−1X∗X = φ
∗
X X (φ
−1
X )
∗ = φ∗X (φ
∗
X − I) (φ
−1
X )
∗ = φ∗X − I = X .
This implies that if the assertion holds for ω of grade < r, then it also holds for grade r. 
6 Connections and parallel transports
A connection on a left A-module E is a linear map ∇ : E→ Ω1 ⊗A E such that
∇(f E) = df ⊗A E + f ∇(E) (∀E ∈ E) . (6.1)
If (Ω, d) is the differential calculus of a group lattice, we have the following result.
Lemma 6.1 Every connection on E is of the form
∇(E) = θ ⊗A E − V(E) (∀E ∈ E) (6.2)
where V : E→ Ω1 ⊗A E satisfies
V(f E) = f V(E) . (6.3)
Conversely, every linear map V with this property defines a connection via the above formula.
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Proof: This is easily verfied using (2.15). 
Writing
V =
∑
h∈S
θh ⊗A Vℓh (6.4)
with parallel transport operators Vℓh in the ℓh direction, (6.3) leads to
Vℓh(f E) = (R
∗
h−1f)Vℓh(E) (6.5)
using (2.10). In particular,
Vℓh(e
g E) = egh Vℓh(E) (6.6)
which shows that we have a transport in the forward direction. We generalize it to a transport
along an arbitrary vector field X by
VX =
∑
h∈S
(R∗h−1X
h)Vℓh . (6.7)
Lemma 6.2 For a basic vector field X,
VX(f E) = (R
−1
X f)VXE . (6.8)
Proof: Using (6.7), (6.5), (5.12) and (5.26) we obtain
VX(f E) =
∑
h∈S
(R∗h−1X
h) (R∗h−1f)VℓhE
=
∑
h,h′∈S
(R∗h−1X
h) (R∗h−1f) (R
∗
h′−1X
h′)Vℓh′E
= (R−1X f)VXE .

A connection can be extended to a map ∇ : Ω⊗A E→ Ω⊗A E via
∇(ω ⊗A E) = dω ⊗A E + (−1)
rω∇E ∀ω ∈ Ωr, E ∈ E . (6.9)
The curvature of the connection ∇ is the left A-module homomorphism R : E → Ω2 ⊗A E
defined by
R(E) = −∇2E . (6.10)
More generally, R = −∇2 is defined as a map Ω⊗A E→ Ω⊗A E. It has the property
R(ω ⊗A E) = ωR(E) (6.11)
and satisfies the second Bianchi identity
(∇R)(E) := ∇(R(E))−R(∇E) = 0 . (6.12)
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6.1 Gauge theory
Let E be a right A-module. Then E eg, for fixed g ∈ G, is a complex vector space. Let
Ei(g), i = 1, . . . , m(g), be a basis of this vector space. In general, its dimension varies with
g. In the following we assume, for simplicity, that m(g) is independent of g and finite. [44]
Choosing an order E1(g), . . . , Em(g) for all g ∈ G, we obtain a right A-module basis of E by
setting Ei :=
∑
g∈GEi(g). Then E is a free right A-module.
An element Ψ ∈ E⊗AΩ
r can be written as Ψ = Ei⊗Aψ
i (using the summation convention)
with an r-form field ψ : G→ (Ωr)m transforming according to ψ 7→ ψ′ = γψ under the action
of a gauge group Γ, corresponding to changes of the basis of E. A right A-module connection
∇ has to satisfy ∇(E ⊗A ω) = ∇(E)ω + E ⊗A dω for all ω ∈ Ω, so that
∇Ψ = ∇(Ej)ψ
j + Ei ⊗A dψ
i = Ei ⊗A (dψ
i + Aij ψ
j) = Ei ⊗A Dψ
i . (6.13)
Here A is a gauge potential 1-form and
Dψ := dψ + Aψ (6.14)
the exterior covariant derivative of ψ with the transformation law (Dψ)′ = γ Dψ.
Similarly, an r-form field ϕ transforming according to ϕ 7→ ϕ′ = ϕγ−1 under the action
of the gauge group corresponds to an element of a left A-module. Then
Dϕ := dϕ− (−1)rϕA (6.15)
defines a covariant exterior derivative, i.e., (Dϕ)′ = (Dϕ) γ−1. Furthermore, we have
(Dϕ)ψ + (−1)r ϕDψ = d(ϕψ) . (6.16)
Introducing
W := θ + A =
∑
h∈S
Wh θ
h (6.17)
which obeys the transformation law
W →W ′ = γ W γ−1 , W ′h = γ Wh (R
∗
hγ
−1) (6.18)
under a gauge transformation, and using (4.12), we obtain
Dψ = Wψ − (−1)rψθ −∆(ψ) (6.19)
Dϕ = θϕ− (−1)rϕW −∆(ϕ) . (6.20)
From ∇2Ψ = Ei ⊗A D
2ψ =: Ei ⊗A F
i
j ψ
j originates the curvature 2-form
F = dA + A2 =W 2 −∆(W )−∆e =
∑
h,h′∈S
Fh,h′ θ
hθh
′
(6.21)
which satisfies the Bianchi identity
0 = DF := dF + [A, F ] = [W,F ]−∆(F ) . (6.22)
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The biangle, triangle and quadrangle parts of the curvature 2-form are, respectively, given
by
F(e)h,h′ = WhR
∗
hWh′ − I for a biangle hh
′ = e (6.23)
F(h0)h,h′ =WhR
∗
hWh′ −Wh0 for a triangle hh
′ = h0 ∈ S(1) (6.24)
F(g) h,h′;hˆ,hˆ′ = WhR
∗
hWh′ −WhˆR
∗
hˆ
Whˆ′ for a quadrangle hh
′ = hˆhˆ′ = g ∈ S(2) . (6.25)
For 0-form fields ψ and φ we write
Dψ =
∑
h∈S
∇ℓhψ θ
h , Dϕ =
∑
h∈S
(∇ℓhϕ)Wh θ
h . (6.26)
Then
∇ℓhψ = WhR
∗
hψ − ψ . (6.27)
If the group Γ is unitary and if W−1h = W
†
h , (where
† denotes hermitian conjugation) then
ψ† 7→ ψ† γ−1 and we obtain
∇ℓhψ
† = (R∗hψ
†)W−1h − ψ
† = (∇ℓhψ)
† . (6.28)
An example of a Lagrangian for the 0-form field ψ is
Lψ =
∑
h∈S
1
2
∇ℓhψ
†∇ℓhψ =
∑
h∈S
1
2
(
R∗h(ψ
†ψ) + ψ†ψ − ψ†WhR
∗
hψ − (R
∗
hψ
†)W †hψ
)
(6.29)
with corresponding action
Sψ =
∑
g∈G
Lψ(g) =
∑
g∈G
∑
h∈S
1
2
(
2ψ†ψ − ψ†WhR
∗
hψ − ψ
†(R∗h−1W
†
hψ)
)
(g) . (6.30)
In order to build a Lagrangian from r-form fields, r > 0, we need an inner product of
r-forms. It should satisfy
(f ω, f ′ ω′) = f † f ′ (ω, ω′) (6.31)
(where f † is the complex conjugate of the function f). A natural choice of inner product of
1-forms is then determined by
(θh, θh
′
) = δh,h
′
. (6.32)
As a consequence, the above Lagrangian for a 0-form field ψ can be written as follows,
Lψ =
1
2
(Dψ†,Dψ) . (6.33)
For a biangle or triangle h1h2 ∈ Se, we set
(θh1θh2, θhθh
′
) = δh1,h δh2,h
′
. (6.34)
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For a quadrangle h1h2 = g 6∈ Se and a 2-form ψ we define
(θh1θh2, ψ) = ψ(g)h1,h2 (6.35)
where ψ(g)h1,h2 are the quadrangle components of ψ as defined in (4.36). In particular,
(θh1θh2 , θh θh
′
) = |g| δh1,h δh2,h
′
− δhh
′
g if h1h2 = g ∈ S(2) . (6.36)
As a consequence of these definitions, biangle, triangle and quadrangle 2-forms are orthogonal
to each other. The Yang-Mills Lagrangian for the gauge potential A then takes the form
LYM :=
1
2m
tr
(
(p(e)F, p(e)F ) +
∑
h∈S(1)
(p(h)F, p(h)F ) +
∑
g∈S(2)
1
|g|
(p(g)F, p(g)F )
)
(6.37)
and the corresponding action is SYM =
∑
g′∈GLYM(g
′). From biangles, triangles and quad-
rangles, respectively, the following contributions arise:
tr(p(e)F, p(e)F ) =
∑
h,h′∈S
δehh′ tr
(
2I −Wh (R
∗
hWh′)− (R
∗
hW
†
h′)W
†
h
)
, (6.38)
tr(p(h0)F, p(h0)F ) =
∑
h,h′∈S
δh0hh′ tr
(
2I −W †h0Wh (R
∗
hWh′)− (R
∗
hW
†
h′)W
†
hWh0
)
, (6.39)
tr(p(g)F, p(g)F ) = tr
(
3|g|I −
∑
h1,h2,h3,h4∈S
δgh1h2 δ
g
h3h4
(R∗h1W
†
h2
)W †h1Wh3 (R
∗
h3Wh4)
)
.(6.40)
These expressions are indeed gauge invariant and thus also LYM. The latter generalizes the
Lagrangian of lattice gauge theory to arbitrary group lattices. It involves parallel transports
UP around the special plaquettes P given by biangles, triangles and quadrangles. Lattice
gauge theory models on group lattices (G, S) with S = S−1 have previously been considered
in Ref. [20] with an action of the form
∑
P∈P tr[UP +U
−1
P ] where the sum is over some choice
of set P of plaquettes (not restricted to biangles, triangles and quadrangles). In contrast,
we have used the natural differential geometry of the group lattice in order to determine a
direct analogue of the Yang-Mills action.
7 Linear connections
A connection on Ω1, regarded as a left A-module, is called a linear connection. We introduce
matrices Vh = (V
h′′
h,h′) with entries in A via
Vℓh′ (θ
h) =
∑
h′′∈S
(R∗h′−1V
h
h′,h′′) θ
h′′ (7.1)
so that
∇θh = θ ⊗A θ
h −
∑
h′∈S
V hh′ ⊗A θ
h′ (7.2)
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with
V hh′ :=
∑
h′′∈S
V hh′′,h′ θ
h′′ . (7.3)
From the definition of the curvature we obtain
R(θh) = −∆e ⊗A θ
h −
∑
h′∈S
∆(θh
′
)⊗A Vℓh′ (θ
h) +
∑
h′,h′′∈S
θh
′
θh
′′
⊗A Vℓh′′Vℓh′ (θ
h) (7.4)
where we used (4.3), (4.9), (6.2) and (6.4).
The torsion of a linear connection is the left A-module homomorphism Θ : Ω1 → Ω2
defined by
Θ(α) = dα− π ◦ ∇α ∀α ∈ Ω1 (7.5)
where π is the canonical projection Ω1 ⊗A Ω
1 → Ω2. Then
Θh := Θ(θh) = θh θ −∆(θh) + πV(θh) = θh θ −∆(θh) +
∑
h′∈S
θh
′
Vℓh′ (θ
h)
=
∑
h1,h2∈S
(δhh1 − δ
h
h1h2 + V
h
h1,h2) θ
h1θh2 (7.6)
using (4.3), (4.4), (6.2), (6.4) and (7.1). The torsion extends to a map Θ : Ω⊗A Ω
1 → Ω via
Θ = d ◦ π − π ◦ ∇ (7.7)
where π now denotes more generally the canonical projection Ω ⊗A Ω
1 → Ω. It has the
property
Θ(ω ⊗A α) = (−1)
r ωΘ(α) (7.8)
for all α ∈ Ω1 and ω ∈ Ωr. From (7.7) we obtain the first Bianchi identity
d ◦Θ+Θ ◦ ∇ = π ◦ R (7.9)
and thus
dΘh − θΘh +
∑
h′∈S
V hh′ Θ
h′ = πR(θh) (7.10)
or, using (4.12),
Θh θ +∆(Θh)−
∑
h′∈S
V hh′ Θ
h′ = −πR(θh) . (7.11)
Writing
R(θh) =
∑
h′∈S
Rhh′ ⊗A θ
h′ (7.12)
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with Rhh′ ∈ Ω
2, we find
∇(R(θh)) =
∑
h′∈S
(
θRhh′ −∆(R
h
h′)−
∑
h′′∈S
Rhh′′ V
h′′
h′
)
⊗A θ
h′ (7.13)
using (6.9), (4.13) and (7.2). Furthermore,
R(∇θh) =
∑
h′∈S
(
θRhh′ −
∑
h′′∈S
V hh′′ R
h′′
h′
)
⊗A θ
h′ (7.14)
so that the second Bianchi identity (6.12) takes the form
∆(Rhh′) =
∑
h′′∈S
(V hh′′ R
h′′
h′ −R
h
h′′ V
h′′
h′) . (7.15)
7.1 A transport of vector fields
Let ∇ : Ω1 → Ω1 ⊗A Ω
1 be a linear connection with parallel transport operator VX . Via
〈V˜ℓhY, α〉 = R
∗
h〈Y,Vℓhα〉 . (7.16)
a dual of Vℓh is defined which acts on vector fields. From this definition we obtain
V˜ℓh(f · Y ) = (R
∗
hf) · V˜ℓhY . (7.17)
In particular,
V˜ℓh(e
g · Y ) = egh
−1
· V˜ℓhY (7.18)
which shows that the transport acts in the backward direction gh−1 ← g. Furthermore, (7.1)
leads to
V˜ℓhℓh′ =
∑
h′′∈S
V h
′′
h,h′ · ℓh′′ . (7.19)
Defining
V˜X :=
∑
h∈S
Xh V˜ℓh ( on X ) (7.20)
(7.16) and (7.17) generalize, respectively, to
〈V˜XY, α〉 = RX 〈Y,VXα〉 (7.21)
and
V˜X(f · Y ) = (RXf) · V˜XY (7.22)
for a basic vector field X , by use of (5.12) and (6.7). In subsection 7.3 we will see that
the inverse of V˜X , provided it exists, is the parallel transport of a linear connection on X ,
associated with the linear connection on Ω1 in a natural geometric way.
Remark. For a symmetric group lattice we may introduce Vˆℓh := V˜ℓh−1 which satisfies (6.5)
and thus defines a connection on X according to lemma 6.1. 
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7.2 The geometric meaning of (vanishing) torsion
For a biangle h1h2 = e the vanishing of the corresponding part of the torsion 2-form (7.6)
means
V hh1,h2 = −δ
h
h1
(7.23)
and thus
V˜ℓh1 (ℓh2) = −ℓh1 . (7.24)
We conclude that the transport V˜ preserves a biangle if the corresponding biangle torsion
vanishes.
For a triangle h1h2 = h0, the corresponding part of the torsion 2-form (7.6) vanishes if
and only if
V hh1,h2 = δ
h
h0 − δ
h
h1 (7.25)
which can be written as
V˜ℓh1 (ℓh2) = ℓh0 − ℓh1 . (7.26)
Associated with the latter triangle, there is a triangle composed of the two vectors ℓh1 and
ℓh0 at g ∈ G, and the vector ℓh2 at gh1. The latter vector is backwards parallel transported
by V˜ℓh1 to the tangent space at g. The condition of vanishing triangle torsion means that
the three vectors at g then form a triangle. In this sense the transport preserves triangles if
the triangle torsion vanishes.
A corresponding statement also holds for a quadrangle h1h2 = hˆ1hˆ2 = g 6∈ Se. If we
consider [45]
Qh
(g) h1,h2;hˆ1,hˆ2
= Qˇh(g) h1,h2 − Qˇ
h
(g) hˆ1,hˆ2
(7.27)
as the associated quadrangle torsion part, its vanishing means
V hh1,h2 − V
h
hˆ1,hˆ2
= δh
hˆ1
− δhh1 (7.28)
which is equivalent to
V˜ℓh1 (ℓh2)− V˜ℓhˆ1
(ℓhˆ2) = ℓhˆ1 − ℓh1 . (7.29)
There is a quadrangle composed of the two vectors ℓh1 and ℓhˆ1 at g ∈ G, the vector ℓh2 at
gh1 and the vector ℓhˆ2 at ghˆ1. The latter two vectors are backwards parallel transported by
V˜ℓh1 and V˜ℓhˆ1
, respectively, to the tangent space at g. The condition of vanishing quadrangle
torsion then has the effect that the resulting four vectors also form a quadrangle in the
tangent space at g.
The presence of biangle, triangle, and quadrangle torsion thus means that a biangle,
triangle, and quadrangle composed of vectors ℓh in the group lattice is, in general, not
mapped by V˜ to a closed polygon in a tangent space.
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7.3 Linear connections on vector fields
Again, let ∇ : Ω1 → Ω1 ⊗A Ω
1 be a linear connection with parallel transport operator VX .
Then
〈UXY,VXα〉 = R
−1
X 〈Y, α〉 (7.30)
for all basic vector fields X associates with VX a linear operator UX : X → X . This definition
means that parallel transport preserves contractions of vector fields and 1-forms. Writing
Uℓhℓh′ =
∑
h′′∈S
R∗h−1(Uh)
h′′
h′ · ℓh′′ (7.31)
with matrices Uh, we find from (7.30) and (7.1) that
Uh = V
−1
h . (7.32)
In particular, we need the Vh to be invertible. Furthermore, from (6.7) we obtain
UX =
∑
h∈S
(R∗h−1X
h) · Uℓh . (7.33)
Lemma 7.1 For basic vector fields X,
UX(f · Y ) = (R
−1
X f) · UX(Y ) . (7.34)
Proof: Using (5.12) and (5.26) we obtain
〈UX(f · Y ),VXα〉 = R
−1
X 〈f · Y, α〉 = (R
−1
X f)R
−1
X 〈Y, α〉 = (R
−1
X f) 〈UXY,VXα〉
= 〈(R−1X f) · UXY,VXα〉 .

In particular,
Uℓh(f · Y ) = (R
∗
h−1f) · UℓhY (7.35)
so that
∇Y := θ ⊗A Y − U(Y ) , U(Y ) :=
∑
h∈S
θh ⊗A UℓhY (7.36)
defines a connection on X , i.e. a linear map ∇ : X → Ω1⊗AX with the property ∇(f ·Y ) =
df ⊗A Y + f ∇Y (see section 6). Next we establish the relation with the transport V˜X
introduced in the previous subsection.
Lemma 7.2 For basic vector fields X,
UX = V˜
−1
X . (7.37)
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Proof: With the help of (7.17), (7.19), (7.31) and (7.35) we find UℓhV˜ℓhY = Y for all vector
fields Y . Using (5.12) for an arbitrary basic vector field X and
∑
h∈SX
h = 1, we obtain
UXV˜X =
∑
h,h′∈S
(R∗h−1X
h) · Uℓh(X
h′ V˜ℓh′ )
=
∑
h,h′∈S
(R∗h−1X
h) (R∗h−1X
h′) · Uℓh V˜ℓh′
=
∑
h∈S
(R∗h−1X
h) · UℓhV˜ℓh =
∑
h∈S
Xh I = I .

Let us also define
∇ℓhY := Y − UℓhY , ∇ℓhα := α− Vℓhα (7.38)
which satisfy
∇ℓh(f α) = (ℓ¯hf)α+ (R
∗
h−1f)∇ℓhα , ∇ℓh(f · Y ) = (ℓ¯hf) · Y + (R
∗
h−1f) · ∇ℓhY (7.39)
where
ℓ¯h = ℓhR
∗
h−1 = I −R
∗
h−1 (7.40)
is the backward difference operator on A. Then the following identity holds:
ℓ¯h〈Y, α〉 = 〈∇ℓhY, α〉+ 〈Y,∇ℓhα〉 − 〈∇ℓhY,∇ℓhα〉 . (7.41)
In general, the parallel transport of a discrete vector field along a discrete vector field is
not a discrete vector field. A parallel transport or connection which maps discrete vector
fields into discrete vector fields will be called “discrete”. In this case, the matrices Vh
represent permutations.
8 Differential calculi on coset spaces of discrete groups
Let H be a subgroup of G and let G/H denote the set of right cosets of H in G, i.e.
K ∈ G/H has the form K = Hg for some g ∈ G. The algebra AG/H of complex valued
functions F : G/H → C can be naturally identified with a subalgebra of the algebra A = AG
of functions on G. Since the cosets form a partition of G, using our notation (3.2) we find
eKeK
′
= δK,K
′
eK and
∑
K∈G/H e
K = 1. As a consequence, each element F ∈ AG/H has a
unique decomposition F =
∑
K∈G/H F (K) e
K . The right action of G on G induces a right
action on G/H :
R∗gF =
∑
K∈G/H
F (K)R∗ge
K =
∑
K∈G/H
F (K) eKg
−1
. (8.1)
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Let (G, S) be a group lattice. The 1-forms {θh| h ∈ S} then generate an AG/H-bimodule
Ω1G/H such that
θh eK = (R∗h e
K) θh = eKh
−1
θh (8.2)
and
deK =
∑
h∈S
(eKh
−1
− eK) θh (8.3)
defines a linear map d : AG/H → Ω
1
G/H which satisfies
d(FF ′) = (dF )F ′ + F dF ′ (8.4)
for all F, F ′ ∈ AG/H , so that (Ω
1
G/H , d) is a first order differential calculus over AG/H .
It is important to note, however, that Ω1G/H is not, in general, generated by AG/H , i.e.
AG/H (dAG/H)AG/H is smaller than Ω
1
G/H . [46] In any case, the first order differential calculus
extends to a differential calculus (ΩG/H , d) over AG/H . A closer inspection shows that the
latter is simply obtained from the group lattice differential calculus (Ω, d) by restricting AG
to the subalgebra of functions corresponding to AG/H .
Drawing an arrow from a point representing a coset K to a point representing a coset
K ′ whenever there is an h ∈ S such that K ′ = Kh, we obtain a digraph. This coset
digraph [47] is also known as the Schreier diagram of the triple (G, S,H) (see Ref. [16], for
example). In contrast to the digraphs (group lattices) considered in the previous sections,
coset digraphs may have multiple arrows between two sites and even loops (i.e. arrows from
a site to itself). Indeed, whenever we have different h, h′ ∈ S such that Hh = Hh′, then
there are multiple arrows in a coset digraph. The resulting discrete geometry is therefore
more complex than the one determined by (ordinary) differential calculi on the algebra of
functions on the corresponding set of points. Such a generalization may prove to be relevant
for the description of electric circuits, for example.
Example 8.1. Let G = Z2 = {0, 1}, the cyclic group of order 2 with group operation the
addition modulo 2. With S = {1}, we have S(0) = S, S(1) = S(2) = ∅. Choosing H = G, the
coset space consists of a single element only and the algebra of functions on it is therefore C.
The 1-form θ1 corresponds to a loop (see Fig. 5). Then we have Ωr
Z2/Z2
= spanC{(θ
1)r} for
r > 0. According to (4.3), the action of d on forms is determined by dθ1 = 2 θ1θ1 together
with the Leibniz rule. As a consequence, dθ2r = 0 and dθ2r+1 = 2 (θ1)2(r+1). 
Example 8.2. Choosing Z3 with S = {1, 2} and passing to the single point coset space Z3/Z3,
one remains with two 1-forms θh, h = 1, 2. According to (4.3), the exterior derivative then
acts as follows,
dθ1 = 2 (θ1)2 − (θ2)2 + θ1 θ2 + θ2 θ1 (8.5)
dθ2 = 2 (θ2)2 − (θ1)2 + θ1 θ2 + θ2 θ1 . (8.6)

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0 1
1
G
1
Figure 5: The symmetric digraph of (Z2, {1}) and the corresponding coset graph correspond-
ing to the choice H = Z2.
4
1
0
5
3
2
1
23
H 1+H
2 2
1
3
Figure 6: Group lattice of (Z6, {1, 2, 3}) and the coset digraph for H = {0, 2, 4}.
Example 8.3. An example of a coset digraph containing both loops and multiple links is
given by G = Z6, the cyclic group of order 6 with group operation ∔, addition modulo
6. With S = {1, 2, 3} we find S(0) = {3}, S(1) = {2, 3} and S(2) = {4, 5} which implies
that we have two 2-form relations and consequently seven independent 2-forms. Choosing
H = {0, 2, 4}, there are only two cosets, H and 1 ∔H . Since H
1,3
←→ 1 ∔H , H
2
←→ H and
1∔H
2
←→ 1∔H , we obtain the graph in Fig. 6. 
Example 8.4. Let us consider the S3 group lattice of examples 2.4 and 4.1 with S =
{(12), (13), (23)}. The following table expresses the action of Rh, h ∈ S, on G:
g\h (12) (13) (23)
e (12) (13) (23)
(12) e (123) (132)
(13) (132) e (123)
(23) (123) (132) e
(123) (23) (12) (13)
(132) (13) (23) (12)
Choosing the subgroup H = {e, (12)}, the corresponding right cosets are H , H(13) =
{(13), (123)} and H(23) = {(23), (132)} (see Fig. 7).
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e (12)
(13) (123)
(132)(23)
H
H(23)
H(13)
(12)
(23) (23)
(13)
(13) (13)
(12) (12)
(23)
Figure 7: The right cosets of S3 with respect to the subgroup H = {e, (12)}.
The action of Rh, h ∈ S, on the cosets is given by the following table:
Hg\h (12) (13) (23)
H H H(13) H(23)
H(13) H(23) H H(13)
H(23) H(13) H(23) H
Since H
(12)
7→ H , H(13)
(23)
7→ H(13) and H(23)
(13)
7→ H(23), there are loops in the coset
digraph (see Fig. 8). This has its origin in the fact that S∩H = {(12)} and thus H(12) = H .
[48] The 1-forms eHθ(12), eH(13)θ(23) and eH(23)θ(13) are associated with the loops and therefore
cannot be expressed in terms of functions and differentials. In order to eliminate the loops,
one could set these 1-forms to zero. As a consequence of such additional relations, the
resulting bimodule of 1-forms is no longer free.
As a further example, let us consider the subgroup H ′ = {e, (123), (132)}. The corre-
sponding cosets are H ′ and H ′(12) = {(12), (23), (13)}. The table of the right action Rh on
these cosets is then
H ′g\h (12) (13) (23)
H ′ H ′(12) H ′(12) H ′(12)
H ′(12) H ′ H ′ H ′
In this case, we have multiple arrows in the coset digraph (see Fig. 9). By imposing the
relations θ(12) = θ(13) = θ(23) on the differential calculus, we could eliminate the multiple
links. 
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HH(13)
H(23)
(12)
(12)
(23) (13)
(13) (23)
Figure 8: Loops in the coset digraph of S3 with respect to the subgroup H = {e, (12)} and
S = {(12), (13), (23)}.
H’ H’(12)
(12)
(23)
(13)
Figure 9: An S3 coset digraph with multiple arrows.
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HH(12)
H(12)(34)
H(34)
H(13)(24)
H(24)
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Figure 10: Coset digraph of S4 with S = {(12), (13), (14), (23), (24), (34)} and H =
{e, (123), (132)}.
Example 8.5. Let G = S4 and S = {(12), (13), (14), (23), (24), (34)}, as in example 4.3.
Furthermore, we choose a subgroup H of order 3 with eight cosets:
H = {e, (123), (132)} H(12) = {(12), (23), (13)}
H(12)(34) = {(12)(34), (243), (143)} H(14) = {(14), (1234), (1324)}
H(13)(24) = {(142), (234), (13)(24)} H(24) = {((24), (1423), (1342)}
H(14)(23) = {(124), (14)(23), (134)} H(34) = {(34), (1243), (1432)} .
The table of right actions of the elements of S on G/H is
Hg\h (12) (13) (14) (23) (24) (34)
H H(12) H(12) H(14) H(12) H(24) H(34)
H(12) H H H(14)(23) H H(13)(24) H(12)(34)
H(14) H(13)(24) H(12)(34) H H(14)(23) H(14)(23) H(14)(23)
H(24) H(14)(23) H(13)(24) H(13)(24) H(12)(34) H H(13)(24)
H(34) H(12)(34) H(14)(23) H(12)(34) H(13)(24) H(12)(34) H
H(12)(34) H(34) H(14) H(34) H(24) H(34) H(12)
H(13)(24) H(14) H(24) H(24) H(34) H(12) H(24)
H(14)(23) H(24) H(34) H(12) H(14) H(14) H(14)
and the coset digraph is drawn in Fig. 10. If we impose the relations
eHθ(12) = eHθ(13) = eHθ(23) , eH(12)θ(12) = eH(12)θ(13) = eH(12)θ(23) ,
e(12)(34)Hθ(12) = eH(12)(34)θ(14) = eH(12)(34)θ(24) , eH(34)θ(12) = eH(34)θ(14) = eH(34)θ(24) ,
e(13)(24)Hθ(13) = eH(13)(24)θ(14) = eH(13)(24)θ(34) , eH(24)θ(13) = eH(24)θ(24) = eH(24)θ(34) ,
e(14)(23)Hθ(23) = eH(14)(23)θ(24) = eH(14)(23)θ(34) , eH(14)θ(23) = eH(14)θ(24) = eH(14)θ(34)
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nIR
Figure 11: Visualization of the geometry considered in section 8.1.
then the multiple links are eliminated. The bimodules of differential forms are then no longer
free. 
The relations one has to impose on the 1-forms of a generalized differential calculus on
a coset space in order to reduce it to an ordinary differential calculus (without loops or
multiple links in the associated digraph) are of the form eKθh = 0 or eK(θh1−θh2) = 0. Such
relations do not lead to additional higher form relations. For relations eliminating loops this
follows from
d(eKθh) = (θeK − eKθ) θh + eK (θ θh + θh θ −∆(θh)) = −eK∆(θh) = −∆(eKθh) .
A similar calculation applies to relations eliminating multiple links.
8.1 Higgs field from gauge theory with an internal coset lattice
Let (Ω, d) be the usual differential calculus over the algebra A of smooth functions on Rn.
Furthermore, let (Ω˜, d˜) denote the “loop” differential calculus over the algebra A˜ = C of
functions on the single point space Z2/Z2, see example 8.1. The skew-tensor product [49]
Ωˆ = Ω⊗ˆΩ˜ of the two differential calculi then defines a new differential calculus (Ωˆ, dˆ) over
A.
Let us introduce ρ := (1/c) θ1 with a real constant c, so that d˜ρ = 2c ρ2, d˜ρ2r = 0 and
d˜ρ2r+1 = 2c ρ2r+2 (see example 8.1). Then dˆf = df and dˆ(ωρr) = (dω)ρr + (−1)s ω d˜ρr for
ω ∈ Ωs. Let Aˆ be a gauge potential 1-form. With the decomposition Aˆ = A+ φ ρ, the field
strength Fˆ = dˆAˆ + Aˆ2 becomes
Fˆ = F +Dφ ρ+ (φ2 + 2c φ) ρ2 (8.7)
where we used Aρ = −ρA and introduced the exterior covariant derivative Dφ = dφ+[A, φ].
In terms of ϕ := φ+ c I, this reads
Fˆ = F +Dϕ ρ+ (ϕ2 − c2I) ρ2 . (8.8)
Let us now introduce an inner product on Ωˆ such that
(ωρr, ω′ρs) := δrs λ
r (ω, ω′) (8.9)
45
with a positive constant λ and the usual sesquilinear inner product [50] (ω, ω′) of differential
forms on Cn with respect to a (pseudo-) Riemannian metric. Then we find
(Fˆ , Fˆ ) =
1
2
F †µνF
µν + λ (∇µϕ)
†∇µϕ+ λ2 (ϕ2 − c2I)† (ϕ2 − c2I) . (8.10)
If we set
ϕ =
(
0 χ†
χ 0
)
(8.11)
then
ϕ2 =
(
χ†χ 0
0 χχ†
)
. (8.12)
Taking the trace of (8.10) results in
tr(Fˆ , Fˆ ) =
1
2
tr(F †µνF
µν) + 2 λ tr
(
(∇µχ)
†∇µχ
)
+ 2 λ2(‖χ‖2 − c2I)2 . (8.13)
The constants can now be chosen in such a way that the usual Yang-Mills-Higgs Lagrangian
is obtained. More complicated examples can be constructed by replacing Z2 with ZN , N > 2
(see also example 8.2 and Ref. [51]).
9 Conclusions
With this work we have started to develop a formalism of differential geometry of group
lattices, based on elementary concepts of non-commutative geometry. A group lattice (G, S)
naturally determines a differential calculus over the algebra of functions on the discrete group
G and we systematically explored the structure of differential calculi which emerge in this
way.
Counterparts of the Yang-Mills action on arbitrary group lattices have been obtained.
They generalize the familiar action of lattice gauge theory. In particular, these can be further
analyzed using the methods of Ref. [20].
Whereas noncommutative geometry conveniently defines general geometric structures in
terms of differential forms, their geometric significance in special cases, like the group lattices
under consideration, is often easier to understand when expressed in terms of vector fields. A
large part of this work has therefore been devoted to the properties of a class of vector fields
on group lattices, which we called “discrete vector fields”, and the subclass of “basic vector
fields”. We also introduced an inner product of discrete vector fields (with differentiable
flow) and forms. In particular, this opens the possibility to develop mechanics on group
lattices using familiar formulae of symplectic geometry.
A linear connection (on the space of 1-forms) on a group lattice defines a parallel transport
of vector fields along a vector field. We found a very simple geometric picture associated
with the condition of vanishing torsion, which strongly corroborates the formalism.
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Continuing this work, in a forthcoming paper we develop “Riemannian geometry” on
group lattices. More precisely, for making contact with classical geometry, the subclass of
bicovariant group lattices turns out to be distinguished. We introduced these lattices as
those for which all the left and right actions Lh, Rh, h ∈ S, are differentiable maps (in the
sense of section 3).
The geometric framework presented in this work may also be helpful for the construction
and analysis of completely integrable models on group lattices. The differential calculus
associated with a linear or quadratic lattice (see example 2.1) has already been applied in
this context [5].
A Integral curves of discrete vector fields
Let (G, S) be a group lattice. A map γ : Z→ G which is a solution of the equation
∂+t(γ
∗f) = γ∗(Xf) (∀f ∈ A) (A.1)
for some discrete vector field X =
∑
h∈SX
h · ℓh ∈ X is called an integral curve of X . More
explicitly, this reads
f(γ(t+ 1))− f(γ(t)) =
∑
h∈S
Xh(γ(t)) [f(γ(t)h)− f(γ(t))] (A.2)
or
f(γ(t+ 1)) =
∑
h∈S
Xh(γ(t)) f(γ(t)h) +
(
1−
∑
h∈S
Xh(γ(t))
)
f(γ(t))
=
∑
h∈Se
Xh(γ(t)) f(γ(t)h) =
(
(I +X)f
)
(γ(t)) (A.3)
(where Xe(g) = 1 iff Xh(g) = 0 for all h ∈ S). Since precisely one component Xh(γ(t)), h ∈
Se, is different from zero and then equal to 1, we obtain f(γ(t+1)) = f(
∑
h∈Se
Xh(γ(t)) γ(t)h)
for all f ∈ A and thus
γ(t + 1) =
∑
h∈Se
Xh(γ(t)) γ(t)h . (A.4)
The flow φt : G→ G generated by X has to satisfy the same equation, so that
φt+1 =
∑
h∈Se
(XhRh) ◦ φt . (A.5)
Furthermore, φ0 = id, the identity on G. On functions, we have (cf (A.3))
φ∗t+1f = φ
∗
t ((I +X)f) (A.6)
with the solution
φ∗t = (I +X)
t (A.7)
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as expected on the basis of our earlier considerations.
Let us supply Z with the first order differential calculus of example 2.1, and G with the
calculus associated with the subset S ⊂ G \ {e}. According to the criterium (3.5), the map
γ is differentiable iff γ(t)−1γ(t + 1) ∈ Se for all t ∈ Z. But this is automatically satisfied
for an integral curve as a consequence of (A.4). We have already learned, however, that the
flow of X is not in general differentiable as a map G → G (with respect to the differential
calculus induced by S).
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