Abstract. Keypoints (junctions) provide important information for focus-of-attention (FoA) and object categorization/recognition. In this paper we analyze the multi-scale keypoint representation, obtained by applying a linear and quasi-continuous scaling to an optimized model of cortical end-stopped cells, in order to study its importance and possibilities for developing a visual, cortical architecture. We show that keypoints, especially those which are stable over larger scale intervals, can provide a hierarchically structured saliency map for FoA and object recognition. In addition, the application of non-classical receptive field inhibition to keypoint detection allows to distinguish contour keypoints from texture (surface) keypoints.
Introduction
Models of cells in the visual cortex, i.e. simple, complex and end-stopped, have been developed, e.g. [4] . In addition, several inhibition models [3, 11] , keypoint detection [4, 13, 15] and line/edge detection schemes [3, 13, 14] , including disparity models [2, 9, 12] , have become available. On the basis of these models and processing schemes, it is now possible to create a cortical architecture for figure-background separation [5, 6] and visual attention or focus-of-attention (FoA), bottom-up or top-down [1, 10] , and even for object categorization and recognition.
In this paper we will focus on keypoints, for which Heitger et al. [4] developed a single-scale basis model of single and double end-stopped cells. Würtz and Lourens [15] presented a multi-scale approach: spatial stabilization is obtained by averaging keypoint positions over a few neighboring micro-scales. We [13] also applied multi-scale stabilization, but focused on integrating line/edge, keypoint and disparity detection, including the classification of keypoint structure (e.g. T, L, K junctions). Although the approaches in [13, 15] were multi-scale, the aim was stabilization at one (fine) scale. Here we will go into a truly multiscale analysis: we will analyze the multi-scale keypoint representation, from very fine to very coarse scales, in order to study its importance and possibilities for developing a cortical architecture, with an emphasis on FoA. In addition, we will include a new aspect, i.e. the application of non-classical receptive field (NCRF) inhibition [3] to keypoint detection, in order to distinguish between object structure and surface textures.
End-Stopped Models and NCRF Inhibition
Gabor quadrature filters provide a model of cortical simple cells [8] . In the spatial domain (x,y) they consist of a real cosine and an imaginary sine, both with a Gaussian envelope. A receptive field (RF) is denoted by (see e.g. [3] ):
where the aspect ratio γ = 0.5 and σ determines the size of the RF. The spatial frequency is 1/λ, λ being the wavelength. For the bandwidth σ/λ we use 0.56, which yields a half-response width of one octave. The angle θ determines the orientation (we use 8 orientations), and ϕ the symmetry (0 or π/2). We apply a linear scaling between f min and f max with, at the moment, hundreds of contiguous scales. The responses of even and odd simple cells, which correspond to the real and imaginary parts of a Gabor filter, are obtained by the convolution of the input image with the RF, and are denoted by R 
There are two types of end-stopped cells [4, 15] 
The distance d is scaled linearly with the filter scale s, i.e. d = 0.6s. All endstopped responses along straight lines and edges need to be suppressed, for which we use tangential (T) and radial (R) inhibition:
The model of non-classical receptive field (NCRF) inhibition is explained in more detail in [3] . We will use two types: (a) anisotropic, in which only responses obtained for the same preferred RF orientation contribute to the suppression, and (b) isotropic, in which all responses over all orientations equally contribute to the suppression.
The anisotropic NCRF (A-NCRF) model is computed by an inhibition term t A s,σ,i for each orientation i, as a convolution of the complex cell response C i with the weighting function w σ , with 
and
DoG σ (x, y) = 1 2π(4σ) 2 exp(− x 2 + y 2 2(4σ) 2 ) − 1 2πσ 2 exp(− x 2 + y 2 2σ 2 ). The operator b A s,σ,i corresponds to the inhibition of C s,i , i.e. b A s,σ,i = [C s,i − αt
Keypoint Detection with NCRF Inhibition
NCRF inhibition permits to suppress keypoints which are due to texture, i.e. textured parts of an object surface. We experimented with the two types of NCRF inhibition introduced above, but here we only present the best results which were obtained by I-NCRF at the finest scale. All responses of the end-stopped cells S(x, y) = Figure 1 presents, from left to right, input images and keypoints detected (single scale), before and after I-NCRF inhibition. The top image shows part of a building in Estoril ("Castle"). The middle images show two leaves, and the bottom one is a traffic sign (also showing, to the right, vertex classification with micro-scale stability, see [13] ). Most important keypoints have been detected, and after inhibition contour-related ones remain. Almost all texture keypoints have been suppressed, although some remain (Castle image) because of strong local contrast and the difficulty of selecting a good threshold value without eliminating important contour keypoints (see Discussion).
Multi-scale Keypoint Representation
Here we focus on the multi-scale representation. Although NCRF inhibition can be applied at each scale, we will not do this for two reasons: (a) we want to study keypoint behavior in scale space for applications like FoA, and (b) in many cases a coarser scale, i.e. increased RF size, will automatically eliminate detail (texture) keypoints. In the multi-scale case keypoints are detected the same way as done above, but now by using K
For analyzing keypoint stability we create an almost continuous, linear, scale space. In the case of Fig. 2 , which shows the (projected) trajectories of detected keypoints over scale in the case of a square and a star, we applied 288 scales with 4 ≤ λ ≤ 40. Figure 2 illustrates the general behavior: at small scales contour keypoints are detected, at coarser scales their trajectories converge, and at very coarse scales there is only one keypoint left near the center of the object. However, it also can be seen (star object) that there are scale intervals where keypoints are unstable, even scales at which keypoints disappear and other scales at which they appear. (Dis)appearing keypoints are due to the size of the RFs in relation to the structure of the objects, in analogy with Gaussian scale space [7] . Unstable keypoints can be eliminated by (a) requiring stability over a few neighboring micro-scales [13] , i.e. keep keypoints that do not change position over 5 scales, the center one and two above and two below (Fig. 2e) , or (b) requiring stability over at least N s neighboring scales (Fig. 2f and 2g with N s = 10 and 40, respectively).
The leftmost five columns in Fig. 3 illustrate that similar results are obtained after blurring, adding noise, rotation and scaling of an object (a leaf), whereas the last two columns show results for other leave shapes. In all cases, important contour keypoints remain at medium scales and texture keypoints disappear, without applying NCRF inhibition.
With respect to object categorization/recognition, a coarse-to-fine scale strategy appears to be feasible. Figure 4 shows an image with four objects, i.e. two leaves, a star and a van from a traffic sign (see [13] ). At very coarse scales the keypoints indicate centers of objects. In the case of the elongated van, an even coarser scale is required. Going from coarse to fine scales, keypoints will indicate more and more detail, until the finest scale at which essential landmarks on contours remain. In reality, the keypoint information shown will be completed by line/edge and disparity (3D) information. Figure 5 shows that a coarse-to-fine strategy is also feasible in the case of real scenes, i.e. the tower of the Castle image. At coarse scales keypoints indicate the shape of the tower; at finer scales appear structures like the battlements, whereas the corners of the battlements appear at the finest scales. Here we did not apply NCRF inhibition to all scales in order to show that the multi-scale approach selectively "sieves" according to structure detail and contrast.
Another element of an object detection scheme is focus-of-attention by means of a saliency map, i.e. the possibility to inspect, serially or in parallel, the most important parts of objects or scenes. If we assume that retinotopic projection is maintained throughout the visual cortex, the activity of keypoint cells at position (x, y) can be easily summed over scale s. At the positions where keypoints are stable over many scales, this summation map, which could replace or contribute to a saliency map [10] , will show distinct peaks at centers of objects, important structures and contour landmarks. The height of the peaks can provide information about the relative importance. This is shown in Fig. 6 . In addition, this summation map, with some simple processing of the projected trajectories of unstable keypoints, like lowpass filtering and non-maximum suppression, might solve the segmentation problem: the object center is linked to important structures, and these are linked to contour landmarks. Such a data stream is data-driven and bottom-up, and could be combined with top-down processing from inferior temporal cortex (IT) in order to actively probe the presence of objects in the visual field [1] . In addition, the summation map with links between the peaks might be available at higher cortical levels, where serial processing occurs for e.g. visual search. 
Conclusions
The primary visual cortex contains low-level processing "engines" for retinotopic feature extraction. These include multi-scale lines and edges, bars and gratings, disparity and keypoints. Mainly being data-driven, these engines feed higher processing levels, for example for translation, rotation and scale invariant object representations, visual attention and search, until object recognition.
To the best of our knowledge, this is the first study to analyze the importance of multi-scale keypoint representation for e.g. focus-of-attention and object recognition. We showed that the trajectories of keypoints in scale space may be quite complex, but also that keypoints are stable at important structures. In general, at coarse scales keypoints can be expected at centers of objects, at finer scales at important structures, until they cover finest details. We also showed that retinotopic summation of "keypoint-cell activity" over scale provides very useful information for a saliency map (FoA), and even could solve the segmen-tation problem by bounding objects and linking structures within objects. It seems that the multi-scale keypoint representation, obtained by a linear scaling of cortical end-stopped operators, might be the most important component in building a complete cortical architecture. However, much more information is available through line and edge cells, bar and grating cells, and disparity-tuned cells. In addition, data-driven and bottom-up signals must be used together with top-down or feedback signals coming from higher processing levels.
Finally, it should be mentioned that the hundreds of quasi-continuous scales used here, which is computationally very expensive, can be seen as an abstraction of cortical reality: in reality, there may be an octave or half-octave RF organization, with at each level adaptivity (plasticity) in order to stabilize detection results. Such a scheme, and its application to e.g. FoA, has not yet been explored.
