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DIAGONAL COMPLEXES AND THE INTEGRAL HOMOLOGY
OF THE AUTOMORPHISM GROUP OF A FREE PRODUCT
JAMES GRIFFIN
Abstract. The main goal of this paper is a calculation of the integral
(co)homology of the group of symmetric automorphisms of a free product.
We proceed by giving a geometric interpretation of symmetric automorphisms
via a moduli space of certain diagrams, which we name cactus products. To
describe this moduli space a theory of diagonal complexes is introduced. This
offers a generalisation of the theory of right-angled Artin groups in that each
diagonal complex defines what we call a diagonal right-angled Artin group
(DRAAG).
Introduction
This paper studies the group ΣAut(G) of symmetric automorphisms of a free
product of groups G = G1 ∗ . . . ∗ Gn. At the heart of the paper is a certain
moduli space which offers an intuitive and geometric interpretation of the symmetric
automorphisms. The combinatorial backbone is provided by the poset of ‘forest
posets’; it will parametrize the moduli spaces, present the automorphism groups and
index their homology, the structure of which is our main result. The combinatorial
arguments consist of only short lemmas concerning this poset.
In many cases, for example if each Gi is finite, every automorphism is symmetric
and so our results apply to the whole automorphism group. However symmetric
automorphisms are also of independent interest. For instance the group ΣAut(Z∗n)
is both a proper subgroup of the automorphism group of a free group and also
the fundamental group of the configuration space of n unknotted, unlinked loops
embedded into 3-space, see for instance [4]. Under this latter realisation it has been
called the loop braid group and has found applications in the field of mathematical
physics [2]. Future occurrences of symmetric automorphism groups in the study of
configuration spaces are to be expected.
Let G = (G1, . . . , Gn) be an n-tuple of groups and let G = G1 ∗ . . .∗Gn be their
free product. Examples of automorphisms of this group are given by
(a) a permutation of isomorphic factors,
(b) an inner automorphism of an individual factor,
(c) more generally any automorphism of an individual factor and
(d) a partial conjugation, where for distinct i, j and some gj ∈ Gj , elements
g ∈ Gi are taken to ggj , whilst factors Gk are fixed for k 6= i.
Choosing different combinations of these automorphisms generates different groups.
• The group of automorphisms generated by (a), (b), (c) and (d) is called
the symmetric automorphism group ΣAut(G). When each Gi is freely
indecomposable and is not isomorphic to Z then ΣAut(G) is the whole
automorphism group.
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• The permutations (a) generateSG, a subgroup of the symmetric groupSn.
• The Fouxe-Rabinovitch group FR(G) is the subgroup generated by auto-
morphisms of type (d).
• The Whitehead automorphism group Wh(G) is the subgroup generated by
automorphisms of types (b) and (d).
• The pure automorphism group PAut(G) is the subgroup generated by au-
tomorphisms of types (c) and (d).
A presentation for the full automorphism group including the case with infinite
cyclic factors was given by Fouxe-Rabinovitch [10], see also [11] for a more concise
set of defining relations. It was shown that FR(Fn) = Wh(Fn) was of cohomolog-
ical dimension n− 1 in [8] using a symmetric analogue of Outer space. In [14] the
integral cohomology ring of FR(Fn) was computed, confirming a conjecture made
by Brownstein and Lee [5]. They used an action of the group Wh(Fn)/ Inn(Fn)
on the McCullough-Miller complex introduced in [18] to define a spectral sequence
calculating the cohomology, which they then show to collapse. Using this same com-
plex attempts have recently been made to calculate the Euler characteristic [15] and
the cohomology over a field [3] of Wh(G). We discuss their results in Remark 6.3.
Our approach proceeds by describing a space MY built functorially out of an
n-tuple of pointed spaces Y = (Y1, . . . , Yn). We offer two constructions of the space
MY, one is an intuitive description as the moduli space of certain cactus prod-
ucts and the action of its fundamental group on G is easily visualised. The other
description is purely combinatorial and this involves the development of a theory
generalising graph products of groups. The graphs are replaced by objects called
‘diagonal complexes’ and the corresponding product is referred to as a ‘diagonal
complex product’. The diagonal complex ΓFn for the space MY is given by the
poset of ‘forest posets’.
Using the combinatorial description we are able to prove that the fundamental
group π1(MY) is isomorphic to the Fouxe-Rabinovitch group with Gi = π1(Yi).
Recall that a pointed space X is aspherical if the homotopy groups πj(X) disappear
for j > 1. We prove our first main theorem by interpreting a based version of
McCullough-Miller space described in [7] as a coset complex.
Theorem A. Let Y = (Y1, . . . , Yn) be aspherical pointed spaces. Then the space
MY is also aspherical.
Calculating the homology of diagonal complex products is quite simple. Using
this we are able to prove our second main theorem.
Theorem B. Let G be an n-tuple of groups and G be the n-fold free product of
these groups. Then
H∗(FR(G), R) ∼= H∗(G
n−1, R),
where Gn−1 is the (n − 1)-fold direct product of G. This also holds for the coho-
mology.
Our final main theorem uses a symmetric group action on ΓFn and a careful
analysis of the action of Aut(Gi) on MY to give a calculation of the integral
homology of Aut(G).
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Theorem C. Let G = G1 ∗ . . . ∗ Gn where Gi is neither freely decomposable nor
infinite cyclic. Then the homology of the automorphism group of G is given by
H∗
(
Aut(G), R
)
∼= H∗
(
Aut(G)⋊SG, R
)
⊕
⊕
f∈ForestsZ
H∗
(
Aut(G)⋊Aut(f), Ĉ∗(f)
)
,
where ForestsZ is the set of Z-coloured planted forests and Ĉ∗(f) is given by⊗
i∈[n]
Ĉ∗(Yl(i), R)
⊗out(i),
where Yi is a classifying space for Gi for each i = 1, . . . , n.
The definition of a Z-coloured planted forest and of the complexes above are given
in Section 6.3. The theorem also has an analogue for the integral cohomology.
The paper is ordered as follows. The first section covers some preliminary ma-
terial; it describes various subgroups of Aut(G), in particular giving a presentation
of FR(G), and then discusses some topological considerations.
In the second section the moduli space of cactus products is introduced, we
describe how its fundamental group acts intuitively on the free product and then
discuss the connection with the Outer space construction when G ∼= Fn, the free
group on n letters.
The third section describes the general theory of diagonal complexes, gives some
simple examples and introduces the diagonal complex product. Presentations for
the diagonal complex product of groups are given and the homology of the diagonal
complex product of pointed spaces is calculated.
For the fourth section we recap material from [1] whilst applying it to particular
subgroups of diagonal complex products of groups. This is the tool we need to
calculate the homotopy type of the diagonal complexes which follow.
In the fifth section we study the diagonal complex of forest posets ΓFn and prove
that the diagonal complex products associated to it give classifying spaces for the
groups FR(G).
Finally in Section 6 the homology groups of FR(G), PAut(G) and ΣAut(G)
are calculated.
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1. Preliminaries
The groups to be studied in this paper are introduced, then we address some
topological considerations.
1.1. A diagram of subgroups. Let G = (G1, . . . , Gn) be an n-tuple of groups
and G their free product. We refer to the Gi as the factors of G. To begin we
describe a diagram of subgroups of ΣAut(G), this is recalling material from [18].
A number of groups were introduced in the introduction and they are generated
by various combinations of the automorphisms:
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(a) permutations of isomorphic factors,
(b) inner automorphisms of an individual factor,
(c) more generally, automorphisms of an individual factor and
(d) partial conjugations
(1.1.1) α
gj
i (g) =
{
g if g ∈ Gk and k 6= i
ggj if g ∈ Gi.
for distinct i, j and some gj ∈ Gj .
It will be convenient to identify isomorphic factors Gi ∼= Gj , in particular this
gives a canonical choice of subgroup of factor permutations which we denote SG.
The subgroups generated by inner automorphisms and by automorphisms of the
individual factors are denoted Inn(G) ∼=
∏
i Inn(Gi) and Aut(G)
∼=
∏
iAut(Gi)
respectively.
Recall that FR(G) is the group generated by partial conjugations and that
Wh(G) is giving by adding in the inner factor automorphisms. By adding on the
symmetric group generatorsSG we get symmetric versions ΣFR(G) and ΣWh(G).
These groups fit into the diagram
(1.1.2) ΣFR(G) // ΣWh(G) // ΣAut(G)
FR(G) //
OO
Wh(G) //
OO
PAut(G).
OO
Every arrow is a normal embedding as are their composites. Factoring out by the
normal subgroup FR(G) gives the corresponding diagram.
(1.1.3) SG // Inn(G)⋊SG // Aut(G)⋊SG
I //
OO
Inn(G) //
OO
Aut(G).
OO
Most importantly we have that
(1.1.4) ΣAut(G) ∼= FR(G)⋊Aut(G) ⋊SG.
We have omitted the bracketing deliberately, either semi-direct product, ⋊ may be
evaluated first.
The group FR(G) is presented as follows.
Proposition 1.1. Let G = (G1, . . . , Gn) and let G = G1 ∗ . . . ∗Gn. Then FR(G)
is generated by partial conjugations
(1.1.5) α
gj
i
for i = 1, . . . , n, with j 6= i and gj ∈ Gj. These are subject to defining relations
α
hj
i α
gj
i = α
gjhj
i ,(1.1.6)
αei = e,(1.1.7) [
α
gj
i , α
hl
k
]
= e for i 6= k and(1.1.8) [
α
gj
i α
gj
k , α
gk
i
]
= e for distinct i, j and k.(1.1.9)
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This is proved in [11] using peak reduction. Our relations (1.1.6) and (1.1.7) are
equivalent to the relations (1J) and (5)(iii). Relation (1.1.8) is equivalent to the
relations (5)(i), (5)(ii) and (2J). Relation (1.1.9) is equivalent to (8J).
In (1.1.4) the symmetric automorphism group was given as a semi-direct product
of FR(G) and Aut(G)⋊SG. Let σ ∈ SG, then in ΣAut(G) we have
(1.1.10) σα
gj
i σ
−1 = α
gσ(j)
σ(i) .
Let τ ∈ Aut(Gk) then
(1.1.11) τα
gj
i τ
−1 =
{
α
τ(gj)
i if j = k,
α
gj
i otherwise.
These suffice to give the action of Aut(G)⋊SG on FR(G).
1.2. Some topological considerations. When we refer to a space Y , we will take
this to mean that Y is a CW complex. Any topological space is weakly homotopy
equivalent to a CW complex so for our purposes this is no restriction. The direct
product Y1 × Y2 of spaces Y1 and Y2 is taken to have the CW product topology.
This differs only slightly from the usual product topology; both products have the
same weak homotopy type. For a discussion of these matters and further references
see the Appendix of [13].
The reason for restricting to CW complexes is that a CW complex may be
reconstructed from a covering of CW subcomplexes in the following sense. Let
U = {Xi}i∈I be a cover of a CW complex X by CW subcomplexes Xi →֒ X . We
may form a diagram XU consisting of
• the intersections
⋂
i∈AXi for non-empty finite subsets A ⊆ I, and
• the inclusions
⋂
i∈AXi →֒
⋂
j∈B Xj for B ⊆ A.
The amalgamation am(XU) is the colimit of this diagram and has a natural map
to X .
Lemma 1.2. The natural map am(XU )→ X is an isomorphism of CW complexes.
This follows from the definition of a CW complex. The map is always an iso-
morphism of sets but for topological spaces in general the topologies may differ, in
fact even the weak homotopy types may be different.
A pointed space (Y, ∗) consists of a space Y with a chosen point ∗ ∈ Y . We will
assume that each pointed space is path connected.
2. The moduli space of cactus products
In the category of pointed spaces the analogue of the n-fold free product of
groups is the n-fold wedge sum; this takes n pointed spaces and identifies their
basepoints.
Y2
Y3Y1
The fundamental group of a wedge sum is the free product of the fundamental
groups of the summands. The assumption that the spaces have the homotopy type
of CW complexes means that changing the basepoint does not alter the homotopy
type, so forming the wedge sum with a different choice of basepoints gives the same
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homotopy type. The moduli space of cactus products defined below describes a
space of possible ways to ‘wedge’ n spaces together.
2.1. Cactus products. Let t be a tree with vertex set [n] = {1, . . . , n}. A tree
t with a chosen vertex i is called a rooted tree. The edges of a rooted tree may
be oriented by pointing them towards the root, for an edge e the source vertex is
denoted s(e) and the target vertex t(e). An example of a rooted tree with root 4:
(2.1.1)
2
=
==
= 1
  

5
=
==
= 3
  

4 .
Now let (Yi, ∗i) be pointed spaces for i = 1, . . . , n. A cactus diagram T over rooted
tree t consists of an edge labelling of t: to each edge e there is a label ye ∈ Yt(e). A
cactus diagram T gives a cactus product space YT :
(2.1.2)
Y1 ∐ . . .∐ Yn
∗s(e) ∼ ye | e ∈ t
.
An example corresponding to the rooted tree (2.1.1) above:
(2.1.3)
Y4
Y5
Y2
Y3
Y1
If each pointed space is homotopy equivalent to a CW complex then the cactus
product space is homotopic to the wedge product Y1 ∨ . . . ∨ Yn. A cactus product
space has a canonical choice of basepoint given by the basepoint of the space cor-
responding to the root of the tree. For each i there is a natural inclusion Yi →֒ YT ,
but note that this inclusion does not respect the basepoint. The cactus product
consists of the cactus product space in the context of the diagram
(2.1.4)
YT
Y1
;;wwwww
· · · · · · Yn.
ddIIIII
2.2. The moduli space of cactus products. A congruence of cactus products
is a map YT → YT ′ making the diagram
(2.2.1)
YT // YT ′
Yi
=={{{{
``BBBB
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commute for each i. For example the two decorated trees
(2.2.2)
2
y =
==
= 3
y  

1
and
3
∗
2
y
1
give the same space:
(2.2.3)
Y2 Y3
Y1
y
Lemma 2.1. For a fixed tree t, a cactus product YT determines the labelling T .
And so the set of cactus products over t is naturally identified with
(2.2.4)
∏
e
Yt(e).
Proof. Given an edge e the intersection
(2.2.5) Ys(e) ∩ Yt(e) →֒ Yt(e).
consists of a single point, which is the label ye ∈ Yt(e). 
The moduli space of cactus products MY is defined to be the set of cactus
products modulo congruence, with the topology inherited from the CW product
topology of (2.2.4). It has a canonical basepoint given by the wedge product,
which is realised by any tree with every label a basepoint.
Proposition 2.2. The moduli space of cactus graphs MY may be embedded into
(2.2.6) Y n−11 × . . .× Y
n−1
n .
Proof. A coordinate in the product space is denoted
(2.2.7) (yij)i6=j ,
where i, j = 1, . . . , n and yij is an element of Yi. Let T be a cactus diagram over a
tree t. For each pair (i, j) there is a unique undirected path in t from j to i. If this
path is directed, that is if each edge points towards the root, then define yij to be
ye where e is the last edge in the path (and so has end vertex i). If the path is not
directed then let yij be the basepoint ∗ ∈ Yi.
This map is both well-defined and injective. 
2.3. Action on G1 ∗ . . . ∗ Gn. A path in the moduli space of cactus products of
pointed spaces Y1, . . . , Yn can be seen to act on the free product of groups
(2.3.1) π1Y1 ∗ . . . ∗ π1Yn.
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This is illustrated by the following diagram which shows a path representing the
automorphism αg2.
(2.3.2)
Y2
Y1
g*
Any loop γ contained in Y2 is taken to a loop which first follows g in Y1 and
then follows γ before returning around g in the opposite direction. We will not
make this action precise now, instead we compute the fundamental group of MY
and show that it is isomorphic to FR(G), where G is the free product of the
fundamental groups of the pointed spaces (2.3.1). This computation is a result of
Theorems 5.2 and 5.3.
2.4. Relationship with Outer space. Recall that Outer space is the moduli
space of marked metric graphs. It was first defined in [9], see [21] for a more recent
introduction. Autre space is similarly defined as the moduli space of marked metric
graphs with a chosen basepoint.
Let Yi = S
1 := [0, 1]/(0 ∼ 1), for i = 1, . . . , n. Then a cactus product is a based
graph of rank n, which we call a cactus graph. It is naturally a metric graph with
the metric inherited from the copies of S1. By attaching a marking1 to a cactus
graph we obtain a marked metric graph with a basepoint, that is, a point of Autre
space. If we restrict ourselves to a set of markings corresponding to a coset of the
pure symmetric automorphisms then this defines an embedding of the universal
cover of MY into Autre space.
A space of marked unpointed cactus graphs was defined in [8], the contractability
of the space was shown, along with the result that the outer symmetric automor-
phism group OΣ(Fn) = ΣAut(Fn)/ Inn(Fn) acts with finite stabilisers. However
the fact that the outer pure symmetric automorphism group FR(Fn)/ Inn(Fn) acts
properly to give a classifying space was not used.
2.4.1. Relationship with the Outer space of a free product. Guirardel and Levitt [12]
defined an ‘outer space’ for any free product of groups G = G1 ∗ . . .∗Gp ∗Fr, where
each Gi is freely indecomposable and not infinite cyclic. When r = 0 their Outer
space becomes the space of McCullough and Miller [18]. In the r = 0 case the action
of FR(G) on the universal cover ofMY may be extended to an action of the whole
automorphism group Aut(G). Since MY is a classifying space for FR(G) there is
an FR(G)-equivariant map from McCullough-Miller space to the universal cover of
MY, it seems likely that this can be extended to an Aut(G)-equivariant map but
we do not address that here. In future work we intend to extend the definition of
MY to allow for any free product of groups possibly including factors isomorphic
to Z. Such a space would have small stabilisers in the spirit of the Outer space of
a free group.
1a marking is a homotopy class of based maps from the wedge of n circles, (Rn, ∗)
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3. Diagonal complexes
Given a graph Γ = (V,E) with a group Gv attached to each vertex, the graph
product is defined to be the free product of the vertex groups with additional
relations for each vw ∈ E which assert that the elements of Gv commute with
those of Gw.
In this section we construct a theory which allows for a greater range of commu-
tation relations allowing not only for commutator brackets between the generating
elements, but also between certain products of generators. The graph is replaced
by a ‘diagonal complex’ and the graph product by a ‘diagonal complex product’.
3.1. Diagonal complexes.
3.1.1. Partitions. Let X be a finite non-empty set. Then a partition of X is a set
of subsets {U1, . . . , Uk} which are non-empty, pairwise disjoint and whose union is
X . We say that a partition is proper if k is larger than one. A partial partition
of X is a set of subsets {U1, . . . , Uk} which are non-empty and pairwise disjoint,
but without the condition that their union is X . We will refer to a subset of a
partial partition of {Ui} as a subpartition of {Ui}. Suppose that {U1, . . . , Uk} and
{V1, . . . , Vl} are two partial partitions of X . Then we say that {Ui} is a coarsening
of {Vj} (or that {Vj} is a refinement of {Ui}) if the unions are equal and if for each
Vj there is a Ui containing Vj . If {Ui} is a coarsening of a subpartition of {Vj} then
we say that {Ui} is a partial coarsening of {Vj}. The relation of being a partial
coarsening is reflexive, antisymmetric and transitive, so defines a poset (X ,≤pc) on
the set of partial partitions of X .
3.1.2. Diagonals of a product. Let (Y, ∗) be a pointed topological space. The diag-
onal map DY : Y → Y × Y sends y to (y, y). If U ⊆ [n] = {1, . . . , n} then there is
a diagonal map DU : Y → Y ×n given by
(3.1.1) DU (y) = (x1, . . . xn),
where
(3.1.2) xi =
{
y if i ∈ U,
∗ if i /∈ U.
Similarly, if {U1, . . . , Uk} ⊆ [n] is a partial partition then we define the map D{Ui} :
Y ×k → Y ×n by
(3.1.3) D{Ui}(y1, . . . , yk) = (x1, . . . xn),
where
(3.1.4) xi =
{
yj if i ∈ Uj,
∗ if i /∈ Uj for each j = 1, . . . , k.
This has image
(3.1.5)
{
(yi)i∈[n] | yi = yj for i, j ∈ Ui and yl = ∗ for l /∈
⋃
i
Ui
}
.
From this we may see that the image of D{Ui} is contained in the image of D{Vj}
if and only if {Ui} is a partial coarsening of {Vj}.
We wish to calculate the intersection of the images of D{Ui} and D{Vj} for any
two partial partitions. To do so we define an equivalence relation on X ∪ {0}. If
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both k, l ∈ Ui or k, l ∈ Vj then we let k ∼ l. If k /∈
⋃
i Ui∩
⋃
j Vj then let k ∼ 0. We
then extend ∼ transitively. Now let {Wk} be the equivalence classes of ∼ which do
not include 0. If this isn’t empty then we have
(3.1.6) ImD{Ui} ∩ ImD{Vj} = ImD{Wk}.
If {Wk} is empty, that is every i ∈ X is equivalent to 0, then the intersection
is just {∗}. Recall from Section 3.1.1 that X is the poset consisting of partial
partitions {Ui} and ordered by partial coarsening. For {Ui} and {Vj} in X , the
partial partition {Wk} defined above (if it exists) is the greatest lower bound, or
meet.
3.1.3. Motivation. Suppose that (Y, ∗) is a pointed space. In Y ×Y there are three
canonical embeddings of Y
(3.1.7) y 7→ (∗, y), y 7→ (y, ∗) and y 7→ (y, y),
the final map is referred to as the diagonal map of Y . We saw in Section 3.1.2 that
the set of canonical embeddings of Y k into Y n are given by the partial partitions
{U1, . . . , Uk} of [n] = {1, . . . , n}.
The spaces that we are interested in are unions of these canonical subspaces.
We desire a combinatorial structure that will allow us to describe and manipulate
these subspaces in an efficient and concise manner. The obvious choice might be
a subposet with meets of (X ,≤pc), this would give us a notion of inclusion and
intersection. However these posets can be unwieldy to work with. The choice of
the structure of a diagonal complex does not allow us to define any subspace of our
choosing, but the subspaces it does allow us to define have nice homotopical and
group theoretic properties, as will be witnessed by Theorems 3.3 and 3.5.
3.1.4. The definition. Let X be a set, write X+ = {{x} | x ∈ X} for the set of
singleton subsets of X . The set of finite, non-empty subsets of X is denoted PfX .
Definition 1. A diagonal complex on X consists of a pair (Γ, γ), with Γ ⊆ PfX
and γ : Γ→ PfΓ such that
(1) X+ ⊆ Γ,
(2) for each U ∈ Γ the set γ(U) is a partition of U and if U is not a singleton
then γ(U) is a proper partition. That is, if U ∈ Γ−X+ then |γ(U)|> 1,
(3) (simplicial condition) for U ∈ Γ we write γ(U) = {U1, . . . , Uk}. For each
A ⊆ [k] we require that UA ∈ Γ, where
(3.1.8) UA :=
⋃
i∈A
Ui.
We also require that γ(UA) is either {Ui | i ∈ A} or a refinement of {Ui | i ∈ A}.
We call the UA the faces of U .
The dimension of U ∈ Γ is defined to be |γ(U)|. Note that the dimension of a face
of U may be greater than the dimension of U .
Consider the poset on Γ transitively generated by V ≤ U if V is a face of U . In
this poset if V ≤ U we say that V is a descendant of U . For example a face of a
face of U is a descendant, but not necessarily a face of U . If a diagonal complex
(Γ, γ) satisfies
(4) the descendance order on Γ agrees with the ordering by inclusion.
then we say that (Γ, γ) is proper.
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Example 3.1. Let A• be a simplicial complex with vertices X . Let Γ = A• and
define γ(U) = U+ =
{
x+ = {x} | x ∈ U
}
. Then (Γ, γ) is a proper diagonal
complex.
Example 3.2. Let X = [3], we define Γ to be the set
{
{1, 2, 3} = X, {1, 2}
}
∪X+
and γ is defined by γ({1, 2, 3}) =
{
{1, 2}, 3+
}
and γ({1, 2}) = {1+, 2+}. We may
represent (Γ, γ) by the diagram
(3.1.9) 3
1 2.
In Section 3.2.4 this picture will be realised as the geometric realisation of (Γ, γ).
The descendance order agrees with the inclusion order and so Γ is proper.
Example 3.3. An example of a diagonal complex which is not proper is given by
adding the element {1, 3} onto the previous example. The picture we now get is
(3.1.10) 3
1 2.


Note that {1, 3} is a subset of {1, 2, 3} but it is not a descendant and so this diagonal
complex is not proper.
A morphism
(3.1.11) f : (Γ, γ)→ (Γ′, γ′)
from a diagonal complex (Γ, γ) on X to a diagonal complex (Γ′, γ′) on X ′ is given
by an injective function
(3.1.12) f : X → X ′
satisfying the following conditions,
• for each U ∈ Γ, the image f(U) is in Γ′.
• the induced function f : Γ→ Γ′ makes the following diagram commute:
(3.1.13) Γ
f //
γ

Γ′
γ′

PfΓ
Pff // PfΓ′.
We will sometimes refer to (Γ, γ) as a diagonal subcomplex of (Γ′, γ′). In particular
if Y ⊆ X and ΓY := Γ ∩ PfY then (ΓY , γ|ΓY ) is referred to as the full diagonal
subcomplex on Y .
When a diagonal complex is proper it satisfies a concise combinatorial property.
Proposition 3.1. Let (Γ, γ) be a diagonal complex on a set X. Then (Γ, γ) is
proper if and only if for each U ∈ Γ
(3.1.14) γ(U) = {U −M1, . . . , U −Mk},
where M1, . . . ,Mk are the maximal subsets of U in (Γ,⊆).
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Proof. Let U ∈ Γ, then γ(U) = {U1, . . . , Uk} is a partition of U . Recall that the
unions of the Ui are called the faces and so the maximal faces are the unions
(3.1.15)
⋃
i6=j
Ui
for each j. But this is just U − Uj and by the definition of the descendance order
these are maximal under U in the descendance order.
Now suppose that (Γ, γ) is proper, then the inclusion order agreeings with the
descendance order and the sets U − Uj are maximal subsets of U .
Conversely, if (3.1.14) holds then U − Uj are both maximal in the descendents
order and as subsets of U for every U ∈ Γ. Such a property of finite posets implies
that the two orderings are equal. 
In particular this means that a proper diagonal complex (Γ, γ) is unique with
respect to Γ. With this in mind we will sometimes just write Γ for (Γ, γ) when it
is proper.
3.1.5. Levels of a diagonal complex. Let (Γ, γ) be a diagonal complex on a set X .
We will define the level l : Γ→ N inductively as follows:
• the level is zero if U ∈ X+, otherwise
• the level is defined to be the maximum of the levels of the maximal subfaces
of U , plus one:
(3.1.16) l(U) = sup {l(U − V ) | V ∈ γ(U)}+ 1.
The level is well-defined because for U ∈ Γ−X+, the cardinalities of the elements of
γ(U) are strictly less than the cardinality of U . The level will be used in inductive
arguments.
For n ∈ N we define (Γn, γn) to be the diagonal subcomplex given by elements
of level n or below. This defines a filtration of (Γ, γ):
(3.1.17) (X+ = Γ0, γ0) ≤ (Γ1, γ1) ≤ (Γ2, γ2) ≤ . . . .
The union is the whole of (Γ, γ).
Remark 3.1. There is also a coarse level lc : Γ→ N which is similarly defined with
lc(X
+) = {0} and
(3.1.18) lc(U) = sup {lc(V ) | V ∈ γ(U)}+ 1.
This defines the coarse filtration (Γci , γ
c
i ). It is worth noting that the zeroth term
of both filtrations consists of just the points of X , whilst in the coarse case the first
term comes from a simplicial complex Γc1 and in the regular case the first term Γ1
is the 1-skeleton of Γc1. The coarse level will not be used in the sequel although it
would be sufficient in some arguments.
3.2. Diagonal complex products.
3.2.1. The diagonal complex product. The very reason for defining diagonal com-
plexes is to study the diagonal complex products they index and which we define in
this section. In fact Theorem A is a result about the homotopy type of particular
diagonal complex product of spaces and Theorem B is a calculation of the homology
of a particular diagonal complex product of groups.
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Let (C,⊗, k) be a strict symmetric monoidal category where the unit k is an
initial object. We define a coalgebra (Y,∆) in C to be an object Y along with a co-
commutative comultiplication ∆, that is a morphism ∆ : Y → Y ⊗Y satisfying the
coassociativity condition which asserts that the following diagram is commutative:
(3.2.1) Y
∆ //
∆

Y ⊗ Y
1Y ⊗∆

Y ⊗ Y
∆⊗1Y// Y ⊗ Y ⊗ Y
and also the cocommutative condition which asserts that τY,Y ◦ ∆ = ∆. We will
refer to ∆ as the diagonal map of Y .
The two examples we use in this paper are the category of pointed spaces, see
Section 1.2 and the category of groups. In both cases every object is a coalgebra in
a unique way with the diagonal maps defined pointwise. Another example is given
by the cocommutative Hopf algebras in the category of k-algebras.
In defining the diagonal complex product indexed by (Γ, γ), the first thing to
consider are the coalgebras which we wish to take the product over. If we wish to
use the diagonal map with target Yi×Yj then the two coalgebras had better be the
same. To ensure this we label each element of X using a function l : X → Z and
ask for coalgebras Yi for i ∈ Z. We extend this to a function l : PfX → Z ∪{0}, by
letting l(U) = i if l(j) = i for each j ∈ U and l(U) = 0 if l is not constant on U . Let
l : X → Z and (Γ, γ) be a diagonal complex on X . Then we call (Γ, γ, l) a Z-labelled
diagonal complex if for each U ∈ Γ and each U ′ ∈ γ(U), we have l(U ′) 6= 0.
Remark 3.2. If Z = {1} then the constant map l : X → Z makes any diagonal
complex into a {1}-labelled diagonal complex. Given a diagonal complex there is a
universal labelling l : X → Z, in the sense that if l′ : X → Z ′ is any other labelling
then there exists a factorisation
(3.2.2) X
l //
l′
!!B
BB
BB
BB
B Z

Z ′.
3.2.2. Preliminary construction. In the category of pointed spaces there is an ex-
plicit construction of the diagonal complex product which does not work for general
categories, but we shall give it first. Let Y = (Yi)i∈Z be a Z-tuple of pointed spaces
and let (Γ, γ) be a Z-labelled diagonal complex, then define YX to be
(3.2.3)
∏
i∈X
Yl(i).
For each U ∈ Γ there is the map
(3.2.4) iU : Y
U :=
∏
U ′∈γ(U)
Yl(U ′) → Y
X ,
defined analagously to D{Ui} in (3.1.3). The space Y′(Γ, γ) is defined as
(3.2.5)
⋃
U∈Γ
Im iU .
This will turn out to be isomorphic to the diagonal complex product of (Yi)i∈Z
indexed by (Γ, γ, l) as proved in Proposition 3.2.
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3.2.3. Definition as a colimit. Let (Yi)i∈Z be a Z-tuple of coalgebras in a suitable
category C and let (Γ, γ, l) be a Z-labelled diagonal complex. We will now formulate
the definition of the diagonal complex product Y(Γ, γ) as the colimit of a certain
diagram. Define Xl to be the subposet of X which contains only those partial
partitions {Ui} with l(Uj) 6= 0 for each Uj ∈ {Ui}. Let PΓ be the subposet of Xl
which contains each partition γ(U) for U ∈ Γ and which is closed under taking
meets. The category Γ associated to (Γ, γ) is the category of the poset PΓ. A
functor F from Γ to the category C is given as follows:
• an object {Ui} is taken to
⊗
i(Yl(Ui)),
• the image of a morphism {Ui} → {Vj} is the product of maps
(3.2.6)
⊗
Ui=∐k∈AVk
∆
|A|−1
l(Ui)
⊗
⊗
Vk 6⊆∪iUi
pl(Vk)
consisting of a diagonal product for each Ui and an initial morphism for
each Vk not contained in a Ui.
In the category of pointed spaces or groups the maps are those that take (yi) to (y
′
j),
where if Vj ⊆ Ui for some i then y′j = yi ∈ Yl(Ui) = Yl(Vj), otherwise y
′
j = ∗ ∈ Yl(Vj).
Definition 2. The diagonal complex product Y(Γ, γ) of a Z-tuple of coalgebras
Y = (Yi)i∈Z indexed by a Z-labelled diagonal complex (Γ, γ, l) is the colimit of F .
Recall (3.2.5) the definition of Y′(Γ, γ).
Proposition 3.2. Let C be the category of pointed spaces and Y and (Γ, γ, l) be as
in the definition above. Then the diagonal complex product Y(Γ, γ) is isomorphic
to Y′(Γ, γ).
Proof. The product Y′(Γ, γ) is defined to be the union of the inclusions
(3.2.7) iU = D
γ(U) : YU → YX .
So in particular the images of iU cover the space Y
′(Γ, γ). For U1, . . . , Uk ∈ Γ the
intersection Im iU1 ∩ . . . ∩ Im iUm is either a point or is given by ImD
{Wk} where
{Wk} is the meet of the γ(Uj) for j = 1, . . . ,m.
Hence the Im iUj form a cover ofY
′(Γ, γ) and the functor F : Γ→ {Pointed Spaces}
is the diagram consisting of the spaces Im iUj and their intersections in Y
′(Γ, γ).
In the situation that all the spaces and maps are CW complexes this implies that
Y′(Γ, γ) ∼= colimF = Y(Γ, γ) by Lemma 1.2, see also [13] Section 4.G. 
Example 3.4. We defined a diagonal complex (Γ, γ) in Example 3.2. The category
Γ is
(3.2.8)
•

•
•

OO
• // • •oo
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and the corresponding diagram for coalgebras Y1 and Y2 is given by
(3.2.9)
Y2
p⊗1

Y1 ⊗ Y2
Y1
∆
1⊗p
OO
Y1
1⊗p // Y1 ⊗ Y1 Y1,
p⊗1oo
where the morphisms from the initial object are denoted p and the identity mor-
phisms are denoted 1.
3.2.4. Geometric Realisation of a diagonal complex. Let (Γ, γ) be a diagonal com-
plex. With the trivial labelling l : X → {1}, it is made into a {1}-labelled diagonal
complex. We take (Y1, ∗) = ([0, 1] , 0) the unit interval and write I(Γ, γ) for the
diagonal complex product indexed by (Γ, γ, l). This is a subspace of IX and we
define |(Γ, γ)| to be the intersection of I(Γ, γ) and the space
(3.2.10)
{
(yi)i∈X | {i | yi 6= 0} if finite and
∑
i
yi = 1
}
.
3.2.5. Levelwise construction of products of pointed spaces. We previously defined
the level of a U ∈ Γ and saw that there was a filtration
(3.2.11) (X+ = Γ0, γ0) ≤ (Γ1, γ1) ≤ (Γ2, γ2) ≤ . . . .
Our aim now is to describe how the diagonal complex product Y(Γn, γn) may
be built from that of Y(Γn−1, γn−1). Let U ∈ (Γn, γn) be of level n and write
γ(U) = {U1, . . . , Uk}. Then the maximal faces U − Ui are all of level n− 1 or less.
For each proper subset A ( [k] there is an inclusion
(3.2.12)
∏
i∈A
Yl(Ui) →֒
∏
i∈[k]
Yl(Ui) = Y
U ,
we call this subspaceYUA and the union of such subspaces we will denote δY
U . This
is the subspace consisting of elements of YU where at least one of the coordinates
is equal to ∗. From the definition of a diagonal complex the set UA =
⋃
i∈A Ui is in
(Γn−1, γn−1) and γ(UA) is a refinement of {Ui}i∈A. Therefore there is a map
(3.2.13) YUA → Y
UA → Y(Γn−1, γn−1),
which realises YUA as the intersection of Y
U and YUA in Y(Γn, γn). Taking the
union of the YUA we get that the intersection of Y
U and Y(Γn−1, γn−1) is δY
U . So
we have a diagram
(3.2.14) YU ← δYU → Y(Γn−1, γn−1)
whose colimit attaches YU onto Y(Γn−1, γn−1). In this way Y(Γn, γn) is given by
attaching each U of level n.
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3.3. Diagonal complex products of groups. Let (Γ, γ, l) be a Z-labelled di-
agonal complex, where Z = {1, . . . ,m}. Let G = (G1, . . . , Gm) be an m-tuple of
groups. The functor F from Γ, which was defined in Section 3.2.3, to the category
of groups is given as follows
• an object {Ui} is taken to
∏
i(Gl(Ui)).
• the image of a morphism {Ui} → {Vj} is the map that takes (gi) to (g′j),
where if Vj ⊆ Ui for some i then g
′
j = gi ∈ Gl(Ui) = Gl(Vj), otherwise
g′j = e ∈ Gl(Vj).
The diagonal complex product indexed by (Γ, γ, l) of these groups was defined
to be G(Γ, γ) := colimF . The canonical inclusions of F ({Ui}) into G(Γ, γ) are
denoted i{Ui}.
The fundamental group functor
(3.3.1) π1 : {Connected Pointed Spaces} → {Groups}
preserves colimits and finite products, so the fundamental group of the diagonal
complex product of pointed spaces Yi is the diagonal complex product of the groups
π1(Yi).
Theorem 3.3. Let (Γ, γ, l) be a Z-labelled diagonal complex and let G = (Gi)i∈Z
be a Z-tuple of groups. Then G(Γ, γ) is generated by elements
(3.3.2) gU
where U ∈ Γ is such that l(U) 6= 0 and g ∈ Gl(U). These are subject to the relations
gU .hU = (gh)U for any gU , hU ,(3.3.3)
eU = e for each U,(3.3.4)
[gU , hV ] = e for U, V ∈ γ(W ) and W ∈ Γ,(3.3.5)
gU = gU1 . . . gUk where γ(U) = {U1, . . . , Uk}.(3.3.6)
These relations suffice to present G(Γ, γ). The element gU is given by
(3.3.7) gU = iγ(U) ◦∆
dimU−1
Gl(U)
(g).
Proof. To give a presentation of G(Γ, γ) we look to the levelwise construction. The
group G(Γ, γ) is the colimit of the diagram.
(3.3.8) G(Γ0, γ0)→ G(Γ1, γ1)→ G(Γ2, γ2)→ . . . .
So it will suffice to prove the theorem for each level, which we will do by induction.
Note that G(Γ0, γ0) is the free product ∗i∈XGi and that G(Γ1, γ1) is a graph
product of groups. For the case n = 0 the theorem can easily be seen to be true.
As with the levelwise construction of spaces in Section 3.2.5, we construct each
successive group by amalgamations,
(3.3.9) GU ← δGU → G(Γn−1, γn−1)
where U is of level n, γ(U) = {U1, . . . , Uk}, the group G
U is
∏
i∈[k]Gl(Ui) and δG
U
is the colimit of the diagram consisting of all the groups
∏
i∈AGl(Ui) for A ∈ δ∆k.
However in the category of groups, if the dimension of U is greater than two, then
δGU ∼= GU . Only in the case when the dimension of U is two, when
(3.3.10) δGU = Gl(U1) ∗Gl(U2)
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and so the diagram looks like
(3.3.11) Gl(U1) ×Gl(U2) ← Gl(U1) ∗Gl(U2) → G(Γn−1, γn−1).
does taking the colimit of the diagram have any effect. The effect in question is that
of adding commutation relations. Even though the amalgamation may not change
the group it is still a good time to prove that the relations (3.3.3)-(3.3.6) hold for
U . The group GU is a copy of
∏
U ′∈γ(U)Gl(U ′) and each of the factors are seen to
be one of the F ({U ′}), which map diagonally into F (γ(U ′)). Hence by (3.3.7) each
of the factors consists of the elements gU ′ for g ∈ Gl(U ′), and so relation (3.3.5)
is seen to hold. Now assume that l(U) 6= 0. Then gU for each g is given by the
diagonal Gl(U) → G
U , hence gU =
∏
U ′∈γ(U) gU ′ giving relation (3.3.6). Finally
relations (3.3.3) and (3.3.4) are also given by the inclusion Gl(U) → G
U . 
Note that the set {gU | U ∈ X+} generates the group and that the remaining gU
are defined for notational convenience.
3.3.1. Diagonal right-angled Artin groups. Let (Γ, γ) be a diagonal complex and
consider it to be {1}-labelled. Let G1 = Z, then we call G(Γ, γ) a diagonal right-
angled Artin group, or DRAAG. The DRAAGs represent a generalisation of right-
angled Artin groups, or RAAGs, see [6] for an introduction to their theory. One
may study the space Y(Γ, γ) with Y1 = S
1, however it is not clear whether there’s
a concise combinatorial property which allows us to determine whether Y(Γ, γ) is
aspherical or not. Using the approach of CAT(0) geometry is not sufficient; there
are spaces Y(Γ, γ) which are aspherical but not CAT(0), an example is given by
YΓFn defined in Section 5.
3.4. Homology of diagonal complex products. Let Y be a pointed space and
let C∗(Y ) be the chain complex of the space Y over a ring R. Then C∗(Y ) splits
as R ⊕ Ĉ∗(Y ), where Ĉ∗(Y ) is the reduced chain complex. Recall that there is a
decomposition of the homology of a product of pointed spaces:
Proposition 3.4. Let Yi be pointed spaces for i = 1, . . . , n. Then the homology of
the direct product of the pointed spaces is given as
(3.4.1) H∗
(
n∏
i=1
Yi
)
= R ⊕
⊕
A∈∆n
H∗
(⊗
i∈A
Ĉ∗(Yi)
)
,
where ∆n = Pf [n] is the n-simplex.
Proof. Using the definition of the homology and a Ku¨nneth formula we have
H∗
(
n∏
i=1
Yi
)
∼= H∗
(
C∗
(
n∏
i=1
Yi
))
∼= H∗
(
n⊗
i=1
C∗(Yi)
)
.
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By using the decomposition C∗(Yi) ∼= R⊕ Ĉ∗(Yi) we have
n⊗
i=1
C∗(Yi) ∼=
n⊗
i=1
(R ⊕ Ĉ∗(Yi))
∼=
⊕
A⊆[n]
⊗
i∈A
Ĉ∗(Yi).
We are done because H∗ commutes with ⊕ and the R term comes from A = ∅ ⊂
[n]. 
Using this we get a similar decomposition of the homology of a diagonal complex
product.
Theorem 3.5. Let (Γ, γ) be a Z-labelled diagonal complex on a set X and Y =
(Yi)i∈Z be pointed spaces. The homology of the diagonal complex product Y(Γ, γ)
splits as
(3.4.2) R⊕
⊕
U∈Γ
H∗(U),
where H∗(U) is given by
(3.4.3) H∗
( ⊗
U ′∈γ(U)
Ĉ∗(Yl(U ′))
)
.
Proof. We proceed by induction on the level. For the case of n = 0, the product is a
wedge product of the spaces Yi and so the theorem holds. Now suppose that (3.4.2)
holds for level n−1, that is for the diagonal complex (Γn−1, γn−1). In Section 3.2.5
the space Y(Γn, γn) was formed by gluing copies of Y
U onto Y(Γn−1, γn−1) using
diagrams of the form
(3.4.4) Y(Γn−1, γn−1)← δY
U → YU .
Write γ(U) = {U1, . . . , Uk}. Using Proposition 3.4 we are able to write
(3.4.5) C∗(δY
U )→ C∗(Y
U )
as a split monomorphism
R⊕
⊕
A∈δ∆k
⊗
i∈A
Ĉ∗(Yl(Ui)) →֒ R⊕
⊕
A∈∆k
⊗
i∈A
Ĉ∗(Yl(Ui)).
For each Ui there is a map Yl(Ui) → Y
Ui ∼= Y dimUil(Ui) given by the diagonal map, and
this induces the inclusion δYU →֒ Y(Γn−1, γn−1). On chains the map Yl(Ui) → Y
Ui
induces an injection
(3.4.6) C∗(Yl(Ui))→ C∗(Y
Ui)
and so the map C∗(δY
U ) → C∗(Y(Γn−1, γn−1)) is injective. Taking the colimit
of (3.4.4) has the effect of adding on a term
(3.4.7)
k⊗
i=1
Ĉ∗(Yl(Ui)),
which gives the term H∗(U) in (3.4.2). Thus we have proved the theorem. 
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Remark 3.3 (cohomological version of Theorem 3.5). The cohomological version is
similar, although because taking cochains is contravariant, the colimit is replaced
by a limit and so the direct sum should be replaced by the direct product. In the
case that Γ and X are finite the direct product is isomorphic to the direct sum and
so we have that the cohomology of the diagonal complex product Y(Γ, γ) splits as
(3.4.8) R⊕
⊕
U∈Γ
H∗(U),
where H∗(U) is given by
(3.4.9) H∗
( ⊗
U ′∈γ(U)
Ĉ∗(Yl(U ′))
)
and
(3.4.10) C∗(Yl(U ′), R) ∼= R⊕ Ĉ
∗(Yl(U ′)).
Remark 3.4. It is worth noting that the proof of the theorem above offers more
than a calculation of the homology of diagonal complex products, there is also a
natural quasi-isomorphism realising this equivalence
(3.4.11) R⊕
⊕
U∈Γ
( ⊗
U ′∈γ(U)
Ĉ∗(Yl(U ′))
)
→ C∗
(
Y(Γ, γ)
)
.
The importance of this will become clear in Theorem 3.8. There is also a cohomo-
logical version, where of course the arrow is reversed
(3.4.12) R⊕
⊕
U∈Γ
( ⊗
U ′∈γ(U)
Ĉ∗(Yl(U ′))
)
← C∗
(
Y(Γ, γ)
)
.
3.4.1. Hilbert-Poincare´ series. The theoremmotives looking at the Hilbert-Poincare´
series of a Z-labelled diagonal complex (Γ, γ, l). To each simplex U ∈ Γ we assign
a monomial in the elements of Z = {z1, . . . , zk},
(3.4.13) m(U) =
∏
U ′∈γ(U)
l(U ′).
The Hilbert-Poincare´ series of (Γ, γ) in the polynomial ring Z[Z] is
(3.4.14) h(Γ,γ)(z1, . . . , zk) =
∑
U∈Γ
m(U).
Let R[[t]] be the complete N-graded ring generated by the indecomposable modules
of R with the product TorR. We use the variable t to keep track of the grading. For
example if R = Z then the indecomposable modules are of the form Z and Z/(pi)
for a prime p. The module Z is the unit of TorZ and we will denote Z/(pi) by xpi .
Then
(3.4.15) xpi .xqj =
{
(1 + t)xpi if p = q and i ≤ j,
0 if p 6= q
is used to denote the fact that
(3.4.16) TorZk
(
Z/(pi),Z/(qj)
)
∼=

Z/(pi) if p = q, i ≤ j and k = 0, 1,
0 if p 6= q and k = 0, 1,
0 if k ≥ 2.
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Now let yi(t) and y
′
i(t) in R[[t]] be the Hilbert-Poincare´ series of H∗(Yi) and H
∗(Yi)
respectively.
Corollary 3.6. The Hilbert-Poincare´ series of the homology and the cohomology
of the diagonal complex product Y(Γ, γ) are respectively
1 + h(Γ,γ)(y1 − 1, . . . , yk − 1) and 1 + h(Γ,γ)(y
′
1 − 1, . . . , y
′
k − 1).
3.4.2. The cohomology ring. We may use the inclusion Y(Γ, γ) →֒ YX to calculate
the cup product on cohomology.
Lemma 3.7. The map H∗
(
YX , R
)
→ H∗
(
Y(Γ, γ), R
)
is surjective.
Proof. By the remarks following Theorem 3.5 the cohomology H∗
(
Y(Γ, γ), R
)
de-
composes as
(3.4.17) R⊕
⊕
U∈Γ
H∗
(
Ĉ∗(U)
)
.
And by a cohomological version of Proposition 3.4 the complex H∗(YX , R) decom-
poses as
(3.4.18) R⊕
⊕
A∈∆X
H∗
(⊗
i∈A
Ĉ∗(Yl(i))
)
.
The inclusion of YU =
∏
U ′∈γ(U) Yl(U ′) into
∏
x∈U Yl(x) by diagonal maps induces
a map
(3.4.19) H∗
(⊗
x∈U
C∗(Yl(x))
)
→ H∗
( ⊗
U ′∈γ(U)
C∗(Yl(U ′))
)
→ H∗
(
Ĉ∗(U)
)
.
So each summand in (3.4.17) is mapped to from a summand in (3.4.18). It now
only remains to note that since there is a projection from YX to YU providing a
one-sided inverse to the inclusion, the maps (3.4.19) on the individual summands
are surjective. 
The product can now be calculated by considering the diagram
(3.4.20)
H∗
(
Y(Γ, γ), R
)
⊗H∗
(
Y(Γ, γ), R
)

H∗
(
YX , R
)
⊗H∗
(
YX , R
)
oooo

H∗
(
Y(Γ, γ), R
)
H∗
(
YX , R
)
.oooo
Given cocycles in H∗
(
Y(Γ, γ), R
)
to multiply, first lift along the surjective map to
cocycles in H∗
(
YX , R
)
, multiply them there, then map back to H∗
(
Y(Γ, γ), R
)
.
3.4.3. Homology of homotopy quotients. Let (Γ, γ, l) be a Z-labelled diagonal com-
plex and let Y be a Z-tuple of pointed spaces. Furthermore let l′ : X → Z ′ be a
finer labelling, in that there exists a factorisation
(3.4.21) X
l′ //
l
  A
AA
AA
AA
A Z
′
pi

Z.
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The finer labelling could for example be the universal labelling. Let H be a Z-tuple
of groups such that Hi acts on Yi by basepoint fixing homeomorphisms and let S
be a group of label fixing automorphisms of (Γ, γ, l). Both the direct product
(3.4.22) H :=
∏
i∈Z′
Hpi(i)
and S then act on the diagonal complex product Y(Γ, γ) together giving an action
of the semidirect product H ⋊S. The action by Hi on Y(Γ, γ) is via a diagonal
action
(3.4.23) h.yx =
{
(h.y)x if l
′(x) = i and
yx otherwise.
Let EG be a contractible space on which G acts properly and freely. The homo-
topy quotient of an action of a group G on a space X may be given by
(3.4.24) X ×G EG = (X × EG)/G,
the quotient of the direct product of X and EG where G acts diagonally. We are
interested in the homotopy quotient of Y(Γ, γ) by the action of H ⋊S.
Theorem 3.8. Let (Γ, γ, l), Y, H and S be as above. Then the homology of the
homotopy quotient of Y(Γ, γ) by H ⋊S with coefficients in R splits as
(3.4.25) H∗(H ⋊S, R)⊕
⊕
[U ]∈Γ/S
H∗
(
H ⋊ StabS(U), Ĉ∗(U)
)
,
where
(3.4.26) Ĉ∗(U) :=
⊗
U ′∈γ(U)
Ĉ∗(Yl(U ′))
has the permutation action by StabS(U). The action of H on C∗
(
Y(Γ, γ)
)
restricts
to Ĉ∗(U).
Proof. The action of S on Γ permutes the U ∈ Γ and so permutes the terms in the
direct sum (3.4.11), thus making the quasi-isomorphism (3.4.11) into a morphism
of S-modules. Since the action of H on C∗
(
Y(Γ, γ)
)
restricts to each term
(3.4.27)
⊗
U ′∈γ(U)
Ĉ∗(Yl(U ′)),
the morphism from (3.4.11) is in fact a quasi-isomorphism of H ⋊S-modules. The
homology of the homotopy quotient of Y(Γ, γ) may be calculated by the homology
of H ⋊S with coefficients in C∗
(
Y(Γ, γ)
)
so we can compute it by calculating the
homology of H ⋊S with coefficients in the decomposition
(3.4.28) R⊕
⊕
U∈Γ
( ⊗
U ′∈γ(U)
Ĉ∗(Yl(U ′))
)
.
The direct sum
(3.4.29)
⊕
U∈Γ
factors into
(3.4.30)
⊕
[U ]∈Γ/S
⊕
V ∈[U ]
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and so the H ⋊S-module (3.4.28) decomposes over the sum
(3.4.31)
⊕
[U ]∈Γ/S
.
Now we may concentrate on individual terms in this decomposition. A term
(3.4.32)
⊕
V ∈[U ]
⊗
U ′∈γ(U)
Ĉ∗(Yl(U ′))
may be given by inducing the H⋊StabS(U)-module Ĉ∗(U) up to H⋊S. So by the
Shapiro lemma the homology of the corresponding term is given by the homology
of H ⋊ StabS(U) with coefficients in Ĉ∗(U). This completes the proof. 
Example 3.5. A special case of this theorem is when each the diagonal complex
comes from a full simplicial complex ∆n = Pf [n] and so the diagonal complex
product is the direct product. With the trivial labelling this has automorphism
group Sn. So for a space Y with H the trivial group, the homotopy quotient is
Y n×Sn ESn . When Y is a classifying space for a group G, this homotopy quotient
is a classifying space for the wreath product of G with Sn. The homology of these
spaces was studied in [16].
4. Asphericity and coset complexes
A pointed space Y is called aspherical if πi(Y ) = 0 for all i ≥ 2. Let (Γ, γ) be a
diagonal complex. Then we call (Γ, γ) aspherical if for every labelling l : X → Z
and every Z-tuple of aspherical pointed spaces Y = (Yi)i∈Z , the diagonal complex
product Y(Γ, γ) is aspherical.
When Y(Γ, γ) is defined by a simplicial complex A• as in Example 3.1 then
Y(Γ, γ) is aspherical if and only if A• is a flag complex. For the definition of a flag
complex and a discussion of the condition for RAAGs see [6].
It would be helpful to have a general combinatorial condition that would tell us
when a diagonal complex was aspherical. A major step in this direction would be
an answer to the following.
Question A. Let Γ be a proper diagonal complex on a set X. Suppose that X ∈ Γ,
then is Γ aspherical?
A positive answer to the next question would allow geometric techniques to be
applied to the diagonal complex product of the circle.
Question B. Let Γ be a proper diagonal complex on a set X and let Y1 = S
1. If
Y(Γ, γ) is aspherical, does this imply that Γ is aspherical?
4.1. Coset complexes. Our approach to the problem of showing that examples of
diagonal complexes are aspherical is to study certain coset complexes associated to
natural subgroups. Recall that the diagonal complex product of groups is defined as
the colimit from a certain category Γ. Each object {Ui} of Γ determines a subgroup
(4.1.1)
∏
Uj∈{Ui}
Gl(Uj) →֒ G(Γ, γ),
the fact that this morphism is injective can be seen by taking the composition
(4.1.2)
∏
Uj∈{Ui}
Gl(Uj) → G(Γ, γ)→
∏
x∈X
Gl(x),
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which is a diagonal map and hence injective. The category Γ was defined as a
subposet closed under meets of the partial partitions of X under partial coarsening.
The meet in this poset corresponds to the intersection of subgroups in G(Γ, γ), so
the collection of subgroups parametrised by Γ is closed under intersections.
We now recall some material from the paper [1] on which our treatment of
the coset complex is based. Let G be a group with a finite family of subgroups
H = {Hj | j ∈ J} closed under intersection. For such a group let H be the set of
cosets
(4.1.3)
∐
j∈J
G/Hj .
Since H is closed under taking intersections and since a non-empty intersection
of cosets g1H1 ∩ g2H2 is a coset of the intersection of the respective subgroups
u(H1∩H2), the cosets H are closed under taking non-empty intersections. The set
H may be viewed as a cover of G.
Let X be a set and U be a covering of that set, we will assume that U is closed
under taking non-empty intersections. Under inclusion U forms a poset (U,⊆),
which has a nerve N(U,⊆) which is a simplicial set where the k-simplices are chains
(4.1.4) U0 ⊆ U1 ⊆ . . . ⊆ Uk.
We also define another simplicial set Xsimp(U) where the k-simplices are (k + 1)-
tuples (x0, . . . , xk) of X such that there is a U in U containing each xi for i =
1, . . . , k. Results from Section 1.6 and Theorem 1.4 from [1] imply that Xsimp(U)
and N(U,⊆) are homotopic.
Definition 3. Let G be a group with a finite family of subgroupsH = {Hj | j ∈ J}
closed under intersection and let H be the associated set of cosets which may be
viewed as a cover of G. Then the nerve N(H,⊆) is called the coset complex.
The functor B assigns to a group G the simplicial set B(G) which is a classifying
space for G. Recall that the set of k-simplices of B(G) is the set Gk.
Theorem 4.1. Let G be a group with a finite family of subgroups H = {Hj | j ∈ J}
closed under intersection. Let (H,⊆) be the poset of cosets as above. Then the
colimit colimH∈HB(H) is a classifying space for G if and only if the coset complex
N(H,⊆) is contractible.
Proof. For a group H , define Xsimp(H) to be the simplicial set with k-simplices the
(k + 1)-tuples of H . The face maps are given by forgetting a coordinate and the
degeneracy maps given by duplicating coordinates. This has a free H-action given
by
(4.1.5) h.(h0, . . . , hk) = (hh0, . . . , hhk).
This construction is functorial so if H is a subgroup of G then there is an inclusion
of simplicial sets Xsimp(H) →֒ Xsimp(G). Define Xsimp(H) ↑G to be the G-orbit of
the image of Xsimp(H) in Xsimp(G). The induction notation is appropriate because
both H and G actions are free. Explicitly the k-simplices of Xsimp(H) ↑G consist
of those (k + 1)-tuples which lie in a single coset gH . Note that if H ≤ H ′ then
Xsimp(H) ↑G⊆ Xsimp(H ′) ↑G and furthermore
(4.1.6) Xsimp(H1) ↑
G ∩Xsimp(H2) ↑
G= Xsimp(H1 ∩H2) ↑
G .
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So the colimit colimH∈HX
simp(H) ↑G is a subspace of Xsimp(G). This subspace is
the span of all of the inclusions of Xsimp(H) ↑G for H ∈ H, so explicitly it consists
of (k + 1)-tuples (g0, . . . , gk) for which there exists a coset gH containing each gi
for i = 0, . . . , k. But this is precisely the space Xsimp(H). The space Xsimp(H) has
a free G-action and we now take the quotient:
(4.1.7) Xsimp(H)/G = colimH∈HX
simp(H) ↑G /G ∼= colimH∈HX
simp(H)/H.
Since each Xsimp(H) is a contractible space with a free H-action this means that
(4.1.8) Xsimp(H)/G ∼= colimH∈H B(H).
So colimHB(H) is a classifying space for G if and only if X
simp(H) is contractible.
However Xsimp(H) is homotopic to N(H,⊆). We are done. 
This may be applied to a diagonal complex product as follows. Let (Γ, γ) be a Z-
labelled diagonal complex and letG be a Z-tuple of groups. As discussed above the
category Γ parametrises a family of subgroups of G(Γ, γ) which are closed under
intersections. This satisfies the conditions of Theorem 4.1 and we write CCΓ(G)
for the coset complex of this family.
5. The diagonal complex of forest posets
We now apply the results of Sections 3 and 4 to study the moduli space of
cactus products defined in Section 2. To this end we describe a diagonal complex
of forest posets, ΓFn which indexes the moduli space: MY ∼= YΓFn . Then we
prove Theorem A using the coset complex and the contractability of a variant of
McCullough-Miller space from [7].
5.1. The diagonal complex ΓFn. Let (P,≤) be a finite poset. The Hasse diagram
of (P,≤) is the directed graph with vertex set P and an edge
−→
ij when i < j are
adjacent, that is, when i ≤ k ≤ j implies that k = i or j. Conversely a directed
graph without directed loops defines a poset given by setting i < j when
−→
ij is an
edge and then taking the transitive closure. A directed graph is called a planted
forest if for each vertex the number of incoming edges is not greater than one, if
there are no cycles and if the edge set is non-empty. Under the transitive closure
the planted forests are taken to posets (P,≤) with the underset condition:
(5.1.1) for all x ∈ P, {y | y ≤ x} is a total order.
In fact the correspondence is a bijection between the set of planted forests and the
set of finite non-trivial posets satisfying (5.1.1). Let Pn be the set [n]. A poset
(Pn,≤) defines a set
(5.1.2) {(i, j) | i < j},
which is a subset of Xn = Pn × Pn − ∆Pn. We write ΓFn ⊆ PfXn for the set of
subsets of Xn given by forest posets (Pn,≤). An uppercase letter such as U will be
used to denote the poset (Pn,≤), the subset of Xn and the corresponding planted
forest. This should not cause confusion.
We will next define a map γFn : ΓFn → PfΓFn . For a forest poset U take i < j,
then choose a maximal path from i to j
(5.1.3) i = i0 < i1 < . . . < im = j.
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The pair (i, i1) necessarily gives an edge
−→
ii1 ∈ U , write µU (i, j) =
−→
ii1. Then µU is
a map from the set U ⊆ Xn to E(U), the edge set of the planted forest. Since the
path is within the set {k | k ≤ j} which is a total order, the path is unique and so
µU is well-defined. For an edge
−→
ij we have µU (i, j) =
−→
ij , so µU is surjective on the
edge set E(U). The map µU defines a partition of U , each subset is given in the
form µ−1U (
−→
ij ) for some edge of U , and this defines γ(U). For example
(5.1.4) γFn

1
2
OO
4
3
OO @@
 =
 1
2
OO
,
1 2
3
OO @@ ,
4
3
OO
.
Proposition 5.1. The pair (ΓFn , γFn) is a diagonal complex on Xn. Furthermore
this diagonal complex is proper.
Proof. For each element (i, j) of Xn = Pn × Pn − ∆Pn, the tree i //j gives the
poset given by {(i, j)} and so condition (1) in the definition of a diagonal complex
is satisfied. That γ(U) is a partition of U is immediate from the definition. If
γ(U) = {U} then U is a forest with only one edge and so is contained in X+n , hence
condition (2) is satisfied.
Next we must show that ΓFn contains the faces of each U ∈ ΓFn . Let {Ui}i∈E(U) =
γ(U) and suppose Z ⊆ E(U). We write UZ for
⋃
i∈Z Ui. Then UZ is the subset of
U consisting of i <Z j when the maximal path
(5.1.5) i = i0 < i1 < . . . < im = j
has
−→
ii0 ∈ Z. To check that this is a poset we need only check that it is transitively
closed. This is immeditate because for i < j < k the maximal path from i to j is a
subpath of the maximal path from i to k, so i <Z j implies that i <Z k. We now
need to check that each underset in UZ is a total order. So suppose that i ≤Z k and
j ≤Z k. Since both i < k and j < k in U and U satisfies the underset condition, we
may assume that i < j. But since the maximal path joining i and j is a subpath
of the path joining i and k, then i <Z j and so UZ satisfies the underset condition
and so is in ΓFn .
For the remainder of condition (3) it is enough to show that each V ∈ γFn(UZ) is
contained in some U ′ ∈ γFn(U). The set V corresponds to some edge
−→
ij ∈ E(UZ),
let
−→
ik be the edge µU (i < j) and let U
′ = µ−1U (
−→
ik). For i < l in V , we have j ≤ l
and so the maximal path joining i and j in U travels through j and hence the
maximal path joining i and j is a subpath. So the maximal path joining i and l in
U starts with
−→
ik and hence µU (i, l) =
−→
ik and so (i, l) ∈ U ′. We have shown that
V ⊆ U ′ and have completed the proof that (ΓFn , γFn) is a diagonal complex.
Finally to see that (ΓFn , γFn) is proper using Proposition 3.1 we must show that
for each U ∈ ΓFn the maximal faces U − µ
−1
U (
−→
ij ) are maximal subsets of U in ΓFn .
So suppose that
(5.1.6) U − µ−1U (
−→
ij ) < V ≤ U
in ΓFn . Let (i, k) be an element in V ∩ µ
−1
U (
−→
ij ). Unless j = k (and so
−→
ij ∈ V ), we
have that
(5.1.7) (j, k) ∈ U − µ−1U (
−→
ij ) < V
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and so by the underset condition
(5.1.8) (i, k), (j, k) ∈ V ∈ ΓFn ⇒ (i, j) ∈ V.
Therefore we must have V = U by transitivity and so U − µ−1U (
−→
ij ) is maximal. So
by Proposition 3.1 the diagonal complex ΓFn is proper. 
We may draw the diagonal complex when n = 3 as follows:
(5.1.9)




22222222
To assign an [n]-labelling to ΓFn we give the pair (i, j) the label i ∈ [n]. By the
definition of γFn the U
′ in γFn(U) are corollas with base i and so are labelled by
i. Hence this labelling of Xn is compatible with the diagonal complex structure of
ΓFn , in fact it is the universal labelling.
Let Y = (Y1, . . . , Yn) be an n-tuple of pointed spaces.
Theorem 5.2. The fundamental group π1(YΓFn) is isomorphic to the Fouxe-
Rabinovitch group FR(π1(Y1) ∗ . . . ∗ π1(Yn)).
Proof. Using Theorem 3.3 the relations of a diagonal complex product of groups
all come from either the summand groups or from the U ∈ ΓFn of dimension 2. In
ΓFn these are
(5.1.10)
k j
i
OO AA
,
k j
l
OO
i
OO
and
j
i
OO
k
OO .
Let Gi = π1(Yi), then a presentation for GΓFn has generators
(5.1.11) gij
for each (i, j) ∈ Xn and g ∈ Gi. The relations consist of
(5.1.12) gijhij = (gh)ij
coming from the generating groups and
(5.1.13) [gik, gij ] , [glk, gij ] and [gkigkj , gij ] ,
corresponding respectively to the forests in (5.1.10). Equating gij with α
g−1i
j ∈
FR(G1 ∗ . . . ∗Gn) gives an equivalence between this presentation and the presen-
tation in Proposition 1.1. 
Theorem 5.3. The moduli space of cactus products MY is isomorphic to YΓFn.
Proof. By Proposition 2.2, the moduli space MY embeds into
(5.1.14) Y n−11 × . . .× Y
n−1
n .
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We will now prove that this coincides with the embedding of YΓFn into Y
Xn , see
Proposition 3.2. For each tree t, there is a planted forest U which is isomorphic to
t. The spaces YU and
(5.1.15) t(Y) := {y(T ) | T is a cactus diagram over t}
have the same image in YX . Hence the moduli space is contained in YΓFn . Now
for a planted forest U ∈ ΓFn , there exists a maximal, connected planted forest
V containing U . Each edge of U is contained in V and so each U ′ ∈ γFn(U) is
contained in some V ′ ∈ γFn(V ). Therefore Y
U is contained in YV and since V is
a tree t, this shows that YΓFn is contained in the moduli space. 
5.2. Bipartite planted forests. The diagonal complex ΓFn defines a category
ΓFn , see Section 3.2.3. Recall from Section 3.1.1 that the set Xn of partial partitions
of Xn forms a poset (Xn,≤pc) with the partial coarsening relation. The category
ΓFn is defined to be the subposet of Xn containing γFn(ΓFn) and closed under
taking meets. So to describe ΓFn we need to understand not only the forest posets
but also their meets in (Xn,≤pc).
A bipartite planted forest on [n] is a planted forest f with vertex set [n]∪N such
that
• all leaves and isolated vertices of f (the vertices of valence 1 and 0 respec-
tively), are in [n],
• each edge has one end in [n] and one end in N .
The second condition states that the underlying graph is bipartite, whilst the first
says that each extremal vertex is in [n]. A planted forest is naturally directed
by setting each edge to be directed away from the root of the tree in which it is
contained. As such each internal vertex v has a unique parent vertex p(v) such
that
−−−→
p(v)v is an edge. Since each vertex in N is internal this means that every such
vertex has a unique parent, so p restricts to a map N → [n].
For each v ∈ N define a subset Uv ⊂ Xn by
(5.2.1) Uv = {(p(v), w) | there exists a directed path from p(v) to w in f}.
Then {Uv}v∈N is a partial partition of Xn associated to the bipartite planted for-
est f .
Each planted forest f defines a bipartite planted forest by setting N = E, the
edge set of f . The edges of the new forest are then given by −→ve and −→ew for each
edge e = −→vw ∈ E. This is the barycentric subdivision of the forest. The associated
partial partition is equal to γFn(f).
The partial partitions have an ordering by partial coarsening; {Ui} ≤pc {Vj} if
for each Uk ∈ {Ui} there exists a subset of {Vj} whose union is Uk. In this ordering
the minimal elements above a partial partition {Ui} are given (a) by taking the
union of two of the subsets, or (b) by removing one of the subsets. There is an
induced ordering of the bipartite planted forests. Let f be a bipartite planted forest
and let
(5.2.2)
i j
x
]];;;;
y
AA
k
@@
^^>>>>
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be a subtree, where i, j, k ∈ [n] and x, y ∈ N . Now define a new forest fxy by
identifying x and y to obtain z, the subtree now becomes
(5.2.3)
i j
z
@@
^^<<<<
k
OO .
Let us now consider the associated partial partitions. If w ∈ N is not x or y then
Uw is left unchanged by the operation of identifying x and y. This accounts for all
subsets associated to fxy except Uz, this is equal to Ux ∪Uy . We call the operation
of identifying vertices x and y a horizontal folding. Now suppose that we instead
have the following subtree
(5.2.4)
i
x
OO
j
OO
y
OO
k
OO
.
We again identify x and y to obtain z and the subtree looks like the Y -shaped
tree (5.2.3). However this time the effect on partial partitions is to remove Ux.
We call this a vertical folding. For two bipartite planted forests f and f ′ we write
f ′ ≤ f if f ′ is obtained by a chain of foldings from f to f ′. We then observe that
the associated poset is the same poset structure as the one induced from the poset
structure from the partial partitions.
Proposition 5.4. The set of partial partitions of Xn associated to the bipartite
planted forests is equal to the object set of the category ΓFn .
Proof. To show this we need only show that every bipartite planted forest corre-
sponds to the meet in Xn of partial partitions coming from forest posets. So let
f be a bipartite planted forest with vertex set [n] ∪ N and corresponding partial
partition {Uv}v∈N . Every vertex in N of valence greater than two may be unfolded
in a variety of ways. Repeating this will give a forest in which each vertex in N is
bivalent and so is the barycentric subdivision of a planted forest with vertices in
[n]. We claim that {Uv} is the meet of all the partial partitions corresponding to
maximal unfoldings, this would complete the proof.
Let {Vj} be the meet of all the maximal unfoldings of f . So {Vj} is the greatest
partial partition which is less than each unfolding, since {Uv} is less than each
unfolding it must be less than (or equal to) {Vj}. Now consider the maximal fh
given by horizontal unfoldings, the partial partition {Wk} of this has the same
union as {Uv}, the partial partition of f . Since we have {Uv} ≤pc {Vj} ≤pc {Wk},
the union of {Vj} must be the same as that of {Uv}.
Now pick a maximal vertical unfolding fv. The partial partition {Wk} associated
to fv contains {Uv}v∈N as a subpartition. Since {Uv} ≤pc {Vj} ≤pc {Wk} this
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means that {Vj} also contains {Uv} as a subpartition. However their unions are
the same, so they must be equal.
Therefore {Uv}v∈N is the meet and we are done. 
So we now have a combinatorial description of the category ΓFn in terms of
bipartite planted forests and foldings. To see how they give the diagonal complex
product associated to ΓFn we need only describe the associated functor. So let Y =
{Y1, . . . , Yn} be an n-tuple of cocommutative coalgebras in a symmetric monoidal
category C. We assign to a bipartite planted forest f the product
(5.2.5) Yf :=
⊗
x∈N
Yp(x)
Suppose that f ′ is obtained by a horizontal folding identifying x and y in N to give
a vertex z. Then p(x) = p(y) = p(z) and so there is a map Yf ′ → Yf induced by
the coalgebra map Yp(z) → Yp(z) ⊗ Yp(z) ∼= Yp(x) ⊗ Yp(y).
Now suppose that f ′ is obtained by a vertical folding which identifies x and y
to z where x < y. Then p(z) = p(x) and the map Yf ′ → Yf is given by the unit
map Yp(z) ⊗ k → Yp(x) ⊗ Yp(y). The diagonal complex product YΓFn is the colimit
of this functor FY : ΓFn → C.
5.3. Based McCullough-Miller space. In [18] for each free product G = G1 ∗
. . . ∗Gn a space MMG on which OWh(G) := Wh(G)/ Inn(G) acts was described.
Their main result was that MMG was contractible and that the simplex stabilisers
were of the form
∏k
j=1Gij for some ij ’s. The equivariant spectral sequence of
this action has been used in papers such as [14] and [3] to study the homology of
OWh(G) and hence of Wh(G). The spaces MMG were defined using bipartite
trees with an ordering by folding, along with a ‘marking’ which consists of a basis
of G.
In [7] a variant of McCullough-Miller space was studied. In this variant the
bipartite trees had a chosen basepoint ∗. The space was denoted L(G) and had an
action of FR(G) rather than the outer version. In was shown that the methods
of [18] could be applied to show that L(G) is contractible. Ofcourse based trees are
equivalent to planted forests, one just removes the base vertex and the neighbouring
vertices describe the planting. So we may described L(G) using the bipartite planted
forests which we described above.
The following definition is a restatement of the definition of L(G) from [7].
Definition 4. An automorphism is carried by a bipartite planted forest f if it is
in the subgroup generated by elements αgUx := α
g
i1
. . . αgik where x ∈ N , g ∈ Gp(x)
and Ux = {(p(x), ij)}. This subgroup is denoted Gf and is isomorphic to the term
given by (5.2.5).
A marked bipartite planted forest is a pair ([α], f) where [α] is a left coset in
FR(G)/Gf . The marked bipartite planted forests form a poset where ([α], f) ≤
([β], f ′) if [α] ⊆ [β] and f is given by a chain of foldings of f ′. We denote this poset
M(G). There is an action by FR(G) given by multiplication of the cosets on the
left. The space L(G) is the geometric realisation of M(G), the poset of marked
bipartite planted forests.
In the paper [7] it is shown that
Theorem 5.5 ((3.1 from [7])). The space L(G) is contractible.
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Note that although [7] only considers finite groups Gi, this is only applied from
Section 4 onwards, so Theorem 3.1 is valid for all groups Gi.
Note also that in the definition above the poset M(G) is precisely the poset of
cosets in the family {Gf} indexed by ΓFn . Therefore L(G) is the coset complex
CCΓFn (G) associated to the diagonal complex ΓFn . Therefore by Theorem 5.5 and
Theorem 4.1 we have our main theorem.
Theorem A. Let Y = (Y1, . . . , Yn) be aspherical pointed spaces. Then the space
YΓFn
∼=MY is also aspherical.
6. The (co)homology of automorphism groups
In order to prove Theorem B it remains to read off the homology of MY from
its presentation as a diagonal complex product YΓFn . Then to finish we study
the action of Aut(G) ⋊ SG on the chain complex of FR(G) to give Theorem C;
a calculation of the integral homology of the symmetric automorphism group of a
free product.
6.1. The Fouxe-Rabinovitch groups. We start with the homology of the Fouxe-
Rabinovitch groups, which by Theorems 5.2 and A is given by H∗(YΓFn , R). Let
U be a planted forest. The monomial, see (3.4.13), attached to U is
(6.1.1) x
out(1)
1 . . . x
out(n)
n ,
where out(i) is the number of outgoing edges of U from i. The following is a
restatement of Theorem 5.3.4 of [20].
Proposition 6.1. The Hilbert-Poincare´ series of ΓFn is
(6.1.2) hFn(x1, . . . , xn) = (1 + x1 + . . .+ xn)
n−1.
We refer to [20] for the full proof, but in the interests of self-containment we
sketch part of the proof below.
(sketch). A proof of this proposition involves the theory of Pru¨fer codes. The set
of planted forests with vertex set [n] is shown to be in bijection with the set of
words of length n− 1 in the letters {x0, x1, . . . , xn}. To give the word of a planted
forest, attach a new vertex 0 onto the forest by adding the edge
−→
0i for each of the
roots i. A leaf is a vertex which is attached to only one other vertex. A word
w = s1 . . . sn−1 is produced for each tree t as follows:
(1) Let t1 = t.
(2) Suppose that ti is defined. Take the leaf v of maximal value in ti and define
si to be the value of its unique adjacent vertex.
(3) If i = n− 1 then stop.
(4) Now define ti+1 to be the tree created by removing v and its unique ad-
joining edge from ti.
(5) Go back to step (2).
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The following diagram illustrates an example; the forest on the left is turned into
the word x2x1x5x0x2.
(6.1.3)
4 '&%$ !"#4
'&%$ !"#6 1
OO
3 1
OO
3 1 '&%$ !"#3 1 '&%$ !"#1
2
^^====
OO
5
OO
2
OO
5
OO
2
OO
5
OO
2
OO
'&%$ !"#5 2
OO
0
OO @@
0
OO >>
0
OO ==
0
OO <<
0
OO
2 21 215 2150 21502
This algorithm may be reversed in order to build a tree from a word and this
produces the bijection. The element
(6.1.4) (x0 + x1 + . . .+ xn)
n−1
in the free commutative ring on {x0, . . . , xn} is the sum over all words of length
n− 1. The word associated with a planted forest may be turned into a monomial
by viewing it in the free commutative monoid on {x1, . . . , xn} and setting x0 = 1.
Since the number of xi’s in a word is the number of outgoing edges of i, this
monomial is the same as the monomial defined in (6.1.1). Hence setting x0 = 1
and viewing (6.1.4) in the free commutative ring gives the Hilbert-Poincare´ series
of the planted forests. 
The series for the planted forests is identical to the Hilbert-Poincare´ series of the
diagonal complex describing (G1 ∗ . . . ∗Gn)×n−1 and so by Corollary 3.6:
Theorem B. Let G be an n-tuple of groups and G be the n-fold free product of
these groups. Then
(6.1.5) H∗(FR(G), R) ∼= H∗(G
n−1, R),
where Gn−1 is the (n − 1)-fold direct product of G. This also holds for the coho-
mology.
The Euler characteristic of Wh(Z∗n) ∼= FR(Z∗n), was computed in [17], and the
homology was calculated in [14]. Recalling that the Hilbert-Poincare´ series of Z is
1 + t we may reobtain these results.
Corollary 6.2. The Hilbert-Poincare´ series of H∗
(
Wh(Fn),Z
)
is
(6.1.6) (1 + tn)n−1
and so the Euler characteristic is
(6.1.7) (1− n)n−1.
We may take this further by calculating the homology of Wh
(
Z/(p)∗n
)
. The
question of the cohomology of this group was posed by Jensen in [19].
Corollary 6.3. The Hilbert-Poincare´ series of H∗
(
Wh(Z/(p)∗n),Z
)
is
(6.1.8) 1 + y
1
1 + t
[(
1 +
nt
1− t
)n−1
− 1
]
,
where the y coefficient encodes the number of Z/(p)-summands and the constant
term encodes the number of Z-summands.
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Proof. The homology of Z/(p) is given by
(6.1.9) Hi(Z/(p),Z) =

Z if i = 0,
Z/(p) if i = 2k − 1 for k ≥ 1 and
0 if i = 2k for k ≥ 1.
As a Hilbert-Poincare´ series this is
(6.1.10) 1 + yt+ yt3 + yt5 + . . . = 1 +
ty
1− t2
.
Putting this into the Hilbert-Poincare´ series for ΓFn gives
(6.1.11)
(
1 +
nyt
1− t2
)n−1
= 1 +
n−1∑
k=1
(
n− 1
k
)(
nyt
1− t2
)k
.
Using the identity y2 = y(1+t) from (3.4.15) to give yk = y(1+t)k−1 and simplifying
we get the desired series (6.1.8). 
6.2. The pure automorphism groups. Recall that the pure automorphism group,
PAut(G) consists of those automorphisms that take an element g ∈ Gi and give a
conjugate (g′)h of an element g′ ∈ Gi inside G = G1 ∗ . . . ∗Gn . It is a semidirect
product of FR(G) and Aut(G) ∼=
∏
iAut(Gi). The action of Aut(G) on FR(G)
may be described as follows. Let φ ∈ Aut(Gi), then
(6.2.1) (α
gj
k )
φ =
{
α
gj
k if j 6= i and
α
φ(gj)
k if j = i.
The group Aut(G) has an action on the free product G and hence on Gn−1 by the
diagonal action, so we may form the group
(6.2.2) Gn−1 ⋊Aut(G).
Theorem 6.4. The homology of PAut(G) decomposes as
(6.2.3) H∗
(
Aut(G), R
)
⊕
⊕
F∈ΓFn
H∗
(
Aut(G), Ĉ∗(F )
)
,
where
(6.2.4) Ĉ∗(F ) =
⊗
−→
ij∈E(F )
Ĉ∗(Yi)
and Yi is a classifying space for Gi for each i = 1, . . . , n.
Therefore
(6.2.5) H∗
(
PAut(G), R
)
∼= H∗
(
Gn−1 ⋊Aut(G), R
)
.
Proof. The diagonal complex product YΓFn is a classifying space for FR(G) and
has an action of Aut(G). The homotopy quotient is then a classifying space for
the pure automorphism group, PAut(G) = FR(G)⋊Aut(G).
Let ΓFn have the labelling by [n] given by l(i, j) = i. For each i ∈ [n] let
Hi = Aut(Gi) be the automorphism group of G. The direct product, H of the
Hi acts on YΓFn via (3.4.23). This direct product is isomorphic to Aut(G) and
has the same action on YΓFn . Letting S be the trivial group, then we may apply
Theorem 3.8 to calculate the homology of PAut(G), which gives the decomposition.
For the second part observe that for any planted forest F ∈ ΓFn with the same
monomial as a term U in the homology of Gn−1, the automorphism groups always
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act diagonally and so Ĉ∗(F ) ∼= Ĉ∗(U) as H-modules. Since the Hilbert-Poincare´
polynomials are identical the corresponding sums of H-modules are isomorphic.
Hence applying Theorem 3.8 for both groups PAut(G) and Gn−1 ⋊ Aut(G) we
get the same homology. 
6.3. The symmetric automorphism groups. Let n1, . . . , nk be the sizes of the
isomorphism classes of G = (G1, . . . , Gn). Then write SG for the group
(6.3.1) Sn1 × . . .×Snk ≤ Sn
of symmetries of G. The symmetric automorphism group ΣAut(G) is the semidi-
rect product of the pure automorphism group PAut(G) and SG.
Remember that the diagonal complex ΓFn has a universal labelling Xn → [n].
So a map L : [n] → Z = [k] induces a labelling l : Xn → Z. Let ni be the size
of the set L−1(i) for i ∈ Z. We will call a planted forest Z-coloured if there is a
vertex colouring by Z and if for each i ∈ Z there are ni vertices coloured i.
Lemma 6.5. The {1}-labelled diagonal complex ΓFn carries an action of Sn. The
orbits are given by the isomorphism types of unlabelled planted forests.
The Z-labelled diagonal complex ΓFn carries an action of SG = Sn1× . . .×Snk .
The orbits are given by the isomorphism types of Z-coloured planted forests.
Proof. The symmetric group Sn has the permutation action on [n]. This gives an
action on Xn = {(i, j) | i 6= j}. The induced action on PfXn restricts to ΓFn : an
element σ ∈ Sn takes the edge
−→
ij of U ∈ ΓFn to
−−−−−→
σ(i)σ(j) of σ(U).
The action of SG on [n] fixes the morphism L : [n] → Z and hence the action
on ΓFn satisfies
(6.3.2) l(σ(U)) = l(U),
for all σ ∈ SG and U ∈ ΓFn . 
Example 6.1. Let L : {1, 2, 3} → {◦, •} be defined by l(1) = l(2) = ◦ and l(3) = •.
Then the orbits are enumerated by the Z-coloured planted forests as follows:
(6.3.3)
•
◦
OO
◦
OO
◦
•
OO
◦
OO
◦
◦
OO
•
OO
◦ ◦
•
OO ??~~~
• ◦
◦
OO ??~~~
◦
•
OO
◦
•
◦
OO
◦
◦
◦
OO
.•
Theorem C. Let G = G1 ∗ . . . ∗ Gn where Gi is neither freely decomposable nor
infinite cyclic. Then the homology of the automorphism group of G is given by
(6.3.4)
H∗
(
Aut(G), R
)
∼= H∗
(
Aut(G)⋊SG, R
)
⊕
⊕
f∈ForestsZ
H∗
(
Aut(G)⋊Aut(f), Ĉ∗(f)
)
,
where ForestsZ is the set of Z-coloured planted forests and Ĉ∗(f) is given by
(6.3.5)
⊗
i∈[n]
Ĉ∗(Yl(i), R)
⊗out(i),
where Yi is a classifying space for Gi for each i = 1, . . . , n.
Proof. There are two labellings of ΓFn , the labelling by Z coming from the isomor-
phism type of the Gi and the universal labelling by [n]. The group SG acts on
ΓFn preserving the first labelling. Thus we may apply Theorem 3.8 to compute the
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homology of the homotopy quotient of the action of Aut(G)⋊SG on YΓFn . This
homotopy quotient is a classifying space for ΣAut(G).
By Lemma 6.5 the orbits of ΓFn are given by ForestsZ and the stabiliser of a
Z-coloured forest f is Aut(f). 
Remark 6.1 (cohomological version of Theorem C). Precisely the same arguments
may be used to prove that given the hypotheses of Theorem C the cohomology of
Aut(G) is given by
(6.3.6)
H∗
(
Aut(G), R
)
∼= H∗
(
Aut(G)⋊SG, R
)
⊕
⊕
f∈ForestsZ
H∗
(
Aut(G)⋊Aut(f), Ĉ∗(f)
)
,
where Ĉ∗(f) is given by
(6.3.7)
⊗
i∈[n]
Ĉ∗(Yl(i))
⊗out(i).
Remark 6.2. Let G = G∗n11 ∗ . . . ∗G
∗nk
k with each Gi neither freely decomposable
nor Z, then Aut(G) ∼= PAut(G)⋊SG, so we have that the Euler characteristic of
Aut(G) is
(6.3.8)
1
(n1)! . . . (nk)!
(
1 + n1χ(G1) + . . .+ nkχ(Gk)
)n−1 k∏
i=1
χ
(
Aut(Gi)
)−ni
,
which is the same as that of (Gn−1 ⋊ Aut(G)) ⋊ SG. However their integral
homologies are not necessarily the same due to the presence of the groups Aut(f).
Hence the pattern
H∗(FR(G), R) ∼= H∗(G
n−1, R),(6.3.9)
H∗(Wh(G), R) ∼= H∗(G
n−1 ⋊ Inn(G), R),(6.3.10)
H∗(PAut(G), R) ∼= H∗(G
n−1 ⋊Aut(G), R)(6.3.11)
is broken when non-pure symmetric automorphisms are present.
Remark 6.3. There is a discrepancy between the three isomorphisms we obtain
in (6.3.9), (6.3.10) and (6.3.11) and the results of [15] and [3]. Calculating the
Euler characteristic we find that
(6.3.12) χ(FR(G)) = χ(Gn−1),
whereas in [15] it is calculated to be
(6.3.13) χ(Gn−1).
∏
i
χ(Inn(Gi))
−1
.
Across all of the results there is a factor of χ(Inn(G)) difference. There is an
analogous difference with the results of [3]. We attribute this to a misquoting of
Proposition 5.1 of [18] in each of the papers.
DIAGONAL COMPLEXES AND H∗(Aut(G1 ∗ . . . ∗Gn), R) 35
Example 6.2. Let Gi = Z and consider the group ΣFR(Fn) ∼= FR(Fn) ⋊ Sn.
Using Theorem C we may calculate the homology as
H∗
(
ΣFR(Fn), R
)
= H∗(Sn, R)⊕
⊕
f∈Forests
H∗
(
Aut(f), Ĉ∗(f)
)
(6.3.14)
∼= H∗(Sn, R)⊕
⊕
f∈Forests
t|E(f)|H∗
(
Aut(f), Rf
)
,(6.3.15)
where t is of degree one and Rf is the one-dimensional ‘determinant’ Aut(f)-
module: a factor of −1 is introduced every time two edges of f are swapped.
References
[1] H. Abels and S. Holz. Higher generation by subgroups. Journal of Algebra, 160(2):310–341,
1993.
[2] J.C. Baez, D.K. Wise, and A.S. Crans. Exotic statistics for strings in 4d BF theory. Advances
in Theoretical and Mathematical Physics, 11(5):707, 2007.
[3] E. Berkove and J. Meier. The cohomology groups of the outer Whitehead automorphism
group of a free product. Forum Mathematicum, 22(2):379–395, 2010.
[4] T. Brendle and A. Hatcher. Configuration spaces of rings and wickets. Commentarii Mathe-
matici Helvetici, 2010.
[5] A. Brownstein and R. Lee. Cohomology of the group of motions of n strings in 3-space. In
Mapping class groups and moduli spaces of Riemann surfaces (Go¨ttingen, 1991/Seattle, WA,
1991), volume 150, pages 51–61. American Mathematical Society, 1993.
[6] R. Charney. An introduction to right-angled Artin groups. Geometriae Dedicata, 125(1):141–
158, March 2007.
[7] Yuqing Chen, Henry H. Glover, and Craig A. Jensen. Proper actions of automorphism groups
of free products of finite groups. Internat. J. Algebra Comput., 15(2):255–272, 2005.
[8] D.J. Collins. Cohomological dimension and symmetric automorphisms of a free group. Com-
mentarii Mathematici Helvetici, 64(1):44–61, 1989.
[9] M. Culler and K. Vogtmann. Moduli of graphs and automorphisms of free groups. Inventiones
mathematicae, 84(1):91–119, 1986.
[10] D.I. Fouxe-Rabinovitch. U¨ber die Automorphismengruppen der freien Produkte. I. Mat.
Sbornik, 8(1):264–276, 1940.
[11] N.D. Gilbert. Presentations of the automorphism group of a free product. Proceedings of the
London Mathematical Society, 3(1):115, 1987.
[12] V. Guirardel and G. Levitt. The outer space of a free product. Proceedings of the London
Mathematical Society, 94(3):695, 2007.
[13] A. Hatcher. Algebraic topology. Cambridge University Press, 2002.
[14] C. Jensen, J. McCammond, and J. Meier. The integral cohomology of the group of loops.
Geometry & Topology, 10:759–784, 2006.
[15] C. Jensen, J. McCammond, and J. Meier. The Euler characteristic of the Whitehead au-
tomorphism group of a free product. Transactions of the American Mathematical Society,
359(6):2577, 2007.
[16] I.J. Leary. On the integral cohomology of wreath products. Journal of Algebra, 198(1):184–
239, 1997.
[17] J. McCammond and J. Meier. The hypertree poset and the l 2-Betti numbers of the motion
group of the trivial link. Mathematische Annalen, 328(4):633–652, 2004.
[18] D. McCullough and A. Miller. Symmetric automorphisms of free products. American Math-
ematical Society, 1996.
[19] G. Mislin and I. Chatterji. Guido’s book of conjectures: a gift to Guido Mislin on the occasion
of his retirement from ETHZ, June 2006. Enseignement mathe´matique, 2008.
[20] R.P. Stanley. Enumerative combinatorics: Volume 2. Cambridge University Press, 2001.
[21] K. Vogtmann. Automorphisms of free groups and outer space. Geometriae Dedicata, 94(1):1–
31, 2002.
