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In recent years, due to advancements of technology, customers are empowered and better 
informed about the market (Prahalad & Ramaswamy, 2004b). Companies better understand 
that the balance of power has shifted and that they are no longer able to create a product and 
dictate the value of it in isolation from customers (Prahalad & Ramaswamy, 2002). Customers 
are now deciding what the value for them will be, through the personal benefits that they gain 
from the purchase. The personalised benefits gained this way are commonly referred to as 
‘value-in-use’ (Payne, Storbacka, & Frow, 2008). 
Companies today are shifting to a new marketing paradigm of co-creation to understand how 
to improve their relationship with customers. The paradigm is characterised by the creation of 
value in coordination with their customers i.e. co-creating value, in order to enhance the 
customers’ value-creation process (Vargo & Lusch, 2004a). By following such a strategy, 
customers feel even more empowered to demand a certain type of value facilitator such as a 
product or service (Fuchs & Schreier, 2011). However, alongside these benefits there are also 
challenges that companies face when co-creating value. 
One such challenge is the requirement for interaction platforms that allow for co-creation to 
occur (Ballantyne, 2004; Ballantyne & Varey, 2006; Lusch & Vargo, 2014). An interactional 
platform is a place or ‘space’ where customers and companies can interact with each other. 
This place can be digital because with current technology, an interactional platform can be a 
technological device that allows customers to interact with other customers through dialogue 
or exchange of information (Ballantyne & Varey, 2006, 2008; Schaffers et al., 2011). This 
challenge paved the way for marketers and business leaders to look for ways to enhance the 
dialogical and informational interactions through innovation and technology.  
Augmented Reality (AR) is a technology that can address the limitations of traditional 
dialogical and informational platforms such as a phone, face-to-face and internet. AR allows 
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for instant interactive elements to be accessible, enabling customers to see digital information 
in real time and to interact with this information as it is overlaid on to the physical world.  
Despite the benefits of AR, some companies are reluctant to invest in the technology because 
many them believe that it is a ‘hyped up’ technological innovation that does not have a high 
rate of return (Woods, 2009). This research proposes that AR can aid in the co-creation process 
by creating interactions and information to ultimately reduce perceived risk, increase perceived 
trust and increase purchase intent. This leads to the overall research question of this study: 
Compared to traditional shopping, what is the effect of co-creation, through exposure to AR, 
on digitally literate and illiterate customers’ perceived risk, perceived trust and intent of 
purchasing high and low involvement products in retail stores? 
The current research, which was undertaken in a large university in Saudi Arabia, was based 
on an experiment that was followed up with a quantitative survey. Respondents were divided 
into four mutually exclusive groups who observed either a high or a low involvement product 
display poster with either exposure to AR (treatment group) or no exposure to AR (control 
group). The survey resulted in 237 usable responses (219 after outliers were removed). Validity 
and reliability were examined and followed up by separate regression analyses, MANCOVA, 
Pearson correlations and mediation bootstrapping. All these techniques were applied through 
the IBM SPSS 22 statistical software. 
The data analyses revealed that 12 out of the 18 hypotheses tested were supported, four were 
partly supported and two were not supported. These results showed that co-creation through 
exposure to AR reduces perceived financial risk for the high-involvement product and reduces 
the perception of physical risk for the low-involvement product. The results also provided 
evidence that exposure to AR increases customer perceived trust and purchase intent. The 
results of this study provide evidence that a) the relationship between exposure to AR and 
perceived risk, b) the relationship between exposure to AR and perceived trust and c) the 
relationship between exposure to AR and purchase intent, were all mediated by the co-creation 
variables of interaction and information. Finally, the findings of this study revealed that the 
relationship between exposure to AR and purchase intent is mediated by perceived trust and 
perceived risk.  
The current research offers five theoretical and four practical contributions. Theoretically, it 
provides evidence that exposure to AR increases interactions and information exchange, which, 
based on the literature discussed in chapter 3, are key co-creation outcomes. The research also 
v 
 
provides evidence that exposure to AR reduces perceived risk through the mediators: 
interactions and information. Additionally, exposure to AR increases perceived trust and 
increases purchase intent and both of these relationships are mediated by co-creation i.e. 
interactions and information. Moreover, the results provide evidence that co-creation through 
exposure to AR increases perceived trust and decreases perceived risk independently of each 
other and that the two variables i.e. perceived risk and perceived trust, decrease and increase, 
respectively, due to the impact of co-creation through exposure to AR and not because of each 
other.  
Practically, this research supports the claims made by previous researchers (e.g. Atorough & 
Donaldson, 2012; Echeverri & Skålén, 2011; Fill, 2009; Gummesson, 1987) who stipulated 
that interactive platforms need to be developed to aid co-creation. This study also provides a 
list of interactive and informational elements that can be used to reduce perceived risk, increase 
perceived trust and increase purchase intent. Additionally, the research provides insights into 
the ways that an organisation may utilise AR technology within their marketing strategy and 
gives recommendations on how organisations may measure the return on investment of AR 
technology. 
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Historically, companies had the autonomous ability to develop, design, produce and market 
products and services with little input or interaction from customers (Prahalad & Ramaswamy, 
2004b). Essentially, the company would design and produce the product or service and market 
it to a specific customer segment. However, due to the impact of technology, customers have 
become empowered, informed and connected (Prahalad & Ramaswamy, 2002). These ‘new’ 
customers challenge the ability of companies to create offerings independently and have given 
rise to the concept of ‘co-creation of value’ (Prahalad & Ramaswamy, 2004a). Co-creation of 
value developed as a concept to contradict the former method of interacting with customers 
through the final product/service in exchange for money and instead looked at interactions as 
inherent throughout the process of purchase and beyond (Gummesson, 1991a; Kambil, Friesen, 
& Sundaram, 1999; Vargo & Lusch, 2004a). Companies following this concept are essentially 
‘facilitating’ rather than ‘creating’ value because it is the customer who defines and creates 
value through the concept of ‘value-in-use’ (Payne et al., 2008). 
The concept of co-creation lies primarily within the service-dominant (S-D) logic of marketing 
(Vargo, Maglio, & Akaka, 2008). This logic argues that customers buy products for the service 
that they can get out of it i.e. the knowledge and skills that they obtain from the product (Vargo 
& Lusch, 2004a). This can also be referred to as ‘value-in-use’ (Vargo & Lusch, 2004a). This 
paradigm is different from the former goods-dominant (G-D) logic, which stressed that 
exchanges are the primary form of value creation and that these exchanges often revolve around 
the exchange of money for goods and services (Vargo & Lusch, 2004a). 
Although the process by which an organisation can co-create is often unclear (Grönroos, 2011), 
interactions, including dialogue and information, are frequently described as being central to 
the co-creation of value concept (Ballantine, 2005; Ballantyne & Varey, 2006; Grönroos & 
Ravald, 2011; Grönroos & Voima, 2012; Prahalad & Ramaswamy, 2004b; Vargo et al., 2008). 
Therefore, a platform that enables interactions is central to co-creation (Ballantyne, 2004; 
Ballantyne & Varey, 2006). However, the problem is the lack of platforms which can facilitate 
interactional co-creation between company and customer (Lusch & Vargo, 2014; Nambisan & 
Baron, 2009; Skaržauskaitė, 2013; Warnke, Weber, & Leitner, 2008). While there might be 
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several options to promote dialogical and informational interactions, one practical way is 
integrating technology with co-creation, to achieve these outcomes. 
Augmented Reality (AR) is a technology that is posited to facilitate interactions, and therefore 
co-creation. AR allows instant interactions to be accessible from a hand-held or wearable 
device by overlaying digital elements on to the physical world. In summary, AR allows 
individuals to access digital information and dialogue instantly by pointing their smartphone 
or looking at an AR ‘trigger’ with their smart glasses. It is expected that AR can be used as a 
co-creation platform that enables customers and organisations to interact and be more informed 
about one another. 
1.2. Research problem  
Because all decisions contain a degree of uncertainty, customers often feel a certain level of 
risk when considering a purchase decision (Rachev, Stoyanov, & Fabozzi, 2011). When faced 
with risk, customers turn to trust for reassurance (Colquitt, LePine, Piccolo, Zapata, & Rich, 
2012). Although trust reduces the feeling of risk (Colquitt et al., 2012), it cannot eliminate it 
(Rachev et al., 2011). Thus, companies need to look for other ways to reduce this perceived 
risk, so they can improve their conversions.  
Within customer decision-making, one area that has attracted much attention is the concept of 
co-creation of value (see e.g. Grönroos, 2011; Grönroos & Voima, 2012; Gummesson & Mele, 
2010; Lusch & Vargo, 2006, 2014; Payne et al., 2008; Prahalad & Ramaswamy, 2002; 
Ramaswamy, 2011; Vargo & Lusch, 2004a, 2004b; Vargo et al., 2008). While it is understood 
that co-creation is required to compete in a market of free-minded, connected, informed and 
empowered customers (Prahalad & Ramaswamy, 2002), it is still not clear how co-creational 
interactions impact decision-making under uncertainty. Additionally, there is a lack of focus 
on the implementation of co-creation within organisations and on the potential role of AR 
technology as a co-creation platform, on customer decision-making. 
This study acknowledges these limitations and summarises the research problem with the 
following question:  
What is the role of co-creation through exposure to AR on customer decision-making?  
Essentially, I posit that exposure to AR enables the development of interactions and 
information which reduces customers’ perceived risk of purchase, increases their perceived 
trust with the product and ultimately increases customers’ attitudes towards the purchase which 
3 
 
acts as a function of purchase intent (see Section 3.4.1 for a detailed discussion on purchase 
attitudes and purchase intentions).  
1.3. Research problem characteristics 
It is commonly accepted that interactions and information are central to co-creation (Ballantine, 
2005; Ballantyne & Varey, 2006; Grönroos & Ravald, 2011; Grönroos & Voima, 2012; 
Prahalad & Ramaswamy, 2004b; Vargo et al., 2008) since interactions enable companies to 
provide information to customers in exchange for customer insights and feedback on their 
company and processes. 
Technology has provided customers and companies with the ability to interact and share 
information with speed and ease. AR technology in particular can potentially facilitate co-
creation within the decision-making process due to the technology’s ability to overlay digital 
information on physical elements, such as products – thereby creating a synergy between the 
physical and digital world. Additionally, AR technology integration allows for real-time 
interaction and informational exchange between customers and companies which may also 
positively impact customer decision-making.  
Customer decision-making is often a complex process due to the underlying psychological, 
social, cultural and behavioural variables that inform the decision (Kotler & Armstrong, 2013). 
Furthermore, customer decision-making is a process that involves a certain degree of 
uncertainty (Rachev et al., 2011). When faced with a purchase scenario, uncertainty in 
decision-making forces the customer to consider the available information and implicitly assess 
the risk of purchasing the product (Bettman, 1973; Johnson & Payne, 1985). This type of 
decision-making is also called bounded rationality, and assumes that customer decisions are 
based on rationality but are limited by their environment e.g. information availability, 
technology and time (Gigerenzer & Selten, 2002; Marwala & Hurwitz, 2017; Sargent, 1993; 
Simon, 1955, 1957). The goal of the marketer in this situation would be to reduce the risk so 
that the customer is more confident in making the purchase decision (Bhukya & Singh, 2015; 
Chen & Chang, 2012; Chu & Li, 2008).  
When assessing risk, there are six risk dimensions i.e. psychological, social, physical, financial, 
performance and time, which may or may not be salient depending on the type of product 
considered, and individual factors (Lim, 2003; Peter & Ryan, 1976). When exposed to AR, 
customers can see autonomous information and interactional features. These features will 
motivate the customer to engage with the environment and information presented (Deci & 
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Ryan, 2011). By engaging with the environment and gaining knowledge through the 
information, the customer will have co-created their own perceived value-in-use of buying the 
product. For example, when exposed to AR, customers may see a 3D model of a smartphone, 
which will help them visualise how the product would fit in their pockets, how easy it would 
be to hold, and how thin or thick the phone is. This information would help the customers 
reduce uncertainty by knowing more about how the product would fit into their lives (value-
in-use) and therefore enables the customer to more accurately perceive the risk of purchase and 
potentially reduce it (Grönroos, 2008b; Vargo & Lusch, 2004a). 
Although reducing risk in a purchase situation will enhance customer decision-making and 
often translate into a purchase decision (Bhukya & Singh, 2015; Chen & Chang, 2012; Chu & 
Li, 2008), trust is another variable that may influence decision-making (Colquitt et al., 2012; 
Roeser, Hillerbrand, Sandin, & Peterson, 2012). By enabling the customer to engage with 
interactive features through an AR application for example, by accessing customer reviews, 
competitor pricing and additional relevant information, the customer has the opportunity to 
develop  feelings of dependency and relationship with the company, which may ultimately lead 
to a greater perception of trust with the company (Bigne & Blesa, 2003; Blesa & Bigné, 2005; 
Garbarino & Johnson, 1999; Mayer, Davis, & Schoorman, 1995). This trust often reduces 
uncertainty (Blau, 2008) and leads to a purchase decision (Ling, Chai, & Piew, 2010; Sultan, 
Urban, Shankar, & Bart, 2003). Therefore, while risk is inherent in decision-making, trust is 
another important variable to consider within customer decision-making (Luhmann, 2000). It 
is important to note that, as purchase intention does not always predict purchase behaviour, 
purchase attitudes are typically used to predict purchase intention in a better way than 
measuring purchase intention directly (Section 3.4.1 provides a detailed discussion on this 
topic). Thus, when discussing purchase intention in this thesis, it is important to note that 
purchase attitudes are measured and form these intentions. 
Further to this, it is important to note that decision-making under uncertainty is different 
between individuals and between different products (Lim, 2003; Peter & Ryan, 1976). In the 
case of AR, it is expected that customers who are more experienced with technology (digitally 
literate (DL)), are generally able to understand AR better than those who are less DL thereby 
reducing uncertainty through the utilisation of this technology. In addition to DL, another 
moderating variable that may influence the relationship between exposure to AR and the 
resulting reduction of risk, is enduring product involvement. As situational involvement i.e., 
the involvement of the customer within the purchase situation is not the focus of this research 
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(see Section 3.5.4.1 for a detailed distinction between enduring and situational involvement), 
the term ‘involvement’ is used in this thesis to refer to enduring involvement. For products that 
are perceived to be riskier and more expensive i.e. having high enduring involvement, exposure 
to AR is expected to reduce risk more than for low involvement products. This happens due to 
the high involvement product decision being more systematic and alternatives more carefully 
evaluated before a purchase  decision is undertaken (Tanner & Raymond, 2011).  
The following diagram (Figure 1.1) illustrates the relationships between the variables discussed 
in this section. The literature review (Chapter 3) provides further discussion on the 
relationships between the variables presented and discusses the hypotheses for this thesis: 
 
Fig. 1.1: Proposed theoretical model 
1.4. Objective of the research 
The purpose of this research was to understand the effect of co-creation through exposure to 
AR technology. More specifically, the research investigated the effect of co-creation through 
exposure to AR on customer perceived risk, perceived trust and purchase intent, while 
considering product involvement and digital literacy as moderating variables. The overall 
research question is: 
Compared to traditional shopping, what is the effect of co-creation, through exposure to AR, 
on digitally literate and illiterate customers’ perceived risk, perceived trust and intent of 
purchasing high and low involvement products in retail stores? 
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1.5. Research sub-questions 
The overall research question was deconstructed into five research sub-questions. Firstly, the 
thesis aims to understand the effect of co-creation through exposure to AR technology on 
customers’ perceived risk. Secondly, the research seeks to investigate the moderating effect of 
product involvement on these risk variables as well as on exposure to AR technology. Thirdly, 
the thesis aims to understand the moderating effect of digital literacy on the relationship 
between exposure to AR and customers’ perceived risk. Fourth, the thesis sought to explore 
how co-creation through exposure to AR impacts customer perceived trust and finally, the 
thesis investigated the effect of exposure to AR on customers’ purchase intent. These five 
research sub-questions are summarised in Table 1.1. 
# Research sub-question 
1 Is there a significant difference in salient perceived risk dimensions between shopping 
when exposed to AR and without exposure to AR? 
2 Is there a significant difference in salient perceived risk dimensions for customers 
exposed to AR when considering a purchase of high involvement products compared to 
exposure to AR when considering the purchase of low involvement products? 
3 Is there a significant difference in salient perceived risk dimensions between 
individuals that have high digital literacy compared to individuals who are low in 
digital literacy? 
4 Is an individual’s level of perceived trust when exposed to AR while shopping 
significantly higher than an individual’s level of perceived trust when not exposed to 
AR while shopping? 
5 Is there a significant difference in purchase intent between customers who are exposed 
to AR while shopping compared to customers not exposed to AR while shopping? 
Table 1.1: Research sub-questions 
The first research sub-question investigates the effect of co-creating through exposure to AR 
on customer perceived risk. The co-creation variables (interactions and information) increase 
because exposure to AR allows customers to see the ways in which AR technology facilitates 
autonomous interactions, and access to more information. This will motivate the customer to 
engage with their environment (e.g. a product advertisement) and increase their perceived level 
of information gained (Deci & Ryan, 2010). Engaging with the environment and perceiving 
higher interactions and more information will help customers reduce product uncertainty and 
likely reduce their overall perceived risk (OPR) of purchase (Gummesson & Mele, 2010; 
Prahalad & Ramaswamy, 2004c). OPR will be measured by examining the six dimensions of 
risk mentioned above as discussed in the literature (Kaplan, Szybillo, & Jacoby, 1974) to 
7 
 
identify which dimensions of risk are significantly correlated with OPR within this study. The 
research then examines the impact of exposure to AR on these risk variables.  
The second research sub-question examines the role of product involvement in moderating the 
relationship between exposure to AR and risk. As customers’ purchase decisions will differ 
between different types of products (Chaudhuri, 2000), it was necessary to control for the type 
of product being considered in the purchase situation. Although there are numerous product 
taxonomies, one of the most commonly used product classification techniques relating to 
perceived risk in consumer decision-making is product involvement (see e.g. Chaudhuri, 2000; 
Dholakia, 1997b, 2001; Hong, 2015; Quester & Lin Lim, 2003). High involvement products 
tend to be riskier and more expensive than low involvement products which are quicker, easier 
and cheaper to obtain and do not require much research to purchase (Tanner & Raymond, 
2011).  
The third research sub-question investigates the role of digital literacy as a moderating variable 
in the relationship between exposure to AR and risk. As AR is a form of technology, it is 
important to consider the individual participants’ level of DL as it could potentially influence 
the participants’ perception of AR technology (Greene, Seung, & Copeland, 2014). As DL is 
associated with the ability to understand and use technology (Ng, 2012), those individuals with 
higher digital literacy are expected to have lower perceived risk after being exposed to AR than 
those who are less digitally literate. 
The fourth research sub-question examines the impact exposure to AR has on customers’ 
perceived trust. Perceived trust is an important variable to measure because it provides a form 
of discriminatory validity as trust cannot exist without risk (Luhman, 2000). Furthermore, the 
open and transparent information and interactions that are formed through exposure to AR 
should also increase perceived trust because the information and interactions will build a 
relationship and cause a dependency between the company and customer to develop 
(Kanagaretnam, Mestelman, Nainar, & Shehata, 2010).   
Finally, the fifth research sub-question investigates the role of exposure to AR, on customer 
purchase intent. When perceived risk is low and/or perceived trust is increased, purchase intent 
is likely to increase due to the lower uncertainty about the product/brand and because of the 
increased confidence that a customer has in the company and product (Bhukya & Singh, 2015; 
Chen & Chang, 2012; Chu & Li, 2008; Hsin Chang & Wen Chen, 2008; Ling et al., 2010; 
Sultan et al., 2003; Tho, Lai, & Yan, 2017). Furthermore, as co-creation facilitates effective 
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interaction and provides more information between customers, family, friends and companies 
(Echeverri & Skålén, 2011; Gummesson & Mele, 2010; Payne et al., 2008; Prahalad & 
Ramaswamy, 2002; Vargo et al., 2008; Vo, 2017), it is expected that the two co-creation 
variables i.e. interaction and information, will also help facilitate customer decision-making 
and directly increase purchase intent.  
1.6 Limitations of scope 
The scope of this thesis lies within the research problem outlined in Section 1.2. Within this 
research problem, there are three considerations that limit the scope of this thesis. Firstly, the 
variety of products used in this thesis is limited to two: one product with low involvement and 
one with high involvement. Potential differences in salient perceived risk dimensions and 
perceived trust between products is the reason for selection of two products in this thesis though 
it also presents a limitation and potential for future work to look at other products and 
taxonomies.  
A second limitation is associated with the chosen methodology. To ensure conformity, 
consistency and internal validity, it is necessary that the treatment, i.e. AR, is the same for all 
participants (Campbell & Stanley, 2015). Therefore, rather than asking participants to interact 
with AR, which will cause the treatment to be different for each participant depending on how 
they use the technology, a common practice is to let participants view a pre-recorded video 
simulating what a person using AR would see (Slangen-de Kort, IJsselsteijn, Kooijman & 
Schuurmans, 2001). The perception of interactions was measured as a manipulation check and 
used to assess whether the video did cause a significant increase in perceptions of interactions, 
as the literature suggests (Section 3.5.5). Section 4.5.2.3 further discusses and justifies the use 
of videos in experimental designs.  
The third and final limitation relates to the location of the experiment. As attitudes and 
behaviours often differ in different geographic locations due to factors such as culture and 
traditions, this thesis focused on one geographic location – Saudi Arabia. A cross-cultural study 
may provide further insights into the role that exposure to AR may have on customer purchase 
decision-making.   
1.7 Research contributions 
Answering the five research sub-questions provided contributions that are presented in Sections 
6.4 and 6.5. In summary, this research made five theoretical and four practical contributions. 
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Firstly, it was found that exposure to AR increases the co-creation variables i.e. perceptions of 
interactions and information which confirms that AR is indeed a co-creation tool.  
Secondly, increasing these co-creation variables reduces the risk dimensions that are most 
closely associated with a particular product. This contribution provides insight about consumer 
decision-making which involves an element of risk/uncertainty and assists in the identification 
and understanding of the risk dimensions that are affected by co-creation and discusses possible 
reasons why.  
Thirdly, the evidence that DL does not moderate the relationship between exposure to AR and 
the reduction in the salient perceived risk dimensions supports the idea that AR technology is 
easy to understand and possibly use. As there are no significant differences between individuals 
that have high DL and those with lower DL, the technology is not perceived to be digitally 
complex.   
Fourth, it is apparent that an increase in perception of co-creation variables i.e. interactions and 
information lead to higher perceived trust. This contribution shows how exposure to AR 
positively impacts perceived trust. It also helps identify that the cause of this increase in 
perceived trust is due to the co-creation aspect of the exposure to AR. This result also suggests 
that it is not reducing risk that causes trust to increase, as originally expected, but rather, it is 
co-creation that independently increases trust and decreases risk. 
Fifth, the co-creation variables that are increased with exposure to AR increases purchase 
intent. Purchase intent is formed through attitudes towards the purchase as it is more likely that 
these attitudes provide a more valid method of predicting purchase behaviour (see Section 3.4.1 
for a detailed discussion) Furthermore, the relationship between exposure to AR and the 
increase in purchase intent is mediated by higher perceived trust and reduced perceived risk. 
This contribution highlights the roles of the perceived risk and perceived trust for purchase 
intent as well as the positive affect of co-creation to the increase of customer purchase intent. 
The final four contributions are practical in nature. Firstly, the potential for AR technology to 
increase purchase intent leads to the conclusion that AR is not just a hype or a trend. This point 
allows marketers and managers to seriously consider the technology within their marketing 
campaigns as a tool that aids in co-creation. Secondly, the research utilised multiple AR 
features and these features may help developers or marketers develop AR applications or 
improve their existing ones. By seeing the impact of customer reviews, videos, 3D models, 
price comparisons, social media interactions and product information on the products used in 
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this research, marketers and managers can utilise the same tools to potentially reach similar 
outcomes to those achieved in this research. Thirdly, the research provided insights into the 
development of a company’s marketing and communication strategy. As the research provided 
evidence that co-creational interactions and information generated through exposure to AR 
reduced perceived risk, increased perceived trust and increased purchase intent, companies that 
have an objective to achieve any of these outcomes may investigate the application of AR 
technology within their marketing communication strategy. Finally, the research illustrated the 
potential benefits of investing in AR technology to aid in gaining a first-mover advantage. 
1.8 Justification for the research 
AR is a potentially disruptive technology that is currently being utilised in many industries 
such as healthcare, engineering, real estate, retail, manufacturing and education (Caudell & 
Mizell, 1992; Narzt et al., 2006; Olsson, Kärkkäinen, Lagerstam, & Ventä-Olkkonen, 2012; 
Shoolapani & Jinka, 2011; Sukaviriya et al., 2003; Tsai, 2013; Van Krevelen & Poelman, 2010; 
Wagner & Schmalstieg, 2009; Weiss, 2013; Zhu, Owen, Li, & Lee, 2004). In 2015, the market 
was worth USD $3.3 billion, but is expected to reach USD $133.78 billion by 2021 (Zion, 
2016). However, many managers do not understand the potential of this technology and assume 
that this technology is only useful for creating hype (Han, Jung, & Gibson, 2013; Woods, 
2009). This research addresses this gap by demonstrating how AR can be used as a tool to 
facilitate co-creation. By providing evidence that exposure to AR achieves co-creation and 
reduces various perceived risk dimensions, while increasing perceived trust to lead to a higher 
purchase intent, this research may help justify the use of such technology to technologically 
inexperienced managers.  
Authors have acknowledged that there is a lack of platforms that can be used to facilitate co-
creation (Atorough & Donaldson, 2012; Echeverri & Skålén, 2011; Fill, 2009; Gummesson, 
1987). These acknowledgements provide an opportunity to assess the role of AR as a co-
creation platform that can be used to create interactions and increase information acquisition. 
Ultimately, these interactions and information are expected to help customers make effective 
decisions and thus improve the company’s bottom line. 
Moreover, understanding the moderating variables (product involvement and DL) and 
mediating effects of co-creation (interaction and information), on the relationship between 
exposure to AR and the dependent variables employed in this research, may provide insights 




To assess the cause and effect of co-creation through exposure to AR, an experimental design 
was employed. An experimental design helps provide insight into cause and effect by 
hypothesising what will occur when one or more factors are manipulated (Campbell & Stanley, 
2015). As it is difficult to control for all variables when participants are exposed to AR, a 
control group that was not exposed to AR was employed.  
Participants were randomly assigned into one of four groups (high involvement-treatment, high 
involvement/control, low involvement-treatment and low involvement-control). The control 
groups saw a poster with either a high involvement product (smartphone) or a low involvement 
product (burger). The treatment groups saw the same poster but with a video that exposes the 
participants to AR technology. A video was employed instead of letting participants use the 
AR technology primarily to ensure that the same treatment is being applied to all participants 
within the treatment groups (see Section 4.5.2.3 for further clarification). In this video, the 
participants saw interactive and informational elements in addition to the poster. The 
experiment is discussed in detail in Section 4.5.  
After the participants were exposed to AR, or after the control group looked at the poster, they 
were given a paper questionnaire asking demographic questions, questions on perceived risk 
relating to purchasing the product, perceived trust, purchase intent, perceived interactions, 
information gained, and additional questions to measure exogenous variables.  
Following this, several data analyses were employed. Specifically: linear regression to 
investigate the risk dimensions associated with overall perceived risk; MANCOVA to 
understand the main and interaction effects of the independent variables and dependent 
variables; mediation analyses to test the influence of interactions and information on the 
relationship between exposure to AR and the dependent variables; and the mediating influence 
of perceived trust and perceived risk on purchase intent. Finally, a correlation analysis was 
utilised to investigate the relationship between perceived trust and perceived risk.  
1.10 Structure of the thesis 
The thesis contains six chapters. Following this introductory chapter, the empirical setting is 
laid out in chapter two. This chapter provides a discussion about AR, examples of AR in use 
and a section on the future of AR. Chapter two also discusses the role and practicality of 
interactions using AR technology. 
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Chapter three provides an in-depth discussion on the extant literature on S-D logic, P-D logic, 
co-creation of value, models of co-creation, risk, trust and purchase intent literature. This 
chapter also introduces and discusses the research hypotheses of this thesis and the theoretical 
framework. 
Chapter four provides the philosophical underpinning of the research and the methodology 
for the research. A discussion of the experiment is presented and justified. This chapter also 
presents the research and the validity and reliability of the survey. Chapter four ends with a 
discussion of the ethical considerations of this study. 
Chapter five follows on to present the data analyses conducted. The chapter presents the 
sample and descriptive statistics for the participants. The results of the regression analysis, 
MANCOVA, mediation analyses and correlations are also presented. The results of the 
hypotheses are then summarised in a table. 
Chapter six discusses the findings of the data analyses. Results are interpreted within the 
context of the theoretical assumptions. Theoretical and practical contributions are then 
presented followed by the limitations and future recommendations for research within the 
scope of this research and beyond. 
1.11 Conclusion 
This foundational chapter introduced the thesis and described and discussed the research 
problem and its characteristics. It then summarised the research question and sub-questions. 
The chapter followed with a section on the research contributions made and presented a 
justification for the research. The methodology was then briefly introduced, structure of the 
thesis presented and limitations to the scope of the thesis were briefly stated. With these 
foundations, the thesis can proceed with a detailed description of the study.  
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2.0. Empirical Setting 
2.1 What is Augmented Reality? 
There is evidence supporting the premise that adding elements of interactivity will allow for 
deeper customer engagement (Ballantine, 2005; Dholakia & Zhao, 2009). This chapter 
describes one example of interactive technology that has been growing in popularity during the 
past two decades.  
Augmented reality (AR) is the incorporation of digital elements into the physical world through 
technology. It enhances the physical world by adding elements such as textual content, URL 
links, video and audio into previously static objects (Vaughan-Nichols, 2009a).  Users of AR 
point a device with a camera e.g. smartphone, tablet or smart glasses, at a particular picture, 
barcode, product or other physical “trigger” to augment that product or 3D space. By doing 
this, the user will view additional elements or information that are overlaid on top of the 
physical product.  The following image (fig 2.1) of an Amsterdam canal shows an example of 
how information can be overlaid on a device: 
 
Fig. 2.1: AR example 
Unlike virtual reality (VR) which fully replaces the physical world, AR augments the existing 




Fig. 2.2: Virtuality Continuum  
The advent of AR technology saw the technology being used in specific situations such as 
pilots’ Heads Up Displays (HUD) and flight / military simulations. Initial application of AR 
was in high risk simulation and was used to test such products and services before they were 
physically used (Kipper & Rampolla, 2012). 
2.2 History of AR 
Initial attempts at developing AR technology began in 1968 when a Harvard University 
computer graphics expert, Ivan Sutherland, invented and researched what was dubbed “the 
sword of Damocles” (fig 2.3). The device consisted of a head mounted display that was so 
heavy it had to be extended downwards from the ceiling. This display was the first attempt at 
creating an AR experience. The user was able to look around and see information that was 
overlaid onto physical objects. More specifically, the user was able to see 2D images in 3D 
(Sutherland, 1968). 
 
Fig. 2.3 the sword of Damocles (Sutherland, 1968) 
During the 1970s and 1980s, additional work was done through the United States of America 
Airforce’s Armstrong Lab, the NASA Ames Research Centre, Massachusetts Institute of 
Technology (MIT) and the University of North Carolina. At the same time, technological 
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advances allowed AR to extend past personalised wearable devices and into the new devices 
that emerged, such as the Sony Walkman, by overlaying music on the physical world) (Van 
Krevelen & Poelman, 2010). These technologies eventually led to wearable displays. 
In the 1990s, personal computers became smaller and mobile enough to be carried around. This 
technological age sparked further developments in AR. One of the early industrial use cases 
was in the manufacturing of a Boeing 747 (Caudell & Mizell, 1992). Initially, the Boeing 
Corporation conducted research in the field and established an experimental AR system that 
helped their workers put together wiring harnesses and drill holes in the correct places by 
placing digital markers which only the people wearing the AR headset were able to see. This 
enabled the workers to know exactly where to drill regardless of the workers’ orientation or 
position. Soon afterwards, Boeing developed a GPS device that provided navigational aid 
(Caudell & Mizell, 1992). 
Today’s increase in the functionality and use of AR is due to the nature and changes in the 
enabling technology. In today’s business world, AR technology is easily accessible through 
powerful handheld devices such as phones and iPods (Butchart, 2011). The improved devices 
and technology have attracted companies to invest resources to develop this industry and link 
physical products with the digital world for the first time. In fact, a 2017 report by the 
International Data Corporation (IDC) stated that AR (and VR) spending was $11.4B USD in 
2017 and is expected to double every year for the foreseeable future (IDC, 2017). 
The main advantage of AR is the ability to engage with the physical world in meaningful and 
beneficial ways (Bulearca & Tamarjan, 2010; Sukaviriya et al., 2003). Therefore, a major 
benefit of the technology is to facilitate interactions (Payne et al., 2008). The next section of 
this chapter will further elaborate on and provide a brief history of interactivity as well as define 
and discuss the ways in which AR technology enables it. 
2.3 Interactivity within AR  
Although there has been much research on interactivity in marketing (see e.g. Alba et al., 1997; 
Fortin, 1997; Gummesson, 1987; Lee, 2005; Webster, 1998), it is a loosely defined term that 
has been changing constantly since the 1950s. At that time, interactivity was the phenomenon 
of reiteration which occurred when an input was entered into the system and, after computation, 
that input would turn into an output. This output would then be used as another input and so on 
(Wiener, 1954). In the early 1990s, as there was limited internet and most individuals were 
limited to offline use of computers, the definition of interactivity developed to include user-
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machine communication. One such definition of interactivity at the time was associated with 
the concept of ‘real-time’ and how users modify the form and content of a certain environment 
e.g. computer software (Steuer, 1992).  
With the rising popularity of the internet, the definition of interactions came to include 
predominantly ‘user to user’ interaction and the ways in which a communicator and user 
respond to each other through dialogue, either as ‘one to one’ or ‘one to many’, by utilising 
various technologies such as teleconferencing and e-mail (Fortin, 1997; Ha & James, 1998).  
In order to successfully interact with a technological system, developers should follow 
guidelines and principles that will make it easier for the human to interact with the complexities 
of new technology (Shneiderman, 2010). The following section discusses this concept. 
2.3.1 Human Computer Interaction (HCI) 
Human-computer interactions is the research stream that looks at how users interact with 
computers (or any other technological device) and how developers design technology in a way 
that makes it easy for users to learn and interact with the technology (Card, Newell, & Moran, 
1983). 
Researchers first used the term human-computer interactions in the 1980s (Card et al., 1983). 
Authors at the time described computer-human interactions as dialogue, i.e. back and forth 
communication between human and machine, similar to dialogue within human-human 
communication. Seeing as the computer has many different uses, dialogue was seen as an 
important facilitator for these different uses and the way in which users interact with the system 
(Card et al., 1983). 
To interact with AR technology, it is advised that developers utilise the theories of human-
computer interactions and focus on making the technology simple and easy to use in order to 
limit the constraints of users who are trying the technology for the first time (Shneiderman, 
2010).   
Within marketing theory, the definition of interactions explained in Section 2.3 can be 
considered as part of the concept of value co-creation in which interactivity and dialogue are 
central (see Section 3.3.5). Through the building of these interaction-based systems, companies 
can add value to customers in the form of mutual interactions that enhance feelings of trust 
(Kanagaretnam et al., 2010), increase purchase intent  (Lee, 2005) and reduce decision-making 
risk (Rachev et al., 2011). This is further discussed in chapter 3.  
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Based on this discussion, it is expected that through exposure to AR, customers have direct and 
instant access to interactive digital elements that can reinforce the choice of purchasing a 
physical product. Through these interactions, customers may feel knowledgeable and confident 
about making a purchase decision. The next section is dedicated to the discussion of the short 
and long-term benefits of AR technology, to companies and customers, to further understand 
the concept. 
2.4 Benefits of AR 
When deciding on a product, customers may experience uncertainty due to a lack of 
information (Kim & Lennon, 2000). This lack of information leads to a higher perceived risk 
of purchase (Mourali, Laroche, & Pons, 2005). AR may help customers gain enhanced 
information which is overlaid on the physical object. AR may also help customers interact with 
products and other individuals e.g. friends, family and salespeople. Parthasarathy and Forlani 
(2010) suggest that this will “likely form realistic expectations of the product's actual 
capabilities [and] hence this person is more likely to find his/her expectations confirmed (or 
positively disconfirmed), leading to higher levels of satisfaction” (Parthasarathy & Forlani, 
2010, p. 1140). Moreover, the enhanced digital information and interactions are expected to 
reduce the perceived risk of purchase (Kwon, Paek, & Arzeni, 1991). 
Furthermore, AR can also be used to support a company’s differentiation strategy, whereby a 
company aims to profit from the positive differences between the company’s products and 
those of its competitors (Porter, 2008). To promote the difference in the product and aid in the 
building of brand equity (Hill, 1988), companies need to communicate the difference 
effectively to their customers (Grant, 2010). AR allows customers the ability to see the 
differences between products by enabling them access to additional information and 
interactions in any form that the developer considers appropriate such as product reviews, price 
comparisons or 3D models of the product such as the case in IKEA (see Section 2.5.1). It also 
provides customers the ability to communicate the difference of products e.g. to other family 
members or friends. 
In addition to highlighting differences in products, companies may also increase sales through 
the utilisation of AR. By giving customers the option to see how a product functions in the 
store before making a purchase, the customer may reduce cognitive dissonance (CD). CD is 
the psychological state that occurs when two cognitions, or pieces of knowledge, are believed 
to be inconsistent with each other and therefore create a feeling of discomfort (Festinger, 1962). 
When an individual feels a level of CD, they will seek ways to reduce the discomfort by 
18 
 
discounting the discrepancy either through a change in their behaviour or attitudes. For 
example, if an individual cannot return a product that does not perform according to their 
expectations, he or she cannot change their past behaviour, but they can change their perception 
of the product. This could be achieved by adopting a new belief that the product they purchased 
was not good for them in the first place. Through changing the initial attitude, one could reduce 
the level of discomfort felt (Blythe, 2006; Festinger, 1962).  
An individual who feels that their personal expectations have not been met by the performance 
of the product that they purchased, will face an overwhelming feeling of discomfort (Anderson, 
1973). By providing customers with the ability to visualise and virtually try the product through 
AR, it can be assumed that they will better know how it looks and are more likely to choose 
products that fall within their expectations.  
In addition to the benefits associated with expectations, the interactions and additional 
information generated through AR may also increase purchase intent. Studies have shown that 
product simulations allow customers to accurately identify the benefits and value of a product 
leading to a reduction of risk and increase in purchase intent (Bower, Saadat, & Whitten, 2003; 
Klein, 1998). 
Although testing the effect of AR on CD and other behavioural outcomes has been considered, 
the longitudinal requirements needed to assess these outcomes under the theories of satisfaction 
and brand equity render them beyond the scope of this thesis. 
Further to this discussion, the next section outlines some of the benefits and use cases of AR 
in retail environments to further understand the potential value of this technology. 
2.5 AR in retail 
There are many cases where organisations are testing ways to incorporate AR technology 
within their products or advertisements. Some examples of AR in retail include: IKEA, ITIA, 
Blippar, L’Oréal, SONY and Audi. These examples are the focus of this section which 
discusses the benefits of AR in the retail environment. 
2.5.1 Benefits of AR in retail 
In the retail sector, there is a trend of customers choosing to purchase some product categories 
predominantly online rather than in retail stores e.g. air tickets (Morrisonn, Jing, O'Leary, & 
Cai, 2001) and software (Cai & Xu, 2007). There are many reasons for this shift: for example 
products not needing personal inspection prior to purchase, the benefits of convenience, the 
range of products available and lower prices (Forgas, Palau, Sánchez, & Huertas-García, 2012). 
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Traditional retail is not fully disappearing, however, since the majority of larger and more 
expensive products such as furniture and vehicles are still purchased in-store as well as smaller, 
everyday consumer goods e.g. groceries. These are predominantly purchased in the retail store 
for the purpose of preparing an immediate meal or to get the fresh produce themselves (Kacen, 
Hess, & Chiang, 2013; Morrisonn et al., 2001).   
Researchers have realised that positive product reviews influence customer behaviour 
(Chevalier & Mayzlin, 2006; Senecal & Nantel, 2004; Vermeulen & Seegers, 2009) and affect 
future sales positively (Duan, Gu, & Whinston, 2008; Godes & Mayzlin, 2004; Liu, 2006). One 
of the reasons for this positive relationship lies with the risks that the customer expects when 
making a purchase decision (Shimp & Bearden, 1982; White & Truly, 1989). Companies can 
reduce decision-making risk by utilising technology to show product reviews and comparison 
of prices (Olsson & Salo, 2011). IBM demonstrated the use of the AR technology in retail 
through a shopping application that allowed customers to see additional information and 
product reviews about products by pointing their smartphone at that physical product (Ho, 
Jones, King, Murray, & Spence, 2013). 
Another function of AR in retail is to allow the customer to try the product as if they own it, or 
to "put the product in the hand of the users" (Woods, 2009, p. 37).  This enables the customer 
to spend more time viewing and interacting with the product, and ultimately leads to a purchase 
decision (Owyang, 2010). 
Because AR can aid in the visualisation process and put the product in the ‘hands’ of the 
customer virtually, the customer can use a wider range of senses than if they were to shop 
traditionally, i.e. without the use of AR, and also if they were to shop online (see Table 2.1). 
The wider range of senses creates an immersive shopping experience which is also often 








Sensors Shopping in retail 
stores without AR 
Shopping in retail 
stores with AR 
Shopping online 
Eyes – viewing the 
product 
Limited to what the 
retailer wants the 
customer to see 
Full details  Limited to 
pictures and 
video 
Ears – hearing  Full senses Full senses Full senses 
Mouth - taste Full taste Full taste None 
Nose - smell Full smell Full smell None 
Hands - touch Full touch Full touch None 
Table 2.1: Customer – product interaction through different mediums 
2.5.2 Use cases of AR in retail 
One example of the use of AR in retail is to help the customer see how the product fits within 
their home. IKEA is an example of such a company that has used AR as a marketing tool in 
their catalogue. By acknowledging the importance of AR, especially in an industry that requires 
the customer to visualise how furniture would look in their living room, IKEA designed an 
application aimed at customers who wanted to see how the product would look and whether 
this particular product would fit within their homes. Using a tablet or smartphone, the customer 
scans a barcode for a product or selects a product that they want to visualise, from the online 
catalogue. The customer then scans their own room to generate 3D data points that allow them 
to insert the product (digitally) within their personal design at home to see how this product 
fits e.g. how a sofa would look and fit within their living room. 
 
Fig. 2.4: IKEA AR example 
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IKEA’s AR marketing campaign outlined the importance of AR technology. A quick search 
about IKEA’s AR application reveals favourable discussions about the campaign suggesting 
that it had successfully initiated word of mouth and dialogue. Further proof of the success of 
the IKEA AR campaign is in their 2014-2018 catalogues which featured even more products 
including the ability to see inside cabinets, watch videos of the product, and see additional 
photos or information about the product by pointing a device at the product of choice. In 
September 2017, IKEA went even further and developed “IKEA Place”, an application that 
lets customers design rooms in their homes to see how IKEA products fit and look in their own 
homes (Bell, 2017).  
One of the reasons why  IKEA’s AR catalogues are successful is  due to the fact that in 2013, 
14% of IKEA’s customers tend to buy the wrong size or look of the product for their homes 
(Ridden, 2013). Since these statistics, there were no new figures, but it is assumed that IKEA 
can cut that number down by giving customers the ability to visualise products before they 
purchase them.  
Another example where AR is used is in automobile showrooms. Through AR, customers can 
augment the Audi’s A3 HK, Mercedes A-Klasse Zubehor and Kia Optima in the showroom 
through applications that show the different variety of colours on their smartphone (Schiller, 
2009). This allows the companies to keep only one vehicle from each model and therefore 
presumably reduces costs associated with space and display vehicle wear and tear. 
Furthermore, when customers can physically see the product and colour combination before 
they decide on a purchase, they can potentially reduce the chance of developing post-purchase 
dissonance as they will likely purchase the product that fits within their expectations (Blythe, 
2006) In addition to these applications, Audi has also created an AR user manual that overlays 
digital information about different components in the car explaining what they do and how they 
work (Weiss, 2013). 
Another example of AR use-cases in retail is Cisco’s virtual changing room. A mirror with AR 
technology is placed in a department / clothing store. The customer picks whatever s/he wants 
to try on but instead of physically going into the changing room and trying the product to see 
how it looks, customers can put the product in front of the mirror and the mirror displays how 
the item would look on them (Bodhani, 2012; Lau, Lau, & Kan, 2013).  
A fourth example of creating value for the customer using AR is through a company called 
ITIA-CNR in Milan. The company created a special sock that, when worn, shows the users’ 
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feet dimensions and information about the way they walk to suggest an appropriate shoe for 
them. This allows customers to rapidly choose a shoe that is perfect for the size or shape of 
their feet. The results of a study on the effects of the sock found that the customers’ satisfaction 
and willingness to purchase products from the store was much higher than before this AR 
application was implemented (Viganò, Greci, Mottura, & Sacco, 2011).  
L'Oréal has also used AR similar to Cisco’s virtual changing room, for its makeup products. 
Through L’Oréal’s Makeup Genius application, customers can try L'Oréal products virtually 
and share them on social media or with others to get their input. In 2016, after 20 million people 
downloaded the application, the company entered into an exclusive license agreement with its 
AR partner Image Metrics to bolster its AR functionality (Team, 2016). Sephora, Charlotte 
Tilbury and Rimmel have followed the example set by L'Oréal by launching their own cosmetic 
and beauty AR applications (Arthur, 2017). 
Numerous other examples of AR in retail include SONY enabling individuals to virtually place 
TV’s in their rooms to find the correct style and size. Additionally, Wayfair and Anthropologie 
have launched applications which are similar to IKEA’s furniture placement application and 
Topology Eyewear allows customers to try on eyewear virtually.  
Furthermore, Google and Apple are both vying for a share in the AR market by developing 
their own AR applications. Google’s Lens application allows customers to see product 
information. For example, the application may allow customers in a supermarket to select 
certain criteria, for example, organic foods only, then only those foods are shown in the screen 
while the other food items are  blurred out or taken out of focus (Goldstein, 2017). Apple’s 
ARKit allows developers to develop applications that provide in-store benefits to customers 
such as product reviews and product information (Goldstein, 2017). 
Augmented reality was recognised as one of the top 10 most disruptive technologies for this 
decade (Nielsen, 2014). Based on the retail use cases discussed, it is evident that companies 
are creatively using AR for many different uses that all have a similar purpose: to create value 
for the customer and therefore the company (Vargo & Lusch, 2004a; Vargo, Lusch, & Morgan, 
2006). A study surveyed customers on the perceived impact of AR in retail and the results 
revealed that the technology will revolutionise the way communication and retailing is done 
(Nielsen, 2014).  
One criticism of AR in retail is that the hype or 'wow' factor is the only benefit of the technology 
(Woods, 2009) and that long-term organisational or brand benefits cannot be achieved through 
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the technology (Bulearca & Tamarjan, 2010). This research will investigate the impact of AR 
on variables that assess the benefits of the technology i.e. customer perceived risk, perceived 
trust and purchase intent.  
2.5.3 AR in print advertising 
Through AR technologies, marketers can add interactive elements to previously non-
interactive print advertisements. With AR applications such as Blippar, users are able to point 
their phone / tablet’s camera at a printed advertisement to transform the printed advertisement 
into a dynamic ad or to show a predefined interactivity element. This transformation is expected 
to increase the amount of time a user spends looking at and interacting with the advertisement 
and therefore increase the value of the advertisement, and thus improve profitability (Singh & 
Singh, 2013). In addition, the ad may be more memorable to the customer since the customer 
interacts with the pre-programmed application that brings the advertisement to life. An example 
of a company that has used this is Coca Cola. The company used Blippar to get users to interact 
with a poster advertisement that, when augmented, showed a jukebox which the user can use 
to listen to three pre-programmed songs.  
Mini has also entered the field of AR with their printed advert used in a German automotive 
magazine. When the user points the webcam or device capable of triggering the advertisement, 
they will see a 3D model of the car or a video showing the car in motion. 
2.6 Future of AR 
Although AR technology has been around for a long time (Sutherland, 1968), it originally 
required special hardware that were large, slow and caused customers to feel socially awkward 
when using them (Edwards, 2013).  
More recently, smartphones have diffused into society and technological advances have made 
the smartphones faster and more powerful. Through these smartphones, more individuals have 
access to AR technology. The increased number of individuals that have access to AR has 
caused more companies to create AR content (Woods, 2009).  
Companies today are trying to predict the next step in the development of AR. Practitioners 
and businesses argue that one of the limitations of AR is that it is not practical for users to point 
a device at a product or picture (Wagner & Schmalstieg, 2009). To overcome this limitation, 
some practitioners have argued that users should have AR technology activation devices on 
their body (Barfield, 2015). Companies are therefore creating wearable AR devices such as 
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META, Microsoft’s Hololens, Sony SmartEyeGlass, and Vuzix Blade AR. All these devices 
imitate fashionable eyewear and include a screen which replaces the lens.   
Through these glasses, customers will always have access to information and interactive 
elements such as product prices and comparisons, location-based information e.g. local deals, 
offers and GPS directions. 
With these benefits, there are also limitations, the main one being privacy (Hong, 2013). Due 
to the nature of the eyewear, it is difficult to control what pictures are taken and what 
information is shown. Consequently, there has been an outcry from cinemas and bars saying 
they will ban them (Corcoran, 2014). 
Another limitation is social awkwardness (Newman, Ingram, & Hopper, 2001). Having to point 
a mobile device or wearing awkward looking glasses can create social discomfort for people. 
However, with the increased number of wearable devices that mimic fashionable eyewear, it is 
becoming more socially accepted (Carmigniani, 2011). 
From AR user perspectives, there are technical challenges that limit the diffusion of AR. 
Disconnects, lag and standardisation are among the most significant limitations (Dewangan, 
2013; Hayes, 2010; Papagiannakis, Singh, & Magnenat‐Thalmann, 2008). However, there are 
also other technical aspects such as the quantity of AR content being too small to cause a 
widespread diffusion (Dewangan, 2013). However, the amount of content created has only 
been increasing since that report. 
With AR glasses and other smart glasses making their way to market, marketers and experts 
believe that this will change the entire industry and that managers and strategic analysts should 
expect this technology to disrupt many of the traditional business models – especially in 
advertising and marketing (Bonetti, Warnaby, & Quinn, 2018; Yuen, Yaoyuneyong, & 
Johnson, 2011). 
2.8 Summary 
In this Empirical Setting chapter, AR has been discussed as a potential catalyst for 
organisational growth through differentiation in this competitive business age. AR has been 
defined as the technology that allows for the diffusion of the physical and virtual world and 
allows organisations to tap into the technology market and attract stakeholders through the 
various benefits of the technology (Vaughan-Nichols, 2009b).  
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To analyse the impact of AR technology on marketing outcomes, the next chapter will discuss 
the evolution of marketing and how co-creating through AR technology may impact customer 




3.0 Literature review 
3.1 Introduction 
Following the discussion of AR in chapter 2, this literature review chapter provides a critical 
review of the shift from the product dominant (P-D) to the service dominant (S-D) logic of 
marketing. Specifically, this chapter looks at how customer decision-making has evolved since 
the advent of the marketing discipline, where marketing was focused solely on transaction-
based relationships, to the current service-dominant view of marketing where customers create 
value for themselves by co-creating with the organisation. The chapter follows with a synthesis 
of models for co-creation and results in the understanding that, for customers to co-create, they 
would need to perceive interactions and share information with the organisation. Next, the 
chapter discusses the prospect of AR as a tool that enables co-creation by increasing 
perceptions of interactions and information. It then reviews the concepts of perceived risk, 
perceived trust and purchase intent and the role of these concepts within customer decision-
making. It follows with a discussion on the impact of exposure to AR on these consumer 
behaviour variables i.e. risk, trust and purchase intent. The chapter continues with a discussion 
on the role of product involvement and digital literacy as moderating the relationship between 
exposure to AR and perceived risk as well as the role of perceived interactions and information 
as mediating the relationship between exposure to AR and perceived risk. Finally, a theoretical 
model which integrates the major concepts is presented and applied as a base for the research 
methodology presented in the next chapter.  
3.2 Evolution of marketing 
Marketing, as a discipline, was initially associated with manufacturing (Nystrom, 1915; Weld, 
1916) and facilitating the purchase of goods (Cherington, 1920; Weld, 1916). A marketers’ job 
was to sell products and commodities (Copeland, 1920) for what they are, and not what they 
could do for the customer (Vargo & Lusch, 2004a). Products and commodities were seen as 
having value within them i.e. embedded value. The role of the organisation was to produce 
faster and at a higher quality (McKitterick, 1957). 
Up until the 1940s, organisations focused on lean management strategies that reduced input 
and increased output. After the second world war, marketers became more knowledgeable 
about the methods of market research as well as the benefits of it (McKitterick, 1957).  
Organisations’ focus on research found new ways to improve products such as manufacturing 
chemicals through petroleum refining, electronic manufacturing, and cheap alloys that 
competed with traditional metals. In addition to the increasing focus on research, wages and 
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the demand for products and services increased drastically (McKitterick, 1957). Many new 
products were produced to meet this increasing demand and that ultimately led to the marketing 
orientation (McKitterick, 1957). Under this orientation, organisations recognised that a focus 
on customers and the way they make decisions, is better than only producing cheaper products  
(Kotler & Armstrong, 2013).  
The introduction of the marketing orientation led the marketing discipline to become 
distinguished from economics through the focus on the customer (Drucker, 1954; Levitt, 1960; 
McKitterick, 1957). However, various marketers such as Kotler (1972), stated that the purpose 
of marketing management is to reach the institutional objectives "in light of the expected 
behaviour of non-controllable demand variables" (Kotler, 1972, p. 42). This statement 
indicated that marketers and practitioners thought of consumers as a variable which can be 
controlled by the company, and thus still tagged the marketing discipline under the ‘economics’ 
label (Hastings, Angus, & Bryant, 2011).  
During this period of time, the whole premise of marketing was based around marketing 
tangible, packaged, consumer goods (Gummesson, 1987). Marketing services was not 
considered as noteworthy or distinct from marketing physical products (Grönroos, 1982). This 
was likely due to the nature of the industry, which was predominantly manufacturing-based, 
up to and during the second world war (Buera & Kaboski, 2012). The joint focus on products 
and manufacturing led to the creation of the marketing mix framework which helped marketers 
assess their marketing strategy by following ‘4 P’s’ i.e. product, price, promotion and place 
(Gummesson, 1987).  
3.2.1 The shift to the service economy 
In the late 70s and 80s, as technology increased, productivity and outsourcing became 
profitable, the manufacturing economy transformed into the service economy (Kim, 2006). 
Marketing literature began discussing service marketing as a sub-discipline that is distinct from 
goods-based marketing (Shostack, 1977). Soon after, calls for the marketing mix to be extended 
resulted in numerous extensions of the marketing mix model, one of the most notable being the 
‘7 P’s’ model which added process, people and physical evidence to the original 4 p’s model 
for the intent of making the model more service-oriented (Booms & Bitner, 1981).  
During the following decade, service marketers continued to argue that service marketing 
should be a distinct field on its own (Grönroos, 1978, 1982; Gummesson, 1979, 1991b). The 
main reason for this distinction was that customer preferences and decisions were not 
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influenced solely by the marketing department but also through interactions with employees 
and systems which were not under the control of the marketing department. Customers had a 
'participating' role in the organisation by actively taking part in value-creating activities such 
as personalised travel plans, purchasing, assembling and delivering products unaided, and 
providing companies with insight on new product development. The process by which the 
customer engages in the organisational value-chain is also called 'co-production’ (Grönroos, 
1978; Gummesson, 1979; Lehtinen, 1983).  
Co-producing value with customers represents a sharing of power with customers, where the 
customer is partly or fully involved in personalising their unique value before the purchase of 
the product i.e. during their decision-making process (Etgar, 2009). However, it is important 
to note that co-production is not the same as co-creation (discussed in Section 3.2.3), as the 
former is not associated with the customers creating their own perception of value from the 
product i.e. value-in-use. Rather, co-production is associated with the production of physical 
products e.g. new product development, and customising the product within parameters defined 
by the organisation e.g. a customer may choose a colour from a pre-defined list (Etgar, 2009).  
Co-production of value led customer engagement and decision-making away from the 
understanding of a customer as a rational decision-maker to one that is rational and emotional 
(Holbrook & Hirschman, 1982). The objective of the customer was understood as the 
achievement of pleasurable experiences in addition to owning a functional product (Holbrook, 
2006; Holbrook & Hirschman, 1982; Pine & Gilmore, 1999; Schmitt, 1999). This logic became 
known as experiential marketing (Holbrook & Hirschman, 1982; Schmitt, 1999) and provided 
further insights into the modern understanding of customer decision-making. 
3.2.2 Experiential marketing 
Another move towards understanding customer decision-making came about in the late 1990s, 
where Pine and Gilmore’s seminal book “The Experience Economy” (1999) discussed the 
concept of experiences in marketing. It stated that experiences are economic offerings and that 
the economy, which was once agrarian or commodity-based, followed subsequently by the 
industrial or goods-based economy, then by the service economy, is now moving towards an 
experience-based economy (Pine & Gilmore, 1999). The experience-based economy is one 
where value of consumption is based on fantasy, multisensory and emotional aspects of the 
product  (Hirschman & Holbrook, 1992). This shift to the experience economy came about due 
to globalisation, economic slowdown and immense competition (Khan & Rahman, 2014; 
Kowalkowski, Windahl, Kindström, & Gebauer, 2015). Experiential marketing led to the 
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understanding that customers are more likely to undertake a purchase decision if the retail store 
differentiated their store environment by allowing customers to collaboratively produce (co-
produce) the product with the organisation, for example, customers customising their own 
products (Pine & Gilmore, 1999; Schmitt, 2003).  
Due to the benefits of experiential marketing on customers’ decision-making, creating a 
superior customer experience is one of the major objectives of retailers today (Verhoef et al., 
2009). Customer experience is underpinned by the idea that customer satisfaction depends on 
the interactions (or touch points) between the organisation and the customer within a retail 
space e.g. a customer who is visiting a Starbucks coffee shop is not visiting only for the product, 
but rather for the experience of sitting in a comfortable chair or reading a book (Schmitt, 1999). 
Therefore, the definition of experiences within the context of experiential marketing is the 
“internal and subjective response customers have to any direct or indirect contact with a 
company” (Meyer & Schwager, 2007, p. 118). 
Building on this definition, experiential marketing results when the organisation provides the 
elements such as infrastructure and platforms required for the customer to sense, feel, think, 
act and relate to an organisation through an experience that is staged by the organisation (Berry, 
Carbone, & Haeckel, 2002). Within this experience, all communication and experiential 
touchpoints are created and maintained by the organisation. The customer cannot customise 
their own personal experience but can only decide whether to engage in the experience or not 
(Pine & Gilmore, 1999).   
The introduction of the experience economy concept was a major motivation for the 'Customer 
Experience Management (CEM)' movement, or the process of understanding and tracking 
customer experiences (Schmitt, 2003). Under experiential marketing, organisations need to 
‘stage’ experiences so they can create value for customers and aid in the purchase decision 
(Pine & Gilmore, 1999). For this to happen, organisations need to collect data about customer 
insights, perceptions and attitudes to ensure that the customer feels satisfied with the experience 
and that the experience is not only a vision, or myopia, created from management without the 
customer in mind (Schmitt, 1999). Through these insights, organisations can create a multi-
sensory experience that fits the customers’ expectations and support the customer decision-
making process (Schmitt, 1999). 
With the ultimate goal of experiential marketing being to provide value for customers to help 
them make a purchase decision, thereby capturing value in return (Helkkula & Kelleher, 2010), 
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it is vital that the concept of ‘value’ is discussed. The next section is dedicated to the discussion 
of this concept. 
3.2.3 Value and co-creation of value 
Value is an "ill-defined and elusive concept of service marketing" (Grönroos & Voima, 2012, 
p. 4). Attempts at defining it include describing value as the discrepancy between benefits and 
costs (Day & Fahey, 1990; Woodruff & Gardial, 1996; Zeithaml, 1988), the ability of a product 
to meet expectations (Gutman, 1982; Zeithaml, 1988), or value is used in the context of 
experiences (Helkkula & Kelleher, 2010). While there have been many definitions, the 
consensus is that value increases the customers' well-being (Grönroos, 2008b; Nordin, 
Kindström, Kowalkowski, & Rehme, 2011; Vargo et al., 2008).  
There have been considerable studies on the role of value in consumer behaviour and decision-
making. Researchers have understood that value increases customers’ peace of mind 
(Woodruff, 1997), makes customers' life easier (Miller, Eisenstat, & Foote, 2002), solves 
customers' problems (Sawhney, 2006), allows customers to gain more than they lost (Sawhney, 
2006; Wilkinson, Dainty, Neely, Brax, & Jonsson, 2009), satisfies customers’ needs (Tuli, 
Kohli, & Bharadwaj, 2007) and relieves the customers’ feelings of responsibility (Normann & 
Ramirez, 1993; Strandvik, Holmlund, & Edvardsson, 2012).  
Throughout the conceptualisation of value and attempts at describing its importance, several 
researchers discussed the prospect of value in the context of service dominant (S-D) logic. S-
D logic is the idea that all products provide personalised services in the form of product benefits 
and all products are viewed in terms of an exchange of services, for example, an automobile 
provides the service of getting somewhere quickly. Thus, when an organisation provides a 
customer the service of using an automobile, the customer will provide the company not only 
with economic benefits but also with insights and feedback about the automobile, which is 
beneficial for the organisation  (Lusch & Vargo, 2014). One integral point of this S-D logic is 
the value-in-use concept which is the idea that value is created not only at the purchase stage 
but developed during ongoing processes inherent in the experiences, interactions, rationale and 
the ability of customers to extract value from the product (Grönroos & Voima, 2012; Prahalad 
& Ramaswamy, 2004a).  
An additional important aspect of value-in-use is that value is created over time through the 
customers' usage of the product (Helkkula & Kelleher, 2010; Sawhney, 2006; Strandvik et al., 
2012; Tuli et al., 2007). This means that customers look beyond simply performance and 
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financial benefits but also consider the emotional, social, environmental and ethical factors of 
a product (Barnes, 2003; Norman & MacDonald, 2004). These elements are all part of 
experiential marketing which became an integral part of value-in-use (Echeverri & Skålén, 
2011; Holbrook, 2006), S-D logic (Grönroos, 2006, 2008b; Holbrook, 1994; Lusch & Vargo, 
2006; Normann & Ramirez, 1993; Ravald & Grönroos, 1996; Vandermerwe, 1996; Vargo & 
Lusch, 2004a, 2006; Woodruff & Gardial, 1996), and the customisable nature of all products 
(Voima, Heinonen, & Strandvik, 2010).  
Another key component of S-D logic is the concept of ‘co-creation of value’ (Grönroos, 2011), 
which is "the joint creation of value by the company and the customer; allowing the customer 
to co-construct the service experience to suit their context” (Prahalad & Ramaswamy, 2004c, 
p. 8). Co-creation is associated with the concept of ‘personalised experience’ which is the idea 
that customers have unique experiences and their perception of value will ultimately depend 
on what the product will do for them personally (Payne et al., 2008). For example, a customer 
who buys a smartphone may use all the features or none of the features – the number of features 
used is not important but rather which features the customer values. 
The co-creation of value concept built on the earlier theory of co-production which looked at 
the customer as having a participating role in the offering (Vargo & Lusch, 2006). This role 
“can occur through shared inventiveness, co-design, or shared production of related goods, and 
can occur with customers and any other partners in the value network” (Lusch & Vargo, 2006, 
p. 284). An example of co-production is when a customer fills their own gas tank, instead of 
getting it filled for them, or provides design recommendations for new product packaging. This 
is different from co-creation whereby the customer becomes involved in the developing of their 
own unique experiences and value, for example, when the customer can perceive the value they 
will gain from filling their own gas tank (Carù & Cova, 2003, 2007; Prahalad & Ramaswamy, 
2004b, 2013). Prahalad and Ramaswamy (2013) best describe this shift in the quote: "early 
experimenters are moving away from the old industry model that sees value as created from 
good and services to a new model where value is created by experiences" (Prahalad & 
Ramaswamy, 2013, p. 117).  
Co-creation of value is different from experiential marketing as experiences described by Pine 
and Gilmore (1999) were criticised to be business-driven, one-sided and superficial and 
therefore not sufficient enough for modern and empowered customers (Boswijk, Thijssen, & 
Peelen, 2007). The concept of co-creation overcame this limitation by stating that experiences 
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are derived from interactions. These interactions are encouraged through organisationally 
developed engagement platforms which promote ongoing interaction and communication 
between the customer, other stakeholders, and the organisation (Ramaswamy, 2011; 
Ramaswamy & Gouillart, 2010; Venkatesh, 1999).  
In 2007, an attempt to clarify the differences between creating value through experiences and 
the concept of 'staging experiences' came through a book published by Carù and Cova called 
“Consuming Experience” (Carù & Cova, 2007). There, the authors identified a continuum of 
experiences. On one extreme is a P-D logic view of experiences where experiences are created 
individually by the customer, with the only interaction between company and customer being 
the transactional exchange and on the other extreme is the S-D logic view of experiences where 
holistic, full-depth experiences are mutually created by the customer and the organisation i.e. 
co-creation. This was discussed by Pine and Gilmore (1999); Prahalad and Ramaswamy 
(2004b) and reinforced by Vargo and Lusch’s seminal work (Vargo & Lusch, 2004a). 
To further understand the concept of co-creation of value, the next section will discuss the shift 
from P-D to S-D logic. It will highlight the characteristics and foundations of the shift as well 
as the role of co-creation of value within S-D logic. 
3.2.4: Foundations of S-D logic 
Based on the discussion in the previous section, practitioners have understood that companies 
need to shift away from thinking of a product as a form of value creation but rather as a value 
facilitator (Gummesson, 1995). P-D logic is commonly attributed to the traditional way 
businesses operated. This is where a business offered a value proposition e.g. a smartphone, 
and the customer then decided to either purchase the product or not (Vargo & Lusch, 2004a). 
Value transferred in this case from the company to the customer in the form of a product i.e. 
the smartphone; and value was transferred from the customer to the organisation in the form of 
currency. Value created this way was called 'value-in-exchange' (Vargo & Lusch, 2004a; Vargo 
et al., 2008). Companies who followed this logic had a short-term marketing outlook (Sheth & 
Uslay, 2007), which was guided by the marketing mix framework i.e. product, price, place and 
promotion (Ballantyne & Varey, 2008).  
By the late 1990s, many researchers were criticising the P-D logic. Day and Montgomery 
(1999) suggested that the four P’s of marketing were merely a framework and criticised it for 
its “lack of usefulness and validity” (Day & Montgomery, 1999, p. 3). Achrol and Kotler (1999) 
reiterated the idea that a marketing shift is “not very far over the horizon” (Achrol & Kotler, 
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1999, p. 162). Furthermore, Parvatiyar and Sheth (2000) discussed how companies need to 
consider the long-term relationships that they have with the customers, instead of only relying 
on P-D logic, or value-in-exchange transactions (Parvatiyar & Sheth, 2000, p. 140). Vargo and 
Lusch reiterated the idea of evolving to a new marketing logic more towards the S-D logic 
which the authors described in 10 foundational premises (FPs) (Vargo & Lusch, 2004a, 2008). 
3.2.4.1 Value in use within S-D logic 
The main criticism of the traditional view on exchange (P-D logic) was the fact that 
organisations ignored the importance of 'value-in-use'. Contrary to value-in-exchange, value-
in-use is associated with long-term performance orientation for marketers (Grönroos, 2008b). 
Under this paradigm, value is created not only through the exchange of a product e.g. a smart 
phone, but also when the customer uses many or all of the phone’s features, shows off their 
stylish gadget in front of their friends, or simply feels a sense of self-esteem through owning 
the phone. In other words, value-in-use created through the S-D logic considers that value is 
not only created through company to customer exchanges e.g. smartphone for money, but also 
through the way customers use the product after they purchase it.  
While S-D logic contends that all products facilitate service (Vargo & Lusch, 2006),  
historically, service marketing seemed such a different concept from goods-based marketing. 
As a result it has become a niche area of research and therefore unique (Vargo & Lusch, 2004b). 
Service marketers emphasised the differences between services and goods and stated that the 
P-D logic view of marketing may impact attempts at understanding marketing in general 
(Moorman & Rust, 1999). This suggested that even at this time there was a need to understand 
that products should not be sold simply for their transactional value or 'value-in-exchange' but 
that companies must also consider their 'value-in-use' (Grönroos, 2006, 2008b; Holbrook, 
1994; Lusch & Vargo, 2006; Normann & Ramirez, 1993; Ravald & Grönroos, 1996; 
Vandermerwe, 1996; Vargo & Lusch, 2004a, 2006; Woodruff & Gardial, 1996).  
In summary, under the S-D logic, customer decision-making depends on the products’ 
perceived value-in-use being realised by the customer through co-creation.  
3.2.4.2 Applications of S-D logic and co-creation 
Authors who applied S-D logic and co-creation found that the concepts are a positive force and 
are facilitated through active interaction and ongoing communication (Vargo & Lusch, 2004a). 
This sub-section looks at some of these applications. 
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Researchers have applied S-D logic and co-creation synonymously to various areas of 
marketing including supply chain and value networks (Woodruff & Flint, 2006; Yazdanparast, 
Manuj, & Swartz, 2010) where co-creation occurs between provider and customer. The 
authors’ findings reflected the benefits of co-creation as creating competitive advantages. 
Within the sub-discipline of consumer behaviour, authors describe the relationship between 
consumer behaviour research and customer-culture theory as directly related to co-creation of 
value – and essentially describing the same thing (Arnould, 2007; Lusch, Vargo, & O’Brien, 
2007; Woodruff & Flint, 2006).  
Co-creation has also been discussed within the field of marketing strategy and has been 
described as a method that needs to be applied to all processes within an organisation, to 
integrate corporate resources and competencies to connect with customers, and understand 
whether the value that was promised is actually what the customer received (Bettencourt, 
Lusch, & Vargo, 2014; Brodie, 2009; Karpen, Bove, & Lukas, 2012). Within branding, authors 
propose co-creation as a method to improve communicative interactions and to provide long-
term memorability of the service experience (Ballantyne & Aitken, 2007; Payne, Storbacka, 
Frow, & Knox, 2009). Within tourism, authors contend that co-creation aids in the creation and 
maintenance of holistic relationships between customer and tourism operators such as hotels 
(FitzPatrick, Davey, Muller, & Davey, 2013; Shaw, Bailey, & Williams, 2011; Wang, Li, & 
Li, 2013).  
S-D logic and co-creation of value have also been used in other disciplines such as healthcare 
and management information systems. Authors within the field of healthcare found that, 
generally, co-creating the service of healthcare through interactions between patient and 
healthcare provider results in a better long-term relationship and competitive advantages 
(Callaway & Dobrzykowski, 2009; Joiner & Lusch, 2016). This reflects similar outcomes of 
co-creation in marketing. Within information systems, authors propose that although 
interactions are key to attracting customers to co-create, keeping customers within a (virtual) 
experience requires constant updates and events that encourage them to keep interacting and 
collaborating (Kohler, Fueller, Matzler, Stieger, & Füller, 2011). Alter (2010) promotes similar 
ideas by stating that S-D logic, co-creation and information systems all work hand-in-hand as 




3.2.4.3 Interactions within S-D logic  
To reiterate, the main distinction between P-D and S-D logic is that in the former, value is 
‘created’ by the organisation. On the other hand, under the S-D logic, value is co-created with 
the customer through interactions, dialogue, experiences and collaboration which combine to 
create a personalised experience (Ballantyne & Varey, 2008).  
Every customer engages in co-creation, but to varying extents (Arnould, Price, & Malshe, 
2006; Baron & Harris, 2008). Therefore, it is mandatory for all organisations to facilitate the 
purchase process by interacting and engaging in dialogue with customers, to co-create 
effectively (Gummesson & Mele, 2010). For organisations to engage in S-D logic, they must 
allow customers to co-create their own perceived value-in-use with the organisation as the 
organisation cannot realistically know how each customer will use the product or which 
benefits a specific customer values (Lusch & Vargo, 2014; Merz, He, & Vargo, 2009; Vargo 
& Lusch, 2004a, 2008; Vargo et al., 2008).  
Co-creation is therefore the interaction between customer and company. It is defined by one of 
the main contributors of the theory as “the joint creation of value by the company and the 
customer; allowing the customer to co-construct the service experience to suit their context” 
(Prahalad & Ramaswamy, 2004c, p. 8). This definition shows the synergy between co-creation 
and S-D logic.  
Much of the value co-creation literature mentions collaboration, interaction and experiences. 
Interactions are considered a “generator of service experience and value-in-use” (Ballantine, 
2005; Ballantyne & Varey, 2006). This statement further supports the premise that interactions 
are central to co-creation of value (Ballantyne & Varey, 2008; Gummesson & Mele, 2010).  
Organisations need to facilitate interactions and informational exchange through experiential 
platforms because, despite repeated calls for interactive platforms that aid in co-creation 
(Ballantyne, 2004; Ballantyne & Varey, 2006), there are still insufficient co-creation platforms 
(Lusch & Vargo, 2014; Nambisan & Baron, 2009; Skaržauskaitė, 2013; Warnke et al., 2008). 
While there might be many ways to facilitate interactions and informational exchange, one 
possible way is integrating technology, such as AR, with co-creation, to achieve these 
outcomes (Javornik, 2016). The following section will summarise the evolution of marketing 
and will be followed up by a section outlining four of the limited models available in the 




3.2.5 Summary of the evolution of marketing 
The literature up until this point has discussed the shift from economics to marketing and 
eventually to S-D logic and co-creation of value. To aid with the direction of the discussion, 
Table 3.1 illustrates the main themes of this shift: 
Evolution of Marketing  
Phase Description Main authors 
Fundamentals of 
marketing lie in the 
field of economics 
- Marketing started within the field of economics 
- Commodity exchange was the primary focus of the 
marketing sub-discipline 
- Manufacture and sales of produced items was the main 
objective  
(Cherington, 1920; 
Copeland, 1920; Marshall, 
1920; Nystrom, 1915; A. 
W. Shaw, 1915; A. Smith, 
2003; Weld, 1916) 
Marketing is about 
managing the 
functions of marketing 
and focusing on the 
customer  
- Marketing mix was introduced to satisfy customers 
- Marketing focused only on tangible, packaged goods 
- Service marketing was introduced by Shostack, 1977 but 
dismissed by other marketers  
(Drucker, 1954; Levitt, 
1960; McKitterick, 1957)  
Service marketing 
should be a distinct 
field of its own 
- Interactions with employees and systems influences 
customer preferences 
- Customers also had a participating nature within the 
organisation and therefore considered as ‘co-producers’ 
(Grönroos, 1978, 1982; 
Gummesson, 1979, 1991b; 
Lehtinen, 1983) 
Service marketing 
focuses on customer 
experiences 
- After agrarian, industrial and good-based economies, the 
next economy will be experience based. 
- Customers don’t make rational decisions 
- Customer emotions became a part of marketing thought 
- Customer experience management is introduced 
- Value of consumption is based on fantasy, multisensory 
and emotional aspects of the product 
(Addis & Holbrook, 2001; 
Hirschman & Holbrook, 
1992; Holbrook & 
Hirschman, 1982; Pine & 
Gilmore, 1999; Schmitt, 
2003) 
Service-dominant logic - The shift away from thinking about a product as a form 
of value creation but rather as a value facilitator 
- ‘Value-in-use’ is central to S-D logic. This is where 
value is created with the use of the product 
- S-D logic is the long-term thinking paradigm and looks 
beyond the value generated at the POS (value-in-use) 
- Value in S-D logic is created by the customer with the 
help of the organisation 
- Service is the fundamental form of exchange 
- Interaction, collaboration and experiences are central to 
co-creation 
- There are models that try to explain the process of co-
creation  
(Ballantyne & Varey, 2008; 
Grönroos, 2006, 2008a, 
2008b; Gummesson, 1995; 
Normann & Ramirez, 1993; 
Payne et al., 2008; Prahalad 
& Ramaswamy, 2002; 
Vargo & Lusch, 2004b; 
Vargo et al., 2008; Yi & 
Gong, 2013; Zhang & 
Chen, 2006; Zhang & Chen, 
2008)  
Table 3.1: Evolution of marketing summary 
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As shown in Table 3.1, the literature is currently at the stage of understanding the process of 
co-creating as one that requires platforms which allow customers to interact and retrieve 
relevant information. This is expected to make customers’ decision-making process more 
efficient as it is predicted that both interaction and information reduce uncertainty and create 
feelings of trust (discussed in Sections 3.5.3 and 3.6.3 respectively). Four main models that 
discuss the process of co-creation have been identified in the literature. The next section 
reviews these models and investigates the role of interactions and information within each.  
3.3 Models of co-creation 
Implementing S-D logic allows the co-creation of experiences between the customer and the 
organisation (Payne et al., 2008). To identify the requirements for a co-creation platform, such 
as that proposed with AR, it is important to draw on co-creation models that researchers have 
theorised. The synthesis of the models will provide the basis for understanding the 
requirements of co-creation platforms and technology, such as AR. 
3.3.1 Model 1: the DART model 
Prahalad and Ramaswamy (2000), have identified several building blocks that combine to 
enable an experience to add value for the customer. Their DART model aids organisations in 
managing their co-creation activities (Payne et al., 2008; Prahalad & Ramaswamy, 2004a; 
Romero & Molina, 2009). Central to the model is the interaction between customer and 
company and which is supported by four main components (see figure 3.1): Dialogue, Access, 
Risk mitigation and Transparency. These four components are interdependent and work 




Fig. 3.1 The DART model (adapted from Prahalad and Ramaswamy, 2004c) 
The main building block that fosters a better relationship is dialogue: between both the 
customer and the organisation and between customers themselves. Dialogue, an integral part 
of interactions, allows organisations to know what their customers want as well as allowing 
customers to get information or knowledge from either the organisation or other customers. 
Dialogue has therefore been described as an important element for successful co-creation of 
value (Ballantyne, 2004; Ballantyne & Varey, 2006; Prahalad & Ramaswamy, 2004c).  
3.3.1.1 Dialogue 
Dialogue is defined as "interactions, deep engagement and the willingness to act on both sides" 
(Prahalad & Ramaswamy, 2004c). For dialogue to work, both parties must have equal access 
to information. Thus, organisations who are transparent, will have more dialogue with their 
customers (Prahalad & Ramaswamy, 2004c). Under S-D logic, managers are facilitators of 
value creation and can advise or recommend certain value propositions to the customers but 
they must also allow the customer to construct their own personalised experience (Prahalad & 




A large part of co-creation marketing takes place in the interactions between customers and the 
organisation. There is a relationship between co-creation of value and interaction since it is 
with interaction that co-creation of value is established (Prahalad & Ramaswamy, 2004c). 
Interaction and co-creation are interdependent. In a sense, interaction is a “generator of service 
experience and value-in-use” (Ballantyne & Varey, 2006, p. 336). It helps organisations learn 
more about their customers and their preferences (Jallat, 2004; Matthing, Sandén, & 
Edvardsson, 2004; Srinivasan & Moorman, 2005). Customer to customer (C2C) interactions 
are also important for co-creating value as dialogue lets customers interact with each other 
constructively to highlight information or encourage each other to purchase because of word 
of mouth (WOM) (Keller, 2007). Therefore, interaction and dialogue are central to the co-
creation of value (Ballantine, 2005; Ballantyne, 2004; Chathoth, Altinay, Harrington, Okumus, 
& Chan, 2013) and organisations must interact with the customer through dialogue and not 
simply ‘listen’ to the customer (Harris, Russell-Bennett, Plé, & Chumpitaz Cáceres, 2010). 
Dialogue, if constructive, represents the ‘joint’ creation of value since it is neither the customer 
nor the organisation that controls the outcome and consequences of the process.    
3.3.1.2 Access  
Access without ownership is the second building block of experiences (Prahalad & 
Ramaswamy, 2002). It is a way of allowing customers to select what they want to buy without 
limitations. This is the model used by iTunes that allows customers to select the songs they 
want to download without having to purchase the whole album and by Netflix who allow their 
customers to watch movies and shows without having to invest in the channel subscription 
(Prahalad & Ramaswamy, 2004c). Similarly, while using AR, interactivity allows customers 
to visualise, test or engage with the product without having to purchase it (Dacko, 2016). 
However, dialogue is also required to aid in learning what the customer thinks about the product 
and whether they may purchase it or not as access without ownership will not be helpful to the 
organisation without dialogue to communicate the experience to the organisation (Prahalad & 
Ramaswamy, 2004c).  
3.3.1.3 Transparency 
Transparency, the third building block, requires organisations to disclose information to their 
customers. Transparency is the premise that customers need to know the internal operations 
that are relevant to them such as how far along their order has processed. This is especially 
important when the customer has little trust with the organisation and is anxious to see whether 
the final result has been completed to order (Prahalad & Ramaswamy, 2004a, 2004c). 
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Transparency can be considered a form of interaction as it presents information openly and 
didactically, so the customer can easily access and interpret it. That, in turn, allows for the 
formation of trust (Kanagaretnam et al., 2010). 
3.3.1.4 Risk mitigation 
Risk mitigation is the final building block and is the notion that customers will accept more 
risk if they are given the responsibility to customise for themselves (Prahalad & Ramaswamy, 
2002). Customers are now better informed and have better access to information (Prahalad & 
Ramaswamy, 2004c). This trend has allowed customers to be aware of the risks involved by 
looking at alternative products thus reducing the perceived risks. Dialogue with customers can 
aid in risk reduction since it is with additional information that customers make the ‘correct’ 
purchase (Ballantyne, 2004). 
3.3.1.5 Summary of DART model 
Dialogue is the key element of co-creation as it can create transparency, risk mitigation and 
access through interactive platforms that allows customers and organisations to engage in 
conversation. It facilitates interactions which is the key element for co-creation of value 
(Ballantyne, 2004; Ballantyne & Varey, 2006).  
The DART model seems to ignore that dialogue and interaction are the key value facilitators 
because the authors listed dialogue as one of four other components and did not highlight the 
importance of this component. While DART is considered by some authors as one of the most 
important models in co-creation literature (Payne et al., 2008; Romero & Molina, 2009), there 
are only a few practitioners who have applied the model in a business setting. The continued 
lack of empirical results is most likely due to the model’s vagueness of terms such as access, 
risk mitigation and transparency. As they are likely to be outcomes of dialogue-based 
interactions, they need to be operationalised first to become causally linked to the process. This 
has not happened in the literature so far and the few reported cases of DART in use have been 
theoretical (e.g. Ramaswamy, 2008; Russo Spena, Caridà, Colurcio, & Melia, 2012). 
Therefore, as the DART model does not sufficiently consider the importance of dialogical 
interactions, the discussion will shift to another model that includes interactions as a core 
component of it.  
3.3.2 Model 2: Organisation-based co-creation model 
Zhang and Chen's extended model of co-creation of value (Zhang & Chen, 2006) is taken from 
the perspective of the organisation and states that organisations should co-create with their 
customers along their entire value chain and should not limit their co-creation activities to 
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certain departments only (Zhang & Chen, 2006). Their 2008 model is illustrated in the 
following diagram:  
 
Fig. 3.2. Zhang and Chen’s model (Zhang & Chen, 2008) 
In summary, Zhang and Chen state that key co-creation activities interrelate with 
'Customerisation' Capability, and is considered by the authors as the "next generation of mass 
customisation" (Zhang & Chen, 2008, p. 243). It is the idea that organisations that co-create 
with their customers through their entire value chain will know exactly what customers want 
and can therefore target specific markets accordingly (Zhang & Chen, 2008). In this model, the 
concept of the value chain is central to the organisation’s creation (facilitation) of value and is 
in line with other conceptualisations of the value chain (Porter, 2008). The model stresses that 
co-creation 'capability' allows businesses to gain a competitive advantage (Zhang & Chen, 
2006) and ‘sources’ of competitive advantages are acquired through this interaction process 
(Prahalad & Ramaswamy, 2004b).  
An important component of co-creation that is integrated into the model is the service 
capability, which refers to the organisation's ability to provide personalised services during the 
value co-creation process. In other words, the authors state that competencies which lead to 
competitive advantages can be created by proposing co-created and customised services 
(Zhang & Chen, 2008). This is not new since the entire premise of co-creation is related to the 
concept of personalised customisation (Prahalad & Ramaswamy, 2004b). Personalised 
offerings can be co-created but must be based on an experiential interaction - in the form of 
dialogue. This dialogue allows for risk to be reduced, and trust to be gained due to the increased 
42 
 
knowledge that is learned from both dialogical parties and due to the "dissolving of known 
sources of mistrust” (Ballantyne, 2004, p. 120). It seems that the authors have missed the 
opportunity to state this important correlation between dialogue and interactions in unknown 
and uncertain territory. Therefore, it is important to note that an interactive platform, such as 
AR for example, needs to have the ability to communicate between various groups e.g. 
customers and organisations and other customers by allowing the groups to engage in dialogue.  
Zhang and Chen (2006) have integrated dialogue and interaction elements into their model by 
stating that the key co-creation activities require the involvement of the customer in the value 
chain of the business. This definition of involvement could typically be the same as interaction 
between customers and organisations, such as when a customer is buying a product from a 
company or asking for information (Payne et al., 2008). Involvement, or interactions, could 
also mean dialogue between customers or between customer and organisation i.e. co-creation 
of value (Ballantyne & Varey, 2006).  
Under this meaning of involvement, interactions would create experiences (Vargo & Lusch, 
2004) and these experiences would aid in creating feelings of trust (Ballantyne, 2004; 
Ballantyne & Varey, 2006). This discussion suggests that the dialogue element is central to the 
customer experience in the process of co-creation as dialogue is a crucial interaction element 
which shares knowledge and learning (Ballantyne & Varey, 2006; Grönroos, 2004).  
One major limitation of this model is the authors' methodology. Their questionnaire was sent 
out to 300 managers through email asking them about their co-creation activities. This method 
could mean that the managers subjectively assumed that their business did engage in co-
creation activities without fully understanding the meaning of co-creation. Only four questions 
addressed co-creation activities, and most were vague, for example, one question asked 
whether the managers involved customers in marketing and sales, and another asked whether 
the manager was managing customers as partial employees. These questions are not very 
specific, and a manager could answer that they do involve customers in sales but only to the 
extent that they ask them what they want to buy. The questionnaire and resulting model 
therefore relies strongly on perception and not on actual co-creation activities which the 
organisation may or may not have used. This is evidenced by the fact that managers were asked 
about how they perceive their co-creation activities and not what their co-creation activities 
were. The model also focused on the organisational side of co-creation and the customer's 
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perspective was not considered. Additionally, the model also focused on existing co-creation 
activities and did not state how to build an interactive encounter. 
The model does have its strengths, however.  The authors illustrated that the correlation 
between service capabilities and meeting customer needs is significant and that co-creation 
activities can aid in both service encounters and gaining a competitive advantage through 
targeting and providing customised offerings for customers (Zhang & Chen, 2008). 
Furthermore, since the key element of the model is dialogical interactions, it is more important 
to establish a dialogue-based interaction system, which AR technologies can potentially 
provide. 
3.3.3 Model 3: mixed model 
The mixed model of the management of co-creation of value for customers and suppliers 
(organisations) was designed by Payne et al. (2008). Their conceptual model is built on the 
relationship between suppliers and customers and aids organisations in the managing and 
creation of co-creation activities.  
The model is comprised of three major processes: 
a) Customer value-creating processes including any resource, process or practice that allows 
the customer to manage their co-creation activities. Some of the elements that give customers 
the ability to create value are "information, knowledge, skills and other operant resources" 
(Payne et al., 2008, p. 86). This information pre-exists for the customer but can be altered 
through their experiences with the support of the suppliers (through facilitation of co-creation). 
It is postulated that an interactive platform, such as AR can aid in the creation of information, 
knowledge and skills by showing how a product performs and allowing customers to share 
information thereby aiding in the ability of customers to co-create value with the help of the 
organisation's infrastructure. This infrastructure is the second point in the model.   
b) Supplier value-creating processes are unique in this model and includes any "process, 
resources and practices" (Payne et al., 2008, p. 85) that a supplier, or organisation uses to 
manage its activities and relationships with their stakeholders. The authors also explain that 
co-creation opportunities can be derived from technological breakthroughs, for example, AR. 
Such technologies could offer the supplier new ways to engage with the customer and new 
ways for the customer to acquire information or knowledge. This reinforces the importance of 
interactions in co-creation since, as discussed previously, today’s customers are informed and 
connected through technology (Prahalad & Ramaswamy, 2002). They use technology to learn 
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about products, to gather information and to interact with social members. Therefore, suppliers 
need to develop a technological infrastructure such as AR, which allows customers to interact 
and co-create with the supplier. 
Interactive platforms e.g. AR, developed by the organisation allows customers to interact with 
the organisation and so fulfil both processes discussed in this model. This leads to the third 
process, which combines the previous two, namely the encounter. 
c) The encounter process represents the 'touch points' or 'contact points’ where the supplier 
interacts with the customer. One important aspect of this interaction is that it is predominantly 
two-way but there are sometimes interactions which are one way, for example, direct mail sent 
to the customer. Payne et al. (2008) state that there are three encounter types: a) communication 
encounters, for example dialogue; b) usage encounters e.g. trialling a product or service and c) 
service encounters, which are interactions between the customer and service personnel. This 
might seem like value-in-exchange theory discussed earlier but the main difference is that here, 
interactions are exchanged and not a physical product for currency. It should also be noted that 
AR may fulfil the requirements for all three encounter types by allowing customers and 
organisations to engage in dialogue about a particular product and its services. This will satisfy 
the communication and service encounter requirements. Furthermore, usage encounters may 
also be activated by the technology through the visualisation and virtual trialling of a product. 
 
 Fig. 3.3. Payne's model framework (Payne et al., 2008) 
Figure 3.3 shows the process of co-creation as a linear and hierarchical one which starts with 
understanding the customer's value-creating processes and choosing which of those processes 
45 
 
the supplier wishes to support (Payne et al., 2008). As shown in the model, the arrows go in 
both directions indicating an interaction-based model that requires constant dialogue (Payne et 
al., 2008).  
The model emphasises the importance of dialogue as a key interaction element, which is in line 
with other views (see e.g. Ballantyne, 2004; Ballantyne & Varey, 2006). Additionally, this 
model advises organisations to enable interaction-based systems, such as AR, to give customers 
access to more information and thereby build competitive advantages for the suppliers in the 
form of knowledge. This is what Payne et al (2008) refer to as "a recursive process of 
organisational learning and knowledge management [that] places continual emphasis on 
knowledge as the fundamental source of competitive advantage" (Payne et al., 2008, p. 88). 
This model explains the co-creation process and postulates that interactions are central to it. 
However, the model does not offer guidelines or explanations on how to co-create. The model 
simply explains the process of co-creation and lists certain important attributes that need to be 
there for it to happen. Therefore, while the model is useful in showing what elements are 
required for co-creation, it could take it one step further and outline what organisations need to 
do to co-create with a key emphasis on facilitating customer-supplier interactions possibly 
through AR technology. 
This leads to the discussion of the next model which focuses on the customer side of co-creation 
and supports the need to have customer participative interactivity elements to co-create.  
3.3.4 Customer-based co-creation model 
The Yi and Gong (2013) model has two parts that contribute to co-creation of value from a 
customer’s perspective: customer participation behaviour and customer citizenship behaviour. 
Customer participation behaviour is a multidimensional scale consisting of information 
seeking, information sharing, responsible behaviour and personal interaction. These elements 




Fig. 3.4: Customer-based co-creation model (Yi and Gong, 2013) 
Participation and co-creation have been used interchangeably by many authors but under 
different labels such as interaction (see e.g. Ballantine, 2005; Ballantyne & Varey, 2006; 
Grönroos & Ravald, 2011; Grönroos & Voima, 2012), joint creation of value (Prahalad & 
Ramaswamy, 2004b), market forum (Prahalad & Ramaswamy, 2004b) and service systems 
(Vargo et al., 2008). However, it is important to conceptualise participation (or the other 
labels). This was done by Yi and Gong (2013) who stated that information seeking, information 
sharing, responsible behaviour and personal interactions are the factors of participation (or 
interactions). In retrospect, these elements can all be ‘activated’ through dialogue-based 
interactions. Building on this, researchers have recommended that organisations develop 
interaction-based technological platforms which aid in the creation of experiences (Prahalad & 
Ramaswamy, 2004a; Ramaswamy, 2011; Ramaswamy & Gouillart, 2010; Venkatesh, 1999). 
This is similar to the views expressed by Payne et al. (2008) who state that three types of 
encounters should be considered, and the technological platform should exhibit elements of 
each of those encounters.  
Customer citizenship behaviour is another part of Yi and Gong’s (2013) model and is 
comprised of elements which are not required for co-creation but do "prove extraordinarily 
valuable to the firm" (Yi & Gong, 2013, p. 1280). The elements within customer citizenship 
behaviour are feedback, advocacy, helping and tolerance. Those elements represent co-creation 
resources from the organisational side and emphasise the requirement for the organisation's 
47 
 
employees to be within the co-creation strategy (Yi & Gong, 2013). It is important that a co-
creation platform such as AR include interactional features that provide feedback, advocacy, 
helping and tolerance. These features can be gained not only from the organisation in the form 
of dialogue, or from the organisational personnel but also from other customers. This is a core 
contribution of the technology and one that is perceived to add to the customers' ability to create 
value for themselves. 
The main limitation with this model is that it captures co-creation experiences from the 
customer's point of view based on a past purchase encounter which the customers might have 
limited memory on. However, what can be taken from the model is that information is key to 
the creation of interactions and vice versa. This is in line with previous scholarly work 
(Srinivasan, Anderson, & Ponnavolu, 2002). Moreover, these interactions can be created 
through dialogue, which AR technology can presumably facilitate.  
3.3.5. Elements of co-creation 
Based on the literature and discussion presented, it is clear that interactivity is a central theme 
of co-creation and involves a) dialogue and b) knowledge sharing. Dialogue invokes trust 
through willingness to engage and possibly reduces uncertainty by getting input from others 
(Tho et al., 2017) and knowledge sharing allows for transparency and openness (Eggert & 
Helm, 2003), which again forms a relationship built on trust.  
Based on the synthesis of the models, a technology or platform can facilitate co-creation 
through dialogical interactions (Ballantyne & Varey, 2006; Gummesson & Mele, 2010). 
Therefore, interactions and information are the key variables that are used to measure co-
creation of value.  
3.3.6 Characteristics of co-creation 
Based on the discussion of the four models of co-creation, it is fundamentally required to 
develop guidelines that can be followed when building platforms that aid in the co-creation 
process. In summary, the models of co-creation motivate the following characteristics of 
effective co-creation:  
1. It is important to facilitate interactivity between the customer and organisation. This 
can be in the form of dialogue or sharing of information. For example, when 
developing a co-creation application, it is important to add features that allow the 
customer to reach the organisation or other parties such as friends and family to share 
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information and get feedback. During this interaction, the organisation needs to share 
information with the customer so that trust may be built, and risk reduced. 
2. The interactions and information need to be meaningful, relevant and not limited. 
Providing the customer with the ability to access any information, communicate with 
the organisation at any point before, during or after the exchange, and to interact with 
the product without limitations, will ensure that the expectation of value-in-use is in 
line with what the customer purchases.  
Based on the above guidelines, the models of co-creation also allow for the following 
suggestions to aid in the facilitation of interactive platforms: 
1. When building interactive interfaces, it is imperative to make the interactive 
experience immersive to encourage participation. 
2. Making the experience ‘natural’, in the sense that it becomes a part of the customers’ 
environment, will also encourage participation and be a memorable experience. 
3. Being transparent and giving the customer the option to get information from 
anywhere in the world i.e. through the internet, will allow for trust to be built. 
4. Trust can be maintained or enhanced by giving the customer flexibility and choice of 
interactions i.e. dialogue or additional information. 
5. Feedback and word of mouth can also be generated by having a memorable co-
creation experience. 
6. Dialogue should be open and ‘natural’. This will give the customer feelings of trust. 
7. Allowing other customers to genuinely give feedback in a ‘natural’ environment will 
create feelings of trust. 
In summary, interactions and information need to be integrated into a platform which facilitates 
and encourages co-creation. When these elements of co-creation are integrated into the 
platform (technological or otherwise), they should provide for effective customer decision-
making. The next section of this chapter will discuss decision-making within the context of 
customer purchases.  
3.4. Customer decision-making 
Customer decision-making research dates back more than 300 years (Richarme, 2007). It 
happens when a customer needs to make a choice between two or more alternatives e.g. 
products, brands, retail stores (Kotler & Armstrong, 2013; Loudon & Della Bitta, 1993). 
Historically, decision-making was approached from an economic view under utility theory 
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(Schiffman & Kanuk, 2007) which posited that customers are rational decision-makers who 
make perfect decisions based on the expected outcomes of their decisions and their self-interest 
(Zinkhan, 1992). 
In the 1950s, the idea that people are fully rational decision-makers was challenged (Blackwell, 
Miniard, & Engel, 2001; Simon, 1955). Nobel Laureate, Herbert Simon’s seminal work on 
bounded rationality supported this logic when he explained human decision-making as a 
process that is rational but within environmental and cognitive limits (Simon, 1955). In such 
‘bounded rationality’ models, decision-making can only be perfectly rational if resources are 
unlimited and with all information available (perfect information) (Simon, 1955, 1957). This 
theory supports the proposition that individuals are sometimes willing to settle for an imperfect 
decision in return for a reduction in cognitive effort (Bettman, 1973; Johnson & Payne, 1985). 
This idea contradicts utility theory as the trade-off between accuracy and effort causes decision-
makers to make decisions that are irrational and based on incomplete information (Payne, 
Bettman, & Johnson, 1993). 
Within consumer behaviour, bounded rationality characterises the process where the interplay 
between cognitive and psychological factors causes the customer to ‘satisfice’, or accept the 
first choice that satisfies the minimum requirement of that particular customer (Simon, 1955). 
To reduce cognitive effort and reach a solution quicker, customers use heuristics, which are 
mental shortcuts instinctively used to simplify choice (Gigerenzer & Todd, 1999). Another way 
to reduce cognitive effort is to implement systems that help the customer make decisions; 
decision-support systems can be used to help the customer organise, search, sort or find 
products much easier than if the decision was undertaken without the support of technology 
(Häubl & Trifts, 2000). 
Rational decision-making models are associated with a linear, cognitive process that customers 
go through. The most popular rational decision-making model looks at customer decision-
making as a process starting with need recognition, searching for information, evaluating 
alternatives, purchase decision and post-purchase evaluation (Blythe, 2006). In this model, 
customers are seen as rational individuals who buy products because they need to fulfil a need 
(Engel, Black, & Miniard, 2006). Decision-making theory today contends that decisions 
involve both affect and cognition (Bechara, 2004; Lerner, Li, Valdesolo, & Kassam, 2015; Shiv 
& Fedorikhin, 1999). This type of experiential, or hedonic decision-making involves co-
creation, which is facilitated by interactions and information and which are used to create the 
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memorable experience (Payne et al., 2008). The view that customers are rational and emotional 
decision-makers disrupts the rational decision-making process as the customer no longer 
follows a series of pre-defined steps. A customer may purchase a product impulsively for 
example, because it reminds them of a time when their mother used the product at home, or a 
customer may experience a product in a store and see a very good use of the product within 
their lives i.e. value-in-use. Therefore, the decision-making process becomes less linear and 
more realistic (Stickney, 2009). 
An example of experiential decision-making is when the customer buys the latest Apple iPhone 
without thinking too much about the features, price or other ‘cognitive-based’ elements. The 
customer purchases the product because they trust the brand, feel a low sense of risk based on 
their previous experience with the brand and have an emotional attachment to the brand so that 
they will not even consider purchasing another brand. 
Even within experiential decision-making, almost every customer decision involves an element 
of uncertainty (Rachev et al., 2011). Uncertainty is when the outcome of the decision is 
unknown whereas certainty is on the opposite side of the spectrum and is when the outcome of 
the decision is known with full confidence (Knight, 1921). Between these two states is risk. 
Knight (1921) wrote in his seminal book “Risk, Uncertainty and Profit” that complete 
information will result in certainty, whereas non-existent information will result in uncertainty, 
and incomplete information will result in risk.  
In line with the idea that customer decision-making is driven by incomplete information, the 
element of risk exists because the customer cannot always be certain that the planned purchase 
will fulfil all his/her buying goals (Cox & Rich, 1964; Kim, Ferrin, & Rao, 2008). Moreover, 
as individuals are risk-averse (Mitchell, 1999; Tversky & Kahneman, 1992), it is likely that 
customer attitudes towards the purchase of a product, their decision to purchase and ultimately 
their purchase behaviour is influenced by their perception of risk. Therefore, in most cases, as 
risk increases, customers are less likely to purchase; similarly, as risk decreases, customers are 
more likely to purchase (Bauer, 1960; Chen & Chang, 2012; Stone & Grønhaug, 1993).  
Further to this discussion, the next sub-section discusses customer purchase intentions and its 
implications towards customer behaviour.  
3.4.1 Purchase intention and behaviour 
When measuring customers’ purchase decisions, studies often measure the customers’ 
intention to purchase a product as a proxy of purchase behaviour (Ajzen, 1991). However, this 
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approach of measuring purchase intent has been subject to criticism as it appears that intention 
to behave is not always linked to purchase behaviour i.e. when a customer intends to buy a 
product, it does not necessarily translate into a purchase decision (Chandon, Morwitz, & 
Reinartz, 2005; Kamakura, Mittal, de Rosa, Mazzon, & Russell, 1991; Morwitz, Johnson, & 
Schmittlein, 1993; Morwitz, Steckel, & Gupta, 2007). A meta-analysis of 87 papers carried out 
by Sheppard, Hartwick, and Warshaw (1988) found that the correlation between purchase 
intention and purchase behaviour was only .53. The authors state that purchase intention does 
not always reliably predict purchase behaviour (Sheppard et al., 1988). Within the literature, 
two theories are often drawn upon to explain the lack of relationship between purchase intent 
and purchase behaviour: a) the ‘principle of aggregation’ and b) ‘self-generated validity’. 
The principle of aggregation postulates that individuals consider many situational factors when 
‘intending’ to purchase a product (Ajzen, 1991; Epstein, 1983; Fishbein & Ajzen, 1974). For 
example, in situations where the customer does not have the resources or is in a temporarily 
physiological state e.g. having just eaten, asking a customer about their intentions to purchase 
a burger would result in the customer saying that they do not intend to purchase the product. 
This lack of intention to purchase may not be the response of e.g. a stimuli used to reduce risk, 
but rather an instinctive, automatic response due to a number of different situational factors 
e.g. not feeling hungry at this moment in time (Fishbein & Ajzen, 1974). Similarly, if a 
participant already owns a product e.g. a smartphone, and a researcher asks whether they intend 
to purchase a similar product category, the participant may say that they do not intend to 
purchase the product – once again, this result may be misleading as the participants’ (lack of) 
purchase intent is a result of them already having the product, or because they do not possess 
the resources (financial, or otherwise) and not necessarily because of a potentially risk-reducing 
stimuli.  
In addition, asking about the intent to purchase a product that a customer may not have the 
resources for (e.g. time, money, cognitive capacity to search for information) may provide 
results which show that the customer intends to purchase the product. However, because they 
do not have the resources for the purchase, they do not engage in a purchase decision. In this 
situation, measuring purchase intent would not provide an accurate prediction of purchase 
behaviour (Chandon et al., 2005). 
The second reason for purchase intentions not always predicting purchase behaviour is the 
concept of self-generated validity. This phenomenon is associated with the idea that the very 
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act of measuring intention to perform a behaviour e.g. purchase, will inflate the intention itself. 
In other words, purchase behaviour is mediated by self-generated validity (Chandon et al., 
2005). The concept of self-generated validity is associated with the idea that, by asking 
participants about their purchase intent, a researcher would essentially create judgments, or 
memories in the minds of the customer, that would otherwise not form and due to these 
memories and judgements not being created naturally by the participant, the participant would 
typically not follow through with purchase behaviour (Feldman & Lynch, 1988). 
To overcome these limitations, researchers propose that purchase attitude be used as a proxy 
towards purchase intention, and therefore purchase behaviour (Chandon et al., 2005; Newberry, 
1999; Newberry, Klemz, & Boshoff, 2003; Spears & Singh, 2004). Researchers have provided 
evidence that attitudes and purchase intentions are often intercorrelated (Baldinger & 
Rubinson, 1996; Leclerc & Little, 1997; Peracchio & Meyers-Levy, 1994), suggesting that “the 
two constructs might not be empirically distinct” (Spears & Singh, 2004, p. 53), while other 
studies found that both purchase attitude and purchase intention load onto the same factor 
(Anand & Sternthal, 1990; Haley & Case, 1979). Some authors went as far as to say that the 
two constructs are conceptually indistinguishable (Shimp, Stuart, & Engle, 1991).  
In addition to the above studies, some recent studies that have used attitudes towards purchase 
as a proxy to purchase behaviour measured attitudes towards the purchase of counterfeit 
products and considered the purchase attitudes as indicative of intention to purchase (Sondhi, 
2017). While another study measured attitude towards the purchase of domestic and foreign 
food retailers as a proxy to behaviour (Anic, 2010). Furthermore, yet another recent study 
measured attitudes towards organic food as a proxy to purchase behaviour and found that 
positive attitudes towards the product increases customers’ likelihood to purchase the product 
(Hidalgo-Baz, Martos-Partal, & González-Benito, 2017).  
Therefore, depending on the type of product and purchase situation, it appears that customers’ 
purchase attitudes e.g. level of relaxation, comfort and ease of making a purchase decision, are 
sometimes a more appropriate measure of purchase behaviour as they approximate purchase 
intention as well as control for ‘background noise’ (Cohen & Neira, 2003; Michel, Lefa, 
Richard, & Jean‐Charles, 2005). For consistency and due to the synonymous nature of purchase 
intentions and purchase attitudes, this thesis uses the common term ‘purchase intent’ as a 




Further to this discussion, and to revert to the original discussion on customer decision-making 
under risk, the next sections will present the concepts of risk and uncertainty and explore their 
influence on consumer behaviour. 
3.5. Risk and uncertainty 
Risk is the possibility of losing something of value versus the potential benefits that can be 
gained (Kungwani, 2014). Uncertainty contains risk in the sense that whenever there is 
uncertainty, risk will be a consequence of this uncertainty (Antunes & Gonzalez, 2015). 
In behavioural psychology, Kahneman and Tversky (1979), followed by Tversky and 
Kahneman (1992), proposed a theory they labelled ‘prospect theory’. This theory suggests that 
individuals strongly prefer certainty and are willing to sacrifice income for it (Tversky & 
Kahneman, 1992). Additionally, prospect theory suggests that individuals are loss aversive 
meaning that if an individual was given $100 and loses $90, it may be considered as a $90 loss 
instead of a $10 gain because the individual would focus on how much they lost rather than 
how much they gained (Tversky & Kahneman, 1992). Finally, the theory also explains the way 
individuals discount low-probability events. For example, when an individual decides to fly on 
a plane, they will discount any risk of a plane crash because the risk of the plane crashing is 
very small (Tversky & Kahneman, 1992). 
Certainly, prospect theory can help marketers understand how risk is recognised and how 
individuals react to the perception of risk. However, the theory is criticised as fundamentally 
flawed. The methodology has inherent problems e.g. involving simple, one-dimensional issues, 
no effects of order of presentation of options, impact of response time, effects of mood on 
choice and the sample size being too small for theorising (Nwogugu, 2005). Furthermore, the 
theory is considered to be unrealistic (Nwogugu, 2006) because human beings do not make 
completely rational decisions as decisions involve irrational or emotional factors such as  
mood, regret, philosophical differences and personal aspirations (Nwogugu, 2006). Based on 
this discussion, it is important to delve further into risk research from a different angle by 
discussing the concept of perceived risk within the context of consumer behaviour. 
3.5.1 Risk within consumer behaviour 
Two major theories underpinning customers’ willingness to purchase have been developed 
(Agarwal & Teas, 2001). One stream of research states that customers will choose products 
that offer them the greatest perceived value (Zeithaml, 1988). The second stream of research 
states that customers will choose the products that have the least perceived risk (Bauer, 1960). 
54 
 
Various studies have also looked at integration of the two research streams (Agarwal & Teas, 
2001; Sweeney, Soutar, & Johnson, 1999).  
Bauer (1960) was the first to propose the role of risk in consumer behaviour (Bauer, 1960). He 
proposed that risk is integrated into consumer behaviour because purchasing “produce[s] 
consequences which [the customer] cannot anticipate with anything approximating certainty, 
and some of which at least are likely to be unpleasant” (Bauer, 1960, p. 24). Since the entry of 
risk in the consumer behaviour field, research has tested and supported this premise (Cox, 
1967; Cox & Rich, 1964; Dowling & Staelin, 1994; Verhage, Yavas, & Green, 1990).  
Customers’ perception of risk was originally defined as having two variables. One is the 
uncertainty that customers face and the second is the potential negative consequences that will 
result from the purchase of a product (Bauer, 1960; Dowling & Staelin, 1994; Taylor, 1974). 
Bauer also stated that risk is usually not rationally calculated by the consumer but rather rated 
by their subconscious mind (Bauer, 1960). 
In the case of the uncertainty variable of risk proposed in Bauer’s (1960) original work and 
used in subsequent research (e.g. Forsythe & Shi, 2003; Hermann & Locander, 1977; 
Schiffman, 1972; Shimp & Bearden, 1982), many researchers defined uncertainty based on 
customers' ability (or lack thereof) to predict the consequences of their actions (e.g. Bauer, 
1960; Dholakia, 2001; Peter & Tarpey, 1975). Furthermore, researchers acknowledged that 
uncertainty differs based on individuals' self-esteem (Taylor, 1974). When uncertainty exists 
in a purchase decision, customers will seek risk-reduction strategies such as word of mouth, 
advertising content and the relation between price and quality (Arndt, 1967; Barach, 1969; 
Cunningham, 1967; Roselius, 1971).  
The importance of these risk-reduction strategies is due to the premise that customers evaluate 
risks and attempt to reduce their risk to acceptable levels before making a purchase (Cox, 1967; 
Stern, Lamb, & MacLachlan, 1977). When evaluating decisions, customers are also implicitly 
affected by the way in which the message is expressed (Plous, 1993). Individuals are normally 
risk averse and so if the message is positive, they would more likely engage in the activity that 
the message is promoting. If the message is negative, individuals are likely to avoid the risk 
(Kahneman & Tversky, 2000).  
Another important variable of risk is related to the importance (Taylor, 1974) or amount of loss 
(Cox & Rich, 1964) associated with the consequences of making a wrong purchase decision. 
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Perceived risk  is based on the theory that the more risk that customers perceive, the less likely 
they will engage in a purchase decision (Cox & Rich, 1964; Park, Lennon, & Stoel, 2005).  
Central to decision-making, and this thesis, is the idea of risk. The objective of this study is to 
investigate the role that co-creation, through exposure to AR, has on customer decision-making 
and more specifically, the role of exposure to AR on the reduction of the perceived risk in 
making a purchase decision.  
In a recent study on the impact of AR on customer decision-making, Hilken, de Ruyter, 
Chylinski, Mahr, and Keeling (2017) drew upon earlier studies on AR (Hilken et al., 2017, pp. 
887-888). The authors classified the extant literature into two major themes: a) acceptance of 
AR technology (e.g. Huang & Liao, 2015; Rese, Baier, Geyer-Schulz, & Schreiber, 2017; Rese, 
Schreiber, & Baier, 2014; Spreer & Kallweit, 2014), and b) service experience within a mixed 
channel i.e. online and offline (e.g. Beck & Crié, 2016; Dacko, 2017; Olsson, Lagerstam, 
Kärkkäinen, & Väänänen-Vainio-Mattila, 2013; Poncin & Mimoun, 2014). Hilken et al. (2017) 
claimed that, despite the increased amount of literature on the benefits of AR within customer 
decision-making (e.g. Beck & Crié, 2016; Dacko, 2017; Poncin & Mimoun, 2014), there is still 
not enough research looking at the ways in which online interactions can be enhanced through 
AR technologies (Hilken et al., 2017).  
This thesis fits in the literature discussed within Hilken et al. (2017)’s paper as it also 
investigates the potential of AR in decision-making i.e. willingness to purchase. More 
specifically, this thesis falls within Hilken et al. (2017)’s second theme i.e. service experience, 
with the emphasis being on the offline, instead of the online channel.  
Similar to several other papers cited in Hilken et al (2017)’s study (e.g. Javornik, 2016; 
Poushneh & Vasquez-Parraga, 2017; Rese et al., 2017; Rese et al., 2014; Yaoyuneyong, Foster, 
Johnson, & Johnson, 2016), this thesis also acknowledges that information and interactions are 
key to value co-creation. However, unlike the cited studies which theoretically discussed the 
role of interactions and information within co-creation, this thesis measures and analyses the 
two concepts i.e. interactions and information, and investigates their mediating influence on 
perceived risk, perceived trust and purchase intent (see Section 3.5.5 for details). 
The research framework presented by Hilken et al. (2017) illustrates the concepts used in their 
study (Hilken et al., 2017, p.891). Essentially, the authors propose that spatial presence 
mediates the relationship between AR and value creation (utilitarian and hedonic). Moreover, 
spatial presence also mediates the relationship between AR and decision comfort. Both value 
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creation and decision comfort are expected to lead to positive purchase intentions and word of 
mouth (Hilken et al., 2017, p. 891).  
The idea that value co-creation leads to positive purchase intentions is similar to the focus of 
this thesis. However, unlike Hilken et al. (2017)’s study, which examines the role of customer 
value perceptions on the relationship between AR and purchase intent (Hilken et al., 2017), the 
emphasis of this thesis is on perceived risk and trust as mediating the relationship between AR 
and purchase intent (Fig. 3.10 illustrates the conceptual model of this thesis). In addition, 
another mediator that is used in Hilken et al. (2017)’s study is spatial presence.  More 
specifically, the authors propose that spatial presence mediates the relationship between AR 
and ‘decision-comfort’ (Hilken et al., 2017). In this thesis, it is not spatial presence that is 
emphasised but rather co-creation. Namely, Interactions and information are conceptualised as 
key co-creation variables (see Section 3.3.5) and are therefore expected to mediate the 
relationship between AR and decision-making i.e. perceived risk, perceived trust and purchase 
intent. Ultimately, while both studies are investigating the role of AR on customer decision-
making, the mediating influence of this thesis is value co-creation, whereas for Hilken et al, 
(2017)’s study, it is spatial presence. 
After developing the conceptual model, Hilken et al. (2017) conducted an experiment where 
the participants could try on a pair of sunglasses virtually (Hilken et al., 2017). The findings of 
their study suggest that AR experiences can facilitate value (utilitarian and hedonic) creation 
between an online company and customer. This thesis acknowledges the findings towards the 
creation of value through AR experiences but contend that, although individuals are risk-
averse, there is still a gap within the field of AR and co-creation that focus on risk reduction. 
Therefore, unlike the study undertaken by Hilken et al. (2017), which measured perceptions of 
value creation directly, this thesis examines the role of perceived risk reduction and perceived 
trust increase on customer decision-making i.e. purchase intent (see Fig 3.10 for a detailed 
illustration). 
In addition, while Hilken et al. (2017)’s study allowed participants to see how a product 
(sunglasses) looks on them on a computer screen as a 2D picture, this thesis exposes 
participants to AR through a simulated, 3D retail purchase situation. Finally, although Hilken 
et al. (2017)’s study emphasised product trial as an AR feature, this thesis demonstrates 
multiple features of AR e.g. product trial, product models, product reviews and social media 
(see Section 4.5.2 for details on the experimental design). 
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To investigate the role of exposure to AR on the reduction of perceived risk in making a 
purchase decision, it is important to operationalise risk. To do this, researchers have identified 
dimensions, or types of loss associated with a purchase decision (Dholakia, 2001; Jacoby & 
Kaplan, 1972; Kaplan et al., 1974). The next section will introduce these dimensions and the 
following section will propose ways in which co-creation, through exposure to AR, can reduce 
these perceived risk dimensions.  
3.5.2 Dimensions of risk 
After Bauer’s (1960) seminal article on risk, where he inferred that risk is a multi-dimensional 
construct (Bauer, 1960), researchers started looking at ways to measure perceived risk. 
Cunningham(1967) originally identified perceived risk as having two components: 
performance and psychosocial (Cunningham, 1967). These two dimensions were then divided 
into six further categories: performance/functional, financial/economical, opportunity/time, 
safety/physical, social and psychological risk (Cunningham, 1967).  Roselius (1971) identified 
four dimensions of risk to the customer: hazard loss, ego loss, time loss and money loss 
(Roselius, 1971). Additionally, social and performance risk were also introduced as facets of 
risk (Jacoby & Kaplan, 1972). Further risk dimensions identified include performance risk, 
financial risk (Shimp & Bearden, 1982) and time risk (Peter & Tarpey, 1975; Roselius, 1971).  
The original risk dimensions of hazard, ego, time and loss were renamed physical, 
psychological, time and financial respectively (Jacoby & Kaplan, 1972; Peter & Tarpey, 1975) 
and are the six risk dimensions that are predominantly used in studies on perceived risk in retail 
environments today. More specifically, overall perceived risk is reflected by social, financial, 
psychological, performance, physical and time risk (Cunningham, 1967; Jacoby & Kaplan, 
1972; Shimp & Bearden, 1982; Stone & Grønhaug, 1993). An overview of each risk dimension 
is presented in Table 3.2. 
The same six original risk dimensions have been applied to many situations such as the 
perceived risk of buying mass customised clothing (Lee & Moon, 2015), the perceived risk of 
customer service technology adoption (Paluch & Wünderlich, 2016), repurchase behaviour and 
word of mouth (Tho et al., 2017) and online return policies (Wang & Qu, 2017). 
When online shopping began, additional online-specific risk dimensions were added. 
Specifically, security and privacy risks were identified alongside the original risk variables 
(Gerrard & Barton Cunningham, 2003; Miyazaki & Fernandez, 2001; Nepomuceno, Laroche, 
& Richard, 2014).  
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Nevertheless, as the focus of this thesis is on the role of exposure to AR on perceived risk 
within a traditional retail environment and not on online shopping and to limit the length of the 
data collection survey (discussed in Section 4.5.1.1), this study utilises the six risk dimensions 
presented in Table 3.2. 
Variable Definition 
Social Risk 
Disappointment from friends and family from a bad 
purchase decision. 
Financial Risk Loss of money from a bad purchase decision. 
Psychological Risk 
Disappointment in the customers’ own self due to a bad 
purchase decision. 
Performance Risk Disappointment in the functional aspect of the product. 
Physical Risk 
Hazard or pain from a physical danger associated with the 
product purchased. 
Time Risk 
Potential loss of time or energy incurred from purchasing the 
wrong product. 
Table 3.2: Perceived risk dimensions (derived from Kaplan et al., 1974; Peter & Tarpey, 
1975) 
Many researchers have attempted to rank the importance of the dimensions of risk (see e.g. 
Brooker, 1984; Evans, 1982; Jacoby & Kaplan, 1972; Kaplan et al., 1974; Lutz & Reilly, 1973) 
but there has been little consensus regarding the importance of each dimension. This is because 
the rankings differ depending on the type of product, buying situation, and customer goals and 
expectations. Jacoby and Kaplan (1972) asserted that a risk dimension may also be a trade-off 
with another risk dimension e.g. a customer may have high social risk but low financial risk 
when purchasing an old smartphone (Jacoby & Kaplan, 1972). They also noted that the six risk 
factors discussed above represent 61.5% of the variance of overall risk for 12 different 
consumer products because different products have differing salient risk dimensions. This 
finding supports the accepted idea that risk dimensions are not universal within every product 
purchase, or between all customers and brands (Boksberger, Bieger, & Laesser, 2007; Dai, 
Forsythe, & Kwon, 2014; Dowling, 1986; Murray & Schlacter, 1990; Tsiros & Heilman, 2005).   
Because the dimensions of risk are independent and not universally correlated with overall 
perceived risk, overall perceived risk is considered a reflective model. In such a model, the 
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dimensions of risk are inter-correlated and combine to ‘reflect’ overall perceived risk (Coltman, 
Devinney, Midgley, & Venaik, 2008). 
The objective of this thesis is to assess the impact of customers’ exposure to AR on perceived 
risk. Therefore, it is necessary to first determine whether the six dimensions identified 
previously significantly contribute to overall perceived risk. Doing this will also help provide 
insights into the salient dimensions of risk, within the limitations of the study, and therefore 
possibly provide a direction for future research. Thus, based on the original work on risk (e.g. 
Jacoby & Kaplan, 1972) the first hypothesis is presented: 
H1: When purchasing a product or service, all perceived risk dimensions are significantly 
related to overall perceived risk 
 
More specifically, the following sub-hypotheses are presented: 
 H1a: Social risk is significantly related to overall perceived risk  
 H1b: Financial risk is significantly related to overall perceived risk 
 H1c: Psychological risk is significantly related to overall perceived risk 
 H1d: Performance risk is significantly related to overall perceived risk 
 H1e: Physical risk is significantly related to overall perceived risk 
 H1f: time risk is significantly related to overall perceived risk 
As risk is central to customer decision-making, reducing this risk will help customers make a 
purchase decision (Bhukya & Singh, 2015; Cox & Rich, 1964; Dai et al., 2014; Kaplan et al., 
1974). Facilitating co-creation for the customer, through interactions and information, is 
expected to result in lower perceived risk as the customer will interact with the organisation 
and find all relevant information that they need to build their own perception of value-in-use 
about the product, that is, how it will fit into their lives, and likely reduces  uncertainty 
(Prahalad & Ramaswamy, 2002). In this thesis, it is proposed that exposure to AR will enhance 
the key co-creation outcomes of interaction and information. By interacting with, and having 
access to, relevant information from multiple sources, for example, social media, company or 
third-party reviews, the customer’s perceived risk will be reduced. Based on this discussion, 
the following hypothesis is presented: 
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H2: Exposure to AR significantly reduces (the dimensions of) risk that are related to overall 
perceived risk, within the purchase decision-making process, compared to no exposure to AR 
The following section will explain the role of co-creation through AR on reducing risk. 
3.5.3 Risk and co-creation through exposure to AR 
As discussed in the previous section, exposure to AR technology is expected to reduce 
customer perceived risk within the decision-making process. This sub-section will describe the 
rationale for the reduction of each risk dimension.  
3.5.3.1 Social risk 
One of the core dimensions of overall perceived risk is social risk (Kaplan et al., 1974). Social 
risk refers to an individual’s belief of how others “judge him by his brand decisions” (Brody 
& Cunningham, 1968, p. 51). An individual will often proceed with a purchase decision when 
friends and family offer reassurances and ‘social approvals’ (Cvetkovich, 2013; Mandel, 2003; 
Newton & Cox, 1967). An example of this is when an individual goes shopping with friends. 
To ensure they are making the ‘right’ purchase decision, by social standards, a push from a 
friend ensuring them they are making the correct purchase will reduce the social risk of 
purchase. In purchase situations for products which are considered ‘socially conspicuous’, such 
as clothing, social risk will be a salient risk dimension when compared to products which are 
used in private, for example, a desktop computer (Dholakia, 1997b; Sinha & Mandel, 2013).  
Similarly, when individuals feel that the social risk is high, they will often engage in word of 
mouth conversations with family and friends to get a reassurance that they are making the right 
decision and thus reduce their social risk (Eisingerich, Chun, Liu, Jia, & Bell, 2015; Newton 
& Cox, 1967; Perry & Hamm, 1969; Roselius, 1971; Wangenheim & Bayón, 2004). 
Previous research found that social risk is generally ranked lower than performance risk (Lutz 
& Reilly, 1973; Pires, Stanton, & Eckford, 2004) when assessing a variety of different 
consumer products. Other research has also stated that although social risk is a central facet to 
overall perceived risk (Bettman, 1973; Jacoby & Kaplan, 1972; Mitchell, 1999; Murray & 
Schlacter, 1990), it does not generally rank the highest, compared to other risk dimensions, for 
most product types (Kaplan et al., 1974).  
Under social exchange theory, customers will prefer products and services that provide status 
and relationships (Cook, Cheshire, Rice, & Nakagawa, 2013). To ensure that the product they 
are buying is consistent with their friends and family’s expectations and thus provides ‘social 
approval’ (Chen, Fay, & Wang, 2011), customers can interact with social media and customer 
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reviews through AR to ultimately reduce perceived social risk. Integrating social media may 
also help customers develop relationships with other customers as they discuss products, 
further affirming the relevance of the theory in the case of AR. 
An additional justification for the role of exposure to AR in the reduction of social risk falls 
under social cognitive theory. Under this theory, customers learn by observing the behaviour 
and experiences made by others (Bandura, 1989). Based on this discussion, when customers 
have access to customer reviews and feedback from other customers’ experiences on social 
media, they will learn from these experiences and therefore gain a perception of social approval 
(Gillin, 2008). 
Based on this discussion, the following sub-hypothesis is presented: 
H2a: Exposure to AR will significantly reduce social risk within the purchase decision 
making process, when compared to no exposure to AR. 
3.5.3.2 Financial risk 
Another component of overall perceived risk is financial risk (Bettman, 1973; Cunningham, 
1967; Jacoby & Kaplan, 1972; Stone & Grønhaug, 1993). Financial risk is the perceived risk 
of losing financial resources through a purchase decision (Derbaix, 1983; Horton, 1976; 
Sweeney et al., 1999). Financial risk was also found to be positively correlated with price, that 
is, if price goes up, financial risk goes up and vice versa (Mitchell, 1999; Wu, Yeh, & Hsiao, 
2011).  
Interaction and information generated through exposure to AR are expected to reduce financial 
risk as AR gives the customer the ability to interact with the product as a 3D model which 
could reduce their risk under experiential learning theory. The theory states that humans learn 
at a higher standard when they are engaged in an interactive, experiential environment 
compared to a non-interactive one (Kolb & Kolb, 2012; Smith & Swinyard, 1983). By seeing 
the potential interactions and engagement with the 3D model, reading the reviews and 
information about the product, and by comparing prices with competitors through AR, 
customers are expected to create a perception of value-in-use. This perception is expected to 
set their expectations accordingly and result in the customer purchasing the products they feel 
will provide the most value for their money and thus, reduce their financial risk. 
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Furthermore, under bounded rationality theory, the additional information generated through 
AR will achieve a more rational decision (Simon, 1955). Thus, information will also reduce 
the risks associated with the purchase decision (Kim & Lennon, 2000).  
Based on the above discussion, the second sub-hypothesis is presented: 
H2b: Exposure to AR will significantly reduce financial risk within the purchase decision 
making process, when compared to no exposure to AR. 
3.5.3.3 Psychological risk 
Psychological risk is associated with the perception that the purchase decision will result in 
regret or worry (Perugini & Bagozzi, 2001). This is often post-purchase or after consumption 
(Dholakia, 2001). Moreover, psychological risk also represents the risk associated with the loss 
that might occur if an individual’s chosen product does not represent their perceived self-image 
(Chu & Li, 2008).  
Psychological risk can be accurately described within the context of cognitive dissonance 
theory, whereby an individual may feel a psychological risk when there is a ‘gap’ in knowledge, 
for example between expected product performance and actual product performance 
(Festinger, 1962). A positive, or conversely negative, discrepancy between these two states of 
knowledge will create feelings of happiness or satisfaction if the discrepancy is positive, or 
anger or dissatisfaction if negative (Cardozo, 1965). If the discrepancy was positive, the 
satisfaction will reduce post-purchase dissonance and regret, whereby dissatisfaction will 
increase post-purchase dissonance or regret (Liao, Lin, Luo, & Chea, 2017). When purchasing 
products, customers subjectively set expectations based on their perception of the product 
(Blythe, 2006). The co-creation outcomes of interaction and information generated through the 
features of AR, for example, customer reviews, seeing the actual product in 3D, information 
about the product and social media interactions, are predicted to help the customer set their 
expectation in accordance with the actual performance of the product and thereby reduce the 
stress and worry associated with the purchase decision, ultimately reducing psychological risk 
(Blythe, 2006).  
Similarly, cognitive consistency theory also supports the justification for the reduction of 
psychological risk through exposure to AR  (Awa & Nwuche, 2010; Carter, Pyszka, & 
Guerrero, 1969). The theory states that a cognitive imbalance, for example, between the 
information a person has and the information they need to make a purchase decision, will cause 
stress and tension, that is, psychological risk (Awa & Nwuche, 2010; Carter et al., 1969). Thus, 
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when product reviews, videos, 3D models and social media engagement are triggered through 
exposure to AR, it is expected that psychological risk will be reduced. Therefore, the following 
sub-hypothesis is presented: 
H2c: Exposure to AR will significantly reduce psychological risk within the purchase 
decision making process, when compared to no exposure to AR. 
3.5.3.4 Performance risk 
Performance, or functional risk (Sääksjärvi & Lampinen, 2005) is the risk of loss that may 
occur if the product does not meet the customers’ utilitarian expectations (Horton, 1976). In 
the foundational research on perceived risk, performance risk correlated the highest with 
overall perceived risk in eight out of the 12 products that were tested (Jacoby & Kaplan, 1972). 
If perceived performance risk is low to medium, the customer will often buy the product 
without conducting much research. However, if the perceived performance risk is high, the 
customer often will want to experience the product before committing to a purchase decision 
(Lutz & Reilly, 1973). 
It is expected that AR will allow customers to gain relevant information about a product by 
giving them the ability to experience a 3D model of the product virtually before purchasing. 
Following experiential learning theory, customers will learn more about the product when 
experiencing or viewing it, rather than by only reading about it (Kolb & Kolb, 2012). By 
experientially learning about the product, it is expected that customers will be better able to 
predict the performance of the product (Dacko, 2016).  
Furthermore, under social cognitive theory, customers will learn from others (Bandura, 1989). 
Therefore, product reviews and social media interactions generated through AR are expected 
to further provide confidence for the customer and will result in reduced perceived performance 
risk.  In addition, customers that are exposed to AR will also have the ability to see the dialogue 
generated through the technology and gain additional product information that will help reduce 
uncertainty and bridge the performance expectation gap (Blythe, 2006). Based on this 
discussion, the following sub-hypothesis is presented: 
H2d: Exposure to AR will significantly reduce performance risk within the purchase decision 
making process, when compared to no exposure to AR. 
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3.5.3.5 Physical risk 
Perceived physical risk is associated with the risk that the product the customer is considering 
may cause physical harm (Cunningham, 1967; Jacoby & Kaplan, 1972; Stone & Grønhaug, 
1993). Research has supported the theory that physical risk is higher for certain groups of 
products such as products that are consumed within the body, for example, food and drink 
items compared to products which are not ingested such as consumer electronics (Bhatnagar, 
Misra, & Rao, 2000; Jacoby & Kaplan, 1972).  
As AR allows the customer to see product information, for example, nutritional information, 
place of origin, technical information, and the ingredients or components of the products, it is 
expected that AR will reduce the risks of purchase. This justification is further supported by 
bounded rationality theory, whereby the more information a person has about a product, the 
more rational their decision will be (Simon, 1955; Tellis & Gaeth, 1990). Based on this 
discussion, the following sub-hypothesis is presented:  
H2e: Exposure to AR will significantly reduce physical risk within the purchase decision 
making process, when compared to no exposure to AR. 
3.5.3.6 Time risk 
Perceived time risk is the potential loss of time and energy due to a wrong decision (Brooker, 
1984; Roselius, 1971). Time risk is not often a salient component of overall perceived risk as 
other risk dimensions may be more serious. That is, in most cases, it is more serious to incur a 
financial loss rather than a time loss (Jacoby & Kaplan, 1972). 
When engaging in a purchase decision while exposed to AR, it is expected that information 
and interactivity elements would result in the customer being able to choose the correct product 
quicker due to being able to retrieve the relevant information and interact with the product in 
ways that reduce their uncertainties. This will result in the customer being more certain about 
the product they are considering and spending less time contemplating the purchase decision. 
Furthermore, being able to see where the product is being sold would result in less time wasted 
looking for the product. Based on this discussion, the following sub-hypothesis is presented: 
H2f: Exposure to AR will significantly reduce time risk within the purchase decision making 
process, when compared to no exposure to AR. 
In summary, perceived risk is important for customer decision-making and reducing the risk 
may lead to customers making a more informed and effective decision and therefore increase 
their purchase intent (Bhukya & Singh, 2015; Chu & Li, 2008; Kaplan et al., 1974; Kim & 
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Lennon, 2000; Park et al., 2005; Perry & Hamm, 1969). However, the perception of risk is not 
the same for every product (Dholakia, 1997b, 2001) nor is it the same between individual 
customers (Weber & Hsee, 1998). The next section will discuss two variables that moderate 
risk, and which will need to be controlled for within this study. 
3.5.4 Moderating variables of risk 
Risk is considered as an integral part of customer decision-making (Bauer, 1960; Stone & 
Grønhaug, 1993). It is therefore important to identify moderating variables that may influence 
the risk of making a purchase decision. One moderating variable of risk that will be considered 
in this study is the type of product being considered. As different risk dimensions are salient 
depending on the type of product (Dholakia, 2001), the first moderating variable that will be 
considered in this study is product involvement.  
Furthermore, as AR technology is the context of this study and individual differences in 
peoples’ ability to use technology may influence risk propensity (Weber & Hsee, 1998), digital 
literacy is the second moderating variable that is measured in this study. 
3.5.4.1 Product involvement 
Product involvement is defined as the “general level of interest in the object, or the centrality 
of the object to a person’s ego-centrality” (Day, 1970, p. 45). A more recent definition looked 
at product involvement as the characteristic of the product having emotional or psychological 
ties with the customer, that is, the customer feels that the product ‘fits’ with who they are 
(Martin, 1998).  
Within the literature, there is a distinction between enduring and situational involvement within 
a product. Enduring involvement with a product is often a general, ongoing interest for a 
product category (Dholakia, 2001). It is also a long-term orientation that is usually unchanged 
within specific purchase situations (Richins & Bloch, 1986). Situational involvement, on the 
other hand is a temporarily increased interest in a product due to a purchase situation (Richins 
& Bloch, 1986). Situational involvement may occur due to the purchase or usage of a product 
whereas enduring involvement is a long-term interest or arousal towards a product class 
(Venkatraman, 1989).  
Enduring product involvement is often used within perceived risk research, in that it often 
precedes perceived risk (Venkatraman, 1989). For example, a product that is considered to be 
high in enduring involvement e.g. an automobile, is often riskier than say, a product considered 
to be lower in enduring involvement e.g. an apple (Dholakia, 1997a). Enduring involvement is 
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dependent on the product class and unique to the individual (Richins & Bloch, 1986). At an 
aggregate level however, “fairly homogenous perceptions of products are found” (Dholakia, 
1997a, p. 160). A product that is typically viewed as having high enduring-involvement is one 
characterised as a) involving more information search before purchase, b) having large 
differences between product attributes e.g. features of an automobile, or an electronic device, 
and c) large differences between brands. On the other hand, lower enduring-involvement 
products are characterised by a) lack of need to search for information, b) little difference 
between product attributes, c) little to no differences between brands (Zaichkowsky, 1985, 
1986). 
The interaction between enduring and situational involvement suggest that enduring 
involvement precedes situational involvement because situational involvement happens at the 
point of purchase whereas enduring involvement is a long-term product concern that is 
inherently attached to a product class (Dholakia, 2001). Consequently, situational involvement 
is influenced by enduring involvement i.e. purchase of a product with high enduring 
involvement will often have higher situational involvement (Dholakia, 2001; Kahle & Homer, 
1988; Slama & Tashchian, 1987). 
Similar to the previous studies on perceived risk that utilise the concept of enduring product 
involvement as a product classification tool, (see e.g. Bhatnagar et al., 2000; Jacoby & Kaplan, 
1972; Krampf, Burns, & Rayman, 1993), this thesis also uses the concept of enduring product 
involvement as a product classification tool whereby products are generally ranked as being 
either ‘high’ or ‘low’ enduring-involvement. Enduring and not situational involvement is 
measured here as situational involvement is not the focus of this research. 
Product involvement exists as a continuum (Tanner & Raymond, 2011). On one end of the 
spectrum are products with high involvement, such as a car or furniture. These products are 
expensive, risky and therefore often require more research and time before purchase i.e. 
situational involvement (Tanner & Raymond, 2011).  Low involvement products are products 
that do not require much research and are often purchased impulsively (Tanner & Raymond, 
2011).  
Bhatnagar et al. (2000) found that products which are technologically complex and products 
which are ego-related had the highest levels of risk whereas products such as books and food 
had lower risk levels (Bhatnagar et al., 2000). Bhatnagar’s study supports early studies on risk 
where food products were ranked as lower in risk than electronic products (Jacoby & Kaplan, 
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1972). Krampf et al. (1993) categorised products as either ‘low’ or ‘high’ involvement based 
on empirical data obtained by directly asking participants to classify products as being either 
high or low involvement (Krampf et al., 1993). The findings also support Jacoby and Kaplan 
(1972) study where most products perceived as ‘high involvement’ were electronic equipment 
whereas all food-related products were deemed as ‘low involvement’.  
Based on these studies, it is evident that risk is greater within high involvement products 
compared to low involvement products. Specifically, due to the high price and relative 
importance of products considered as high involvement in achieving the customers’ goals, there 
is a stronger potential for negative social or psychological backlash resulting from purchasing 
the wrong product (Dholakia, 2001; Quester & Lin Lim, 2003; Tanner & Raymond, 2011). 
Therefore, high involvement products generally have higher social and psychological risk. 
Moreover, due to the higher financial price of high involvement products relative to low 
involvement products, it is expected that high involvement products would have higher 
financial risk (Dholakia, 1997a). Furthermore, products with high involvement often require 
more information searching and high situational-involvement compared to low involvement 
products because of the greater risk and cost involved and therefore would likely have higher 
time risk compared to products with low involvement (Chaudhuri, 2000).  
Performance risk is also expected to generally be higher within high involvement products as 
the effect of purchasing a low-performing product that does not perform to the level expected 
by the customer is higher than the risk of purchasing low involvement products (Dholakia, 
1997a, 2001; Hong, 2015; Patterson, 1993). Additionally, the customer may dispose of low 
involvement products that do not perform at the acceptable level of expectations without as 
much loss as high involvement products. Finally, as products classified as being high 
involvement are often more complex when compared to products classified as low 
involvement, the chance for an accident to happen is higher, especially for technological 
products (Bhatnagar et al., 2000). This leads to the expectation that, generally, physical risk 
will also be higher for products classified as being high involvement relative to those being 
low involvement.  
Thus, the following hypothesis is presented: 
H3: All dimensions of perceived risk are significantly higher in high involvement products 
compared to low involvement products. 
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As co-creation outcomes, for example interactions and information, are hypothesised to 
increase with exposure to AR, it is expected that risk will decrease more for products classified 
as high involvement compared to those classified as low involvement due to the critical 
threshold theory which states that risk will only go down to a certain level before it stops 
reducing (Mitchell, 1999). Based on this theory, the higher the risk, the more likely that this 
risk will be reduced. Research shows that  risk can be reduced more where initial risk levels 
are higher than where the risk was low initially (Mitchell, 1999). Therefore, the next hypothesis 
is presented: 
H4: There is a significantly larger reduction in the perceived risk dimensions for high 
involvement products compared to low involvement products, when exposed to AR. 
This hypothesis is expected to provide evidence that product risk will reduce significantly more 
for products classified as being high involvement than classified as low involvement. Thus, 
product involvement acts as a moderator in the relationship between AR and risk.  
3.5.4.2 Digital literacy 
Another variable that may moderate the relationship between AR and risk is digital literacy 
(DL). DL is the degree of ability an individual has with understanding other individuals and 
communicating effectively with digital technology (Ng, 2012). A common framework 
measuring individual’s DL sees DL as a construct comprising three literacy variables: 
cognitive, technical and socio-emotional (see Figure 3.5). These three variables overlap and 




Fig. 3.5: Digital literacy framework (Ng, 2012) 
The cognitive dimension of DL suggests that people who are digitally literate have excellent 
skills and knowledge of technologies. Because of their technological upbringing, they usually 
learn and look for information through technological mediums (Bennett, Maton, & Kervin, 
2008). These individuals are usually “fluent in the digital language of computers, video games 
and the internet” (Prensky, 2005, p. 8). 
Technically, those who have high DL are very good at performing functions and learning about 
technology. These people are often born after the 1980s and are technically able to perform 
most tasks with technology without much trouble (Ng, 2012). 
Finally, the socio-emotional aspect of digital literacy suggests that digital natives have the 
ability to communicate and socialise with other people through technology (Ng, 2012). It also 
suggests that they are able to protect their privacy and know if they are being threatened online 
as well as what to do about it (Ng, 2012). 
Hargittai (2001) found that younger people were generally better with technology than their 
older counterparts and Greene et al. (2014) found that individuals who were more digitally 
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literate were able to understand digital information significantly more than those who were less 
digitally literate. This study was in line with the works of Akhter (2003) and Hoffman, Novak, 
and Schlosser (2000) where the authors found that purchase intent for shopping online was 
significantly different for different genders, incomes, ages, educational background, race, 
ethnic background and other demographic factors (Akhter, 2003; Hoffman et al., 2000). Lian 
and Yen (2014) found significant differences between digital literacies for individuals who 
have less exposure to the internet compared to those who are more experienced with using the 
internet (Lian & Yen, 2014). This study is contradicted by the work of Lissitsa and Kol (2016) 
who found that older individuals are purchasing more online than younger individuals because 
they are becoming more adept with using technology and because older shoppers generally 
have more free time and higher incomes (Lissitsa & Kol, 2016).  
In summary, individuals who have better ability to use technology will often benefit more from 
this technology (Greene et al., 2014). Therefore, it is assumed that individuals who are more 
adept with technology will benefit more from co-creating through exposure to AR. Based on 
this discussion, the following hypothesis is presented: 
H5:  Exposure to AR within the purchase decision making process will result in a significant 
reduction of perceived risk for individuals who are highly digitally literate compared to 
individuals who are less digitally literate. 
3.5.5 Mediating variables 
Further to the moderating variables described in the previous section, it is also necessary to 
define the mediating variables for co-creation. As previously discussed, this study looks at AR 
as a tool that aids in customers co-creating their own perceived value-in-use for a product. It 
was also discussed in Section 3.3.5 that interactions and information are the key variables 
underpinning co-creation. Therefore, to support the idea that the risk reduction is due to co-
creation through exposure to AR and not because of other variables, for example, exogenous 
variables, it is necessary to introduce interactions and information as variables that mediate the 
relationship between exposure to AR and risk. Thus, the next hypotheses are: 
H6: Exposure to AR will result in significantly higher perceptions of interactivity compared 
to no exposure to AR within the purchase decision-making process 
H7: Exposure to AR will result in significantly higher perceptions of available information 
compared to no exposure to AR in the purchase decision making process 
71 
 
H8: The relationship between exposure to AR and the reduction of the salient perceived risk 
dimensions is mediated through more interactivity within the purchase decision-making 
process. 
H9: The relationship between exposure to AR and the reduction of the salient perceived risk 
dimensions is mediated through additional information gained within the purchase decision-
making process. 
In summary, H6 to H9 help explain whether a) co-creation increases interactions and 
information, and b) whether the reduction of the salient risk dimensions through exposure to 
AR is due to the influence of these two variables. 
The diagram below graphically summarises the hypotheses discussed in this section. This 
diagram is also integrated into the proposed theoretical model in Section 3.8. 
 
Fig. 3.6: Co-creation mediating perceived risk model. 
Understanding the impact of co-creation of value through AR on risk is an integral part of 
consumer decision-making as most decisions contain an element of risk (Knight, 1921; Rachev 
et al., 2011; Tversky & Kahneman, 1992). However, when faced with uncertainty, customers 
turn to the concept of trust for reassurance (Colquitt et al., 2012). The next section discusses 
the concept of customer perceived trust, its effect on customer purchase decision-making and 
its relationship with risk.  
3.6 Customer perceived trust  
Trust is defined here as an individual’s dependence on another person or entity under the 
condition of dependency and risk (Currall & Judge, 1995) and perceived trust is the expected 
level of trustworthiness of an individual or company (Kim, Chung, & Lee, 2011). This 
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definition of trust is in line with other definitions whereby some authors described trust as a 
dependency on risk not only in terms of consequences but also in the willingness of an 
individual to assume that risk (Mayer et al., 1995). Various other researchers have also defined 
trust within the scope of risk. For example, Moorman, Deshpande, and Zaltman (1993) defined 
trust as “a willingness to rely on an exchange partner in whom one has confidence” (Moorman 
et al., 1993, p. 82). Similarly, Morgan and Hunt (1994) defined trust as: “when one party has 
confidence in an exchange partner’s reliability and integrity” (Morgan & Hunt, 1994, p. 23). 
Other definitions of trust use the term ‘confidence’ or ‘dependence’ (e.g. Brashear, Boles, 
Bellenger, & Brooks, 2003; Coote, Forrest, & Tam, 2003; Ganesan, 1994; Hart & Saunders, 
1997; Korsgaard, Schweiger, & Sapienza, 1995; Lyon, 2000; Rindfleisch, 2000; Sako, 1992). 
Confidence also reduces the risks of an action which is why trust is considered as relief for 
risk-taking behaviour (Luhmann, 2000).  
In addition to dependence, trust requires previous engagement and a relationship between the 
two parties as well as a certain degree of perceived risk (Luhmann, 2000). Avoiding the risk is 
possible but requires the individual to be willing to lose all the advantages, for example, a 
customer may choose not to buy a product at all rather than be willing to risk buying the wrong 
product. Trust is only possible when the risk of buying the product is higher than the perceived 
advantage since if the opposite is true, the decision to buy the product would be much more 
rational (Luhmann, 2000).  
The relationship between trust and risk is also based on action. If someone was not to act, for 
example, by not purchasing a product, there would be no risk. Therefore, risk is triggered by 
an individual’s decision or action (Luhmann, 2000). Similarly, it can be understood that trust 
is also based on action or a decision because if a customer was not to act e.g. by not purchasing 
a product, there would be no risk, and therefore no trust required (Roeser et al., 2012).   
As discussed previously, in situations of uncertainty, trust is a form of ‘reassurance’. If there 
was no uncertainty, there would be no need for trust (Moorman, Zaltman, & Deshpande, 1992). 
Therefore, when risk is high, trust will result in the customer feeling better about the purchase 
decision and thus reducing their risks (Sheth & Parvatiyar, 1995). Hence, it is commonly found 
that trust and risk are inversely related variables (Corritore, Kracher, & Wiedenbeck, 2003; 
Eid, 2011; Harridge-March, 2006; Hsin Chang & Wen Chen, 2008; Warrington, Abgrab, & 
Caldwell, 2000).  As perceived trust is used as a measure of trust (C. Chen, 2006), the following 
hypothesis is presented: 
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H10: There is a significant negative correlation between perceived trust and the salient 
perceived risk dimensions 
Faced with risk, customers will turn to products and brands in which they a) have had previous 
experience with (relationship) and b) ones that the customer can rely on (dependence). These 
two variables are commonly used to explain the formation of perceived trust (Bigne & Blesa, 
2003; Blesa & Bigné, 2005; Garbarino & Johnson, 1999; Mayer et al., 1995). The following 
sections discuss the role of relationships and dependency in forming perceived trust.  
3.6.1 Trust and relationship 
Trust cannot be built or destroyed without a relationship; whether the relationship is good or 
bad is irrelevant. What is important is that the relationship and prior dealings are central to the 
increase or decrease of trust between two parties (Bigne & Blesa, 2003; Luhmann, 1988). 
Dependence on the other hand measures the value and cost of change if the relationship ended 
(Blesa & Bigné, 2005). This value and cost could affect the trust-based relationship since it can 
be stronger when a party values another highly and when the cost of changing partners is also 
high, or it can be low when the value of the relationship and the cost of changing partners are 
low (Blesa & Bigné, 2005). To further support the importance of relationships in trust, authors 
commonly include ‘partner’ or ‘relationship’ in their conceptualisation of perceived trust 
(Brashear et al., 2003; Coote et al., 2003; Dwyer, Schurr, & Oh, 1987; Ganesan, 1994; Hart & 
Saunders, 1997; N. Kumar, 1996; Lyon, 2000; Moorman et al., 1993; Ramaswami, Srinivasan, 
& Gorton, 1997; Rindfleisch, 2000; Schurr & Ozanne, 1985; Young-Ybarra & Wiersema, 
1999).  
3.6.2 Trust and dependence 
In addition to relationships, dependence is also an integral part of trust (Bigne & Blesa, 2003; 
Blesa & Bigné, 2005; Garbarino & Johnson, 1999; Mayer et al., 1995). Dependence is defined 
as the requirement of an individual to maintain a relationship to achieve goals (Frazier, 1983). 
Within the field of consumer behaviour, dependence is the need for a customer to maintain 
relationships with the supplier, or with the supplier needing to maintain relationships with the 
customer. Furthermore, a central theme for dependence is the inability or high opportunity cost 
of replacing an exchange partner (Dwyer et al., 1987; Emerson, 1962; Pfeffer & Salancik, 
1978; Scheer & Stern, 1992). A customer who is dependent on a business organisation may 
find it difficult to replace the value that they gain from the organisation. Therefore, it is 
established that dependency on a partner is another variable that creates trust. 
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Within this study, it is expected that co-creation through exposure to AR will reduce perceived 
risk and increase perceived trust through additional information and transparency. The next 
section will justify this statement. 
3.6.3 Perceived trust and co-creation through exposure to AR 
When co-creating through exposure to AR, perceived trust is expected to increase due to 
relationship building and greater transparency. When a customer is exposed to AR, the 
customer will have the ability to read customer reviews, send and receive messages on social 
media and will have the autonomous ability to look at any information without barriers. Under 
transparency theory, the customers’ perceived freedom within the decision-making process, 
and access to competitor pricing and product information are expected to result in an increase 
in perceived trust, and successful co-creation (Constantinides, Wittenberg, & Lorenzo-
Romero, 2014; Prahalad & Ramaswamy, 2000, 2002; Randall, Gravier, & Prybutok, 2011). In 
support of the relationship between perceived trust, transparency and interactions, a study by 
Kanagaretnam et al. (2010) found that perceived trust is increased through every transparent 
interaction, even if it was a single interaction (Kanagaretnam et al., 2010). Another study found 
that customer behavioural intentions to trust or to purchase increased when they engaged in 
interactions that were perceived to be transparent (Eggert & Helm, 2003) 
Further to the above discussion, exposure to AR allows the customer to look at objective 
information, for example, customer reviews, social media discussions et cetera, without being 
restricted by what the organisation wants to show the customer, such as what happens in 
traditional retail stores. To test whether the transparency offered through AR increases 
perceived trust, the following hypothesis is presented: 
H11: Exposure to AR within the purchase decision-making process will result in higher 
perceived trust when compared to decision-making without exposure to AR. 
To assess whether the relationship between exposure to AR and perceived trust is mediated by 
co-creation (interactions and information), the following hypotheses are presented:  
H12: The relationship between exposure to AR and the increase of perceived trust is mediated 
by more interactivity within the purchase decision-making process. 
H13: The relationship between exposure to AR and the increase of perceived trust is mediated 
by additional information gained within the purchase decision-making process. 
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The following diagram graphically summarises the hypotheses presented in this section. This 
model is also integrated within figure 3.11. 
 
Fig. 3.7: Co-creation mediating perceived trust model. 
3.7 Purchase intent 
As it is expected that AR will cause a reduction in uncertainty, that is perceived risk, and an 
increase in perceived trust, customers’ intent to purchase will likely increase (Bhukya & Singh, 
2015; Chen & Chang, 2012; Chu & Li, 2008; Hsin Chang & Wen Chen, 2008; Ling et al., 
2010; Sultan et al., 2003; Tho et al., 2017). Therefore, it is expected that individuals who are 
exposed to AR will make more effective purchase decisions and will likely have higher 
purchase intent than those who are not exposed to AR. Therefore, the following manipulation 
check is presented: 
H14: Exposure to AR within the purchase decision making process will result in higher 
purchase intent when compared to no exposure to AR. 
To assess whether the increase in purchase intent is mediated by perceived risk and perceived 
trust, the following hypotheses are presented:  
H15: The relationship between exposure to AR and purchase intent is mediated by perceived 
trust. 
H16: The relationship between exposure to AR and purchase intent is mediated by the salient 
risk dimensions within overall perceived risk. 




Fig. 3.8: Perceived trust and perceived risk mediating purchase intent model. 
Additionally, it is expected that co-creation will have a direct impact on customer purchase 
intent because co-creation facilitates effective interaction and information between customers, 
family, friends and company (Echeverri & Skålén, 2011; Gummesson & Mele, 2010; Payne et 
al., 2008; Prahalad & Ramaswamy, 2002; Vargo et al., 2008; Vo, 2017), which is expected to 
directly increase the intent to purchase. 
To assess whether the direct relationship between exposure to AR and purchase intent is 
mediated by the co-creation variables (interactions and information), the following hypotheses 
are presented: 
H17: The relationship between exposure to AR and the increase of purchase intent is mediated 
through more perceived interactivity within the purchase decision-making process. 
H18: The relationship between exposure to AR and the increase of purchase intent is mediated 
through additional information gained within the purchase decision-making process. 
The following diagram summarises the relationships presented in this section. This model is 




Fig. 3.9: Co-creation variables mediating purchase intent model. 
3.8 Summary and proposed theoretical model 
In summary, customer decision-making is a process that involves elements of uncertainty. For 
a customer to make a purchase decision, the uncertainty needs to be reduced to levels that are 
acceptable for the customer (Rachev et al., 2011). Additionally, when uncertainty is high, 
customers turn to trust for reassurance and when the trust is high, the uncertainty will normally 
be low (Corritore et al., 2003; Eid, 2011; Harridge-March, 2006; Hsin Chang & Wen Chen, 
2008; Warrington et al., 2000). 
This chapter discussed the extant literature on risk, trust and the role of co-creation on these 
two variables, within the context of customer decision-making. The chapter also looked at the 
likely role of exposure to AR on co-creation and on customer decision-making. The following 
proposed theoretical model is presented to summarise the discussion, outline the scope and 




Fig. 3.10: Proposed theoretical model 
Based on this theoretical model, the following overall research question summarises the 
research:  
Compared to traditional shopping, what is the effect of AR-aided co-creation on digitally 
literate and illiterate customers’ perceived risk, perceived trust and intent of purchasing high 
and low involvement products in retail stores? 
The next chapter will explain the methodology for the research by discussing the research 











4.0 Research Methodology  
4.1 Background  
The previous chapter presented a critical review of the literature on the shift towards S-D logic 
and co-creation. The chapter also discussed the likely impact of interaction and information i.e. 
co-creation on perceived risk, perceived trust and purchase intent within customer decision-
making. A theoretical model was devised (Figure 3.10) and 18 hypotheses were proposed. In 
this chapter, the philosophical perspectives of the research are presented. Additionally, the 
research design and methods used to test the hypotheses and relationships within the theoretical 
model are discussed and justified. Next, this chapter discusses the research instrument used in 
this study as well as its validity and reliability. This is followed by a presentation and 
justification of the data analysis methods used in the research in addition to the assumptions 
and finally, the ethical considerations of the research are discussed.  
4.2 Philosophical perspectives 
The outcome of research is to “understand, describe, predict or control an educational or 
psychological phenomenon or to empower individuals in such contexts” (Mertens, 2014, p. 2) 
through the collection, analysis and discussion of data (Mackenzie & Knipe, 2006). However, 
this definition may be influenced by the theoretical framework of the researcher (Mertens, 
2014). This theoretical framework is often referred to as a paradigm (Bogdan & Biklen, 1998; 
Mertens, 2014) and affects the research process.  
There are four main categories of scientific paradigms: positivism, realism, critical theory and 
constructivism  (Lincoln & Guba, 2004). The dominant paradigm in marketing is often said to 
be positivism (Brown, 2007; Hanson & Grimmer, 2007; Marsden & Littler, 1996). Positivism 
reflects the philosophy where “causes probably determine effects or outcomes” (Creswell, 
Plano Clark, Gutmann, & Hanson, 2003, p. 7). However, one of the major limitations of this 
philosophy is that positivism does not accurately measure and understand experiences (Karami, 
Rowley, & Analoui, 2006).  
To overcome this limitation, this study utilises the post-positivism paradigm, which 
understands that reality is not perfectly understood (Lincoln & Guba, 2004) and that any 
research is influenced by theories and factors other than the one being examined (Cook, 
Campbell, & Day, 1979). Therefore, post-positivists view the world as hard to understand and 
include multiple variables and outcomes (O'Leary, 2004). Post-positivist research most often 
uses quantitative methods of data collection and analysis (Mackenzie & Knipe, 2006). 
80 
 
4.3 Research questions 
The purpose of this research is to understand the role of co-creation through exposure to AR 
on customer decision-making. Specifically, the objective of the research is to investigate the 
role of co-creation through exposure to AR on customer perceived risk, perceived trust and 
purchase intent. Based on this objective, the following overall research question summarises 
the research: 
Compared to traditional shopping, what is the effect of AR-aided co-creation on digitally 
literate and illiterate customers’ perceived risk, perceived trust and intent of purchasing high 
and low involvement products in retail stores? 
The research question comprises of five research sub-questions. Firstly, the research aims to 
understand the effect of co-creation through exposure to AR on customer perceived risk. 
Secondly, the research seeks to investigate the influence of product involvement as moderating 
the relationship between co-creation through exposure to AR and customer perceived risk. 
Thirdly, the role of digital literacy as moderating the relationship between co-creating through 
exposure to AR and customer perceived risk is examined. Fourth, the research explores the 
effect of co-creating through exposure to AR on customer perceived trust and finally, the 
impact of co-creation through exposure to AR on purchase intent is investigated. Combined, 
the research questions endeavour to provide a thorough understanding of the impact of co-
creation through exposure to AR and the effect of this co-creation on the reduction of risk and 
increase of perceived trust and purchase intent.  
Based on this discussion, the five research sub-questions are presented: 
Research sub-question 1: Is there a significant difference in salient perceived risk dimensions 
between shopping when exposed to AR and without exposure to AR? 
Research sub-question 2: Is there a significant difference in salient perceived risk dimensions 
for customers exposed to AR when considering a purchase of high involvement products 
compared to exposure to AR when considering the purchase of low involvement products? 
Research sub-question 3: Is there a significant difference in salient perceived risk dimensions 
between individuals that have high digital literacy compared to individuals who are low in 
digital literacy? 
Research sub-question 4: Is an individual’s level of perceived trust when exposed to AR while 
shopping significantly higher than an individual’s level of perceived trust when not exposed to 
AR while shopping? 
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Research sub-question 5: Is there a significant difference in purchase intent between customers 
who are exposed to AR while shopping compared to customers not exposed to AR while 
shopping? 
The next sub-section will explain the relationship between the research sub-questions, 
hypotheses and the research design. 
4.3.1 Research sub-question 1 
The first research sub-question seeks to measure the impact of co-creation on the salient 
dimensions of customer perceived risk. As discussed in Section 3.5.5, perceptions of co-
creation outcomes i.e. interactions and information, are expected to mediate the relationship 
between exposure to AR and customer perceived risk. Specifically, the dimensions of risk that 
are salient within a purchase decision are expected to be reduced because exposure to AR 
increases the feeling of interactions and perceived information.  
Based on this discussion, the first step to answer the research question is to identify which 
dimensions of risk are related to overall perceived risk. This will inform the research about 
which risk dimensions are salient within the research limitations. Identifying the salient risk 
dimensions are linked to the following hypothesis: 
H1: When purchasing a product or service, all perceived risk dimensions are significantly 
related to overall perceived risk 
Moreover, the following sub-hypotheses further aid in the examination of H1: 
 H1a: Social risk is significantly related to overall perceived risk.  
 H1b: Financial risk is significantly related to overall perceived risk. 
 H1c: Psychological risk is significantly related to overall perceived risk. 
 H1d: Performance risk is significantly related to overall perceived risk. 
 H1e: Physical risk is significantly related to overall perceived risk. 
 H1f: time risk is significantly related to overall perceived risk. 
Once the salient risk dimensions are identified, the next step would be to investigate the impact 
of co-creation (interactions and information) created through exposure to AR on these salient 




H6: Exposure to AR will result in significantly higher perceptions of interactivity compared to 
no exposure to AR within the purchase decision-making process. 
H7: Exposure to AR will result in significantly higher perceptions of information compared to 
no exposure to AR in the purchase decision making process. 
H8: The relationship between exposure to AR and the reduction of the salient perceived risk 
dimensions is mediated through more interactivity within the purchase decision-making 
process. 
H9: The relationship between exposure to AR and the reduction of the salient perceived risk 
dimensions is mediated through additional information gained within the purchase decision-
making process. 
To understand how exposure to AR causes the reduction in salient risk dimensions, an 
experimental design was followed. Participants in the experiments were randomly divided 
into four groups:  
a) Low involvement (burger), treatment (exposed to AR), 
b) Low involvement (burger), control (not exposed to AR), 
c) High involvement (smart phone), treatment (exposed to AR), and  
d) High involvement (smart phone), control (not exposed to AR). 
Participants in the control group viewed one of two posters (either a smart phone or a burger), 
then answered a questionnaire. Within the treatment groups, participants viewed one of the 
same two posters (either smart phone or burger) and, to ensure that all participants are exposed 
to the same treatment, viewed a video showing a user demonstrating how a customer would 
see the poster when using AR (see Section 4.5.2 for details). They then answered a similar 
questionnaire that was modified according to differences in treatment.  
Within the questionnaire, participants were asked about their perceived risk and perceived 
levels of interactivity and perceived amount of information received (see Section 4.5.3.4 for 
scale). Both these variables are used to assess the mediating influence of interactions and 
information and thus respond to H6-H9.  
Furthermore, H6 and H7 provide a method to ensure that the video demonstration of AR is the 
same as actual interactions (see Section 4.5.2.3 for a detailed discussion on using videos and 
simulations in experiments). As it is expected that AR is a co-creation platform, it is expected 
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that the perceived levels of interactions and information will be higher than without AR. 
Therefore, H6 and H7 are considered as manipulation checks that can be used to determine 
whether the instrument is accurately measuring what it is supposed to be measuring.  
In addition to measuring the mediating influence of interactivity and information, the 
questionnaire also asked respondents in both treatment and control groups to assess their levels 
of perceived risk of purchasing the products (see Section 4.5.3.3 for perceived risk scales). 
Comparing the perceptions of salient risk dimensions between the two groups (treatment and 
control) responds to the following hypotheses: 
H2: Exposure to AR significantly reduces (the dimensions of) risk that are related to overall 
perceived risk, within the purchase decision-making process, compared to no exposure to AR. 
The following sub-hypotheses allow for the examination of H2: 
 H2a: Exposure to AR will significantly reduce social risk within the purchase decision 
making process, when compared to no exposure to AR. 
 H2b: Exposure to AR will significantly reduce financial risk within the purchase 
decision making process, when compared to no exposure to AR. 
 H2c: Exposure to AR will significantly reduce psychological risk within the purchase 
decision making process, when compared to no exposure to AR. 
 H2d: Exposure to AR will significantly reduce performance risk within the purchase 
decision making process, when compared to no exposure to AR. 
 H2e: Exposure to AR will significantly reduce physical risk within the purchase 
decision making process, when compared to no exposure to AR. 
 H2f: Exposure to AR will significantly reduce time risk within the purchase decision 
making process, when compared to no exposure to AR. 
4.3.2 Research sub-question 2 
The second research sub-question aims to understand the relationship between product 
involvement and risk. As all dimensions of risk are expected to be higher when purchasing 
products classified as having high involvement as compared to purchasing products classified 
as having low involvement (see Section 3.5.4.1), the same risk dimensions are also expected 
to be reduced more when exposed to AR.  
To assess the moderating role of product involvement, two products were presented in the 
experiments: high and low involvement. Based on the literature and discussion presented in 
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Section 3.5.4.1, the product that was used in the experiment were a smart phone and a burger. 
The smart phone was an expensive, technological product which is commonly classified as 
having high involvement, and the burger is a low-cost food item that is commonly classified 
as having low involvement.  
Based on this discussion, the following hypothesis’ objective is to evaluate the difference in 
salient perceived risk dimensions between the high and low involvement products to assess 
whether the high involvement product used in the experiment (see Section 4.4 for details) does 
have higher perceived risk compared to the low involvement product. 
H3: All dimensions of perceived risk are significantly higher in high involvement products 
compared to low involvement products. 
After establishing the levels of risk for high and low involvement products used within the 
study (Section 4.4), the next hypothesis examines the differences in risk between high and low 
involvement products when shopping when exposed to AR: 
H4: There is a significantly larger reduction in the perceived risk dimensions for high 
involvement products compared to low involvement products, when exposed to AR. 
The experimental design consisted of two low involvement (treatment and control) and two 
high involvement (treatment and control) groups. By examining the interaction between 
treatment and product involvement, it is possible to respond to H4.  
4.3.3 Research sub-question 3 
The third research sub-question looks at the moderating influence of digital literacy on the 
impact of exposure to AR. It is expected that digital natives (those brought up during the age 
of digital technology and very familiar with such technology) will understand AR better and 
their risk will therefore be reduced more than those who are less digitally literate (see Section 
3.5.4.2 for details). The following hypothesis is associated with research sub-question 3: 
H5: Exposure to AR within the purchase decision making process will result in a significant 
reduction of perceived risk for individuals who are highly digitally literate compared to 
individuals who are less digitally literate. 
Participants in all groups answered the same questions which assess individuals’ digital literacy 
(see Section 4.5.3.5 for scale). The interaction between treatments (exposure to AR and no 
exposure to AR) and the digital literacy variable can provide a response to H5. 
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4.3.4 Research sub-question 4 
The fourth research sub-question seeks to investigate the role of co-creation (interactions and 
informational exchange) created through exposure to AR on customers’ perceived trust. As 
explained in Section 3.6.3, exposure to AR is expected to increase co-creation (interactions and 
information), which then increases customer perceived trust. Therefore, the fourth research 
sub-question is associated with the following hypothesis: 
H11: Exposure to AR within the purchase decision-making process will result in higher 
customer perceived trust when compared to decision-making without exposure to AR. 
The experimental design that was followed measured participants’ levels of perceived trust (see 
Section 4.5.3.6 for scale). The level of perceived trust for participants within the treatment 
group (exposed to AR) are then compared with the level of perceived trust of participants 
within the no treatment group (not exposed to AR) to provide an answer to H11.  
To assess whether the increase of perceived trust is due to co-creation, the following hypotheses 
are presented:  
H12: The relationship between exposure to AR and the increase of perceived trust is mediated 
by more interactivity within the purchase decision-making process. 
H13: The relationship between exposure to AR and the increase of perceived trust is mediated 
by additional information gained within the purchase decision-making process. 
H12 and H13 are both assessed by measuring the perceptions of interactivity and the amount 
of information gained by the treatment group (exposed to AR) and comparing it with the control 
group (not exposed to AR).  
Furthermore, to understand the influence of perceived risk on perceived trust and to further see 
whether the increase in perceived trust is directly due to exposure to AR or due to the reduction 
of perceived risk, the following hypotheses is also related to this research sub-question: 
H10: There is a significant negative correlation between perceived trust and the salient 
perceived risk dimensions. 
As both perceived risk and perceived trust are measured in all experimental groups, the results 
of the correlation between perceived trust and the salient perceived risk dimensions will be a 




4.3.5 Research sub-question 5 
The final research sub-question examines the relationship between exposure to AR and 
purchase intent. As explained in Section 3.7, exposure to AR is expected to reduce uncertainty 
and increase perceived trust, and ultimately should increase purchase intent as a function of 
increased ease and comfort with which a shopper would make the decision to buy. Therefore, 
this research sub-question is associated with the following hypotheses: 
H14: Exposure to AR within the purchase decision making process will result in higher 
purchase intent when compared to no exposure to AR. 
H15: The relationship between exposure to AR and purchase intent is mediated by perceived 
trust. 
H16: The relationship between exposure to AR and purchase intent is mediated by the salient 
risk dimensions within overall perceived risk. 
Finally, to assess whether the relationship between exposure to AR and purchase intent is 
mediated by the co-creation outcomes of interactions and information, the following 
hypotheses are also linked to this research sub-question: 
H17: The relationship between exposure to AR and the increase of purchase intent is mediated 
through more perceived interactivity within the purchase decision-making process. 
H18: The relationship between exposure to AR and the increase of purchase intent is mediated 
through additional information gained within the purchase decision-making process. 
The levels of perceived risk, perceived trust, interactivity and information for the four groups 
within the experiments are measured through the responses to the questionnaires given to them 
after the experiment. Similarly, purchase intent is also measured through the questionnaire 
responses given to all groups after the experiment.  
As the mediating influence of perceived trust (H15), perceived risk (H16), interactivity (H17) 
and information (H18) are expected to increase purchase intent, H14 is considered a 
manipulation check. In other words, H14 assesses whether the video demonstration of AR 
within the treatment group has increased purchase intent as expected. An increase in purchase 
intent with exposure to AR indicates that the video demonstration shown to the treatment group 
successfully replicates real AR interactions.  
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4.3.6 Summary of research sub-questions 
Based on the above discussion, the following model outlines the five research sub-questions 
and their links to their corresponding hypotheses: 
 
Fig. 4.1: Research sub-questions and hypotheses summary 
4.4 Research design 
The research sub-questions presented in the previous section, along with the theoretical model 
and overall research question presented in Section 3.8 identifies the independent variable 
(exposure to AR) with two levels (treatment and no treatment), dependent variables (overall 
perceived risk, customer perceived trust and purchase intent), mediating variables (interactivity 
and information) and the moderating variables (product involvement: high and low, and digital 
literacy) used within this research.  
To assess the impact of the independent variable on the dependent variables (while considering 
the influence of mediators, moderators and covariates), an experimental design was followed 
and statistically analysed (analyses undertaken are detailed in Section 4.7). The post-positivist 
philosophical perspective, which underpins the research as discussed in Section 4.2 justifies 
the quantitative nature of the research.  
To reiterate, participants in the control groups viewed one of two posters (either of a 
smartphone or a burger) then answered a questionnaire. Within the treatment groups, 
participants viewed one of the two posters (either of a smartphone or a burger) and also viewed 
a video showing a user demonstrating how a customer would see the poster using AR (see 
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Section 4.5.2 for details). They then answered a similar survey that was modified according to 
the differences in treatment.  
The video demonstration showed the same poster as the one displayed in the control groups 
but with various AR elements superimposed in their view. The AR elements were: a 3D model 
of the product, customer comments and reviews, Twitter communication, Facebook and 
Instagram sharing buttons, price comparisons, nutritional/technical information about the 
product, and a clip showing the product from various angles. The experiment was then repeated 
for the other product poster i.e. burger or smartphone. The experiment is discussed in detail in 
Section 4.5.2. 
The experimental design (post-treatment with control) described above is considered one of 
the most commonly used experimental designs as it has one of the lowest threats to internal 
validity and therefore identified as a ‘true’ experimental design (Campbell & Stanley, 1963).  
To justify this, the next sub-sections will discuss the internal and external validity of the chosen 
research design. 
4.4.1 Justification of experimental research design 
Section 4.2 presented the theoretical background and justification for the post-positivist 
philosophy that underpins this research. This philosophy emphasises the use of quantitative-
driven empirical inquiry and experimental designs to reach a single and objective reality while 
acknowledging the influence of biases (Cook et al., 1979; Creswell et al., 2003; Lincoln & 
Guba, 2004). Subscribing to the post-positivist logic, and because the objective of this thesis is 
to investigate the effect of a treatment (exposure to AR) and compare it with a control group, 
this research utilised an experimental design.  
To justify the specific experimental research design undertaken in this study, the threats to 
internal and external validity are outlined and details on how they were controlled in the study 
is presented below. 
4.4.1.1 Threats to internal validity 
Internal validity refers to the confidence that can be placed in the cause and effect relationship 
of a study (Tabachnick, Fidell, & Osterlind, 2001). In other words, internal validity shows that 
the study had some effect on the results and observations. For example, in this study, internal 
validity is the confidence that can be placed on exposure to AR, as having some effect on 
perceived risk, perceived trust and purchase intent. 
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Campbell and Stanley (2015) identified several threats to internal validity: history, maturation, 
testing, instrumentation, regression, selection and experimental mortality (Campbell & 
Stanley, 2015). The following sub-sections discusses each and outlines ways that the chosen 
experimental design controls for them.  
4.4.1.1.1 History 
History refers to the possibility of an unanticipated event that occurred during the experiment 
and the effect of these events on the experimental outcome (Campbell & Stanley, 2015). For 
example, if the experiment is carried out at different days or times of the year, something could 
have happened between the first and second measurement which could affect the results.  
This threat is only considered a threat when a one-group design is used, and not when a two-
group design is used i.e. when a control group is utilised to benchmark (Campbell & Stanley, 
2015; Cook et al., 1979).  In the case of a control group being utilised as a comparative 
benchmark, if there are any differences between the control and treatment groups, these 
differences will be due to variables other than the history threat as any effects of the history 
threat should affect both groups equally (Campbell & Stanley, 2015).  
In this study, history is controlled for because the experimental design followed one of the 
‘true’ experimental designs, that is, post-test only, with the utilisation of a control group. The 
experimental occasions were randomised meaning that participants were randomly assigned 
into groups and the groups were then randomly assigned a time-slot (whether the group was 
the control group or treatment group was also randomised).  
To further control for this threat, a) the control and treatment groups were divided into multiple 
smaller groups (classes) and exposed to the stimuli in a random order, and b) the control and 
treatment group for the high or low involvement product were conducted over only two days 
(see Section 4.8 for details) with each experiment lasting for approximately 20-25 minutes. 
4.4.1.1.2 Maturation 
Maturation is the change in participant responses that occur due to the passage of time 
(Campbell & Stanley, 2015) or, the “slow and consistent changes whose influences are 
established across time” (Christ, 2007, p. 452). For example, if the experiment was testing 
attitudes of teenagers and is run for a period of five years, the teenagers would grow, and their 
attitudes might change. Similarly, if an experiment took too long and the participants grew 
hungrier or more tired than when they first started, this could cause their responses and actions 
to change.  
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In this study, the threat of maturation is controlled as the changes in the participants will happen 
equally in both the treatment and control group (Campbell & Stanley, 2015). Additionally, the 
short timeframe of the experiment (not exceeding more than 25 minutes), further reduced the 
maturation threat to internal validity. 
4.4.1.1.3 Testing 
Another threat to internal validity is testing. Testing refers to the effects of additional tests on 
participants who are partaking in the experiment (Campbell & Stanley, 2015), for example 
second, third, fourth tests et cetera. For instance, a second test could have different results than 
the first not only because of the treatment involved but possibly because the participants 
learned or practiced in the first test and that practice or added knowledge resulted in different 
results.  
In this study, testing is not a threat to internal validity as there was only a single experiment 
run and no follow-up tests.  
4.4.1.1.4 Instrumentation 
Instrumentation is a threat to internal validity that is associated with bias which may result 
from inconsistencies in instruments, observers or scorers (Campbell & Stanley, 2015).  
To control for this threat, instead of the original researcher, six business school faculty 
members observed the experiment using a pre-written script. Additionally, a video was used to 
demonstrate the use of AR instead of allowing participants to use the AR glasses to ensure that 
all participants in the treatment group would be exposed to the same treatment.   
Although the choice of using a video instead of actual interactions may seem like the instrument 
is not measuring what it is intending to measure, empirical evidence has found that attitudes 
and perceptions are the same within a video demonstration  (Bateson & Hui, 1992; Hul, Dube, 
& Chebat, 1997). Furthermore, demonstration videos allow for reproducibility of experiments 
(Pasquali, 2007) and are commonly used in marketing experiments (Dahan & Srinivasan, 2000; 
Gabbott & Hogg, 2000; Olsson et al., 2012; Stamps, 1990). Section 4.5.2.3 details the 
advantages of using videos in experimental designs. 
4.4.1.1.5 Regression 
A fifth possible threat to internal validity is statistical regression, which contends that extreme 
scores generally move closer to the mean due to chance or luck (Campbell & Stanley, 2015).  
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In this study, statistical regression is controlled because both the control and treatment group 
are exposed to the same regression effects. Therefore, any differences between the groups is 
due to the experimental treatment, that is, exposure to AR or product involvement.  
4.4.1.1.6 Selection 
Selection refers to the threat of bias when selecting participants for the treatment or control 
group (Campbell & Stanley, 2015). This threat can be controlled when the participants are 
randomly assigned into the control or treatment group.  
In this study, participants were randomly assigned either the treatment or control group. The 
method that this was done was through a) selecting a random course from the business school 
schedule, b) talking to the professor for that class about administering the experiment and 
survey, and c) randomly assigning the group (class section) as either the control or treatment 
group. This process of dividing groups and randomly assigning them to control/treatment is 
recommended by Campbell and Stanley (2015) when selecting university students to ensure 
randomisation. 
4.4.1.1.7 Experimental mortality 
A seventh threat to internal validity is experimental mortality, or the risk of losing participants 
through the experiment (Campbell & Stanley, 2015). When this happens, it may cause bias in 
the results as those who leave the experiment may have done so due to lack of motivation and 
can result in the remaining participants having high motivation and different attitudes than 
those who dropped out (Christ, 2007). 
In this study, there were no participants that dropped out. If they did, then it may have caused 
a subtle bias, especially if the participants dropped out only from the treatment group (Christ, 
2007). Missing data could also result in a threat to internal validity as there could be a reason 
for the data to be missing (Tabachnick et al., 2001). Thus, Little’s MCAR test was run on the 
missing data to ensure that the missing data was missing completely at random and therefore 
not related to any bias (Little, 1988). Section 5.3 further discusses Little’s MCAR test. 
4.4.1.2 Threats to external validity 
In addition to threats to internal validity, there are also a number of threats to external validity 
which diminish the ability of the study to generalise the results (Tabachnick et al., 2001). Some 
of the main threats to external validity are:  
a) demand characteristics,  
b) Hawthorn effects,  
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c) order effects, and  
d) treatment interaction effects (Campbell & Stanley, 2015; Heffner, 2004; Orne, 2009).  
The following sub-sections will briefly outline each and discuss how each may be controlled 
using the experimental design undertaken in this research. This will be followed up with a 
section summarising the generalisability of the research.  
4.4.1.2.1 Demand characteristics 
Demand characteristics refers to the bias that results when participants subconsciously 
interpret the purpose of the experiment and change their behaviour according to this 
interpretation (Orne, 2009). This may happen because the participant does not want to ‘ruin’ 
the experiment (Nichols & Maner, 2008), or because the participant wants to discredit the study 
(Masling, 1966), or even because the participant wants to engage in socially-acceptable 
behaviour and focus on how the experimenter may evaluate them (Barabasz & Barabasz, 1992).  
In the current study, attempts at controlling demand characteristics came by way of trying to 
make sure that participants were never made aware about the purpose of the experiment. The 
participants were not told, or led to believe, that perceived risk, perceived trust, purchase intent, 
digital literacy, interaction, or information were being measured. They were only shown a 
video of AR (in the treatment group) and asked to fill out a survey with no leading titles. 
4.4.1.2.2 Hawthorne effect 
Hawthorn effect is a type of reactivity in which respondents change parts of their behaviour 
because they are aware that they are being observed (McCarney et al., 2007). In other words, 
participants who know that they are part of an experiment may not act naturally. This happens 
because participants may exert additional effort or thought to a problem when they know they 
are being observed, or because they may want to please the experimenter. These behaviours 
are known as demand characteristics (Campbell & Stanley, 2015; Parsons, 1974). Participants 
may also be suspicious about the purpose of the experiment (Parsons, 1974). 
In the current study, Hawthorne effects were controlled by a) employing a control group, b) 
perceived interaction and information were used as mediators and manipulation checks, and c) 
keeping the purpose of the questionnaire (perceived risk, perceived trust, purchase intent, 
digital literacy interaction, and information) discreet.  
The control group is designed to eliminate the Hawthorne effect by ensuring that any change 
in behaviour is reflected in both groups. For example, if the risk is reduced within the treatment 
93 
 
group and the risk is not reduced with the control group, it is clear that risk is lower within the 
treatment group, even without the Hawthorne effect as both groups were experiments were 
carried out in the same way. 
Furthermore, the manipulation checks for the co-creation variables, that is, the theory (see 
Section 3.3.5 for details) suggests that the treatment group is expected to have higher 
interaction and information than the control group, further controls for the Hawthorne effect. 
If the results show that perceived interaction and additional information are lower within the 
treatment group, that could partly be due to the Hawthorne effect. This is especially true 
because the participants do not know that their perceptions of interactions and additional 
information are being measured.,  
4.4.1.2.3 Order effects 
Order effects are the possible effects which may arise if more than one treatment is given to 
the same participant, or relating to the order in which the treatments are given which could 
cause the results to be manipulated or inaccurate (Kirk, 1982). For example, the order of 
treatments may cause participants to:  
a) be more fatigued in the second treatment,  
b) get used to the treatment, or get practice in answering questions, or  
c) the first treatment may have changed the perception of the participants causing them to have 
different behaviour and attitudes in subsequent treatments (Miller & Krosnick, 1998). 
In this study, the order effects are controlled for as participants are exposed to only one 
treatment, therefore eliminating the possibility of prior treatments influencing the results. 
Additionally, a control group is used to control for question effect, that is, the order in which 
questions are posed in the experiment. As a result, if the results showed that the control group 
had higher risks compared to the treatment group, this would not be because of the order of the 
questions as both groups experienced the same question order (with slight context-related 
modifications in wording).  
4.4.1.2.4 Treatment interaction effects 
The interaction effect refers to the bias(es) which may arise due to the treatment affecting 
individuals differently (Campbell & Stanley, 2015). For example, individuals’ attitudes 
towards certain brands, perceptions about the product design and feelings towards the product 
may cause participants to feel less risk, higher trust and purchase intent towards the product. 
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To control for this threat, covariate variables were introduced in the survey, and non-branded 
products were used. The covariates asked participants about their feelings, desires and what 
they thought about the product they were seeing in the experiment. These variables, along with 
the utilisation of fake-branded products ensured that there was no prior brand name influence 
in this study, controlling for this threat. 
4.4.1.2.5 Generalisability  
To summarise, external validity refers to a research study’s ability to generalise across 
situations and across people (Aronson, Wilson, & Akert, 2007). Although it is not realistic to 
think that experiments allow for generalisability across all situations (Campbell & Stanley, 
2015), in this research, it is postulated that interactions and information created through AR 
will reduce perceived risk and increase perceived trust and purchase intent.  
However, this does not mean this study generalises what will happen when using AR but rather 
generalises individuals’ psychological processes, that is, perception of interaction and 
information leading to a reduction in perceived risk and an increase in perceived trust and 
purchase intent. Therefore, supported by theory, this study is generalising that using AR in the 
real-world should increase interaction and information. Should this happen, it would result in 
a reduction of risk and increase of trust and purchase intent. 
As for generalising across people, a student sample was selected for this research project (see 
Section 4.6 for more information). This was done because in the social sciences, especially in 
marketing, student samples are commonly used for testing theory (Druckman & Kam, 2009; 
Exadaktylos, Espín, & Branas-Garza, 2013). Furthermore, most of the experimental studies, 
including some of the seminal works on perceived risk and perceived trust relied on a student 
sample to generalise (e.g. Dai et al., 2014; Jacoby & Kaplan, 1972; Kim, Qu, & Kim, 2009; 
Mitchell & Greatorex, 1993; Mitchell & Vassos, 1998; Mitra, Reiss, & Capella, 1999; Pope, 
Brown, & Forrest, 1999; Stone & Grønhaug, 1993; Tan, 1999).  
Additionally, student samples are useful for comparing cultures (Choi & Lee, 2003; Douglas 
& Craig, 1983). Moreover, students are not different from other shoppers in terms of 
psychological processes (Wang, 2001). Lastly, although students do not have high incomes, 
they tend to have large purchasing power, either through wealthy parents or having part-time 




4.5 Research instruments 
Now that the threats to internal and external validity have been explored, this section will 
discuss and justify the research instruments used in this research. Specifically, this section will 
review the experiment and data collection method underpinning the study. Moreover, the 
survey design, validity and reliability of the main constructs and variables used in this thesis 
will be examined.   
4.5.1 Research instruments 
As briefly discussed in Section 4.4, this study was comprised of an experiment that exposed 
the treatment group participants to a poster (displaying either a smartphone or a burger) with 
an AR demonstration video showing elements superimposed on to the poster. The participants 
then filled out a survey that measured their attitudes towards the product shown in the poster. 
This section will discuss the use of surveys as data collection instruments. Furthermore, this 
section will detail the experiment, AR application used and the development of the survey 
including reliability and validity considerations.  
4.5.1.1 Data collection instrument 
The data collection method that followed the experiment was a survey with quantitative-type 
questions. Quantitative research is the most commonly accepted method used within the post-
positivism philosophy (Creswell et al., 2003). Furthermore, in a meta-review of over 1,000 
articles in the top three marketing journals, over 75% of the research articles were purely 
quantitative (Hanson & Grimmer, 2007).   
To measure multiple variables, those being: attitudes on risk, trust, purchase intent and 
perceptions of interaction and information, questionnaires were used after the experiment. To 
account for the students who were more comfortable to answer the survey in their native 
language, the questionnaires were translated into the Arabic language. The following sub-
section describes the translation process. 
4.5.1.1.2 Research instrument translation process 
A minimum score of 5.5 IELTS (International English Language Testing System) English 
proficiency requirement is set at the university where the sample was collected (see "Prince 
Mohammad Bin Fahd University," 2018), which, as per the British Council is described as 
somewhere between “modest user” that can “Handle basic communication” (score of 5) and 
“competent user” who can “use and understand fairly complex language, particularly in 
familiar situations” (score of 6) (IELTS, 2018).  The minimum IELTS score requirements 
suggests that the sample should be able to understand the questions used in the questionnaire. 
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However, as some participants may feel more comfortable responding to the survey in their 
native language i.e. Arabic, after being exposed to the stimuli, participants had the option to 
choose either an a) English or b) Arabic language questionnaire. 
To translate the English language questionnaire into Arabic, the commonly used ‘back-
translation’ process was employed (Brislin, 1970). This process requires that the English 
language questionnaire gets translated into Arabic by a bilingual individual and then the Arabic 
questionnaire is translated again into English by another bilingual individual. The two versions 
of the English questionnaires (original and back-translated versions) are then compared for 
consistency of terms and language. In this study, after translating the survey into Arabic, then 
back into English by two independent bilingual translators, the two questionnaires were 
independently assessed by the researcher and two experts (faculty members specialising in 
marketing and MIS), who all confirmed that the two versions were identical.  
On the other hand, the stimuli i.e. posters and associated AR video, were predominantly visual-
based i.e. having mostly visual elements, and the only textual items used were simple words 
and sentences that the sample, who were all above the 5.5 IELTS band, should be accustomed 
to seeing in their daily lives and thus expected to understand with ease. Based on this 
justification, a translation of the posters or the AR application was deemed unnecessary.  
To ensure validity of the survey instruments, the results of the two questionnaires were 
compared (see Section 5.4.1 for details). 
The next sub-section outlines the experiment and the features of the AR application used in the 
experiment.  
4.5.2 Experiment design 
The experiment involved participants being randomly assigned to either a control or treatment 
group. Within the treatment group, participants were randomly assigned to an experiment with 
a poster showing either a) a fake-branded smartphone (a high involvement product), or b) a 
fake-branded burger (a low involvement product). The control group also included participants 
who were randomly assigned to either the high or low involvement product. In total, there were 





Group High-involvement - smartphone Low-involvement - burger 
Exposure to AR 
(treatment) group 
Treatment, high involvement group Treatment, low involvement 
group 
No exposure to AR 
(control) group 
Control, high involvement group Control, low involvement 
group 
Table 4.1: Combination of experiments 
As the participants were students (see Section 4.6 for details), the experiments were 
administered in the classroom to groups of students (either male or female). Further, as 
recommended by Campbell and Stanley (2015), to minimise experimenter bias, the original 
lecturer for that particular class administered the experiment and survey (Campbell & Stanley, 
2015). Each class section included 15 to 25 students and included either male or female 
students. Therefore, there were a total of 16 sections: 2 male and 2 female sections for each of 
the four experiments (high/low product involvement and control/treatment groups). The 16 
sections allowed for a certain degree of randomisation even though the sample was a 
convenience sample as each section was randomly assigned to one of the four experimental 
conditions (Campbell & Stanley, 2015). Moreover, because the focus of this research is 
enduring and not situational involvement, situational involvement was controlled for by both 
the control and experiment groups having equal time (10 minutes) to spend looking at the poster 
/ video before filling out the survey. 
4.5.2.1 The posters 
Within the treatment group, participants would either see a high or low involvement product 
poster showing the features, benefits and price of each product (see Figure 4.2 and 4.3 for the 
posters). The two posters were created through Microsoft Illustrator and were inspired by 
existing advertisements from Burger King (for the low-involvement product) and Samsung (for 








Fig. 4.3: Low-involvement product poster 
The high involvement product poster (Figure 4.2) showed a generic, fake-branded smartphone. 
The product brand was generic to ensure that there would be no participant bias that may arise 
from the participant favouring one brand over others. The poster also informed the participants 
that they can choose either iOS or Android, which are the two most common smartphone 
operating systems. This was also done to avoid a bias in the perceptions of the smartphone 
operating system. The poster showed a picture of the smartphone, technical information about 
the phone, the (generic) name of the phone and the price to purchase the phone. These are all 
elements that customers typically see when seeing a retail display.  
The smartphone was chosen as a high involvement product based on previous studies that 
found that electronics were typically a high involvement product (Bhatnagar et al., 2000; 
Jacoby & Kaplan, 1972). On the other hand, the low involvement product poster (Figure 4.3) 
showed a generic burger. The burger was chosen as a low involvement product because earlier 
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studies have shown that food items are often ranked one of the lowest in terms of product 
involvement (Bhatnagar et al., 2000; Jacoby & Kaplan, 1972; Krampf et al., 1993). 
4.5.2.2 META AR glasses 
Within the control group, participants viewed one of the posters discussed in Section 4.5.2.1 
and answered a questionnaire about their perceived risk, perceived trust, intent to purchase and 
their perception of interactions and information.  
As for the treatment group, the participants viewed the same poster but would also see a pair 
of META AR glasses on a table at the front of the class. META is a company based in Silicon 
Valley which specialises in AR technology. The META 1 wearable AR glasses (Figure 4.4) 
are a developer unit, which is larger and bulkier than the user-friendly META 2 (Figure 4.5). 
Due to the price difference between the two (approximately 1,000 NZD), and because the 
researcher required the developer unit to build the application, it was decided to purchase the 
META 1 developer unit and use that to prepare the video demonstration.  
 




Fig. 4.5: META 2 glasses 
The META 1 glasses enabled the user to see digital elements superimposed on to physical 
objects, as shown in Figure 4.6. Furthermore, the META 1 glasses allowed the user to interact 
with the digital elements with their hands, as shown in Figure 4.7.  
 





Fig. 4.7: META example 2 
Before the experiment, the observer explained what the glasses do and then exposed the 
participants to AR through a video which showed a trained expert demonstrating the use of the 
glasses. The demonstration shown in the video was created through a coding application for 
META glasses called ‘Unity’. This application allows the developer to add AR elements on to 
physical objects.  
With the help of six academics specialising in business, economics, sociology, mathematics, 
finance and statistics, interactivity and informational, that is co-creational, elements were 
integrated into the application. The academics were asked from a list whether they believed the 
elements were informational, interactive or neither (Section 4.5.2.6 provides a summary of the 
results). The following sub-section discusses the advantages of using a video in the experiment 
and the next section lists and discusses the final list of features that were integrated into the 
application.  
4.5.2.3 Advantages of using videos in the research 
As the participants were exposed to a video demonstration of an individual navigating the AR 
application instead of navigating the application themselves, it is important to discuss the 
implications of such an approach. Although this may seem like a limitation as the participants 
do not use the application, it is necessary and indeed common practice to provide the same 
conditions across all treatment groups in an experimental setting, to minimise distortion 
(Campbell & Stanley, 2015; Cook et al., 1979).  
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Moreover, because the AR glasses are new and no application that provides interactive and 
informational elements is publicly available, the application was developed in-house over an 
eight-month period. Additionally, the demonstrator who interacted with the elements in the 
application had to train using and interacting with the application over a period of two weeks 
to be able to record the video. The demonstrator had to learn how to interact with objects in a 
3D space which suggests that the participants will not be all be able to operate the technology 
and interact with all the features if they were to use the AR glasses and may end up spending 
the limited time of the experiment trying to figure out how to touch or interact with virtual 
elements in a 3D space with no prior experience, causing a bias in the results. To overcome 
this limitation, it seemed necessary to demonstrate the elements of AR for all treatment groups. 
One way that this may be done is through simulations, for example videos, shown to all 
treatment groups (Slangen-de Kort, IJsselsteijn, Kooijman, & Schuurmans, 2001).  
In addition to controlling for internal validity, using videos to demonstrate the use of AR allows 
for reproducibility of the experiment as the videos may be reused in related or repeated studies 
(Pasquali, 2007). Furthermore, a study by Bateson and Hui (1992) measured customer choice 
in a service setting whereby, participants were either a) shown a video, or b) recorded in an 
actual interactive service encounter. The results were the same for both groups. Based on these 
results, the authors suggest that videos are the better choice when conducting an experiment 
which relies on the respondents controlling the experiment (Bateson & Hui, 1992). In the 
current study, if the respondents were given the actual glasses and asked to use them, they may 
miss out on some of the features of the applications as they do not likely possess the ability or 
skills to interact with virtual objects in a 3D space. As all the features provide interactions or 
information (see Section 4.5.2.6 for details), participants that use AR might also run out of time 
and miss out on some features.  
Other studies that measured the differences between direct and simulated observations found 
no significant differences between the two types of observations (Bosselmann & Craik, 1985; 
Feimer, 1984). In a meta-analysis of 10 papers, Stamps (1990) found that no difference in the 
preferences of participants who engaged with a physical environment versus participants that 
viewed photographs of the physical environment (Stamps, 1990). Ulrich et al. (1991) 
confirmed these findings concluding that interactive, simulated environments can provide the 
same preferences as the real environment (Ulrich et al., 1991).  
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Videos have been used in multiple studies within the marketing discipline. In a study by Baker, 
Levy, and Grewal (1992), the authors measured purchase decision after watching a video of a 
customer interacting with different store environments (Baker et al., 1992). In another study, 
participants were exposed to videos showing an individual interacting with two stadiums before 
providing their attitudes towards each stadium (Wakefield & Blodgett, 1994). The authors 
justified the use of videos by stating that videos provide ecological validity. In yet another 
study published in the Journal of Marketing, Voss, Parasuraman, and Grewal (1998) used a 
video showing a service encounter with a demonstrator interacting with a front-desk hotel 
receptionist (Voss et al., 1998). The authors followed up this experiment with a questionnaire 
asking about the purchase performance and satisfaction. This is similar to the study in this 
thesis except that in the current study, interactions and information are measured as co-creation 
mediators to provide for an additional manipulation check.  
Dahan and Srinivasan (2000) let students watch a video showing three different bicycle pumps 
and let another group see the physical products. The results found that the perceptions of the 
attributes for the three bicycle pumps were the same between both groups. This study provides 
further evidence that, similar to the bicycle pump attributes, using videos to assess product 
attributes should produce the same results as seeing the physical product (Dahan & Srinivasan, 
2000).  
Moreover, in one of the limited studies on user perceptions of AR, the authors used video 
scenarios of AR to see what people think of AR technology (Olsson et al., 2012). In another 
related study, the authors measured the effect of nonverbal communication on service 
perception by watching video scenarios (Gabbott & Hogg, 2000). 
Video simulations tend to be high in ecological validity (Bateson and Hui, 1992; Carpman, 
Grant, and Simmons, 1985, McKechnie, 1977). In fact, some authors explicitly state that 
everything which is sensed, or happens within video simulations are perceived the same as 
within the real world  (Bateson & Hui, 1992; Hul et al., 1997) and other authors specifically 
state that “video stimuli are effective and highly controllable methods of presenting 
information to participants” (Reader and Holmes, 2016). 
Finally, within this thesis, the focus is on co-creation. In other words, it is expected that 
individuals who are exposed to AR will have heightened perceptions of interactions and 
information and it is these two concepts that will result in a reduction in perceived risk, and an 
increase in perceived trust and purchase intent. Thus, interactions and information are used 
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here as a manipulation check. Therefore, the purpose of this thesis is not to measure the benefits 
or effectiveness of AR but the technology is used as a facilitator of co-creation. This means 
that the interactions and information developed through AR will be used as a mediator for the 
dependent variables i.e. perceived risk, perceived trust and purchase intent.  
Based on this discussion, exposing the treatment group to AR through the use of videos is 
justified. The next sections will discuss the features of the application and how they were 
classified by the academics mentioned in Section 4.5.2.2. 
4.5.2.4 Interactivity functions of the application 
One function that was classified as interactive in nature, is dialogue. Specifically, customer to 
manager, customer to salesperson and customer to customer dialogue was integrated into the 
application. The participants who were exposed to AR saw the demonstrator interacting with a 
customer service agent through Twitter. Additionally, email and Facebook dialogue can be 
seen to be initiated by tapping the respective logos. Figure 4.8 illustrates the social media 
dialogue function which was shown in the demonstration video.  
 
Fig. 4.8: Social media in the AR application 





Fig. 4.9: Twitter in the AR application 
In addition to social media interactions, the application also included interactions in the form 
of customer reviews. When the user taps the ‘customer reviews’ button, a rolling list of 
customer reviews is presented. The user interacts with the reviews by stopping them or 
speeding up the movement. The following image (4.10) illustrates this function: 
 
Fig. 4.10: Product review in the AR application 
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Another interactive function is the 3D model of the product. For both the burger and 
smartphone, a 3D model of the product was seen in the AR demonstration. The model is an 
interactive function because the user is shown moving it around and turning it. This 
interactivity element allows the user to visualise what the product would look like if purchased. 
The following image (4.11) shows how the 3D models were shown in the demonstration. 
 
Fig. 4.11: 3D visualisation in the AR application 
4.5.2.5 Informational functions of the application 
In addition to the interactivity elements, the application also included elements that were 
considered to be informational in nature. Although some interactive elements such as social 
media and product reviews are also informational, the application included exclusively 
informational functions such as nutritional (for the burger) and technical (for the smartphone) 
information, plus a video showing what the product looks like, a comparison of prices from 
different stores and the locations of where to buy the products. The following image (4.12) 
illustrates the price comparison for the smartphone and Figure 4.13 shows the purchase 




Fig. 4.12: AR application price comparison 
 
 
Fig. 4.13: AR application location map 
4.5.2.6 Summary of functions 
To summarise, the AR application included interactional and informational elements that are 
central to co-creation. The application included 3D models of the products (which the user 
could rotate, move, brings closer or move further away from their face), social media 
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interaction with the salespeople, customers or managers, price comparisons, a map of purchase 
location and product reviews.  
The group of experts (discussed in Section 4.5.2.2) categorised the features of the AR 
application as either interactive or informational by writing either ‘interactive’ or 
‘informational’ next to each item. A summary of the results of this exercise is listed here: 
1. 3D model of the product (interactive element) 
2. Location map (informational element) 
3. Price comparison (informational element) 
4. Nutritional / technical information (informational element) 
5. Video of the product (informational element) 
6. Social media integration (interactive and informational element) 
7. Product reviews (interactive and informational element) 
Based on these elements, the treatment group was expected to perceive higher interactions and 
more information than the control group (as summarised in Section 3.3.6). These co-creation 
elements (interaction and information) were expected to result in lower perceived risk and 
higher perceived trust and increased purchase intent. The next section will discuss the survey 
design including the reliability and validity of the constructs.  
4.5.3 Survey design 
Most of the questionnaire scales were derived from previous studies and slightly modified to 
better fit the context of this study. The following section operationalises the various constructs 
and discusses the origins of the scales used within the survey. Furthermore, the validity and 
reliability for each construct is presented and discussed.  
4.5.3.1 Data type 
The survey included questions about the perceived risk, perceived trust and purchase intent of 
the participants as well as treatment manipulation checks, that is, perceptions of interaction and 
information. To quantify these attitudes and perceptions, Likert scales were utilised. Likert 
scales allow participants to select a choice of response from a list that is equidistant (Likert, 
1932).  
Most Likert scales contain either five or seven response categories (Bearden & Netemeyer, 
1999). However, there is much discussion about using five or seven responses within Likert 
scale questions. Babakus and Mangold (1992) found that a five-point Likert scale can be used 
to increase response rate and quality as well as reduce participant frustration (Babakus & 
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Mangold, 1992). However, Cox (1980) found that seven-point Likert scales were the most 
accurate but concluded that a five-point Likert scale is also appropriate (Cox, 1980). Johns 
(2010) supports Cox’s (1980) findings and also found that if the number of responses falls 
below five or more than seven, the results will be less accurate (Johns, 2010). In summary, a 
seven-point scale has been found to be, at minimum, as appropriate as a five-point scale (Johns, 
2010; Preston & Colman, 2000). 
In addition to the number of response choices in a Likert scale, there has also been considerable 
disagreement throughout the years as to whether Likert scale data should be treated as ordinal 
or interval (Carifio & Perla, 2007; Jamieson, 2004; Knapp, 1990). At face value, Likert scales 
are ordinal because the differences between the values e.g. between ‘strongly agree’ and ‘agree’ 
is not necessarily the same as the difference between ‘disagree’ and ‘strongly disagree’. 
However, in the case that the Likert scale is designed in a seemingly proportioned way; such 
that there are equally distant attributes and a clear middle point, and where normality and 
homoscedasticity are measured, the scale can approximate interval-level measurement since 
the respondents can clearly see the middle point and understand that strongly disagree is a more 
powerful feeling than disagree (Knapp, 1990; Lantz, 2013).  
Feir-Walsh and Toothaker (1974) compared Kruskal-Wallis with ANOVA in a Monte Carlo 
study and stated that Kruskal-Wallis is very ‘instable’ and concluded that ANOVA should be 
used even when the assumptions of normality and homoscedasticity are violated (Feir-Walsh 
& Toothaker, 1974). Additionally, while Likert scales are ordinal in nature, a combination of 
variables that form an index adds ‘variability’ and ‘values’ to the data. This will then allow the 
researcher to consider the data as interval (Allen & Seaman, 2007; Boone & Boone, 2012). In 
this thesis, the combination of a number of items into one composite variable is then considered 
as interval type data. For example, if social risk comprises of three variables which are 
combined to create one, it can be assumed that the new ‘social risk’ composite variable is 
interval and parametric tests can therefore be run on it. 
4.5.3.2 Demographic 
To understand and make use of the data, it is beneficial to demographically profile the sample. 
Demographics refers to the study of populations and is useful to include in a survey as it allows 
for comparisons among sample sub-groups and helps in the generalisability of results (Babbie, 
2007). It is important that not many demographic questions are presented in the survey as 
respondents may feel aggravated or might be concerned about their privacy (Tourangeau & 
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Yan, 2007). Therefore, there were only two demographic questions in the survey: gender and 
age group. 
4.5.3.2.1 Gender 
Due to the segregation and limited mixing between the two genders in the research location: 
The Kingdom of Saudi Arabia, also known as KSA (see Section 4.6 for participant details), 
gender is an important variable to include in the survey. In KSA, males and females rarely mix 
and there is little to no interaction between the two genders (Del Castillo, 2003). Banks, 
restaurants, universities and even malls are among the list of places that segregate males and 
females.  
These observations are based on personal experience, but literature also suggests differences 
in consumer trends and psychology for the two genders. One distinction between the UK and 
KSA is the tightly government-controlled media in KSA being much different from the open 
media of the UK (Marghalani, Palmgreen & Boyd, 1998). Being under strict Islamic laws 
permits only a certain kind of dress for women over the age of six to be displayed on television 
(Al-Makaty, Van Tubergen, Whitlow & Boyd, 1996).  
It is therefore important to keep this questionnaire scale item in the questionnaire to explore 
any differences between genders on the key attitudinal variables, that is, perceived risk, 
perceived trust and purchase intent. Table 4.2 shows the question for this demographic variable. 
# Gender scale – 1 item 
1 What is your gender? Male / Female 
 Table 4.2: Gender scale item 
4.5.3.2.2 Age 
The age of the participants is another important demographic variable which was included in 
the survey. Age groups help with generalisability of results as it allows the researcher the 
opportunity to see whether there are significant within-group variances between ages and the 
dependent variables that would cause limitations to the generalisability of the student sample 
(see Section 4.6 for details on the sample participants). 
The choices of age group were categorised as either a) meeting the minimum age requirements 
(18), b) preparatory students, c) freshman (first year) students, d) sophomores (second year), 
e) junior (third year), f) senior (fourth year) or g) post-graduate students. Table 4.3 illustrates 




# Age scale – 1 item 
2 Which age group do you fall into? 18, 19-21, 22-23, 24-
25, 26-28, 29-31, 32≤ 
Table 4.3: Age scale item 
4.5.3.3 Perceived risk variables 
After selecting choices for their age and gender, the second page of the survey asks the 
participants about their risk attitudes. The risk variables were modified from the study 
conducted by Stone and Grønhaug (1993) because the study used the same risk dimensions as 
the ones used in this research. Moreover, the scale developed by Stone and Grønhaug (1993) 
is commonly used in studies that evaluate dimensions of risk and their relationship with overall 
perceived risk (see e.g. Hung, Chang, & Yu, 2006; Kleijnen, De Ruyter, & Wetzels, 2007; 
Nepomuceno et al., 2014). 
The six dimensions of risk, along with overall perceived risk were all measured in a series of 
questions in the survey. There were three questions for each dimension making a total of 21 
questions. The questions were designed to measure the level of risk perceived at the time the 
participant was taking the survey.  
The risk questions started with the following statements “The thought of buying this product 
within the next 6 months causes me to be concerned …” and “The thought of buying this 
product within the next 6 months …”. These statements were designed to shorten the time that 
the participant would need to complete the survey. The use of a six month time frame within 
the questions was based on a study which found that a six month timeframe more accurately 
measures attitudes and purchase intention than a twelve month period (Morwitz & Schmittlein, 
1992). Additionally, the way the statements were worded caused the questions to be mixed 
instead of them being in the order of risk dimensions.   
The following table (Table 4.4) presents the original items on risk for the high involvement 
product, which are then adapted for the experiment of this study (see Tables 4.5 and 4.6) and 
administered to the treatment group (the group that saw the AR video). The full survey can be 
found in Appendix 1A and the other three surveys (low involvement: control and treatment; 






# Original risk scale(Stone & Grønhaug, 1993) Risk Dimension 
1 Overall, the thought of buying a personal computer within the next 
12 months causes me to be concerned with experiencing some 
kind of loss if I went ahead with the purchase 
Overall Perceived 
Risk - 1 
2 All things considered, I think I would be making a mistake if I 
bought a personal computer within the next 12 months for my use 
at home 
Overall Perceived 
Risk - 2 
3 When all is said and done, I really feel that the purchase of a 
personal computer within the next 12 months poses problems for 
me that I just don’t need. 
Overall Perceived 
Risk - 3  
4 If I bought a personal computer within the next 12 months for use 
at home, I think I would be held in higher esteem by my associates 
at work  
Social Risk - 1 
5 The thought of buying a personal computer within the next 12 
months for use at home causes me concern because some friends 
would think I was just being showy 
Social Risk - 2 
6 My purchase of a personal computer within the next 12 months for 
use at home would cause me to be thought of as being foolish by 
some people whose opinion I value 
Social Risk - 3 
7 My purchasing a personal computer within the next 12 months for 
use at home makes me concerned that I would have to spend too 
much time learning how to use the computer  
Time Risk - 1 
8 The demands on my schedule are such that purchasing a personal 
computer within the next 12 months for use at home concerns me, 
because it would create even more time pressures that I just don’t 
need  
Time Risk - 2 
9 My purchasing a personal computer within the next 12 months for 
use at home could lead to an inefficient use of my time from 
playing computer games, understanding various software 
packages, and so forth, 
Time Risk - 3 
10 My purchasing a personal computer within the next 12 months for 
use at home would be a bad way to spend my money 
Financial Risk - 1 
11 If I bought a personal computer for myself within the next 12 
months for use at home, I would be concerned that the financial 
investment I would make would not be wise 
Financial Risk - 2 
12 If I bought a personal computer for myself within the next 12 
months for use at home, I would be concerned that I really would 
not get my money’s worth from this product.  
Financial Risk - 3 
13 One concern I have about purchasing a personal computer within 
the next 12 months for use at home is the eye strain for some 
members of the family could result, due to overuse of the 
computer 
Physical Risk - 1 
14 My purchase of a personal computer within the next 12 months for 
use at home leads to concerns about whether the product could 
lead to some uncomfortable physical side-effects such as bad 
sleeping, backaches and the like 
Physical Risk - 2 
15 Because personal computers may not be completely safe, when I 
contemplate purchasing a personal computer within the next 12 
months for use at home, I become concerned about potential 
physical risks associated with this product 
Physical Risk - 3  
16 As I consider the purchase of a personal computer within the next 
12 months for home use, I worry whether the product will really 
perform as well as it is supposed to  
Performance Risk - 1 
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17 If I were to purchase a personal computer within the next 12 
months for home use, I would become concerned that the 
computer will not provide the level of benefits that I would be 
expecting 
Performance Risk - 2 
18 The thought of purchasing a personal computer within the next 12 
months for home use causes me to be concerned for how really 
dependable and reliable the product will be  
Performance Risk - 3 
19 The thought of purchasing a personal computer within the next 12 
months for use at home makes me feel psychologically 
uncomfortable 
Psychological Risk - 1 
20 The thought of purchasing a personal computer within the next 12 
months for use at home gives me a feeling of unwanted anxiety 
Psychological Risk - 2 
21 The thought of purchasing a personal computer within the next 12 
months for use at home causes me to experience unnecessary 
tension  
Psychological Risk - 3 
Table 4.4: Original risk scale items 
# Risk scale (modified from Stone & Grønhaug, 1993) Risk Dimension 
 The thought of buying this product within the next 6 months causes me to be concerned ... 
3 with experiencing some kind of loss  Overall Perceived Risk 
-1 
4 with making a mistake Overall Perceived Risk 
- 2 
5 that I would be perceived negatively by my associates at work / 
university 
Social Risk - 1 
6 because some friends would think I was just being showy  Social Risk - 2 
7 with the thought that I am foolish by some people whose opinions 
I value 
Social Risk - 3 
8 that the financial investment I would make would not be wise  Financial Risk - 2 
9 that I would not get my money's worth from this product  Financial Risk - 3 
10 with the eye strain for some members of the family that could 
result from overuse of the product  
Physical Risk - 1 
11 about potential physical risks due to the product possibly not 
being completely safe  
Physical Risk - 3 
12 possibility of the product leading to some uncomfortable side 
effects such as inability to sleep, addiction, backaches and the 
like... 
Physical Risk - 2 
13 that the product will not perform as well as it is supposed to  Performance Risk - 1 
14 with how dependable and reliable the quality of the product will 
be  
Performance Risk - 3 
15 with experiencing unnecessary tension  Psychological Risk - 3 
16 with having to spend too much time learning how to use the 
phone 
Time Risk -1  
17 with unwanted time pressures on my schedule due to the purchase Time Risk - 2  
Table 4.5: Risk scale items page 1 
The second page continues with the risk questions: 
# Risk scale (modified from Stone & Grønhaug, 1993) continued … Risk Dimension 
 The thought of buying this product within the next 6 months ... 
18 
will pose problems for me that I just don't need 
Overall Perceived 
Risk - 3 
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19 would be a bad way to spend my money Financial Risk - 1 
20 




gives me a feeling of unwanted anxiety 
Psychological Risk 
-2  
22 could lead to an inefficient use of my time from playing mobile 
games, understanding various applications and so forth 
Time Risk -3  
Table 4.6: Risk scale items 2 
The modified variables in Tables 4.5 and 4.6 were presented to six educators specialising in 
business, economics, sociology, mathematics, finance and statistics. These educators 
individually reviewed the variables and provided their own professional feedback. This expert 
feedback process is an accepted practice and provides content validity for the survey items 
(Lawshe, 1975). The feedback resulted in the removal of the ‘performance - 2’ variable as the 
pilot test indicated that it is very similar to the ‘performance - 1’ variable.  
4.5.3.3.1 Validity of risk scales 
There are three types of validity: face validity, concurrent validity, and construct validity 
(Kumar & Phrommathed, 2005). Face validity, which is also known as content validity is the 
extent to which the items in the scale reflect the objectives of the study (DeVellis, 1991; Kumar 
& Phrommathed, 2005). This is tested by looking at the variable ‘at face value’ and seeing 
whether they make sense (Kumar & Phrommathed, 2005). Concurrent validity, which is also 
called predictive or criterion validity, is associated with how well a scale can forecast a certain 
outcome (Kumar & Phrommathed, 2005) and involves other variables that can be tested against 
the original to predict this result (Malhotra, 2008). For example, as it is expected that when 
perceived trust is increased, perceived risk is decreased (Luhmann, 2000), if both perceived 
trust and perceived risk are reduced, then there could be a lack of concurrent validity.   
Construct validity determines how well the items measure what they are intended to measure 
(Cook et al., 1979; Kumar & Phrommathed, 2005). Face and concurrent validity can be both 
be integrated within construct validity and measured through exploratory factor analysis 
(EFA), (Anastasi, 1986; Nunnally, 1978; Shepard, 1993). EFA is a method used to reduce a 
large number of variables into common factors which can help identify whether the items load 
onto their respective factors and therefore confirm construct validity (Hair, 2010) 
However, the EFA can only be undertaken when the relationships are reflective (Coltman et 
al., 2008). This means that the indicators (e.g. dimensions of risk) are inter-correlated and 
‘reflect’ the construct, for example overall perceived risk (Coltman et al., 2008). Changes in 
the construct are reflected in changes in the observable indicators (Bagozzi, 2011).  Since 
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overall perceived risk is reflected by the dimensions of risk, which can be interchangeable 
depending on the situation (Jacoby & Kaplan, 1972), overall perceived risk is a reflective 
model whereby Cronbach’s alpha and factor analyses are both relevant and should be 
performed to assess reliability and validity respectively (Bagozzi, 2011; Coltman et al., 2008; 
Vlachos & Theotokis, 2009). 
4.5.3.3.1.1 Assumptions for factor analysis 
To run an EFA, it is necessary to first check the assumptions for the analysis to ensure that the 
data allows a factor analysis to be undertaken (Tabachnick et al., 2001). Assumptions for the 
EFA include a) identification and removal of outliers, b) sampling adequacy and c) suitability 
of data reduction (Tabachnick et al., 2001).  
4.5.3.3.1.1.1 Outliers 
Outliers are observed points that are far from other observations (Maddala, 1992). To test for 
outliers, boxplots and Mahalanobis distance for multivariate data were used (Tabachnick et al., 
2001). A total of 18 outliers were removed from the dataset (4 removed from the high 
involvement/treatment group, 7 from high involvement/control group, 1 removed from low 
involvement/treatment group and 6 removed from low involvement/ control group). 
4.5.3.3.1.1.2 Sampling adequacy  
Sampling adequacy refers to whether the sample size is large enough (Tabachnick et al., 2001). 
There are several ‘rules-of-thumb’ for an appropriate  minimum sample size when conducting 
an EFA, including an absolute minimum of n=100 samples (Gorsuch, 1997), or five times the 
number of variables (Heckler, 1996). This study satisfies both of these assumptions as the total 
number of participants was 267 (discussed in Section 4.6).  
A statistical measure of sample adequacy is the Kaiser-Meyer-Olkin (KMO test). If the value 
of the test is greater than 0.5, then the sample size is adequate (Tabachnick et al., 2001). The 
KMO for the EFA undertaken in this research approaches 0.6 which is accepted (Cerny & 
Kaiser, 1977) and fulfils the requirement of sampling adequacy assumption (see Appendix 2).  
4.5.3.3.1.1.3 Suitability of data reduction 
The last assumption for conducting an EFA is that there should be some correlation between 
the variables, but not too high as that could indicate multicollinearity (Tabachnick et al., 2001). 
Bartlett’s test of sphericity tests this assumption whereby a significant result indicates 
suitability for factor analysis and a non-significant result means that there might be too little, 
or too much correlation between the variables (Tabachnick et al., 2001). Bartlett’s test of 
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sphericity was investigated and shown to be significant indicating that the data is suitable for 
factor analysis (Tabachnick et al., 2001).  
4.5.3.3.1.2 Type of factor analysis 
As the assumptions for factor analysis were all satisfied, the next step was to conduct the 
analysis. There is often a choice between principal component analysis (PCA) and principal 
axis factoring (PAF) when conducting the analysis (Suhr, 2005; Tabachnick et al., 2001). PCA 
is a variable reducing method that is used when the variables are highly correlated (Suhr, 2005), 
whereas PAF is a variable reducing method that hypothesises an underlying construct without 
enforcing any defined factor structure on the outcome (Child, 1990). Therefore, although many 
authors think there is no difference, PAF is actually considered an EFA method whereas PCA 
is not (Suhr, 2005). 
Because the objective of the research is to assess the validity of the risk variables by seeing 
whether they load onto similar factors, it is more appropriate to use PAF  (Suhr, 2005). Further 
support for running a PAF is the fact that PAF is commonly used in the social sciences, 
including marketing (Warner, 2008). Furthermore, PCA requires a very large sample size 
(more than 1,000), whereas PAF is commonly used when the sample size is smaller (Snook & 
Gorsuch, 1989). 
When conducting the PAF factor analysis, it is also necessary to determine the rotation of axes 
as either oblique or orthogonal (Tabachnick et al., 2001). Identification of the rotation method 
depends on the factor correlations (Child, 1990) and essentially rotates the axes of the factor 
analysis a certain way to determine the best fit between variables and factors. If there is high 
correlation between the factors (0.32 or above), an oblique rotation should be used and if there 
is low correlation (lower than 0.32), an orthogonal rotation should be used (Tabachnick et al., 
2001). 
4.5.3.3.1.3 Factor analysis results 
Based on the discussion in the previous sub-section, oblimin (oblique) rotation was first run to 
see the factor correlations. Upon seeing that there were no factor correlations (Appendix 3), 
varimax (orthogonal) rotation was utilised. The results of the preliminary EFA suggested that 
there were only five factors as the time risk items loaded onto more than one factor (above 0.4). 
Additionally, four variables from various risk factors cross-loaded onto several risk variables. 
This result could be attributed to the social setting where the experiment was run (in the class) 
as participants may not have felt as comfortable answering these questions in a social setting.  
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The cross-loading items were removed from the factor analysis and it was run again. The 
loadings for the final list of variables is presented in Table 4.7. 
The factor loadings and communalities for each variable were all above 0.3 indicating common 
variance between items (Appendix 4). The five-factor solution explained 62.7% of the risk 
variance and the variance explained by each factor was: 17% (social risk), 17% (financial risk), 
10.7% (physical risk), 9.5% (performance risk), and 8.3% (psychological risk) (Appendix 5). 
The results suggest that the remaining list of items (Table 4.7) measure their respective risk 
dimensions and therefore satisfy construct validity (Hair, 2010).  
 
Table 4.7: EFA loadings – risk dimensions 
 
4.5.3.3.2 Reliability of risk scales 
The collected data was tested for reliability before it was analysed. Reliability is the ability of 
data to produce consistent results, if repeated analysis is conducted (Babbie, 2007; Malhotra, 
Hall, Shaw, & Oppenheim, 2004). To measure the reliability of a reflective construct, the 
Cronbach’s Alpha should be measured, whereby a minimum accepted Cronbach’s Alpha score 
is 0.6 (Nunnally & Bernstein, 1994). The score may be enhanced by removing variables that 
have a score lower than 0.3 (Nunnally & Bernstein, 1994).  
Cronbach’s Alpha was run on the risk variables within each risk factor identified in Section 
4.5.3.3.1. The results of the Cronbach’s Alpha (Appendix 6) showed all the risk factors (social, 
financial, performance, psychological and physical risk) as having a score over 0.7 which 
suggests that the risk scales used are reliable (Hair, 2010; Nunnally & Bernstein, 1994). 
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As evidenced in this section, risk scales are both valid and reliable. The next section will present 
the co-creation variables that were considered as mediating the relationship between the use of 
AR and risk. 
4.5.3.4 Co-creation variables scales 
Another set of scales presented within the questionnaire asked the participant to rate their 
perception of the level of interactions and information which are both considered as key co-
creation outcomes (see Section 3.5.5). These two variables are also considered as mediating 
the relationship between the use of AR and risk. Furthermore, these two variables can also be 
used as manipulation checks to ensure that AR is impacting perceived risk and perceived trust 
through co-creation (revert to Section 3.3 for details). 
The interaction and information scales were taken directly from a pre-existing questionnaire 
(Ballantine, 2005) and modified slightly based on feedback from the academics discussed in 
Section 4.5.2.2. Table 4.8 presents the co-creation variables scales for the high involvement 
product (slight modifications in wording for the low involvement product is illustrated in 
Appendix 1B and 1C): 
# Information and interaction scale (source: Ballantine, 
2005) 
Dimension 
 Please indicate your agreement with the following statements... 
47 I believe I can communicate easily with the company if I ever 
had a specific question or wanted to purchase the product 
Interaction – 1 
48 I am able to easily see other customers' opinions about the 
product  
Interactions – 2  
49 I thought there was control (flexibility) over the content that I 
wanted to see  
Interactions – 3  
50 Overall, I think the experience was highly interactive  Interactions – 4 
51 I thought that there was detailed information provided about 
the product featured  
Information – 1  
52 I thought that there was a comprehensive list of technical 
specifications of the product featured  
Information – 2  
Table 4.8: interaction and information (co-creation) scale 
4.5.3.5.1 Co-creation variables scale validity 
To measure the scale validity, an EFA was run. However, before that was done, the 
assumptions for the test were measured. Outliers were already identified and removed in the 
perceived risk factor analysis (Section 4.5.3.3.1.1.1). Sampling adequacy is tested through 
KMO (Tabachnick et al., 2001). The KMO for the co-creation variables was 0.829 which is 
above the minimum threshold of 0.5 and provides evidence that the sample size is adequate to 
conduct factor analysis. Bartlett’s test of sphericity was significant therefore suggesting that 
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the data is suitable for reduction (Tabachnick et al., 2001). The KMO and Bartlett’s test for 
sphericity are illustrated in Appendix 7. 
The EFA was run using PAF method with oblimin (oblique) rotation first to see whether there 
were any factor correlations. The results showed that there were high correlations between 
factors (Appendix 8) which supported the use of the oblique rotation (Child, 1990). The 
correlation could be expected because although the variables are distinct concepts, interaction 
always renders information (Ballantyne & Varey, 2006; Grönroos, 2006).  The results of the 
factor analysis (Table 4.9 below) confirmed all indicators loaded on to their respectful factors. 
Therefore, the scales were considered as valid. The two-factor solution accounted for 49% of 




Interaction - 1  .66 
Interaction - 2  .85 
Interaction - 3  .44 
Interaction - 4  .42 
Information - 1 .73  
Information - 2 .70  
Table 4.9: Interaction and information factor loadings 
4.5.3.5.2 Co-creation variables scale reliability 
To test reliability of a reflective scale, it is necessary to run a Cronbach’s alpha test which 
measures the intercorrelations of the indicators within the two variables (interaction and 
information) independently (Tabachnick et al., 2001). 
The results of the Cronbach’s alpha showed that both interactions and information had scores 
higher than 0.7 (Appendix 10) which suggests that the scales are reliable (Tabachnick et al., 
2001). 
This section presented the validity and reliability of the co-creation variables. Next, this chapter 
will discuss the development of the digital literacy scale as well as the validity and reliability 
of said scale.  
4.5.3.5 Digital literacy scale 
The next section of the survey asked respondents to rate their level of digital literacy. The scales 
used to measure the individuals’ digital literacy levels were taken from pre-existing literature 
(Kennedy, Judd, Churchward, Gray, & Krause, 2008; Ng, 2012) and were designed to reflect 
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technical, cognitive and social-emotional literacies (Ng, 2012).  The following table presents 
the digital literacy scales: 
# Digital Literacy scale (source: Ng, 2012) DL dimension 
 Please indicate your agreement with the following statements... 
23 I know how to solve my own technical problems Technical - 1 
24 I can learn new technologies easily Technical - 2 
25 I keep up with important new technologies Technical - 3 
26 I know a lot about different technologies Technical – 4 
27 I have good skills with using technology Technical – 5 
28 I am confident with my search and evaluation skills in 
regard to obtaining information from the web 
Cognitive – 1 
29 I am familiar with issues related to web-based 
activities e.g. cyber safety, search issues, plagiarism 
Cognitive – 2 
30 Technology enables me to collaborate better with my 
friends 
Social-emotional – 1 
31 I frequently ask for help if I encounter a problem such 
as with university work, from my friends over the 
internet e.g. Skype, Facebook, Blogs 
Social-emotional - 2 
Table 4.10: Digital literacy scale items 
4.5.3.5.1 Digital literacy scale validity 
Parallel to perceived risk, the digital literacy scale is identified as reflective and an EFA must 
be conducted to assess the validity of the scale. First, the assumptions were tested to evaluate 
the effectiveness and suitability of the data for factor analysis as well as to identify the type of 
rotation that should be used in the factor analysis.  
4.5.3.5.1.1 Assumptions for factor analysis 
The assumptions for factor analysis have been identified in Section 4.5.3.3.1.1 and include 
outliers, sampling adequacy and suitability of data reduction. Outliers were already identified 
and removed in the perceived risk factor analysis (Section 4.5.3.3.1.1.1). Sampling adequacy 
is tested through KMO (Tabachnick et al., 2001). The KMO for digital literacy was 0.827 
(Appendix 11), which is over the minimum threshold of 0.5 and suggests that the sample size 
is adequate to conduct EFA (Tabachnick et al., 2001). Finally, Bartlett’s test of sphericity was 
shown to be significant (Appendix 11), which confirms that the data is suitable for reduction 
and an EFA can be conducted (Tabachnick et al., 2001).  
4.5.3.5.1.2 Factor analysis results 
In parallel to the perceived risk factor analysis discussed in Section 4.5.3.3.1.2, PAF was used 
as the method of factor analysis. Oblimin (oblique) rotation was first utilised to inspect the 
factor correlations. The factor analysis indicated that there were correlations between the 
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factors, thereby supporting the oblique rotation undertaken (Child, 1990; Tabachnick et al., 
2001).  
The results for the EFA (Table 4.11) suggested that all the indicators loaded highly (above 0.3) 
on to their respective factors and the communalities (Appendix 12) were all above the threshold 
of 0.3 which suggests that items have common variance within themselves (Tabachnick et al., 
2001). The factors explain 41% for technical, 11% for social-emotional and 5% for cognitive 
variance, and the three-factor solution explains approximately 58% of the variance (Appendix 




Technical Social-emotional Cognitive 
Cognitive - 1   .578 
Cognitive - 2   .911 
Technical - 1 .613   
Technical - 2 .831   
Technical - 3 .751   
Technical - 4 .722   
Technical - 5 .621   
Social-emotional - 1  .755  
Social-emotional - 2  .701  
Table 4.11: Digital literacy EFA loadings 
4.5.3.5.2 Reliability of digital literacy scales 
Cronbach’s alpha was run on the variables within each factor of the digital literacy construct 
(cognitive, technical and social-emotional). The result showed all factors had a score of over 
0.7 (see Appendix 14), which is acceptable within the social sciences (Hair, 2010).  
Based on the discussion of digital literacy and the analysis of the scales, the digital literacy 
scales are considered valid and reliable. The next part of the chapter will discuss the 
development, validity and reliability of the perceived trust scale.  
4.5.3.6 Perceived trust scale 
The perceived trust scale was based on the theory discussed in Section 3.6 and extracted, then 
modified, from pre-existing studies (Blesa & Bigné, 2005; Butcher, Sparks, & O'Callaghan, 
2001; Garbarino & Johnson, 1999). The literature supports the formative relationship of the 
perceived trust construct because previous studies have identified that trust is ‘formed’ by two 
variables: relationship and dependency (see Section 3.6 for details). Thus, perception of trust 
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is created when there is a relationship and dependency with a brand or product (Currall & 
Judge, 1995; Luhmann, 2000; Rindfleisch, 2000; Sako, 1992). Furthermore, relationship and 
dependency cannot be interchanged with anything else as these two variables form the 
perceived trust construct (Blesa & Bigné, 2005; Currall & Judge, 1995). This discussion 
supports the formative model of perceived trust. However, the first order constructs 
(dependence and relationship) are reflective constructs as they ‘reflect’ their underlying items 
(Table 4.12). The scale for perceived risk is modified from existing literature and then assessed 
by the same group of educators discussed in Section 4.5.3.3. The final scale is presented in 
Table 4.12. 
# Perceived trust measurement scale (modified from Blesa & 
Bigné, 2005; Garbarino & Johnson, 1999) 
Perceived trust 
dimension 
 Please indicate your agreement with the following statements... 
35 I will tend to feel important  Relationship – 1  
36 I will tend to feel respected  Relationship – 2  
37 Online stores can supply me with information which 
compares favourably with the information presented through 
AR 
Dependence – 1  
38 The loss of information from shopping online would be too 
much for me to consider AR 
Dependence – 2  
39 I think I would find it more difficult to replace the 
information I gain from AR 
Dependence – 3  
40 I believe I will rely on the information presented through AR 
to make a purchase 
Dependence – 4  
41 I believe that I will need support and technical assistance to 
use AR 
Dependence – 5  
42 I believe I will depend on AR technology to make a purchase  Dependence – 6  
43 I believe I will need AR technology to help me make a 
purchase decision  
Dependence – 7  
44 
I believe that this product will meet my expectations 
Perceived Trust – 
1  
45 
I think that the product cannot be counted on to perform well 
Perceived Trust – 
2  
46 
I don’t think I can trust the performance of this product 
Perceived Trust – 
3  
Table 4.12: Perceived trust scale items 
4.5.3.6.1 Perceived trust validity 
As the first order constructs of perceived trust are reflective, the validity for these variables are 
assessed through EFA (using varimax rotation as there were no factor correlations). The KMO 
was over 0.7 and Bartlett’s test of Sphericity was significant indicating that the data is suitable 
for factor analysis (Tabachnick et al., 2001). The result of the factor analysis showed all items 
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loading on their respective constructs (Table 4.13) and the total variance explained by the three-




Relationship Dependency Perceived trust 
Relationship – 1 .734   
Relationship – 2 .743   
Dependency – 1   .414  
Dependency – 2  .740  
Dependency – 3  .593  
Dependency – 4  .675  
Dependency – 5  .459  
Dependency – 6  .790  
Dependency – 7  .637  
Perceived trust – 1    .764 
Perceived trust – 2   .958 
Perceived trust – 3   .757 
Table 4.13: Perceived trust factor loadings 
To assess the validity of the formative second-order construct ‘perceived trust’, it is not 
appropriate to run EFA but, rather, the researcher should test the validity by ensuring that the 
indicators (dependence and relationships) mediate the relationship between perceived trust and 
another obvious variable e.g. purchase intent (Diamantopoulos, Riefler, & Roth, 2008). This 
method of assessing validity allows the researcher to see that the indicators (dependence and 
relationship) which form the construct (perceived trust) are forming the correct construct. 
It is accepted that higher perceived trust leads to higher purchase intent (Chen & Chang, 2012; 
Hsin Chang & Wen Chen, 2008; Ling et al., 2010; Sultan et al., 2003) which means that the 
indicators that form perceived trust (dependence and relationship) should mediate the 
relationship between perceived trust and purchase intent (discussed in Section 3.7). Checking 
this through bootstrapping mediation analysis will allow for the confirmation of criterion 
validity of the perceived trust construct (Bollen & Lennox, 1991; Diamantopoulos & Siguaw, 
2006; Mackenzie & Knipe, 2006; Rigdon et al., 2011; Wang, French, & Clay, 2015).  
Therefore, a bootstrapping mediation analysis was run. The results (Appendix 16) showed that 
the link between perceived trust and purchase intent (discussed in Section 4.5.3.7) is indeed 
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mediated by relationship and dependence and therefore provides support to the validity of the 
perceived trust scale. 
Another method that is used to assess the validity of a formative construct is to measure the 
correlations between the indicators and another global measure of the construct 
(Diamantopoulos et al., 2008). In the conceptualisation of the perceived trust construct, 
perceived trust has been measured through three items (see Table 4.12). A Pearson correlation 
analysis (Appendix 17) reveals that there is a significant correlation between the global 
measure ‘perceived trust’ and the first order constructs (dependency and relationship) which 
provides further support for the validity of the perceived trust construct.  
4.5.3.6.2 Perceived trust reliability 
The reliability of a formative model, such as that for perceived trust, cannot be measured 
through Cronbach’s alpha because formative models do not assume that the indicators are inter-
correlated (Diamantopoulos & Siguaw, 2006; Rossiter, 2002). To further support this 
argument, Straub, Boudreau, and Gefen (2004) state that “it is not clear that reliability is a  
concept that applies well to formative constructs” (Straub et al., 2004, p. 400). Nunnally and 
Bernstein (1994) support this statement and add that two variables may be negatively correlated 
or not correlated at all but both may serve as central indicators of a construct (Nunnally & 
Bernstein, 1994). Therefore, the removal of items that have low correlation works with 
reflective models but removal of items within formative models can lead to the entire 
conceptual meaning being changed (Mackenzie & Knipe, 2006).  
Based on this discussion, reliability cannot be empirically tested and many authors skip the 
discussion of reliability altogether (e.g. Diamantopoulos & Winklhofer, 2001; Rossiter, 2002). 
In this research, the researcher follows these authors but takes the stance that the reliability 
should be based on the nomological validity of the construct (Bollen & Lennox, 1991). This 
has been achieved through a discussion of the literature on the indicators that form perceived 
trust, that is dependency and relationships, and their role in creating perceived trust. This 
discussion is presented in Section 3.6.  
The next part of this chapter continues the development of the survey by discussing the 
purchase intent scales which have been adopted in this research. The validity and reliability of 
these are also presented. 
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4.5.3.7 Purchase intent scale 
The purchase intent scale was created qualitatively through discussions with an informal focus 
group of academics from education (2), management (1), finance (1), mathematics (1) and 
management information systems (1). The outcome of the focus group is provided in Table 
4.14. 
Based on the discussion of the focus group and a review of current literature (see Section 3.4.1), 
it has been noted that direct measurement of purchase intent often leads to a higher purchase 
intent as it primes the need for purchasing products and ultimately changes behaviour 
(Fitzsimons & Morwitz, 1996; Morwitz et al., 1993). Furthermore, as a common practice, 
questions in surveys should never be ‘leading’ or give the research participant any clue as to 
what the researcher wants to measure (Blythe, 2006). Finally, as per the principle of 
aggregation, if the customer already had a phone or was not hungry, asking direct purchase 
intent questions would not be valid as the customers would not be interested in purchasing the 
product now (Epstein, 1983). In the case of the sample in this study, these conditions were 
highly likely to apply given the mainly middle-class participants and the high ownership of 
smartphones. 
Therefore, it is necessary to ask questions about the attitudes towards purchasing the product 
rather than directly asking about the intent to purchase. Based on this discussion, asking 
questions about customers’ relaxedness, comfort and ease of making a purchase decision would 
be a more appropriate measure of purchase intent as these items are the same as measuring 
purchase intent (Cohen & Neira, 2003; Michel et al., 2005). Thus, should a need for any of the 
products used in the experiment arise, and the ease, comfort and relaxedness increase, the intent 
to purchase will form, and therefore the more likely an actual purchase will take place. This 
discussion provides support and justification for the items used to measure purchase intent in 
Table 4.14. 
# Purchase intent (PI) Reference 
 Please indicate your agreement with the following statements...  
32 I will feel comfortable with making this purchase PI – 1 
33 I will feel completely at ease with making this purchase  PI – 2 
34 I will tend to feel relaxed with making a purchase PI - 3 
Table 4.14: Purchase intent scale 
An EFA confirmed that there is only one factor and all three items load highly on to the factor 
(Table 4.15). This analysis along with the content validity provided by the academics in the 
focus group provided some evidence of validity. Furthermore, the factor analysis revealed high 
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correlations between the three indicators which further provides evidence of the one-factor 




PI - 1 .983 
PI - 2 .864 
PI - 3 .699 
Table 4.15: EFA loadings for purchase intent  
Reliability was measured through Cronbach’s alpha. The result showed a score of 0.882, which 
is above the minimum threshold of 0.7 and suggests that the scale is reliable (Tabachnick et 
al., 2001). 
4.5.3.8 Covariates 
The first group of academics (discussed in Section 4.5.2.2) also provided the basis for some 
exogenous factors, that is prior attitudes, which could impact the experiment and therefore need 
to be measured and controlled for. The following items were developed for the high 
involvement product. The low involvement experiments also included the same items, except 
with wording to reflect the difference in type of product (burger) (see Appendices 1B and 1C 
for details): 
# Exogenous checks (based on discussions) Reference  
 Please indicate your agreement with the following 
statements... 
 
53 I am looking to buy a smartphone within the next 6 months  Covariate – 1  
54 I am interested in technology Covariate – 2 
55 I think the phone looks stylish Covariate – 3  
56 I think the phone is good value for money Covariate – 4  
57 I think the phone is affordable Covariate – 5  
Table 4.16: Covariates scale 
This section has discussed the experiment and the development of the application that was used 
in the experiment. The section also discussed the development of the survey instrument and 
the validity and reliability of each of the constructs within the survey. The next section will 
discuss the participants, explain the selection methods, criteria and the number of respondents 




In this study, the sample comprised of business undergraduate student volunteers drawn from 
Prince Mohammad Bin Fahd University in Saudi Arabia on 16th, 17th, 23rd and 24th of February 
2016. The students were 18 years or older and included both genders. The sampling technique 
is therefore considered to be a convenience sample. Convenience student sampling is a 
common method used in experimental designs (see Section 4.4.1.2.5 for some supporting 
references).  
A total of 16 compulsory classes from every students’ curriculum (eight male classes and eight 
female classes with approximately 15-25 students in each) were randomly chosen and the 
professor of each class administered the experiment without the students’ prior knowledge 
about the experiment. The participants in each classroom were randomly assigned to a) either 
the control or treatment group and b) to either the high or low product involvement group. 
Section 4.8 illustrates this with a matrix. 
A total of 320 surveys were administered and the response rate was 267 (83.4%). 30 (11.3%) 
surveys were not usable due to information missing completely at random (see Section 5.3 for 
details) or taken out, resulting in 237 usable surveys.  
Further to this section, which outlined the sampling techniques and distribution, the next 
section will discuss the empirical techniques used in this study and the underlying assumptions 
for these techniques. 
4.7 Data analysis 
This section outlines the ways in which the researcher prepared the data, the empirical 
techniques utilised in the research and their assumptions.  
4.7.1 Preparing the data 
To prepare the data to be able to provide accurate findings, coding or converting the data into 
numbers to be used in empirical analyses was performed (Tabachnick et al., 2001). The items 
were coded from 1 to 7, where 1 is low and 7 is high. Items were investigated, then reverse 
ordered where necessary.  
4.7.2 Empirical techniques 
To evaluate the first hypothesis, which aims to see which dimensions of risk are significantly 
related to overall perceived risk within the experiment, a simple linear regression was 
performed. The regression allows the researcher to see which dimensions of risk are salient 
within the purchase situation presented in the experiment. Identifying the salient risk 
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dimensions allows the researcher to use these risk dimensions instead of all the risk dimensions 
as there could be some risk dimensions which are not deemed to be salient within every 
purchase situation (see Section 3.5.2).  
Following the regression, multivariate analysis of variance was performed using the SPSS 22.0 
software to investigate the effects of the various interactions identified in the proposed 
theoretical model in Section 3.8. MANCOVA was used to empirically measure the interaction 
effects between the three independent variables: product involvement (high/low), group 
(control/treatment) and digital literacy (split at the mean to form two groups: high/low). The 
analysis controlled for previous attitudes and intentions towards purchasing the product 
through the identified covariates (see Section 4.5.3.8).    
To evaluate whether the cause of the exposure to AR on perceived risk, perceived trust and 
purchase intent is due to co-creation, bootstrapping mediation analysis is conducted. Although 
there are two other major mediation analyses commonly used: Sobel test and Baron and 
Kenny’s mediation analysis, the PROCESS analysis developed by Preacher and Hayes (2004) 
is the current accepted practice of mediation. This is because it is a test that does not require as 
many assumptions as the other methods (MacKinnon, Fairchild, & Fritz, 2007; Preacher & 
Hayes, 2004) as the method bootstraps 5000 or more samples which causes the assumptions of 
linearity, homogeneity and normality to be met (Hayes, 2017). Additionally, the method is 
considered to be more accurate and therefore recommended for smaller sample sizes 
(MacKinnon et al., 2007; Preacher & Hayes, 2004). 
Furthermore, to examine the mediating role of perceived trust and perceived risk on purchase 
intent on the relationship between exposure to AR and purchase intent, the same bootstrapping 
procedure was used. In addition to this, a correlation analysis further examined the relationship 
between perceived trust and perceived risk to provide further support to the mediation analysis.   
To undertake the MANCOVA and regression analyses, there are assumptions that need to be 
considered. The assumptions for these data analyses methods include sample size 
considerations, independence of cases, normality and homogeneity (Hair, 2010). For the 
bootstrapping procedures, the only assumption which is necessary is that the sample is 
representative of the population. This assumption is met as discussed in Section 4.4.1.2. 
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4.7.2.1. Assumptions for MANCOVA 
The tests for assumptions of the MANCOVA are discussed in this sub-section. As mentioned 
earlier, the assumptions are sample size considerations, outliers, independence of observations, 
normality and homogeneity.  
4.7.2.1.1 Sample Size 
One of the requirements of MANCOVA and regression is that there should be a minimum 
sample size. Although larger samples improve robustness, at a minimum, there should be a 
higher amount of cases in each cell than the number of dependent variables i.e. n > number of 
DVs (Hair, 2010; Tabachnick et al., 2001). In this study, there are a maximum of seven 
dependent variables and the sample size of each group is at least 60 which is much higher than 
the number of dependent variables, therefore this assumption is met. 
4.7.2.1.2 Outliers 
Outliers are observed points that are far from other observations (Maddala, 1992). The 
assumption that there are no outliers is important because outliers indicate measurement or 
experimental error (Hair, 2010). As an assumption, there should be no univariate or 
multivariate outliers (Laerd Statistics, 2016). Univariate outliers can be identified by looking 
at all combinations of independent and dependent variables. SPSS software has functions 
which show boxplots and stem-and-leaf, which allows for these types of outliers to be 
identified.  
Multivariate outliers are a combination of odd scores on at least two variables (Laerd Statistics, 
2016). To identify and remove multivariate outliers, a method known as Mahalanobis distance 
should be used (Hair, 2010). This method computes a benchmark mean of cases and measures 
the distance between this benchmark and the other points (Hair, 2010). SPSS has a function 
which allows for Mahalanobis distance to be calculated. 
Both these methods were used and a total of 18 outliers were removed from the dataset: 4 
removed from the high involvement/treatment group, 7 from high involvement/control group, 
1 removed from low involvement/treatment group and 6 removed from low 
involvement/control group. 
4.7.2.1.3 Independence 
Independence of observations is a study design issue and there is no specific way of testing for 
this assumption empirically (Hair, 2010). However, it was assumed to be met based on the 
specific setup of this study. The researcher made sure that respondents did not participate in 
more than one experiment. This was done by asking faculty in different business departments 
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(finance, HR, marketing, management, MIS and accounting), to administer the survey to their 
classroom sections. This way, it is much more likely that students were not taking the survey 
twice as students do not normally study in more than one department. Moreover, the 
participants were asked not to repeat the survey if they had taken a similar one prior to that 
time. 
4.7.2.1.4. Normality 
Another assumption of MANCOVA is that the data is normally distributed. Tests of Skewness 
and Kurtosis could be used to empirically assess normality (Hair, 2010). Values between -2 
and +2 for Skewness and Kurtosis suggest a normal distribution (George, 2003). The results of 
the tests (Appendix 19) showed that none of the items violated the assumption except for one 
variable which had a slightly higher kurtosis of 2.2 (variable code: Technical - 2). Therefore, 
it is assumed that the data is normally distributed. 
4.7.2.1.5 Homogeneity 
Homogeneity of data is another assumption of MANCOVA. Homogeneity refers to the 
assumption that all groups have the same or similar variance (Hair, 2010). Although 
MANCOVA is robust to this assumption if group sizes are equal (Hair, 2010). Box’s M test 
can be used to validate equality of covariance and therefore homogeneity (Hair, 2010).  
Box’s M was 0.01 which is not significant at the 0.001 level meaning that the within-group 
covariance matrices are equal (Tabachnick et al., 2001). 
4.7.2.2 Assumptions for Regression 
As for the regression analysis which was used to predict the relationship between the risk 
dimensions of overall perceived risk, there were also a number of assumptions that needed to 
be checked, namely: sample size, linearity, homoscedasticity, independence and normal 
distribution.  
4.7.2.2.1 Sample size 
As a general rule of thumb, linear regression requires 20 cases per independent variable in the 
analysis (Hair, 2010). In this research, there were five dimensions of risk. Therefore, the 
minimum required number of cases for a linear regression would be 100. The number of cases 
is higher than this minimum therefore the sample size assumption is met for this study.  
4.7.2.2.2 Linearity 
Linear regression also makes the assumption that the relationship between the dependent 
variable (overall perceived risk) and independent variables (risk dimensions) is linear (Hair, 
2010). Because of the requirement for linearity, linear regression is very sensitive to outliers 
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(Laerd Statistics, 2016). SPSS allows the researcher to plot the dependent and independent 
variables against each other and see the relationship.  
A linear relationship between the dependent and independent variables was seen (as shown in 
the matrix in Appendix 20), indicating the assumption of linearity is met (Hair, 2010).  
4.7.2.2.3 Normality 
Another assumption of linear regression is that the data is normally distributed (Hair, 2010). 
This can be visually seen through histograms or Q-Q plots which can be created through SPSS 
software (Laerd Statistics, 2016).  
In this study, a scatterplot, histogram and P-P plots were developed through SPSS. These are 
shown in Appendices 21, 22 and 23, respectively. All diagrams show evidence of normality of 
errors, therefore meeting the normality assumption. 
4.7.2.2.4 Multicollinearity  
The fourth assumption for linear regression is that there is little to no multicollinearity (Hair, 
2010). Multicollinearity is when the independent variables are not independent from each other 
(Laerd Statistics, 2016). Multicollinearity can be seen with a correlation matrix whereby all 
correlations should be smaller than 1. Multicollinearity can also be identified through the 
variation inflation factor (VIF) which measures the amount of variance increases because of 
collinearity (Nachtsheim, Neter, Kutner, & Wasserman, 2004) 
In this study, a correlation matrix and collinearity diagnostics (Appendix 24 and 25 
respectively) were calculated. As all correlations were below 1, VIF was lower than 10 (Myers, 
1990), and the tolerance was higher than 0.2 (Mendard, 1995), no multicollinearity is evident 
and thus the assumption of multicollinearity was met.  
4.7.2.2.5 Homogeneity 
The final assumption for linear regression is homogeneity, which is when all points along the 
regression line are similar in distance from the line (Laerd Statistics, 2016). Homogeneity can 
be tested visually by looking at the points on a scatterplot (Hair, 2010). 
The scatterplot (Appendix 21) showed that all points were similarly scattered. This suggests 
that the error variance is roughly constant (Tabachnick et al., 2001) therefore meeting the 
assumption of homoscedasticity. 
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4.7.2.2.6 Summary  
This section showed that all the assumptions for regression have been met and the data is 
suitable for regression to be performed. The next section will present the date and group 
combination to visually show the process timeline.  
4.8 Summary of research procedure timetable 
The following table illustrates the group experiments and the dates that they were carried out: 
 Exposed to AR (treatment 
group) 
Not exposed to AR 
(control group) 
High involvement product Tuesday 16th February 
2016  
Wednesday 17th February 
2016 
Low involvement product Tuesday 23rd February 
2016  
Wednesday 24th February 
2016  
Table 4.17: Summary of research procedure timetable 
 
4.9 Ethical Considerations 
This research is being conducted to contribute to the knowledge of and to aid in the 
understanding of consumer behaviour. Therefore, the research was conducted under the 
authority of the University of Otago Ethics Committee: 
(http://www.otago.ac.nz/administration/academiccommittees/otago015522.html).  
A category B (proposals that can be approved by the department) ethical application was 
required for the ethical review.  
Ethical approval was received by the University of Otago (Approval number: D16/159) and 
this research therefore complies with the University of Otago’s ethical standards for research.  
Participants had the ability to withdraw from the study at any time and their choice of 
participating in the survey was completely voluntary. Furthermore, to make sure that the study 
was free of compulsion, each participant was given a participant information sheet (see 
Appendices 1A to 1D) which contained all the information about data confidentiality, privacy 
information, under what conditions will the data be kept and for how long.  
4.10 Conclusion 
In conclusion, this chapter explained the research methodology. The chapter began with an 
introduction outlining the philosophical foundations of the research, followed by a discussion 
of the objective of the research and the research questions that this research sought to answer. 
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Next, the study design was discussed including a thorough explanation of threats to external 
and internal validity.  
The outline of the survey along with the scale validity and reliability analyses were presented 
which was subsequently followed by a discussion of the analysis techniques employed and 
their assumptions. Finally, a summary timeline for administering the survey was presented and 
ethical approval discussed.  
The next chapter will present the results of the analyses, which will then be followed by the 




5.0 Data Analysis 
5.1 Introduction 
In the previous chapter, the methodology for the research was outlined. The chapter discussed 
the experiment design, threats to internal and external validity and presented the questionnaire 
scales along with validity and reliability statistics. In this chapter, the results of the data 
analyses, which were conducted using IBM statistics 22 software, are presented and include 
sample information, descriptive statistics and the testing of the hypotheses.  
5.2 Sample size and response ratio 
The experiments were run over a period of eight days, between February 16th and 24th 2016. 
The high-involvement treatment experiment was conducted with approximately 80 students 
from the College of Business at Prince Mohammad Bin Fahd University in the Eastern 
Province of Saudi Arabia. The other three groups (low involvement, treatment and the two 
control groups) had similar numbers and were drawn from the same population. The total 
number of surveys received was 320 (80 x four groups). 
Of those 320 students, a total of 267 students (83%) accepted to answer the surveys. Of those, 
237 (88.7%) were usable. After removing the unusable surveys (due to missing data, see 
Section 5.3), sample sizes for the four groups were as follows: 49 low-involvement / control 
group (20.2%), 63 high-involvement / control group (26.7%), 62 low-involvement / treatment 
group (26.2%) and 63 high-involvement / treatment group (26.7%). The following illustration 





Fig. 5.1: Sample distribution 
The final sample (n=237) did not have any cases with information missing completely at 
random (MCAR). The following section describes the missing data imputation process. 
5.3 Missing data analysis 
There are three main reasons why data could be missing: a) missing at random (MAR), b) 
missing completely at random (MCAR) and c) biased (Arbuckle, Marcoulides, & Schumacker, 
1996). When the missing data is missing completely at random (MCAR), it can be treated using 
list wise and/or pairwise deletion techniques as the missing data is not related to any bias and 
should not affect the results if they are imputed (Arbuckle et al., 1996; Tabachnick et al., 2001). 
To investigate whether the data is missing completely at random, Little’s MCAR test was run. 
The results of the test suggest that the data is MCAR and imputation can therefore be 
performed. 
Two types of imputation can be performed: a) mean replacement, which is a method that 
replaces the missing value with the mean of the non-missing observations within the variable, 
and b) case deletion, which deletes the entire case that has missing data regardless whether 
there is complete information for the variables being tested (Tabachnick et al., 2001). As there 
is not much difference between mean replacement and case deletion (Acuna & Rodriguez, 
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2004), and the sample size is larger than required (as discussed in the assumptions sections of 
chapter 4), the safest way to avoid a bias was to repair the missing data using list wise case 
deletion method (Hair, 2010). 
5.4 Sample characteristics 
The two demographic variables that were collected were gender and age group. The age group 
category with the largest number of respondents was the 19-21-year-old category with a gender 
split of approximately 57% male and 43% female, followed by the 22-23-year-old category, 
with a gender split of approximately 40% male and 60% female (Table 5.1). The age category 
with the smallest number of participants was the 32+ category, with two male and no female 
respondents.   
Age and Gender cross-tabulation 
Count   
 
Gender 
Total Male Female 
Age 18 13 11 24 
19-21 31 23 54 
22-23 19 28 47 
24-25 17 19 36 
26-28 10 32 42 
29-31 6 8 14 
32+ 2 0 2 
Total 98 121 219 
Table 5.1: age and gender cross-tabulation  
Table 5.2 (below) illustrates the age distribution within both the treatment and control groups. 
Within the treatment groups (both high and low involvement products), the age category with 
the largest number of respondents was the 19-21 category with 35 unique responses (29% of 
the total number of respondents within the treatment groups). This category was followed by 
the 22-23 age category with 26 (21%) of the total number of respondents within both treatment 
groups (high and low involvement). The category with the smallest number of respondents was 
the 32+ category with 1 respondent.  
For the control groups (both high and low involvement products), the age categories with the 
largest number of respondents were the 22-23 and 26-28 categories both with 21 respondents, 
or 21% of the total number of respondents within the control group. These two categories were 
followed by the 19-21 and 24-25 age groups, both with 19 respondents, or 19% of the total 
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number of participants within the control groups. The category with the smallest number of 
respondents was the 32+ category with only one respondent, or 1% of the total number of 
respondents of the control groups, as shown below. 




Total Control Treatment 
Age 18 8 16 24 
19-21 19 35 54 
22-23 21 26 47 
24-25 19 17 36 
26-28 21 21 42 
29-31 10 4 14 
32+ 1 1 2 
Total 99 120 219 
Table 5.2: Descriptive statistics for age and group 
 
Within the two product involvements, Table 5.3 shows that the 22-23 age category included 
28 participants, or 23.7% of the total number of respondents within the high-involvement 
groups (both control and treatment groups included). The second largest group within the high-
involvement groups was the 24-25 age category which had 24 respondents, or approximately 
21% of the total number of respondents within the high-involvement groups. The age group 
with the smallest number of respondents was the 32+ category with only two participants, or 
approximately 1.7% of the total number of participants within the high-involvement groups.  
Within the low-involvement groups, the age group with the largest number of participants was 
the 19-21-year-old group with 33 respondents (approximately 32% of the total number of 
participants within all low-involvement groups (control and treatment groups included). The 
second largest categories were the 22-23 and 26-28-year-old categories, both with 19 
respondents, or approximately 18% of the total number of participants within the low-
involvement groups. The group with the smallest number of participants was the 32+ category 





Age and product involvement cross-tabulation 
Count   
 
product involvement 
Total Low  High  
Age 18 15 9 24 
19-21 33 21 54 
22-23 19 28 47 
24-25 12 24 36 
26-28 19 23 42 
29-31 6 8 14 
32+ 0 2 2 
Total 104 115 219 
Table 5.3: Descriptive Statistics for age and product involvement 
As for the gender, Table 5.4 (below) illustrates the gender distribution for both control and 
treatment groups.  
Within the treatment group, 63 participants (52.5%) were male and 57 respondents (47.5%) 
were female and within the control groups, 64 respondents (64.6%) were female, whereas 35, 
(35.4%) were male.  
Gender and group cross-tabulation 
Count   
 
Group 
Total Control Treatment 
Gender Male 35 63 98 
Female 64 57 121 
Total 99 120 219 
Table 5.4: Descriptive Statistics for gender and group 
The gender distribution between the different product involvements is presented in Table 5.5. 
67 respondents (58.2%) out of the total number of participants within the high-involvement 
groups (both treatment or control) were female and 48 respondents (41.8%) that took part 
within the high-involvement experiments were male.  
As for the low-involvement experiments, 54 respondents, (approximately 52% of the total 
participants from the low-involvement groups) were female whereas 50 respondents, 




Gender and product involvement cross-tabulation 
Count   
 
product involvement 
Total Low  High  
Gender Male 50 48 98 
Female 54 67 121 
Total 104 115 219 
Table 5.5: Descriptive statistics for gender and product involvement 
 
5.4.1 Survey language analyses 
To ensure that all participants equally understood the posters and associated AR video, the 
responses for the Arabic and English questionnaires were compared. The results of a 
multivariate analysis of variance with covariates (MANCOVA) (see Appendix 26) showed no 
significant multivariate effect for all perceived risk dimensions, perceived trust, information, 
interactions and purchase intent collectively, in relation to language, as well as the interactions 
between language and group, language and product involvement and language and digital 
literacy.  
Post-hoc univariate results of the MANCOVA (see Appendix 27) also showed no significant 
differences (at the p<0.05 level) between the two language surveys for any of the variables in 
the conceptual model i.e. no significant differences (at the p<0.05 level) between the two 
language surveys on social risk, financial risk, physical risk, psychological risk, performance 
risk, perceived trust, interactions, information and purchase intent.  
In addition to this, an ANOVA provided evidence that all items in the survey were not 
significant (at the p<0.05 level) between the two language surveys (see Appendix 28). The 
ANOVA included an independent variable, ‘language’, which was coded “1” for Arabic and 
“2” for English and all items in the questionnaire as dependent variables. This ANOVA 
provides further support that the stimuli were understood equally, by individuals that chose the 
Arabic language survey and those that chose the English language. The lack of a significant 
difference between the two languages also provides further evidence that the translation 
method used in this research is valid as the result suggest that individuals who chose the Arabic 
language survey had similar responses (to all questions) to those that chose the English 
language survey.   
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5.5 Testing of hypotheses 
Now that the demographic characteristics has been illustrated, the following section will 
present the analysed data for the hypotheses introduced in chapter 3. The section will describe 
and present the multiple linear regression to examine H1. Next, the section will discuss and 
present the MANCOVA results to examine H2-H7, H11 and H14. Next, the section will present 
the output of the bootstrapping mediation analyses to investigate H8-9, H12-13, and H15-18. 
Finally, a correlation analysis will be presented and discussed to examine H10.  
The following table illustrates the analyses and links to hypotheses: 
Hypothesis Analysis 
- H1: When purchasing a product or service, all perceived risk dimensions 




- H2: Exposure to AR significantly reduces (the dimensions of) risk that are 
related to overall perceived risk, within the purchase decision-making 
process, compared to no exposure to AR. 
- H3: All dimensions of perceived risk are significantly higher in high-
involvement products compared to low-involvement products. 
- H4: There is a significantly larger reduction in the perceived risk 
dimensions for high-involvement products compared to low-involvement 
products, when exposed to AR. 
- H5: Exposure to AR within the purchase decision making process will 
result in a significant reduction of perceived risk for individuals who are 
highly digitally literate compared to individuals who are less digitally 
literate. 
- H6: Exposure to AR will result in significantly higher perceptions of 
interactivity compared to no exposure to AR within the purchase 
decision-making process. 
- H7: Exposure to AR will result in significantly higher perceptions of 
information compared to no exposure to AR in the purchase decision 
making process. 
- H11: Exposure to AR within the purchase decision-making process will 
result in higher perceived trust when compared to decision-making 







- H14: Exposure to AR within the purchase decision making process will 
result in higher purchase intent when compared to no exposure to AR. 
- H8: The relationship between exposure to AR and the reduction of the 
salient perceived risk dimensions is mediated through more interactivity 
within the purchase decision-making process. 
- H9: The relationship between exposure to AR and the reduction of the 
salient perceived risk dimensions is mediated through additional 
information gained within the purchase decision-making process. 
- H12: The relationship between exposure to AR and the increase of 
perceived trust is mediated by more interactivity within the purchase 
decision-making process. 
- H13: The relationship between exposure to AR and the increase of 
perceived trust is mediated by additional information gained within the 
purchase decision-making process. 
- H15: The relationship between exposure to AR and purchase intent is 
mediated by perceived trust. 
- H16: The relationship between exposure to AR and purchase intent is 
mediated by the salient risk dimensions within overall perceived risk. 
- H17: The relationship between exposure to AR and the increase of 
purchase intent is mediated through more perceived interactivity within 
the purchase decision-making process. 
- H18: The relationship between exposure to AR and the increase of 
purchase intent is mediated through additional information gained within 






- H10: There is a significant negative correlation between perceived trust 






Table 5.6: Summary of empirical analyses, by hypotheses 
5.5.1 Identifying salient risk dimensions 
A multiple linear regression was run to identify the risk dimensions that predict overall 
perceived risk (OPR). The dependent variable was OPR, which was measured by identifying 
the mean of the OPR indicators (see Section 4.5.3.3) for each case, to develop a composite 
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scale. The independent variables were the five factors identified in the EFA (Section 
4.5.3.3.1.3); these were represented by their corresponding factor scores. The five factors 
represented social, financial, physical, performance, and psychological risk.  
The results of the regression (Table 5.7) found that physical risk (β =.15, p< .05), financial risk 
(β = .41, p< .05) and social risk (β =.13, p< .05) significantly predicted overall perceived risk. 
Psychological and performance risk did not significantly predict OPR. The five-predictor 
model was able to account for 27% of the variance in OPR (F(5,216)=15.750, p<.05, R2=.27).  
Table 5.7: Results of the multiple regression analysis examining the effect of social, financial, 
physical, performance, and psychological risks in predicting overall perceived risk (N=213) 
Model Variables b SE β t P 
Social risk .172 .081 .127 2.125 .035 
Financial risk .617 .091 .412 6.757 .000 
Physical risk .173 .068 .152 2.529 .012 
Performance risk .125 .074 .100 1.687 .093 
Psychological risk .084 .084 .061 1.002 .317 
Notes. R2 = .270 (p < .05) 
After identifying the salient risk dimensions, the next step required the researcher to examine 
the effect of exposure to AR on these salient perceived risk dimensions, perceived trust and 
purchase intent. 
5.5.2 Multivariate effects of exposure to AR 
A multivariate analysis of variance with covariates (MANCOVA) was run to examine the 
effect of the independent variables (exposure to AR, product involvement and digital literacy) 
on the dependent variables (social, financial and physical risk, perceived trust, purchase intent, 
interactions and information) while controlling for the covariates discussed in Section 4.5.3.8. 
The results of the MANCOVA showed a significant multivariate effect for the three salient risk 
dimensions identified in Section 5.5.1, perceived trust, information, interactions and purchase 
intent collectively, in relation to group (Wilks Lambda: F=24.425, df=204, p<0.05), product 
involvement (Wilks Lambda: F=3.001, df=204, p<0.05), and the covariate variables (Wilks 
Lambda: F=7.351, df=204, p<0.05). There was also a significant multivariate effect on the 
combination of dependent variables on the interaction between product involvement and group 
(Wilks Lambda:F=2.215, df=204, p<0.05). There was no significant multivariate effect of the 
dependent variables on digital literacy which suggests that digital literacy does not have any 
significant effect on the dependent variables. A summary of the MANCOVA output is shown 
in Table 5.8. 
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Table 5.8: Summary of MANCOVA results 
Dependent Variable Value F df Error df Sig. η 
Covariates (prior attitudes) .799 7.351 7.000 204.000 .000* .201 















Product Involvement x Group 
Product Involvement x Digital Literacy 
Group x Digital Literacy 

























*    p <0.05 
5.5.2.1 Effects of exposure to AR on dependent variables 
Post-hoc univariate analyses revealed significant (at the p < 0.05 level) differences between the 
control and treatment group on financial and physical risk, perceived trust, interactions, 
information and purchase intent. The variable with the highest effect was purchase intent 
(η=.296), followed by perceived trust (η=.241), interactions (η=.116), information (η=.056), 
financial risk (η=.036) and physical risk (η=.028). There was no significant difference on social 
risk between the control and treatment group. A summary of the univariate results is presented 
in Table 5.9. 
The treatment group (those who were exposed to AR) had lower financial and physical risk, 
higher perceived trust, interactions, information and purchase intent than the control group (see 
Appendix 29 to 34, respectively).  
*    p <0.05 
5.5.2.2 Effects of product involvement on dependent variables 
Between product involvements, there were significant differences in physical and financial risk 
(Table 5.10 below), with physical risk having the highest effect (η =.129) and followed by 
financial risk (η =.036). The high involvement product had higher financial risk and lower 
physical risk than the low involvement product (see Appendix 35 and 36). 
Table 5.9: Univariate analysis between group and dependent variables 
Dependent Variable df F η P 
Social risk 1.000 0.028 .000 .863 
Financial risk 1.000 7.757 .036 .006* 
Physical risk 1.000 5.990 .028 .015* 
Perceived trust 1.000 66.737 .241 .000* 
Interactions 1.000 27.604 .116 .000* 
Information 1.000 12.477 .056 .001* 
Purchase intent 1.000 88.370 .296 .000* 




5.5.2.3 Effects of product involvement x group interaction on dependent variables 
As for the product involvement x group interaction, there were significant univariate 
differences in financial and physical risk as well as perceived trust (Table 5.11), with physical 
risk and perceived trust having the highest effect (η =.024) and followed by financial risk (η 
=.020). This suggests that the effect of exposure to AR on perceived physical, financial risk 
and perceived trust was significantly different between the high and low involvement products.  
The plots illustrated in Appendices 37 and 38 indicate that exposure to AR significantly 
reduced the perceived physical risk for the low involvement product but slightly increased the 
perceived physical risk of the high involvement product. Furthermore, while participants that 
were exposed to AR experienced a reduction in perceived financial risk for both high and low 
involvement products, exposure to AR reduced perceived financial risk more for the high 
involvement product than the low involvement product. Finally, while exposure to AR 
increased perceived trust significantly for both high and low involvement products (see Table 
5.9), perceived trust for the high involvement product increased more significantly than for the 







*    p <0.05 
5.5.2.4 Effects of covariates  
The MANCOVA results (Table 5.8) suggested that covariates, or prior attitudes that were being 
controlled for in the experiment had a significant main effect. Post-hoc analysis (Table 5.12) 
showed the covariates as having significant univariate effects on perceived trust, interactions, 
Dependent Variable df F η P 
Social risk 1.000 0.290 .001 .591 
Financial risk 1.000 7.906 .036 .005* 
Physical risk 1.000 31.167 .129 .000* 
Perceived trust 1.000 0.075 .000 .784 
Interactions 1.000 2.963 .014 .087 
Information 1.000 2.872 .013 .092 
Purchase intent 1.000 3.737 .017 .055 
*    p <0.05     
Table 5.11: Univariate analysis between product involvement x group and 
dependent variables 
Dependent Variable df F η P 
Social risk 1.000 0.346 .002 .557 
Financial risk 1.000 4.244 .020 .041* 
Physical risk 1.000 5.125 .024 .025* 
Perceived trust 1.000 5.096 .024 .025* 
Interactions 1.000 2.014 .009 .157 
Information 1.000 2.333 .011 .128 
Purchase intent 1.000 1.376 .007 .242 
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information, financial risk and purchase intent. There was no significant effect of covariates on 
physical and social risk.  
In terms of effect size, information was affected by the covariate variables the most (η =.171) 
followed by financial risk (η =.135), perceived trust (η =.127), interactions (η =.102) and 
purchase intent (η =.096). 
 
In this section, the effects of AR on the salient risk dimensions, perceived trust and purchase 
intent have been examined. To provide further evidence on the relationship between the use of 
AR and purchase intent, it is necessary to look at the relationship between perceived risk, 
perceived trust and purchase intent. Therefore, the following sub-section investigates the role 
of perceived risk and perceived trust on the increase of purchase intent (hypotheses 15 and 16). 
5.5.3 The mediating effects of perceived risk and perceived trust on the use of AR and 
purchase intent 
As discussed in Section 4.7.2, PROCESS bootstrapping mediation analysis was run to assess 
the mediation effects of perceived risk and perceived trust on the relationship between exposure 
to AR and purchase intent.  
Physical and financial risk were combined into one composite scale by calculating the average 
(Song, Lin, Ward, & Fine, 2013), and used as a mediator. Perceived trust was used as the 
second mediator in the model.  
The results (presented in Table 5.13) suggests that exposure to AR is a significant predictor of 
perceived trust (β=.970, SE=.115, p < .05), and that perceived trust is a significant predictor of 
purchase intent (β=.484, SE=.101, p < .05). 
The results also indicate that exposure to AR is a significant predictor of risk (β=-.758, 
SE=.109, p < .05), and that risk is a significant predictor of purchase intent (β=-.237, SE=.106, 
p < .05). 
Table 5.12: Univariate analysis between the covariates and dependent variables 
Dependent Variable df F η P 
Social risk 1.000 1.266 .006 .262 
Financial risk 1.000 32.889 .135 .000 
Physical risk 1.000 .251 .001 .617 
Perceived trust 1.000 30.534 .127 .000 
Interactions 1.000 23.912 .102 .000 
Information 1.000 43.441 .171 .000 
Purchase intent 1.000 22.304 .096 .000 
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After controlling for both mediators, exposure to AR still significantly predicted purchase 
intent (β=.752, SE=.149, p < .05). This result is consistent with partial mediation (Hayes, 2009). 
Approximately 38% of the variance in purchase intent (R2=.38) was accounted for by the 
predictors.  
The indirect effect was tested using bootstrap estimation approach with 5000 samples. These 
results indicated that the indirect coefficient for purchase intent is significant at the .05 level 
(β=.649, SE=.114, 95% CI = .445, .892). 
Table 5.13 
Bootstrap mediation results 
 
Mediation analysis paths Purchase intent 
 β SE 
Total effect (c) 1.401* 0.149 
Direct effect (c’) 0.752* 0.150 
   Path a1 (IV-MV1) 0.970* 0.115 
   Path a2 (IV-MV2) -0.758* 0.109 
   Path b1 (MV1-DV) 0.484* 0.484 
   Path b2 (MV2-DV) -0.237* 0.106 
Indirect effects   
   Total indirect effects 0.649 0.114 
   Path a1b1 0.470 0.129 
   Path a2b2 0.179 0.086 




Now that the effects of exposure to AR have been identified, the next step in the analysis is to 
assess the manipulation checks of the research. In other words, it is important to ensure that the 
effects shown in the MANCOVA happened because of co-creation through exposure to AR 
and not because of exogenous factors. To provide evidence that the effects occurred because 
of the outcomes of co-creation as identified in the literature (i.e. interactions and information), 
which were created through exposure to AR, bootstrapping mediation analysis is run. The next 
section presents the results of the bootstrapping mediation analysis. 
5.5.4 Manipulation check  
As discussed in Section 4.7.2, PROCESS bootstrapping mediation analysis was run to assess 
the mediation effects of interaction and information as co-creation outcomes on the relationship 
between exposure to AR and the four dependent variables that were significantly affected by 
AR i.e. physical risk, financial risk, perceived trust and purchase intent (see Section 5.5.2.1).  
The results (presented in Table 5.14) suggest that exposure to AR is a significant predictor of 
interactions (β=.720, SE=.136, p < .05), and interactions are a significant predictor of financial 
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risk (β=-.381, SE=.047, p < .05), physical risk (β=-.431, SE=.063, p < .05), perceived trust 
(β=.391, SE=.034, p < .05), and purchase intent (β=.253, SE=.072, p < .05).  
The results also show that exposure to AR is a significant predictor of information (β=.619, 
SE=.164, p < .05), and information is a significant predictor of financial risk (β=-.328, 
SE=.039, p < .05), physical risk (β=-.132, SE=.053, p < .05), perceived trust (β=.368, SE=.028, 
p < .05), and purchase intent (β=.361, SE=.060, p < .05). 
After controlling for both mediators, exposure to AR is still a significant predictor of financial 
risk (β=-.205, SE=.047, p < .05), physical risk (β=-.441, SE=.116, p < .05), perceived trust 
(β=.461, SE=.062, p < .05), and purchase intent (β=.986, SE=.133, p < .05). This result is 
consistent with partial mediation (Hayes, 2009). Approximately 68% of the variance in 
financial risk (R2=.68), 46% in physical risk (R2=.46), 69% in perceived trust (R2=.69) and 
56% in purchase intent (R2=.56) was accounted for by the predictors.  
The indirect effect was tested using bootstrap estimation approach with 5000 samples. These 
results indicate that the indirect coefficient is significant at the .05 level for financial risk (β=-
.478, SE=.096, 95% CI = -.679, -.299), physical risk (β=-.397, SE=.088, 95% CI = -.585, -
.242), perceived trust (β=.218, SE=.045, 95% CI = .133, .315) and purchase intent (β=.499, 
SE=.105, 95% CI = .306, .726). 
Table 5.14 
Bootstrap mediation results 
    
Mediation analysis 
paths 
Financial risk Physical risk Perceived trust Purchase intent 
 β SE β SE β SE β SE 
Total effect (c) -0.683* 0.123 -0.833* 0.131 0.970* 0.115 1.401* 0.157 
Direct effect (c’) -0.205* 0.086 -0.441* 0.116 0.461* 0.062 0.986* 0.133 
   Path a1 (IV-MV1) 0.720* 0.136 0.720* 0.136 0.720* 0.136 0.801* 0.145 
   Path a2 (IV-MV2) 0.619* 0.164 0.619* 0.164 0.619* 0.164 0.742* 0.181 
   Path b1 (MV1-DV) -0.381* 0.047 -0.431* 0.063 0.391* 0.034 0.266* 0.072 
   Path b2 (MV2-DV) -0.328* 0.039 -0.132* 0.053 0.368* 0.028 0.386* 0.057 
Indirect effects         
   Total indirect effects -0.477 0.962 -0.392 0.085 0.510 0.100 0.499 0.098 
   Path a1b1 -0.274 0.622 -0.310 0.081 0.282 0.057 0.213 0.064 
   Path a2b2 -0.203 0.619 -0.082 0.038 0.228 0.069 0.286 0.090 
*    p <0.05. 
 
 
        
Supported by the MANCOVA in Section 5.5.2, these results suggest that exposure to AR 
increases both perceived interactions and information. Furthermore, the results indicate that the 
relationship between exposure to AR and the dependent variables (financial risk, physical risk, 
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perceived trust and purchase intent) are partially mediated by the co-creation manipulation 
checks: interactions and information. 
5.5.5 Relationship between perceived trust and perceived risk 
Finally, as discussed in Section 3.6, it was expected that there would be a significant negative 
correlation between perceived trust and perceived risk. Therefore, to assess the correlation 
between perceived trust and the salient risk dimensions (hypothesis 10), a Pearson bivariate 
correlation was run.  
The Pearson bivariate correlation results (Table 5.15) suggests that there are no significant 
correlations between any of the salient risk dimensions (physical and financial risk) and 
perceived trust. However, there is a significant positive correlation between financial and 
physical risk. These findings suggest that risk is not the reason why perceived trust increases. 
Instead the findings indicate that exposure to AR increases perceived trust and reduces 
perceived risk independently.  
 
Table 5.15: Pearson bivariate correlation between financial risk, physical risk 
and perceived trust. 





1 .072 .115 





 1 .597* 
Sig. (2-tailed)   .000 
Physical risk Pearson 
Correlation 
  1 
Sig. (2-tailed)    
*    p <0.05 
5.6 Summary of results 
In summary, this chapter empirically examined the collected data and findings were drawn and 






Hypothesis Description Result 
H1 When purchasing a product or service, all perceived risk 
dimensions are significantly related to overall perceived 
risk 
 
Partly supported (only 
H1a, H1b and H1e)  
H2 Exposure to AR significantly reduces (the dimensions of) 
risk that are related to overall perceived risk, within the 
purchase decision-making process, compared to no 
exposure to AR 
 
Partly supported (only 
H2b and H2e) 
H3 All dimensions of perceived risk are significantly higher in 
high-involvement products compared to low-involvement 
products. 
 
Partly supported  
(only financial risk) 
H4 There is a significantly larger reduction in the perceived 
risk dimensions for high-involvement products compared 
to low-involvement products, when exposed to AR. 
Partly supported  
(only financial risk) 
H5 Exposure to AR within the purchase decision making 
process will result in a significant reduction of perceived 
risk for individuals who are highly digitally literate 
compared to individuals who are less digitally literate. 
 
Not supported 
H6 Exposure to AR will result in significantly higher 
perceptions of interactivity compared to no exposure to AR 
within the purchase decision-making process  
Supported 
H7 Exposure to AR will result in significantly higher 
perceptions of information compared to no exposure to AR 
in the purchase decision making process  
Supported 
H8 The relationship between exposure to AR and the reduction 
of the salient perceived risk dimensions is mediated 
through more interactivity within the purchase decision-
making process. 
Supported 
H9 The relationship between exposure to AR and the reduction 




through additional information gained within the purchase 
decision-making process. 
H10 There is a significant negative correlation between 
perceived trust and the salient perceived risk dimensions 
 
Not supported 
H11 Exposure to AR within the purchase decision-making 
process will result in higher perceived trust when 
compared to decision-making without exposure to AR. 
Supported 
H12 The relationship between exposure to AR and the increase 
of perceived trust is mediated by more interactivity within 
the purchase decision-making process. 
Supported 
H13 The relationship between exposure to AR and the increase 
of perceived trust is mediated by additional information 
gained within the purchase decision-making process. 
Supported 
H14 Exposure to AR within the purchase decision making 
process will result in higher purchase intent when 
compared to no exposure to AR  
Supported 
H15 The relationship between exposure to AR and purchase 
intent is mediated by perceived trust 
Supported 
H16 The relationship between exposure to AR and purchase 
intent is mediated by the salient risk dimensions within 
overall perceived risk 
Supported 
H17 The relationship between exposure to AR and the increase 
of purchase intent is mediated through more perceived 
interactivity within the purchase decision-making process. 
 
Supported 
H18 The relationship between exposure to AR and the increase 
of purchase intent is mediated through additional 




Table 5.16: Summary of hypotheses 
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The next chapter will discuss the results in the context of the literature and examine the 
implications of the findings. This final chapter will also present the limitations, 





6.0 Discussion and conclusions 
6.1 Introduction 
Up to this point, the background information, overall research problem, research questions, 
justification for the research and a brief discussion of the methodology was discussed in 
Chapter 1. Chapter 2 presented a discussion on AR technology, the role of interactions within 
AR and the use cases of AR. Next, Chapter 3 critically explored S-D logic, co-creation, 
customer decision-making, risk, perceived trust and purchase intent to develop a theoretical 
framework and hypotheses. Chapter 4 outlined the research methods that were utilised in this 
research as well as the validity and reliability of the scales used, and Chapter 5 presented the 
analysed data and identified the results of the significant hypotheses.  
In this final chapter, a revised theoretical model is first presented then the findings will be 
discussed within the context of the literature presented in Chapter 3 and conclusions will be 
drawn. Furthermore, the theoretical and practical contributions are discussed, and the thesis 
will conclude with limitations and recommendations for future work.  
6.2 Revised theoretical model 
The theoretical model proposed in Section 3.8 is revised in line with the results presented in 
chapter 5. The following diagram illustrates the revised theoretical model:  
 
 




The diagram shows that within the experiment, only social, financial and physical risk were 
significant predictors of OPR. Furthermore, out of these three risk dimensions, AR significantly 
reduced only financial risk within the high-involvement product and physical risk within the 
low-involvement product (H2).  
AR was also found to significantly increase perceived trust and purchase intent (H11 and H14). 
Additionally, the results revealed that purchase intent increased due to the mediating effects of 
perceived risk and perceived trust (H15 and H16).  
Finally, the co-creation variables i.e. interactions and information were found to be 
significantly mediating the relationship between AR and risk (physical and financial), 
perceived trust and purchase intent. 
6.3 Conclusions about research sub-questions  
In this research, there were five research sub-questions:  
Research sub-question 1: Is there a significant difference in salient perceived risk dimensions 
between shopping when exposed to AR and without exposure to AR? 
Research sub-question 2: Is there a significant difference in salient perceived risk dimensions 
for customers exposed to AR when considering a purchase of high-involvement products 
compared to exposure to AR when considering the purchase of low-involvement products? 
Research sub-question 3: Is there a significant difference in salient perceived risk dimensions 
between individuals that have high digital literacy compared to individuals who are low in 
digital literacy? 
Research sub-question 4:  Is an individual’s level of perceived trust when exposed to AR while 
shopping significantly higher than an individual’s level of perceived trust when not exposed to 
AR while shopping? 
Research sub-question 5:  Is there a significant difference in purchase intent between 
customers who are exposed to AR while shopping compared to customers not exposed to AR 
while shopping? 
After analysing the results, the following sections will provide conclusions for these sub-
questions. As the results for the first two research sub-questions are somewhat related, Section 
6.3.1 will provide conclusions for the first two research sub-questions. Section 6.3.2 will 
discuss the implications for the third research sub-question; Section 6.3.3 will provide a 
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conclusion for the fourth research sub-question and finally Section 6.3.4 will discuss the 
implications of the fifth research sub-question. 
6.3.1 The effect of exposure to AR on perceived risk 
The first research sub-question “is there a significant difference in salient perceived risk 
dimensions between shopping when exposed to AR and without exposure to AR?” required the 
researcher to a) identify the dimensions of perceived risk that are salient within the current 
research, and b) investigate the role of AR on these salient risk dimensions.  
In addition to the discussion of the first research sub-question, the findings for the second 
research sub-question will be discussed in this section.  
6.3.1.1 Salient dimensions of risk 
Out of the initial six risk dimensions that were taken from the works of Stone and Grønhaug 
(1993), only five risk dimension variables loaded on to their corresponding factor in the EFA 
(see Section 5.5.1). Time risk split loaded and was taken out. This result corresponds with the 
work of Peter and Ryan (1976) whereby time risk was the lowest correlating risk dimension. 
Furthermore, as the participants were young and presumably did not have many 
responsibilities, their time may not have been as important as other factors for example, their 
money. This result supports the work of Lim (2003), who concluded that not all risk dimensions 
are salient in every product or purchase decision.  
In addition to time risk, the regression analysis presented in Section 5.5.1 found that, out of the 
remaining five dimensions of risk, only social, physical and financial risk were significantly 
related to overall perceived risk. This supports the results of not only Lim (2003), but also 
Dholakia (2001) who stated that perceived risk dimensions are not universal but rather 
dependent on the type of product, importance of product to customer, level of cognitive 
processing, and product features (Dholakia, 2001). 
Some speculation as to the reasons why performance and psychological risk were not 
significant predictors of overall perceived risk are linked to the attributes of these risk 
dimensions. With regard to psychological risk, Forsythe and Shi (2003) found that the risk 
dimensions are usually higher for individuals that are old and especially for those over 50 years 
(Forsythe & Shi, 2003). As the sample did not contain older individuals (see Section 5.4), 
psychological risk was not a significant predictor of overall perceived risk. 
Furthermore, psychological risk is often associated with the product type and usage situation; 
if an individual uses a product in public, the social risk dimension will be high. On the other 
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hand, if the product is used in private, psychological risk will be higher (Jacoby & Kaplan, 
1972). Because both the burger and the smartphone used in the experiment are typically 
used/consumed at least partially outdoors and in front of others in a public setting e.g. eating a 
burger in a fast-food restaurant and using the smartphone outdoors, psychological risk was not 
as important as social risk.  
In addition to the above, Kapferer and Laurent (1985) found that personal products were often 
psychologically risky to purchase (Kapferer & Laurent, 1985). As both products were 
unbranded and generic, they are typically considered as lower quality (Rao, Qu, & Ruekert, 
1999) and psychologically riskier than branded products (Baek, Kim, & Yu, 2010). 
From a customer behaviour point of view, Dholakia (2001) found that psychological risk is 
often felt after and not before a purchase decision (Dholakia, 2001). As the current study looked 
at risk prior to a purchase decision, Dholakia’s (2001) conclusion may provide a further 
explanation as to why psychological risk was not a significant predictor of overall perceived 
risk.  
With regard to performance risk, the result agrees with Lim’s (2003) meta-review where four 
out of ten studies found that performance risk was a salient risk dimension which suggests that 
performance risk is not salient more than half the time (Lim, 2003). Furthermore, as discussed 
earlier, Lim (2003) and Dholakia (2001) both concluded that risk dimensions are not universal 
in every product purchase (Dholakia, 2001; Lim, 2003). For example, when selecting a flight, 
performance risk was found to be important (Cunningham, Gerlach, Harper, & Young, 2005). 
Yet, when selecting a hairdresser, physical risk was found to be important (Mitchell & 
Greatorex, 1993). Therefore, participants generally viewed the products in this study as having 
low performance risk and higher financial, physical and social risk. 
Forsythe and Shi (2003) also found that, for younger individuals, the performance risk was not 
as salient as for older individuals – possibly because they are purchasing the product not for 
the actual performance that is expected but for the social benefits of owning the product, e.g. a 
smartphone, or the social benefits of experimentation, for example,  trying something new out, 
e.g. a burger (Forsythe & Shi, 2003). This point might help to explain the reason why 
performance risk was not considered as a salient risk dimension within the current study, 
whereas social risk was.  
Another reason for the non-significant result of performance risk could be due to customer 
uncertainty. Customer uncertainty could come from many sources such as: consumers’ lack of 
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knowledge, purchase goals and levels of acceptance (Cox, 1967; Cox & Rich, 1964). This 
could also explain the result whereby the respondents are more certain about the performance 
of the product because they have prior experience with purchasing burgers and smartphones. 
On the other hand, there could be uncertainty regarding the social acceptance of the product 
which is why social risk is a salient risk dimension and performance risk is not.  
Based on this discussion, it is understood that out of the six original risk dimensions, only 
social, physical and financial risk were salient within the current study. The next section will 
address the second part of the first research question which looks at the role that exposure to 
AR has in reducing these salient risk dimensions. 
6.3.1.2 Difference of salient risk dimensions between high and low product involvement 
Although physical, financial and social risk were all salient risk dimensions, the results of the 
MANCOVA presented in Section 5.5.2 suggest significant differences for only financial and 
physical risk between the high and low-involvement products. The high-involvement product 
had significantly higher financial risk and the low-involvement product had significantly higher 
physical risk. Although significant overall, social risk was not significantly different between 
the two products.  
6.3.1.2.1 Financial risk 
The result for financial risk could be attributed to the fact that the high-involvement product 
(smartphone) is much more expensive than the burger and the economic risk of making a wrong 
decision is much higher than for the low-involvement product. This result is in-line with the 
literature whereby high-involvement products are generally more expensive and have higher 
risk (Tanner & Raymond, 2011). Furthermore, this result supports earlier studies on risk, 
whereby electronic products had higher financial risk than food items (Bhatnagar et al., 2000; 
Jacoby & Kaplan, 1972; Krampf et al., 1993)  
6.3.1.2.2 Physical risk 
As for the low-involvement product being perceived as having significantly higher physical 
risk than the high-involvement product, the result can be explained by looking at the type of 
product used in the experiment. The low-involvement product, being a consumable food item, 
may have caused the physical risk to be significantly higher in the burger than the smartphone. 
Previous studies that looked at risk within the field of consumer behaviour found that physical 
risk is typically higher in food items because it is ingested and has a higher likelihood to cause 
physical damage (see e.g. Jacoby & Kaplan, 1972; Yeung & Morris, 2001). Additionally, to 
reduce responder bias, the products used in this study were both unbranded. The product being 
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unbranded causes the participant be more worried about the physical side-effects of the product 
than if the product had been a popular brand (Derbaix, 1983; Roselius, 1971; Yeung & Morris, 
2001).  
6.3.1.2.3 Social risk 
Social risk was the only salient risk dimension that was not significantly different between the 
high and low-involvement products. This result may presumably be due to the fact that both 
products are visible to the public i.e. the burger is often eaten in fast-food restaurants and 
smartphones are seen by people when used outside. Therefore, the social risk of using a socially 
acceptable smartphone or a socially acceptable burger is the same as there is potential for 
similar negative social reactions resulting from purchasing a wrong product. This result 
contradicts Dholakia’s (2001) study whereby the author found that high-involvement products 
have higher social risk than low-involvement products (Dholakia, 2001). However, Dholakia’s 
(2001) study used products that are used in private e.g. a bathrobe and a can of soup, as low-
involvement products. These products are not expected to carry high social risk because not 
many people will see the respondent using these products. On the other hand, the products that 
Dholakia used as high involvement are often seen in public e.g. champagne and automobile. In 
the current study, both products are typically used and are visible in public (burger and 
smartphone). This may explain the result of social risk not being significantly different between 
the two products. 
6.3.1.3 The effect of exposure to AR on the salient risk dimensions 
The MANCOVA results presented in Section 5.5.1 found that out of the three salient risk 
dimensions: physical, financial and social risk, exposure to AR reduced perceived physical and 
financial risk. On the other hand, social risk was not reduced with exposure to AR technology. 
Furthermore, the result of the interaction between product involvement and exposure to AR 
(Section 5.5.2.3) suggested that the effect of exposure to AR technology on financial and 
physical risk is significantly different between the high and low involvement products.  
6.3.1.3.1 Social risk 
Although it was expected that exposure to AR will reduce all salient risk dimensions (Section 
3.5.3), the lack of a significant effect of exposure to AR on social risk is perhaps attributable 
to the link between social risk and ‘social order’. Yavas and Tuncalp (1984), found that Saudi 
undergraduate students in the city of Dhahran are generally higher in social class and tend to 
avoid going to lower priced or unbranded grocery stores due to the high social risk it carries 
within their social class (Yavas & Tuncalp, 1984). The current study also looked at 
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undergraduate students from a private university in the city of Dhahran. Therefore, the students, 
who skew towards a higher social class may feel that purchasing an unbranded smartphone or 
burger does not conform with the expectations of their social circle and therefore carries a 
higher social risk regardless of whether they were exposed to AR or not. Based on this 
discussion, if the products were a premium brand, exposure to AR will presumably reduce 
social risk because AR technology includes social media integration which can be used to 
communicate with peers and family members to assess the social conformity of the products 
they are considering.  
6.3.1.3.2 Financial risk 
On the other hand, financial risk was significantly lower for participants that were exposed to 
AR compared to the control group. Additionally, while exposure to AR reduced the financial 
risk for both products significantly (see Section 5.5.2.3), exposure to AR reduced the financial 
risk of the high-involvement product (smartphone) significantly more than the low-
involvement product. The mediation analyses found that the increase of perceived interactions 
and the additional information mediated the relationship between exposure to AR and financial 
risk (see Section 5.5.3). This means that participants who were exposed to AR had higher 
perceived interactions and additional information, and it was these two variables (interaction 
and information) that resulted in the reduction of financial risk.  
As participants were exposed to AR, they saw the demonstrator interacting with the 3D model 
and reading the reviews and additional information about the product and comparing prices 
with other competitors. This made the participants perceive higher interaction and gain more 
information (see Section 5.5.2), which, under experiential learning theory, helped them learn 
better than if they just looked at the poster and therefore led to the significant reduction in 
perceived financial risk (Kolb & Kolb, 2012).  
Furthermore, as financial risk was higher initially within the high-involvement product relative 
to the low-involvement product, the likelihood of this risk dimension decreasing is higher than 
other salient risk variables. This result may be explained by critical threshold theory which 
states that risk will only go down to a certain level before it stops reducing (Mitchell, 1999). 
As financial risk is the highest ranked risk variable within the high-involvement product (see 
Appendix 3), it is expected that this risk should be the one that reduces the most with any kind 
of risk reliever, such as exposure to AR.  
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To further understand the role of exposure to AR on financial risk, a post-hoc regression 
analysis found that within the high-involvement product, out of the three salient risk 
dimensions, only financial risk was significantly reduced with exposure to AR. The regression 
analysis also indicated that for the high-involvement product, physical and social risk were not 
significantly reduced with exposure to AR. 
This result provides further evidence that the highest-ranked risk dimension within the high-
involvement product was the same risk dimension that was significantly reduced when exposed 
to AR.  
6.3.1.3.3 Physical risk 
The results (Section 5.5.2) showed that exposure to AR significantly reduced physical risk 
within the low-involvement product, compared to no exposure to AR (control group). There 
was no significant effect of exposure to AR for the high-involvement product. The mediation 
analyses found that increased interactivity perceptions and additional information gained 
through exposure to AR mediated the relationship between exposure to AR and the reduction 
of physical risk (see Section 5.5.3). This result indicates that participants who were exposed to 
AR had higher perceived interactions and additional information and these two variables 
(interaction and information) resulted in the reduction of physical risk. 
Although this result contradicts the hypothesis that AR will reduce the risk dimensions 
associated with the high-involvement product significantly more than the low-involvement 
product, the result may also be explained by utilising the critical threshold theory. Similar to 
how financial risk was the highest risk variable for the high-involvement product, physical risk 
is the highest ranked risk variable for the low-involvement product (see Appendix 3). Under 
the critical threshold theory, it is expected that the significantly higher risk variables will be 
reduced more than the lower ranked risk variables (Mitchell, 1999). 
A post-hoc regression analysis revealed that within the low-involvement product, financial and 
social risk were not significantly reduced. The results of the post-hoc regression analysis 
revealed however, that out of the three salient risk dimensions, only physical risk was 
significantly reduced through exposure to AR, within the low-involvement product.  
These results are interesting as they suggest that exposure to AR reduces the highest-ranked 
risk dimension within a purchase decision. As respondents were primarily concerned about the 
financial risk of purchasing the smartphone (high-involvement product) and the physical risk 
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of purchasing the burger (low-involvement product), it was these risk dimensions that were 
reduced with exposure to AR.  
6.3.1.4 Summary of sub-research questions 1 and 2 
In this study, co-creation was conceptualised as interactions and information (see Section 
3.3.5). The results showed that perceptions of interactions, and additional information were 
gained through exposure to AR. This result is consistent with the literature and discussion (see 
Section 3.3.5) and suggests that AR is a mechanism that enables co-creation. Furthermore, the 
mediation analysis revealed that the two co-creation variables (interaction and information) 
mediated the relationship between exposure to AR and the reduction of physical and financial 
risk. This result provides evidence that AR is an enabler of co-creation and through co-creation, 
risk may be reduced. 
As for the reduction of risk, this research found that exposure to AR reduces the highest risk 
dimension within each product. As for enduring product involvement, which is the focus of 
this thesis, the highest-ranking risk dimension for the product with high enduring product 
involvement (this research did not look at situational involvement) was financial risk. For the 
low-involvement product, the highest-ranking risk dimension was physical risk. Exposure to 
AR significantly reduced financial risk within the high-involvement product and physical risk 
within the low-involvement product.  
Therefore, in summary, the answer for research sub-question one: “is there a significant 
difference in salient perceived risk dimensions between shopping when exposed to AR and 
without exposure to AR?” is that the results provided evidence that, yes, there were significant 
reductions in risk dimensions when exposed to AR relative to when considering a product to 
buy without exposure to AR.  
For the research sub-question “is there a significant difference in salient perceived risk 
dimensions for customers exposed to AR when considering a purchase of high-involvement 
products compared to exposure to AR when considering the purchase of low-involvement 
products?”, the results indicated that, initially, there are differences in risk between products 
with varying levels of enduring product involvement (refer to Section 3.5.4.1 for details) and 
when exposed to AR, the highest-ranked risk dimension is significantly reduced. For this study, 
financial risk was initially the highest risk dimension for the high-involvement product and 
physical risk was the highest risk dimension for the low-involvement product. When exposed 
to AR, financial risk was the only risk dimension that was significantly reduced for the high-
162 
 
involvement product and physical risk was the only risk dimension that was significantly 
reduced for the low-involvement product.  
The next part of the chapter will provide a discussion for the results of the third research sub-
question which investigates the role of digital literacy as moderating the relationship between 
exposure to AR and risk. 
6.3.2 The moderating role of digital literacy on exposure to AR and perceived risk 
The third research sub-question “is there a significant difference in salient perceived risk 
dimensions between individuals that have high digital literacy compared to individuals who 
are low in digital literacy?” examined the moderating role of digital literacy on the relationship 
between exposure to AR and the salient risk dimensions.  
Although there was a large spread in digital literacy within the sample, the results of the 
MANCOVA (see Section 5.5.2) found that digital literacy did not significantly moderate the 
relationship between exposure to AR and the salient risk dimensions. The result can possibly 
be partially attributed to the feeling that the technology is easy to use and does not require the 
participant to have a high amount of digital literacy. This result supports the theoretical works 
of Andujar, Mejías, and Márquez (2011), Núñez et al. (2008) and Eursch (2007) who stated 
that AR technology is easy to use and contradicts the works of Dunleavy, Dede, and Mitchell 
(2009) and Hsieh and Lin (2011) who stated that AR systems are complex and difficult to 
understand.  
Now that the moderating roles of product involvement and digital literacy on the relationship 
between exposure to AR and risk have been discussed, the sub-sections will discuss the effect 
of exposure to AR on customer perceived trust and purchase intent.  
6.3.3 The effect of co-creation through exposure to AR on customer perceived trust 
As discussed in Section 3.6, it is expected that a) exposure to AR will directly result in higher 
perceived trust, and b) when customer perceived risk is reduced, perceived trust is increased. 
Both these hypotheses are discussed within the fourth research sub-question: Is an individual’s 
level of perceived trust when exposed to AR while shopping significantly higher than an 
individual’s level of perceived trust when not exposed to AR while shopping? 
Firstly, looking at the MANCOVA results presented in Section 5.5.2, customer perceived trust 
was significantly higher for the treatment group relative to the control group. This result 
suggests that perceived trust within a particular product or brand is higher when exposed to AR 
than when considering a purchase decision without exposure to AR. This result supports the 
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work of Kanagaretnam et al (2010) and Eggert and Helm (2003), who found that interactions, 
especially transparent ones, increase the perceived trust within a particular product or brand 
(Eggert & Helm, 2003; Kanagaretnam et al., 2010). 
To understand whether the source of the increase in perceived trust is due to co-creation, the 
mediation analysis presented in Section 5.5.3 is discussed. The analysis found that the key co-
creation outcomes i.e. interactions and information, both successfully mediated the relationship 
between exposure to AR and customer perceived trust. Therefore, it can be confidently said 
that the interactions and information generated through exposure to AR were partly responsible 
for the increase in participants’ perceived trust. This result is consistent with Constantinides et 
al. (2014); Prahalad and Ramaswamy (2000, 2002) and Randall et al. (2011), who all asserted 
that successful co-creation is commonly associated with higher trust. 
To further understand the source of the increase in perceived trust, the correlation analysis 
presented in Section 5.5.4 found no significant correlation between perceived trust and risk. 
This is an interesting finding because it is commonly understood that when risk is lowered, 
trust is increased (Corritore et al., 2003; Eid, 2011; Harridge-March, 2006; Hsin Chang & Wen 
Chen, 2008; Warrington et al., 2000). Although the results in this study do confirm that there 
is an inverse relationship between perceived trust and perceived risk i.e. when exposed to AR, 
financial and physical risk went down, and perceived trust went up (see Appendices 26-28), 
the results also found that the increase in perceived trust was not because of perceived risk and 
the reduction of perceived risk was not because of trust.  
This result suggests that although perceived trust cannot exist without risk (Moorman et al., 
1993), exposure to AR reduces perceived risk and increases perceived trust independently and 
does not increase perceived trust because of the reduction in risk. As both, perceived risk was 
reduced, and perceived trust was increased, through increased perceptions of interactivity and 
additional information, these co-creation variables can be said to a) increase perceived trust, 
and b) perceived decrease risk, independently of each other. This result provides insights into 
the co-creation outcomes of interaction and information and builds on the works of 
Gummesson and Mele (2010) and Grönroos (2000) and others who discussed co-creation as 
the integration of interactions and information.  
The lack of significant correlation between perceived risk and perceived trust could be 
attributable to interactions with the company not always addressing the social sphere of risk, 
for example, how fashionable or trendy a product/brand is. This is supported by the discussion 
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and results in Section 6.3.1 which shows that social risk is a salient risk dimension but does not 
decrease with exposure to AR. Thus, co-creational interactions and information does not 
always apply to salient risks, that is, the risk of purchasing an unfashionable brand may not be 
decreased with exposure to AR but it does form a part of the customers’ risk perceptions. This 
discussion is supported by Cooper and Rege (2011) who found social interactions and seeing 
what other customers are purchasing may increase the chances of purchasing the same products 
(Cooper & Rege, 2011). Thus, exposure to AR may increase the perceived trust because the 
company provides transparent information but does not reduce social risk because the 
customers are not seeing other customers purchasing products.  
6.3.4 The effect of co-creation through exposure to AR on customer purchase intent 
The final research sub-question: Is there a significant difference in purchase intent between 
customers who are exposed to AR while shopping compared to customers not exposed to AR 
while shopping? looks at the relationship between exposure to AR and customer purchase 
intent. As may be remembered, the likelihood that the tested products would be purchased 
should a need for them arise, was measured by the ease, comfort and relaxedness with which 
such a purchase would be made (see Table 4.14 in Section 4.5.3.7).  
To answer this question, the MANCOVA presented in Section 5.5.2 found that participants 
that were exposed to AR had a significantly higher purchase intent than the control group. 
Although purchase intent does not always translate into an actual purchase behaviour (Morwitz 
et al., 2007), the measures used (see Table 4.14) and this result provide insights into the effect 
that exposure to AR has on customer purchase intent.  
Additionally, to understand whether purchase intent increased because of co-creation through 
exposure to AR, the mediation analysis presented in Section 5.5.3 was run. The results of the 
analysis found that higher perceptions of interactivity and additional information mediated the 
relationship between exposure to AR and purchase intent. This result is consistent with the 
works of Echeverri and Skålén (2011), Gummesson and Mele (2010), Payne et al. (2008), 
Prahalad and Ramaswamy (2002), Vargo et al. (2008) and Vo (2017) who all suggested that 
co-creation provides interactions and information and should directly influence the purchase 
intent (Echeverri & Skålén, 2011; Gummesson & Mele, 2010; Payne et al., 2008; Prahalad & 
Ramaswamy, 2002; Vargo et al., 2008; Vo, 2017). This result also provides insight to 
understanding the impact of co-creation through the exposure to a technology such as AR, on 
purchase intent.  
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Furthermore, as discussed in Section 3.7, perceived trust and perceived risk were expected to 
mediate the relationship between exposure to AR and purchase intent as purchase intent is 
expected to increase because of the increase in perceived trust and reduction in perceived risk. 
The mediation analysis presented in Section 5.5.2 found that perceived risk and perceived trust 
both successfully mediated the relationship between exposure to AR and purchase intent, 
therefore supporting the premise that an increase in perceived trust and a perceived decrease in 
risk result in an increase in purchase intent (Bhukya & Singh, 2015; Chen & Chang, 2012; Chu 
& Li, 2008; Hsin Chang & Wen Chen, 2008; Ling et al., 2010; Sultan et al., 2003; Tho et al., 
2017). 
6.3.5 Summary of findings 
To summarise, this study found that AR is a co-creation platform as exposure to AR technology 
significantly increased perceptions of interactivity and the amount of information available and 
accessible. Additionally, exposure to AR resulted in a decrease in the most important risk 
dimension, the one of highest concern to the customer. Furthermore, this reduction of risk 
differs based on the type of product. High-involvement products can have higher financial risk 
than low-involvement products and food items have higher physical risk than electronic 
products. The study also found that the reduction in risk happened because of the increase in 
perceptions of interactivity and amount of information available and accessible.  
Furthermore, this study found that exposure to AR significantly increases perceived trust for 
both high and low involvement products. It also found that the increase in perceived trust does 
not happen because of the decrease in risk but rather because of the mediating role of 
interactivity and information (components of co-creation). It is plausible that the reduction in 
perceived risk and the increase in perceived trust occur irrespective of each other because 
interactions with the company may not always address the social dimension of risk, for 
example, how fashionable or trendy a product or brand is. This conclusion is supported by the 
result of social risk being a salient risk dimension but one that does not appear to be reduced 
by exposure to AR (see Section 6.3.1). 
Moreover, this study found that the increase in perceptions of interactivity and the additional 
information gained resulted in an increase in the purchase intent of both high and low 
involvement products. Furthermore, the increase in perceived trust and the reduction in 
perceived risk mediated the relationship between exposure to AR and purchase intent which 
indicates that the increase in purchase intent was due to the reduction of perceived risk, increase 
in perceived trust and the co-creation variables of interactivity and information.  
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These findings suggest that co-creation can be achieved through exposure to AR and it is 
through co-creation that perceived risk is reduced and both perceived trust and purchase intent 
are increased. Furthermore, the reduction of perceived risk and the increase of perceived trust 
further contribute to the increase in purchase intent.  
In conclusion, to answer the overall research question: Compared to traditional shopping, what 
is the effect of co-creation through exposure to AR on digitally literate and illiterate customers’ 
perceived risk, perceived trust and intent of purchasing high and low involvement products in 
retail stores? The effect of co-creating through exposure to AR was perceived risk reduction 
and an increase in both: perceived trust and purchase intent of purchasing both high and low 
involvement products. The main difference between the high and low (enduring) involvement 
products was the type of risk that was reduced. Additionally, in the case of this research, digital 
literacy did not have any effect on the reduction of perceived risk, increase of perceived trust 
or purchase intent.  
Now that the findings have been discussed, the next sections will outline the theoretical and 
practical contributions of this research. 
6.4 Theoretical contributions 
The findings of this study presented in Section 6.3 provide five theoretical contributions to the 
field of consumer behaviour. This section discusses and summarises these contributions.  
The first contribution is related to the field of co-creation. Specifically, based on the literature 
discussed in Section 3.3.5, interactions and information are integral for successful co-creation. 
The findings of this study indicate that AR technology heightens the perceptions of interaction 
and provides additional information. Based on this discussion, it is recommended that 
marketers should utilise interactive and informational technologies, such as AR, to aid in co-
creation. 
Secondly, increases in these co-creation variables (interactions and information) were found to 
reduce the risk dimensions involved with a purchase decision. This leads to the 
recommendation that exposure to AR may be better utilised for purchases that have high levels 
of risk e.g. premium brand products, unbranded food items, expensive products etc. Based on 
this discussion, utilising AR applications that facilitate interactions and information are likely 
to reduce perceived risk dimensions. AR technology that does not involve interactions and 
additional information may not reduce risk. Thus, a practical AR application that engages the 
customer with interactive elements and provides the customer with meaningful information 
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relating to their purchase consideration will be more beneficial than creating AR applications 
that are one sided and do not involve other parties. 
Thirdly, digital literacy did not moderate exposure to AR. This result provides supporting 
evidence on the ease of use and simplicity of AR technology (Andujar et al., 2011; Eursch, 
2007; Núñez et al., 2008). This result also contradicts the works of Dunleavy et al. (2009) and 
Hsieh and Lin (2011) who suggested that AR systems are complex and difficult to understand 
(Dunleavy et al., 2009; Hsieh & Lin, 2011), at least for the demographic in this research’s 
sample. 
Fourth, the increase in co-creation variables (interactions and information) led to an increase 
in perceived trust. Additionally, it was found that the increase in perceived trust was not due to 
the reduction of perceived risk but rather only due to the increase of the perceptions of 
interaction and additional information. Although it is expected that perceived trust will increase 
with positive interactions (Blesa & Bigne, 2005; Randall, Gravier & Prybutol, 2011; Sheth & 
Parvatiyar, 1995), it was originally believed that the increase in perceived trust also happens 
because of the reduction in perceived risk as risk and trust are opposites (Corritore et al., 2003; 
Eid, 2011; Harridge-March, 2006; Hsin Chang & Wen Chen, 2008; Warrington et al., 2000). 
This leads to the recommendation that developing or utilising practical AR applications that 
include elements of interactions and information will increase trust. AR applications that are 
only a gimmick and do not have any value for the customer beyond the initial ‘wow’ factor 
may not lead to the same results. 
Although perceived risk was reduced, and perceived trust increased, the contribution is that 
both perceived risk was reduced, and perceived trust increased independently of each other. As 
trust may increase due to many factors such as information quality (Fung & Lee, 1999), 
integrity of the brand or even emotional responses such as propensity to trust (Lee & Turban, 
2001), this finding leads to the recommendation for marketers to not solely depend on reducing 
risk to increase trust but rather on increasing trust irrespective of risk as they cannot control all 
risk dimensions due to the nature of some dimensions e.g. social risk requiring the 
uncontrollable collaboration and physical interaction of customers. 
Finally, the increase in interaction and information gained through exposure to a technology, 
such as AR, increases customer purchase intent. Furthermore, perceived trust and the salient 
perceived risk dimensions associated with a specific purchase also mediate the relationship 
between exposure to AR and the increase in purchase intent. Therefore, understanding that the 
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increase in purchase intent is not only due to the reduction in perceived risk and increase in 
perceived trust (Bhukya & Singh, 2015; Chen & Chang, 2012; Chu & Li, 2008; Hsin Chang & 
Wen Chen, 2008; Ling et al., 2010; Sultan et al., 2003; Tho et al., 2017), but also because of 
the increase in perceptions of interactions and additional information, is a contribution of this 
study. This contribution provides clear directives to managers and marketers to implement 
interactive and informative technology, such as AR, and to ensure that the elements within the 
application are truly interactive and informative and not only provide the customer with 
irrelevant information. 
6.5 Practical contributions 
In addition to theoretical contributions, this research also provided four practical contributions 
which can be useful for marketers, business managers and technology experts and retailers, 
among others. This study, which is one of the few research studies conducted within the shared 
context of AR and marketing, investigates the integration of technology and co-creation to 
achieve higher organisational performance. Specifically, this research identified the major 
components of co-creation (interactions and information) and presented a technological 
solution. AR was used as a technology that could essentially create an interactive experience 
which enables co-creation. Despite some writers and managers being sceptical about such a 
technology and thinking the only benefit of this technology is to create hype (e.g. Han et al., 
2013; Woods, 2009), this study showed that AR can be practically used to effectively reduce 
the perceived risk of purchase and increase perceived trust and purchase intent levels within 
decision-making. Understanding the benefit of AR may help companies considering 
investment in AR technology by understanding the impact it may have on their performance. 
Moreover, utilising AR technology in co-creation is a contribution as it heeds the call of 
researchers (Atorough & Donaldson, 2012; Echeverri & Skålén, 2011; Fill, 2009; Gummesson, 
1987), for the need of an interactive platform within co-creation. In addition, the study also 
raises awareness for managers and marketers about the potential uses of AR within the retail 
space.  
Secondly, this research also provided a detailed description of the perceived interaction and 
informational features that may be used to co-create and reduce perceived risk, increase 
perceived trust and most importantly, increase purchase intent. Managers and marketers can 
utilise the list of features used in this application to create a similar (and more robust) 
application that provides customers with higher perceptions of interactions and additional 
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information which may be used to increase organisational performance through the reduction 
of risk and the increase in trust and purchase intent within customer decision-making. 
Thirdly, the findings of this research can inform organisations’ marketing strategies. As the 
research provided evidence that technology can be used to co-create, resulting in the reduction 
of a product’s most salient risk dimensions, and increasing perceived trust and purchase intent, 
organisations may utilise these findings within the formulation of their marketing and 
communications strategy. Companies that offer products which contain a high amount of risk, 
for example luxury cars, may have customers who perceive high social and financial risk and 
may utilise interactive and informational technology to reduce the salient risk dimension. 
Similarly, as higher trust is associated with higher customer retention and positive word-of-
mouth (Kim, Han, & Lee, 2001), organisations that have the objective to retain customers and 
achieve a positive word-of-mouth may also engage with the customer through technology that 
facilitates co-creation such as AR. As both perceived trust and perceived risk are mediators 
between the technology and purchase intent, organisations that have the objective to increase 
sales can also utilise the technology to achieve this objective. This contribution is supported by 
Ballantyne and Varey (2006) who stated that marketing strategies should be focused on 
communication and interactions; both social and technological (Ballantyne & Varey, 2006). 
Finally, the findings of this research showed the value of AR technology within consumer 
behaviour. As the AR industry is growing rapidly (see Section 2.2), organisations who utilise 
the technology may gain the first-mover advantage which gives the organisation a competitive 
advantage over competitors who adopt the technology later allowing the first-moving company 
to  reach a monopoly-like state (Grant, 2016). Thus, as the research provided evidence that AR 
technology can create interactions and additional information, which are beneficial for both the 
organisation and the consumer, the findings can be used by organisations to know the value of 
AR technology. By understanding the benefits of AR technology, organisations may consider 
its application within their business to create a first-mover competitive advantage.  
6.6 Limitations  
While the findings and subsequent discussion reveal contributions with practical and 
theoretical implications, the study should be considered within its limitations. The limitations 
of this study include the number of products used in the experiment, the method in which 
interactions were observed and measured, the geographic location and age distribution.   
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6.6.1 Variety of products 
As the study required the development of a separate AR application for each product used in 
the experiment, this research followed earlier research on risk (Bauer, 1960; Jacoby & Kaplan, 
1972; Roselius, 1971) and used a small number of products. Two products were examined in 
the experiment: the smartphone as the high-involvement product, and the burger as the low-
involvement product. This is a limitation to this research as other products may have different 
risk dimensions and feelings of trust attached to them.  
6.6.2 The perceptions of interactions 
Another limitation is associated with the way in which participants were exposed to AR. 
Instead of letting each student use AR technology, the experimenter asked the participants to 
watch a video demonstration that showed them what someone wearing the AR headwear will 
see when looking at a retail product poster. The reason for using a video to simulate AR instead 
of letting the participants interact with AR themselves is to ensure validity as the participants 
may not have the experience to interact with virtual objects in a 3D space (Slangen-de Kort et 
al., 2001). This limitation is further discussed in Section 4.5.2.3.  
6.6.3 Locality of the study 
Having the research done in Saudi Arabia does not give a full explanation of the power of a 
co-creation facilitating technology such as AR and is therefore another limitation. It would be 
good to compare the results to the broader market with cross-cultural studies in order to 
eliminate exogenous factors such as culture and religion and to focus only on the impact of the 
technology. 
6.6.4 Age distributions 
Building on the previous limitation, because the sample consisted mostly of undergraduate 
students, there was not a large spread in the age groups. As presented in Section 5.4, most of 
the participants were between 18 and 32 years old. Although students are commonly used in 
marketing research (see Section 4.4.1.2.5), it would be interesting to compare the impact of co-
creation through AR across a larger distribution of age groups. The differences in age groups 
may also affect the influence of DL as younger and older individuals are expected to have a 
significant variance in levels of DL (Hargittai, 2001).  
6.7 Recommendations for further research  
Further to the discussion on the research limitations, there are also opportunities for future 
work. Several recommendations for future work relate directly to the previous section and 
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others are indirectly related to the study or based on the results of the study. This section will 
discuss some of these opportunities for future work. 
6.7.1 Adding more products 
As one of the limitations of the study was that only two products were used in the experiment, 
this limitation leads to the recommendation for future work to investigate the risk dimensions 
of products within the same category as those tested in the experiment e.g. low-involvement 
food products and high-involvement electronic products. Doing this will make the findings of 
salient risk dimensions and the role of exposure to AR in reducing these risk dimensions more 
robust.  
6.7.2 Cross-cultural analysis 
A second recommendation for future work is again based on the limitation of conducting the 
experiment in one country. As culture is different between countries, understanding how these 
differences may or may not impact the findings of this research may provide more insight into 
the role of AR, risk and trust in customer decision-making.  
6.7.3 Triangulation of results 
To provide further robustness and further ensure the validity of the research, examining the 
results of additional qualitative and quantitative studies will provide further generalisability 
and support for the findings of this research. This provides an area of future research.  
6.7.4 Service purchase decisions 
Finally, this research only looked at the impact of AR on products and not on services. As 
decision-making may likely be different between pure products and pure service, it makes for 
an interesting recommendation for future work. This experiment may be repeated with services 
rather than products and compared with the results of this study to provide more in-depth 
insight on the role of co-creation through AR technology on customer decision-making.  
6.8 Conclusion 
In conclusion, this research has investigated the role of co-creation of value through exposure 
to AR technology on customer perceived risk, perceived trust and purchase intent. The results 
of this research found that co-creating through exposure to AR reduced the salient risk 
dimensions associated with a purchase, increased perceived trust in all cases and increases 
purchase intent. This research exposed participants to AR to co-create and helped provide a 
foundation in understanding the role of AR technology in consumer decision-making. Future 
research will investigate the impact of this technology on a variety of different products, 
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Appendix 1A: High-involvement, treatment group survey 
 
Thank you for showing an interest in this project.  Please read this information sheet carefully before deciding whether or not to 
participate.  If you decide to participate we thank you.  If you decide not to take part, there will be no disadvantage to you and 
we thank you for considering our request.  
The aim of this project is to measure the effect of co-creation through enhanced information in order to better understand the 
relationship between information and customer attitude, perceived risk and trust. 
 Male and female students from Prince Mohammad Bin Fahd University are the target sample of this research. The research 
aims to collect 70-100 respondents for each experiment undertaken (for a total of 280-400 surveys among the four 
experimental groups). 
 Should you agree to take part in this project, you will be asked to fill out a questionnaire to the best of your knowledge / 
understanding. The questionnaire should take between 15 and 20 minutes. Please be aware that you may decide not to take 
part in the project without any disadvantage to yourself at any time. 
 There will be no identifying question and the data collected will be securely stored in such a way that only I will have access to 
it. Data obtained as a result of the research will be retained for at least 5 years in secure storage. In most cases, the data may 
be kept for much longer or even indefinitely. The results of the project may be published and will be available in the University 
of Otago Library (Dunedin, New Zealand) but every attempt will be made to preserve your anonymity. 
 If you have any questions about our project, either now or in the future, please feel free to contact either: - 
 
Saifeddin Alimamy                                 and                 Dr. Juergen Gnoth 
Department of Marketing                                              Department of Marketing 
Email Address: saif.alimamy@gmail.com                      Email Address: juergen.gnoth@mail.otago.ac.nz 
 This study has been approved by the Department stated above. However, if you have any concerns about the ethical conduct of the research 
you may contact the University of Otago Human Ethics Committee through the Human Ethics Committee Administrator (ph03 479-8256). 
Any issues you raise will be treated in confidence and investigated and you will be informed of the outcome. 
 
What is your gender? 
 Male  
 Female  
 
Which age group do you fall into? 
 18  
 19-21  
 22-23  
 24-25  
 26-28  
 29-31  






















with experiencing some kind of 
loss  
              
with making a mistake                
that I would be perceived 
negatively by my associates at 
work / university  
              
because some friends would think 
I was just being showy  
              
with the thought that I am foolish 
by some people whose opinions I 
value  
              
that the financial investment I 
would make would not be wise  
              
that I would not get my money's 
worth from this product  
              
with the eye strain for some 
members of the family that could 
result from overuse of the product  
              
about potential physical risks due 
to the product possibly not being 
completely safe  
              
possibility of the product leading 
to some uncomfortable side 
effects such as inability to sleep, 
addiction, backaches and the 
like... 
              
that the product will not perform 
as well as it is supposed to  
              
with how dependable and reliable 
the quality of the product will be  
              
with experiencing unnecessary 
tension  
              
with having to spend too much 
time learning how to use the 
phone 
              
with unwanted time pressures on 
my schedule due to the purchase 
              
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will pose problems for me that I just don't 
need 
              
would be a bad way to spend my money               
makes me feel psychologically uncomfortable               
gives me a feeling of unwanted anxiety               
could lead to an inefficient use of my time 
from playing mobile games, understanding 
various applications and so forth 
              
 
















I know how to solve my own technical 
problems 
              
I can learn new technologies easily               
I keep up with important new technologies               
I know a lot about different technologies               
I have good skills with using technology               
I am confident with my search and evaluation 
skills in regard to obtaining information from 
the web 
              
I am familiar with issues related to web-based 
activities e.g. cyber safety, search issues, 
plagiarism 
              
Technology enables me to collaborate better 
with my friends 
              
I frequently ask for help if I encounter a 
problem such as with university work, from 
my friends over the internet e.g. Skype, 
Facebook, Blogs 




















I will tend to feel relaxed with making a 
purchase 
              
I will feel comfortable with making a purchase               
I will feel completely at ease with making a 
purchase 
              
I will tend to feel important               






















Online stores can supply me with information which 
compares favourably with the information presented 
through AR 
              
The loss of information from shopping online would be 
too much for me to consider AR 
              
I think I would find it more difficult to replace the 
information I gain from AR 
              
I believe I will rely on the information presented 
through AR to make a purchase 
              
I believe that I will need support and technical 
assistance to use AR 
              
I believe I will depend on AR technology to make a 
purchase 
              
I believe I will need AR technology to help me make a 
purchase decision 
              
I believe that this product will meet my expectations               
I think that the product cannot be counted on to 
perform well 
              
I don’t think I can trust the performance of this 
product 
              
I believe I can communicate easily with the company if 
I ever had a specific question or wanted to purchase 
the product 
              
I am able to easily see other customers' opinions about 
the product 
              
I thought there was control (flexibility) over the 
content that I wanted to see 
              
Overall, I think the experience was highly interactive               
I thought that there was detailed information provided 
about the product featured 
              
I thought that there was a comprehensive list of 
technical specifications of the product featured 
              
I am looking to buy a smartphone within the next 6 
months 
              
I am interested in technology               
I think the phone looks stylish               
I think the phone is good value for money               
I think the phone is affordable               
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Appendix 1B: Low-involvement, treatment group survey 
  
Thank you for showing an interest in this project.  Please read this information sheet carefully before deciding whether or not to 
participate.  If you decide to participate we thank you.  If you decide not to take part, there will be no disadvantage to you and 
we thank you for considering our request.  
The aim of this project is to measure the effect of co-creation through enhanced information in order to better understand the 
relationship between information and customer attitude, perceived risk and trust. 
Male and female students from Prince Mohammad Bin Fahd University are the target sample of this research. The research 
aims to collect 70-100 respondents for each experiment undertaken (for a total of 280-400 surveys among the four 
experimental groups). 
Should you agree to take part in this project, you will be asked to fill out a questionnaire to the best of your knowledge / 
understanding. The questionnaire should take between 15 and 20 minutes. Please be aware that you may decide not to take 
part in the project without any disadvantage to yourself at any time. 
 There will be no identifying question and the data collected will be securely stored in such a way that only I will have access to 
it. Data obtained as a result of the research will be retained for at least 5 years in secure storage. In most cases, the data may 
be kept for much longer or even indefinitely. The results of the project may be published and will be available in the University 
of Otago Library (Dunedin, New Zealand) but every attempt will be made to preserve your anonymity. 
 If you have any questions about our project, either now or in the future, please feel free to contact either: - 
 
Saifeddin Alimamy                                 and                 Dr. Juergen Gnoth 
Department of Marketing                                              Department of Marketing 
Email Address: saif.alimamy@gmail.com                      Email Address: juergen.gnoth@mail.otago.ac.nz 
  
This study has been approved by the Department stated above. However, if you have any concerns about the ethical conduct of the research 
you may contact the University of Otago Human Ethics Committee through the Human Ethics Committee Administrator (ph03 479-8256). 
Any issues you raise will be treated in confidence and investigated and you will be informed of the outcome. 
 
 
What is your gender? 
 Male  
 Female  
 
Which age group do you fall into? 
 18  
 19-21  
 22-23  
 24-25  
 26-28  
 29-31  



















with experiencing some kind of loss                
with making a mistake                
that I would be perceived negatively by my 
associates at work / university  
              
because some friends would think I was just 
being showy  
              
with the thought that I am foolish by some 
people whose opinions I value  
              
that the financial investment I would make 
would not be wise  
              
that I would not get my money's worth from 
this product  
              
with the harmful side effects such as obesity 
and food poisoning which could result due to 
the consumption of this product 
              
about potential physical risks due to the 
product possibly not being completely safe  
              
with the possibility of the product leading to 
some uncomfortable side effects such as 
inability to sleep, upset stomach and the like ... 
              
whether the product will be as satisfying as I 
expect 
              
with how dependable and reliable the quality 
of the product will be  
              
with experiencing unnecessary tension                
with having to spend too much time eating the 
burger 
              
with unwanted time pressures on my schedule 
due to the purchase 






















will pose problems for me that I just don't need               
would be a bad way to spend my money               
makes me feel psychologically uncomfortable               
gives me a feeling of unwanted anxiety               
could lead to an inefficient use of my time 
while eating as well as the after effects of the 
burger 
              
 
















I know how to solve my own technical problems               
I can learn new technologies easily               
I keep up with important new technologies               
I know a lot about different technologies               
I have good skills with using technology               
I am confident with my search and evaluation 
skills in regard to obtaining information from the 
web 
              
I am familiar with issues related to web-based 
activities e.g. cyber safety, search issues, 
plagiarism 
              
Technology enables me to collaborate better with 
my friends 
              
I frequently ask for help if I encounter a problem 
such as with university work, from my friends 
over the internet e.g. Skype, Facebook, Blogs 




















I will tend to feel relaxed with making a 
purchase  
              
I will feel comfortable with making a purchase                
I will feel completely at ease with making a 
purchase  
              
I will tend to feel important                




















Online stores can supply me with information which compares 
favourably with the information presented through AR 
              
The loss of information from shopping online would be too much 
for me to consider AR 
              
I think I would find it more difficult to replace the information I 
gain from AR 
              
I believe I will rely on the information presented through AR to 
make a purchase 
              
I believe that I will need support and technical assistance to use 
AR 
              
I believe I will depend on AR technology to make a purchase                
I believe I will need AR technology to help me make a purchase 
decision  
              
I believe that this product will meet my expectations               
I think that the product cannot be counted on to satiate my 
hunger 
              
I trust that this product will satisfy               
I believe I can communicate easily with the company if I ever had 
a specific question or wanted to purchase the product 
              
I am able to easily see other customers' opinions about the 
product  
              
I thought there was control (flexibility) over the content that I 
wanted to see  
              
Overall, I think the experience was highly interactive                
I thought that there was detailed information provided about the 
product featured  
              
I thought that there was a comprehensive list of nutritional 
information about the product featured 
              
I eat fast food occasionally               
I am interested in technology                
I think the burger looks good               
I think the burger is good value for money               






Appendix 1C - Low-involvement, control group survey 
 
Thank you for showing an interest in this project.  Please read this information sheet carefully before deciding whether or not to 
participate.  If you decide to participate we thank you.  If you decide not to take part, there will be no disadvantage to you and 
we thank you for considering our request.  
 The aim of this project is to measure the effect of co-creation through enhanced information in order to better understand the 
relationship between information and customer attitude, perceived risk and trust. 
 Male and female students from Prince Mohammad Bin Fahd University are the target sample of this research. The research 
aims to collect 70-100 respondents for each experiment undertaken (for a total of 280-400 surveys among the four 
experimental groups). 
 Should you agree to take part in this project, you will be asked to fill out a questionnaire to the best of your knowledge / 
understanding. The questionnaire should take between 15 and 20 minutes. Please be aware that you may decide not to take 
part in the project without any disadvantage to yourself at any time. 
 There will be no identifying question and the data collected will be securely stored in such a way that only I will have access to 
it. Data obtained as a result of the research will be retained for at least 5 years in secure storage. In most cases, the data may 
be kept for much longer or even indefinitely. The results of the project may be published and will be available in the University 
of Otago Library (Dunedin, New Zealand) but every attempt will be made to preserve your anonymity. 
 If you have any questions about our project, either now or in the future, please feel free to contact either: - 
 
Saifeddin Alimamy                                 and                 Dr. Juergen Gnoth 
Department of Marketing                                              Department of Marketing 
Email Address: saif.alimamy@gmail.com                      Email Address: juergen.gnoth@mail.otago.ac.nz 
  
This study has been approved by the Department stated above. However, if you have any concerns about the ethical conduct of the research 
you may contact the University of Otago Human Ethics Committee through the Human Ethics Committee Administrator (ph03 479-8256). 
Any issues you raise will be treated in confidence and investigated and you will be informed of the outcome. 
 
 
What is your gender? 
 Male  
 Female  
 
Which age group do you fall into? 
 18  
 19-21  
 22-23  
 24-25  
 26-28  
 29-31  




















with experiencing some kind of loss                
with making a mistake                
that I would be perceived negatively by my 
associates at work / university  
              
because some friends would think I was just 
being showy  
              
with the thought that I am foolish by some 
people whose opinions I value  
              
that the financial investment I would make 
would not be wise  
              
that I would not get my money's worth from 
this product  
              
with the harmful side effects such as obesity 
and food poisoning which could result due to 
the consumption of this product 
              
about potential physical risks due to the 
product possibly not being completely safe  
              
with the possibility of the product leading to 
some uncomfortable side effects such as 
inability to sleep, upset stomach and the like ... 
              
whether the product will be as satisfying as I 
expect 
              
with how dependable and reliable the quality 
of the product will be  
              
with experiencing unnecessary tension                
with having to spend too much time eating the 
burger 
              
with unwanted time pressures on my schedule 
due to the purchase 





























will pose problems for me that I just don't need               
would be a bad way to spend my money               
makes me feel psychologically uncomfortable               
gives me a feeling of unwanted anxiety               
could lead to an inefficient use of my time while eating as 
well as the after effects of the burger 
              
 
















I know how to solve my own technical problems               
I can learn new technologies easily               
I keep up with important new technologies               
I know a lot about different technologies               
I have good skills with using technology               
I am confident with my search and evaluation skills in 
regard to obtaining information from the web 
              
I am familiar with issues related to web-based activities 
e.g. cyber safety, search issues, plagiarism 
              
Technology enables me to collaborate better with my 
friends 
              
I frequently ask for help if I encounter a problem such as 
with university work, from my friends over the internet 
e.g. Skype, Facebook, Blogs 




















I will tend to feel relaxed with making a 
purchase  
              
I will feel comfortable with making a purchase                
I will feel completely at ease with making a 
purchase  
              
I will tend to feel important                




















Online stores can supply me with information which compares 
favourably with the information in this display 
              
The loss of information from shopping online would be too much 
for me to consider this product 
              
I think I would find it more difficult to replace the information I 
gain from this display 
              
I believe I will rely on the information presented through this 
display to make a purchase 
              
I believe that I will need support and technical assistance to buy 
this product 
              
I believe I will depend on this display to make a purchase               
I believe I will need this display to help me make a purchase 
decision 
              
        
I believe that this product will meet my expectations               
I think that the product cannot be counted on to satiate my 
hunger 
              
I trust that this product will satisfy               
I believe I can communicate easily with the company if I ever had 
a specific question or wanted to purchase the product 
              
I am able to easily see other customers' opinions about the 
product  
              
I thought there was control (flexibility) over the content that I 
wanted to see  
              
Overall, I think the experience was highly interactive                
I thought that there was detailed information provided about the 
product featured  
              
I thought that there was a comprehensive list of nutritional 
information about the product featured 
              
        
I eat fast food occasionally               
I am interested in technology                
I think the burger looks good               
I think the burger is good value for money               




Appendix 1D: High-involvement, control group survey 
Thank you for showing an interest in this project.  Please read this information sheet carefully before deciding whether or not to participate.  If you 
decide to participate we thank you.  If you decide not to take part, there will be no disadvantage to you and we thank you for considering our 
request.  
 The aim of this project is to measure the effect of co-creation through enhanced information in order to better understand the relationship 
between information and customer attitude, perceived risk and trust. 
 Male and female students from Prince Mohammad Bin Fahd University are the target sample of this research. The research aims to collect 70-
100 respondents for each experiment undertaken (for a total of 280-400 surveys among the four experimental groups). 
 Should you agree to take part in this project, you will be asked to fill out a questionnaire to the best of your knowledge / understanding. The 
questionnaire should take between 15 and 20 minutes. Please be aware that you may decide not to take part in the project without any 
disadvantage to yourself at any time. 
 There will be no identifying question and the data collected will be securely stored in such a way that only I will have access to it. Data obtained 
as a result of the research will be retained for at least 5 years in secure storage. In most cases, the data may be kept for much longer or even 
indefinitely. The results of the project may be published and will be available in the University of Otago Library (Dunedin, New Zealand) but every 
attempt will be made to preserve your anonymity. 
 If you have any questions about our project, either now or in the future, please feel free to contact either: - 
 
Saifeddin Alimamy                                 and                 Dr. Juergen Gnoth 
Department of Marketing                                              Department of Marketing 
Email Address: saif.alimamy@gmail.com                      Email Address: juergen.gnoth@mail.otago.ac.nz 
  
This study has been approved by the Department stated above. However, if you have any concerns about the ethical conduct of the research you may contact the 
University of Otago Human Ethics Committee through the Human Ethics Committee Administrator (ph03 479-8256). Any issues you raise will be treated in 
confidence and investigated and you will be informed of the outcome. 
 
 
What is your gender? 
 Male  
 Female  
 
Which age group do you fall into? 
 18  
 19-21  
 22-23  
 24-25  
 26-28  
 29-31  




The thought of buying this product within the next 6 months causes me to be concerned ... 











with experiencing some kind of loss                
with making a mistake                
that I would be perceived negatively by my 
associates at work / university  
              
because some friends would think I was just 
being showy  
              
with the thought that I am foolish by some 
people whose opinions I value  
              
that the financial investment I would make 
would not be wise  
              
that I would not get my money's worth from 
this product  
              
with the eye strain for some members of the 
family that could result from overuse of the 
product  
              
about potential physical risks due to the 
product possibly not being completely safe  
              
possibility of the product leading to some 
uncomfortable side effects such as inability 
to sleep, addiction, backaches and the like... 
              
that the product will not perform as well as it 
is supposed to  
              
with how dependable and reliable the 
quality of the product will be  
              
with experiencing unnecessary tension                
with having to spend too much time learning 
how to use the phone 
              
with unwanted time pressures on my 
schedule due to the purchase 






















will pose problems for me that I just don't need               
would be a bad way to spend my money               
makes me feel psychologically uncomfortable               
gives me a feeling of unwanted anxiety               
could lead to an inefficient use of my time from playing 
mobile games, understanding various applications and so 
forth 
              
 
















I know how to solve my own technical problems               
I can learn new technologies easily               
I keep up with important new technologies               
I know a lot about different technologies               
I have good skills with using technology               
I am confident with my search and evaluation skills in regard 
to obtaining information from the web 
              
I am familiar with issues related to web-based activities e.g. 
cyber safety, search issues, plagiarism 
              
Technology enables me to collaborate better with my friends               
I frequently ask for help if I encounter a problem such as 
with university work, from my friends over the internet e.g. 
Skype, Facebook, Blogs 
              
 
















I will tend to feel relaxed with making a purchase                
I will feel comfortable with making a purchase                
I will feel completely at ease with making a purchase                
I will tend to feel important                




















Online stores can supply me with information which compares 
favourably with the information in this display 
              
The loss of information from shopping online would be too 
much for me to consider this product 
              
I think I would find it more difficult to replace the information I 
gain from this display 
              
I believe I will rely on the information presented through this 
display to make a purchase 
              
I believe that I will need support and technical assistance to 
buy this product 
              
I believe I will depend on this display to make a purchase               
I believe I will need this display to help me make a purchase 
decision 
              
        
I believe that this product will meet my expectations               
I think that the product cannot be counted on to perform well               
I don’t think I can trust the performance of this product               
I believe I can communicate easily with the company if I ever 
had a specific question or wanted to purchase the product 
              
I am able to easily see other customers' opinions about the 
product  
              
I thought there was control (flexibility) over the content that I 
wanted to see  
              
Overall, I think the experience was highly interactive                
I thought that there was detailed information provided about 
the product featured  
              
I thought that there was a comprehensive list of technical 
specifications of the product featured  
              
        
I am looking to buy a smartphone within the next 6 months                
I am interested in technology                
I think the phone looks stylish                
I think the phone is good value for money                






Appendix 2 – Perceived risk KMO and Bartlett’s test of Sphericity 
KMO and Bartlett's Test 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .577 




Appendix 3 – Perceived risk factor correlation matrix 
 
Factor Correlation Matrix 
Factor Social risk Financial risk Physical risk Performance risk Psychological risk Time risk 
Social risk 1.000 .062 -.272 .267 .161 -.283 
Financial risk .062 1.000 -.062 .157 .121 -.132 
Physical risk -.272 -.062 1.000 -.252 -.204 .314 
Performance risk .267 .157 -.252 1.000 .197 -.110 
Psychological risk .161 .121 -.204 .197 1.000 -.178 
Time risk -.283 -.132 .314 -.110 -.178 1.000 
 
 




 Initial Extraction 
Social risk - 2 .177 .336 
Social risk - 3 .207 .450 
Financial risk - 2 .737 .887 
Financial risk - 3 .736 .834 
Physical risk - 2 .323 .480 
Physical risk - 3 .311 .591 
Performance risk - 1 .247 .569 
Performance risk - 3 .249 .392 
Psychological risk - 2 .752 .889 
Psychological risk - 3 .752 .844 
 
 





Appendix 6 – Risk variables Cronbach’s Alpha reliability statistics 
 
 
Factor Number of items Cronbach’s Alpha 
Social risk  2 .852 
Financial risk 2 .927 
Physical risk 2 .845 
Performance risk 2 .799 
Psychological risk 2 .905 
   
 
 




KMO and Bartlett's Test 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .829 





Appendix 8 – Co-creation variables factor correlation matrix 
 
 
Factor Correlation Matrix 
Factor Interaction Information 
Interaction 1.000 .731 
Information .731 1.000 
 
Total Variance Explained 
Factor 
Initial Eigenvalues Extraction Sums of Squared Loadings Rotation Sums of Squared Loadings 
Total % of Variance Cumulative % Total % of Variance Cumulative % Total % of Variance Cumulative % 
1 2.741 27.410 27.410 2.450 24.497 24.497 1.708 17.084 17.084 
2 1.697 16.971 44.381 1.534 15.342 39.838 1.706 17.055 34.140 
3 1.366 13.662 58.043 1.028 10.280 50.119 1.071 10.711 44.850 
4 1.234 12.342 70.385 .650 6.503 56.622 .952 9.523 54.373 
5 1.077 10.775 81.160 .610 6.098 62.720 .835 8.347 62.720 
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Appendix 9 – Co-creation variables EFA total variance explained 
 
Appendix 10 – Co-creation variables Cronbach’s Alpha reliability statistics  
 
Factor Number of items Cronbach’s Alpha 
Interaction  4 .775 
Information 2 .766 
   
Appendix 11 – Digital literacy KMO and Bartlett’s test of Sphericity  
 
 
KMO and Bartlett's Test 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .827 








 Initial Extraction 
Cognitive - 1 .365 .403 
Cognitive - 2 .494 .822 
Technical - 1 .623 .600 
Technical - 2 .692 .763 
Technical - 3 .628 .702 
Technical - 4 .472 .514 
Technical - 5 .324 .336 
Social-emotional - 1 .337 .605 
Social-emotional - 2 .302 .486 
 
Total Variance Explained 
Factor 
Initial Eigenvalues Extraction Sums of Squared Loadings 
Rotation Sums of 
Squared 
Loadingsa 
Total % of Variance Cumulative % Total % of Variance Cumulative % Total 
1 3.146 52.440 52.440 2.652 44.207 44.207 2.318 
2 .792 13.193 65.633 .313 5.221 49.428 2.358 
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Appendix 13 – Digital literacy EFA total variance explained 
 
 
Total Variance Explained 
Factor 




Total % of Variance Cumulative % Total % of Variance Cumulative % Total 
1 4.076 45.291 45.291 3.704 41.156 41.156 3.442 
2 1.466 16.292 61.583 1.015 11.274 52.430 1.276 
3 .927 10.304 71.888 .513 5.702 58.132 2.667 
 
 
Appendix 14 – Digital literacy Cronbach’s Alpha reliability statistics 
 
 
Factor Number of items Cronbach’s Alpha 
Cognitive  2 .724 
Technical 5 .858 













Total Variance Explained 
Factor 














1 3.712 24.746 24.746 3.276 21.841 21.841 3.089 20.595 20.595 
2 3.253 21.683 46.429 2.810 18.734 40.575 2.831 18.872 39.467 
3 2.263 15.085 61.514 1.945 12.969 53.544 2.112 14.077 53.544 
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Appendix 16 – Bootstrapping mediation between trust and purchase intent: 
M=relationship and dependency 
 
Mediation analysis paths Purchase intent 
 β SE 
Total effect (c) 0.834* 0.071 
Direct effect (c’) 0.519* 0.071 
   Path a1 (IV-MV1) 0.333* 0.084 
   Path a2 (IV-MV2) 0.653* 0.083 
   Path b1 (MV1-DV) 0.185* 0.082 
   Path b2 (MV2-DV) 0.576* 0.083 
Indirect effects   
   Total indirect effects 0.315 0.067 
   Path a1b1 0.061 0.035 
   Path a2b2 0.376 0.087 










 Dependence Relationship Perceived Trust 
Dependence Pearson Correlation 1 .862** .519** 
Sig. (2-tailed)  .000 .000 
N 219 219 219 
Relationship Pearson Correlation .862** 1 .608** 
Sig. (2-tailed) .000  .000 
N 219 219 219 
Perceived trust Pearson Correlation .519** .608** 1 
Sig. (2-tailed) .000 .000  
N 219 219 219 











 PI - 1 PI - 2 PI - 3 
Correlation PI - 1 1.000 .850** .688** 
PI - 2 .850** 1.000 .603** 
PI - 3 .688** .603** 1.000 




Appendix 19 – Skewness and Kurtosis for all variables 
Descriptives 
 Statistic Std. Error 
OPR - 1 Skewness -.108 .158 
Kurtosis -1.173 .315 
OPR - 2 Skewness -.184 .158 
Kurtosis -.990 .315 
OPR - 3 Skewness -.036 .158 
Kurtosis -1.316 .315 
SR - 1 Skewness .352 .158 
Kurtosis -.862 .315 
SR - 2 Skewness .419 .158 
Kurtosis -.917 .315 
SR - 3 Skewness .382 .158 
Kurtosis -.911 .315 
FR - 1 Skewness .203 .158 
Kurtosis -.934 .315 
FR - 2 Skewness .204 .158 
Kurtosis -1.007 .315 
FR - 3 Skewness -.233 .158 
Kurtosis -.975 .315 
PHR - 1 Skewness .490 .158 
Kurtosis -.850 .315 
PHR - 2 Skewness -.104 .158 
Kurtosis -1.191 .315 
PHR - 3 Skewness -.046 .158 
Kurtosis -1.138 .315 
PER - 1 Skewness -.229 .158 
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Kurtosis -.618 .315 
PER - 2 Skewness -.391 .158 
Kurtosis -.572 .315 
PER – 3  Skewness .151 .158 
Kurtosis -.722 .315 
PSY - 1 Skewness .590 .158 
Kurtosis -.759 .315 
PSY - 2 Skewness .570 .158 
Kurtosis -.635 .315 
PSY - 3 Skewness .117 .158 
Kurtosis -1.073 .315 
TR - 1 Skewness .355 .158 
Kurtosis -.872 .315 
TR - 2 Skewness .535 .158 
Kurtosis -.856 .315 
Technical – 1 Skewness -.941 .158 
Kurtosis .169 .315 
Technical – 2  
Skewness -1.400 .158 
Kurtosis 2.201 .315 
Technical – 3  Skewness -.907 .158 
Kurtosis .333 .315 
Technical – 4  
Skewness -.814 .158 
Kurtosis .500 .315 
Technical - 5 
Skewness -1.170 .158 
Kurtosis 1.635 .315 
Cognitive – 1  
Skewness -1.187 .158 
Kurtosis 1.836 .315 
Cognitive – 2  
Skewness -.444 .158 
Kurtosis -.530 .315 
Social-emotional – 1  
Skewness -1.349 .158 
Kurtosis 1.219 .315 
Social-emotional – 2  
Skewness -.479 .158 
Kurtosis -.954 .315 
PI – 3, Relationship - 1 
Skewness -.653 .158 
Kurtosis -.080 .315 
PI – 1, Relationship - 2 Skewness -.659 .158 
Kurtosis -.197 .315 
PI – 2, Relationship - 3 Skewness -.568 .158 
Kurtosis -.275 .315 
Relationship - 4 Skewness -.211 .158 
Kurtosis -.559 .315 
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Relationship - 5 Skewness -.305 .158 
Kurtosis -.720 .315 
Dependence – 1  Skewness -.459 .158 
Kurtosis -.699 .315 
Dependence – 2 Skewness -.219 .158 
Kurtosis -.610 .315 
Dependence – 3 Skewness -.079 .158 
Kurtosis -.683 .315 
Dependence – 4 Skewness -.430 .158 
Kurtosis -.562 .315 
Dependence – 5 Skewness -.401 .158 
Kurtosis -.840 .315 
Dependence – 6 
Skewness -.355 .158 
Kurtosis -.768 .315 
Dependence – 7 Skewness -.637 .158 
Kurtosis -.084 .315 
Perceived trust – 1  Skewness -.461 .158 
Kurtosis -.210 .315 
Perceived trust – 2 Skewness .164 .158 
Kurtosis -.490 .315 
Perceived trust – 3 Skewness .155 .158 
Kurtosis -.649 .315 
Interaction – 1  Skewness -.539 .158 
Kurtosis -.345 .315 
Interaction – 2 Skewness -.842 .158 
Kurtosis .174 .315 
Interaction – 3 Skewness -.751 .158 
Kurtosis .152 .315 
Interaction – 4 Skewness -.581 .158 
Kurtosis -.063 .315 
Information – 1  Skewness -.490 .158 
Kurtosis -.593 .315 
Information – 2 Skewness -.499 .158 
Kurtosis -.535 .315 
Covariate – 1  Skewness -.328 .158 
Kurtosis -1.112 .315 
Covariate – 2 Skewness -1.357 .158 
Kurtosis 1.666 .315 
Covariate – 3 
Skewness -.801 .158 
Kurtosis -.263 .315 
Covariate – 4 Skewness -.752 .158 
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Kurtosis -.013 .315 
Covariate – 5 Skewness -1.318 .158 
Kurtosis 1.456 .315 









Appendix 20 – Risk dimensions correlation chart 
 
 





Appendix 22 - Histogram 
 
 
















risk Physical risk 
Performanc





Overall perceived risk Pearson Correlation 1 .174* .166* .230** .161* .456** 
Sig. (2-tailed)  .010 .014 .001 .017 .000 
N 219 219 219 219 219 219 
Physical risk Pearson Correlation .174* 1 .071 .066 .196** -.014 
Sig. (2-tailed) .010  .296 .333 .004 .834 
N 219 219 219 219 219 219 
Performance risk Pearson Correlation .166* .071 1 .063 -.062 .122 
Sig. (2-tailed) .014 .296  .354 .359 .071 
N 219 219 219 219 219 219 
Social risk Pearson Correlation .230** .066 .063 1 .095 .196** 
Sig. (2-tailed) .001 .333 .354  .163 .004 
N 219 219 219 219 219 219 
Psychological risk Pearson Correlation .161* .196** -.062 .095 1 .157* 
Sig. (2-tailed) .017 .004 .359 .163  .021 
N 219 219 219 219 219 219 
Financial risk Pearson Correlation .456** -.014 .122 .196** .157* 1 
Sig. (2-tailed) .000 .834 .071 .004 .021  
N 219 219 219 219 219 219 
*. Correlation is significant at the 0.05 level (2-tailed). 











Appendix 25 – Collinearity diagnostics for all risk dimensions  
 
Appendix 26 – Multivariate effects for the effect of language on product involvement, 
group and DL 
 
Dependent Variable Value F df Error df Sig. 
Covariates (prior attitudes) .797 5.703 9.000 194.000 .000* 
Language .870 1.016 9.000 194.000 .443 













Language * P_Inv .923 1.788 9.000 194.000 .073 
Language * Group .977 0.501 9.000 194.000 .872 
Language * DL .937 1.440 9.000 194.000 .173 
*    p <0.05 











95.0% Confidence Interval for 
B Collinearity Statistics 
B Std. Error Beta Lower Bound Upper Bound Tolerance VIF 
1 (Constant) -.014 .058  -.240 .811 -.128 .101   
Physical risk .173 .068 .152 2.529 .012 .038 .307 .949 1.054 
Performance risk .125 .074 .100 1.687 .093 -.021 .270 .968 1.033 
Social risk .172 .081 .127 2.125 .035 .012 .332 .953 1.050 
Psychological risk .084 .084 .061 1.002 .317 -.081 .250 .924 1.082 
Financial risk .617 .091 .412 6.757 .000 .437 .797 .924 1.082 
a. Dependent Variable: overall_perceived_risk 
Dependent Variable df F P 
Social risk 1.000 1.126 .340 
Financial risk 1.000 0.011 .998 
Physical risk 1.000 0.457 .713 
Psychological risk 1.000 0.330 .566 
Performance risk 1.000 0.034 .855 
Perceived trust 1.000 0.959 .413 
Interactions 1.000 0.741 .529 
Information 1.000 0.422 .737 
Purchase intent 1.000 1.025 .383 
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Appendix 28 – Between language ANOVA 
ANOVA 
Item number (refer to survey) Sum of Squares df Mean Square F Sig. 
1 Between Groups 5.058 3 1.686 .757 .519 
Within Groups 478.825 215 2.227   
Total 483.883 218    
2 Between Groups 8.694 3 2.898 1.129 .338 
Within Groups 551.887 215 2.567   
Total 560.581 218    
3 Between Groups 9.149 3 3.050 1.213 .306 
Within Groups 540.474 215 2.514   
Total 549.623 218    
4 Between Groups 6.151 3 2.050 .722 .540 
Within Groups 610.734 215 2.841   
Total 616.885 218    
5 Between Groups 2.824 3 .941 .394 .758 
Within Groups 514.154 215 2.391   
Total 516.978 218    
6 Between Groups 5.898 3 1.966 .753 .522 
Within Groups 561.650 215 2.612   
Total 567.549 218    
7 Between Groups 2.669 3 .890 .355 .785 
Within Groups 538.285 215 2.504   
Total 540.954 218    
8 Between Groups 10.347 3 3.449 1.311 .272 
Within Groups 565.811 215 2.632   
Total 576.158 218    
9 Between Groups 9.253 3 3.084 1.407 .242 
Within Groups 471.378 215 2.192   
Total 480.632 218    
10 Between Groups 2.299 3 .766 .234 .872 
Within Groups 703.003 215 3.270   
Total 705.301 218    
11 Between Groups 13.166 3 4.389 1.272 .285 
Within Groups 741.829 215 3.450   
Total 754.995 218    
12 Between Groups 4.508 3 1.503 .440 .725 
Within Groups 734.853 215 3.418   
Total 739.361 218    
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13 Between Groups 6.052 3 2.017 .791 .500 
Within Groups 548.595 215 2.552   
Total 554.646 218    
14 Between Groups 7.633 3 2.544 1.024 .383 
Within Groups 534.182 215 2.485   
Total 541.815 218    
15 Between Groups 3.032 3 1.011 .412 .744 
Within Groups 527.342 215 2.453   
Total 530.374 218    
16 Between Groups 2.667 3 .889 .265 .851 
Within Groups 721.663 215 3.357   
Total 724.331 218    
17 Between Groups 2.511 3 .837 .359 .782 
Within Groups 500.870 215 2.330   
Total 503.381 218    
18 Between Groups 3.816 3 1.272 .404 .750 
Within Groups 677.068 215 3.149   
Total 680.883 218    
19 Between Groups 9.204 3 3.068 1.096 .352 
Within Groups 601.880 215 2.799   
Total 611.085 218    
20 Between Groups 3.056 3 1.019 .348 .791 
Within Groups 629.349 215 2.927   
Total 632.404 218    
21 Between Groups 2.078 3 .693 .283 .838 
Within Groups 526.913 215 2.451   
Total 528.991 218    
22 Between Groups 1.275 3 .425 .268 .849 
Within Groups 341.390 215 1.588   
Total 342.665 218    
23 Between Groups 3.411 3 1.137 .523 .667 
Within Groups 467.313 215 2.174   
Total 470.724 218    
24 Between Groups 2.046 3 .682 .367 .777 
Within Groups 399.735 215 1.859   
Total 401.781 218    
25 Between Groups 1.573 3 .524 .291 .832 
Within Groups 387.593 215 1.803   
Total 389.167 218    
26 Between Groups .932 3 .311 .206 .892 
Within Groups 324.538 215 1.509   
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Total 325.470 218    
27 Between Groups 5.390 3 1.797 .806 .492 
Within Groups 479.015 215 2.228   
Total 484.404 218    
28 Between Groups 7.685 3 2.562 1.112 .345 
Within Groups 495.347 215 2.304   
Total 503.032 218    
29 Between Groups 10.711 3 3.570 1.377 .251 
Within Groups 557.372 215 2.592   
Total 568.083 218    
30 Between Groups 2.084 3 .695 .297 .828 
Within Groups 503.035 215 2.340   
Total 505.119 218    
31 Between Groups 2.271 3 .757 .317 .813 
Within Groups 513.110 215 2.387   
Total 515.381 218    
32 Between Groups 5.066 3 1.689 .744 .527 
Within Groups 487.757 215 2.269   
Total 492.823 218    
33 Between Groups 8.542 3 2.847 1.132 .337 
Within Groups 540.648 215 2.515   
Total 549.190 218    
34 Between Groups 3.262 3 1.087 .360 .782 
Within Groups 649.032 215 3.019   
Total 652.294 218    
35 Between Groups .686 3 .229 .080 .971 
Within Groups 611.188 215 2.843   
Total 611.873 218    
36 Between Groups 12.837 3 4.279 1.853 .139 
Within Groups 496.515 215 2.309   
Total 509.352 218    
37 Between Groups 5.241 3 1.747 .848 .469 
Within Groups 442.855 215 2.060   
Total 448.096 218    
38 Between Groups 15.468 3 5.156 2.593 .054 
Within Groups 427.419 215 1.988   
Total 442.887 218    
39 Between Groups 3.754 3 1.251 .480 .696 
Within Groups 560.004 215 2.605   
Total 563.758 218    
40 Between Groups 10.064 3 3.355 1.547 .203 
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Within Groups 466.291 215 2.169   
Total 476.355 218    
41 Between Groups 3.580 3 1.193 .677 .567 
Within Groups 378.988 215 1.763   
Total 382.568 218    
42 Between Groups 2.263 3 .754 .419 .739 
Within Groups 386.638 215 1.798   
Total 388.901 218    
43 Between Groups 5.511 3 1.837 .938 .423 
Within Groups 421.053 215 1.958   
Total 426.564 218    
44 Between Groups 4.385 3 1.462 .660 .577 
Within Groups 476.053 215 2.214   
Total 480.437 218    
45 Between Groups 6.723 3 2.241 .952 .416 
Within Groups 506.187 215 2.354   
Total 512.910 218    
46 Between Groups 5.899 3 1.966 .902 .441 
Within Groups 468.797 215 2.180   
Total 474.697 218    
47 Between Groups 3.354 3 1.118 .518 .670 
Within Groups 464.020 215 2.158   
Total 467.373 218    
48 Between Groups 4.655 3 1.552 .782 .505 
Within Groups 426.638 215 1.984   
Total 431.293 218    
49 Between Groups 8.799 3 2.933 1.133 .337 
Within Groups 556.663 215 2.589   
Total 565.462 218    
50 Between Groups 3.597 3 1.199 .486 .692 
Within Groups 530.471 215 2.467   
Total 534.068 218    
51 Between Groups 5.069 3 1.690 .468 .705 
Within Groups 775.477 215 3.607   
Total 780.545 218    
52 Between Groups 11.342 3 3.781 1.823 .144 
Within Groups 445.789 215 2.073   
Total 457.131 218    
53 Between Groups 7.587 3 2.529 .835 .476 
Within Groups 651.504 215 3.030   
Total 659.091 218    
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54 Between Groups 2.652 3 .884 .367 .777 
Within Groups 517.285 215 2.406   
Total 519.937 218    
55 Between Groups 5.022 3 1.674 .786 .503 
Within Groups 457.679 215 2.129   
Total 462.700 218    
 
Appendix 29 – Financial risk and group plot 
 
 
Appendix 30 – Physical risk and group plot 
 
 




















Appendix 33 - Interaction and group plot 
 
 






Appendix 35 – Financial risk and product-involvement plot 
 





Appendix 37 – Physical risk, group and product-involvement plot 
 
 
Appendix 38 – Financial risk, group and product-involvement plot 
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