INTRODUCTION
During the last two decades, a well developed theory of detection has been established, Detection theory is an adaptation of the statistical theory of hypothesis testing to problems arising in pattern recognition and radar, communication, and control engineering. A pattern recognition device is said to consist of two parts: a receptor, which generates a set of measurernents of the physical sample to be recognized, and a categorizer, which assigns each set of measurements to one of a finite nwnber of ,,~lasses.
The purpose of the present paper is to discuss a new problem in detection theory. This problem arL::e:~, among other ways, when one attempts to detect a pattern in a two-dimensional optical display (hereafter called picture). The picture is to be scanned using a receptor of a fixed size and shape. For each positioning of the receptor, one obtains a set of measurements from the "subpicture" being sensed. Each measurement, x, can be thought of as a random variable, and is sometimes called a lol~al property of the picture. For pattern recognition problems a discrimiuato.:_ 1 (human or machine) may be assigned the problem of determining whethe: x is a sample from one or another class of inputs, say a "target scene" or perhaps a "non-target scene".
The term "target scene" (or "target") is defined to be an object of primary interest to a decision-maker.
Previous detection stlldies [l] , [2] , [3] , assumed that a target was either present in a region of interest with a probability, p, or not, with a probability 1-p. Knowing the value of p, the searcher makes a measurement of a random variable that has a probability density function which depends on whether or not the target is present, and attempts to make a decision regarding the presence of the target. In this paper a more general point of view is adopted in that we allow the possibility of both target and non-target elements to be present in any subpicture. We shall therefore be concerned with classifying a measurement as being a response from one of three sources, namely, elements.
1. a subpicture containing target elements only, 2. a subpicture containing non-target elements only,
a subpicture containing both target and non-target
The same problem arises [4] in certain analyses of radar search systems. The procedure is to continually sample a given range "bin" until a yes-no decision concerning the presence of a target is made. One often wishes to provide for the possibility of a target emerging into the bin during the sampling process.
The three categories of subpictures will be called pattern classes, and denoted by R 1 , R 2 , and R 3 , respectively. To treat the problem at hand let p(x I R. ) be the probability of oc>~urrence of the measurement, l x, given that it belongs to class Ri. We shall assume that p(xjR 1 ) and p(xiRG) are known and set, for our first task, the determination of We shall consider the determination of the density function h(u)
for the following proposed expressions relating the random variables r, s, and u.
v.
The first three expressions result when one conceives of x as some average value taken over the subpi.cture. In picture processing x could be an average value of some textural property, say average intensity. One can think of the subpicture 8 as partitioned into two parts, P 1 and P 2 , wherP-P 1 :ontaLns target elements only and P 2 contains non-target elements only. Let s 1 and s 2 be vector parameters which somehow charactei~'ize the geometric shapes of P 1 and P 2 • Let area (P 1 ) w(= area ~S) ) be the fraction of the subpicture containing target 
From the inequalities a(w) ~ ul-wr ~ b(w), we obtain -w (1-w)a(w) + wr(w) sus (l-w)b(w) + wr(w). From Figure 1 we can visualize the dependen:~e of the limits of integration upon u and w. 
Finally, to determine h(u) we must integrate with respect to w; the result is 1.3 Case 2.
In this case we have assumed that r and s are independent of w and the shape vectors s 1 and s 2
• As in Section 1.2 the objective is to determine the density function, h(u), for the variate u. Before proceeding to the general formulation we shall consider several special cases. We obtain, using rationale similar to that of Section 1.2, or where
T(u) = {wlo ::; w : : ; l and a u-wr
We ...:onsider three sub cases:
The graph of this function has the form c. for definiteness, 0 < c < a
where, r kl + hl (u) 
A very lengthy and tedious computation verifies that J h(u) du -l. , and
The graph of h(u) is given in the following figure. h (u) . ~ r
We shall make use of this example again in Section 2.1.
Plausible Density Functions for the variable, w.
In this section we shall derive several plausible density functions, k(w), for the random variable w. We shall describe the circumstances which give rise to these functions and discuss the importance of obtaining a catalog of such functions.
Consider the problem of scanning, horizontall~ a two-dimensional optical display, such as a photograph or a television image with a receptor (window). 
We shall determine the function h(u) with f 1 (r) and f 2 (s) defined by equations (1.6.1) and (1.6.2) and a uniform density function for w.
It follows from equation ( The result of a measurement for the subpicture is the value x which has the probability density function p(xJR 1 ) or p(xJR 2 ) or p(xiR 7 ) depending on whether the subpicture contains target elements
--only, non-target elements only, or both target and non-target elements.
Following each measurement, the observer makes one of the following four decisions:
decide target is not present. The decision W allows the process to continue at step (i.e. permits the observer to make at least one more measurement).
The loss incurred by this delay will be assumed to be dependent on which class R. we are measuri~~-Let W. equal the delay loss incurred 
