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There has been a rapid increase in the use of ultrasonic arrays for non-destructive evaluation 
with the aim of detecting and characterising defects which are detrimental to structural 
integrity. In parallel with this development, a variety of methods have been introduced to 
characterise defects using ultrasonic arrays, for example, by using imaging techniques or by 
extracting the scattering coefficient matrices of the defect. The aim of this thesis is to develop 
a methodology for improving defect characterisation using ultrasonic phased arrays, which 
consists of two key parts. The first part is to assess how a characterisation method performs by 
evaluating its spatial performance against a range of key variables including defect size and 
orientation. This is done by introducing a mapping approach and taking advantage of computer 
power and fast hybrid modelling techniques to simulate defects at different locations on a 
mesh-grid in front of the array and applying the characterisation methods to each simulated 
defect separately. The second part of the development of the methodology is to study the 
optimisation of arrays for defect characterisation by exploring the effect of array parameters 
and parameters associated with the sample and defect on characterisation. These parameters 
include; aperture size, centre frequency, material noise, defect type and geometric reflectors 
such as the back-wall. It is shown that different optimal arrays emerge, depending on how the 
optimal is defined, e.g. the optimal array might be the one that most accurately characterises 
the defect or produces a given level of characterisation accuracy using the minimum number 
of elements. It is also shown that the optimal array design varies depending on the size and 
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When solid structures go through typical operating conditions such as humidity and 
temperature variations and fatigue loading, defects such as cracks can start to form, which can 
eventually cause structural failure [1]. Thus, it is crucial to use reliable inspection and 
maintenance during manufacture and in-service operation in order to ensure safety and to 
protect the environment against catastrophic failures [2]. Non-destructive evaluation (NDE) 
[3–7] is extensively used in a wide range of safety critical applications, such as the aerospace 
[8–12], petroleum [13, 14], railway [15–24], and nuclear industries [25–28]. The prediction of 
the remaining life of a component in structural integrity assessments is enhanced by detection 
and characterisation of defects, which are the main objectives of NDE, and there are various 
techniques including (but not limited to) ultrasonic testing [6, 25, 29–31], eddy-current testing 
[32–38], X-ray computed tomography [39, 40], infrared thermography [26, 41] and magnetic 
flux leakage testing [42–45]. This thesis focuses on developing methodologies to improve non-
destructive defect characterisation using ultrasonic arrays. 
Ultrasonic arrays have seen a rapid increase in recent years in their non-destructive evaluation 
(NDE) applications due to their advantages over other NDE techniques [46]. Firstly, ultrasound 
is considered safe for humans and is capable of detecting surface defects as well as internal 
defects. In contrast, radiographic testing uses X-rays, one of the other widely used NDE 
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techniques, which are harmful. Moreover, in order to increase penetration depth in radiography, 
stronger radiation is required which significantly adds to the safety concerns [47]. Secondly, 
ultrasonic arrays provide better inspection flexibility compared to single ultrasonic transducers 
as ultrasonic arrays are capable of combining the pulse-echo and pitch-catch inspection 
configurations [46]. This can significantly improve the imaging and post-processing 
capabilities of an ultrasonic system, which can enhance defect detection and characterisation. 
Generally, there are two types of ultrasonic modelling for NDE, forward modelling and inverse 
problems. In forward modelling, the scattered field of a defect is calculated and in the inverse 
modelling, details of the target defect are obtained by measuring its scattering information [48]. 
Forward modelling can provide the basis for any inversion methods, and is said to be "inductive 
and predictive" [48] as the same base model can be used to solve scattered fields of multiple 
defects of distinct parameters (e.g., size and orientation angle). Ying et al. [49] studied the 
scattering of plane longitudinal waves by spherical defects and developed scattered field 
expressions for elastic spheres, spherical cavities, and rigid spheres. The scattering of elastic 
waves by a cylindrical cavity (which replicates the commonly used side-drilled hole test defect) 
was studied by Brind et al. [50] and a far-field solution to the scattering problem derived. In 
the NDE community, cracks are regarded as "the defects of most concern" [51] and are of 
particular interest, as they have regions of stress concentrations and can rapidly grow in a 
structure [52]. Hence, their scattering behaviour is widely studied in literature, including planar 
cracks [53], penny-shaped cracks [54], and surface-breaking cracks [55]. In this thesis, a fast 
semi-analytical algorithm developed by Glushkov et al. [56] is extensively used. In this 
method, the crack opening displacements are solved based on traction-free boundary conditions 
at crack sides and then the integral representation of the scattered wave field [57] is adopted in 
order to calculate the scattered field of the crack. In reality, naturally occurring cracks have 
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some degree of roughness [58]. Ogilvy [59] and Thorsos [60] studied the forward modelling 
of rough cracks using the Kirchhoff approximation [61]. In their studies, the surface roughness 
correlation length was found to have a major impact on the Kirchhoff approximation away 
from the low grazing angle regions [60]. In another study, the performance of the Kirchhoff 
approximation was compared to a finite element local scattering model [62] it was concluded 
that the two methods have a difference of less than 8% when the incident and scattering angles 
are in the range [-80°, 80°] relative to the crack normal direction [58].  
In case of defects with irregular or complex shapes, a numerical forward model is typically 
used as an analytic solution would be difficult to derive. Numerical models use methods such 
as finite elements [63], finite differences [64] or boundary element methods [65]. Frehner et al. 
[66] compared the finite element and finite difference approaches and it was found that the 
finite element method has the advantage of unstructured meshes compared to the finite 
difference method. Wilcox et al. [67] proposed a general finite element model which can solve 
the complete scattered field of any arbitrary scatterer in 2D geometries, and the same authors 
later generalised the model for 3-dimensional geometries and anisotropic media [62]. The 
benefit of the finite element local scattering model is that the size of the modelling domain is 
minimised by positioning the loading nodes around a region that encloses the defect [62]. 
In contrast, the inverse scattering problem is still a challenge to the NDE community, in 
particular, for the characterisation of small sub-wavelength defects and with the presence of 
measurement noise. Defect characterisation techniques have been studied by many authors in 
literature [37, 43, 75, 76, 46, 68–74], and cracks are frequently chosen as the main defect type. 
For example, the time-of-flight diffraction (TOFD) method measures the diffracted signals 
from crack tips and it was shown, under ideal conditions, to be able to measure the size of 
Chapter 1:    Introduction 
4 
vertical cracks with a mean error of ±0.13 mm [71]. The scattering amplitude of cracks can 
also be directly measured for sizing a crack or a so-called 6dB drop approach [72] can be used. 
In this method, the crack is scanned in pulse-echo mode from an ultrasonic probe and the 
captured signal amplitude is used to size the crack by measuring the distance where the signal 
amplitude drops by 6dB (i.e. 1/2) from its peak value. 
In recent years, with the development of ultrasonic arrays [46] and high-resolution imaging 
techniques, such as the total focusing method (TFM) [73] and the inverse wave field 
extrapolation (IWEX) method [74], the capabilities of ultrasonic imaging have seen a 
significant increase. It was shown that for cracks as small as 1.6λ, defect characterisation 
performs well when using an image-based 6dB drop approach [75]. For small surface-breaking 
cracks, a so-called half-skip TFM (HSTFM) has been proposed for more accurate 
characterisation [76]. The authors described the advantage of HSTFM as the capability to 
capture specular reflections from the crack face by altering the delay laws of the TFM. It was 
shown that the method can accurately size cracks as small as 0.5 mm (1.5λ) with an 18 MHz 
array [76]. 
Although there have been a variety of methods introduced to characterise defects using 
ultrasonic arrays (some of which have been discussed here and will be reviewed in more detail 
in the next Chapter), the robustness of these techniques is typically not fully understood, 
especially with regards to the location of defects relative to arrays, and there is no agreed 
methodology for assessing their performance. Instead, these methods are often assessed by 
simply applying them to a few specific defects located at specific positions and it is assumed 
that the performance is similar for other defects at other locations [68–70]. Moreover, 
ultrasonic phased arrays are typically designed to achieve optimal imaging performance, for 
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example by keeping the pitch to half wavelength of the centre frequency to avoid grating lobes 
and selecting the highest frequency able to achieve adequate signal-to-noise performance at 
some predefined penetration depth. However, it is currently unknown whether an optimal 
phased array for detection and imaging is also optimal for defect characterisation in all 
scenarios and in what way and to what extent characterisation is affected by array parameters. 
2.1 Aims and Objectives 
The main objectives of this thesis are to develop an assessment methodology for defect 
characterisation using ultrasonic phased arrays and to explore the possibilities of array design 
optimisation for the sole purpose of characterising defects. In this thesis, a spatial assessment 
method is introduced to map the performance of characterisation algorithms against the key 
variables that affect their accuracy, such as the location, size and orientation angle of defects, 
as well as the extent of any structural noise. This will enable us to understand where the 
methods work best and where they fail as well as providing a basis for quantifying future 
developments. This thesis also aims to investigate the effect of ultrasonic array parameters on 
defect characterisation. In order to achieve this, it is assumed that the defect has been detected 
and the requirement is to determine its characteristics, i.e. size and orientation angle in the case 
of a crack. The effect of array parameters and parameters associated with the sample and the 
defect, which have a significant impact on characterisation accuracy, are then explored.  
2.2 Thesis Outline 
This thesis is organised as follows. In Chapter 2, the use of ultrasonic phased arrays for NDE 
applications is introduced. The different geometry designs with their benefits and 
disadvantages are discussed and their capabilities such as beam steering and focusing is 
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explained. The concept of Full Matrix Capture (FMC) as well as the Scattering Coefficient 
Matrix (S-matrix) are also explored and their uses in NDE inspections, particularly in defect 
characterisation, are discussed. Some of the post processing methods for imaging and defect 
characterisation, such as Total Focusing Method (TFM) and a characterisation approach based 
on comparing the similarity of the scattering matrices are also presented in detail. The forward 
hybrid model, which is used throughout the thesis for the simulation of cracks and noise 
simulation, are described and validated in Chapter 3. First, the overall ray model is introduced 
and then the simulation of each term of the model, such as the input signal, beam spreading, 
directivity function and crack scattering coefficient matrix are explained in more detail. 
Chapter 4 introduces a spatial assessment method to map the performance of array-based 
characterisation methods against the key parameters, which have a significant impact on their 
accuracy. Then in a case study, a defect characterisation method is assessed and the key factors 
governing its performance are identified. In Chapter 5, the effect of ultrasonic array parameters 
specifically on defect characterisation is investigated and the possibility of optimised array 
designs for this purpose is explored. Using the scenario of an embedded crack, as a case study, 
an optimal array is then proposed based on the impact of different parameters, such as aperture 
size, centre frequency, material noise and defect type. Finally, the key findings of the thesis are 




 Literature Review of Phased Array Imaging 
and Defect Characterisation 
2.1 Introduction 
In this Chapter the use of ultrasonic phased arrays for NDE applications is introduced. The 
different geometry designs with their benefits and disadvantages are discussed and their 
capabilities such as beam steering and focusing is explained. The concept of Full Matrix 
Capture (FMC) as well as the Scattering Coefficient Matrix (S-matrix) are also explored and 
their uses in NDE inspections, particularly in defect characterisation, are discussed. Some of 
the post processing methods for imaging and defect characterisation, such as Total Focusing 
Method (TFM) are also presented.  
2.2 Ultrasonic Arrays 
Ultrasonic inspection has traditionally been performed using single or multiple transducers [77, 
78]. A single transducer can be used both as a transmitter and a receiver to complete a pulse-
echo testing. Other inspection methods have also been proposed where separate probes are used 
as transmitter and receiver. In these techniques, such as pitch-catch and through transmission 
inspections methods, transducers have a fixed angle and are able to illuminate a limited area 
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within the test sample. In these methods, the probes need to be mechanically moved in order 
to create an image of the component. In case of the defects having a range of possible 
orientations, the inspection is carried out multiple times using probes of different angles.  
 
Figure 2.1: Common array transducer configurations: (a) 1D linear array, (b) 2D array and (c) annular 
array [46]. 
Ultrasonic phased arrays are arrangements of individually connected transducers, which are 
referred to as the elements of the array. Generally, the arrangement of the elements within the 
array are classified as 1D, 2D or annular [46]. The most popular type of array in industry is a 
1D linear array as shown in Figure 2.1 (a), where the array lies in the x-y plane and the normal 
direction is parallel to the z-axis. A 1D array using in this way produces a 2D image in the x-z 
plane. 1D arrays are able to steer and focus the beams within a 2D inspection plane. Figure 2.1 
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(b) shows a 2D or mosaic array, which contains a number of elements arranged in a 2D grid. 
There have been some work done on the optimisation of the grid configuration [79–81]. 2D 
arrays are capable of steering and focusing beams within a 3D inspection volume. In both 1D 
and 2D arrays, the steering and focusing range is limited by beam directivity and attenuation.  
Figure 2.1 (c) illustrates an annular array, which is circular arrangement of elements and does 
not allow beam steering, but it is capable of providing variable focal depths. Various array 
designs are also reviewed in detail in [46, 82]. 
2D arrays have a relatively complex operation and manufacture, which increases the difficulty 
and cost of production. The size of 2D arrays are also currently limited to a relatively small 
number of elements, which is due to the limitations in array controller technology and 
computing power. Thus, despite of the various applications discussed in [83, 84], they have not 
found widespread use in industry yet [46]. With regards to annular arrays, the lack of beam 
steering capability has limited its applications as defects can occur at a range of orientations in 
many inspections. Therefore, currently, 1D linear arrays are the most popular types of arrays 
in industry [46]. 
Elements within linear arrays are relatively long and narrow, which can be approximated as 
line sources, which produce a semi-cylindrical wavefront. The element width in the y-
dimension in Figure 2.1 is considerably larger than the wavelength, which would minimise 
beam-spread in this dimension. Array elements are normally made from a piezocomposite 
material, due to the cross-talk reduction and bandwidth improvement that they offer [85]. 
In order to be able to independently manipulate elements, each element is separately connected 
to an electrical delay line, which is connected to a multiplexer. This allows beam steering and 
focusing in both transmission and reception [46]. The beam profile generated by a single 
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element probe is defined by its mechanical design, which is fixed and cannot be changed [46]. 
However, array transducers have a  greater flexibility and are capable of mimicking wave fields 
produced from multiple single element probes. This means a single ultrasonic array can be used 
to undertake several different inspections. Elements can be fired individually or as a group of 
elements (termed the aperture). They can be fired in-phase with each other to create a plane 
wave within the test sample or different delay and focal laws can be applied to each element in 
order to steer or focus the beam.  
Figure 2.2 shows a schematic diagram of the operation of a 1D array for the case of beam 
steering. In order to generate the plane wavefront in Figure 2.2 (indicated by solid green line), 
a time delay must be applied to the two adjacent elements so that a constructive interference 
occurs along this line. This means the element 2 should be fired when the signal from the 
element 1 has travelled a distance 𝑟, which is given by: 
 
𝑟 = 𝑝 sin 𝜃 
(2.1) 
where 𝑝 is the element pitch (distance between the centres of two adjacent elements) and 𝜃 is 
the angle of steering. The relative time delay ∆𝑡 for element 2, which is required for a wave 







where 𝑐 is the speed of sound in the test medium. 
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Figure 2.2: Schematic diagram of beam steering using a phased array. The red line is normal to the 
elements and the blue lines indicate the direction of beam steering   
A potential downside with phased array transducers is the occurrence of grating lobes, which 
are due to the unwanted constructive interferences between the signals transmitted from each 
element [46]. Grating lobes are a property of all ultrasonic arrays and depend on element pitch, 
frequency and bandwidth [46]. Grating lobes occur at an angle defined by [86]: 
 
𝜃𝑔𝑟𝑎𝑡𝑖𝑛𝑔 = sin





where 𝜃𝑠𝑡𝑒𝑒𝑟𝑖𝑛𝑔  is array steering angle in radians, 𝑛  is integer numbers (±1, ±2, …), 𝜆  is 
wavelength and 𝑝 is the element pitch. By keeping the element pitch less than or equal to λ/2, 
grating lobes can be removed under all operational conditions. 
Figure 2.3 illustrates the pressure field in a steel sample where a 32-element array with 5 MHz 
centre frequency is simulated and the delay laws are selected to create a beam steering at 45º. 
The wavelength at centre frequency (λ) in a steel sample where speed of sound is 5900 m/s is 
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approximately 1.18 mm. Element pitch in Figure 2.3 (a) and (b) is 0.5 λ and 1 λ respectively 
and it can be seen that a grating lobe is clearly visible in (b). 
 
Figure 2.3: Pressure field simulated in a steel sample using a 32-element array with 5 MHz centre 
frequency and an element pitch of (a) 0.5 λ and (b) 1 λ. Delay laws are selected to steer beam at 45º in 
both cases.  
2.2.1 Full Matrix Capture 
Holmes et al. [73] demonstrated an array inspection approach, which is to capture the full 
matrix of data experimentally. This operation is referred to as full matrix capture (FMC). FMC 
is a matrix containing the time domain signals (A-Scans) transmitted and received by every 
single pair of elements within the array, such that if an array has 𝑁 number of elements, the 
FMC would be a 3D 𝑁 × 𝑁 × 𝑇 matrix representing the corresponding signals to every pair of 
transmitter-receiver elements. This is the largest amount of data that can possibly be captured 







𝑓1,1(𝑡) 𝑓1,2(𝑡) ⋯ 𝑓1,𝑁(𝑡)
𝑓2,1(𝑡) 𝑓2,2(𝑡) ⋯ 𝑓2,𝑁(𝑡)
⋮ ⋮ ⋱ ⋮
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where 𝑓𝑖,𝑗 represents the corresponding time domain signal transmitted from the 𝑖
𝑡ℎ element 
and received by the 𝑗𝑡ℎ element. These signals are vectors themselves (amplitudes over equal 
intervals of time). The recent advances in computers mean that such large data (typically 
around 6 MB for a 64-element array with 2000 time intervals) can be quickly and easily 
captured and processed on a regular PC. Any post-processing algorithm can then be applied to 
the stored data set. This method also future-proofs the inspection as the more advanced 
algorithms developed in the future can be applied to the same data set. It should be noted that 
this approach has been used in the seismic field for some time [87] but it has not been used in 
NDE until recent research work. Holmes et al. [73] also introduced a post-processing 
technique, where the array is focused on every point in the field of view and termed this the 
total focusing method (TFM). This method is reviewed in more detail later in this Chapter.  
2.3 Scattering Matrix 
Figure 2.4 demonstrates a typical array measurement setup. The scattering coefficient field (S-
matrix) [68, 69] of a defect consists of far-field scattering coefficients for different 
incident/scattering angles and describes how the ultrasonic wave is scattered by a defect at a 
given incident angle. This angular scattering information of the defect can be extracted from 
the FMC data set when measurements from all possible transmitter-receiver pairs are recorded 
(see section 2.4.2). A S-matrix is defined in 2D as [75]: 








𝑐  (2.5) 
where 𝜃𝑖𝑛 and 𝜃𝑠𝑐 are the incident and scattering angles respectively (as shown in Figure 2.4), 
𝜔 is angular frequency, 𝑎𝑖𝑛 is the amplitude of the incident plane wave, 𝑎𝑠𝑐 is the amplitude of 
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the scattered wave, 𝑑𝑠𝑐  is the (far field) distance, where the scattering amplitude 𝑎𝑠𝑐  is 
measured, 𝜆 is the wavelength and 𝑐 is the speed of sound in the test medium. Note that the 
incident and scattering waves can either be in longitudinal (L) or shear (S) modes. Thus, the S-
matrix can be defined either in LL mode (i.e. longitudinal-incident-longitudinal-scattering), 
LS, SL or SS mode. Throughout this thesis, the LL S-matrix is used consistently as the adopted 
experimental measurement configurations in this thesis typically involve an ultrasonic array in 
direct contact mode, where the array elements are sensitive mostly to longitudinal waves. The 
incident and scattering angles refer to the clockwise angle from the array normal and the 
orientation angle of a defect, such as cracks, refers to the anti-clockwise angle from the 
horizontal (i.e. 𝑥 dimension in Figure 2.4). Note that for a defect with size 𝑙, the far field 
assumption is valid if 𝑙2 𝜆𝑧0⁄ < 1 where 𝑧0 is the distance from the array to the defect [88]. 
For example, for a defect that is located at (0, 20 mm) in a medium where the speed of sound 
is 6000 m/s and the frequency is 5 MHz,  𝑙 should be smaller than 4.9 mm in order for the far 
field assumption of the defect to be valid. This expression is obtained from ultrasonic 
transducer theory where the pressure field from a circular transducer consists of a series of 
maxima and minima in the area near to the transducer, and then decays beyond this point [89]. 
Therefore, the near field length is defined as the distance between the transducer and the last 
maxima [77]. 
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Figure 2.4: Schematic diagram of a typical linear ultrasonic array measurement setup.  
There are different methods for modelling the S-matrix of a defect, such as in [50], which 
proposes an analytical solution for a side-drilled hole and [56], which describes a far field 
asymptotic solution for arbitrarily shaped and oriented planar cracks. For the other types of 
defects such as elliptical defects, rough cracks and surface-breaking cracks, a finite element 
local scattering (FELS) model [62] can be used to simulate the S-matrix. Modelling these S-
matrices are useful to generate defect databases for characterisation purposes (explained in 
more detail in Chapter 3). Figure 2.5 (a) and (b) illustrate example S-matrices (amplitude) of a 
hole with 1λ diameter and a crack with 1λ length with 0º orientation angle. The differences 
between the S-matrices of different defects is the basis of some of the newer defect 
characterisation methods such as [68] and [69]. It can be seen from Figure 2.5 that the S-matrix 
of a hole has constant values along the diagonal lines, where 𝜃𝑠𝑐 = 𝜃𝑖𝑛 + 𝐶 (𝐶 is a constant), 
which means a hole’s S-matrix is only a function of the difference between the incident and 
scattering angles. Note that when 𝐶= ±180°, the two diagonal lines 𝜃𝑠𝑐 = 𝜃𝑖𝑛 ± 180° indicate 
the forward scattering coefficients (i.e. the shadowing effect) of a defect. The S-matrix of a 
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crack, however, shows a strong angular dependency to both incident and scattering angles and 
the high amplitude area in the pulse-echo component corresponds to the specular reflection. 
 
Figure 2.5: Scattering matrices (amplitude) of (a) a 1λ side-drilled hole and (b) a 1λ crack. 
2.4 Post Processing 
2.4.1 Imaging Using Total Focusing Method 
As discussed in section 2.2.1, one of the advantages of using FMC is the ability to apply any 
type of post-processing algorithm to the stored data set in order to produce an image or 
characterise a defect. One of the most powerful post-processing imaging algorithms is the total 
focusing method (TFM). Its imaging performance [73, 90] is considered to be the "gold 
standard" by many authors [91]. The method uses the FMC data to synthetically focus the 
ultrasound beam at every pixel within the 2D image in the x-z plane [73]. As shown in Figure 
2.6, in order to produce an image, the TFM algorithm synthetically focuses on every pixel 
within the image such that if 𝑥 is the direction along the array and 𝑧 is the dimension into the 
test sample, the image intensity at every given coordinate, 𝐼(𝑥, 𝑧) is given by [92]:  
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 || (2.6) 
where ℎ𝑖,𝑗(𝑡) is the complex Hilbert transform of the time domain signal transmitted from 
element 𝑖  and received by element 𝑗 and 𝑐  is the longitudinal velocity of sound in the test 
sample. This summation is applied to all possible transmitter-receiver pairs and as a result, uses 
the maximum amount of information available for each point in the x-z plane. 
 
Figure 2.6: Schematic diagram showing geometry and notations used for TFM calculation in equation 
(2.6).  
This approach is particularly useful for small point like reflectors and has out-performed other 
methods for this type of inspection [73]. Wilcox et al. [93] have further developed the TFM 
into the vector TFM (VTFM) algorithm. This allows the investigation of angular reflectivity 
characteristics of any point within the inspection volume, which provides valuable insight into 
the defect orientation and therefore assists with defect characterisation.  
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Although TFM can generate high resolution images, the geometry of small defects can be 
difficult or impossible to extract directly from the image. Frequency domain algorithms, such 
as the wave number algorithm (𝜔 − 𝑘 algorithm) [94] and back propagation method (BPM) 
[95] have shown to produce slightly better resolution than the time domain TFM [96]. 
However, frequency algorithms are more complicated to implement, and are not as flexible. 
There are other synthetically focused methods such as synthetic aperture focusing technique 
(SAFT) available [97, 98]. SAFT algorithm works by using the same element for both 
transmission and reception whilst moving along the surface of the test component. This is 
equivalent to a focused B-scan [99]. It was shown [73] that the TFM offers a better SNR and 
resolution compared to SAFT, which is due to the fact that in TFM the signals are averaged 
over all the array elements, which reduces the incoherent noise in the image. Despite being 
computationally intensive, the TFM is very flexible and further post-processing procedures can 
easily be added to the core algorithm [90, 100]. 
2.4.2 S-matrix Extraction 
There have been different methods developed to extract the S-matrix from the FMC array data, 
such as the subarray approach [101] and inverse imaging approaches [95]. If there is only one 
isolated defect in a sample, S-matrix extraction is straightforward as equation (2.5) can be 
directly applied to the data from each transmit-receive element combination. However, 
typically, there are geometric features (or possibly other defects) that are close to the target 
defect and the FMC data is a superposition of the responses from all features. Therefore, 
extraction methods are required to obtain the S-matrix of a defect and reduce the effect of 
surrounding geometrical features, defects and noise [70]. The subarray method works by 
applying TFM imaging to subarray apertures and is given by [101]: 










where 𝑁𝑠𝑢𝑏 is the number of elements in each subarray, 𝛼𝑘 and 𝛼𝑙 correspond to the 𝑘-th and 
𝑙-th subarrays with the corresponding incident (𝜃𝑘) and scattering (𝜃𝑙) angles of the defect with 
respect to the subarray centre (see Figure 2.7). The scattering coefficient 𝑆(𝜃𝑖 , 𝜃𝑗), is measured 
from the FMC data corresponding to the 𝑖-th transmitter element and the 𝑗-th receiver element. 
In order to calculate 𝑆(𝜃𝑖 , 𝜃𝑗), for every pair of 𝑖-𝑗 elements, the arrival time of the signal from 
the transmitter element 𝑖 (within the subarray 𝑘) to the target defect and back to the receiver 
element 𝑗 (within the subarray 𝑙) is calculated and the corresponding values in the FMC are 
taken. Knowing the location of the point where S-matrix is being measured from (typically a 
maximum in the TFM image), every transmitting element then corresponds to an incident angle 
𝜃𝑖 and likewise, every receiving element corresponds to a scattering angle 𝜃𝑗. 
 
Figure 2.7: Schematic diagram of the subarray approach. Here, the number of elements in each subarray 
(𝑵𝒔𝒖𝒃) is 3. 
The size of the subarray (i.e. the number of elements in each subarray) is a compromise between 
spatial resolution (i.e. a larger subarray leads to better focusing) and an angular blurring effect 
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(i.e. a larger subarray averages the S-matrix over a wider range of angles). Hence, noise can be 
removed to some extent by averaging over the subarray elements, but the obtained S-matrix is 
a "smoothed" version [101]. This smoothing means that it is difficult to extract the phase of a 
S-matrix from the subarray method. In order to extract the phase of a defect’s S-matrix, the 
inverse imaging approach can be used where a reversible forward imaging process is applied, 
and the scattering energy of the defect is distributed in the vicinity of the scatterer’s location in 
the image [95]. Thus, by applying spatial filtering to the image, the scattering information of 
each defect can be obtained, and both the amplitude and phase of the defect’s S-matrix can be 
measured. 
 
Figure 2.8: Effect of Hanning band pass frequency filter (with 25% bandwidth at 5 MHz) on a pulse-echo 
signal received from the back-wall of a mild steel sample using a 5 MHz probe. (a) and (b) are unfiltered 
signals in time and frequency domains respectively. (c) and (d) are filtered signals in time and frequency 
domains respectively.  
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In this thesis, the subarray approach is used for S-matrix extraction, with each subarray 
consisting of 8 elements (i.e. 4λ, if array pitch is equal to half wavelength). Prior to this process, 
a de-noising Hanning band pass filter is also applied to the FMC data in frequency domain. 
Figure 2.8 shows an experimental pulse-echo signal captured by a 5 MHz transducer, in both 
time and frequency domains before and after applying the filter at 5 MHz with a 25% 
bandwidth.  
2.4.3 Defect Characterisation 
Defect characterisation is about finding the characteristics (typically size, shape and 
orientation) of defects, particularly crack-like defects, which are of the most important and 
challenging types. There have been a variety of methods introduced to characterise crack-like 
defects using ultrasonic arrays, such as image-based characterisation (for larger defects) [75] 
and characterisation by using the S-matrix (for smaller defects) [68, 70, 101]. These methods 
are discussed below.  
2.4.3.1 Image Based Defect Characterisation 
In case of a crack-like defect, the characterisation involves measuring the size and orientation 
angle from the array’s captured data [102]. When the size of defect is relatively large, 
characterisation can directly be performed from the image. One method to achieve this is called 
the 6dB box fitting approach [75] where a rectangular box is fitted around the defect’s image 
such that all pixels within the -6dB of the peak amplitude is covered. The size of the crack is 
then characterised as the length of the longer dimension of the fitted box and the orientation is 
estimated by measuring the orientation of the fitted box [102]. 
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Figure 2.9: TFM image based characterisation of simulated cracks where the measurement configuration 
shown in Figure 2.4 is adopted. (a) is a 4 mm, 0° crack, (b) is a 4 mm, 45° crack, (c) is a 0.6 mm 0° crack 
and (d) is a 0.6 mm 45° crack. All cracks are simulated with an array of 64 elements, 5 MHz centre 
frequency (wavelength: 1.18 mm) and pitch of 0.5λ. Defects are simulated 20 mm directly below the 
centre of array. The white dotted boxes include (with minimum area) all the pixels within -6dB from the 
maximum TFM value in each plot. 
Figure 2.9 (a) - (d) illustrates this method and the characterisation results from a range of crack-
like defects: a 4 mm, 0° crack, a 4 mm, 45° crack, a 0.6 mm, 0° crack, and a 0.6 mm, 45° crack. 
All cracks are simulated for an array of 64 elements, 5 MHz centre frequency (wavelength: 
1.18 mm) and pitch of 0.5λ. The cracks are simulated as being located 20 mm directly below 
the centre of array. From Figure 2.9, it can be seen that the image-based characterisation 
method is accurate for the 4 mm, 0° crack, where the size and orientation of crack are both 
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measured with small errors. For the 4 mm, 45° crack, the orientation angle is correctly 
characterised from the TFM image, however, its size is overestimated by 25%. This error can 
be improved by taking the distance between the two peaks that result from the crack tips, which 
gives the size of 4 mm. For the two 0.6 mm cracks, the image-based characterisation approach 
fails as the orientation is incorrectly characterised as 90° and sizes measured to be 1.4 mm and 
1.5 mm. This is consistent with the discussion in [75], which concludes that this 
characterisation method is only capable of sizing cracks larger than 0.6λ with orientation angles 
of less than 30° and when the noise level is low. 
At AMEC Foster Wheeler (now Wood plc), an experimental study was carried out where TFM 
method was used to show the differences between different defects in a ferritic steel specimen 
including rough and smooth cracks, linear pores and porosity [103]. For porosity and linear 
pores, individual pores were clearly resolved in the images [103]. For the smooth crack, only 
the tips were detected in the TFM image, and for the rough crack, the TFM image was 
continuous due to the individual facets reflecting the ultrasonic waves [103]. 
In image-based characterisation methods, the image quality, such as resolution and signal-to-
noise ratio are critical to the accuracy of measurements. The inverse wave field extrapolation 
(IWEX) method [74] uses a similar approach to the TFM, where the image amplitude at each 
grid point (pixel) is calculated, assuming a defect exists at each grid point. This method is based 
on the general Rayleigh II integral [74, 104] and is given as: 
 





where 𝑃(𝑟𝐴⃗⃗  ⃗, 𝜔) is the spectrum of the pressure field at 𝑟𝐴⃗⃗  ⃗, 𝑃(𝑟 0, 𝜔) is the measured spectrum 
of the wave field at 𝑟 0 on 𝑆, 𝐺 is the Green's function, and ?⃗?  is the normal to 𝑆 (see Figure 
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2.10). In order to back-propagate the array data to the image domain (i.e. the sample area with 
the defects), the anti-causal Green's function [74] needs to be used in equation (2.8). Assuming 
the array measurement is taken in the far field of the defect, we have [74]: 
 𝑃(𝑟𝐴⃗⃗  ⃗, 𝜔) = √
𝑗𝑘
2𝜋
𝑧𝐴 ∫𝑃(𝑟 0, 𝜔)
1
√∆𝑟∆𝑟
× exp(𝑗𝑘∆𝑟) 𝑑𝑥 (2.9) 
where ∆𝑟 = |𝑟𝐴⃗⃗  ⃗ − 𝑟 0| is the distance between the evaluation and observation points. The image 
amplitude of a point 𝐴 in the image domain is calculated as the amplitude of the extrapolated 
wave field at the time when the transmitted wave reaches the point 𝐴. 
 
Figure 2.10: The Rayleigh II integral illustration. The wave pressure field at point 𝑨 can be solved from 
the wave pressure field at observation surface 𝑺. Figure is reproduced from [74].  
Authors of [74] tested the imaging capability of the IWEX approach by applying it to a 1.5 mm 
side-drilled hole located 10 mm below an array of 64 elements with centre frequency of 4 MHz 
and pitch of 0.85 mm. The experiment was performed in a 20 mm-thick block of steel. They 
presented the results from different illumination paths of the side-drilled hole. It was shown 
that when using the L-L path to the hole, the front face of the side-drilled hole was 
reconstructed, and when using the back-wall reflected signals (the LL-LL path, i.e. 
Chapter 2:    Literature Review of Phased Array Imaging and Defect Characterisation 
25 
longitudinal-hole-back wall-hole-longitudinal), the back face (far side) of the hole was 
reconstructed successfully. The authors also tested other defects including a 2 mm notch. The 
method failed to image the notch when using the L-L path, as a result of the presence of a so-
called “dead zone”, however, when using the LL-LL path, the IWEX approach was able to 
clearly image the notch. From that image, the size of defect was accurately extracted but its 
orientation angle (45°) could not be measured. 
When performing array inspections on a component with an irregular surface, it is difficult to 
carry out measurements in the direct contact mode. Therefore, other solutions are adopted, such 
as immersion testing where water is used as the couplant, or the use of a specially designed 
array shoe (also known as a wedge), which can be used in contact measurements [105]. When 
using these methods, the complex wave refraction at the interface of the two media must be 
taken into consideration. That means in order or apply an imaging algorithm which is based on 
delay laws, the incident point at the interface needs to be identified. In [105], the incident point 
was determined in an iterative search process based on the Fermat's minimum-propagation-
time principle [106]. In an alternative to using full immersion, a fluid-filled flexible membrane 
device was designed in [107], which could be attached to an array and placed on a surface in 
order to measure the surface profile to a high accuracy [107]. 
The incident point can be calculated analytically given that the interface between the two media 
is planar [108]. For a given point of transmitter element (𝑥1,𝑧1) and a focal point (𝑥2,𝑧2) (points 
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where 𝛽 = (𝑣2/𝑣1)
2. In [108], the use of Snell's law for non-planar interfaces was discussed 
and a numerical algorithm proposed. The authors also suggested that curve-fitting methods can 
be used to determine the geometry of interfaces in practical applications [108]. 
 
Figure 2.11: Wave refraction at a planar interface between two media of different sound velocities. Figure 
is reproduced from [108]. 
2.4.3.2 Defect Characterisation Using the S-Matrix by Measuring the Half 
Width at Half Maximum (HWHM) 
As the image-based characterisation methods struggle to measure properties of small crack-
like defects, an alternative method was introduced which works by extracting the defect’s S-
matrix from experimental measurements [75]. When defects are smaller than 2λ, they are more 
distinguishable from their S-matrices than from their ultrasonic images. Figure 2.12 (a) and (b) 
show the S-matrices of the two 0.6 mm cracks with orientation angles of 0° and 45° whose 
TFM images were shown in Figure 2.9 (c) and (d). From Figure 2.12, it can be seen that the 
two defects have distinguishable S-matrices, whereas their TFM images look almost identical. 
Figure 2.12 (c) and (d) show the S-matrices of two 1.2 mm cracks with orientation angles of 
0° and 45° respectively and it can be seen that both Figure 2.12 (a) and (b) are also 
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distinguishable from Figure 2.12 (c) and (d). The angular range of the S-matrices in Figure 
2.12 is from -60° to 60° for both the incident and scattering angles, but in a real experimental 
measurement, this angular range is determined by the array-defect configuration.  
 
Figure 2.12: S-matrices of (a) a 0.6 mm, 0° crack, (b) a 0.6 mm, 45° crack, (c) a 1.2 mm, 0° crack and (d) a 
1.2 mm, 45° crack. 
In [75], the half width at half maximum (HWHM) of a S-matrix is defined as the angular region 
within which the pulse-echo amplitude drops by 6dB (i.e. 1/2) from its peak amplitude as 
shown in Figure 2.12 (a) and (c). This angular range decreases monotonically as the crack size 
increases [75]. The highest rate of HWHM change is from 0.25λ - 2λ. As the size of crack 
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increases to more than 2λ, the sensitivity of this method for sizing cracks decreases [75]. For a 
crack whose specular reflection from the crack face is measurable, its size can be characterised 
by measuring the HWHM as is shown in Figure 2.13 (a). The orientation angle of a crack can 
also be determined as the angle where the maximum amplitude in pulse-echo signal occurs 
[75]. In Figure 2.13 (a), the HWHM is measured and the size of crack is characterised as 
0.6 mm and orientation is measured as 45°, which are the actual size and orientation of the 
simulated crack. If the specular reflection cannot be measured, or if the maximum amplitude 
in pulse-echo signal is not the global maximum, the HWHM method fails even in a noise free 
medium. Figure 2.13 (b) shows that in case of a 1.2 mm, 85° simulated crack, the HWHM 
method characterises the crack as 1.07 mm and 40° which has a large angle error.  
 
Figure 2.13: Characterisation of (a) a 0.6 mm, 45° crack and (b) a 1.2 mm 85° crack, by measuring the 
half width at half maximum (HWHM) of the pulse-echo signal. 
2.4.3.3 Characterisation of Crack-Like Defects Using Similarity Metrics 
In this method, experimentally measured S-matrices (from the subarray method [101]) are 
compared to a database of analytically simulated S-matrices [56] from a set of reference 
defects. Prior to the measurement, the database of S-matrices is created for a range of different 
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crack-like defects (in this thesis, sizes varying from 0.1 mm to 3.0 mm with an increment of 
0.1 mm and orientation angles ranging from -85° to 90° with an increment of 5° are used). The 
method of comparison is correlation coefficient (also known as Pearson correlation coefficient) 
[109], which is a suitable similarity metric for this purpose, as it compares the shapes of S-
matrices regardless of their average amplitudes. Correlation coefficient (CC) between the 
measured S-matrix (𝑆𝑚) and each analytical S-matrix in the database which is created in the 
centre frequency (𝑆𝑎) is given by [68]: 
 
𝜌 =
















where 𝑆𝑚  is the measured S-matrix, 𝑆𝑎  is the analytical database S-matrix, 𝑀  is the total 
number of corresponding incident/scattering angles (i.e. number of subarrays as shown in 
Figure 2.7), 𝑆𝑚 and 𝑆𝑎 are of size 𝑀 ×  𝑀, and 𝑆?̅? and 𝑆?̅? are the mean values of the matrices 
𝑆𝑚 and 𝑆𝑎 respectively.  
The CC can be between -1 and 1, and a higher value corresponds to a better match between the 
two S-matrices. Since CC is an intensity-based similarity metric [110], it does not rely on any 
specific features (e.g. the HWHM) of the S-matrix and therefore, it effectively combines the 
feature detection and matching steps [111]. Furthermore, it is thought to be the optimal method 
of comparison between two images when the relationship between the signal intensities is 
linear [112].  
The size and orientation of the unknown crack is characterised as the defect in the database 
with which it has the highest similarity (i.e. the highest CC). The highest similarity or the best 
match is determined by obtaining the CC between the measured S-matrix from experimental 
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data and each of reference cracks in the simulated database. Therefore, the CC values form a 
correlation map as shown in Figure 2.14, which shows the correlation map of a crack (0.6 mm, 
45°) simulated 20 mm below an array with 64 elements and centre frequency of 5 MHz and 
pitch of 0.6 mm. The HWHM characterisation failed to measure the properties of this crack. 
However, the similarity metric method is capable of correctly characterising the defect as the 
peak in Figure 2.14 (indicated by the arrow) corresponds to the correct size and orientation 
angle in the database. From Figure 2.14, it can be seen that the changes in CC are faster in the 
orientation angle direction than in the size direction, suggesting that it is easier to extract angle 
than size in this case. 
 
Figure 2.14: Correlation coefficient map of a 0.6 mm, 45 crack, simulated 20 mm below an array with 64 
elements and centre frequency of 5 MHz and pitch of 0.6 mm. 
This characterisation method (termed the database similarity metric method hereafter) is used 
extensively in this thesis where the following steps are followed: 
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0. Prior to the measurement, create a database of analytically modelled S-matrices [56] 
for a range of different crack-like defects (in this thesis we use sizes varying from 0.1 
mm to 3.0 mm with an increment of 0.1 mm and orientation angles ranging from -85° 
to 90° with an increment of 5°). 
1. TFM image is produced of the experimental defect. 
2. Select a rectangular region (box) around the detected defect on the TFM image to 
include the defect’s peak TFM amplitude. 
3. Identify the location (𝑥 and 𝑧) of the maximum TFM amplitude within the selected box. 
4. Extract the S-matrix from the identified defect location using the procedure explained 
in Section 2.4.2, i.e. the subarray method [101]. 
5. Compare the S-matrix from step 4 to all S-matrices in the database created in step 0 
using correlation coefficient (CC). This gives a CC value for every defect in the 
database (i.e. CC map). 
6. Characterise defect as the crack-like defect in database, with which the measured S-
matrix has the maximum CC. 
2.5 Conclusion 
In this Chapter, ultrasonic phased arrays are reviewed, and their capabilities and applications 
are discussed. Phased array transducers are able to generate wave fields similar to the ones 
created from multiple single element probes, and elements can either be fired in-phase or 
different delay laws can be used in order to steer or focus the beam. The concept of FMC was 
also explained, which is a matrix of data containing the time domain signals (A-Scans) 
transmitted and received by every pair of elements. Furthermore, the concept of the S-matrix 
was discussed, which contains the angular scattering information of the defect. It was further 
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shown that FMC data can be used for post-processing to generate images, extract the S-matrix 
and characterise defects. Some common imaging techniques including the TFM and IWEX 
methods were presented and their applications in defect characterisation were reviewed. It was 
shown that relatively large defects can be characterised directly from their images (e.g. by 
adopting the 6dB box-fitting approach). However, in case of smaller defects, their images 
become indistinguishable from each other, and other approaches which take advantage of S-




 Hybrid Forward Model 
3.1 Introduction 
In this Chapter, a forward hybrid model used for the simulation of crack FMC data set as well 
as noise simulation are described. Throughout the thesis, this model is used extensively in order 
to simulate the FMC of a range of crack-like defects with varying noise levels and different 
array configurations. In this Chapter, first, the overall ray model is introduced and then the 
simulation of each term of the model, such as the input signal, beam spreading, directivity 
function and crack scattering coefficient matrix are explained in more detail. In this model, the 
scattered field of the crack is calculated by measuring the crack opening displacements 
(assuming traction-free boundary conditions at crack sides), and adopting the integral 
representation of the scattered wave field. The two key characteristics of cracks in this model 
are size and orientation angle. The noise model works by simulating multiple point scatterers 
around the defect, which correspond to grains in a polycrystalline metal. Finally, the model is 
verified by comparing the S-matrices of simulated crack-like defects with experimental 
measurements. 
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3.2 Simulation of Array Data 
Throughout this thesis, a semi-analytical hybrid forward model based on an algorithm 
developed by Glushkov et al. [56] is extensively used in order to simulate the full matrix 
capture (FMC) corresponding to all the transmit-receive signals when an array is placed above 
a defect as shown in Figure 3.1 (a). The model assumes a two-dimensional (2D) geometry and 
planar crack-like defects of negligible width, with two key characteristics of size, 𝑙 , and 
orientation angle, 𝛼, as shown in Figure 3.1 (b). The orientation angle of the crack-like defect 
refers to the anti-clockwise angle from the horizontal and can vary from −𝜋 2⁄  to 
𝜋
2⁄ . Figure 
3.1 (a) also shows the wave path from an array transmitter element to the defect and its return 
path back to a receiver element. Assuming the defect is in the far field of the array elements 
and the array elements are in the far field of the defect, the received defect signal in the 
frequency-domain, transmitted from the element 𝑇𝑥  and received by the element 𝑅𝑥  can be 
expressed as [90]:  
 
𝐹𝑑(𝑇𝑥 , 𝑅𝑥 , 𝜔) =  𝐹0(𝜔) 
√𝜆
√𝑅𝑇𝑅𝑅
 𝐷(𝜑𝑇 , 𝜔) 𝐷(𝜑𝑅, 𝜔) 𝑆𝑑(𝜃𝑖𝑛, 𝜃𝑠𝑐 , 𝜔, 𝑙) exp(−𝑖𝜔𝜏𝑇𝑅) (3.1) 
where 𝐹0 is the frequency spectrum of the signal transmitted into the test sample (which is 
generated by exciting a piezo-element with an electrical input), 𝜆 is the wavelength, 𝑅𝑇 and  
𝑅𝑅 are the distances from the defect to the transmitting and receiving elements respectively, 𝐷 
is the element directivity function [46, 113] (which is a radiation pattern describing the relative 
angular distribution of the field pressure when radiating into the medium), 𝑆𝑑 is the defect S-
matrix,  𝜃𝑖𝑛 and 𝜃𝑠𝑐 are incident and scattering angles to and from the crack-like defect and 𝜏𝑇𝑅 
is the traveling time of the signal from transmitter to the defect centre and back to the receiver. 
The model is termed hybrid as the S-matrix is calculated by a 2D semi-analytical boundary 
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integral method developed in [56] where the crack opening displacements are calculated based 
on traction-free boundary conditions at crack sides and the integral representation of the 
scattered wave field [57] is adopted to calculate the scattered field of the crack. Note that 
equation (3.1) is a general model and hence true for any wave mode and mode conversions, 
however, in this thesis only the longitudinal wave components (i.e. L-L scattering) are used.  
 
Figure 3.1: Schematic diagram of (a) geometry and notations used in equations (3.1) and (3.3) and (b) 
geometry of crack orientation angles. (c) Shows the normalised point scatterer’s S-matrix used in 
equation (3.3) as a function of centre frequency. 
The model is run at many different frequencies in order to cover the frequency spectrum of the 
input signal that are generated by a piezo-element. A discrete inverse Fourier transform 
function (iƑ) is then applied to the result of equation (3.1) to obtain the time-domain signal 
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𝑓𝑑(𝑇𝑥, 𝑅𝑥, 𝑡). When the third dimension of both 𝑓𝑑(𝑇𝑥, 𝑅𝑥, 𝑡) and 𝐹𝑑(𝑇𝑥 , 𝑅𝑥 , 𝜔) are sequences 
of 𝑛 complex numbers, iƑ is defined as [114]: 
 




∑ 𝐹𝑑(𝑇𝑥, 𝑅𝑥, 𝑘) exp (







This gives a simulated FMC array data set for a given defect at a given location. Figure 3.2 
shows a TFM image of a 2 mm, 30° crack-like defect simulated at (𝑥 = 0, 𝑧 = 30 mm) and 
(𝑥 = 20 mm, 𝑧 = 30 mm) in a block of mild steel, using a 64-element array with centre 
frequency of 5 MHz and pitch of 0.63 mm. The model is fast and the FMC data set required 
for the case in Figure 3.2 was computed in 2s on a standard desktop PC. 
 
Figure 3.2: TFM image of a simulated crack (𝒍 = 2 mm, 𝜶 = 30°) in a mild steel block using a 64-element 
array with centre frequency of 5 MHz and element pitch of 0.63 mm. 
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3.3 Noise Simulation 
In order to consider the effect of material noise, a noise model based on [115] is developed 
where multiple point scatterers, corresponding to grains in a polycrystalline metal, are 
simulated around the defect. This model assumes an omni-directional scattering for each grain, 
regardless of incident angle and that there is no spatial correlation between material scattering 
from different positions [115]. The number of point-scatterers (𝑁) needs to be large enough to 
satisfy a requirement of a minimum 5 scatterers per wavelength squared [116]. The point-
scatterers have been modelled within a square of 10 mm centred to the defect as shown in 
Figure 3.1 (a) and any grain noise outside this region is considered to have negligible effect on 
the defect. The received noise signal in the frequency-domain, transmitted from the element 𝑇𝑥 
and received by the element 𝑅𝑥 can be expressed as [90]: 
 

















where 𝑁  is the number of point scatterers, 𝐹0  is the frequency spectrum of the signal 




 are the distances from each 
point scatterer to the transmitting and receiving elements respectively, 𝐷  is the element 
directivity function [46, 113], 𝑆𝑛  is the point (or grain) scatterer’s scattering coefficient  
(illustrated in Figure 3.1 (c)) and 𝜏𝑇𝑅
𝑝
 is the traveling time of the signal from transmitter to each 
point scatterer and back to the receiver. This scattering model has been used to model grains in 
[117] and [118] as well. Figure 3.1 (c) shows the omni-directional scattering amplitude, 𝑆𝑛,  as 
a function of frequency, which is derived from the pulse-echo signal capturing the specular 
reflection from the centre of a simulated 0.01 mm crack.  
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This linear systems model was used to simulate material noise quickly for any arbitrary array 
design, for which a FMC data set (𝑓𝑛) can be generated and added to the FMC of simulated 
defect (𝑓𝑑) in time-domain as: 
 
𝑓𝑐(𝑇𝑥, 𝑅𝑥, 𝑡) =  𝑓𝑑(𝑇𝑥, 𝑅𝑥, 𝑡) + 𝐴𝑓𝑛(𝑇𝑥, 𝑅𝑥, 𝑡) (3.4) 
where 𝑓𝑐 is the total combined FMC in time domain, 𝑓𝑑 is the FMC calculated using equation 
(3.1), 𝐴 is the amplification factor or noise level and 𝑓𝑛 is the noise FMC calculated in equation 
(3.3). Note that 𝐴 = 1 corresponds to a low noise Aluminium Alloy and 𝐴 = 10 corresponds 
to a moderate-noise mild steel (EN24). This comparison is from measuring the root mean 
square of the TFM image of the simulated noise (normalised to a simulated back-wall as a 
reference) and comparing it with that of experimentally measured grain noise from defect-free 
samples. 
3.4 Pulse Generation 
The hybrid model is built entirely in MATLAB and the main calculations are in the frequency 
domain. For all FMC simulations in this thesis, the array input signal in time-domain is a five-
cycle tone burst centred at zero time (𝑓0(𝑡)), which is obtained by multiplying a carrier sin (𝜔𝑡) 
by a Hanning window H (𝑡). A five-cycle input pulse is typical in standard phased arrays used 
in this thesis. In order to use this input signal in the hybrid model, the frequency spectrum of 
the array input signal, 𝐹0(𝜔) is calculated using the discrete Fourier Transform function  Ƒ. 
When both 𝐹0(𝜔) and 𝑓0(𝑡) are sequences of 𝑛 complex numbers, Ƒ is defined as [114]: 
 
𝐹0(𝑘 ∈ 𝑛) = Ƒ(𝑓0(𝑗 ∈ 𝑛)) = ∑𝑓0(𝑗) exp (
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Figure 3.3 (a) and (b) show the time-domain input signal and its corresponding frequency-
domain spectrum respectively, for a centre frequency of 5 MHz. Throughout this thesis, a 5-
cycle duration pulse is used. 
 
Figure 3.3: (a) Time-domain array input signal with 5 MHz centre frequency. (b) Frequency-domain 
spectrum of the signal in (a). 
3.5 Beam Spread 
As the ultrasonic wave propagates in the medium, the acoustic energy will spread out meaning 
that the receiver 𝑅𝑥  receives an amplitude lower than that at the transmitter 𝑇𝑥 . Given the 
assumption that the defect is in the far field of a relatively long and narrow transducer, in a 2D 
setup, the wave-front is cylindrically spreading (from the line source). Therefore, as the wave 
travels through the material, the energy is spread out over the cylindrical surface area 2𝜋𝑟𝐿, 
where 𝑟 is the radius and 𝐿 is the height of the cylinder (i.e. the length of the element in the y-
dimension as seen in Figure 3.4). This spreading of a fixed amount of energy over an increasing 
area is called cylindrical spreading loss [119] and at distance 𝑟 from the transducer, leads to a 
decay in pressure at the rate of 1 √𝑟⁄  in a 2D setup (or 1/𝑟  in a 3D setup). Therefore, 
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considering a wave travelling (in 2D) from the transmitter to the defect and back to the receiver, 
the beam spreading effect (pressure decay rate) is written as 1 √𝑅𝑇𝑅𝑅⁄ . 
3.6 Directivity Function 
Each array element produces a radiation pattern which describes the angular dependence of the 
field pressure distribution, both when propagating into the medium and when receiving the 
reflected signal. In this section, the parameters for modelling this angular dependency of a 
rectangular array element as shown in Figure 3.4 are explained. 
 
Figure 3.4: Schematic diagram of an array element, showing the parameters used for modelling the 
directivity. 
The area below a radiating transmitter consists of a near field region (Fresnel zone) and a far 
field region (Fraunhofer zone). The distance between the transducer and the beginning of far 
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field region is called the Rayleigh distance 𝐷𝑅  [120]. After this distance, the field spreads 
spherically or circularly, similar to that of a point source in a 3D setup or line source in a 2D 






where 𝑎 is the width of element and 𝜆 is the wavelength in the medium. In a typical case where 
longitudinal velocity is 6000 m/s, frequency is 5 MHz, and element width is λ/2, 𝐷𝑅 = λ/2 = 
0.6 mm. Throughout this thesis, it is assumed that the width of array elements are small enough 
to be characterised only by their far field. 
In the far field, 3D pressure distribution from a rectangular element into a fluid can be modelled 
using the directivity function given in [121]: 
 
𝐷𝑓(𝜔, 𝜃, 𝜙) = sinc (
𝜋𝑎 sin 𝜃 cos𝜙
𝜆(𝜔)
) sinc (




where 𝐷𝑓 is the directivity function in a fluid, 𝜃 and 𝜙 are the elevation and the azimuth angles 
respectively, as shown in Figure 3.4. 
In this thesis a 2D model is used to describe the wave propagation from a 1D array into the 𝑥-
𝑧 plane and the elements are assumed to behave as infinitely long strips (in 𝑦 direction). In this 
2D model, the azimuthal angle 𝜙 = 0, and therefore, equation (3.7) can be simplified and 
written as: 
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Equations (3.7) and (3.8) are valid for arrays radiating into fluid. However, in the case of 
isotropic solids, the pressure field generated by each array element are modelled using the 
method in [113]. In the 2D case, where an array is coupled to the surface of a semi-infinite 
elastic solid, the directivities, 𝐷𝐿 and 𝐷𝑆, of longitudinal and shear waves in the far field are 






− 2 sin2 𝜃) cos 𝜃
𝐹0(sin 𝜃)
 (3.9) 













where 𝑐𝐿 and 𝑐𝑆 are the bulk longitudinal and shear wave velocities and: 
















The far field directivity of an array element on the surface of a semi-infinite solid can then be 
written as: 
 
𝐷(𝜔, 𝜃) = 𝐷𝑓(𝜔, 𝜃) . 𝐷𝐿,𝑆(𝜃) (3.12) 
Throughout this thesis, only the longitudinal mode is used. Figure 3.5 illustrates the effect of 
the terms in equation (3.12), where 𝑐𝐿/𝑐𝑆 = 2 and the amplitudes are normalised by 𝐷𝐿(0). 
Figure 3.5 (a) and (b) show the directivity patterns of longitudinal wave radiated into fluid by 
an element of λ/2 width and 2λ width respectively. Figure 3.5 (c) shows the directivity due to 
line loading of a solid half-space and Figure 3.5 (d) and (e) demonstrate the effect of both the 
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element width (λ/2 and 2λ respectively) and the half-space loading combined. It can be seen 
that for a larger element width, a greater directionality and side lobes are observed. 
 
Figure 3.5: Comparison of array element directivity functions: (a) λ/2 width element radiating into fluid, 
(b) 2λ width element radiating into fluid, (c) longitudinal wave amplitude due to line loading of a solid 
half-space, (d) λ/2 width element radiating into solid half-space, and (e) 2λ width element radiating into 
solid half-space. In all cases 𝒄𝑳/𝒄𝑺 = 2 for the solid. All waves are normalised to 𝑫𝑳(𝟎). 
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3.7 Crack Scattering Coefficient Matrix 
In this thesis, the crack S-matrices are simulated by a 2D fast semi-analytical model developed 
in [56], which is based on a boundary integral equation method. Although this model inherently 
includes all modes, only the longitudinal-longitudinal (L-L) S-matrix output is considered. In 
this model, first the opening displacements of cracks are numerically calculated and then an 
exact integral representation of the scattered wave field [57] is used to model the S-matrix. 
In order to speed up the FMC simulation process, a large database of S-matrices was generated 
in MATLAB (as a 4D matrix file), which contains a range of values of frequencies (from 0 to 
18 MHz with increments of 0.05 MHz), crack sizes (from 0.1 mm to 3 mm with increments of 
0.1 mm) and incident and scattering angles (from -180º to 180º with increments of 4º). This 
database was then used with linear interpolation for all the future crack simulations, which 
significantly reduced the computation time. 
Figure 3.6 shows a comparison between the simulation and experimental results for S-matrices 
of two cracks (defects A and B in Table 3.1). In Figure 3.6 (a) and (b), S-matrices are simulated 
in a noise-free medium and in Figure 3.6 (c) and (d), the S-matrices are extracted (using the 
subarray approach described in section 2.4.2 of Chapter 2) from two real cracks (EDM notches 
cut with a 0.1 mm thick wire) at depth 50 mm (i.e. 𝑥 = 0, 𝑧 = 50 mm) in a low noise mild steel. 
Figure 3.7 shows the experimental setup and a schematic diagram of the defects. By comparing 
Figure 3.6 (a) and (b) with Figure 3.6 (c) and (d), an excellent agreement between the 
experimental and simulated results are shown. Using equation (2.11) in Chapter 2, the 
correlation coefficient (CC) between simulated and experimental S-matrices are calculated to 
be 0.9889 and 0.9965 for cracks A and B respectively. This model is also validated in Chapters 
4 and 5 by other methods. 
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Table 3.1: Details of cracks used in the experiment. 
Defect Length (mm) Orientation angle (°) 
A 1 0 
B 1 30 
 
 
Figure 3.6: Comparison of simulated and experimentally measured S-matrices for a crack simulated at 
50 mm directly below a 64-element array with pitch of 1.57 mm (0.5λ) and centre frequency of 2 MHz. (a) 
simulated and (c) experimentally measured S-matrices of a 1 mm, 0° crack. (b) simulated and (d) 
experimentally measured S-matrices of a 1 mm, 30° crack. The CC between (a) and (c) is 0.9889 and the 
CC between (b) and (d) is 0.9965. 
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Figure 3.7: Schematic diagram of the experimental setup and defects (EDM notches). 
3.8 Conclusion 
In this Chapter, the main forward model that is used for simulation of array FMC data set is 
defined and the noise model used to replicate material grain noise is discussed. It was shown 
how the input signal is generated in time-domain and the concepts of array element directivity 
function and beam spreading are explored. A 2D fast semi-analytical model, which is used to 
simulate the S-matrix of planar cracks was explained. The algorithm works by measuring the 
crack opening displacements in traction-free boundary conditions at crack sides and the integral 
representation of the scattered field is used. In the noise model, multiple point scatterers are 
simulated around the defect, which correspond to material grains. Finally, the model was 
validated by comparing the S-matrices of simulated cracks with those measured in experiments 
on a mild steel sample with EDM notches. The average correlation coefficient between 
simulated and experimentally measured S-matrices was calculated to be 0.9927, which shows 




 Assessment Methodology for Defect 
Characterisation Methods  
4.1 Introduction 
This Chapter is based on a journal article published in “NDT & E International” in 2018 [122], 
where I was the main author and all other co-authors had a supervisory role. 
There have been variety of methods introduced to characterise defects using ultrasonic arrays 
(se refs [68–70, 75, 76]). However, the robustness of these techniques is not fully known, 
especially with regards to the location of defects relative to arrays, and there is no agreed 
methodology for assessing their performance. Instead, these methods are typically assessed by 
simply applying them to a few specific defects located at specific positions and it is assumed 
that the performance is similar for other defects at other locations [68, 70, 123]. For example, 
the authors of the database similarity metric method [68], assessed its performance by 
characterising cracks only at depth 20 mm below the centre of array. 
In this Chapter a spatial assessment method is introduced to map the performance of ultrasonic 
array based characterisation algorithms against the key variables that affect their accuracy, such 
as the location, size and orientation angle of crack-like defects, as well as the extent of any 
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structural noise. In this approach, the FMC data of a specific defect is simulated in turn on the 
nodes of a 2-D grid in front of the array. Then the characterisation algorithm is applied to the 
defects at each grid-node location and the result is compared to the true defect characteristics. 
This would create a performance map and will enable us to understand where the methods work 
best and where they fail as well as providing a basis for quantifying future developments. 
As a case study, the database similarity metric method [68], described in Chapter 4, section 4.5, 
which is developed to characterise small crack-like defects by measuring S-matrix of a defect 
and comparing it to a large database of pre-computed S-matrices for varying crack-like defects 
is assessed and the key factors governing its performance are identified. At the end of the 
Chapter, the simulations are verified by comparing the characterisation performance of 
simulated crack-like defects with experimental measurements. 
4.2 Defect Simulation 
In order to investigate the performance of a given characterisation method, the hybrid forward 
model discussed in Chapter 3 is used to simulate the full matrix capture (FMC) corresponding 
to a defect at any given location relative to the array. The hybrid model assumes a two-
dimensional (2-D) geometry and planar crack-like defects of negligible width, with two key 
characteristics of size, 𝑙, and orientation angle, 𝛼, as shown in Figure 4.1 (b). The orientation 
angle of the crack-like defect refers to the anti-clockwise angle from the horizontal and can 
vary from −𝜋 2⁄  to 
𝜋
2⁄ . 
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Figure 4.1: Schematic diagram of (a) geometry of 2D space in front of the array that is discretised into a 
grid and (b) geometry of crack orientation angles. 
In this Chapter, a linear ultrasonic array is used throughout with parameters given in Table 4.1. 
This is an arbitrary choice as it is a commonly used array in industry [46]. However, the 
proposed assessment method is general and any other array configuration can be used. Figure 
4.2 shows TFM images of two 1.5 mm, 30° crack-like defects simulated (using equation (3.1) 
and the methods described in Chapter 3, section 3.2) at two different locations with respect to 
the array. From these images, it is apparent that the defect response is strongly dependent on 
location and for the left-hand defect, it is difficult to say whether it is one or two defects. This 
makes reliable characterisation, which aims to resolve such uncertainties, challenging and is at 
the root of the spatial characterisation performance variations discussed in this Chapter. 
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Figure 4.2: TFM image of the same simulated crack-like defect (𝒍 = 1.5 mm, 𝜶 = 30°) at different locations 
in a noise free material using a 64-element array with centre frequency of 5 MHz and pitch of 0.59 mm 
(0.5λ). 
 
Table 4.1: Array transducer parameters used in experiments and simulations. 
Array parameter Value 
Number of elements 64 
Element width (mm) 0.53 
Element pitch (mm) 0.63 
Element length (mm) 15 
Centre frequency (MHz) 5 
Bandwidth (-6 dB) (MHz) 3-7 
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4.3 Spatial Assessment of Characterisation Methods 
An assessment method is now developed to spatially map how a given characterisation 
algorithm performs on a specific type of defect. Firstly, the FMC’s corresponding to a specific 
defect is simulated, located in turn on the nodes of a 2-D grid in front of the array (as shown in 
Figure 4.1 (a)). At each grid-node location, the characterisation algorithm is applied, and the 
result is compared to the known true defect, creating a performance map. Maps can then be 
generated for different conditions such as different defect type, material noise and array type 
to see the effect of each variable on the performance. This assessment methodology is now 
introduced and demonstrated using a case study on the database similarity metric method [68] 
which is a characterisation method that has shown promise for small crack-like defects. 
4.3.1 Spatial Mapping Assessment Method 
In order to assess the database similarity metric characterisation method, each step of the 
algorithm is explored. Firstly, this method as well as other characterisation approaches [69, 70, 
75] use the extracted S-matrix and so the quality of this step is examined by simulating defects 
in a noise free medium. The measured S-matrix, 𝑆𝑚  is then extracted (using the method 
explained in section 2.4.2 of Chapter 2) from this noise free FMC data set at the true centre of 
the simulated crack-like defect. Then 𝑆𝑚  is compared to the true S-matrix in the centre 
frequency (𝑆𝑡) of the simulated defect using correlation coefficient [68]: 
 
𝜌 =
















where 𝑁  is the total number of corresponding incident/scattering angles (i.e. number of 
subarrays), 𝑆𝑚 and 𝑆𝑡 are of size 𝑁 ×  𝑁, and 𝑆?̅? and 𝑆?̅? are the mean values of the matrices 
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𝑆𝑚 and 𝑆𝑡  respectively. By using equation (2.11), a correlation coefficient (CC) can be 
calculated for each grid point in front the array. 
 
Figure 4.3: Spatial maps of the correlation coefficient between true and measured S-matrices for a 
simulated crack-like defect (𝒍 = 1 mm, 𝜶 = 30°). Hanning filter with bandwidth of (a) 50%, (b) 25%, (c) 
15% and (d) 5% is applied. 
Figure 4.3 shows spatial maps of the CC between 𝑆𝑚 and 𝑆𝑡 for a simulated crack-like defect 
with a size of 1 mm and orientation angle of 30°. In Figure 4.3 (a - d), Hanning filters of 
different bandwidths are used, from which it can be seen that a narrower bandwidth, results in 
a higher CC, which would lead to better characterisation. This is due to the fact that the S-
matrices in the database are calculated at a single central frequency and so, as the bandwidth 
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of the simulated measurement narrows, the extracted S-matrix tends to the single frequency 
case. From Figure 4.3, it is also shown that whilst the filter bandwidth has a major impact on a 
specific area, much of the region in front of the array is unaffected. Figure 4.4 shows TFM 
images of a 1 mm, 0° crack when using filter bandwidths of 100% and 15%. For the remainder 
of this thesis, a bandwidth of 15% is used as a good compromise between imaging resolution 
and characterisation performance. 
 
Figure 4.4: TFM images of a 1 mm, 0° crack, using a 64-element array with centre frequency of 5 MHz 
and pitch of 0.5λ. In (a) filter bandwidth of 100% and (b) filter bandwidth of 15% is applied. 
4.3.2 Assessment of Characterisation Methods 
Spatial mapping can be used to quantitatively assess performance of characterisation methods, 
in which case the measured characteristics of each simulated defect (such as size and 
orientation angle) are compared with the true characteristics, and the error between them is 
used in the mapping. The error in size of a crack-like defect is given by: 
 
𝑒𝑙 = |𝑙𝑚 − 𝑙𝑡| (4.2) 
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where 𝑙𝑚  is the measured length of the crack-like defect using a given characterisation 
algorithm and 𝑙𝑡 is the true length. Similarly, the error in orientation angle of a crack-like defect 
is given by: 
 
𝑒𝛼 = |𝛼𝑚 − 𝛼𝑡| (4.3) 
where 𝛼𝑚 is the measured orientation angle of the crack-like defect using a characterisation 
algorithm and 𝛼𝑡  is the true orientation angle. 𝑒𝛼  is always the smallest angular difference 
between the true and characterised orientation angles, which is necessarily equal or less than 
𝜋
2⁄ . 
This assessment can also be performed in the presence of various forms of noise, such as 
coherent grain scattering noise, to assess the sensitivity of characterisation methods to the 
noise. Here, experimentally measured grain noise is added to the simulated FMC data in the 
time domain [124]. This is done by placing an array with the specifications given in Table 4.1, 
on a block of bright mild steel (080A15) with no defects and experimentally capturing the FMC 
data set 𝑓𝑛(𝑒)(𝑇𝑥, 𝑅𝑥, 𝑡) which only contains data from material grain noise. In order to produce 
various levels of material noise, the experimentally measured material noise is multiplied by 
an amplification factor, 𝐴, before being added to the defect’s simulated FMC 𝑓𝑑(𝑇𝑥, 𝑅𝑥, 𝑡). This 
addition of noise is given as: 
 
𝑓𝑐(𝑇𝑥, 𝑅𝑥, 𝑡) =  𝑓𝑑(𝑇𝑥, 𝑅𝑥, 𝑡) + 𝐴𝑓𝑛(𝑒)(𝑇𝑥, 𝑅𝑥, 𝑡) (4.4) 
where 𝑓𝑐 is the total combined FMC in time domain, 𝑓𝑑 is the FMC simulated using the method 
in Chapter 33, 𝐴 is the amplification factor or noise level (level 1 corresponds to bright mild 
steel noise) and 𝑓𝑛(𝑒) is the experimentally captured noise FMC. This results in a FMC data set 
that contains a simulated defect in a noisy medium. It is noted that the simple addition approach 
Chapter 4:    Assessment Methodology for Defect Characterisation Methods 
55 
used here inherently ignores multiple scattering between the defect and the grains, which is 
only physically correct if the scattering is weak. Hence for more highly scattering examples, 
this method will be prone to errors. 
Figure 4.5 illustrates the spatial performance of the database similarity metric method. Figure 
4.5 (a) and (b) show the error map in size and orientation angle for a simulated crack-like defect 
(𝑙 = 1 mm, 𝛼 = 60°) respectively. The imperfections seen in these plots are due to the measured 
S-matrices being extracted from the maximum TFM amplitude, which could be slightly 
different from the true centre of defects (where the database S-matrices are calculated from). 
Figure 4.5 (c) and (d) illustrate those with presence of grain noise extracted from bright mild 
steel (080A15), i.e. 𝐴 = 1. By comparing Figure 4.5 (a) and (b) with Figure 4.5 (c) and (d), the 
effect of noise at different locations can be observed, where errors are generally higher and 
some areas towards the bottom left are more significantly affected. 
The effect of noise on the defect characterisation performance is further investigated through a 
range of noise levels (by varying the amplification factor 𝐴). Spatial error maps were then 
created for six different realisations of noise (by measuring FMC data at six different locations 
of the defect-free mild steel sample) and then an average of these error maps was taken.  
Figure 4.6 shows the spatial error in defect size in presence of a range of noise levels and for 
different crack sizes and orientation angles. Each column represents a specific level of grain 
noise starting from 𝐴  = 0, where simulated defects are noise free. Noise level of 𝐴  = 1 
represents the grain noise from a bright mild steel (080A15). The other two noise levels show 
the noise amplitude multiplication factor 𝐴  = 0.5 and 𝐴  = 2. In Figure 4.6 (a), each row 
represents a specific orientation angle where the size was kept constant at 1 mm. In Figure 
4.6 (b) however, the orientation angle is kept constant at 30° where each row represents 
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different crack lengths. Figure 4.7 is similar to Figure 4.6, except that it shows performance in 
characterising the orientation angle of crack-like defects. Taken together, Figure 4.6 and Figure 
4.7 give an overall spatial view of the performance of the database similarity metric method 
against structural noise and defect type. The next section seeks to understand the reasons for 
the form of these spatial performance maps. 
 
Figure 4.5: Spatial map of error in (a) size and (b) orientation angle of a simulated crack-like defect 
(𝒍 = 1 mm, 𝜶 = 60°) in a noise free medium. (c) size error and (d) orientation angle error with presence of 
steel grain noise, 𝑨 = 1. All maps cover a 2D (x-z) space from -45 mm to 45 mm in ‘x’ dimension and from 
3 mm to 90 mm in ‘z’ dimension. 
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Figure 4.6: Comprehensive graph illustrating performance of database similarity metric method in 
characterising size of crack-like defects against different noise levels. (a) performance against true 
orientation angle and (b) performance against true size of simulated crack-like defects. True simulated 
defect size in (a) is 1 mm and true simulated defect orientation angle in (b) is 30°. Geometries are the 
same as in Figure 4.5. 
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Figure 4.7: Comprehensive graph illustrating performance of database similarity metric method in 
characterising orientation angle of crack-like defects against different noise levels. (a) performance 
against true orientation angle and (b) performance against true size of simulated crack-like defects. True 
simulated defect size in (a) is 1 mm and true simulated defect orientation angle in (b) is 30°. Geometries 
are the same as in Figure 4.5. 
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4.4 Discussion 
As it can be seen from Figure 4.6 and Figure 4.7, the patterns of maps show distinctive shapes. 
For example, by looking at Figure 4.6 (b) and Figure 4.7 (b), the characterisation performance 
is better for larger cracks, which can be expected as the reflected signals will be larger and 
therefore the characterisation becomes less sensitive to noise. However, it can also be seen that 
the characterisation performance of the larger defects is still sensitive to the location of defect.  
This can be explained by considering the SNR for each point (assuming a simplified noise 
model) in the spatial map (𝑥, 𝑧) which can be written as [115]: 
 
𝑆𝑁𝑅(𝑥, 𝑧) =  
𝑞(𝑥, 𝑧)
𝜎
|𝑃(𝑥, 𝑧, 𝑥, 𝑧)|
√∫∫|𝑃(𝑥, 𝑧, 𝑥′, 𝑧′)|2𝑑𝑥′𝑑𝑧′
 
(4.5) 
where 𝑞(𝑥, 𝑧) is the maximum TFM amplitude from the defect (i.e. signal), 𝜎 is the noise 
intensity equivalent to the Figure of Merit (FOM) [125], 𝑃(𝑥, 𝑧, 𝑥′, 𝑧′) is the point spread 
function (PSF) of the point of interest in the map (𝑥, 𝑧) as a function of the surrounding area 
( 𝑥′, 𝑧′ ). The quantity |𝑃(𝑥, 𝑧, 𝑥, 𝑧)|/√∫∫|𝑃(𝑥, 𝑧, 𝑥′, 𝑧′)|2𝑑𝑥′𝑑𝑧′  is equivalent to the 
reciprocal of the normalised root sum square of the PSF. Equation (4.5) assumes that each grain 
is an omni-directional scatterer regardless of incident angle and there is no spatial correlation 
between material scattering from different positions [115]. 
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Figure 4.8: Spatial maps of the relative SNR for crack-like defects of size 1 mm and orientation angles of 
(a) 90°, (b) 60°, (c) 30° and (d) 0°, calculated from equation (4.5). 
Chapter 4:    Assessment Methodology for Defect Characterisation Methods 
61 
Figure 4.8 (a) to (d) show the spatial maps of SNR, calculated from equation (4.5), for crack-
like defects of size 1 mm and various orientation angles. Figure 4.8 suggests that the general 
patterns of the error maps in Figure 4.6 (a) and Figure 4.7 (a), with high levels of noise, can be 
explained by the defect SNR. This will, for example, mean that crack-like defects are better 
characterised when the array receives the high amplitude (and hence high SNR) specular 
reflection for the crack face. This is most obvious when comparing the columns on the right-
hand side of Figure 4.6 (a) and Figure 4.7 (a), where noise level is highest, with Figure 4.8. 
It is also important that the measured S-matrices correlate well with a single element of the 
database and poorly with the other elements. It is hypothesised that this is most likely to happen 
when the S-matrices are information rich, which means that the S-matrix varies (i.e. has distinct 
features) over the measured angular range. Conversely, if the measured S-matrix is constant 
over the angular range, this would be information poor and hence it is likely to show a high 
correlation with other similar shaped S-matrices, including the correct S-matrix in database. 
This is analogous to the situation in voice recognition and fingerprinting, where the recorded 
voice or the scanned fingerprint is checked with a large database to find the best match [126–
129]. The more features in the captured data, the more likely to find the right match. One simple 
way to quantify this uniqueness, is to see how many S-matrices in the database have a CC with 
the measured S-matrix equal or greater than a specific threshold in a noise-free condition. The 
more database S-matrices above this threshold, the more likely the characterisation method is 
to fail in presence of noise.  
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Figure 4.9: Spatial maps of the 1% population in the field of correlation coefficient with the database in 
(a), (c), (e), (g) size dimension and (b), (d), (f), (h) angle dimension. Rows one to four from the top 
correspond to crack-like defects of size 1 mm and orientation angles of 90°, 60°, 30° and 0° respectively. 
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Figure 4.9 illustrates this by taking the number of S-matrices in database whose CC with the 
measured S-matrix is above 0.99 of the maximum CC with the entire database (or within 1% 
from the max CC). This metric (termed the 1% population) can be used to measure uncertainty 
in both size and orientation angle characterisation. The left column of Figure 4.9 shows 
uncertainty in size characterisation (corresponding to Figure 4.6 (a)), and the right column 
demonstrates uncertainty in orientation angle characterisation (corresponding to Figure 4.7 
(a)). Figure 4.9 suggests that characterisation in the regions with large 1% population (blue 
regions) should be more sensitive to the material noise. This information uniqueness metric 
again favours crack-like defects located such that the array receives the specular reflection, 
however, other regions also have high uniqueness leading to features, such as the three-pronged 
shapes seen in Figure 4.6 (a) and Figure 4.7 (a). The 1% population metric together with the 
SNR, explain the forms of the results seen earlier in Figure 4.6 and Figure 4.7. 
4.5 Experimental Results 
The proposed spatial mapping assessment method is now validated through experimental 
measurements. Figure 4.12 shows a comparison between the error in characterising simulated 
crack-like defects and characterising real experimental crack-like defects (EDM notches cut 
with a 0.1 mm thick wire) in bright mild steel (080A15). Figure 4.10 shows the experimental 
setup and a schematic diagram of the defects and Figure 4.11 shows photos of the actual 
samples. All experiments are carried out by me using an array controller manufactured by Peak 
NDT and phased arrays manufactured by Imasonic. Array parameters are shown in Table 4.1 
and Table 4.2 shows the details of the experimental defects. It should be noted that it is difficult 
to manufacture real cracks with different orientation angles at different locations. Instead, EDM 
notches were used as the closest manufactured crack-like defects. In order to plot the error in 
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characterising simulated crack-like defects, 16 coherent noise realisations have been used for 
each location along x-axis and the maximum error (dashed lines), minimum error (dotted lines) 
and mean error (solid lines) are plotted in increments of 3 mm along x-axis. Measurements 
along the x-axis were taken in increments of 15 mm by moving the array from the far right 
(such that the defect is located at -45 mm in x-axis from the centre of the array) to far left (such 
that the defect is located at 45 mm in x-axis from the centre of the array). Each error bar 
represents 5 measurements along the y-direction (in thickness direction) and shows the mean 
error of the 5 measurements and the maximum and minimum errors. The left and right columns 
in Figure 4.12 show error in size and orientation angle respectively. Rows one to four from the 
top represent defects A to D respectively (see Table 4.2). Figure 4.12 suggests a good overall 
agreement between the experimental and simulated characterisation errors. The average error 
differences between simulation and experimental results in size characterisation is 0.20 mm 
and in orientation characterisation is 5.87°. The small differences seen, are thought to be due 
to the assumption in simulations that crack-like defects have zero width. So, the diffraction 
from experimental notch tip would be slightly different from the zero-width simulated crack-
like defect tips. Experimental results can also be affected by the steel block’s surface and 
coupling conditions at specific locations and the spatial variation in grain noise. 
Table 4.2: Details of crack-like defects used in experiments. 
Defect Z (mm) Length (mm) Orientation angle (°) 
A 20 1 0 
B 50 1 0 
C 20 1 30 
D 50 1 30 
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Figure 4.10: Schematic diagram of the experimental setup and defects (EDM notches). (a) shows defects 
A and C and (b) shows defects B and D from Table 4.2. 
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Figure 4.11: Photos of the actual samples corresponding to Figure 4.10. 
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Figure 4.12: Experimental error in measuring (a), (c), (e), (g) size and (b), (d), (f), (h) orientation angle of 
two different crack-like defects (𝒍 = 1 mm, 𝜶 = 0° and 𝒍 = 1 mm, 𝜶 = 30°) at two different depths. Rows 
one to four from the top represent defects A to D respectively. 
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4.6 Implications for NDE 
With the increasing availability of computing power, it is expected that more complex 
algorithms for defect characterisation will emerge and therefore, a robust evaluation method is 
required in order to identify their strengths and weaknesses. The approach described here is 
believed to be the first example of an assessment methodology for defect characterisation in 
NDE, which provides a comprehensive and quantitative evaluation. The main finding of this 
Chapter is the fact that in a defect characterisation method, there could be a wide range of 
variables, which can affect the performance of the method. For example, in a method that is 
based on extraction of the defect’s S-matrix, the extraction algorithm is critical and as an 
example, the frequency filter bandwidth can impact the results significantly. The performance 
of characterisation methods also depends on many other conditions such as the ultrasonic 
instrument that is being used and its properties, the level and type of present noise and the 
position, shape and type of defects. As a result, in order to fully assess the performance of a 
characterisation approach, ideally, all these variables need to be taken into consideration, 
otherwise, assumptions must be made to reduce the number of variables. Here it is attempted 
to consider some of these variables (i.e. level of noise, location, size and orientation of cracks). 
By knowing what variables can affect a specific defect characterisation method and to what 
extent, it can be fine-tuned and improved to achieve the desired performance for specific 
scenarios. Even though here only a particular array and characterisation method for small 
cracks are used, the proposed approach is general and hence has the potential to be used in or 
adopted to other occasions and can be extended to any characterisation method, defect type and 
array configuration.  
Chapter 4:    Assessment Methodology for Defect Characterisation Methods 
69 
4.7 Conclusion 
A spatial mapping approach is introduced to assess the performance of characterisation 
methods in the imaging plane of an array. This method takes advantage of modern computer 
power to rapidly simulate the FMC data from arbitrary defects at arbitrary locations and then 
apply the characterisation method of interest to each simulated defect. As a case study, the 
performance of the database similarity metric method for the characterisation of small crack-
like defects has been examined. Using spatial assessment, the key factors impacting the 
performance of the database similarity metric method have been identified and it is shown that 
grain noise can have a significant effect on particular regions whilst leaving other regions 
relatively unaffected. It is further shown that the location of regions of good performance can 
vary significantly depending on the size and orientation of the crack. It was shown that the 
defect SNR and the S-matrix uniqueness govern this spatial distribution characterisation 
performance. Simple models were developed that allow the regions of good performance to be 
predicted. Finally, the spatial error maps have been verified by comparing the characterisation 
errors found in simulation with those measured in experiments on steel samples with EDM 
notches. The average of differences between simulation and experimental results were 
0.20 mm in size and 5.87° in orientation characterisation. It is also worth noting that the 
proposed assessment methodology could be extended to produce a 3D spatial map, in order to 







 Array Design Optimisation for Defect 
Characterisation 
5.1 Introduction 
This Chapter is based on a journal article submitted to “Ultrasonics” in November 2019 for 
publication, where I was the main author and all other co-authors had a supervisory role. 
There have been variety of methods introduced to characterise crack-like defects using 
ultrasonic arrays, some of which have been discussed in the literature review in Chapter 2. For 
larger cracks, defect characteristics can be measured directly from the images, for example by 
selecting a box around the defect which covers the pixels within −6 dB of its maximum 
amplitude [75] as explained in Chapter 2, section 2.4.3.1. For cracks comparable to or smaller 
than the ultrasonic wavelength, characterisation techniques have been developed to extract the 
scattering coefficient matrix (S-matrix) and use this as the basis for defect characterisation [68, 
101]. Two of these methods are discussed in Chapter 2, section 2.4.3. This family of S-matrix 
characterisation methods has been shown to have good performance, particularly for small 
defects; hence one such method is adopted in this Chapter.  
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Ultrasonic phased arrays are typically designed to achieve optimal imaging performance, for 
example by keeping the pitch to half wavelength of the centre frequency to avoid grating lobes 
and selecting the highest frequency available to achieve adequate signal-to-noise performance 
at some predefined penetration depth. However, it is currently unknown whether an optimal 
phased array for detection and imaging is also optimal for defect characterisation in all 
scenarios and in what way and to what extent characterisation is affected by array parameters. 
This Chapter aims to investigate the effect of ultrasonic array parameters on defect 
characterisation and explore the possibility of optimised array designs for this purpose. In order 
to achieve this, it is assumed that the defect has been detected and the requirement is now to 
determine its characteristics, i.e. size and orientation angle in the case of a crack. The effect of 
array parameters and parameters associated with the sample and the defect, which have a 
significant impact on characterisation accuracy, are then explored. Such parameters include 
aperture size, centre frequency, material noise, defect type and the presence of geometric 
features such as the back-wall. To simplify the process, here only small crack-like defects are 
considered since they are challenging to characterise directly from the image as they are 
comparable in size to the point spread function of the array. The approach used in this Chapter 
is to simulate defects and grain noise using the method described in Chapter 3, and characterise 
the defects with the database similarity metric method [68] described in Chapter 2, 
section 2.4.3.3. This allows the comparison of different array designs by measuring their 
performance in various scenarios. Using the scenario of a crack in a mild steel plate as a case 
study, various optimal arrays are proposed dependent on the design requirements.  
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5.2 Defect Simulation 
In order to examine the performance of a given array design, the hybrid forward model 
discussed in Chapter 3 is used to simulate the full matrix capture (FMC) corresponding to all 
the transmit-receive signals. The hybrid model assumes a two-dimensional (2-D) geometry and 
planar crack-like defects of negligible width, with two key characteristics of size, 𝑙 , and 
orientation angle, 𝛼, as shown in Figure 5.1 (b). As before, the orientation angle of the crack-
like defect refers to the anti-clockwise angle from the horizontal and can vary from −𝜋 2⁄  to 
𝜋
2⁄ . Noise is also simulated as described in Chapter 3, where multiple point scatterers are 
simulated within a square of 10 mm centred to the defect as shown in Figure 5.1 (a). 
 
Figure 5.1: Schematic diagram of (a) geometry of the array defect and noise and notations used in 
equation (5.1) and (b) geometry of crack orientation angles. 
Figure 5.2 shows TFM images of two 2 mm, 30° crack-like defects simulated (using equation 
(3.1) and the method descried in Chapter 3, section 3.2) at 30 mm depth in a block of mild steel 
and imaged using two arrays with different aperture sizes. From these images, it is apparent 
that the defect response is strongly dependent on the array specifications. 
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Figure 5.2: TFM image of the same simulated crack-like defect (𝒍 = 2 mm, 𝜶 = 30°) in a mild steel block 
with (a) a 32-element array and (b) a 64-element array. In both cases, array centre frequency is 5 MHz, 
with element width of 0.53 mm and pitch of 0.59 mm (0.5λ). 
5.3 Effect of Array and Sample Parameters on Characterisation 
5.3.1 Array Parameters 
Here, the database similarity metric method is used to explore the effect of various parameters 
on defect characterisation. First, the effect of array aperture size and centre frequency on 
characterisation performance are considered. In order to investigate the effect of each variable, 
a small crack-like defect with known size and orientation is simulated at depth 30 mm directly 
below the array (i.e. 𝑥 = 0, 𝑧 = 30 mm), as shown in Figure 5.1 (a). This simulation is repeated 
for arrays of varying aperture size and centre frequencies, while scaling the pitch size to 
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maintain it at half wavelength in order to avoid grating lobes.  This pitch scaling was applied 
as it was found that the presence of grating lobes always led to poor characterisation. For every 
simulation, a FMC data set (𝑓𝑐(𝑇𝑥, 𝑅𝑥, 𝑡) in equation (3.4)) is generated and the database 
similarity metric method is applied to assess the characteristics of the defect (i.e. size and 
orientation angle). The measured defect characteristics are then compared with the true 
characteristics and the error between them is calculated. The error in size of a crack-like defect 
is given by equation (4.2) in the previous Chapter: 
 
𝑒𝑙 = |𝑙𝑚 − 𝑙𝑡| (4.2) 
where 𝑙𝑚 is the measured length of the crack-like defect using the characterisation algorithm 
and 𝑙𝑡 is the true length. Similarly, the error in orientation angle of a crack-like defect is given 
by equation (4.3): 
 
𝑒𝛼 = |𝛼𝑚 − 𝛼𝑡| (4.3) 
where 𝛼𝑚 is the measured orientation angle of the crack-like defect using our characterisation 
algorithm and 𝛼𝑡  is the true orientation angle. 𝑒𝛼  is always the smallest angular difference 
between the true and characterised orientation angles, which is necessarily equal or less than 
𝜋
2⁄ .  
Figure 5.3 (a) to (d) illustrates the error in characterising a simulated crack (𝑙 = 1 mm, 𝛼 = 30°). 
(a) and (c) show the error in size and orientation angle respectively against array aperture size 
and material noise level (i.e. 𝐴 in equation (3.4)), whereas (b) and (d) show the characterisation 
errors against array centre frequency and material noise. To compare array performance in 
defect characterisation and detection, the signal to noise ratio (SNR) of the same simulated 
crack is shown in (e) as a function of array aperture size and material noise level and in (f) as 
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a function of array centre frequency and material noise. In order to calculate the SNR, first the 
defect is simulated in a noise-free medium (i.e. 𝐴 = 0 in equation (3.4)) and its maximum TFM 
amplitude is taken as the signal. Then grain noise is simulated at the desired level without the 
presence of any defect and the root mean square (RMS) of a 10×10 mm box centred at the 
location of the defect is taken as the noise. It should be noted that when noise level is zero, the 
SNR would be signal divided by zero, hence the empty results. All error and SNR values are 
averaged over 120 different realisations of noise. 
In Figure 5.3 (a), (c) and (e), centre frequency is kept constant at 5 MHz, the pitch is maintained 
at λ/2 and the aperture size is increased by adding elements to the array. Similarly, in Figure 
5.3 (b), (d) and (f), aperture size is kept constant at 75 mm and since pitch size is always equal 
to half wavelength, as the centre frequency increases, the number of elements is increased to 
compensate for the reduction in pitch size. From the SNR plots (Figure 5.3 (e) and (f)) it can 
be seen that defect detection has a relatively weak dependency on the array aperture and centre 
frequency, and is governed primarily by the level of material noise. The exception being the 
SNR which is improved as the aperture increases from zero to 50 mm. Figure 5.3 (a) – (d) show 
that defect characterisation is governed by a combination of material noise and the array 
parameters, and that typically a higher frequency and larger aperture size lead to better 
characterisation performance. It should be noted that attenuation has been ignored in 
simulations, which would increase with frequency, meaning that the performance at higher 
frequencies would in reality be worse than predicted here. 
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Figure 5.3: Characterisation results for a crack-like defect (𝒍 = 1 mm, 𝜶 = 30°). (a) error in size, (c) error 
in orientation angle and (e) SNR, with each plot showing this error as a function of array aperture size 
and material noise level, where array centre frequency is 5 MHz and pitch is 0.5 λ. (b) error in size, (d) 
error in orientation angle and (f) SNR, with each plot showing this error as a function of centre frequency 
and noise level, where array aperture size is 75 mm and pitch is 0.5λ. 
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The plots in Figure 5.3 (a) and (c), which explore the effect of aperture, are now extended for 
crack-like defects with a range of sizes and orientation angles in Figure 5.4 (a) and (b) 
respectively. Similarly, the plots in Figure 5.3 (b) and (d), which explore the effect of 
frequency,  are extended for various types of crack-like defects in Figure 5.4 (a) and (b) 
respectively. Figure 5.4 shows that, overall, by increasing the aperture size of an array, errors 
in size and angle reduce (the yellow regions grow, and the blue regions shrink) meaning that 
the characterisation performance is improved. This is thought to be due to the focusing 
enhancement that is achieved with a larger aperture, as well as the fact that the extracted S-
matrices will have a larger range of incident and scattering angles, meaning that it is more 
likely that the dominating features of the crack’s scattered signal, such as specular reflection, 
are captured. However, there also seems to be an optimal aperture size for some of the defect 
types, which is not necessarily the maximum aperture, such as in the 1.5 mm 90° crack in 
Figure 5.4 (b), where in higher noise materials, there is an optimal aperture size of 130 mm for 
orientation angle characterisation. This could be due to the fact that by adding more elements 
to the array, the S-matrix range is expanded, hence capturing further low-amplitude signals that 
become dominated by noise. This effect can be seen to be particularly significant for 90° cracks 
where increasing the aperture does not help with capturing the specular reflections. Figure 5.4 
also suggests that the accurate characterisation of larger crack sizes and smaller orientation 
angle cracks, requires a smaller aperture. This is in-line with intuitive thinking that large and 
normally oriented defects are the easiest to detect and size. 
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Figure 5.4: Characterisation results for different simulated cracks. (a) error in size and (b) error in 
orientation angle with each plot showing this error as a function of array aperture size and material noise 
level, where array centre frequency is 5 MHz and pitch is 0.5λ (similar to Figure 5.3 (a) and (c)). 
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Figure 5.5: Characterisation results for different simulated cracks. (a) error in size and (b) error in 
orientation angle with each plot showing this error as a function of centre frequency and material noise 
level, where array aperture size is 75 mm and pitch is 0.5λ (similar to Figure 5.3 (b) and (d)). 
Chapter 5:    Array Design Optimisation for Defect Characterisation 
100 
Looking at Figure 5.5, it can be seen that for larger crack orientation angles, a higher centre 
frequency does not necessarily help the characterisation. The different maxima appearing in 
some of the figures such as in 1.5 mm 90° crack in Figure 5.5 (b) could be due to the fact that 
by increasing centre frequency, noise intensity is increased as well (because 𝑆𝑛(𝜔) is increased 
in equation (3.3)). This means increasing frequency is a compromise between the effect of 
noise and resolution, meaning that higher frequencies worsen the effect of noise (see Figure 
3.1 (c)), but also improve the ratio of crack size to the wavelength. This causes the CC between 
the defect’s measured S-matrix and its correct analytical S-matrix in the database to oscillate 
with frequency. For example, for a 1.5 mm, 90° crack, the optimal frequency for orientation 
characterisation with higher material noise levels would either be 2 MHz or 4 MHz. These 
frequencies provide the best balance between the effect of noise and resolution. 
By looking at the overall extent of the good characterisation regions (yellow), in both Figure 
5.4 and Figure 5.5, it can be seen that it is somewhat more challenging to characterise size 
compared to orientation angle, which is due to the fact that S-matrices are more sensitive to 
changes in defect orientation than to changes in defect size. That is because changes in the 
orientation angle cause a simple shift whereas changes in the size cause a more subtle shape 
change in the measured S-matrices. For example, as the crack size increases, the peaks and 
troughs of the S-matrix become sharper. This means that the CC is more sensitive to changes 
in orientation angles than size and therefore orientation characterisation performs somewhat 
better than sizing. Figure 5.6 (a) shows the normalised S-matrix of a 1 mm, 0° crack. In Figure 
5.6 (b), only the size of the crack is increased to 1.5 mm and orientation is kept at 0° whereas 
in Figure 5.6 (c), only the orientation is changed to 30° and the size is 1 mm. By comparing (a) 
with (b) and (a) with (c), it is apparent that S-matrices are more sensitive to changes in defect 
orientation. 
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Figure 5.6: Normalised S-matrices of defect with (a) 𝒍 = 1 mm, 𝜶 = 0°, (b) 𝒍 = 1.5 mm, 𝜶 = 0° and (c) 
𝒍 = 1 mm, 𝜶 = 30°. Each plot shows the angular range covered by an array of 40 mm aperture size placed 
30 mm directly above the defect. 
5.3.2 Back-wall Imaging Artefacts 
Other than the effects of array parameters, such as frequency and aperture, there are other 
factors that can interfere with the quality of characterisation. During the investigation of array 
parameters, it was found that there is always a TFM imaging artefact associated with the back-
wall. Figure 5.7 illustrates this artefact for various pitch sizes and as it can be seen, varying the 
pitch, while the aperture size is fixed, does not change the area affected, but only changes the 
amplitude of the artefact. It is also noted that when pitch is increased to 2λ, the grating lobe of 
the defect starts to appear at around -40 dB from the back-wall. The parameters that govern the 
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back-wall TFM artefact region are the array aperture size and the distance from array to the 
back-wall. Figure 5.8 illustrates how the aperture size can change the extent of this artefact, 
where widening the aperture, also expands the artefact area. In order to study this effect further, 
the spatial assessment approach described in Chapter 4 was used to simulate a defect at 
different positions relative to the array with 2.5 mm increments in both 𝑥 and 𝑧 dimensions, 
and for each case, the defect was characterised and the error between characterisation and true 
values was mapped. Figure 5.9 demonstrates the spatial map using a 1 mm, 30° simulated 
crack. Figure 5.9 (a) and (b) are maps of error in size and orientation angle respectively when 
a back-wall is not present and Figure 5.9 (c) and (d) are those with presence of a back-wall. 
This figure shows a clear pattern of high error in characterisation, which matches the region of 
the back-wall imaging artefact whose edges are indicated with red lines. This suggests another 
factor needs to be considered when optimising an array design, which is the location of the 
back-wall and defect with respect to the array. Generally, the larger the array aperture and the 
closer the back-wall is to the array, the larger the region of the artefact in the image. In order 
for a defect with coordinates (𝑥, 𝑧) to remain outside this artefact region, the distsance between 
the defect and nearest element, and the distance between the defect and farthest element should 
either be both shorter or both longer than the distance between the array and back-wall (𝐻). 
Therefore, from geometry, the relationship below must be satisfied: 
 ||𝑥| −




where 𝐷 is the aperture size and 𝐻 is the distance from array to back-wall (see Figure 5.1 (a)). 
This means either both 𝑥  and 𝑧 should be small enough so that the defect falls above the 
affected region or they both should be high enough so that the defect falls outside the region. 
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An apparent solution for this is moving the array to change the 𝑥 coordinate of defect, so that 
it does not fall within that region, but this might not always be achievable and would reduce 
the angular window of the extracted S-matrix. Therefore, the desired array aperture can be 
limited by the geometrical features and defect location and this must be included as part of any 
inspection development for array-based characterisation. 
 
Figure 5.7: Back-wall imaging artefact against different array pitch sizes of (a) 0.25λ, (b) 0.5λ, (c) 1λ and 
(d) 2λ, while the array aperture size is fixed at 37.7 mm with centre frequency of 5 MHz. The simulated 
defect here is 1mm, 30°. 
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Figure 5.8: Back-wall imaging artefact against different array aperture sizes of (a) 37.7 mm, (b) 75.5 mm 
and (c) 113.2 mm, while the array pitch size is fixed 0.5λ with centre frequency of 5 MHz. The simulated 
defect here is 1mm, 30°. 
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Figure 5.9: Spatial map of the impact of back-wall artefact on characterising a crack-like defect 
(𝒍 = 1 mm, 𝜶 = 30°) using a 64-element array with pitch of 0.5λ (0.59 mm) and centre frequency of 5 MHz. 
(a) error in size and (b) error in orientation angle without the presence of a wall. (c) error in size and (d) 
error in orientation angle with the presence of a wall. Red lines indicate the actual edges of the back-wall 
artefact. 
5.4 Crack Characterisation Case Study 
In order to design an optimal array specifically for characterisation, a case study of a particular 
scenario is considered. This optimal design could be simply the best performing configuration, 
or the lowest-frequency or lowest-cost array to achieve a required level of performance, etc. 
Here we take a 1 mm, 30° crack positioned at 30 mm directly below the array inside a material 
with similar properties to a moderate-noise mild steel (EN24), where the back-wall is 60 mm 
away from the array. A plot of characterisation performance is then produced to find the 
optimal combination of array aperture and centre frequency. Figure 5.10 shows characterisation 
error in (a) size and (b) orientation angle against aperture size and centre frequency, where a 
back-wall is present at 𝑧 = 60 mm, a noise level of A=20 has been added to the simulation and 
120 noise realisations have been used. The pitch size is kept at half wavelength as before. It 
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should be noted that, when the centre frequency is too low and aperture size is too small, the 
whole array aperture can be smaller than 4λ, and therefore the S-matrix extraction using 
subarray approach cannot be performed (see Chapter 2, section 2.4.2), hence the empty results 
in Figure 5.10 (a) and (b). Figure 5.10 shows rapidly reducing characterisation performance 
when the aperture exceeds 100 mm which is due to the back-wall artefacts overlapping the 
defect location. Indeed, equation (5.1) reveals that the maximum acceptable aperture is 104 mm 
(shown with white dashed lines on Figure 5.10). In this scenario, an optimal array can be the 
lowest-cost array capable of achieving a given level of performance, considering the 
manufacturing limitations such as minimum pitch size (if frequency is too high, then pitch 
might be too small to be manufactured), maximum frequency, cost of adding elements, etc. For 
example, if for this case study, the required accuracy (i.e. maximum acceptable errors) are 
0.2 mm and 10° for size and orientation angle respectively, and the limiting manufacturing 
factor is the maximum achievable centre frequency at 8 MHz, and the dominating cost factor 
is the number of elements, then Figure 5.10 (c) can be plotted which shows a binary 
representation of acceptable characterisation errors, where a black cross means the required 
accuracy (for both size and orientation) is satisfied and a blue empty circle means it is not 
satisfied. As we move towards the larger aperture sizes, number of elements increase linearly 
(when frequency is fixed) and as we move towards the higher frequencies, the number of 
elements increase again linearly (when aperture size is fixed) due to the reduction in 
wavelength and pitch size. This means, the number of elements and therefore the cost of the 
array increase as we move towards the top right of the figures (with high frequencies and large 
apertures) and the optimal parameters are the ones that are closest to the bottom left. Therefore, 
from Figure 5.10 (c), the optimal combination of aperture and centre frequency that satisfies 
both size and orientation accuracy is aperture of 75 mm and centre frequency of 3 MHz (the 
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cross on the plot pointed by a black arrow). Such array would have a pitch of 0.98 mm, with 
78 elements. In another scenario, if the requirement is to achieve the same level of performance 
as above but with the lowest possible centre frequency where the size of array aperture does 
not exceed 65 mm, Figure 5.10 (c) can be used again to identify the combination of aperture 
and centre frequency to satisfy the new requirements. Therefore, the new optimal array would 
have a centre frequency of 5 MHz with an aperture in the range of 55 – 65 mm (the circled 
region on the plot pointed by a black arrow). Such array would have a pitch of 0.59 mm, with 
minimum 95 and maximum 111 elements. Hence it is apparent that the optimal array for 
characterisation depends subtly on the optimisation cost function by definition. 
 
Figure 5.10: (a) error in size and (b) error in orientation angle of a simulated crack-like defect 
(𝒍 = 1 mm, 𝜶 = 30°) with each plot showing this error as a function of array aperture size and centre 
frequency. (c) is a binary representation of the area where the maximum characterisation errors in size 
and orientation angle are both satisfied (black crosses) and where it is not satisfied (blue circles). 
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5.5 Experimental Validation 
In order to validate the models used for simulation of crack-like defects and material noise, 
experimental characterisation results have been taken and compared with the simulated results. 
Figure 5.13 shows a comparison between the errors in characterising simulated crack-like 
defects with simulated noise and characterising real experimental crack-like defects (EDM 
notches cut with a 0.1 mm thick wire) in bright mild steel (080A15). This is the same sample 
used in Chapter 4. Figure 5.11 shows the experimental setup and a schematic diagram of the 
defects and Figure 5.12 shows photos of the actual samples. All experiments are carried out by 
me using an array controller manufactured by Peak NDT and phased arrays manufactured by 
Imasonic. Array parameters are shown in Table 5.1 and Table 5.2 shows the details of the 
experimental defects. As before, due to the difficulty in manufacturing real cracks with 
different orientation angles, EDM notches were used as the closest manufactured crack-like 
defects. In order to plot the error in characterising simulated crack-like defects, 120 noise 
realisations have been used for each defect and the maximum error (dashed lines), minimum 
error (dotted lines) and mean error (solid lines) are plotted against aperture size. For the 
experiments, each error bar represents 5 experimental measurements along the y-direction (in 
thickness direction) and shows the mean error of the 5 measurements and the maximum and 
minimum errors. Different aperture sizes in the experimental measurements were achieved by 
turning off the outer elements in post-processing. The left and right columns in Figure 5.13 
show error in size and orientation angle respectively. Rows one to four from the top represent 
defects A to D respectively (see Table 5.2). Figure 5.13 suggests a good overall agreement 
between the experimental and simulated characterisation errors. The average error differences 
between simulation and experimental results in size characterisation is 0.31 mm and in 
orientation characterisation is 2.50°. As explained in Chapter 4, section 4.5, the small 
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differences seen, are thought to be due to the assumption in simulations that crack-like defects 
have zero width. So, the diffraction from experimental notch tip (i.e. the S-matrix) would be 
slightly different from the zero-width simulated crack-like defect tips, particularly when the 
array aperture is larger, and the crack is oriented at 30°. Experimental results can also be 
affected by the steel block’s surface and coupling conditions at specific locations and the spatial 
variation in grain noise. Furthermore, the ideal input pulse in simulations cannot be exactly 
reproduced using the experimental electronics. For defect A, if the requirement is to find the 
least number of elements needed to achieve an accuracy of 0.2 mm in size and 2° in orientation 
characterisation, while the centre frequency is 2 MHz, then the experimental data suggests an 
array aperture of 62.5 mm (40 elements) and the model would suggest an aperture of 75 mm 
(48 elements). 
Table 5.1: Array transducer parameters used in experiments. 
Array parameter Value 
Number of elements 64 
Element width (mm) 1.32 
Element pitch (mm) 1.57 
Element length (mm) 22 
Centre frequency (MHz) 2 
Bandwidth (-6 dB) (MHz) 1.45 - 2.55 
 
Table 5.2: Details of crack-like defects used in experiments. 
Defect Z (mm) Length (mm) Orientation angle (°) 
A 20 1 0 
B 50 1 0 
C 20 1 30 
D 50 1 30 





Figure 5.11: Schematic diagram of the experimental setup and defects (EDM notches). (a) shows defects 
A and C and (b) shows defects B and D from Table 5.2. 
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Figure 5.12: Photos of the actual samples corresponding to Figure 5.11. 
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Figure 5.13: Experimental error in measuring (a), (c), (e), (g) size and (b), (d), (f), (h) orientation angle of 
two different crack-like defects (𝒍 = 1 mm, 𝜶 = 0° and 𝒍 = 1 mm, 𝜶 = 30°) at two different depths. Rows 
one to four from the top represent defects A to D respectively. Array specifications are given in Table 5.2. 
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5.6 Implications for NDE 
In the field of NDE, there has been a significant focus on development of defect 
characterisation algorithms, which are designed to be used with the typical and readily 
available ultrasonic arrays. The approach proposed here is believed to be the first study on the 
optimisation of array design specifically for the purpose of defect characterisation. The main 
finding of this Chapter is that the typical arrays, which are normally optimised for imaging, 
may not necessarily be optimal for all defect characterisation scenarios and therefore after 
defect detection, a different array design might be needed for the sole purpose of 
characterisation to the desirable level of accuracy. Like the last Chapter, here some assumptions 
had to be made due to the large number of variables. For example, the pitch size is kept at 0.5λ 
and the element width and directivity are assumed to be fixed. The optimal array would also 
depend on the method of characterisation and the types of defects. It was also discovered that 
there is no optimal array that would be ideal for all configurations and for any specific scenario 
such as material noise, type of defect, manufacturing limits, etc. the optimal design would vary. 
This suggests that for a higher level of characterisation accuracy, arrays need to be designed 
for the purpose, depending on the characterisation algorithm and the critical variables, in order 
to enhance the accuracy and capability of the algorithms. 
5.7 Conclusion 
The effects of different array parameters as well as geometrical features on defect 
characterisation are investigated to explore the optimal array for characterisation. The 
inspection of small crack-like defects (which are one of the most challenging types of defects 
for characterisation) were simulated using the linear systems hybrid model described in 
Chapter 3. The database similarity metric method was used, which works by measuring the S-
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matrices from defects and comparing them to a database of pre-computed S-matrices. The 
effect of array aperture size and centre frequency as well as material noise and TFM back-
wall’s artefact were considered. It was shown that optimisation for characterisation leads to 
different solutions depending on the specific requirements, such as the required level of 
accuracy or cost. In a case study, the key factors impacting the performance of characterisation 
for a 1 mm, 30° crack in a moderate-noise mild steel have been identified and in two separate 
scenarios, based on an example of required accuracy of 0.2 mm for size and 10° for orientation 
angle with the manufacturing limit of 8 MHz as the maximum achievable centre frequency, the 
optimal arrays were found to be one with 78 elements, 3 MHz centre frequency and pitch of 
0.98 mm and another one with 95 to 111 elements, 5 MHz centre frequency and pitch of 
0.59 mm. It was further shown that the optimal array design can vary significantly depending 
on the size and orientation of the crack. For example, a larger aperture might be required for 
cracks with steeper orientation angles. It was also shown that the back-wall’s artefact has a 
major impact on characterisation and the affected region can be identified by knowing the back-
wall geometry and location of the defect. Finally, the forward model for defect and noise 
simulation has been verified by comparing the characterisation errors found in simulations with 
those measured in experiments on steel samples with EDM notches. The average of differences 








6.1 Thesis Review 
In Chapter 2, a review of the literature on ultrasonic phased arrays was presented, discussing 
their capabilities and applications. The typical array arrangements (1D, 2D and annular) were 
introduced and discussed. It was shown that phased array transducers can produce the fields 
generated from a range of different single element probes, and elements are able to fire signals 
either in-phase or different delay laws can be applied to steer or focus the beam. The concept 
of full matrix capture (FMC) was also explained, which is a matrix containing the time domain 
signals (A-Scans) transmitted and received by every pair of elements. Moreover, the concept 
of the scattering coefficient matrix (S-matrix) was discussed, which contains the angular 
scattering information of the defect. It was further shown that FMC data can be used for post-
processing to generate images and characterise defects. Some of the imaging techniques 
including the TFM and IWEX methods as well as defect characterisation approaches, which 
take advantage of S-matrices, such as the database similarity metric method were presented, 
and their applications were reviewed.  
Chapter 3 introduced the hybrid model for simulation of an array FMC data set as well as the 
noise model used to replicate material grain noise. The generation of the input signal in time-
domain was shown and the concepts of array element directivity function and beam spreading 
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were explored. A 2D fast semi-analytical model was explained, which is used to simulate the 
S-matrix of planar cracks, and finally, the model was validated by comparing the TFM images 
and S-matrices of simulated cracks with those measured in experiments and an excellent 
agreement between the experimental and simulated results was shown with an average 
correlation coefficient (CC) of 0.9927 between simulated and experimentally extracted S-
matrices.  
A spatial mapping approach was proposed in Chapter 4, which was used to assess the 
performance of characterisation methods. This method takes advantage of modern computer 
power to rapidly simulate the FMC data of defects at arbitrary locations and then apply the 
characterisation method of interest to each simulated defect. In a case study, the performance 
of the database similarity metric method was studied and by using spatial assessment, the 
governing factors impacting its performance were identified. Grain noise was found to have a 
significant effect on particular regions whilst leaving other areas relatively unaffected and it 
was further shown that the location of regions of good performance can vary considerably 
depending on the size and orientation of the crack. The defect SNR and the S-matrix uniqueness 
was shown to govern this spatial distribution characterisation performance. Then simple 
models were developed to allow prediction of the regions of good performance. Finally, the 
spatial error maps were verified by comparing the characterisation errors found in simulation 
with those measured in experiments. The average of size differences between simulation and 
experimental results was 0.20 mm and the average of orientation angle differences was 5.87°. 
In Chapter 5, the impact of different array parameters and geometrical features on defect 
characterisation was studied to explore the optimal array for characterisation. Using the linear 
systems hybrid model described in Chapter 3, the inspection of small crack-like defects was 
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simulated, and the database similarity metric method was used. The effect of array aperture 
size and centre frequency as well as material noise and TFM back-wall’s artefact were 
examined. It was shown that array optimisation for characterisation leads to different solutions 
depending on the specific requirements, such as the required level of accuracy. In a case study, 
the key parameters impacting the performance of characterisation for a 1 mm, 30° crack in a 
mild steel were identified and in two separate scenarios, based on an example of required 
accuracy and manufacturing limits, the optimal arrays were identified as one with 78 elements, 
3 MHz centre frequency and pitch of 0.98 mm and another one with 95 to 111 elements, 5 MHz 
centre frequency and pitch of 0.59 mm. It was further shown that the optimal array design can 
vary significantly depending on the size and orientation of the crack. For example, a larger 
aperture might be required for cracks with steeper orientation angles. Also, the back-wall’s 
artefact was shown to have a major impact on characterisation and the affected region can be 
identified by knowing the back-wall geometry and location of the defect. Finally, the forward 
model used in simulation of defects and noise was verified by comparing the characterisation 
errors found in simulations with those measured in experiments. The average of differences 
between simulation and experimental results were found to be 0.31 mm and 2.50° in size and 
orientation angle respectively. 
6.2 Key Contributions and Implications for NDE 
It is expected that with the increasing availability of computing power, more complex defect 
characterisation algorithms will emerge and in order to identify their strengths and weaknesses, 
a robust evaluation method is required [122]. The assessment approach described in Chapter 4 
is believed to be the first example of an assessment methodology for defect characterisation in 
NDE, which provides a comprehensive and quantitative evaluation. The main finding of this 
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research is the fact that in a defect characterisation method, a wide range of variables can affect 
the performance and therefore, they all need to be taken into consideration for a proper 
evaluation of algorithms. For example, in a method that is based on extraction of the defect’s 
S-matrix, the extraction algorithm is critical and as an example, the frequency filter bandwidth 
can impact the results significantly. The performance of characterisation methods also depends 
on many other conditions such as the ultrasonic instrument that is being used and its properties, 
the level and type of present noise and the position, shape and type of defects. Ideally, all these 
variables need to be taken into consideration in order to fully examine the performance of a 
characterisation approach, otherwise, assumptions must be made to reduce the number of 
variables. In Chapter 4, it was attempted to consider some of these variables (i.e. level of noise, 
location, size and orientation of cracks). By knowing what variables can affect a specific defect 
characterisation method and to what extent, the algorithm can be fine-tuned and improved to 
achieve the desired performance for specific scenarios. The proposed approach is general and 
hence has the potential to be used in or adopted to other occasions and can be extended to any 
characterisation method, defect type and array configuration. 
On the other hand, characterisation algorithms are often designed to be used with the typical 
and readily available ultrasonic arrays. The approach proposed in Chapter 5 is believed to be 
the first study on the optimisation of array design specifically for the purpose of defect 
characterisation. The main finding of this Chapter was that the typical arrays, which are 
generally optimised for imaging, may not necessarily be optimal for all defect characterisation 
scenarios and hence, after defect detection, a different array design might be required for the 
sole purpose of characterisation to the desirable level of accuracy. As before, due to the large 
number of variables, some assumptions had to be made. For example, the array pitch size was 
kept constant at 0.5λ and the element width and directivity were assumed to be fixed. It was 
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found that the optimal array would depend on the method of characterisation and the types of 
defects, and more importantly, there is no optimal array that would be ideal for all 
configurations and for any specific scenario such as material noise, type of defect, 
manufacturing limits, etc. the optimal design would vary. This means, for a better 
characterisation result, the approach proposed in this thesis can be used and fine-tuned based 
on the method of characterisation and critical variables to allow the selection of an array to 
enhance the accuracy and capability of the characterisation methods. 
6.3 Future Work 
In both Chapters 4 and 5, assumptions were made on some of the variables such as the array 
pitch. However, in industrial applications, these variables might be unknown (i.e. to be 
optimised or assessed) and instead, some others might be known/fixed. The presented 
approaches in this thesis can be modified to incorporate such differences. For example, instead 
of optimising arrays for aperture and centre frequency, they can be optimised for pitch size or 
element directivity.  
With future advancements in computer power and FE analysis, the noise simulation used in 
Chapter 5, can be replaced by a more accurate numerical model to allow a more precise 
selection of optimal array designs. Also, all the simulations and experiments in this thesis 
assume a 2-dimensional geometry of the defect and wave scattering. However, the proposed 
approaches, can be extended to 3-dimentional geometries, although the computational cost of 
the forward modelling would increase. Hence, the proposed assessment methodology in 
Chapter 4 could be extended to produce a 3D spatial map, in order to assess more 
characterisation methods that would be possible with 2D arrays. The array optimisation 
approach in Chapter 5 can also be extended for optimisation of other types of arrays such as 
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2D and annular arrays. Both proposed approaches can also be used and modelled with complex 
structured materials which are widely used in industry (e.g. in nuclear power plants). 
Another key direction for future work is to apply the ideas developed in this thesis to more 
industrially relevant samples/scenarios, in order to understand how such approaches can be 
made to work in practice and what their practical benefits are. Also, combining the ideas in 
Chapters 4 and 5 together can potentially be beneficial and lead to solutions for an optimal 
combination of characterisation method and array design. This can potentially be done by 
trained machine learning models, where for any given scenario, the optimal array and 
characterisation approach are selected by the artificial intelligence for the operator.  
Finally, the approaches proposed in this thesis can potentially be used in other inspection setups 
(such as electromagnetic techniques) as well as other fields such as sonar and radar, all of which 
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