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1. INTRODUCTION 
In this paper we discuss some oscillation criteria for the second-order 
nonlinear differential equation of the form 
where the functions a, p, q: [to, oo) + R, K: [to, co) X R* --) (0, co) and v, f: 
R -+ R are continuous, a(t) > 0, u/(x) > 0 for x # 0, and xf(x) > 0 for x # 0. 
Problems of this type for less general equations have been studied by 
many authors, particularly when v(x) = 1 and K(t, x, a) = 0 or 1. Recent 
contributions to this area include [l-7]. 
In Section 2 we present an oscillation criterion for Eq. (1) wheen f need 
not be a monotonic function, and we also obtain some sufficient conditions 
for solutions of Eq. (1) to converge to zero. Examples are inserted in the text 
to demonstrate the significance of each assumption posed in the theorems. 
Some further examples are also given to illustrate our main results. We will 
relate the results here to the recent results of Kroopnick [2], Lazer [3], 
Willet and Wong [5] and Wong [6, 71. 
In what follows, we consider only solutions of Eq. (1) which are defined 
for all large f. The oscillatory character is considered in the usual sense, i.e., 
a solution of Eq. (1) is called oscillatory if it has no last zero. Otherwise it is 
called nonoscillatory. 
In order to obtain our results for Eq. (1) we need the following Lemma, 
which gives useful information about the behavior of possible nonoscillatory 
solutions of Eq. (1). 
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LEMMA. Let p(t) > 0, q(t) > 0 and assume that 
w> x3 Y> < I Y Ia, ---co < x, y < 00, t > t, and some constant a > 0; (2) 
v(x) 2 1 for all x (3) 
(or v(x) is bounded below by a positive constant); and 
1 
4 I’ a(t) 
1 + ’ p(s)/a”+’ 
. 10 
(s)dsj I’= b?i qt,, a-3) if a>0 
(4) 
*03 1 
J - exp h 44 (!, (-PWW dr) ds = 03 
\ I 
if a=O. 
Then $x(t) is a nonoscillatory solution of Eq. (l), we must have x(t) i(t) > 0 
for all large t. 
Proof. Let x(t) be a nonoscillatory solution of Eq. (1) and assume 
x(t) > 0 for t > t,. Now let i(tl) = 0 for some t, > t,. Thus 
w> VW> W>‘l,=t, = -s(t1>.m(tJ) < 03 
which implies that i(t) cannot have another zero after it vanishes once. Thus 
i(t) has a fixed sign for all t. Let i(t) < 0 for t > t,, t, > t, , then 
C(t) + p(t) 
aa+’ 
lP+l(t) > 0 for t>t,, (5) 
where u(t) = -a(t) v(x(t)) i(t). 
We discuss the following two cases: 
Case 1. a > 0. Integrating (5) from t, to t we obtain 
-u-“(t) + u -a(tJ j-’ ( .,4(s;,, ) ds > 0. 
f2 
Thus 
Hence 
VW) 44 G -clw(t>~ tat,. 
Case 2. a = 0. Integrating (5) from t, to t we obtain 
(6) 
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Thus 
cd4 v/(x(t)) qt> < - - w ’ t> t,. (7) 
Now integrate (6) and (7) and use (4) and we obtain a contradiction. The 
proof of the case x(t) < 0 for t > t, is similar and hence is omitted. 
Note. If p = 0, then (3) can be disregarded and (4) takes the form 
1 - &Em. 
4s) ) 
The assumptions of the Lemma are essential. In the following examples it 
is evident that no assumption can be removed without damage. 
EXAMPLE 1. Consider the equation 
i4+lqx2 i)‘+f (1 +ix2)* +; (1 ::,,2 x=0, la 1. (%I 
Here, 
444 = 
1 
4(1 + X’) ’ f(x) =x9 44 = 1, q(f) = + (1 ::2,* , 
p(t) =f, 
1 
m x9 Y) = (1 + x2)2 G 1 and a = 0. 
Equation (E,) has the positive nonoscillatory solution x(t) = l/t, a 
contradiction to the conclusion of the Lemma. Only condition (3) is violated. 
EXAMPLE 2. Consider the equation 
(( 1 + x2) a>- + (2t3 + 5t) i3 + x5 = 0, t> 1. F2) 
We let 
v(x) = 1 +x2, f(x) =x5, 
a(t) = q(t) = 1, p(t) = 2t3 + 5t and a = 2. 
Equation (E,) has the nonoscillatory solution x(t) = l/t, a contradiction to 
the conclusion of the Lemma. All conditions of Lemma are satisfied except 
condition (4). 
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EXAMPLE 3. Consider the equation 
(t”(1 +X’)i).+(++ (+-+)x=0, t> 2. (E,) 
Here 
v(x) = 1 +x2, f(x) = x7 
a(t) = t3, q(t) = +- f , p(t) = - f t6 and a = 2. 
Equation (E3) has the nonoscillatory solution x(t) = l/t, a contradiction to 
the conclusion of the Lemma. Condition on p fails. 
2. OSCILLATION AND CONVERGENCE TO ZERO 
The following theorem is concerned with boundedness of all solutions of 
Eq. (1). 
THEOREM 1. Assume that p(t) > 0, q(t) > Ofor t > t,, 
(44 q(t))’ > 0 for t>t,, (8) 
and 
,jfmW B(x) = co, (9) 
where B(x) = It f(u) v/(u) du. Then every solution x(t) of Eq. (1) is bounded. 
Moreover, if 
a(t) > a, > 0, (10) 
then l.?(t)1 is also bounded. 
Proof: Multiply Eq. (1) by a(r) w(x(t)) z?(t) and integrate from t, to t and 
we obtain 
%Q> v/(x(f)> W’ + :, 4s) p(s) v@(s)) W, x(s), a(s)) i’(s) ds 
+ j’ 4s) q(s) vW)V(x(s)) i(s) ds = tWo> VW,)> Wo)>‘. (11) 
10 
Performing integration by parts and discarding nonnegative terms, we obtain 
t@(t) ‘i+(t)) W)’ + a(t) c?(t) B@(Q) < K + If (a(s) q(s))’ B(x(s)) ds, (12) 
(0 
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where K = f(a(t,) ~(x(tJ) a(Q)’ + a(&> q(t,) B(x(t,)). Thus 
By applying Gronwall’s inequality, we obtain 
K 
B(xw) G a(t,) q(tJ 
< 03. 
So x(t) must remain bounded as t + co. Also (12) and (13) show that Ii(t)1 
is bounded if a(t) is bounded from above (just substitute (13) in (12)). 
Furthermore, the solutions are stable in the sense of Liapunov. 
In the following examples we illustrate the importance of the assumptions 
involved in the above theorem. It is evident that no assumption can be 
removed. 
EXAMPLE 4. The equation 
(e-‘( 1 + ix’) a)’ + $e’x3 = 0 (Ed 
has the bounded oscillatory solution x(t) = sin e’. Clearly Ix!(t)1 is unbounded 
as t + 03. Only condition (10) is violated. 
EXAMPLE 5. The equation 
(-&(l +x*)~)‘+~x’(~)“+~x=o, t> 1, (E5) 
has the unbounded, nonoscillatory solution x(t) = fi. All conditions of 
Theorem are satisfied except (8). 
EXAMPLE 6. The equation 
(+)‘+ ($+ sin2;ogt)-&=~. t> 1, 03 
has the unbounded oscillatory solution x(t) = t sin log t. Only condition (8) 
is violated. 
EXAMPLE 7. The equation 
( Jrld ‘+& (1 ,x,‘)’ =o, 1 +x2 1 t> 1, (E7) 
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has the unbounded, nonoscillatory solution x(t) = t. All conditions of 
Theorem 1 are satisfied except (9). 
THEOREM 2. Let the hypotheses of Lemma and Theorem 1 hold. If 
I co P(S) q(s) ds = ~0, (14) 
where p(t) = s’ (l/a(s)) ds, then every solution x(t) of Eq. (1) is oscillatory. 
Proof: Let x(t) be a nonoscillatory solution of Eq. (1) such that x(t) > 0 
for t > t,. x(t) is bounded by Theorem 1 and x(t) is nondecreasing by 
Lemma, and hence 
x(t)+1 as t-co, O<I<co. 
By continuity off, 
f(x(t)) + .I-(4 as t-co, 
and hence there exists a t, > t, so that 
fW) > 4.m for t>t,. 
From Eq. (1) we have 
(a(f) VW> W)* + iW> 4(t) G 0, t>t,. 
Multiply (15) by p(t) and integrate from t, to t to obtain 
1’ p(s)@@> v@(s)> a(s))’ ds + &f(l) ( P(S) q(s) ds < 0, 
t1 
(15) 
or 
!’ ’ p(s) q(s) ds +y(f’) a@,) vWd)+J t1 
2 
+ f(l> uw0) - FW,))) (16) 
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where #‘(x(t)) = J”:“’ w(u) du. Since x(t) is bounded and F(x) is continuous 
we have 
I 
t 
P(S) cl(s) ds C C for some constant C and t > 1,. 
11 
This inequality contradicts (14). The proof of the case x(t) < 0 for t > t, is 
similar and hence is omitted. 
For illustration we consider the following two examples. 
EXAMPLE 8. The equation 
( 1 +iin2t (1 +x’)i)‘+(l +sin’t)-i-$=O (63) 
has the oscillatory solution x(t) = sin t. All conditions of Theorem 2 are 
satisfied. We may note that condition of the form 
i- *m d”> du < o3 *1 f(u) 
does not hold. 
EXAMPLE 9. Consider the equation 
( (1 + sin* t) 1 * -1+ 1+x 1 1 +;in2r (x+x3)=0* 
Clearly all the hypotheses of Theorem 2 are satisfied and hence (E,) is 
oscillatory. Equation (E,) has the oscillatory solution x(t) = sin 1. Clearly 
the condition 
I- *ao d”)du < co *I f(u) holds. 
Remark. If p(t) = 0, v/(x) = 1, then our Theorem 1 is closely related to 
Theorem 1.2 in [5]. 
THEOREM 3. In Theorem 2, if we assume that 
f(x) = -f(-x)3 v(x) = v(-xl for all x, 
then the amplitudes of any solution of Eq. (1) f arm a nonincreasing sequence. 
Moreover, if p(t) = 0, a(t) and q(t) are bounded from above, then the 
absolute value of the greatest lower bound of the amplitudes is positive. 
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ProoJ: Let x(r) be a solution of Eq. (I ), then x(t) oscillates. Let x(r,) and 
~(t& be two successive amplitudes (i.e., k(tl> = 0 =A!(I~)), then there is a 
point i such that t, < t, ( i< fz and ~(0 = 0. Multiply Eq. (1) by 
y(x(t))i(f)/q(t) and discard the nonnegative terms and we obtain 
Integrate (17) from t, to i and from i to t, and we have 
and 
From (18) and (19) we have 
which implies that ix&J < \x(t,)/. 
In order to verify that the absolute values of the amplitudes are bounded 
from below when p(t) = 0, and a(t) and q(t) are bounded from above, we just 
rewrite (11) as 
Letting x(tZ) be any other aplitude to the right of I, we note that, since 
the expression in the left-hand side of (20) is positive and a(l) and q(l) are 
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bounded from above, B(x(t)) must be bounded away from zero so Ix(t,)l is 
bounded away from zero. This completes the proof. 
Remark. If w(x) = 1, p(t) = 0, a, > a(t) > a,, > 0 and q(t) > q,, > 0, for 
some constants a,, a, and q,,, then our results and Kroopnick’s results [2] 
are the same. Obviously our results are a substantial improvement on 
Kroopnick’s results in [2]. 
Next, we present some sufficient conditions for solutions of Eq. (1) to 
converge to zero. 
We let v/(x)= 1 and qE C3[t,, oc)). 
THEOREM 4. Let conditions (2)-(4) and (9) hold, 
d(t) > 0 and O<a,,<W~a,, t > t, > 0; (21) 
PM 2 0, 4(t) > 03 4(t) > 0, 4(t) + co as t-03, 
Pwldt) + 0 
(22) 
as t-co, 
and 
I‘ 
I 
I@ - 1(s)Y*. I ds = OPx q(O) as t-tc~; (23) to 
and 
d-(x) > dWh d is a positive constant. 
If x(t) is a nontrivial solution of(l), we have x(t) + 0 as t -+ CIZ. 
Proof. Let x(t) be any nontrivial solution of Eq. (1). Then both x(t) and 
Ii(t)1 are bounded by Theorem 1, and x(t) is oscillatory by Theorem 2. 
x(t) + 0 as t -+ co follows from Theorem 12 in [ 11. 
THEOREM 5. In Theorem 4 let the condition (23) be replaced by 
I 
t 
lb- “9))” Ids = oh’ -V>> as t+00, ;<w<1. (24) lo 
Let x(t) be any nontrivial solution of Eq. (1) then x(t) + 0 as t -+ 03. 
ProoJ Let x(t) be any nontrivial solution of Eq. (1). Then by Theorems 
1 and 2 we have x(t) is bounded, oscillatory and la(t)] is also bounded. The 
conclusion of Theorem 4 follows from Theorem 13 in [ 11. 
For illustration we consider the following examples. 
EXAMPLE 10. Consider the equation 
2+x=0. OLJ 
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Equation (E,,) has the oscillatory solution x(t) = sin t + 0. Only condition 
on q is violated. 
EXAMPLE 11. The equation 
I+i+e*‘x=O &I) 
has the oscillatory solution x(t) = e-I sin e’-+ 0 as t + 00. All conditions of 
Theorem 4 are satisfied. 
Remark. Theorems 4 and 5 include the Theorem of Lazer [3] and some 
of the results of Wong [6, 71. 
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