Quasi-uniform Convergence in Dynamical Systems Generated by an Amenable
  Group Action by Łącka, Martha & Straszak, Marta
ar
X
iv
:1
61
0.
09
67
5v
4 
 [m
ath
.D
S]
  2
8 J
an
 20
18
QUASI-UNIFORM CONVERGENCE IN DYNAMICAL SYSTEMS
GENERATED BY AN AMENABLE GROUP ACTION
MARTHA ŁĄCKA AND MARTA STRASZAK
Abstract. We study the Weyl pseudometric associated with an action of a
countable amenable group on a compact metric space. We prove that the
topological entropy and the number of minimal subsets of the closure of an
orbit are both lower semicontinuous with respect to the Weyl pseudometric.
Furthermore, the simplex of invariant measures supported on the orbit closure
varies continuously. We apply the Weyl pseudometric to Toeplitz configura-
tions for arbitrary amenable residually finite groups. We introduce the notion
of a regular Toeplitz configuration and demonstrate that all regular Toeplitz
configurations define minimal and uniquely ergodic systems. We prove that
this family is path-connected in the Weyl pseudometric. This leads to a new
proof of a theorem of F. Krieger, saying that Toeplitz configurations can have
arbitrary finite entropy.
1. Introduction
Given a dynamical system one may measure the distance between points by
computing an averaged distance along their orbits. This defines a pseudometric
and it is expected that it may be useful to describe the dynamics of the system.
An example is the Weyl pseudometric
DW (x, y) = lim sup
N→∞
1
N
sup
k∈Z
N−1∑
i=0
ρ(T k+i(x), T k+i(y)),
where x, y ∈ X , (X, ρ) is a compact metric space and T : X → X is a homeomor-
phism. We call the convergence with respect to DW the quasi-uniform convergence.
This term was introduced by Jacobs and Keane in [15], who proved that if {xn}n∈N
tends to x in DW + ρ and all xn’s are strictly transitive (that is there is only
one Borel probability invariant measure on the closure of its orbit), then so is x.
Further dynamical consequences of the quasi-uniform convergence were studied by
Downarowicz and Iwanik [10], Blanchard, Formenti and Kůrka [5], and Salo and
Törmä [22].
The Weyl pseudometric can be extended to amenable group actions. We study
the properties of the quasi-uniform convergence in this wider setting. We prove that
the topological entropy and the number of minimal subsystems of the closure of an
orbit of a point are both lower semicontinous functions in the Weyl pseudometric.
We show that the simplices of invariant measures supported on orbit closures vary
continuously (when we endow the family of all non-empty compact sets of invariant
measures with a natural topology). We also prove that for shift actions the entropy
of the orbit closure is a DW -continuous function. This extends results from [10] to
amenable group actions.
We apply our results to systems defined as the closure of an orbit of a Toeplitz
configuration over G, which (for G = Z) were introduced by Jacobs and Keane
in [15] and have already proved to have numerous remarkable properties [25]. Using
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Toeplitz configurations one can construct for instance strictly ergodic systems with
positive entropy or minimal systems which are not uniquely ergodic [25].
Toeplitz configurations for amenable residually finite group actions have also
been studied extensively [6, 7, 16, 17]. Here we use the Weyl pseudometric to
introduce regular Toeplitz configurations for such groups actions and show that
they generate strictly ergodic systems with zero topological entropy.
We also show that the family of Toeplitz configurations is path-connected with
respect to the Weyl pseudometric. This enables us to establish paths of Toeplitz
configurations with continuously varying entropy. Thanks to that we prove the
Krieger theorem [16, Theorem 1.1] stating that if G is a residually finite countable
amenable group then for any number t in [0, log k) there exists a Toeplitz configu-
ration over k-letter alphabet with entropy t. This in particular means that there
are uncountably many pairwise not conjugated Toeplitz dynamical systems.
2. Notation, Basic Definitions and Setting
Throughout this paper G denotes a discrete countable amenable1 group with an
identity element e, (X, ρ) is a compact metric space with diameter bounded by 1
and Fin(G) is the family of all non-empty finite subsets of G. If G acts on X , that
is, there is a continuous map G × X → X such that (e, x) = x for every x ∈ X ,
and (g, (h, x)) = (gh, x) for every g, h ∈ G and x ∈ X , then we call the pair (X,G)
a dynamical system.
We characterize countable amenable groups using Følner sequences. Recall that
a sequence {Fn}n∈N ⊂ Fin(G) is a (left)
2 Følner sequence if
lim
n→∞
|gFn△Fn|/|Fn| = 0 for every g ∈ G.
We say that G is amenable, if it admits a (left) Følner sequence. Given F,K ∈
Fin(G) and ε > 0 we say that F is (K, ε)-invariant if |KF△F | ≤ ε|F |. Note that
if F = {Fn}n∈N is a Følner sequence, then for every ε > 0 and K ∈ Fin(G) there
exists N ∈ N such that Fn is (K, ε)-invariant for every n ≥ N . By F we always
denote a Følner sequence and if we write supF or ∪F , we mean that the supremum
or the union is taken over all Følner sequences.
Let XG be the set of all functions from G to X . For any x ∈ X we denote by
Gx the orbit of x, that is Gx = {gx : g ∈ G}, and by xG ∈ X
G, the trajectory of x
i.e. {xG}g = gx.
Let M(X) be the set of Borel probability measures on X equipped with the
weak⋆ topology given by the compatible Prokhorov metric
DP (µ, ν) = inf{ε > 0 : for every Borel set B ⊂ X one has µ(B) ≤ ν(B
ε) + ε},
where Bε = {y ∈ X : there exists x ∈ B such that ρ(x, y) < ε} and µ, ν ∈ M(X).
Thus (M(X), DP ) is a compact metric space. LetMG(X) ⊆M(X) be the simplex
of G-invariant measures onX . Amenability of G implies thatMG(X) is non-empty.
A measure µ ∈MG(X) is ergodic if for every G-invariant set A ⊂ X one has either
µ(A) = 0 or µ(A) = 1. We denote by MeG(X) ⊆MG(X) the family of all ergodic
measures. A point x ∈ X is generic for µ ∈MG(X) along F = {Fn}n∈N if
1
|Fn|
∑
f∈Fn
δˆfx → µ as n→∞,
1We omit this assumption at the beginning of Section 7.
2We used the adjective to distinguish left Følner sequences from their right- and two-sided
analogues. In a similar vain notions related to non-commutative groups have „left” and „right”
variants. For brevity, we will use adjectives „left/right” only in definitions and routinely omit them
later, since the choice of „left/right” is fixed throughout the paper.
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where δˆfx denotes the Dirac measure supported at fx. A µ-generic point x ∈ X is
regular if it belongs to the support of µ.
A Følner sequence F = {Fn}∞n=1 is tempered if for some C > 0 and all n ∈ N
one has |
⋃
k≤n F
−1
k Fn+1| ≤ C · |Fn+1|. Every Følner sequence has a tempered
subsequence [19, Proposition 1.5.]. It follows from the pointwise ergodic theorem for
amenable group actions [19, Theorem 1.3.] that given a tempered Følner sequence
F and µ ∈MeG(X) one can find a generic point for µ along F .
The Hausdorff distance H between two non-empty compact subsets A,B of a
metric space (X, ρ) is given by
H(A,B) = max
{
inf{ε > 0 : A ⊂ Bε}, inf{ε > 0 : B ⊂ Aε}
}
.
We consider M(X) as a metric space with the Hausdorff distance.
Recall that a pseudometric on a set Y is a function p : Y ×Y → R+ which obeys
the triangle inequality and is symmetric. We say that f : (Y, p)→ R∪{∞} is lower
semicontinuous if whenever p(xn, x)→ 0 as n→∞ one has lim inf
n→∞
f(xn) ≥ f(x).
We say that a set S ⊂ G is (left) syndetic if there exists F ∈ Fin(G) such that
FS = G. A set T ⊂ G is (right) thick if for every F ∈ Fin(G) there exists γ ∈ T
such that F−1γ ⊂ T . The properties of being syndetic and thick are dual:
• S ⊂ G is left syndetic if and only if S ∩ T 6= ∅ for every right thick T ⊂ G.
• T ⊂ G is right thick if and only if T ∩ S 6= ∅ for every left syndetic S ⊂ G.
In this paper by syndetic and thick we always mean left syndetic and right thick.
A countable group G is residually finite if there exists a nested sequence of finite
index normal subgroups whose intersection is trivial. We write H <f G (H ⊳f G)
if H is a finite index (normal) subgroup of G.
A point x ∈ X is called transitive if the set Gx is dense in X . We say that
(X,G) is minimal if every point in X is transitive.
Let A be a finite discrete space and A G be a product space. By (A G, G) we
mean a dynamical system determined by the shift action (h, (xg)g∈G) 7→ (xgh)g∈G.
For a ∈ A let [a] = {x ∈ A G : xe = a}. We equip A G with a compatible metric
such that dist([a], [b]) > 1/2 for a 6= b.
Let Ψ be a family of functions from a (pseudo)metric space (Y, pY ) to a (pseudo)-
metric space (Z, pZ). We say that Ψ is uniformly equicontinuous if for every ε > 0
there exists a function R+ ∋ ε → δ(ε) ∈ R+ such that for every f ∈ Ψ and all
y1, y2 ∈ Y satisfying pY (y1, y2) < δ(ε) one has pZ(f(y1), f(y2)) < ε. We call the
function δ a modulus of equicontinuity of Ψ. If {Ψ(k) : k ∈ K} is a family of
families of functions, we say that modulus of equicontinuity do not depend on k ∈ K
if there exists a function δ which is a modulus of equicontinuity of Ψ(k) for every
k ∈ K. Analogously we define a modulus of uniform equivalence of (pseudo)metrics.
3. Besicovitch Pseudometric and Weyl Pseudometric
The main aim of this section is Theorem 12 in which we express the Weyl pseu-
dometric in several equivalent ways. But first we recall some notions useful in the
further considerations.
3.1. Densities. For F ∈ Fin(G) and A ⊂ G define
DF (A) = |A ∩ F |/|F |, D
F
∗ (A) = inf
g∈G
DFg(A) and D
∗
F (A) = sup
g∈G
DFg(A).
The upper asymptotic density of A with respect to F = {Fn}n∈N is given by
dF (A) = lim sup
N→∞
DFN (A).
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The upper Banach density of A is defined as D∗(A) = inf{D∗F (A) : F ∈ Fin(G)}.
If F = {Fn}n∈N is a Følner sequence, then we have (see [9, Lemma 2.9])
D∗(A) = lim
n→∞
D∗Fn(A).
In particular, the above limit exists and does not depend on the choice of F . We
also have [3, Lemma 3.3] that
D∗(A) = sup
F
lim sup
n→∞
DFn(A).
The lower Banach density of A is given by D∗(A) = 1−D∗(G \A). Note that
D∗(A) = sup
{
DF∗ (A) : F ∈ Fin(G)
}
= lim
n→∞
DFn∗ (A) =
= inf
{
lim sup
n→∞
DHn(A) : {Hn}n∈N is a Følner sequence
}
,
where F = {Fn}n∈N is any Følner sequence. If D∗(A) = D
∗(A), then we say that
A has the Banach density D(A) = D∗(A).
3.2. Besicovitch Pseudometric. This way of measuring distance between trajec-
tories is motivated by a notion used by Besicovitch in his studies of almost periodic
functions. The Besicovitch pseudometric appeared also in [1, 12, 13, 21].
The Besicovitch pseudometric on XG along F = {Fn}n∈N, denoted by DB,F , is
defined for x = {xg}g∈G, x′ = {x′g}g∈G ∈ X
G by
DB,F(x, x
′) = lim sup
N→∞
1
|FN |
∑
g∈FN
ρ(xg, x
′
g).
For x, x′ ∈ X we define DB,F(x, x′) to be equal the DB,F -distance between trajec-
tories of x and x′.
Repeating the proof of [18, Lemma 2] we get the following:
Lemma 1. Fix F and define D′B on X
G as
D′B,F(xG, zG) = inf{δ > 0 : d¯F ({g ∈ G : ρ(xg , zg) ≥ δ}) < δ}.
Then DB,F and D
′
B,F are uniformly equivalent on X
G. Moreover, the modulus of
uniform equivalence does not depend on the choice of a Følner sequence.
Corollary 2. Let ρ˜ be a compatible metric on X and D˜B,F be defined as DB,F
above with ρ˜ in place of ρ. Then D˜B,F and DB,F are uniformly equivalent on X
G.
3.3. Weyl Pseudometric. After some preparations we characterize Weyl pseu-
dometric and its relatives in Theorem 12.
For x, x′ ∈ XG and F ∈ Fin(G) define
∆F (x, x
′) =
∑
f∈F
ρ(xf , x
′
f ) and ∆
∗
F (x, x
′) = sup
g∈G
∆Fg(x, x
′).
Given F = {Fn}∞n=1 we define the (right) Weyl pseudometric on X
G as
DW
(
x, z
)
= lim sup
n→∞
1
|Fn|
sup
g∈G
∑
f∈Fng
ρ(xf , zf) = lim sup
n→∞
1
|Fn|
∆∗Fn(x, z).
Remark 3. It follows from Lemma 4 below that DW (x, x
′) does not depend on
the choice of F and by Corollary 6 the upper limit above is a limit.
The Weyl pseudometric induces a pseudometric on (X,G), namely given x, z ∈ X
we set DW (x, z) = DW (xG, zG). The convergence in DW on (X,G) is called the
quasi-uniform convergence.
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For a yet another characterization of Weyl pseudometric we need some machinery
from [8].
A k-cover (k ∈ N) of a set F ∈ Fin(G) is a tuple (K1, . . . ,Kr) of elements of
Fin(G) such that for each g ∈ F the set {1 ≤ i ≤ r : g ∈ Ki} has at least k elements.
A function H : Fin(G) ∪ {∅} → [0,∞):
• satisfies Shearer’s inequality (see [8]) if for any F ∈ Fin(G) and any k-cover
(K1, . . . ,Kr) of F , we have H(F ) ≤ (1/k)(H(K1) + . . .+H(Kr)),
• is G-invariant if H(Fg) = H(F ) for every g ∈ G and F ∈ Fin(G),
• is monotone if for all A,B ∈ Fin(G) with A ⊂ B one has H(A) ≤ H(B),
• is subadditive if for all A,B ∈ Fin(G) with A ∩B = ∅ one has
H(A ∪B) ≤ H(A) +H(B).
Lemma 4. If x, x′ ∈ XG and the function H : Fin(G)→ [0,∞) is given by
H(F ) = ∆∗F (x, x
′), then H is G-invariant, satisfies Shearer’s inequality and obeys
the infimum rule, that is, for each Følner sequence F = {Fn}n∈N one has
DW
(
x, x′
)
= lim sup
n→∞
H(Fn)/|Fn| = inf
F∈Fin(G)
H(F )/|F |.
Proof. It is obvious that H is G-invariant. We will show that it satisfies Shearer’s
inequality. Let F ∈ Fin(G) and let (K1, . . . ,Kr) be a k−cover of F . Because every
element of F belongs to Ki for at least k indices 1 ≤ i ≤ r, we have
1
k
(H(K1) + . . .+H(Kr)) ≥
1
k
sup
g∈G
(∆K1g(x, x
′) + . . .+∆Krg(x, x
′))
≥
1
k
sup
g∈G
(k∆Fg(x, x
′)) = H(F ).
By [8, Proposition 3.3] every G-invariant, non-negative function on Fin(G) that
satisfies Sharer’s inequality, obeys the infimum rule. 
We will need the following theorem which comes from [20, Theorem 6.1].
Theorem 5. If H : Fin(G) → [0,∞) is G-invariant, monotone, subadditive and
such that H(∅) = 0, then for any Følner sequence F = {Fn}n∈N the expression
H(Fn)/|Fn| converges as n→∞ and is independent of F .
Corollary 6. The upper limit in the definition of the Weyl pseudometric is a limit.
The proof of the next lemma follows the same lines as [3, Lemma 3.3].
Lemma 7. For any x, x′ ∈ XG one has
DW
(
x, x′
)
= sup
F
DB,F(x, x
′) = sup
F
lim sup
n→∞
1
|Fn|
∑
f∈Fn
ρ(xf , x
′
f ).
Proof. Note that for every Følner sequence {Fn}n∈N and {gn}n∈N ⊂ G the sequence
{Fngn}n∈N is also Følner. Therefore the right hand side of the requested equality
is greater than or equal to the left one.
By Lemma 4 to prove the converse inequality it is enough to show that for every
finite set K ⊂ G there exists t ∈ G such that for every β ∈ (0, 1) satisfying
α := sup
F
lim sup
n→∞
1
|Fn|
∑
f∈Fn
ρ(xf , x
′
f ) > β one has
1
|K|
∑
f∈Kt
ρ(xf , x
′
f ) > β.
To this end choose a Følner sequence {Fn}n∈N and {kn}n∈N ր∞ satisfying
1
|Fkn |
∑
f∈Fkn
ρ(xf , x
′
f ) >
β + α
2
for every n ∈ N.
6 MARTHA ŁĄCKA AND MARTA STRASZAK
Since K is finite, there exists n ≥ N such that for every k ∈ K one has
|Fn \ kFn|/|Fn| ≤ |kFn△Fn|/|Fn| < (α− β)/2.
Consequently, for n large enough and any k ∈ K one has
1
|Fkn |
∑
f∈kFkn
ρ(xf , x
′
f ) ≥
1
|Fkn |
∑
f∈Fkn
ρ(xf , x
′
f )−
1
|Fkn |
∑
f∈Fkn\kFkn
ρ(xf , x
′
f ) > β,
which leads to∑
t∈Fkn
∑
f∈Kt
ρ(xf , x
′
f ) =
∑
k∈K
∑
f∈kFkn
ρ(xf , x
′
f ) > |K||Fkn |β.
Hence there exists t ∈ Fkn with the required property and the claim follows. 
Define D′W : X
G ×XG → R+ as
D′W
(
x, z
)
= inf
{
ε > 0 : D∗
({
g ∈ G : ρ(xg , zg) > ε
})
< ε
}
.
Lemma 1 yields immediately the following corollaries.
Corollary 8. The pseudometrics DW and D
′
W are uniformly equivalent.
Corollary 9. Let ρ˜ be another compatible metric on X and D˜W be defined as DW
above with ρ˜ in place of ρ. Then DW and D˜W are uniformly equivalent on X
G.
It occurs that if (A G, G) is a shift space, then the Besicovitch pseudometric is
uniformly equivalent with the d¯-pseudometric measuring the upper density of the
set of coordinates at which two symbolic sequences differ. As a corollary we get
an analogous claim for the Weyl pseudometric and the upper Banach density. We
omit the proof of Theorem 10 as it follows the same lines as [10, Proposition 1,
Corollary 1] (see also [18, Theorem 4]).
Given a continuous function f : X → R define
f(xG) = {f(gx)}g∈G ∈ R
G.
For a family K of continuous functions from X to R and a Følner sequence F set
DKW (x, x
′) = sup
ϕ∈K
DW (ϕ(xG), ϕ(x
′
G)), D
K
B,F(x, x
′) = sup
ϕ∈K
DB,F(ϕ(xG), ϕ(x
′
G)).
Theorem 10. Let (X,G) be a dynamical system and let K be a uniformly equicon-
tinuous and uniformly bounded family of real-valued functions on X such that
KG = {x 7→ ϕ(gx) : ϕ ∈ K, g ∈ G} separates the points of X. Then for any
Følner sequence F the pseudometrics DB,F and DKB,F are uniformly equivalent on
X. Moreover, the modulus of uniform equivalence does not depend on the choice of
F and consequently, the pseudometrics DW and D
K
W are also uniformly equivalent.
Observe that any finite family K is uniformly equicontinuous and uniformly
bounded. In particular, taking K = {ιe}, where ιe(xG) = xe we obtain:
Corollary 11. If we consider the dynamical system (A G, G), then the Besicovitch
pseudometric and d¯F -pseudometric given by
d¯F (x, x
′) = d¯F({g ∈ G : xg 6= x
′
g}) = lim sup
n→∞
∣∣{f ∈ Fn : xf 6= x′f}∣∣/|Fn|,
are uniformly equivalent and a modulus of uniform equivalence does not depend on
F . The same is true for the Weyl pseudometric: DW is uniformly equivalent to the
pseudometric D∗ given for x, x′ ∈ A G by
D∗(x, x′) = D∗({g ∈ G : xg 6= x
′
g}) = lim
n→∞
sup
g∈G
∣∣{f ∈ Fng : xf 6= x′f}∣∣/|Fn|.
To sum up this section we gather the facts about DW in one theorem.
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Theorem 12. Let G be a countable amenable group acting on a compact metric
space (X, ρ). Fix any Følner sequence {Hn}n∈N. Then for any x, z ∈ XG one has
DW (x, z) = lim
n→∞
sup
g∈G
1
|Hn|
∑
f∈Hng
ρ(xf , zf) = sup
F
DB,F(x, z) =
= sup
F
lim sup
n→∞
1
|Fn|
∑
f∈FN
ρ(xf , zf ) = inf
F∈Fin(G)
1
|F |
sup
g∈G
∑
f∈F
ρ(xfg, zfg).
Moreover, DW is uniformly equivalent to D
′
W given by
D′W
(
x, z
)
= inf
{
ε > 0 : lim
N→∞
sup
g∈G
1
|FN |
|{f ∈ FNg : ρ(fx, fz) > ε}| < ε
}
.
If X = A G and G acts by the shift, then DW and D
′
W are uniformly equivalent to
the pseudmetric
D∗(x, z) = D∗({g ∈ G : xg 6= zg}).
4. Quasi-uniform Convergence and Simplices of Measures
Given F ∈ Fin(G) and x = {xg}g∈G ∈ XG we define the empirical measure of x
with respect to F as
m(x, F ) =
1
|F |
∑
g∈F
δˆxg ∈M(X).
Fix F = {Fn}n∈N. A measure µ ∈ M(X) is a distribution measure for {xg}g∈G ∈
XG if µ ∈ M(X) is a limit of a subsequence of {m(x, Fn)}∞n=1. The set of all
distribution measures of x (along F) is denoted by ωˆF(x). Clearly ωˆF(x) is a
closed and nonempty subset of M(X). For x ∈ X we put ωˆF (x) = ωˆF(xG).
Remark 13. If F satisfies |Fn|/|Fn+1| → 1 as n → ∞ and Fn ⊂ Fn+1 for every
n ∈ N, then for every x ∈ XG the set ωˆF(x) is connected.
Proof. Fix x ∈ XG. Let B be a Borel set. One has
m(x, Fn+1)(B) =
|Fn|
|Fn+1|
·
1
|Fn|
∑
f∈Fn+1
δˆxf (B) ≤ m(x, Fn)(B) +
|Fn+1| − |Fn|
|Fn+1|
.
Hence DP (m(x, Fn+1),m(x, Fn)) ≤ (|Fn+1| − |Fn|)/|Fn+1| → 0 as n→∞
and so ωˆF(x) is connected by [23, Theorem 1]. 
Proposition 14. If ε > 0 and F = {Fn}n∈N is a Følner sequence with
lim
n→∞
|Fn|/|Fn+1| = 1− ε and Fn ⊂ Fn+1,
then there are a dynamical system (X,G) and x ∈ X such that ωˆF(x) is not con-
nected.
Proof. Let X = {0, 1}G with the shift action of G. Let x = {xg}g∈G satisfy xg = 1
if g ∈ F1 or g ∈ F2n+1 \ F2n for some n ∈ N and xg = 0 otherwise. Define
E = {µ ∈ ωˆF(x) : µ = lim
n→∞
m(x, F2kn) for some kn ր∞},
O = {ν ∈ ωˆF(x) : ν = lim
n→∞
m(x, F2ln+1) for some ln ր∞}.
Clearly, O ∪ E = ωˆF(x). Moreover, if µ ∈ E , then for η < 1/2 one has
3 µ([1]η) =
µ([1]) = (1 − ε)/(2 − ε) and if ν ∈ O, then ν([1]) = 1/(2 − ε) (we leave the
computations to the reader). Therefore distDP (O, E) > 0 and so O ∩ E = ∅. Since
both O and E are non-empty and closed, ωˆF(x) is not connected. 
3Recall that by [1]η we mean the set of all points within η of the cylinder [1].
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For x ∈ XG let
MG(x) =
⋃
F
ωˆF (x).
Denote also MG(x) =MG(xG).
Remark 15. For any x ∈ X the set MG(x) is closed.
Proof. Fix x ∈ X and pick {µk}k∈N ⊂ MG(x) such that µk → µ as k → ∞
for some µ ∈ M(X). We will show that µ ∈ MG(x). For every k ∈ N let
F (k) = {F
(k)
n }n∈N be a Følner sequence such that m(x, F
(k)
n ) → µk as n → ∞.
Enumerate elements of G as g1, g2, . . .. For every k ∈ N choose n(k) ∈ N such that
DP
(
m(x, F
(k)
n(k)), µk
)
< 1/k and for every i ≤ k one has |giF
(k)
n(k)△F
(k)
n(k)|/|F
(k)
n(k)| <
1/k. Define F = {F
(k)
n(k)}k∈N. Then F is a Følner sequence and ωˆF (x) = {µ}. 
Downarowicz and Iwanik proved that if xn → x quasi-uniformly, then MZ(xn)
tends to MZ(x) in H [10, Theorem 2]. We generalize this result.
Remark 16. In [5] it was proved that, in general, the topology generated by
the Weyl pseudometric is neither separable, nor complete. In particular, it is not
compact.
Repeating the proof of [18, Theorem 7] we get:
Theorem 17. For every ε > 0 there is δ > 0 such that if x, x′ ∈ XG and
DB,F(x, x
′) < δ then H(ωˆF(x), ωˆF(x
′)) < ε. Moreover, δ is independent of F .
Corollary 18. If x, x′ ∈ XG and DB,F(x, x′) = 0, then ωˆF(x) = ωˆF (x′) for
every F . In particular, if x, z ∈ X, x is generic for µ ∈ MG(X) along F and
DB,F(x, z) = 0, then also z is generic for µ along F .
Theorem 19 is a straightforward consequence of Theorem 17 and Lemma 7.
Theorem 19. The function (X,DW ) ∋ x → MG(x) ∈ (2M(X), H) is uniformly
continuous.
To prove Lemma 22 we need two technical lemmas. We omit their easy proofs.
Lemma 20. Let F ∈ Fin(G) and x, y ∈ X. If for every f ∈ F one has ρ(fx, fy) ≤ ε,
then DP (m(x, F ),m(y, F )) ≤ ε.
Lemma 21. Let α1, . . . , αk, β1, . . . , βk ∈ [0, 1] be such that
∑k
i=1 αi =
∑k
i=1 βi = 1.
Then for all µ1, . . . , µk, ν1, . . . , νk ∈M(X) one has
DP
(
k∑
i=1
αiµi,
k∑
i=1
βiνi
)
≤
1
2
k∑
i=1
|αi − βi|+max
{
DP (µi, νi) : 1 ≤ i ≤ k
}
.
Lemma 22. For every x ∈ X one has MG(x) =MG(Gx).
Proof. It is obvious that MG(x) ⊂ MG(Gx). Fix µ ∈ MG(Gx) and a tempered
Følner sequence F = {Fn}n∈N. From the Krein-Milman theorem we get
µ = lim
n→∞
(p
(n)
1 /q
(n)
1 )ν
(n)
1 + . . .+ (p
(n)
n /q
(n)
n )ν
(n)
n ,
where for every n ∈ N and 1 ≤ j ≤ n one has p
(n)
j , q
(n)
j ∈ N,
∑n
j=1 p
(n)
j /q
(n)
j = 1
and ν
(n)
j ∈ M
e
G(Gx). Fix n ∈ N. It follows from Remark 15 that it is enough to
prove that for every ε > 0 there exists a Følner sequence Fε = {Fk,ε}k∈N such that
for every k ∈ N large enough one has
DP
(
p
(n)
1
q
(n)
1
ν
(n)
1 + . . .+
p
(n)
n
q
(n)
n
ν(n)n , m (x, Fk,ε)
)
< ε.
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For j = 1 . . . n let xj be a regular generic point for ν
(n)
j along F . Pick K ∈ N
such that if k ≥ K and 1 ≤ i ≤ n then DP
(
ν
(n)
i ,m(xi, Fk)
)
< ε/2. Fix k ≥ K.
Let δ > 0 be such that if f ∈ Fk, a, b ∈ X and ρ(a, b) < δ then ρ(fa, fb) < ε/2.
Denote Lj = p
(n)
j · (q
(n)
1 · . . . ·q
(n)
n )/q
(n)
j . Using Lemma 20 and the fact that for every
1 ≤ j ≤ n there exists infinitely many g ∈ G such that ρ(gx, xj) < δ, one can find
g
(1)
1 , . . . , g
(1)
L1
, . . . , g
(n)
1 , . . . , g
(n)
Ln
∈ G such that Fkg
(j)
i ∩Fkg
(j′)
i′ = ∅ for (i, j) 6= (i
′, j′)
and for every 1 ≤ j ≤ n and 1 ≤ i ≤ Lj one has
DP
(
m(x, Fkg
(j)
i ), ν
(n)
j
)
≤ DP
(
m(x, Fkg
(j)
i ),m(xj , Fk)
)
+DP
(
m(xj , Fk), ν
(n)
j
)
≤ ε.
We set
Fk,ε =
n⊔
j=1
Lj⊔
i=1
Fkg
(j)
i .
Clearly Fε = {Fk,ε}k∈N is a Følner sequence as the number of shifted copies of
Følner sets which form Fk,ε does not depend on k. By Lemma 21 we get
DP
(
m(x, Fk,ε), (p
(n)
1 /q
(n)
1 )ν
(n)
1 + . . .+ (p
(n)
n /q
(n)
n )ν
(n)
n
)
=
= DP

 n∑
j=1
Lj∑
i=1
(
n∏
s=1
q(n)s )
−1 ·m(x, Fkg
(j)
i ),
n∑
j=1
Lj∑
i=1
(
n∏
s=1
q(n)s )
−1 · ν
(n)
j

 ≤ ε. 
As a corollary of Theorem 19 and Lemma 22 we get the following.
Corollary 23. The function (X,DW ) ∋ x→MG(Gx) ∈ (2M(X), H) is uniformly
continuous.
It follows from Corollary 23 that:
Corollary 24. The number of ergodic invariant measures supported at Gx is lower
semicontinuous with respect to DW .
Proof. It is enough to show that the number of extreme points of a compact convex
subset of a locally compact space varies lower semicontinuously with respect to
H . To see this assume that Kn for n ∈ N are compact and convex sets such that
H(Kn,K0) → 0 as n → ∞. For every n ∈ N ∪ {0} denote by sn the number
of extreme points of Kn. We can assume that lim inf
n→∞
sn = m for some m ∈ N
as the claim in the opposite case is obviously true. Let (ln)n∈N be such that
lim inf
n→∞
sln = m. For every n ∈ N let S
n = (sn1 , . . . , s
n
m) be a tuple such that
convSn = Kln . We can assume that for every 1 ≤ i ≤ m one has s
n
i → si for some
si ∈ K0. We will show that conv{s1, . . . , sm} = K0. To this end fix x ∈ K0. For
1 ≤ i ≤ m and n ∈ N pick α
(n)
m ∈ [0, 1] such that:
• for every n ∈ N one has α
(n)
1 + . . .+ α
(n)
m = 1,
• α
(n)
1 s
n
1 + . . .+ α
(n)
m snm → x as n→∞.
Without lost of generality for every 1 ≤ i ≤ m let α
(n)
i → αi for some αi ∈ [0, 1].
Then α1 + . . .+ αm = 1 and α1s1 + . . .+ αmsm = x. This finishes the proof. 
5. Topological Entropy
This section generalizes [10, Section 5]. For an open cover U of the space X
let N (U) be the minimal cardinality of a subcover of U . Define U ∨ V = {U ∩
V : U ∈ U , V ∈ V} and note that ∨ is an associative operation. Given F =
{f1, . . . , fs} ⊆ G and f ∈ F we write f−1U = {f−1U : U ∈ U} and UF = (f
−1
1 U)∨
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. . . ∨ (f−1s U). By Theorem 5, the sequence logN (U
Fn)/|Fn| has a limit h(X,G,U)
which is independent of F . The topological entropy of (X,G) is defined as
htop(X) = htop(X,G) = sup{h(X,G,U) : U is an open cover of X}.
Let F ∈ Fin(G) and δ, ε ∈ (0, 1]. Let ρF (x, y) = max{ρ(gx, gy) : g ∈ F} for
x, y ∈ X . A set Z ⊂ X is called
• (F, ε)-separated if ρF (x, z) > ε for x, z ∈ Z with x 6= z,
• (F, ε)-spanning if for each x ∈ X there is z ∈ Z such that ρF (x, z) ≤ ε,
• (F, ε, δ)-spanning if for every x ∈ X there exists z ∈ Z such that
|{g ∈ F : ρ(gx, gz) ≤ ε}| > (1− δ) · |F |,
• (F, ε, δ)-separated if for every x, z ∈ Z either x = z or
|{g ∈ F : ρ(gx, gz) > ε}| > δ · |F |.
Fix a Følner sequence F = {Fn}n∈N. Denote by s(n, ε), r(n, ε), s˜(n, ε, δ), r˜(n, ε, δ)
the maximal cardinality of an (Fn, ε)-separated set, minimal cardinality of an
(Fn, ε)-spanning set, maximal cardinality of an (Fn, ε, δ)-separated set, and the
minimal cardinality of an (Fn, ε, δ)-spanning set, respectively. Define
hs(X,G) = lim
εց0+
lim sup
n→∞
log s(n, ε)
|Fn|
, h˜s(X,G) = lim
δց0+
lim
εց0+
lim sup
n→∞
log s˜(n, ε, δ)
|Fn|
,
hr(X,G) = lim
εց0+
lim sup
n→∞
log r(n, ε)
|Fn|
, h˜r(X,G) = lim
δց0+
lim
εց0+
lim sup
n→∞
log r˜(n, ε, δ)
|Fn|
.
It is known that hs(X,G) = hr(X,G) = htop(X,G) and we will show that h˜s(X,G) =
h˜r(X,G) = htop(X,G).
Lemma 25 ([24], Lemma I.5.4). Let ES(ε) = −ε log ε − (1 − ε) log(1 − ε). If
0 < ε ≤ 1/2, then
⌊nε⌋∑
j=0
(
n
j
)
≤ 2n·ES(ε) for n ≥ 1.
Lemma 26 is an analog of [10, Lemma 3].
Lemma 26. For any finite open cover U of X one has h(U , G) ≤ h˜r(X,G).
Proof. Let 2ε be the Lebesgue number of U . Fix δ ∈ (0, 1/2). We will show that
(1) h(X,U , G) ≤ lim sup
n→∞
1
|Fn|
log r(n, ε, δ) + log 2 · ES(δ) + δ.
Fix n ∈ N. Let Z be a (Fn, ε, δ)-spanning set such that |Z| = r(n, ε, δ). For every
K ⊂ Fn and y ∈ Z define
V (y,K) =
⋂
g∈K
g−1
(
{a ∈ X : ρ(gy, a) < ε}),
Notice that V (y,K) ⊂
∨
g∈K g
−1U . Therefore
W =
⋃
K⊂Fn,|K|>|Fn|(1−δ)

{V (y,K) : y ∈ Z} ∨ ∨
g∈Fn\K
g−1U


is a refinement of a cover UFn . Hence
N
(
UFn
)
≤ N (W) ≤
∣∣{K ⊂ Fn : |K| > |Fn| · (1− δ)}∣∣ · |Z| · |U||Fn|·δ =
=
⌈|Fn|δ⌉∑
k=0
(
|Fn|
k
)
· |Z| · |U||Fn|·δ ≤ 2|Fn|ES(δ) · r(n, ε, δ) · |U||Fn|·δ.
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This implies (1). To finish the proof note that ES(δ)→ 0 as δ → 0. 
Theorem 27. One has h˜s(X,G) = h˜r(X,G) = htop(X,G).
Proof. Note that for all n ∈ N, ε > 0 and δ ∈ (0, 1] one has r(n, ε, δ) ≤ s(n, ε, δ) ≤
r(n, 2ε, δ) and so h˜s(X,G) = h˜r(X,G). Using Lemma 26 we get htop(X,G) ≤
h˜r(X,G) = h˜s(X,G) ≤ hs(X,G) = htop(X,G) and the claim follows. 
For any x ∈ X define h(x) = htop(Gx,G). We will show that h(x) vary lower
semicontinuously.
For x ∈ X , n ∈ N, ε > 0 and δ ∈ (0, 1] let s(x, n, ε, δ) be the maximal cardinality
of (Fn, ε, δ)-separated set for (Gx,G). Lemma 28 is proved in the same way as [10,
Lemma 4].
Lemma 28. If D∗({g ∈ G : ρ(gx, gy) > ε}) < δ, then s(y, n, ε, δ) ≥ s(x, n, 3ε, 3δ)
for all n big enough.
Theorem 29 is an analog of [10, Theorem 3].
Theorem 29. The function X ∋ x 7→ h(x) ∈ R+ ∩ {∞} is lower semicontinuous
with respect to DW and D
′
W .
Proof. By Corollary 8 it is enough to consider only D′W . Fix x ∈ X such that
h(x) <∞ and η > 0. There exists δ, ε > 0 such that
lim
n→∞
s(x, n, ε, δ) > h(x)− η.
It follows from Lemma 28 that for every y ∈ X such that D′W (x, y) < δ one has
h(y) ≥ lim
n→∞
s(y, n, ε/3, δ/3) > h(x)− η.
If h(x) =∞ then the proof is similar. 
As a corollary of Theorem 29 and Corollary 8 we get the following.
Theorem 30. The function x 7→ h(x) is lower semicontinuous with respect to
DW -pseudometric on X and usual metric on R+ ∪ {∞}.
Remark 31. In [10, Example 3] it is shown that the function (X,DW ) ∋ x 7→
h(x) ∈ R+ ∪{∞} need not to be continuous even in case of Z action. The example
there can be generalized. Let G be a countable amenable group and let X = Y G
for some infinite compact metric space Y . Let G act on X by the shift. Pick y ∈ Y
and {yn}n∈N ⊂ Y \ {y} such that yn → y as n→∞. Let xn ∈ {y, yn}G be a point
such that O(xn) = {y, yn}
G. Define x = yG. Then DW (x, xn)→ 0 as n→∞, but
h(x) = 0 while for every n ∈ N one has h(xn) = log 2.
The function x 7→ h(x) turns out to be continuous if X = A G, where A is a
finite set. The proof is independent from the one of Theorem 29. Note that in this
case h(x) ≤ log |A |.
Theorem 32. The function x 7→ h(x) is D∗-continuous on A G.
Proof. Fix a Følner sequence F = {Fn}∞n=1 and ε > 0. Let BFn(x) denote the set
of configurations of shape Fn that appear in x. Then
htop(Gx) = lim
n→∞
log | BFn(x)|
|Fn|
.
Pick 0 < δ < 1/4 so that t < 2δ implies ES(t) < ε. Note that DW (x, x
′) < δ
implies that for all g ∈ G we have |{f ∈ Fn : xfg 6= x′fg}| < 2δ|Fn| for all n large
enough. By Lemma 25 we have for all n large enough that
| BFn(x
′)| ≤ |A |2δ·|Fn| · 2ES(2δ)·|Fn| · | BFn(x)|.
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Thus
htop(Gx′) = lim sup
n→∞
log | BFn(x
′)|
|Fn|
≤ 2δ log |A |+ log 2 · ES(2δ) + htop(Gx).
Interchanging the roles of x and x′ finishes the proof. 
6. The Number of Minimal Components of Gx
Denote by m(x) ∈ N∪{∞} the number of minimal components of Gx. Our aim
is to prove that m is lower semicontinuous with respect to DW , which generalizes
[10, Theorem 1]. For x ∈ X and A ⊂ X define the set of return times N(x,A) =
{g ∈ G : gx ∈ A}. Recall that a set Z ⊂ X is invariant if GZ = {gz : g ∈ G, z ∈
Z} ⊂ Z.
Lemma 33. If Z ⊂ Gx is an invariant (not necessarily closed) set, then for any
ε > 0 the set N(x, Zε) is thick.
Proof. We have to show that for every finite F ⊂ G one can find γ ∈ N(x, Zε)
such that for every f ∈ F−1 one has fγx ∈ Zε. Choose y ∈ Z. Let δ ∈ (0, ε/2) be
such that for all a, b ∈ X with ρ(a, b) < δ one has ρ(fa, fb) < ε for every f ∈ F−1.
There exists γ ∈ G such that ρ(γx, y) < δ. This means that γ ∈ N(x, Zε) and for
every f ∈ F−1 one has ρ(fγx, y) < ε. This implies that fγx ∈ Zε. 
The next Lemma combines [2, Proposition 2.18] and [10, Lemma 1].
Lemma 34. Let (X,G) be a transitive dynamical system and x ∈ X be such that
X = Gx. Then the following conditions are equivalent:
(1) One has m(x) ≤ m.
(2) There exist p ≤ m closed G-invariant sets N1, . . . , Np ⊂ X such that for every
z ∈ X there exists 1 ≤ i ≤ p satisfying Ni ⊂ Gz.
(3) There exist p ≤ m closed G-invariant sets P1, . . . , Pp ⊂ X such that for every
open set U ⊂ X intersecting Pi for every 1 ≤ i ≤ p the set N(x, U) is syndetic.
(4) There exist m points z1, . . . , zm ∈ X such that for every ε > 0 the set N(x, Zε)
is syndetic, where Z = {z1, . . . , zm}.
Proof. To prove that (1) ⇒ (2) let N1, . . . , Np be all minimal subsets of X . Note
that for z ∈ X the set Gz is nonempty, closed and invariant and hence contains Ni
for some 1 ≤ i ≤ p. Thus (2) holds.
To show that (2) ⇒ (3) let Pi = Ni for 1 ≤ i ≤ p, where Ni’s are as in (2).
Choose an open set U such that U ∩ Pi 6= ∅ for every 1 ≤ i ≤ p. Then there exists
g ∈ G such that x ∈ V := gU . Since g−1N(x, U) ⊃ N(x, V ) it is enough to show
that N(x, V ) is syndetic. Suppose that it is not true. Let {Fn}n∈N be an increasing
sequence of finite sets whose union is equal to G. Then for every n ∈ N one can
find γn ∈ G such that for every f ∈ Fn one has fγnx /∈ V . Let y ∈ X be a limit
point of {γnx}n∈N. Then Gy ∩ V = ∅, which contradicts (2).
Obviously (3) ⇒ (4) and it remains to show that (4) ⇒ (1). Suppose that
m(x) > m. Let Z1, . . . Zm+1 ⊂ Gx be disjoint minimal sets. Choose ε > 0 such
that for any i 6= j one has dist(Zi, Zj) > 2ε. Notice that for any set Z consisting
of m points z1, . . . , zm there exists 1 ≤ i0 ≤ m such that Zε is disjoint from Zεi0 .
Therefore N(x, Zε)∩N(x, Zεi0 ) = ∅. By Lemma 33 the set N(x, Z
ε
i0
) is thick. Hence
N(x, Zε) is not syndetic. 
Theorem 35. The function m(x) : (X,DW )→ N ∪ {∞} is lower semicontinuous.
Proof. Fix x ∈ X . Letm ∈ N fulfillm(x) > m. Choose minimal sets Z1, . . . , Zm+1 ⊂
Gx and ε > 0 with Zi ∩ Zj = ∅ and dist(Zi, Zj) > 2ε for every i 6= j. Fix y ∈ X
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with D′W (x, y) < ε/6, we will show that m(y) > m. Let {Fn}n∈N be a Følner
sequence. There exists N ∈ N such that for every g ∈ G one has
|{f ∈ FNg : ρ(fx, fy) > ε/6}| < ε|FN |/6 < |FN |/2.
Let δ ∈ (0, ε/3) be such that if a, b ∈ X , g ∈ FN and ρ(a, b) < 2δ, then ρ(ga, gb) <
ε/3. Let Z(y) = {z1, . . . , zm(y)} be constructed as in Lemma 34 for y. Fix 1 ≤ s ≤
m + 1. Then N(x, Zδs ) ∩ N(y, Z(y)
δ) 6= ∅. Let g(s) ∈ G and 1 ≤ r(s) ≤ m(y) be
such that g(s)x ∈ Zδs and ρ(g(s)y, zr(s)) < δ. Notice that for more than the half of
elements f ∈ FN one has
dist(fzr(s), Zs) ≤ ρ(fzr(s), fg(s)y) + ρ(fg(s)x, fg(s)y) + dist(fg(s)x, Zs) ≤ ε.
Consequently, if s 6= t, then also r(s) 6= r(t). Therefore m(y) ≥ m+ 1 > m. 
Remark 36. Note that the example presented in Remark 31 shows that there
is a G action such that m is not DW -continuous. Such a system exists for every
countable amenable group G. (cf. [10, Example 2])
7. Toeplitz Configurations
7.1. Basic Properties and Regularity. Throughout this section we assume that
G is a countable residually finite group, not necessarily amenable. Let A be a finite
discrete metric space. We call x ∈ A G a Toeplitz configuration if for every g ∈ G
there exists H <f G such that x(Hg) = x(g). For H ⊂ G and a ∈ A define:
PerH(x) =
{
g ∈ G : x(g) = x(γg) for every γ ∈ H
}
,
PerH(x, a) =
{
g ∈ G : x(γg) = a for every γ ∈ H
}
.
Notice that x ∈ A G is a Toeplitz configuration if and only if⋃
{PerH(x) : H <f G} = G.
Let {Hi}∞i=0 be a sequence of subgroups of G with finite index such that H1 ⊃
H2 ⊃ . . . (we do not assume here that
⋂
Hi = {e}). The inverse limit of the system
lim
←−
(G/Hi, πi), where πi : G/Hi+1 → G/Hi are natural projections, is called the G-
odometer and is denoted by Gˆ. The odometer is exact if all Hi are normal. Every
G-odometer is a compact metric space with a natural G action.
Remark 37. Notice that Gˆ is not necessarily equal to a profinite completion of G
as here we consider only subgroups from the fixed sequence {Hn}n∈N.
A nested sequence of finite index subgroups {Hn}n∈N is a skeleton of x ∈ XG if⋃
PerHn(x) = G and for every n ∈ N one has PerHn(x) 6= ∅ and if g ∈ G is such
that for every a ∈ A one has PerHn(x, a) = PerHn(gx, a), then g ∈ Hn.
Theorem 38 ([6], Corollary 6). Every Toeplitz configuration has a skeleton.
Our goal now is to define a regular Toeplitz configuration. To justify that the
regularity does not depend on the choice of a skeleton we need the following results
from [6]. Note that the standing assumption in [6] is that G is finitely generated,
but one can check that the results we need hold without the assumption from [6].
Theorem 39 ([6], Proposition 7). If {Hn}∞n=0 is a skeleton of a Toeplitz config-
uration x ∈ A G, then Gˆ = lim
←−
(G/Hi, πi) is the maximal equicontinuous factor
of the minimal system (Gx,G) and there is a factor map π : Gx → Gˆ such that
π−1({eHi}∞i=0) = {x}.
14 MARTHA ŁĄCKA AND MARTA STRASZAK
Lemma 40 ([6], Lemma 2). Let Gˆ1 = lim
←−
(G/H
(1)
i , πi) and Gˆ2 = lim←−
(G/H
(2)
i , πi)
be two G-odometers. For i ∈ {1, 2} and j ∈ N let e˜
(j)
i be the class of e in G/H
(i)
j .
Then the following conditions are equivalent:
(1) There is a factor map π : (Gˆ1, G)→ (Gˆ2, G) such that π({e˜
(1)
j }j∈N) = {e˜
(2)
j }j∈N.
(2) For every i ∈ N there exists k ∈ N such that H
(1)
k ⊂ H
(2)
i .
Corollary 41. If x ∈ A G is a Toeplitz configuration and {H
(1)
i }i∈N, {H
(2)
i }i∈N
are skeletons of x, then for every i ∈ N there exists k ∈ N such that H
(1)
k ⊂ H
(2)
i .
Proof. Let Gˆ1, Gˆ2 be G-odometers associated with {H
(1)
i }i∈N and {H
(2)
i }i∈N, re-
spectively. It follows from Lemma 40 that to prove our claim it is enough to
construct a factor map π : (Gˆ1, G) → (Gˆ2, G) such that π({e˜
(1)
j }j∈N) = {e˜
(2)
j }j∈N,
where e˜
(i)
j ’s are defined as in Lemma 40. For i ∈ {1, 2} let πi : (Gx,G) → (Gˆi, G)
be a factor map provided by Theorem 39. It follows from the Zorn lemma that
there exists a compact set F ⊂ Gx such that π1(F ) = Gˆ1 but for every its proper
compact subset F ′ one has π1(F
′) 6= Gˆ1. Define π˜1 = π1|F . Then π˜1 is injective.
Therefore π˜1 is a homeomorphism and π := π2 ◦ π˜
−1
1 : Gˆ1 → Gˆ2 satisfies requested
conditions. 
For g ∈ G and m ∈ N denote by g˜(m) an equivalence class of g in G/Hm. If
x ∈ A G is a Toeplitz configuration such that⋃
n∈N
PerHn(x) = G,
then we say that x is a Toeplitz configuration with respect to {Hn}n∈N. We denote
by µˆ the Haar measure on Gˆ. Let ϕ : G→ Gˆ be the natural homomorphism defined
as ϕ(g) =
{
g˜(n)
}
n∈N
.
We denote by [a˜(k)] the k-cylinder of a˜(k), that is
[a˜(k)] =
{
{an}n∈N ∈ Gˆ : ak = a˜
(k)
}
.
Let Pk be the clopen partition of Gˆ into |G : Hk| k-cylinders. For f : Gˆ→ A define
U(f) as the union of all sets in
⋃
n∈N Pn on which f is constant.
The following proposition gives a characterization of Toeplitz configurations with
respect to {Hn}n∈N.
Proposition 42. Let f : Gˆ→ A be a map satisfying U(f) ⊃ ϕ(G). Then the se-
quence given by η(g) = f(ϕ(g)) is a Toeplitz configuration with respect to {Hn}n∈N.
Moreover, if {η(g)}g∈G is a Toeplitz configuration with respect to {Hn}n∈N, then
there exists f : Gˆ→ A such that U(f) ⊃ ϕ(G) and η(g) = f(ϕ(g)) for every g ∈ G.
Proof. Suppose that U(f) ⊃ ϕ(G). For g ∈ G, there exists k ∈ N and a cylinder
P ∈ Pk containing ϕ(g) such that f is constant on P . We claim that for every h ∈
Hk one has η(g) = η(hg). Clearly, h ∈ Hk implies h˜(i) = e˜(i) for every i ≤ k. Thus
for every P ∈ Pk and x = {xn}n∈N ∈ P ⊂ Gˆ we have ϕ(h) · x = {h˜(n)xn}n∈N ∈ P .
Then
η(hg) = f(ϕ(hg)) = f(ϕ(h)ϕ(g)) = f(ϕ(g)) = η(g).
Conversely, assume that η ∈ A G is a Toeplitz configuration with respect to
{Hn}n∈N. Let g ∈ G. Then g ∈ PerHk(η, a) for some k ∈ N and a ∈ A . Define
f(x) = a for every x ∈ [g˜(k)]. For all x ∈ Gˆ on which f is not already defined let f
be arbitrary. To see that f is well defined suppose that x ∈ [g˜(k)] ∩ [γ˜(l)] for some
g, γ ∈ G and k ≤ l. Then [γ˜(l)] ⊂ [g˜(k)] and so γ˜(k) = g˜(k). Therefore Hkγ = Hkg
and η(γ) = η(g). It is also clear that ϕ(G) ⊂ U(f). The proof is completed. 
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Remark 43. The above lemma can be used to show that if x is a Toeplitz config-
uration over G and G is a countable amenable residually finite group, then the set
{g ∈ G : x(g) = 1} is a model set (cf. [4]).
From now on we assume again that G is amenable. We call a Toeplitz configu-
ration x ∈ A G regular if there exists a skeleton {Hn}n∈N of x such that
sup
n∈N
D∗
(
PerHn(x)
)
= 1.
Remark 44. The above definition is inspired by the notion of a regular Toeplitz
configuration over Z. It is known that such sequences are strictly ergodic and
isomorphic in the measure theoretical category to their maximal equicontinuous
factors, where in the Toeplitz configurations one considers the unique ergodic mea-
sure.
Remark 45. By Corollary 41 that if x is regular, then for every skeleton {Hn}n∈N
one has
sup
n∈N
D∗
(
PerHn(x)
)
= 1.
Remark 46. If for every N ∈ N the group G has only finitely many finite index
subgroups of index at most N then there exists a universal sequence of finite index
subgroups {Hn}n∈N such that for every Γ <f G there exists n ∈ N such that
Hn < Γ. To see this enumerate finite index subgroups as Γ1,Γ2, . . . and define
Hn := Γ1 ∩ . . . ∩ Γn.
We say that x ∈ A G is periodic if there exists H <f G such that PerH(x) = G.
Lemma 47. (cf. [9, Lemma 2.6]) Let F,K ∈ Fin(G) and ε > 0. If F is (K, ε/|K|)-
invariant, then |{s ∈ F : Ks ⊂ F}| ≥ (1 − ε)|F |.
A fundamental domain for H <f G is a set F such that for every g ∈ G we have
|Hg ∩ F | = 1.
Lemma 48. Let H <f G and K be a fundamental domain for H. If B is a union
of cosets of H, then D∗(B) = D∗(B) = |B ∩K|/|K|.
Proof. If B is a union of cosets of H , then so is its complement. Hence it is enough
to show that D∗(B) = |B ∩K|/|K|. Let F = {Fn}n∈N be a Følner sequence. Fix
ε > 0 and pick N ∈ N so that for every n ≥ N , the set Fn is (K, ε/|K|)−invariant.
Define S = {s ∈ Fn : Ks ⊆ Fn}. By Lemma 47 we get
(2) |S| ≥ (1− ε)|Fn|.
Since K is a fundamental domain one has
(3)
∑
s∈S
|(Ks) ∩B| = |S||K ∩B|
On the other hand g ∈ Fn belongs to at most |K| translates of K. Thus
(4)
∑
s∈S
|(Ks) ∩B| ≤ |K||B ∩ Fn|.
Combining (2), (3) and (4) we obtain
(1− ε)|Fn||K ∩B| ≤ |K||Fn ∩B|.
Dividing both sides by |Fn||K| we get
(1− ε)|K ∩B|/|K| ≤ |Fn ∩B|/|Fn|.
Taking upper limit on the right hand side leads to
(1− ε)|K ∩B|/|K| ≤ d¯F (B).
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Since ε > 0 and F are arbitrary, we see
|K ∩B|/|K| ≤ d¯F (B) ≤ sup
F
d¯F (B) = D
∗(B).
On the other hand for every t ∈ G we have
DK(B) = DKt(B) = |K ∩B|/|K|.
Hence D∗K(B) = |K ∩B|/|K|
and D∗(B) = inf
F∈Fin(G)
D∗F (B) ≤ D
∗
K(B) = |K ∩B|/|K|. 
Corollary 49. For every j ∈ N and x ∈ A G the set PerHj (x) has Banach density.
This is because PerHj (x) consists of m cosets of Hj for some 0 ≤ m ≤ |G : Hj |.
Lemma 50. Every regular Toeplitz configuration is a quasi uniform limit of a
sequence of periodic sequences.
Proof. Fix a regular Toeplitz configuration x = {xg}g∈G. Let {Hn}n∈N be a skele-
ton of x. Note that PerHm(x) ⊂ PerHn(x) for m ≤ n. Therefore
1 = sup
m≥1
D∗(PerHm(x)) = lim
m→∞
D∗(PerHm(x)).
Let Fn be a fundamental domain for Hn in G. Define x
(n) ∈ A G as x(n)(Hnf) =
x(f) for every f ∈ Fn. Then
{g ∈ G : x(n)(g) 6= x(g)} ⊂ G \ PerHn(x).
Thus D∗(x(n), x) ≤ 1−D∗(PerHn(x))→ 0 as n→∞. 
Since every periodic sequence x ∈ A G satisfies h(x) = 0 and |MG(x)| = 1, we
get the following corollary of Lemma 32 and Theorem 23:
Corollary 51. If x ∈ A G is a regular Toeplitz configuration, then the system
(Gx,G) is uniquely ergodic and has zero topological entropy.
We need the following lemma which is a reformulation of [7, Lemma 4] (note
that the condition (4) is slightly different in our case as the authors of [7] consider
right Følner sequences and we use left ones).
Lemma 52. If G is an amenable residually finite group then there exist a sequence
{Hn}∞n=0 with Hn ⊳f G and a Følner sequence {Fn}n∈N satisfying:
(1) G = H0 ⊃ H1 ⊃ H2 ⊃ . . . and
∞⋂
n=0
Hn = {e},
(2) {e} = F0 ⊂ F1 ⊂ F2 ⊂ . . . and
∞⋃
n=0
Fn = G,
(3) for each n ∈ N the set Fn is a fundamental domain for G/Hn,
(4) Fi+1 =
⊔
v∈Fi+1∩Hi
Fiv for every i ∈ N,
To the end of the paper we fix a Følner sequence {Fn}n∈N which satisfies the
conditions of Lemma 52.
Remark 53. If x ∈ A G is Toeplitz and f : Gˆ→ A is as in Proposition 42, then x
is regular if and only if µˆ(U(f)) = 1. To see this note that
µˆ(U(f)) = lim
k→∞
|{P ∈ Pk : P ⊂ U(f)}|/|Fk| = lim
k→∞
D∗(PerHk(x)),
where the last equality follows from Lemma 48.
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7.2. Path Connectedness. Recall that a set A is path-connected if for all x, y ∈ A
there exists a continuous function f : [0, 1] → A such that f(0) = x and f(1) = y.
We prove that the family of all Toeplitz configurations is path-connected.
Lemma 54. If G is an amenable residually finite group, then there exists a function
Ψ: [0, 1] → {0, 1}G such that Ψ(0) = 0G, Ψ(1) = 1G and for every s, t ∈ [0, 1],
Ψ(s),Ψ(t) are Toeplitz configurations satisfying D∗(Ψ(s),Ψ(t)) ≤ |s− t|.
Proof. Fix t ∈ [0, 1]. Let k0 = |F1|. We define Ψ(t) = x(t) = {x
(t)
g }g∈G inductively.
Let q0 := max{0 ≤ l ≤ k0 : l/k0 ≤ t}. Enumerate points in F1 as f
(1)
1 , . . . , f
(1)
k0
.
Define
D1(t) :=
q0⋃
j=1
f
(1)
j H1 and E1(t) :=
k0⋃
j=r
f
(1)
j H1, where r =
{
q0 + 1 if t = q0/k0,
q0 + 2, otherwise.
Note that: (1) it is possible that D1(t) = ∅ or E1(t) = ∅, (2) D1(t)∪E1(t) = G if
and only if t = q0/k0, (3) D1(t)∩E1(t) = ∅, (4) |F1 \ (D1(t)∪E1(t))| ≤ 1, (5) D1(t)
and E1(t) are union of cosets of H1. By (2) above our construction is finished if
t = q0/k0, otherwise we carry on. Assume we have defined disjoint sets Dn(t) and
En(t) for some n ≥ 1 and Fn \ (Dn(t) ∪ En(t)) = {f
(n)
∗ }. We enumerate points in
the set
Fn+1 \ (Dn(t) ∪ En(t)) =
⊔
v∈Hn∩Fn+1
{vf
(n)
∗ }
as f
(n+1)
1 , . . . , f
(n+1)
kn
. Note that it follows from Lemma 48 that t−D∗(Dn(t)) ≥ 0.
Let qn := max{0 ≤ l ≤ kn : l/kn ≤ t−D∗(Dn(t))}. Define
Dn+1(t) = Dn(t) ∪
qn⋃
j=1
f
(n+1)
j Hn+1, En+1(t) = En(t) ∪
kn⋃
j=r
f
(n+1)
j Hn+1,
where r =
{
qn + 1 if D
∗(Dn(t)) + qn/kn = t
qn + 2, otherwise.
.
Note that statements analogous to (1)–(5) above hold for Dn+1(t) and En+1(t).
At the end we have defined (possibly finite) sequences D1(t) ⊂ D2(t) ⊂ . . . and
E1(t) ⊂ E2(t) ⊂ . . . such that G = D(t) ∪ E(t), where D(t) = D1(t) ∪D2(t) ∪ . . .
and E(t) = E1(t) ∪E2(t) ∪ . . .. Clearly D(t) and E(t) are unions of cosets and are
disjoint. Therefore x(t) = {x
(t)
g }g∈G given by
x(t)g =
{
1 if g ∈ D(t),
0 if g ∈ E(t).
is a Toeplitz configuration. Hence the function Ψ(t) = x(t) satisfies the first two
claims. To justify the third claim fix 0 ≤ s < t ≤ 1 and for each n ≥ 1 construct
Dn(s) ⊆ Dn(t) as described above. Then D∗
(
x(s), x(t)
)
= D∗(Γ), where Γ := {g ∈
G : x
(s)
g 6= x
(t)
g }, and
D∗(Γ) = lim
n→∞
sup
g∈G
DFng(Γ) ≤ lim
n→∞
D∗
(
Dn(t) \Dn(s)
)
+ 1/|Fn| = t− s. 
Theorem 55 extends [10, Proposition 6] where the analogous statement is proved
for Toeplitz configurations indexed by the group of integers.
Theorem 55. The family of Toeplitz configurations is DW -path-connected.
Proof. Let A ⊂ R be a finite set. Pick two Toeplitz configurations z = {zg}g∈G and
z′ = {z′g}g∈G ∈ A
G. We will construct a path {u(t) : t ∈ [0, 1]} ⊂ A G connecting z
with z′. LetΨ: [0, 1]→ {0, 1}G and x(t) for t ∈ [0, 1] be defined as in Lemma 54. For
18 MARTHA ŁĄCKA AND MARTA STRASZAK
t ∈ [0, 1] define u(t) = {u
(t)
g }g∈G as u
(t)
g = x
(t)
g zg+(1−x
(t)
g )z′g. Clearly the alphabet
over which u(t) is defined does not depend on t, D∗(u(s), u(t)) ≤ D∗(x(s), x(t)) and
D∗(x(s), x(t)) → 0 as s → t. Fix t ∈ [0, 1]. We will show that u(t) is a Toeplitz
configuration. To this end fix g ∈ G. Let H <f G be such that |G : H | < ∞ and
g ∈ PerH(x(t)) ∩ PerH(z) ∩ PerH(z′) (H is the intersection of periods of g for x(t),
z and z′). Then for every h ∈ H one has
u
(t)
gh = x
(t)
ghzgh + (1− x
(t)
gh)z
′
gh = x
(t)
g zg + (1 − x
(t)
g )z
′
g = u
(t)
g
and so g ∈ PerH(u(t)). This finishes the proof. 
From the above proof one can also see that:
Theorem 56. The space of all Toeplitz configurations with respect to a fixed nested
sequence {Hn}n∈N is path-connected with respect to DW .
7.3. The Proof of the Krieger Theorem. The above considerations lead to the
alternative proof of the Krieger theorem [16, Theorem 1.1.].
Theorem 57. Let G be a countable amenable residually finite group and A be a fi-
nite set. Then for every number h ∈ [0, log |A |) there exists a Toeplitz configuration
η ∈ A G such that h(η) = h.
Proof. Fix γ ∈ (0, 1). By Theorem 56 and Theorem 32 it is enough to show that
there is a Toeplitz configuration η ∈ A G with h(η) ≥ γ log |A |. Let {Fn}n∈N be a
Følner sequence given by Lemma 52. We define {kn}n∈N ⊂ N inductively: k0 = 0,
given kn for some n ∈ N we pick kn+1 such that Fkn+1 contains at least |A |
|Fkn |
copies of Fkn . For any n ∈ N let rn = ⌊(1 − γ)|Fkn |/2
n⌋. Choose a sequence
{Gn}n∈N of subsets of G such that: (1) Gn ⊂ Fkn and |Gn| = rn for every n ∈ N,
(2) Gi ∩
⋃
{g˜(kj) : g ∈ Gj} = ∅ for i 6= j, (3)
⋃
{
⋃
{g˜(kn) : g ∈ Gn} : n ∈ N} = G.
Now construct η ∈ A G as follows. On F0 let η be arbitrary. For every g ∈ G0 and
h ∈ g˜(k0) let η(h) = η(g). Assume that for some n ∈ N we have defined η on Tn,
where
Tn :=
n⋃
j=0
⋃
g∈Gj
g˜(kj).
This means that in Fkn there are
∑n
i=0 ri · |Hkn : Hki | elements over which η is
already constructed. Pick
|A ||Fkn |−
∑n
i=0
ri·|Hkn :Hki |
copies of Sn := Fkn \ Tn in Fkn+1 . On each of these copies define η in a different
way such that every configuration over Sn can be found in Fkn+1 . This in particular
means that
|BFkn | ≥ |A |
|Fkn |−
∑n
i=0
ri·|Hkn :Hki | ≥ |A |γ|Fkn |,
where the last inequality follows from the definition of ri:
n∑
i=0
ri · |Hkn : Hki | ≤
n∑
i=0
(1− γ)(|Fki |/2
i)(|Fkn |/|Fki |) ≤ (1 − γ)|Fkn |.
For every g ∈ Gn+1 and h ∈ g˜(kn+1) put η(h) = η(g).
It is easy to see that η is a Toeplitz configuration. Moreover, one has
h(η) ≥ lim sup
n→∞
1
|Fkn |
log |BFkn | ≥ γ log |A |. 
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