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Abstract
This paper develops a generalization of the widely used Diﬀerence-In-Diﬀerence (DID)
method for evaluating the eﬀects of policy changes. We propose a model that allows the
control group and treatment groups to have diﬀerent average beneﬁts from the treatment.
The assumptions of the proposed model are invariant to the scaling of the outcome. We
provide conditions under which the model is nonparametrically identiﬁed and propose an
estimator that can be applied using either repeated cross-section or panel data. Our ap-
proach provides an estimate of the entire counterfactual distribution of outcomes that would
have been experienced by the treatment group in the absence of the treatment, and likewise
for the untreated group in the presence of the treatment. Thus, it enables the evaluation of
policy interventions according to criteria such as a mean-variance tradeoﬀ. We also propose
methods for inference, showing that our estimator for the average treatment eﬀect is root-
N consistent and asymptotically normal. We consider extensions to allow for covariates,
discrete dependent variables, and multiple groups and time periods.
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Diﬀerence-In-Diﬀerences (DID) methods for estimating the eﬀect of policy interventions have
become very popular in economics.1 These methods are used in problems with multiple sub-
populations – some subject to a policy intervention or treatment and others not – and outcomes
that are measured in each group before and after the policy intervention (though not necessarily
for the same individuals).2 To account for time trends unrelated to the intervention, the change
experienced by the group subject to the intervention (referred to as the treatment group) is
adjusted by the change experienced by the group not subject to treatment (the control group).
Several recent surveys describe other applications and give an overview of the methodology,
including Meyer (1995), Angrist and Krueger (2000), and Blundell and MaCurdy (2000).
For settings where repeated cross-sections of individuals are observed in a treatment group
and a control group, before and after the treatment, this paper analyzes nonparametric identi-
ﬁcation, estimation, and inference for the average eﬀect of the treatment. Our approach diﬀers
from the standard DID approach in several ways. We allow the eﬀects of both time and the
treatment3 to diﬀer systematically across individuals, as when inequality in the returns to skill
increases over time, or when new medical technology diﬀerentially beneﬁts sicker patients. We
propose an estimator for the entire counterfactual distribution of eﬀects of the treatment on
the treatment group as well as the distribution of eﬀects of the treatment on the control group,
where the two distributions may diﬀer from each other in arbitrary ways. We accomodate
the possibility – but do not assume – that the treatment group adopted the policy because it
expected greater beneﬁts than in the control group.4 In contrast, standard DID methods give
little guidance about what the eﬀect of a policy intervention would be in the (counterfactual)
event that it were applied to the control group, except in the extreme case where the eﬀect of
the policy is constant across individuals.
We develop our approach in several steps. First, we develop a new model that relates
outcomes to an individual’s group, time, and unobservable characteristics.5 The standard DID
1In other social sciences such methods are also widely used, often under other labels such as the “untreated
control group design with independent pretest and posttest samples” (e.g. Shadish, Cook, and Campbell, 2002).
2Examples include the evaluation of labor market programs (Ashenfelter and Card, 1985; Blundell, Dias,
Meghir, and Van Reenen, 2001), civil rights (Heckman and Payner, 1989; Donohue, Heckman, and Todd, 2002),
the inﬂow of immigrants (Card, 1990), the minimum wage (Card and Krueger, 1993), health insurance (Gruber
and Madrian, 1994), 401(k) retirement plans (Poterba, Venti, and Wise, 1995), worker’s compensation (Meyer,
Viscusi, and Durbin, 1995), tax reform (Eissa and Liebman, 1996; Blundell, Duncan, and Meghir, 1998), 911
systems (Athey and Stern, 2002), school construction (Duﬂo, 2001), information disclosure (Jin and Leslie,
2001), World War II internment camps (Chin, 2002), and speed limits (Ashenfelter and Greenstone, 2001). Time
variation is sometimes replaced by another type of variation, as in Borenstein (1991)’s study of airline pricing.
3Treatment eﬀect heterogeneity has been a focus of the general evaluation literature, e.g., Heckman and Robb
(1984), Manski (1990), Imbens and Angrist (1994), Dehejia (1997), Lechner (1998), Abadie, Angrist and Imbens
(2002), Chernozhukov and Hansen (2001), although it has received less attention in diﬀerence-in-diﬀerences
settings.
4Besley and Case (2000) discuss this possibility as a concern for standard DID models.
5The proposed model is related to models of wage determination proposed in the literature on wage decom-
position where changes in the wage distribution are decomposed into changes in returns to (unobserved) skills
[1]model is a special case of our model, which we call the “changes-in-changes” model. In the
standard model, the deﬁning feature of time periods and groups is that, for a particular scaling of
the outcomes, the mean of individual outcomes in the absense of the treatment can vary by group
and by time.6 In contrast, in our model, time periods and groups are treated asymmetrically.
The deﬁning feature of a time period is that in the absense of the treatment, within a period
the outcomes for all individuals are determined by a single, monotone “production function”
that maps individual-speciﬁc unobservables to outcomes. The deﬁning feature of a group is
that the distribution of individual unobservable characteristics is the same within a group in
both time periods, even though the characteristics of any particular agent can change over time.
Groups can diﬀer in arbitrary ways, and in particular, the treatment group might have more
individuals who experience a high return to the treatment.
Second, we provide conditions under which the model is identiﬁed nonparametrically, and
we propose a new estimation strategy based on the identiﬁcation result. We use the entire
“before” and “after” outcome distributions in the control group to nonparametrically estimate
the change over time that occurred in the control group. Assuming that the distribution of
outcomes in the treatment group would experience the same change in the absence of the
intervention, we estimate the counterfactual distribution for the treatment group in the second
period. We compare this counterfactual distribution to the actual second-period distribution
for the treatment group, yielding an estimate of the distribution of eﬀects of the intervention
for this group. Thus, we can estimate – without changing the assumptions underlying the
estimators – the eﬀect of the intervention on any feature of the distribution. We use a similar
approach to estimate the eﬀect of the treatment on the control group.
A third contribution is to develop the asymptotic properties of our estimator. Estimat-
ing the average and quantile treatment eﬀects involves estimating the inverse of an empirical
distribution function with observations from one group/period, and applying that function to
observations from a second group/period (and averaging it for the average treatment eﬀect).
We establish consistency and asymptotic normality of the estimator for the average treatment
eﬀect and quantile treatment eﬀects. We extend the analysis to incorporate covariates.
In a fourth contribution, we extend the model to allow for discrete outcomes. With discrete
outcomes the standard DID model can lead to predictions outside the allowable range. These
concerns have led researchers to consider nonlinear transformations of an additive single index.
However, the economic justiﬁcation for the additivity assumptions required for DID may be
tenuous in such cases. Because we do not make functional form assumptions, this problem does
not arise using our approach. However, without additional assumptions, the counterfactual
distribution of outcomes may not be identiﬁed when outcomes are discrete. We provide bounds
and changes in relative skill distributions (Juhn, Murphy, and Pierce, 1991; Altonji and Blank, 2000).
6We use the term “standard DID model” to refer to a model that assumes that outcomes are additive in a
time eﬀect, a group eﬀect, and an unobservable that is independent of the time and group (e.g., Meyer, 1995;
Angrist and Krueger, 2000; Blundell and MaCurdy, 2000). The scale-dependent additivity assumptions of this
model have been criticized as unduly restrictive from an economic perspective (e.g. Heckman, 1996).
[2](in the spirit of Manski (1990, 1995)) on the counterfactual distribution and show that the
bounds collapse as the outcomes become “more continuous.” We then discuss two alternative
approaches for restoring point identiﬁcation. The ﬁrst alternative relies on an additional as-
sumption about the unobservables. It leads to an estimator that diﬀers from the standard DID
estimator even for the simple binary response model without covariates. The second alternative
is based on covariates that are independent of the unobservable. Such covariates can tighten
the bounds or even restore point identiﬁcation.
Fifth, we consider an alternative approach to constructing the counterfactual distribution
of outcomes in the absence of treatment, the “quantile DID” approach. In the QDID approach
we compute the counterfactual distribution by adding the change over time at the qth quantile
of the control group to the qth quantile of the ﬁrst-period treatment group. Meyer, Viscusi, and
Durbin (1995) and Poterba, Venti, and Wise (1995) apply this approach to speciﬁc quantiles.
We propose a nonlinear model for outcomes that justiﬁes the quantile DID approach for every
quantile simultaneously and thus validates construction of the entire counterfactual distribution.
The standard DID model is a special case of this model. Despite the intuitive appeal of the
quantile DID approach, we show that the underlying model has several unattractive features.
We also provide extensions to settings with multiple groups and multiple time periods.
Some of the results developed in this paper can also be applied outside of the DID setting.
For example, our estimator for the average treatment eﬀect for the treated is closely related to
an estimator proposed by Juhn, Murphy, and Pierce (1991) and Altonji and Blank (2000) to
decompose the Black-White wage diﬀerential into changes in the returns to skills and changes
in the relative skill distribution.7 As we discuss below, our asymptotic results apply to the
Altonji-Blank estimator, and further, our results about discrete data extend their model.
Within the literature on treatment eﬀects, the results in this paper are most closely related
to the literature concerning panel data. In contrast, our approach is tailored for the case of
repeated cross-sections. A few recent papers analyze the theory of DID models, but their focus
diﬀers from ours. Abadie (2001) and Blundell, Dias, Meghir and Van Reenen (2001) discuss
adjusting for exogenous covariates using propensity score methods. Donald and Lang (2001)
and Bertrand, Duﬂo and Mullainathan (2001) address problems with standard methods for
computing standard errors in DID models; their solutions require multiple groups and periods
and rely heavily on linearity and additivity.
Finally, we note that our approach to nonparametric identiﬁcation relies heavily on an as-
sumption that in each time period, the “production function” is monotone in an unobservable.
Following Matzkin (1999, 2003) and Altonji and Matzkin (1997, 2001, 2003), a growing lit-
erature exploits monotonicity in the analysis of nonparametric identiﬁcation of nonseparable
models; we discuss this literature in more detail below.
In supplementary material on the Econometrica website we apply the methods developed
7See also the work by Fortin and Lemieux (1999) on the gender gap in wage distributions.
[3]in this paper to study the eﬀects of disability insurance on injury durations using data previ-
ously analyzed by Meyer, Viscusi and Durbin (1995). This application shows that the approach
used to estimate the eﬀects of a policy change can lead to results that diﬀer from the standard
DID results in terms of magnitude and signiﬁcance. Thus, the restrictive assumptions required
for standard DID methods can have signiﬁcant policy implications. We also present simula-
tions that illustrate the small sample properties of the estimators and highlight the potential
importance of accounting for the discrete nature of the data.
2 Generalizing the Standard DID Model
The standard model for the DID design is as follows. Individual i belongs to a group, Gi ∈{ 0,1}
(where group 1 is the treatment group), and is observed in time period Ti ∈{ 0,1}.F o r
i =1 ,...,N, a random sample from the population, individual i’s group identity and time
period can be treated as random variables. Letting the outcome be Yi, the data are the triple
(Yi,G i,T i). Let Y N
i denote the outcome for individual i if that individual does not receive the
treatment, and let Y I
i be the outcome for the same individual if he or she does receive the
treatment. Thus, if Ii is an indicator for the treatment, the realized outcome for individual i is
Yi = Y N
i · (1 − Ii)+Ii · Y I
i .
In the DID setting we consider, Ii = Gi · Ti.
In the standard DID model the outcome for individual i in the absence of the intervention
satisﬁes
Y N
i = α + β · Ti + η · Gi + εi. (2.1)
The second coeﬃcient, β, represents the time component. The third coeﬃcient, η, represents a
group-speciﬁc, time-invariant component.8 The third term, εi, represents unobservable charac-
teristics of the individual. This term is assumed to be independent of the group indicator and
have the same distribution over time, i.e. εi ⊥ (Gi,T i), and is normalized to have mean zero.
The standard DID estimand is
τDID = E[Yi|Gi =1 ,T i =1 ]− E[Yi|Gi =1 ,T i = 0] (2.2)
−[E[Yi|Gi =0 ,T i =1 ]− E[Yi|Gi =0 ,T i =0 ]].
In other words, the population average diﬀerence over time in the control group (Gi = 0) is
subtracted from the population average diﬀerence over time in the treatment group (Gi =1 )
to remove biases associated with a common time trend unrelated to the intervention.
8In some settings, it is more appropriate to assume a time-invariant individual-speciﬁc ﬁxed eﬀect ηi,p o -
tentially correlated with Gi. See, e.g., Angrist and Krueger (2000). This variation of the standard model does
not aﬀect the standard DID estimand, and it will be subsumed as a special case of the model we propose. See
Section 3.4 for more discussion of panel data.
[4]Note that the full independence assumption εi ⊥ (Gi,T i) (e.g., Blundell and MaCurdy, 2000)
is stronger than necessary for τDID to give the average treatment eﬀect. One can generalize
this framework and allow for general forms of heteroskedasticity by group or time by assuming
only mean-independence (e.g. Abadie (2001)), or zero correlation between εi and (Gi,T i). Our
proposed model will nest the DID model with independence (which for further reference will
be labeled the standard DID model), but not the DID model with mean-independence.9
The interpretation of the standard DID estimand depends on assumptions about how out-
comes are generated in the presence of the intervention. It is often assumed that the treatment
eﬀect is constant across individuals, so that Y I
i −Y N
i = τ. Combining this restriction with the
standard DID model for the outcome without intervention this leads to a model for the realized
outcome
Yi = α + β · Ti + η · Gi + τ · Ii + εi.
More generally, the eﬀect of the intervention might diﬀer across individuals. Then, the standard
DID estimand gives the average eﬀect of the intervention on the treatment group.
We propose to generalize the standard model in several ways. First, we assume that in the
absence of the intervention, the outcomes satisfy
Y N
i = h(Ui,T i), (2.3)
with h(u,t) increasing in u. The random variable Ui represents the unobservable characteristics
of individual i, and (2.3) incorporates the idea that the outcome of an individual with Ui = u
will be the same in a given time period, irrespective of the group membership. The distribution
of Ui is allowed to vary across groups, but not over time within groups, so that Ui ⊥ Ti | Gi.
The standard DID model in (2.1) embodies three additional assumptions, namely
Ui = α + η · Gi + εi, (additivity) (2.4)
h(u,t)=φ(u + δ · t), (single index model) (2.5)
for a strictly increasing function φ(·), and
φ(·) is the identity function. (identity transformation) (2.6)
Since the standard DID model assumes εi ⊥ (Gi,T i), (2.4) plus the standard DID model implies
that Ui ⊥ Ti | Gi. Hence the proposed model nests the standard DID as a special case. The
9The DID model with mean-independence assumes that, for a given scaling of the outcome, changes across
subpopulations in the mean of Yi have a structural interpretation (β and η), and as such are used in predicting
the counterfactual outcome for the second-period treatment group in the absence of the treatment. In contrast,
all diﬀerences across subpopulations in the other moments of the distribution of Yi are ignored when making
predictions. In the model we propose, all changes in the distribution of Yi across subpopulations are given a
structural interpretation and used for inference. Neither our model, nor the DID model with mean-independence,
impose any restrictions on the data.
[5]mean-independence DID model is not nested; rather, the latter model requires that changes
over time in moments of the outcomes other than the mean are not relevant for predicting the
mean of Y N
i . Note also that in contrast to the standard DID model, our assumptions do not
depend on the scaling of the outcome, for example whether outcomes are measured in levels or
logarithms.10
A natural extension of the standard DID model might have been to maintain assumptions
(2.4) and (2.5) but relax (2.6), to allow φ(·) to be an unknown function. Doing so would
maintain an additive single index structure within an unknown transformation, so that
Y N
i = φ(α + η · Gi + δ · Ti + εi).
However, this speciﬁcation still imposes substantive restrictions, for example ruling out some
models with mean and variance shifts both across groups and over time.
In the proposed model, the treatment group’s distribution of unobservables may be diﬀerent
from that of the control group in arbitrary ways. In the absence of treatment, all diﬀerences
between the two groups arise through diﬀerences in the conditional distribution of U given
G. The model further requires that the changes over time in the distribution of each group’s
outcome (in the absence of treatment) arise from the fact that h(u,0) diﬀers from h(u,1), that
is, the eﬀect of the unobservable on outcomes changes over time. Like the standard model, our
approach does not rely on tracking individuals over time; each individual has a new draw of Ui,
and though the distribution of that draw is assumed not to change over time within groups, we
do not make any assumptions about whether a particular individual has the same realization
Ui in each period. Thus, the estimators we derive for our model will be the same whether we
observe a panel of individuals over time or a repeated cross-section. We discuss alternative
models for panel data in more detail in Section 3.4.
Just as in the standard DID approach, if we only wish to estimate the eﬀect of the interven-
tion on the treatment group, no assumptions are required about how the intervention aﬀects
outcomes. To analyze the counterfactual eﬀect of the intervention on the control group, we
assume that in the presence of the intervention,
Y I
i = hI(Ui,T i)
for some function hI(u,t) that is increasing in u. That is, the eﬀect of the treatment at a
given time is the same for individuals with the same Ui = u, irrespective of the group. No
further assumptions are required on the functional form of hI, so the treatment eﬀect, equal to
hI(u,1) − hN(u,1) for individuals with unobserved component u, can diﬀer across individuals.
Because the distribution of the unobserved component U can vary across groups, the average
return to the policy intervention can vary across groups as well.
10To be precise, we say that a model is invariant to the scaling of the outcome if, given the validity of the
model for Y , the same assumptions remain valid for any strictly monotone transformation of the outcome.
[6]3 Identiﬁcation in Models with Continuous Outcomes
3.1 The Changes-In-Changes Model
This section considers identiﬁcation of the CIC model. We modify the notation by dropping the
subscript i, and treating (Y,G,T,U) as a vector of random variables. To ease the notational
burden, we deﬁne the following random variables:
Y N
gt
d ∼ Y N￿ ￿G = g,T = t, Y I
gt
d ∼ Y I￿ ￿G = g,T = t,
Ygt
d ∼ Y |G = g,T = t, Ug
d ∼ U |G = g.
Recall that Y = Y N · (1 − I)+I · Y I, where I = G · T is an indicator for the treatment. The
corresponding distribution functions are FY N,gt,F Y I,gt,F Y,gt, and FU,g, with supports YN
gt, YI
gt,
Ygt, and Ug respectively.
We analyze sets of assumptions that identify the distribution of the counterfactual second
period outcome for the treatment group, that is, sets of assumptions that allow us to express the
distribution FY N,11 in terms of the joint distribution of the observables (Y,G,T). In practice,
these results allow us to express FY N,11 in terms of the three estimable conditional outcome
distributions in the other three subpopulations not subject to the intervention FY,00,F Y,01, and
FY,10. Consider ﬁrst a model of outcomes in the absence of the intervention.
Assumption 3.1 (Model) The outcome of an individual in the absence of intervention sat-
isﬁes the relationship Y N = h(U,T).
The next set of assumptions restricts h and the joint distribution of (U,G,T).
Assumption 3.2 (Strict Monotonicity) The production function h(u,t), where h : U ×
{0,1}→R, is strictly increasing in u for t ∈{ 0,1}.
Assumption 3.3 (Time Invariance Within Groups) U ⊥ T | G.
Assumption 3.4 (Support) U1 ⊆ U0.
Assumptions 3.1-3.3 comprise the changes-in-changes (CIC) model; we will invoke Assump-
tion 5.2 selectively for some of the identiﬁcation results as needed. Assumption 3.1 requires
that outcomes not depend directly on the group, and further that all relevant unobservables
can be captured in a single index, U. Assumption 3.2 requires that higher unobservables corre-
spond to strictly higher outcomes. Such monotonicity arises naturally when the unobservable
is interpreted as an individual characteristic such as health or ability although the assumption
of a single index is restrictive. It rules out, for example, the presence of classical measurement
error on the outcome. Strict monotonicity is automatically satisﬁed in additively separable
models, but it allows for a rich set of non-additive structures that arise naturally in economic
[7]models. The distinction between strict and weak monotonicity is innocuous in models where
the outcomes Ygt are continuous.11 However, in models where there are mass points in the
distribution of Y N
gt , strict monotonicity is unnecessarily restrictive.12 In Section 4, we focus
speciﬁcally on discrete outcomes; the results in this section are intended primarily for models
with continuous outcomes (although they remain valid with discrete outcomes).
Assumption 3.3 requires that the population of agents within a given group does not change
over time. This strong assumption is at the heart of both the DID and CIC approaches. It
requires that any diﬀerences between the groups be stable, so that estimating the trend on one
group can assist in eliminating the trend in the other group. This assumption allows for general
dependence of the unobserved component on the group indicator. Under this assumption, any
change over time within a group of the variance of outcomes will be attributed to changes over
time in the production function; in contrast, the standard DID model with full independence
rules out such changes, and the DID model with mean-independence ignores such changes.
When the outcomes are continuous, the assumptions of the CIC model do not restrict the
data, and thus the model is not testable.
Assumption 5.2 implies that Y10 ⊆ Y00 and YN
11 ⊆ Y01; below, we relax this assumption in
a corollary of the identiﬁcation theorem.
Our analysis makes heavy use of inverse distribution functions, which are right-continuous
but not neccessarily strictly increasing. We will use the convention that, for q ∈ [0,1], and for
a random variable Y with support Y,
F−1
Y (q)=i n f{y ∈ Y : FY (y) ≥ q}. (3.7)
This implies that FY (F−1
Y (q)) ≥ q, and F−1
Y (FY (y)) ≤ y with equality for these inequalities at
all y for continuous Y , and for discrete Y equality in the second equation at mass points, and
at discontinuity points of F−1
Y (q) in the ﬁrst equation.
Identiﬁcation for the CIC model is established in the following theorem.
Theorem 3.1 (Identification of the CIC Model) Suppose that Assumptions 3.1-5.2
hold. Then the distribution of Y N
11 is identiﬁed, and
FY N,11(y)=FY,10(F−1
Y,00(FY,01(y))). (3.8)
Proof: By Assumption 3.2, h(u,t) is invertible in u; denote the inverse by h−1(y;t). Consider
the distribution FY N,gt:
FY N,gt(y)=P r ( h(U,t) ≤ y|G = g) = Pr(U ≤ h−1(y;t)|G = g)
11To see this, observe that if Ygt is continuous and h is nondecreasing in u, Ygt and Ug must be one-to-one,
and so Ug is continuous as well. But then, h must be strictly increasing in u.
12Since Ygt = h(Ug,t), strict monotonicity of h implies that each mass point of Yg0 corresponds to a mass
point of equal size in the distribution of Yg1.
[8]=P r ( Ug ≤ h−1(y;t)) = FU,g(h−1(y;t)). (3.9)
The preceeding equation is central to the proof. Letting (g,t)=( 0 ,0) and substituting in
y = h(u,0),
FY,00(h(u,0)) = FU,0(h−1(h(u,0);0)) = FU,0(u).
Then applying F−1
Y,00 to each quantity, we have for all u ∈ U0,13
h(u,0) = F−1
Y,00(FU,0(u)). (3.10)
Second, applying (3.9) with (g,t)=( 0 ,1), and using the fact that h−1(y;1)∈U0 for all y ∈Y01,
h−1(y;1)=F−1
U,0(FY,01(y)) (3.11)
for all y ∈Y01. Combining (3.10) and (3.11) yields, for all y ∈Y01,
h(h−1(y;1),0) = F−1
Y,00(FY,01(y)). (3.12)
Note that h(h−1(y;1),0) is the period 0 outcome for an individual with the realization of u that
corresponds to outcome y in group 0 and period 1. Equation (3.12) shows that this outcome
can be determined from the observable distributions.
Third, apply (3.9) with (g,t)=( 1 ,0), and substitute y = h(u,0) to get
FU,1(u)=FY,10(h(u,0)). (3.13)
Combining (3.12) and (3.13), and substituting into (3.9) with (g,t)=( 1 ,1), we obtain for all
y ∈Y01,
FY N,11(y)=FU,1(h−1(y;1)) = FY,10(h(h−1(y;1),0)) = FY,10(F−1
Y,00(FY,01(y))).
By Assumption 5.2, U1 ⊆ U0, it follows that YN
11 ⊆ Y01. Thus, the directly estimable distribu-
tions FY,10,F Y,00, and FY,01 determine FY N,11 for all y ∈YN
11. ￿




This transformation gives the second period outcome for an individual with an unobserved
component u such that h(u,0) = y. Then, the distribution of Y N
11 is equal to the distribution
of kcic(Y10). This transformation suggests that the average treatment eﬀect can be written as:
τcic ≡ E[Y I
11 − Y N
11]=E[Y I
11] − E[kcic(Y10)] = E[Y I
11] − E[F−1
Y,01(FY,00(Y10))]. (3.15)




[9]and an estimator for this eﬀect can be constructed using empirical distributions and sample
averages.
The transformation kcic is illustrated in Figure 1. Start with a value of y, with associated
quantile q in the distribution of Y10, as illustrated in the bottom panel of Figure 1. Then ﬁnd
the quantile for the same value of y in the distribution of Y00,F Y,00(y)=q0. Next, compute the
change in y according to kcic, by ﬁnding the value for y at that quantile q0 in the distribution





as illustrated in the top panel of Figure I. Finally, compute a counterfactual value of Y N
11 equal
to y +∆ cic, so that
kcic(y)=y +∆ cic = F−1
Y N,11(FY,10(y)) = F−1
Y N,11(q).
For the standard DID model the equivalent transformation is
kDID(y)=y + E[Y01] − E[Y00].
Consider now the role of the support restriction, Assumption 5.2. Without it, we can only
estimate the distribution function of Y N
11 on Y01. Outside that range, we have no information
about the distribution of Y N
11.
Corollary 3.1 (Identification of the CIC Model Without Support Restrictions)
Suppose that Assumptions 3.1-3.3 hold. Then we can identify the distribution of Y N
11 on Y01.
For y ∈ Y01,F Y N,11 is given by (3.8). Outside of Y01, the distribution of Y N
11 is not identiﬁed.
To see how this result could be used, deﬁne
q = min
y∈Y00
FY,10(y), ¯ q = max
y∈Y00
FY,10(y). (3.16)
Then, for any q ∈ [q, ¯ q], we can calculate the eﬀect of the treatment on quantile q of the
distribution of FY,10, according to
τcic
q ≡ F−1
Y I,11(q) − F−1
Y N,11(q)=F−1
Y I,11(q) − F−1
Y,01(FY,00(F−1
Y,10(q))). (3.17)
Thus, even without the support assumption (5.2), for all quantiles of Y10 that lie in this range,
it is possible to deduce the eﬀect of the treatment. Furthermore, for any bounded function
g(y), it will be possible to put bounds on E[g(Y I
11)−g(Y N
11)], following the approach of Manski
(1990, 1995). When g is the identity function and the supports are bounded, this approach
yields bounds on the average treatment eﬀect.
The standard DID approach requires no support assumption to identify the average treat-
ment eﬀect. Corollary 3.1 highlights the fact that the standard DID model identiﬁes the average
[10]treatment eﬀect only through extrapolation: because the average time trend is assumed to be
the same in both groups, we can apply the time trend estimated on the control group to all
individuals in the initial period treatment group, even those who experience outcomes outside
the support of the initial period control group.
Also, observe that our analysis extends naturally to the case with covariates X; we simply
require all assumptions to hold conditional on X. Then, Theorem 3.1 extends to establish
identiﬁcation of Y N
11|X. Of course, there is no requirement about how the distribution of X
varies across subpopulations; thus, we can relax somewhat our assumption that population
characteristics are stable over time within a group, if all relevant factors that change over time
are observable.
The CIC model treats groups and time periods asymmetrically. Of course, there is nothing
intrinsic about the labels of period and group. In some applications, it might make more
sense to reverse the roles of the two, yielding what we refer to as the reverse CIC (CIC-
r) model. For example, (CIC-r) applies in a setting where, in each period, each member
of a population is randomly assigned to one of two groups, and these groups have diﬀerent
“production technologies.” The production technology does not change over time in the absence
of the intervention; however, the composition of the population changes over time (e.g., the
underlying health of 60-year-old males participating in a medical study changes year by year),
so that the distribution of U varies with time but not across groups. To uncover the average
eﬀect of the new technology we need to estimate the counterfactual distribution in the second
period treatment group, which combines the treatment group production function with the
second period distribution of unobservables. When the distribution of outcomes is continuous,
neither the CIC nor the CIC-r model has testable restrictions, and so the two models cannot
be distinguished. Yet, these approaches yield diﬀerent estimates. Thus, it will be important in
practice to justify the choice of which dimension is called the group and which is called time.
3.2 The Counterfactual Eﬀect of the Policy for the Untreated Group
Until now, we have only speciﬁed a model for an individual’s outcome in the absence of the
intervention. No model for the outcome in the presence of the intervention is required to draw
inferences about the eﬀect of the policy change on the treatment group, that is, the eﬀect of
“the treatment on the treated” (e.g., Heckman and Robb, 1985); we simply need to compare
the actual outcomes in the treated group with the counterfactual. However, more assumptions
are required to analyze the eﬀect of the treatment on the control group.
Consider augmenting the CIC model with an assumption about the treated outcomes. It
seems natural to specify that these outcomes follow a model analogous to that for untreated
outcomes, so that Y I = hI(U,T). In words, at a given point in time, the eﬀect of the treatment
is the same across groups for individuals with the same value of the unobservable. However,
outcomes can diﬀer across individuals with diﬀerent unobservables, and no further functional
[11]form assumptions are imposed about the incremental returns to treatment, hI(u,t) −h(u,t).14
At ﬁrst, it might appear that ﬁnding the counterfactual distribution of Y I
01 could be qual-
itatively diﬀerent than ﬁnding the counterfactual distribution of Y N
11, since three out of four
subpopulations did not experience the treatment. However, it turns out that the two problems
are symmetric. Since Y I
01 = hI(U0,1) and Y00 = h(U0,0),
Y I
01
d ∼ hI(h−1(Y00;0),1). (3.18)
Since the distribution of U1 does not change with time, for y ∈supp[Y10],
F−1
Y I,11(FY,10(y)) = hI(h−1(y;0),1). (3.19)
This is just the transformation kcic(y) with the roles of group 0 and group 1 reversed. Following
this logic, to compute the counterfactual distribution of Y I
01, we simply apply the approach
outlined in Section 3.1, but replace G with 1 − G.15 Summarizing:
Theorem 3.2 (Identification of the Counterfactual Effect of the Policy in the
CIC Model) Suppose that Assumptions 3.1-3.3 hold. In addition, suppose that Y I = hI(U,T),
where hI(u,t) is strictly increasing in u. Then the distribution of Y I
01 is identiﬁed on the re-
stricted support supp[Y I
11], and is given by
FY I,01(y)=FY,00(F−1
Y,10(FY I,11(y))). (3.20)
If supp[U0]⊆supp[U1], then supp[Y I
01]⊆supp[Y I
11], and FY I,01 is identiﬁed everywhere.




Y,10(FY I,11(y)) = h(hI,−1(y;1),0).
Using this and (3.18), for y ∈supp[Y I
11],
Pr(hI(h−1(Y00;0),1) ≤ y)=P r ( Y00 ≤ F−1
Y,10(FY I,11(y))) = FY,00(F−1
Y,10(FY I,11(y))).
The statement about supports follows from the deﬁnition of the model. ￿
14Although we require monotonicity of h and h
I in u, we do not require that the value of the unobserved
component is identical in both regimes, merely that the distribution remains the same (that is, U ⊥ G|T). For
example, letting U
N and U
I denote the unobserved components in the two regimes, we could have a ﬁxed eﬀect




i , and U
I
i = εi +ν
I





i are idiosyncratic errors with the same distribution in both regimes.
15It might also be interesting to consider the eﬀect that the treatment would have had in the ﬁrst period.
Our assumption that h




10 are not identiﬁed, since no information
is available about h
I(u,0). Only if we make a much stronger assumption, such as h
I(u,0) = h
I(u,1) for all u,
can we identify the distribution of Y
I











restrictive assumption. Comparably strong assumptions are required to infer the eﬀect of the treatment on the
control group in the CIC-r model, since the roles of group and time are reversed in that model.
[12]Notice that in this model, not only can the policy change take place in a group with diﬀerent
distributional characteristics (e.g. “good” or “bad” groups tend to adopt the policy), but
further, the expected beneﬁt of the policy may vary across groups. Because hI(u,t) − h(u,t)
varies with u, if FU,0 is diﬀerent from FU,1, then the expected incremental beneﬁt to the policy
diﬀers.16 For example, suppose that E[hI(U,1) − h(U,1)|G =1 ]> E[hI(U,1) − h(U,1)|G = 0].
Then, if the costs of adopting the policy are the same for each group, we would expect that if
policies are chosen optimally, the policy would be more likely to be adopted in group 1. Using
the method suggested by Theorem 3.2, it is possible to compare the average eﬀect of the policy
in group 1 with the counterfactual estimate of the eﬀect of the policy in group 0 and to verify
whether the group with the highest average beneﬁts is indeed the one that adopted the policy.
It is also possible to describe the range of adoption costs and distributions over unobservables
for which the treatment would be cost-eﬀective or not.
In the remainder of the paper, we focus on identiﬁcation and estimation of the distribution
of Y N
11. However, the results that follow extend in a natural way to Y I
01; simply exchange the
labels of the groups 0 and 1 to calculate the negative of the treatment eﬀect for group 0.
3.3 The Quantile DID Model
A third possible approach, distinct from the DID and CIC models, applies DID to each quantile
rather than to the mean. We refer to this approach as the “Quantile DID” approach, or QDID.
Some of the DID literature has followed this approach for speciﬁc quantiles. Poterba, Venti,
and Wise (1995) and Meyer, Viscusi, and Durbin (1995) start from equation (2.1) and assume
that the median of Y N conditional on T and G is equal to α + β · T + η · G. Applying this





with FY N,11(y)=P r ( kQDID(Y10) ≤ y). As illustrated in Figure 1, for a ﬁxed y,we determine the
quantile q for y in the distribution of Y10,q= FY,10(y). The diﬀerence over time in the control
group at that quantile, ∆QDID = F−1
Y,01(q) − F−1
Y,00(q), is added to y to get the counterfactual
value, so that kQDID(y)=y+∆QDID. In this method, instead of comparing individuals across
groups according to their outcomes and accross time according to their quantiles, as in the CIC
model, we compare individuals across both groups and time according to their quantile.
The following model justiﬁes the QDID estimator:
Y N = ˜ h(U,G,T)=˜ hG(U,G)+˜ hT(U,T). (3.21)
16For example, suppose that the incremental returns to the intervention, h
I(u,1) − h(u,1), are increasing in
u, so that the policy is more eﬀective for high-u individuals. If FU,1(u) ≤ FU,0(u) for all u (i.e. First-Order
Stochastic Dominance), then expected returns to adopting the intervention are higher in group 1.
[13]The additional assumptions of the QDID model are: (i) ˜ h(u,g,t) is strictly increasing in u,
and (ii) U⊥(G,T); thus, the standard DID model is a special case of QDID.17 Under the
assumptions of the QDID model, the counterfactual distribution of Y N
11 is equal to that of
kQDID(Y10). Details of the identiﬁcation proof are in Athey and Imbens (2002), hereafter AI.
Although the estimate of the counterfactual distribution under the QDID model diﬀers from
that under the DID model, under continuity the means of the two counterfactual distributions
are identical: E[kDID(Y10)] = E[kQDID(Y10)].
The QDID model has several disadvantages relative to the CIC model: (i) additive sepa-
rability of h is diﬃcult to justify, and it implies that the assumptions are not invariant to the
scaling of y; (ii) the underlying distribution of unobservables must be identical in all subpop-
ulations, eliminating an important potential source of intrinsic heterogeneity; (iii) the QDID
model places some restrictions on the data.18
3.4 Panel Data versus Repeated Cross-Sections
The discussion so far has avoided distinguishing between panel data and repeated cross-sections.
In order to discuss these issues it is convenient to introduce additional notation. For individual
i, let Yit be the outcome in period t, for t =0 ,1. We augment the model by allowing the
unobserved component to vary with time:
Y N
it = h(Uit,t).
The monotonicity assumption is the same as before: h(u,t) must be increasing in u.W e d o
not place any restrictions on the correlation between Ui0 and Ui1, but we modify Assumption
3.3 to require that conditional on Gi, the marginal distribution of Ui0 is equal to the marginal
distribution of Ui1. Formally, Ui0|Gi
d ∼ Ui1|Gi. Note that the CIC model (like the standard DID
model) does not require that individuals maintain their rank over time, that is, it does not
require Ui0 = Ui1. Although Ui0 = Ui1 is an interesting special case, in many contexts, perfect
correlation over time is not reasonable.19 Alternatively one may have Uit = εi +νit, with νit an
idiosyncratic error term with the same distribution in both periods.
The estimator proposed in this paper therefore applies to the panel setting as well as the
cross-section setting. In the panel setting it is distinct from the estimand based on the assump-
tion unconfoundedness or “selection on observables” (Barnow, Cain, and Goldberger, 1980;
17As with the CIC model, the assumptions of this model are unduly restrictive if outcomes are discrete. The
discrete version of QDID allows ˜ h to be weakly increasing in u; the main substantive restriction implied by the
QDID model is that the model should not predict outcomes out of bounds. For details on this case, see Athey
and Imbens (2002).
18Without any restrictions on the distributions of Y00,Y 01, and Y10, the transformation k
QDID is not necessarily
monotone, as it should be under the assumptions of the QDID model; thus, the model is testable (see AI for
details).
19If an individual gains experience or just age over time, her unobserved skill or health is likely to change. See
Heckman, Smith and Clements (1997) for an analysis of various models of the correlation between Ui0 and Ui1.
[14]Rosenbaum and Rubin, 1983; Heckman and Robb, 1984). Under such an assumption individu-
als in the treatment group with an initial period outcome equal to y are matched to individuals
in the control group with an identical ﬁrst period outcome, and their second period outcomes
are compared. Formally, let FY01|Y00(·|·) be the conditional distribution function of Y01 given
Y00. Then, for the “selection on observables” model,
FY N,11(y)=E[FY01|Y00(y|Y10)],
which is in general diﬀerent from the counterfactual distribution for the CIC model, FY N,11(y)=
FY,10(F−1
Y,00(FY,01(y))). The two models are equivalent if and only if Ui0 ≡ Ui1, that is, if in
the population there is perfect rank correlation between the ﬁrst and second period unobserved
components.
Several other authors have analyzed semi-parametric models with ﬁxed eﬀects in panel data
settings, including Honore (1992), Kyriazidou (1997), and Altonji and Matzkin (1997, 2001).
Typically these models have an endogenous regressor that may take on a range of values in
each period. In contrast, in the DID setting only one subpopulation receives the treatment.
3.5 Application to Wage Decompositions
A distinct but related problem to that of estimating the eﬀect of interventions in a diﬀerence-
in-diﬀerences setting is studied in the literature on wage decompositions. In a typical example,
researchers compare wage distributions for two groups, e.g., men and women, or Whites and
Blacks, at two points in time. Juhn, Murphy, and Pierce (1991) and Altonji and Blank (2000)
decompose changes in Black-White wage diﬀerentials, after taking out diﬀerences in observed
characteristics, into two eﬀects: (i) the eﬀect due to changes over time in the distribution of
unobserved skills among Blacks, and (ii) the eﬀect due to common changes over time in the
market price of unobserved skills.
In their survey of studies of race and gender in the labor market, Altonji and Blank (2000)
formalize a suggestion by Juhn, Murphy and Pierce (1991) to generalize the standard paramet-
ric, additive model for this problem to a nonparametric one, using the following assumptions:
(i) the distribution of White skills does not change over time, whereas the distribution of Black
skills can change in arbitrary ways; (ii) there is a single, strictly increasing function mapping
skills to wages in each period, the market equilibrium pricing function. This pricing function
can change over time, but is the same for both groups within a time period. Under the Altonji-
Blank model, if we let Whites be group W and Blacks be group B, and let Y be the observed
wage, then E[YB1] − E[F−1
Y,W1(FY,W0(YB0))] is interpreted as the part of the change in Blacks’
average wages due to the change over time in unobserved Black skills. Interestingly, this ex-
pression is the same as the expression we derived for τcic, even though the interpretation is
very diﬀerent: in our case the distribution of unobserved components remains the same over
time, and the diﬀerence is interpreted as the eﬀect of the intervention. This illustrates a close
connection between the diﬀerence-in-diﬀerences model and models for wage decompositions.
[15]Note that to apply an analog of our estimator of the eﬀect of the treatment on the control
group in the wage decomposition setting, we would require additional structure to specify what
it would mean for Whites to experience “the same” change over time in their skill distribution
that Blacks did, since the initial skill distributions are diﬀerent. More generally, the precise
relationship between estimators depends on the primitive assumptions for each model, since
the CIC, CIC-r, and QDID models all lead to distinct estimators. The appropriateness of the
assumptions of the underlying structural models must be justiﬁed in each application, for both
treatment eﬀects and wage decompositions.
Altonji and Blank (2000) do not analyze the asymptotic properties of their estimator. Thus,
the asymptotic theory we provide for the CIC estimator is useful for the wage decomposition
problem as well. In addition, as we show below, the model, estimator, and asymptotic theory
must be modiﬁed when data are discrete. Discrete wage data is common, since it arises if
wages are measured in intervals or if there are mass points (such as the minimum wage, round
numbers, or union wages) in the observed wage distribution.
3.6 Relation to Econometric Literature Exploiting Monotonicity
In our approach to non-parametric identiﬁcation, monotonicity of the production function plays
a central role. Here, we build on Matzkin (1999, 2003), who initiated a line of research inves-
tigating the role of monotonicity in wide range of models, starting with an analysis of the case
with exogenous regressors. In subsequent work (e.g. Das (2000, 2001), Imbens and Newey
(2001), and Chesher (2003)), monotonicity of the relation between the endogenous regressor
and the unobserved component plays a crucial role in settings with endogenous regressors. In
all these cases, as in the current paper, monotonicity in unobserved components implies a di-
rect one-to-one link between the structural function and the distribution of the unobservables,
a link that can be exploited in various ways. All of these papers require strict monotonicity,
typically ruling out settings with discrete endogenous regressors other than in trivial cases. Few
results are available for binary or discrete data,20 because typically (as in this paper) discrete
data in combination with weak monotonicity leads to loss of point identiﬁcation of the usual
estimands, e.g., population average eﬀects. In the current paper, we show below that although
point identiﬁcation is lost, one can still identify bounds on the population average eﬀect of the
intervention in the DID setting or regain point identiﬁcation through additional assumptions.
Consider more speciﬁcally the relationship of our paper with the recent innovative work of
Altonji and Matzkin (1997, 2001, 2003) (henceforth AM). In both our study and in AM, there
is a central role for analyzing subpopulations that have the same distribution of unobservables.
In our work, we argue that a deﬁning feature of a group in a DID setting should be that the
distribution of unobservables is the same in the group in diﬀerent time periods. AM focus on
20An exception is Imbens and Angrist (1994), who use a weak monotonicity assumption and obtain results for
the subpopulation of compliers.
[16]subsets of realizations of a vector of covariates Z, where for all realizations in a particular subset,
the distribution of unobservables is the same. In one example, Z incorporates an individual’s
history of experiences, and permutations of that history should not aﬀect the distribution of
unobservables. So, an individual who completed ﬁrst training program A and then program B
would have the same unobservables as an individual who completed program B and then A. In
a cross-sectional application, if in a given family, one sibling was a high-school graduate and
the other a college graduate, both siblings would have the same unobservables. In both our
study and AM, within a subpopulation (induced by covariates) with a common distribution of
unobservables, after normalizing the distribution of unobservables to be uniform, it is possible
to identify a strictly increasing production function as the inverse of the distribution of out-
comes conditional on the covariate. AM focus on estimation and inference for the production
function itself, and as such they use an approach based on kernel methods. In contrast, we are
interested in estimating the average diﬀerence of the production function for diﬀerent subpopu-
lations. We establish uniform convergence of our implicit estimator of the production function,
in order to obtain root-n consistency of our estimator of the average treatment eﬀect for the
treated and control groups as well as for treatment eﬀects at a given quantile. We use the
empirical distribution function as an estimator of the distribution function of outcomes in each
subpopulation, which does not require the choice of smoothing parameters. Furthermore, our
approach generalizes naturally to the case with discrete outcomes (as we argue, a commonly
encountered case), and our continuous-outcome estimator of the average treatment eﬀect can
be interpreted as a bound on the average treatment eﬀect when outcomes are discrete. Thus,
the researcher need not make an a priori choice about whether to use the discrete or continuous
model since we provide bounds that collapse when outcomes are continuous.
The next section develops the discrete model and analyzes identiﬁcation.
4 Identiﬁcation in Models with Discrete Outcomes
With discrete outcomes the baseline CIC model as deﬁned by Assumptions 3.1-3.3 implies
unattractive restrictions. We therefore weaken Assumption 3.2 by allowing for weak rather than
strict monotonicity. We show that this model is not identiﬁed without additional assumptions,
and calculate bounds on the counterfactual distribution. We also propose two approaches to
tighten the bounds or even restore point identiﬁcation, one using an additional assumption on
the distribution of unobservables, and one based on the presence of exogenous covariates.
However, we note that there are other possible approaches for tightening the bounds. For
example, one may wish to consider restrictions on how the distribution of the unobserved com-
ponents varies across groups, such as stochastic dominance relations or parametric functional
forms. Alternatively one may wish to put more structure on (the changes over time in) the pro-
duction functions, or restrict the treatment eﬀect as a function of the unobserved component.
We leave these possibilities for future work.
[17]4.1 Bounds in the Discrete CIC Model
The standard DID model imputes the averge outcome in the second period for the treated
subpopulation in the absence of the treatment to E[Y N
11]=E[Y10]+[E[Y01]−E[Y00]]. With binary
data the imputed average for the second period treatment group outcome is not guaranteed to
lie in the interval [0,1]. For example, suppose E[Y10]=.5, E[Y00]=.8 and E[Y01]=.2. In the
control group the probability of success decreases from .8 to .2. However, it is impossible that a
similar percentage point decrease could have occurred in the treated group in the absence of the
treatment, since the implied probability of success would be less than zero.21 The CIC model
is also not very attractive as it severely restricts the joint distribution of the observables.22
We therefore weaken the strict monotonicity condition to:
Assumption 4.1 (Weak Monotonicity) h(u,t) is non-decreasing in u.
This assumption allows, for example, a latent index model h(U,T)=1{˘ h(U,T) > 0}, for
some ˘ h strictly increasing in U. With weak instead of strict monotonicity, we no longer obtain
point identiﬁcation. Instead, we can derive bounds on the average eﬀect of the treatment in
the spirit of Manski (1990, 1995). To build intuition, consider again an example with binary
outcomes. Without loss of generality we assume that in the control group U has a uniform
distribution on the interval [0,1]. Let u0(t) = sup{u : h(u,t)=0 }. The observables relate to
the primitives of the model according to
E[Y N
gt ]=P r ( Ug >u 0(t)). (4.22)
In particular, E[Y N
11] = Pr(U1 >u 0(1)). All we know about the distribution of U1 is that
Pr(U1 >u 0(0)) = E[Y10]. Suppose that E[Y01] > E[Y00], implying u0(1) <u 0(0). Then, there
are two extreme cases for the distribution of U1 conditional on U1 <u 0(0). First, all of the
mass might be concentrated between u0(0) and u0(1). In that case, Pr(U1 >u 0(1)) = 1. Second,
there might be no mass between u0(0) and u0(1), in which case Pr(U1 >u 0(1)) = Pr(U1 >
u0(0)) = E[Y10]. Together, these two cases imply E[Y N
11] ∈ [E[Y10],1]. Analogous arguments
yield bounds on E[Y N
11] when E[Y01] < E[Y00]. When E[Y01]=E[Y00], we conclude that the
production function does not change over time, and so the probability of success does not
21 One approach that has been used to deal with this problem (Blundell, Dias, Meghir and Van Reenen, 2001)
is to specify an additive linear model for a latent index,
Y
∗
i = α + β · Ti + η · Gi + τ · Ii + εi,
with the observed outcome equal to an indicator that the latent index is positive, Yi =1 {Y
∗
i ≥ 0}. Given a
distributional assumption on εi (e.g., logistic), one can estimate the parameters of the latent index model and
derive the implied estimated average eﬀect for the second period treatment group.
22For example, with binary outcomes, strict monotonicity of h(u,t)i nu implies that U is binary with h(0,t)=0
and h(1,t) = 1 and thus Pr(Y = U|T = t) = 1, or Pr(Y = U) = 1. Independence of U and T then implies
independence of Y and T, which is very restrictive.
[18]change over time within a group either, implying E[Y N
11]=E[Y10]. Since the average treatment
eﬀect, τ, is deﬁned by τ = E[Y I
11] − E[Y N






11] − 1, E[Y I
11] − E[Y10]] if E[Y01] > E[Y00]
E[Y I
11] − E[Y10]i f E[Y01]=E[Y00]
[E[Y I
11] − E[Y10], E[Y I
11]] if E[Y01] < E[Y00].
In this binary example the sign of the treatment eﬀect is determined if and only if the observed
time trends in the treatment and control groups move in opposite directions.
Now consider the general case, where Y can be mixed discrete and continuous. Our deﬁnition
of the inverse distribution function F−1
Y (q)=i n f {y ∈ Y|FY (y) ≥ q} implies FY (F−1
Y (q)) ≥ q.
It is useful to have an alternative inverse distribution function. Deﬁne
F
(−1)
Y (q)=s u p {y ∈ Y ∪ {−∞} : FY (y) ≤ q}, (4.23)
where we use the convention FY (−∞)=0 . For q such that q = FY (y) for some y ∈ Y, the two
deﬁnitions of inverse distribution functions agree and F
(−1)
Y (q)=F−1
Y (q). For other values of q
FY (F
(−1)












Theorem 4.1 (Bounds in the Discrete CIC Model) Suppose that Assumptions 3.1, 3.3,
5.2, and 4.1 hold. Suppose that U is continuous. Then we can place bounds on the distribution of
Y N
11.F o ry<inf Y01,F LB
Y N,11(y)=FUB
Y N,11(y)=0 , for y>inf Y01,F LB
Y N,11(y)=FUB
Y N,11(y)=1 ,







These bounds are tight.
Proof: By assumption U1 ⊆ U0. Without loss of generality we can normalize U0 to be uniform
on [0,1].23 Then for y ∈ Y0t,
FY,0t(y)=P r ( h(U0,t) ≤ y)=s u p {u : h(u,t)=y}. (4.25)
Deﬁne
K(y) ≡ sup{y0 ∈ Y00∪{−∞} : FY,00(y0) ≤ FY,01(y)}, (4.26)
¯ K(y) ≡ inf{y0 ∈ Y00 : FY,00(y0) ≥ FY,01(y)}. (4.27)
By our deﬁnitions of inverse distribution functions, (3.7) and (4.23), we have
K(y)=F
(−1)
Y,00 (FY,01(y)), ¯ K(y)=F−1
Y,00(FY,01(y)). (4.28)
23To see that there is no loss of generality, observe that given a real-valued random variable U0 with convex
support, we can construct a nondecreasing function ψ such that FU,0(u)=P r ( ψ(U
∗) ≤ u), where U
∗
0 is uniform
on [0,1]. Then, ˘ h(u,t)=˜ h(ψ(u),t) is nondecreasing in u since ˜ h is, and the distribution of Y0t is unchanged.
Since U1 ⊆ U0, the distribution of Y1t is unchanged as well.
[19]Using (4.25) and continuity of U, we can express FY N,1t(y)a s
FY N,1t(y)=P r ( Y N
1t ≤ y) = Pr(h(U1,t) ≤ y) (4.29)
=P r ( U1 ≤ sup{u : h(u,t)=y} )=P r
￿
U1 ≤ FY N,0t(y)
￿
.
Thus, using (4.26), (4.27), and (4.29),
FY,10(K(y)) = Pr(U1 ≤ FY,00(K(y)) ) ≤ Pr(U1 ≤ FY,01(y))=FY N,11(y), (4.30)
FY,10(¯ K(y)) = Pr
￿
U1 ≤ FY,00(¯ K(y))
￿
≥ Pr(U1 ≤ FY,01(y))=FY N,11(y). (4.31)
Substituting (4.28) into (4.30) and (4.31) yields the desired result.
To see that the bounds are tight, consider a given F≡ (FY,00,F Y,01,F Y,10). Normalizing U0 to
be uniform on [0,1], for u ∈ [0,1] deﬁne h(u,t)=F−1
Y,0t(u). Observe that this is nondecreasing
and left-continuous, and this h and FU,0 are consistent with FY,00 and FY,01. Further, using
(4.29), consistency with FY,01 is equivalent to
FU,1(FY,00(y)) = FY,10(y) (4.32)
for all y ∈ Y10. Let FLB
U,1 and FUB
U,1 be the (pointwise) inﬁmum and supremum of the set of
all probability distributions with support contained in [0,1] and consistent with (4.32). Then,
applying the deﬁnitions of K(y) and ¯ K(y), for y ∈ Y00
FLB
U,1 (FY,01(y)) = inf{q ∈ [0,1] : q ≥ FY,10(K(y))} = FY,10(K(y)) ≡ FLB
Y N,11(y),
FUB
U,1 (FY,01(y)) = sup{q ∈ [0,1] : q ≤ FY,10(¯ K(y))} = FY,10(¯ K(y)) ≡ FUB
Y N,11(y).
Thus, there can be no tighter bounds. ￿
The proof of Theorem 4.1 is illustrated in Figure 2. The top left panel of the ﬁgure summa-
rizes a hypothetical dataset for an example with four possible outcomes, {λ0,λ 1,λ 2,λ 3}. The
top right panel of the ﬁgure illustrates the production function in each period, as inferred from
the group 0 data (when U0 is normalized to be uniform), where uk(t) is the value of u at which
h(u,t) jumps up to λk. In the bottom right panel, the diamonds represent the points of the
distribution of U1 that can be inferred from the distribution of Y10. The distribution of of U1
is not identiﬁed elsewhere. This panel illustrates the inﬁmum and supremum of the probability
distributions that pass through the given points; these are bounds on FU1. The circles indicate
the highest and lowest possible values of FY N
11(y)=FU1(uk(t)) for the support points; we will
return to discuss the dotted line in the next section.
Note that if we simply ignore the fact that the outcome is discrete and use the continuous
CIC estimator (3.8) to construct FY N,11, we will obtain the upper bound FUB
Y N,11 from Theorem
4.1. If we calculate E[Y N
11] directly from the distribution FUB
Y N,11,24 we will thus obtain the
24With continuous data, k
cic(Y10) has the distribution given in (3.8), and so (3.15) can be used to calculate
the average treatment eﬀect. As we show below, with discrete data, k





Y N,11, and so an estimate based directly on (3.8) yields a diﬀerent answer than one based on (3.15).
[20]lower bound for the estimate of E[Y N
11], which in turn yields the upper bound for the average
treatment eﬀect, E[Y I
11] − E[Y N
11]. Clearly, conﬁdence intervals will be misleading in that case.
4.2 Point Identiﬁcation in the Discrete CIC Model Through the Conditional
Independence Assumption
The following assumption restores point identiﬁcation in the discrete CIC model.
Assumption 4.2 (Conditional Independence) U ⊥ G | Y,T.
In the continuous CIC model, the level of outcomes can be compared across groups, and
the quantile of outcomes can be compared over time. The role of Assumption 4.2 is to preserve
that idea in the discrete model. In other words, to ﬁgure out what would have happened to
a treated unit in the ﬁrst period with outcome y, we look at units in the ﬁrst period control
group with the same outcome y. Using weak monotonicity, we can derive the distribution of
their second period outcomes, and we use that to derive the counterfactual distribution for the
second period treated in the absence of the intervention. Note that together, Assumptions 4.2
and 4.1 are strictly weaker than the strict monotonicity assumption (3.2).25
Consider the consequences of Assumption 4.2 for identiﬁcation. To provide some intuition,
we initially focus on the binary case. Without loss of generality normalize U0 to be uniform on
[0,1], and recall the deﬁnition of u0(t) = sup{u : h(u,t)=0 }, so that 1−E[Y N
gt ]=Pr(Ug ≤ u0(t)).
Then we have for u ≤ u0(t),
Pr(U1 ≤ u| U1 ≤ u0(t)) = Pr(U1 ≤ u| U1 ≤ u0(t),T =0 ,Y =0 )




Using the preceeding expression together with an analogous expression for Pr(Ug >u | Ug >







E[Y00] (E[Y10] − E[Y00]) if E[Y01] ≤ E[Y00]
1 −
1−E[Y01]
1−E[Y00] (1 − E[Y10]) = E[Y01]+
1−E[Y01]
1−E[Y00] (E[Y10] − E[Y00]) if E[Y01] > E[Y00]
Notice that this formula always yields a prediction between 0 and 1. When the time trend in
the control group is negative, the counterfactual is the probability of successes in the treatment
group initial period, adjusted by the proportional change over time in the probability of success
in the control group. When the time trend is positive, the counterfactual probability of failure is
25If h(u,t) is strictly increasing in u, then one can write U = h
−1(T,Y), so that conditional on T and Y the
random variable U is degenerate and hence independent of G. If the outcomes are continuously distributed, the
Assumption 4.2 is automatically satisﬁed. In that case ﬂat areas of the function h(u,t) are ruled out as they
would induce discreteness of Y , and hence U must be continuous and the correspondence between Y and U must
be one-to-one.
[21]the probability of failure in the treatment group in the initial period adjusted by the proportional
change over time in the probability of failure in the control group.
This following theorem generalizes this discussion to more than two outcomes; to keep the
notation simple, we assume there are L possible outcomes.
Theorem 4.2 (Identification of the Discrete CIC Model) Suppose that Assumptions
3.1, 3.3, 5.2, 4.1, and 4.2 hold. Suppose that the range of h is a discrete set {λ0,...,λ L}. Then
the distribution of Y N













where fY,gt(y) is the probability function of Y conditional on T = t and G = g, and λ−1 = −∞
and FY,00(−∞)=0 .
Proof: Without loss of generality we assume that in the control group U has a uniform
distribution on the interval [0,1]. Then, the distribution of U given Y = λl, T = 0 and G =1
is uniform on the interval (FY,00(λl−1),F Y,00(λl)). Hence we can derive the density of U in
the treatment group as in (4.34). The counterfactual distribution of Y N
11 is then obtained by
integrating the transformation h(u,1) = F−1
Y,01(u) over this distribution, as in (4.33). ￿
The proof of Theorem 4.2 is illustrated in Figure 2. The dotted line in the bottom right
panel illustrates the counterfactual distribution FU1 based on the conditional independence
assumption. Given that U|G = 0 is uniform, the conditional independence assumption requires
that the distribution of U|G =1 ,Y = λl be uniform for each l, and the point estimate of
FY N,11(y) lies midway between the bounds of Theorem 4.1.
The average treatment eﬀect, τDCI, can be calculated using the distribution (4.33).
4.3 Point Identiﬁcation in the Discrete CIC Model Through Covariates
In this subsection, we show that introducing observable covariates (X) can tighten the bounds
on FY N,11 and, with suﬃcient variation, can even restore point identiﬁcation in the discrete-
choice model without Assumption 4.2. The covariates are assumed to be independent of U
conditional on the group and the distribution of the covariates can vary with group and time.26
Let us modify the CIC model for the case of discrete outcomes with covariates.
26The assumption that U ⊥ X | G is very strong, and should be carefully justiﬁed in applications, using similar
standards to those applied to justify instrumental variables. The analog of an “exclusion restriction” here is that
X is excluded from FUg(·). Although the covariates can be time-varying, such variation can make the conditional
independence of U even more restrictive.
[22]Assumption 4.3 (Discrete Model with Covariates) The outcome of an individual in
the absence of intervention satisﬁes the relationship
Y N = h(U,T,X).
Assumption 4.4 (Weak monotonicity) h(u,t,x) is nondecreasing in u for t =0 ,1 and for
all x ∈ X.
Assumption 4.5 (Covariate Independence) U ⊥ X | G.
We refer to the model deﬁned by Assumptions 4.3-4.5, together with time invariance (As-
sumption 3.3), as the Discrete CIC Model with Covariates. Note that Assumption 4.5 allows
the distribution of X to vary with group and time. Let X be the support of X, with Xgt the
support of X|G = g,T = t. We maintain the assumption that these supports are compact.
To see why variation in X aids in identiﬁcation, suppose that the range of h is a discrete
set {λ0,...,λ L}, and deﬁne
uk(t,x) = sup{u0 : h(u0,t,x) ≤ λk}.
Recall that FY,10|X(·|x) reveals the value of FU,1(u) for u ∈{ u0(t,x),..,u L(t,x)}, as illustrated
in Figure 2. Variation in X allows us to learn the value of FU,1(u) for more values of u.
More formally, for each (x,y), deﬁne K(y;x) and L(y;x)b y








If either of these is set-valued, take any selection from the set of solutions.
The following result places bounds on the counterfactual distribution of Y N
11.
Theorem 4.3 (Bounds in the Discrete CIC Model With Covariates) Suppose that
Assumptions 4.3-4.5 and Assumption 3.3 hold. Suppose that U is continuous and X0t = X1t
for t ∈{ 0,1}. Then we can place the following bounds on the distribution of Y N
11:
FLB
Y N,11|X(y|x)=FY |X,10(K(y;x) |L (y;x)),F UB
Y N,11|X(y|x)=FY |X,10(¯ K(y;x) | ¯ L(y;x)).
Proof: As in the proof of Theorem 4.1, without loss of generality normalize U0 to be uniform
on [0,1]. By continuity of U, we can express FY N,1t(y)a s
FY N,1t|X(y|x)=P r ( Y N
1t ≤ y|X = x)=P r ( h(U1,t,x) ≤ y) (4.35)
=P r ( U1 ≤ sup{u : h(u,t,x)=y} )=P r
￿
U1 ≤ FY N,0t|X(y|x)
￿
.
[23]Thus, using deﬁnitions and (4.35),









FY,10|X(¯ K(y;x) | ¯ L(y;x)) = Pr
￿








When there is no variation in X, the bounds are equivalent to those given in Theorem 4.1.
When there is suﬃcient variation in X, the bounds collapse and point identiﬁcation can be
restored.
Theorem 4.4 (Identification of the Discrete CIC Model with Covariates) Suppose
that Assumptions 4.3-4.5 and Assumption 3.3 hold. Suppose that U is continuous and X0t = X1t
for t ∈{ 0,1}. Normalize U0 to be uniform on [0,1]. Deﬁne
St(y)={u : ∃x ∈ X0t s.t. u = FY,0t|X(y|x)}. (4.36)
Assume that for all y ∈ Y01, S1(y) ⊆∪ y∈Y00S0(y). Then the distribution of Y N
11|X is identiﬁed.
Proof: For each x ∈ X01 and each y ∈ Y01, let (ψ(y;x),χ(y;x)) be a selection from the set of
pairs (y0,x 0) ∈{ Y00,X00} that satisfy FY,00|X(y0|x0)=FY,01|X(y|x). Since S1(y) ⊆∪ y∈Y00S0(y),
there exists such a y0 and x0. Then, uψk(x)(0,χ k(x)) = uk(1,x). Then,
FY N|X,11(y|x)=FU,1(FY,01|X(y|x)) = FU,1(FY,00|X(ψ(y;x)|χ(y;x))) = FY |X,10(ψ(y;x)|χ(y;x)).
￿
5 Inference
In this section we consider inference for the continuous and discrete CIC models.
5.1 Inference in the Continuous CIC Model
In order to guarantee that τcic = E[Y11] − E[F−1
Y,01(FY,00(Y10))], in this subsection we maintain
Assumptions 3.1-5.1 (alternatively, we could simply redeﬁne τcic according to the latter expres-
sion, since those assumptions are not directly used in the analysis of inference.) We make the
following assumptions regarding the sampling process.
Assumption 5.1 (Data Generating Process)
(i) Conditional on Ti = t and Gi = g, Yi is a random draw from the subpopulation with Gi = g
[24]during period t.
(ii) αgt ≡ Pr(Ti = t,Gi = g) > 0 for all t,g ∈{ 0,1}.
(iii) The four random variables Ygt are continuous with densities that are continuously diﬀer-
entiable, bounded, and bounded away from zero with support Ygt that is a compact subset of R.
Assumption 5.2 (Support Condition)
Y10 ⊂ Y00.
We have four random samples, one from each group/period. Let the observations from group
g and time period t be denoted by Ygt,i, for i =1 ,...,N gt. We use the empirical distribution






1{Ygt,i ≤ y}. (5.37)
As an estimator for the inverse of the distribution function we use
ˆ F−1
Y,gt(q) = min{y : ˆ FY,gt(y) ≥ q}, (5.38)
for 0 <q≤ 1 and F−1
Y,gt(0) = y
gt, where y
gt is the lower bound on the support of Ygt. As an

















































and the two averages





































Finally, deﬁne the normalized variances of the ˆ µ’s:
V p = N00 · Var(ˆ µp),V q = N01 · Var(ˆ µq),
V r = N10 · Var(ˆ µr), and V s = N11 · Var(ˆ µs).
Theorem 5.1 (Consistency and Asymptotic Normality) Suppose Assumptions 5.1 and
5.2 hold. Then:








ˆ τcic − τcic￿ d −→ N (0,Vp/α00 + V q/α01 + V r/α10 + V s/α11).
The variance of the CIC estimator, ˆ τcic, can be equal to the variance of the standard
DID estimator, ˆ τdid, in some special cases, such as when the following conditions hold: (i)
Assumption 5.1 holds, (ii) Y00
d ∼ Y10, and (iii) there exists a ∈ R such that, for each g,
Y N
g0
d ∼ Y N
g1 + a. More generally, the variance of ˆ τcic can be larger or smaller than the variance
of ˆ τdid.27
To estimate the asymptotic variance we replace expectations with sample averages, using
empirical distribution functions and their inverses for distribution functions and their inverses,
and by using any uniformly consistent nonparametric estimator for the density functions. To
be speciﬁc, let Ygt be the support of Ygt, and let ˜ Ygt be the midpoint of the support, ˜ Ygt =
27To see this, suppose that Y00 has mean zero, unit variance, and compact support, and that Y00




d ∼ σ·Yg0 for some σ>0, and thus Y
N
g1 has mean zero and variance σ
2 for each g. The assumptions
of the both the CIC model and the mean-independence DID model are satisﬁed, and the probability limits of ˆ τ
did
and ˆ τ
cic are identical and equal to E[Y11] − E[Y10] − [E[Y01] − E[Y00]]. If N00 and N01 are much larger than N10
and N11, the variance of the standard DID estimator is essentially equal to Va r (Y11)+Va r(Y10). The variance
of the CIC estimator is in this case approximately equal to Va r (Y11)+Va r(k(Y10)) = Va r (Y11)+σ
2 ·Va r (Y10).
Hence with σ
2 < 1 the CIC estimator is more eﬃcient, and with σ
2 > 1 the standard DID estimator is more
eﬃcient.






ˆ FY,gt(y + N−1/3) − ˆ FY,gt(y)
￿
/N −1/3 if y ≤ ˜ Ygt,
￿
ˆ FY,gt(y) − ˆ FY,gt(y − N−1/3)
￿
/N −1/3 if y>˜ Ygt.
Given these deﬁnitions, we propose the following consistent estimator for the asymptotic vari-
ance, where we let ˆ g00, ˆ g01, and ˆ g10 be the empirical counterparts of g00,g 01, and g10, with ˆ F
and ˆ F−1 substituted for F and F−1, and sample averages replacing expectations. Then deﬁne




























































and let ˆ αgt = 1
N
PN
i=1 1{Gi = g,Ti = t}.
Theorem 5.2 (Consistent Estimation of the Variance) Suppose Assumption 5.1 holds
and Y10 ⊆ Y00. Then: ˆ αgt
p
→ αgt for all g,t, ˆ V p p
→ V p, ˆ V q p
→ V q, ˆ V r p
→ V r, ˆ V s p
→ V s, and
therefore
ˆ V p/ˆ α00 + ˆ V q/ˆ α01 + ˆ V r/ˆ α10 + ˆ V s/ˆ α11
p
−→ V p/α00 + V q/α01 + V r/α10 + V s/α11,
Proof: See Appendix. ￿
For the quantile case we derive the large sample properties of the estimator ˆ τcic
q = ˆ F−1
Y,11(q)−
ˆ F−1
Y N,11(q) for τcic
q (as given in 3.17) and ˆ F−1
Y N,11 is deﬁned by empirical distributions and inverses
as described above. To establish its asymptotic properties it is useful to deﬁne the quantile





















































28Other estimators for ˆ fY,gt(y) can be used as long as they are uniformly consistent, including at the boundary
of the support.
[27]Theorem 5.3 (Consistency and Asymptotic Normality of Quantile CIC Estima-















q /α00 + V
q
q /α01 + V r




Proof: See Appendix. ￿
The variance of the quantile estimators can be estimated analogously to that for the esti-
mator of the average treatment eﬀect. We may also wish to test the null hypothesis that the
treatment has no eﬀect by comparing the distributions of the second period outcome for the
treatment group with and without the treatment – that is, FY I,11(y) and FY N,11(y), or ﬁrst or
second order stochastic dominance relations (e.g., Abadie, 2002). One approach for testing the
equality hypothesis is to estimate ˆ τcic
q for a number of quantiles and jointly test their equality.
For example, one may wish to estimate the three quartiles or the nine deciles and test whether
they are the same in both distributions. In AI, we provide details about carrying out such a
test, showing that a X2 test can be used. More generally, it may be possible to construct a
Kolmogorov-Smirnov or Cramer-Von Mises test on the entire distribution. Such tests could be
used to test the assumptions underlying the model if more than two time periods are available.
With covariates one can estimate the average treatment eﬀect for each value of the covariates
by applying the estimator discussed in Theorem 5.1 and taking the average over the distribution
of the covariates. When the covariates take on many values this procedure may be infeasible, and
one may wish to smooth over diﬀerent values of the covariates. One approach is to estimate the
distribution of each Ygt conditional on covariates X nonparametrically (using kernel regression
or series estimation) and then again average the average treatment eﬀect at each X over the
appropriate distribution of the covariates.
As an alternative, consider a more parametric approach to adjusting for covariates. Suppose
h(u,t,x)=h(u,t)+x0β and hI(u,t,x)=hI(u,t)+x0β
with U independent of (T,X) given G.29 Because, in this model, the eﬀect of the intervention
does not vary with X, the average treatment eﬀect is still given by τcic. To derive an estimator
for τcic, we proceed as follows. First, β can be estimated consistently using linear regression
of outcomes on X and the four group-time dummy variables (without an intercept). We can
then apply the CIC estimator to the residuals from an ordinary least squares regression with
the eﬀects of the dummy variables added back in. To be speciﬁc, let D be the four-dimensional




29A natural extension would consider a model of the form h(u,t)+m(x); the function m could be estimated
using nonparametric regression techniques, such as series expansion or kernel regression. Alternatively one could
allow the coeﬃcients β to depend on the group and or time. The latter extension would be straightforward given
the results in AI.
[28]Then construct the residuals with the group/time eﬀects added back in:
˜ Yi = Yi − X0
i ˆ β = D0
iˆ δ +ˆ εi.
Finally, apply the CIC estimator to the empirical distributions of the augmented residuals ˜ Yi.
In AI we show that the covariance-adjusted estimator of τcic is consistent and asymptotically
normal, and we calculate the asymptotic variance.
5.2 Inference in the Discrete CIC Model
In this subsection we discuss inference for the discrete CIC model. If one is willing to make the
conditional independence assumption 4.2, the model is a fully parametric, smooth model, and
inference becomes standard. We therefore focus on the discrete case without Assumption 4.2.
We maintain Assumptions 3.1, 3.3, 5.2, and 4.1 (as in the continuous case, these assumptions
are used only to ensure derive expressions for τLB and τUB, and in particular they are not used
directly in the analysis of inference). We make one additional assumption.
Assumption 5.3 (Absence of Ties) Y is a ﬁnite set, and for all y,y0 ∈ Y,
FY,01(y) 6= FY,00(y0).
For example, if Y = {0,1}, this assumption requires Pr(Y01 =0 )6=P r ( Y00 = 0) and
Pr(Y01 =0 ) ,Pr(Y00 =0 )∈ (0,1). When ties of this sort are not ruled out, the bounds on the
distribution function do not converge to their theoretical values as the sample size increases.30
Deﬁne











ˆ k(y)= ˆ F−1
Y,01(ˆ FY,00(y)), and ˆ k(y)= ˆ F−1
Y,01( ˆ FY,00(y)).
The functions k(y) and k(y) can be interpreted as the bounds on the transformation k(y)
deﬁned for the continuous case in (3.14). Note that k(y) ≡ kcic(y). In the Appendix (Lemma
A.10), we show that k(Y10)
d ∼ FUB
Y N,11 and k(Y10)
d ∼ FLB
Y N,11. The bounds on τ are then
τLB = E[Y11] − E[k(Y10)], and τUB = E[Y11] − E[k(Y10)],
30An analoguous situation arises in estimating the median of a binary random variable Z with Pr(Z =1 )=p.
If p 6=1 /2, the sample median will converge to the true median (equal to 1{p ≥ 1/2}), but if p =1 /2, then in
large samples the estimated median will be equal to 1 with probability 1/2 and equal to 0 with probability 1/2.






















Theorem 5.4 (Asymptotic Distribution for Bounds) Suppose Assumption 5.3 holds.
Then:
√
N(ˆ τUB − τUB)
d −→ N (0,Vs/α11 + V r/α10),
and
√
N(ˆ τLB − τLB)
d −→ N (0,Vs/α11 + V
s/α10),
where V s =V a r ( k(Y10)) and V
s =V a r ( k(Y10)).
Proof: See Appendix. ￿
Note the diﬀerence between the asymptotic variances for the bounds and the variance for the
continuous CIC estimator. In the discrete case, the estimation error from the transformations
k(·) and k(·) (and thus the uncertainty in the sample of Y00 and Y01) does not aﬀect the variance
of the estimates for the lower and upper bounds. This is because the estimators for k(·) and
k(·) converge to their probability limits faster than
√
N.31
5.3 Inference With Panel Data
In this section we modify the results to allow for panel data instead of repeated cross-sections.
As the formal proofs are similar to those in the repeated cross-section case we present the
results without proofs. Consider ﬁrst the continuous case. We make the following assumptions
regarding the sampling process.
Assumption 5.4 (Data Generating Process)
(i) Conditional on Gi = g, the pair (Yi0,Y i1) is a random draw from the subpopulation with
Gi = g during periods 0 and 1.
(ii) αg ≡ Pr(Gi = g) > 0 for g ∈{ 0,1}.
(iii) The four random variables Ygt are continuous with densities bounded and bounded away
from zero with support Ygt that is a compact subset of R.
We have now have two random samples, one from each group, with sample sizes. N0 and
N1 respectively, and N = N0 + N1. (In terms of the previous notation, N0 = N00 = N01, and
N1 = N10 = N11. For each individual we observe Yi0 and Yi1. This induces some correlation
between components of the estimator. The following theorem formalizes the changes in the
asymptotic distribution.
31Again a similar situation arises when estimating the median of a discrete distribution. Suppose Z is binary
with Pr(Z =1 )=p. The median is m =1 {p ≥ 1/2}, and the estimator is ˆ m =1 { ˆ FZ(0) < 1/2}.I f p 6=1 /2,
then
√
N(ˆ m − m) → 0.
[30]Theorem 5.5 (Consistency and Asymptotic Normality) Suppose Assumption 5.4 holds.
Then:






ˆ τcic − τcic￿ d −→ N (0,Vp/α0 + V q/α0 + Cpq/α0 + V r/α1 + V s/α1 + Crs/α1),
where V p, V q, V r and V s are as before, and
Cpq = E[E[p(Y00,Y 10)|Y00] · E[q(Y01,Y 10)|Y01]], and Crs = E[(r(Y10) · s(Y11)]].




































ˆ r(Y10,i) · s(Y11,i).
Theorem 5.6 (Consistent Estimation of the Variance with Panel Data) Suppose
Assumption 5.4 holds and Y10 ⊆ Y00. Then: ˆ Cpq p
−→ Cpq and ˆ Crs p
−→ Crs.
Now consider the discrete model.
Theorem 5.7 (Asymptotic Distribution for Bounds) Suppose Assumptions 5.3 and 5.4
(i) and (ii) hold. Then:
√
N(ˆ τUB − τUB)
d −→ N (0,Vs/α1 + V r/α1 + Crs/α1),
and
√
N(ˆ τLB − τLB)
d −→ N (0,Vs/α1 + V
r/α10 + C
rs/α1),
where V r = Var(k(Y r)), V
r =V a r ( k(Y r)), Crs = Covar(k(Y10),Y 11), and C
rs = Covar(k(Y10),Y 11).
6 Multiple Groups and Multiple Time Periods: Identiﬁcation,
Estimation and Testing
So far we have focused on the simplest setting for DID methods, namely the two group, two
time-period case (from hereon, the 2 × 2 case). In many applications, however, researchers
have data from multiple groups and multiple time periods with diﬀerent groups receiving the
treatment at diﬀerent times. In this section we discuss the extension of our proposed methods
[31]to these cases.32 We provide large sample results based on a ﬁxed number of groups and time
periods. We generalize the assumptions of the CIC model by applying them to all pairs of
groups and pairs of time periods. An important feature of the generalized model is that the
estimands of interest, e.g., the average or quantile eﬀect of the treatment, will diﬀer by group
and time period. One reason is that an intrinsic property of our model is that the production
function h(u,t) is not restricted as a function of time. Hence even holding ﬁxed the group
(the distribution of the unobserved component U), and even if the production function under
treatment hI(u,t) does not vary over time, the average eﬀect of the treatment may vary by
time period. Similarly, because the groups diﬀer in their distribution of unobservables, they
will diﬀer in the average or quantile eﬀects of the intervention.33 Initially we therefore focus on
estimation of the average treatment eﬀects separately by group and time period.
To estimate the average eﬀect of the intervention for group g in time period t we require a
control group g0 and a baseline time period t0 <tsuch that the control group g0 is not exposed
to the treatment in either of the time periods t and t0 and the treatment group g is not exposed
to the treatment in the initial time period t0. Under the assumptions of the CIC model, any
pair (g0,t 0) that satisﬁes these conditions will estimate the same average treatment eﬀect. More
eﬃcient estimators can be obtained by combining estimators from diﬀerent control groups and
baseline time periods.
The diﬀerent control groups and diﬀerent baseline time periods can also be used to test
the maintained assumptions of the CIC model. For example, such tests can be used to assess
the presence of additive group/period eﬀects. The presence of multiple groups and/or multiple
time periods has previously been exploited to construct conﬁdence intervals that are robust to
the presence of additive random group/period eﬀects (e.g., Bertrand, Duﬂo, and Mullainathan,
2004; Donald and Lang, 2004). Those results rely critically on the linearity of the estimators to
ensure that the presence of such eﬀects does not introduce any bias. As a result, in the current
setting the presence of additive group/period eﬀects would in general lead to bias. Moreover,
outside of fully parametric models with distributional assumptions, inference in such settings
requires large numbers of groups and/or periods even in the linear case.
6.1 Identiﬁcation in the Multiple Group and Multiple Time-period Case
As before, let G and T be the set of group and time indices, where now G = {1,2,...,N G} and
T = {1,2,...,N T}. Let I be the set of pairs (t,g) such that units in period t and group g receive
the treatment, with the cardinality of this set equal to NI.34 For unit i the group indicator is
32To avoid repetition we focus in this section mainly on the average eﬀects of the intervention for the continuous
case for the group that received the treatment in the case of repeated cross-sections. We can deal with quantile
eﬀects, discrete outcomes, eﬀects for the control group and panel data in the same way as in the 2 × 2 case.
33This issue of diﬀerential eﬀects by group arose already in the discussion of the average eﬀect of the treatment
on the treated versus the average eﬀect of the treatment on the control group.
34In the 2 × 2 case G = {0,1}, T = {0,1}, and I = {(1,1)} with NI =1 .
[32]Gi ∈Gand the time indicator is Ti ∈T. Let Ii be a binary indicator for the treatment received,
so that Ii =1i f( Ti,G i) ∈I . We assume that no group receives the treatment in the initial
period: (1,g) / ∈I. In addition we assume that after receiving the treatment, a group continues
receiving the treatment in all remaining periods, so that if t,t +1∈T and (t,g) ∈I , then
(t +1 ,g) ∈I . Let FY,g,t(y) be the distribution function of the outcome in group g and time
period t, and let αg,t be the population proportions of each subsample, for g ∈Gand t ∈T.
As before, Y N = h(U,t) is the production function in the absence of the intervention.
For each “target” pair (g,t) ∈Ideﬁne the average eﬀect of the intervention:
τcic
g,t = E[Y I
g,t − Y N
g,t]=E[Y I
g,t] − E[h(U,t)|G = g].
This average treatment eﬀect potentially diﬀers by target group/period (g,t) because we restrict
neither the distribution of Y I by group and time, nor the production function h(u,t) beyond
monotonicity in the unobserved component.
In the 2×2 case there was a single control group and a single baseline time period. Here τcic
g,t
can be estimated in a number of diﬀerent ways, using a range of control groups and baseline
time periods. Formally, we can use any control group g0 6= g in time period t0 <tas long as
(g0,t 0),(g0,t),(g,t0) / ∈I . It is therefore useful to introduction a separate notation for these
objects. For each (g,t) deﬁning the target group g and time period t and each control group
and baseline time period (g0,t 0) deﬁne













g,t], implying κg0,g,t0,t = τcic
g,t. Here we present a generalization of Theorem 3.1. For ease of
exposition we strengthen the support assumption, although this can be relaxed as in the 2 × 2
case.
Assumption 6.1 (Support in the Multiple Groups and Multiple Time-periods Case)
The support of U|G = g, denoted by Ug, is the same for all g ∈G .
Theorem 6.1 (Identification in the Multiple Group and Time-period Case)
Suppose Assumption 3.1-3.3 and 6.1 hold. Then for any (g1,t 1) with (g1,t 1) ∈Isuch that there
is a pair (g0,t 0) satisfying (g0,t 0),(g0,t 1),(g1,t 0) / ∈Ithe distribution of Y N
g1,t1 is identiﬁed, and
for any such (g0,t 0):
FY N,g1,t1(y)=FY,g1,t0(F−1
Y,g0,t0(FY,g0,t1(y))). (6.40)
The proof of Theorem 6.1 is similar to that of Theorem 3.1 and is omitted.
The implication of this theorem is that for all control groups and baseline time periods
(g0,t 0) that satisfy the conditions in Theorem 6.1, we have τcic
g1,t1 = κg0,g1,t0,t1.
[33]6.2 Inference in the Multiple Group and Multiple Time-period Case
The focus of this section is estimation of and inference for τcic
g,t. As a ﬁrst step we consider













Y,g0,t1( ˆ FY,g0,t0(Yg1,t0,i)). (6.41)
By Theorem 6.1, if t0 <t 1,( g1,t 1) ∈Iand (g0,t 0),(g0,t 1),(g1,t 0) / ∈Iit follows that
κg0,g1,t0,t1 = τcic
g1,t1. Hence we have potentially many consistent estimators for each τcic
g,t. Here we
ﬁrst analyze the properties of each ˆ κg0,g1,t0,t1 as an estimator for κg0,g1,t0,t1, and then consider
combining the diﬀerent estimators into a single estimator ˆ τg,t for τg,t.
For inference concerning κg0,g1,t0,t1 we exploit the asymptotic linearity of the estimators
ˆ κg0,g1,t0,t1. In order to do so it is useful to index the previously deﬁned functions p(·), q(·), r(·)










· (1{FY,g0,t1(y) ≤ FY,g0,t0(z)}−FY,g0,t0(z)),
rg0,g1,t0,t1(y)=F−1
Y,g0,t1(FY,g0,t0(y)), and sg0,g1,t0,t1(y)=y.































Deﬁne the normalized variances of the ˆ µ’s:
V
p




g0,g1,t0,t1 = Ng0,t1 · Var(ˆ µ
q
g0,g1,t0,g1),
35The function sg0,g1,t0,t1(y) is indexed by g0, g1, t0, and t1 only to make it comparable to the others, it does
not actually depend on group or time.
[34]V r
g0,g1,t0,t1 = Ng1,t0 · Var(ˆ µr
g0,g1,t0,g1) and V s
g0,g1,t0,t1 = Ng1,t1 · Var(ˆ µs
g0,g1,t0,g1).
Finally, deﬁne







For convenience we strengthen the support condition compared to Assumption 5.2.
Assumption 6.2 (Support Condition with Multiple Groups and Multiple Time
Periods)For each t ∈T there is a Yt ⊂ R such that if (g,t) / ∈I, then Ygt = Yt.
The last assumption requires that for a given time period the support of Yg,t is identical for all
groups that do not receive the treatment.36 This assumption avoids the type of complications
with the support we have discussed in the 2 × 2 case in Corollary 3.1, and can be weakened
analogous to the 2 × 2 case at the expense of additional notation.
Lemma 6.1 (Asymptotic Linearity) Suppose Assumption 5.1 and 6.2 hold. Then ˆ κg0,g1,t0,t1
is asymptotically linear: ˆ κg0,g1,t0,t1 =˜ κg0,g1,t0,t1 + op(N−1/2).
The proof of Lemma 6.1 follows directly from that of Theorem 5.1.
The implication of this lemma is that the normalized asymptotic variance of ˆ κcic
g0,g1,t0,t1 is
equal to the normalized variance of ˜ κcic




















In addition to the variance, we also need the normalized large sample covariance between




1. We give the expressions for the case with repeated cross-sections.
The case with panel data is similar. There are 25 cases (including the case with g0 = g0
0,
g1 = g0
1, t0 = t0
0, and t1 = t0
1 where the covariance is equal to the variance). For example, if
g0 = g0
0, g1 = g0
1, t0 = t0
0, and t1 6= t0



























+ N · E
h
ˆ µr





The details of the full set of 25 cases is given in the Appendix.
Let J be the set of quadruples (g0,g 1,t 0,t 1) such that (g0,t 0),(g0,t 1),(g1,t 0) / ∈Iand
(g1,t 1) ∈I, and let NJ be the cardinality of this set. Stack all ˆ κg0,g1,t0,t1 such that (g0,g 1,t 0,t 1) ∈
J into the NJ-dimensional vector ˆ κJ, and similarly stack the κg0,g1,t0,t1 into the NJ-dimensional
vector κJ. Let VJ be the asymptotic covariance matrix of
√
N · ˆ κJ.
Theorem 6.2 Suppose Assumptions 5.1 and 6.2 hold. Then
√
N(ˆ κJ − κJ)
d −→ N (0,V J).
36Note that Assumptions 3.1-3.3 and 6.1 combined imply that Assumption 6.2 holds.
[35]Proof: See Appendix
Next, we wish to combine the diﬀerent estimates of τcic
g,t. In order to do so eﬃciently we need
to estimate the covariance matrix of the estimators ˆ κg0,g1,t0,t1, VJ. As shown in the appendix,
all the covariance terms involve expectations of products of the functions E[pg0,g1,t0,t1(y,Yg1,t0)],
E[qg0,g1,t0,t1(y,Yg1,t0)], rg0,g1,t0,t1(y) and sg0,g1,t0,t1(y), evaluated over the distribution of Yg,t.
These expectations can be estimated by averaging over the sample. Let the resulting estimator
for VJ be denoted by ˆ VJ. The following Lemma, implied by Theorem 5.2, states its consistency.
Lemma 6.2 Suppose Assumption 5.1 holds. Then ˆ VJ
p
−→ VJ.
It is important to note that the covariance matrix VJ is not necessarily of full rank.37 In
that case we denote the (Moore-Penrose) generalized inverse of the matrix VJ by V
(−)
J .
We wish to combine the estimators for κg0,g1,t0,t1 into estimators for τcic
g,t. Let τcic
I denote
the vector of length NI consisting of all τcic
g,t stacked. In addition, let A denote the NJ × NI
matrix of zero/one indicators such that κJ = A · τcic
I . Speciﬁcally, if under the assumptions of
Theorem 6.1 the jth element of κJ is equal to the ith element of τcic
I , then then (i,j)th element















Theorem 6.3 Suppose Assumptions 3.1-3.3, 5.1 and 6.1 hold. Then
√
N · (ˆ τcic
I − τcic
I )
d −→ N (0,(A0V
(−)
J A)−1).
Proof: A linear combination of a jointly normal random vector is normally distributed. The
mean and variance then follow directly from those for ˆ κJ. ￿
In some cases we may wish to combine these estimates further. For example, suppose we
may wish to estimate a single eﬀect for a particular group, combining estimates for all periods
in which this group was exposed to the intervention. Alternatively, we may be interested in
estimating a single eﬀect for each time period, combining all estimates from groups exposed
to the intervention during that period. We may even wish to combine estimates for diﬀerent
groups and periods into a single average estimate of the eﬀect of the intervention. In general
we can consider estimands of the form τcic
Λ =Λ 0τcic
I , where Λ is a NI × L matrix of weights.
37To see how this may arise, consider a simple example with four groups (G = {1,2,3,4}) and two time periods
(T = {1,2}). Suppose only the last two groups (groups 3 and 4) receive the treatment in the second period, so





four comparisons that estimate these two treatment eﬀects, κ1,3,1,2 and κ2,3,1,2 which are both equal to τ
cic
3,2 and
κ1,4,1,2 and κ2,4,1,2 which are both equal to τ
cic
4,2. Suppose also that FY,g,t(y)=y for all g,t. In that case simple
calculations show E[pg0,g1,t0,t1(y,Yg1,t0)] = E[qg0,g1,t0,t1(y,Yg1,t0)] = rg0,g1,t0,t1(y)=sg0,g1,t0,t1(y)=y − 1/2, so
that ˜ κ1,3,1,2 = ¯ Y3,2 − ¯ Y3,1 − ¯ Y1,2 − ¯ Y1,1, ˜ κ1,4,1,2 = ¯ Y4,2 − ¯ Y4,1 − ¯ Y1,2 − ¯ Y1,1, ˜ κ2,3,1,2 = ¯ Y3,2 − ¯ Y3,1 − ¯ Y2,2 − ¯ Y2,1, and
˜ κ2,4,1,2 = ¯ Y4,2 − ¯ Y4,1 − ¯ Y2,2 − ¯ Y2,1. Then ˜ κ2,4,1,2 −˜ κ2,3,1,2 −˜ κ1,4,1,2 +˜ κ1,3,1,2 =0 , which shows that the covariance
matrix of the four estimators is asymptotically singular. In general the covariance matrix will have full rank, but
we we need to allow for special cases such as these.
[36]If we are interested in a single average L = 1, but more generally we may be interested in a
vector of eﬀects, e.g., one for each group or each time period. The weights may be choosen to
reﬂect relative sample sizes, or depend on the variances of the ˆ τcic
I . The natural estimator for
τcic
Λ is ˆ τcic
Λ =Λ ˆ τcic
I . For ﬁxed Λ it satisﬁes
√
N · (ˆ τcic
Λ − τcic
Λ )
d −→ N (0,Λ0(A0V
(−)
J A)−1Λ).
As an example, suppose one wishes to estimate a single average eﬀect, so Λ is a NI-vector
and (with some abuse of notation) τcic
Λ =
P
(g,t)∈I Λg,t · τcic
g,t. One natural choice is to weight
by the sample sizes of the group/time-periods, so Λg,t = Ng,t/
P
(g,t)∈I Ng,t. Alternatively one





J A. This latter choice is
particularly appropriate under the (strong) assumption that the treatment eﬀect does not vary
by group or time period, although the above large sample results do not require this.
6.3 Testing
In addition to combining the vector of estimators to obtain a more eﬃcient estimator for τcic,
we can also use it to test the assumptions of the CIC model. Under the maintained assumptions
all estimates of the form ˆ κg0,g1,t0,t1 will estimate τcic
g1,t1. If the model is mis-speciﬁed the separate
estimators may converge to diﬀerent limiting values. We can implement this test as follows.
Theorem 6.4 Suppose that Assumptions 3.1-3.3, 5.1 and 6.1 hold. Then
N · (ˆ κJ − A · ˆ τcic
I )0 ˆ V
(−)
J (ˆ κJ − A · ˆ τcic
I )
d −→ X 2(rank(VJ) − NI).
Proof: By joint normality of ˆ κJ and the deﬁnition of ˆ τcic
I it follows that ˆ κJ −A· ˆ τcic
I is jointly
normal with mean zero and covariance matrix with rank rank(VJ) − NI. ￿
This test will have power against a number of violations of the assumptions. In particular
it will have power against violations of the assumption that the unobserved component is
independent of the time period conditional on the group, or U ⊥ T|G. One form such violations
could take are through additive random group-time eﬀects. In additive linear DID models such
random group-time eﬀects do not introduce bias, although for inference the researcher relies
either on distributional assumptions or on asymptotics based on large numbers of groups or
time periods (e.g., Bertrand, Duﬂo and Mullainathan, 2003; Donald and Lang, 2003). In
the current setting the presence of such eﬀects can introduce bias because of the nonadditity
and nonlinearity of h(u,t). There appears to be no simple adjustment to remove this bias.
Fortunately, the presence of such eﬀects is testable using Theorem 6.4.
We may wish to further test equality of τcic
g,t for diﬀerent g and t. Such tests can be based on
the same approach as used in Theorem 6.4. As an example, consider testing the null hypothesis
that τcic



















d −→ X 2(NI−1) under the null hypothesis
of τcic
g,t = τcic for all groups and time periods.
[37]7 Conclusion
In this paper, we develop a new approach to diﬀerences-in-diﬀerences models that highlights
the role of changes in entire distribution functions over time. Using our methods, it is possible
to evaluate a range of economic questions suggested by policy analysis, such as questions about
mean-variance tradeoﬀs or which parts of the distribution beneﬁt most from a policy, while
maintaining a single, internally consistent economic model of outcomes.
The model we focus on, the “changes-in-changes” model, has several advantages. It is
considerably more general than the standard DID model. Its assumptions are invariant to
monotone transformations of the outcome. It allows the distribution of unobservables to vary
across groups in arbitrary ways. For example, it allows that the distribution of outcomes in
the absence of the policy intervention would change over time in both mean and variance. Our
method could evaluate the eﬀects of a policy intervention on the mean and variance of the
treatment group’s distribution relative to the underlying time trend in these moments.
An application presented in the working paper version of this paper (Athey and Imbens,
2002) illustrates that the approach used to estimate the eﬀects of a policy change can lead
to results that diﬀer from one another, in magnitude, signiﬁcance, and even in sign. Thus,
the restrictive assumptions required for standard DID methods can have signiﬁcant policy
implications. Even when one applies the more general classes of models proposed in this paper,
however, it will be important to justify such assumptions carefully.
A number of issues concerning DID methods have been debated in the literature. One
common concern (e.g., Besley and Case, 2000) is that the eﬀects identiﬁed by DID may not be
representative if the policy change occurred in a jurisdiction that derives unusual beneﬁts from
the policy change. That is, the treatment group may diﬀer from the control group not just in
terms of the distribution of outcomes in the absence of the treatment but also in the eﬀects of
the treatment. Our approach allows for both of these types of diﬀerences across groups because
we allow the eﬀect of the treatment to vary by unobservable characteristics of an individual, and
the distribution of those unobservables varies across groups. So long as there are no diﬀerences
across groups in the underlying treatment and non-treatment “production functions” that map
unobservables to outcomes at a point in time, our approach can provide consistent estimates of
the eﬀect of the policy on both the treatment and control group.
[38]Appendix A
Before presenting a proof of Theorem 5.1 we give a couple of preliminary results. These results will be
used in constructing an asymptotically linear representation of ˆ τcic. The technical issues involve checking
that the asymptotic linearization of ˆ F
−1
Y,01( ˆ FY,00(z)) is uniform in z at the appropriate rate, since ˆ τcic




Y,01( ˆ FY,00(Y10,i)). This in turn will hinge on an asymptotically linear
representation of F
−1
Y,gt(q) that is uniform in q ∈ [0,1] at the appropriate rate (Lemma A.5). The key
result uses a result by Stute (1982), restated here as Lemma A.3, that bounds the supremum of the
diﬀerence in empirical distributions functions evaluated at points close together.
For (g,t) ∈{ (0,0),(0,1),(1,0)}, let Ygt,1,...,Y gt,Ngt be iid with common density fY,gt(y). We maintain
the following assumptions.
Assumption 7.1 (Distribution of Ygt)
(i) The support of Ygt is equal to Ygt =[ y
gt, ¯ ygt].
(ii) The density fY,gt(y) is bounded and bounded away from zero by fgt and f
gt respectively.
(iii) The density fY,gt(y) is continuously diﬀerentiable on Ygt.
Let N = N00+N01+N10, and let Ngt/N → αgt, with αgt positive. Hence any term that is Op(N
−δ
gt ) is also
Op(N−δ), and similarly terms that are op(N
−δ
gt ) are op(N−δ). For notational convenience we drop in the
following discussion the subscript gt when the results are valid for Ygt for all (g,t) ∈{ (0,0),(0,1),(1,0)}.











(1{Yi ≤ y}−FY (y)),
and as an estimator of its inverse we use
ˆ F
−1
Y (q)=Y([N·q]) = min{y ∈ R : ˆ FY (y) ≥ q}, (A.1)
for q ∈ (0,1], where Y(k) is the kth order statistic of Y1,...,Y N,[ a] is the smallest integer greater than
or equal to a, and F
−1
Y (0) = y. Note that F
−1
Y (q) is deﬁned for q ∈ [0,1] and that
q ≤ ˆ FY ( ˆ F
−1
Y (q)) <q+1 /N, (A.2)
with ˆ FY ( ˆ F
−1
Y (q)) = q if q = j/N for some integer j ∈{ 0,1,...,N}. Also
y − max
i
(Y(i) − Y(i−1)) < ˆ F
−1
Y ( ˆ FY (y)) ≤ y,
where Y(0) = y, with ˆ F
−1
Y ( ˆ FY (y)) = y at all sample values.
First we state a general result regarding the uniform convergence of the empirical distribution function.
Lemma A.1 For any δ<1/2,
sup
y∈Y
Nδ ·|ˆ FY (y) − FY (y)|
p
→ 0.
Proof: Billingsley (1968) and Shorack and Wellner (1986) show that with X1,X 2,...iid and uniform on
[0,1], sup0≤x≤1 N1/2·|ˆ FX(x)−x| = Op(1). Hence for all δ<1/2, we have sup0≤x≤1 Nδ·|ˆ FX(x)−x|
p
→ 0.
[39]Consider the one-to-one transformation, from X to Y, Y = F
−1
Y (X) so that the distribution function for




δ ·|ˆ FY (y) −FY (y)| = sup
0≤x≤1
N
δ ·|ˆ FY (F
−1
Y (x)) − FY (F
−1
Y (x))| = sup
0≤x≤1
N
δ ·|ˆ FX(x) − x|
p
→ 0,
because ˆ FX(x)=( 1 /N)
P




Y (x)} = ˆ FY (F
−1
Y (x)). ￿
Next, we show uniform convergence of the inverse of the empirical distribution at the same rate:











This result follows from a more general result given below (Lemma A.5).
Next we state a result concerning uniform convergence of the diﬀerence between the diﬀerence of the
empirical distribution function and its population counterpart and the same diﬀerence at a nearby point.
The following lemma is for uniform distributions on [0,1].





￿ ˆ FY (y + x) − ˆ FY (x) − (FY (y + x) − FY (y))
￿ ￿
￿.
Suppose that (i) aN → 0, (ii) N · aN →∞ , (iii) log(1/aN)/loglogN →∞ , and (iv) log(1/aN)/(N ·







Proof: See Stute (1982), Theorem 0.2, or Shorack and Wellner (1986), Chapter 14.2, Theorem 1.
Using the same argument as in Lemma A.1, one can show that the rate at which ω(a) converges to
zero as a function of a does not change if one relaxes the uniform distribution assumption to allow for
a distribution with compact support and continuous density bounded and bounded away from zero. We
state this result without proof.
Lemma A.4 (Uniform Convergence) Suppose Assumption 8.1 holds. Then, for 0 <η<3/4, and












(Here we only take the supremum over y and x such that y ∈ Y and y + x ∈ Y.)
Next we state a result regarding asymptotic linearity of quantile estimators, and a rate on the error of
this approximation.
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Y ( ˆ FY (y)) around FY (y) we have, for some ˜ y in the support of Y ,
F
−1










(˜ y)( ˆ FY (y) − FY (y))2.
By Lemma A.1 we have that for all δ<1/2, Nδ · supy | ˆ FY (y) − FY (y)|
p
−→ 0, and implying that for
η<1 we have Nη · supy | ˆ FY (y) − FY (y)|2 p
−→ 0. This in combination with that fact that both the
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which proves that (A.4) converges to zero in probability.












( ˆ FY (F
−1
Y (q)) − q) −
1
fY ( ˆ F
−1
Y (q))
( ˆ FY ( ˆ F
−1




















( ˆ FY (F
−1
Y (q)) − q) −
1
fY ( ˆ F
−1
Y (q))
( ˆ FY (F
−1














fY ( ˆ F
−1
Y (q))
( ˆ FY (F
−1
Y (q)) − q) −
1
fY ( ˆ F
−1
Y (q))
( ˆ FY ( ˆ F
−1































￿( ˆ FY (F
−1












￿( ˆ FY (F
−1
Y (q)) − q) − ( ˆ FY ( ˆ F
−1















Y (q))| converges to zero. By Lemma A.1 supq Nη/2| ˆ FY (F
−1
Y (q))−q|≤supy Nη/2| ˆ FY (y)−FY (y)|
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−1























￿ ￿ ˆ FY (y) − ˆ FY (y +1 /(fN))) −
￿







￿FY (y) − FY (y +1 /(fN)))
￿
￿ (A.13)
The ﬁrst term (A.12) converges to zero using the same argument as in (??). The second term (A.12)
converges because
￿
￿FY (y) − FY (y +1 /(fN)))
￿
￿ ≤ ¯ f/(fN). This demonstrates that (A.9) converges to
zero.





￿( ˆ FY (F
−1
Y ( ˆ FY ( ˆ F
−1
Y (q)))) − ˆ FY ( ˆ F
−1
Y (q))) − ( ˆ FY ( ˆ F
−1










￿ ˆ FY (F
−1
Y ( ˆ FY (y))) − ˆ FY (y) −
￿




Note that we can write the expression inside the absolute value signs as
￿
￿ ￿ ˆ FY (y + x) − ˆ FY (y) − (FY (y + x) − FY (y))
￿
￿ ￿,
for x = F
−1
Y ˆ FY (y)−y. The probability that (A.14) exceeds ε can be bounded by sum of the conditional
probability that it exceeds ε conditional on supy Nδ| ˆ FY (y) − FY (y)|≤1/f and the probability that
supy Nδ| ˆ FY (y) − FY (y)| > 1/f. By choosing δ = η/2 and N suﬃciently large we can make the second
probability arbitrarily small by Lemma A.1, and by (??) we can choose N suﬃciently large that the
ﬁrst probability is arbitrarily small. Thus (A.11) converges to zero. Combined with the convergence of
(A.9) and (A.10) this implies that (A.8) converges to zero. This in turn combined with the convergence
of (A.7) implies that (A.5) converges to zero.
Third, consider (A.6). Because | ˆ FY ( ˆ F
−1
Y (q)) − q| < 1/N for all q, this term converges to zero uniformly
in q. Hence all three terms (A.4)-(A.6) converge to zero, and therefore (A.3) converges to zero. ￿




















Y,01( ˆ FY,00(Y10,i)) − E[F
−1





Proof: (i) Because ˆ FY,00(z) converges to FY,00(z) uniformly in z, and ˆ F
−1
Y,01(q) converges to F
−1
Y,01(q)
uniformly in q, it follows that ˆ F
−1
Y,01( ˆ FY,00(z)) converges to F
−1











Y,01(FY,00(Y10,i)) which by a law of large numbers
converges to E[F
−1
Y,01(FY,00(Y10))], which proves the ﬁrst statement.




































































































































































which converges to zero in probability by Lemma A.5. The convergence of the second term in (A.16)














































Convergence of this expression to zero is by Lemma A.1, which implies that N1/2 supy | ˆ FY (y)−FY (y)|2









































Y,01(FY,00(Y10,i)) − ˆ µp
!
(A.18)
The last two terms, (A.17), and (A.17) are op(N−1/2), implying the second result in the Lemma. ￿














d −→ N (0,Vp/α00 + V q/α01 + V r/α10).
Proof: Because of Lemma A.6 it is suﬃcient to show that
√
N (ˆ µp +ˆ µq +ˆ µr)
d −→ N (0,Vp/α00 + V q/α01 + V r/α10),
Consider the three components separately. ˆ µr is a sample average so that
√
N · ˆ µr
d −→ N (0,Vr/α10)
by a central limit theorem. ˆ µp is a two-sample U-statistic. By standard results on U-statistics, and




























This implies that ˆ µp and ˆ µr are asymptotically independent, and also
√
N · ˆ µp d −→ N (0,Vp/α00). The
same argument shows that
√
N · ˆ µq d −→ N (0,Vq/α01), and implies asymptotic independence of ˆ µp, ˆ µq,
and ˆ µr. ￿
Proof of Theorem 5.1: Apply Lemmas A.6 and A.7. That gives us the asymptotic distribution of
P ˆ F
−1






which leads to the extra variance term V11, with the normalizations by N = N00 + N01 +N10 + N11. ￿
Before proving Theorem 5.2 we state without proof two preliminary lemmas.
Lemma A.8 Suppose that for h1,ˆ h1 : Y1
p











￿ˆ h2(y) − h2(y)
￿ ￿









[44]Lemma A.9 Suppose that for h1,ˆ h1 : Y1 → Y2 ⊂ R, h2 : Y2 → R, supy∈Y1
￿
￿

















If also for ˆ h2 : Y2 → R, we have supy∈Y2
￿















Proof of Theorem 5.2: Let f = infy,g,t fY,gt(y), f = supy,g,t fY,gt(y), and let f0 = supy,g,t
∂fY,gt
∂y (y).
Also let p = supy00,y10 p(y00,y 10), q = supy01,y10 q(y01,y 10), r = supy10 r(y10), and let C = max(p,q,r).
By assumption f > 0, f<∞, f0 < ∞, and C<∞.
It suﬃces to show ˆ αgt
p
−→ αgt for all g,t =0 ,1 and ˆ V p p
−→ V p, ˆ V q p
−→ V q, ˆ V r p
−→ V r and ˆ V s p
−→ V s.
Consistency of ˆ αgt and ˆ V s is immediate. Next consider consistency of ˆ V p. The proof is broken up
into three steps: the ﬁrst step is to prove uniformly consistency of ˆ fY,00(y), the second step is to prove
uniformly consistency of ˆ p(y00,y 10), and the third step is consistency of ˆ V p given uniform consistency
of ˆ p(y00,y 10).




gt ·|ˆ FY,gt(y) − FY,gt(y)|
p














￿ ￿ ˆ fY,gt(y) − fY,gt(y)
￿


















ˆ FY,gt(y + N−1/3) − ˆ FY,gt(y)
N−1/3 −

























ˆ FY,gt(y + N−1/3) − FY,gt(y + N−1/3)
N−1/3 −
























￿ ˆ FY,gt(y) − FY,gt(y)
￿
￿



































[45]The second step is to show uniform consistency of ˆ p(y00,y 10). By boundedness of the derivative of
F
−1
Y,01(q), uniform convergence of ˆ F
−1
Y,01(q) and ˆ FY,00(y), Lemma A.9(ii) implies uniform convergence
of ˆ F
−1
Y,01( ˆ FY,00(y)) to F
−1
Y,01(FY,00(y)). This in turn, combined with uniform convergence of ˆ fY,01(y)
and another application of Lemma A.9(ii) implies uniform convergence of ˆ fY,01( ˆ F
−1
Y,01( ˆ FY,00(y10))) to
fY,01(F
−1
Y,01(FY,00(y10))). Applying Lemma A.9(i), using the fact that fY,01(y) is bounded away from
zero, implies uniform convergence of 1/ˆ fY,01( ˆ F
−1
Y,01( ˆ FY,00(y10))) to 1/fY,01(F
−1
Y,01(FY,00(y10))). Finally,
using Lemma A.8 then gives uniform convergence of ˆ p(y00,y 10)t op(y00,y 10), completing the second
step of the proof.
The third step is to show consistency of ˆ V p given uniform convergence of ˆ p(y00,y 10). For any ε>0,
let η = min(
p






























|ˆ p(y00,Y 10,j)) − p(y00,Y 10,j))| <η ,



























































































By boundedness of p(y00,y 10) it follows that 1
N10
PN10
j=1 p(y,Y10,j) − E[p(y,Y10)]
p
































which completes the proof of consistency of ˆ V p.
Consistency of ˆ V q and ˆ V r follows the same pattern ﬁrst establishing uniform consistency of ˆ q(y01,y 10)
and ˆ r(y) followed by using a law of large numbers, and the proofs are therefore omitted. ￿



































i=1 rq(Y10,i), and 1
N11
PN11
i=1 sq(Y11,i) all have expectation
zero, variances equal to V p
q , V q
q , V r
q , and V s
q respectively and zero covariances. To prove this assertion
is suﬃcient to show that
ˆ F
−1























This can be shown by direct extension of the arguments in Lemma A.5. ￿
Next we establish an alternative representation of the bounds on the distribution function, as well as an
analytic representation of bounds on the average treatment eﬀect.
Lemma A.10 (Bounds on Average Treatment Effects) Suppose Assumptions 3.1, 3.3, 5.2, 4.1,
4.3, and 5.3 hold. Suppose that the support of Y is a ﬁnite set. Then:
(i) F LB
Y N,11(y)=Pr(k(Y10) ≤ y) and F UB
Y N,11(y)=Pr(k(Y10) ≤ y), and


























Proof: Let Y00 = {λ1,...,λ L} and Y01 = {γ1,...,γ M} be the support of Y00 and Y01 respectively.38
By Assumption 5.2 the supports of Y10 and Y N
11 are subsets of these.
Fix y. Let l(y) = max{l =1 ,...,L: k(λl) ≤ y}. Consider two cases: (i) l(y) <L , and (ii) l(y)=L.
Start with case (i). Then, k(λl(y)+1) >y . Also, since k(y) is non-decreasing in y,
˜ F UB
Y N,11(y) ≡ Pr(k(Y10) ≤ y)=P r ( Y10 ≤ λl(y))=FY,10(λl(y)).
Deﬁne γ(y) ≡ k(λl(y)), and γ0(y) ≡ k(λl(y)+1) so that γ(y) ≤ y<γ 0(y). Also deﬁne for j ∈{ 1,..,L},q j =
FY00(λj) and note that by deﬁnition of F Y,00,F Y,00(λj)=qj−1. Deﬁne p(y) ≡ FY,01(y). Because y ≥
k(λl(y))=F
−1
Y,01(F Y,00(λl(y))) (the inequality follows from the deﬁnition of l(y), and the equality follows
from the deﬁnition of k(y)), applying the nondecreasing function FY,01(·) to both sides of the inequality
yields p(y)=FY,01(y) ≥ FY,01(F
−1
Y,01(F Y,00(λl(y)))). By the deﬁnition of the inverse distribution function
FY (F
−1
Y (q)) ≥ q, so that p(y) ≥ F Y,00(λl(y))=ql(y)−1. Since l(y) <L ,Assumption 5.3 rules out equality





γ0(y), and substituting in deﬁnitions, γ0(y)=F
−1
Y,01(F Y,00(λl(y)+1)) = F
−1
Y,01(ql(y)). Putting the latter




Y,01(ql(y)), which implies p(y) <q l(y). Since
we have now established ql(y)−1 <p (y) <q l(y), it follows by the deﬁnition of the inverse function that
F
−1







Y,00(p(y))) = FY,10(λl(y))= ˜ F UB
Y N
11 (y).
This proves the ﬁrst part of the Lemma for the upper bound for case (i).
In case (ii), k(λL) ≤ y, implying that ˜ F UB
Y N,11(y) ≡ Pr(k(Y10) ≤ y)=P r ( Y10 ≤ λL) = 1. Applying the
same argument as before one can show that p(y) ≡ FY,01(y) ≥ F Y,00(λL), implying F
−1
Y,00(p(y)) = λL,
and hence F UB
Y N,11(y)=FY,10(λL)=1= ˜ F UB
Y N,11(y).
38These supports can be the same.
[47]The result for the lower bound follows the same pattern and is omitted here. The second part of
the Lemma follows since we have established that k(Y10) has distribution F UB
Y N,11(·) and k(Y10) has
distribution F LB
Y N,11(·). ￿






1{Y00,i <y }, ˆ k(y)= ˆ F
−1
01 ( ˆ F 00(y)), and ˆ k(y)= ˆ F
−1
01 ( ˆ F00(y)).
Lemma A.11 For all l =1 ,...,L,
√




N(ˆ k(λl) − k(λl))
p
→ 0.
Proof: Deﬁne ν = minl,m:min(l,m)<L |F00(λl) − F01(λm)|. By assumption 5.3 and the ﬁnite support
assumption, ν>0. By uniform convergence of the empirical distribution function there is for all ε>0






￿ ￿ ˆ F00(y) − F00(y)
￿
￿ ￿ >ν / 3
￿





￿ ￿ ˆ F01(y) − F01(y)
￿










￿ˆ F 00(y) − F 00(y)
￿
￿
￿ >ν / 3
￿






￿ˆ F 01(y) − F 01(y)
￿
￿
￿ >ν / 3
￿
<ε / 4.





￿ ˆ F00(y) − F00(y)
￿
￿












￿ˆ F 00(y) − F 00(y)
￿
￿




￿ˆ F 01(y) − F 01(y)
￿
￿
￿ ≤ ν/3. (A.21)
By the above argument the probability of (A.21) is larger than 1 − ε for N ≥ Nε,ν. Hence it can be
made arbitrarily close to one by choosing N large enough.
Let λm = F
−1
01 (q00,l). By Assumption 5.3 it follows that F01(λm−1) <q 00,l = F00(λl) <F 01(λm),
with F01(λm) − q00,l >νand q00,l − F01(λm−1) >νby the deﬁnition of ν. Conditional on (A.21) we
therefore have ˆ F01(λm−1) < ˆ F00(λl) < ˆ F01(λm). This implies ˆ F
−1
01 ( ˆ F00(λl)) = λm = F
−1
01 (F00(λl)), and





















≤ 1 − (1 − ε)=ε,
which can be choosen arbitrarily small. The same argument applies to
√
N(ˆ k(λl − k(λl)), and it is
therefore omitted. ￿
Proof of Theorem 5.4: We only prove the ﬁrst assertion. The second follows the same argument.
√







































ˆ k(Y10,i) − k(Y10)
￿
.















d −→ N (0,V
s/α11 +V
r/α10).





ˆ k(Y10,i) − k(Y10)
￿
p
−→ 0. This expression can be

















zero for each l by Lemma A.11, this converges to zero. ￿.




d −→ N (0,V J). To show joint normality, we need to show that for any arbitrary linear combinations
of the
√
N·(˜ κg0,g1,t0,t1−κg0,g1,t0,t1) are normally distributed. This follows from the asymptotic normality





g,t, and ˆ µs
g,t, combined with their independence across groups and
time periods. ￿
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Figure 1: Illustration of TransformationsF
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