We prove several consistency results concerning the notion of ω-strongly measurable cardinal in HOD. In particular, we show that is it consistent, relative to a large cardinal hypothesis weaker than o(κ) = κ, that every successor of a regular cardinal is ω-strongly measurable in HOD.
Introduction
The purpose of this work is to study the notion of ω-strongly measurable cardinals in HOD, as a part of an attempt to understand the extent of which the inner model HOD can be "distant" from the set theoretic universe V . The notion of ω-strongly measurable cardinals in HOD has been introduced by Woodin in his seminal work [12] , and plays a key role in the study of Ultimate L, and the formulation of the HOD-Conjecture. Definition 1.1. Let κ be an uncountable regular cardinal, and S a stationary subset of κ. We say that κ is strongly measurable in HOD with respect to S if there exists some η < κ such that (2 η ) HOD < κ and there is no partition S α | α < η ∈ HOD of S into sets, all stationary sets in V . We say that κ is ω-strongly measurable in HOD if it is strongly measurable in HOD with respect to the set S = κ ∩ Cof(ω), and that it is strongly measurable in HOD if it is strongly measurable in HOD with respect to S = κ.
It is shown in [12] that if κ is an ω-strongly measurable cardinal κ in HOD then there are stationary sets S ⊆ κ ∩ Cof(ω) for which the restriction of CUB κ ↾ S to HOD, forms a measure on κ in HOD. On the other hand, Woodin shows ( [12] ) that the existence of a class of regular cardinals which are not ω-strongly measurable in HOD, together with the existence of a HOD-supercompact, implies that HOD satisfies many appealing approximation properties with respect to V . The results promote Woodin's HOD-conjecture. Conjecture 1.2 (HOD conjecture, [12, Definition 191] ). There is a proper class of regular uncountable cardinals κ which are not ω-strongly measurable in HOD.
In light of the HOD-conjecture, it is natural to attempt forming models with as many as possible ω-strongly measurable cardinals in HOD. Woodin Date: November 13, 2019. has established the consistency (relative to large cardinals) of models with up to three ω-strong measurable cardinals (see [13, Remark 3.43] ). The main purpose of this work is to prove that many strongly measurable cardinals can be obtained from relatively small large cardinal assumption of hypermeasurability. Theorem 1.3. It is consistent relative to the existence an inaccessible cardinal θ for which {o(κ) | κ < θ} is unbounded in θ, that every successor of a regular cardinal is strongly measurable in HOD.
Cummings, Friedman, and Golshani ( [2] ) have established the consistency of a model where (α + ) HOD < α + for every infinite cardinal α. In [7, Theorem 2.2], Gitik and Merimovich prove that it is consistent relative to large cardinals that every regular uncountable cardinal is measurable in HOD. A similar result is obtained using a different technique in [1, Theorem 1.4] . Perhaps, more related to our work is [1, Theorem 1.3] , in which a club of measurable cardinal in HOD is obtained from a large cardinal axiom weaker then o(κ) = κ.
In those models there are no ω-strongly measurable successor cardinals. We note that these results do not apply to models where there is an extendible cardinal δ below θ. The assumption of an extendible cardinal δ in V derives a sharp dichotomy between HOD being close/far from V , as shown by Woodin's HOD-Dichotomy theorem ( [12] ). Theorem 1.4 (HOD Dichotomy, [14] ). If δ is an extendible cardinal then one of the following holds.
(1) Every cardinal η above δ which is singular in V , is singular in HOD and (η + ) HOD = η + . (2) Every regular cardinal above δ is ω-strongly measurable in HOD.
In the last part of this work, we prove a consistency result regarding strong measurability at successors of singular cardinals. Woodin ([12] ) establishes the consistency of a successor of a singular cardinal λ, which is ω-strong measurable cardinal in HOD, from the large cardinal assumption I 0 . Here, we prove a weaker consistency result from a weaker large cardinal assumption. Theorem 1.5. Suppose that κ < λ are cardinals, κ is λ-supercompact and λ is measurable. Then, there is a generic extension in which κ is a singular cardinal of cofinality ω, and λ = κ + is strongly measurable in HOD with respect to S, for some stationary subset S ⊆ λ ∩ Cof(ω).
A brief summary of this paper. The rest of this section is devoted to reviewing preliminary results related to homogeneous forcings and their iterations, useful generalizations of the notion of ω-strongly measurable cardinals in HOD, and homogeneous iterations for changing cofinalities. In the following sections, we gradually develop the forcing methods used to prove our main results (Theorems 1.3 and 1.5): In section 2 we show how to obtain a model where ω 1 is strongly measurable in HOD from the consistency assumption of a single measurable cardinal. The case of κ = ω 1 is different from the general case as it does not require incorporating posets for changing cofinalities. It can also be seen as a warm-up for the general case. In section 3 we further develop the ideas from the previous section and combine them with a suitable iteration for changing cofinalities. As a result, we establish the consistency of an strongly measurable cardinal which is a successor of an arbitrary regular cardinal λ, from the large cardinal assumption of o(κ) = λ + 1. In section 4 we introduce a method to construct a Prikry-type poset which is equivalent to the forcing from the previous section, and has a direct extension order that is λ-closed. In section 5 we utilize this equivalent Prikry-type poset to form iterations of the single cardinal forcing, thus obtaining models with many strongly measurable cardinals. Finally, in section 6 we prove our theorem concerning successors of singular cardinals. The results of this section do not depend on the other sections past our preliminaries.
1.1. Preliminaries. Our notations are mostly standard. We follow the Jerusalem forcing convention in which for two conditions p, p ′ in a poset P, the fact p ′ is stronger (more informative) than p is denoted by p ′ ≥ p.
1.1.1. Homogeneity and HOD. When dealing with HOD, we would like to modify the universe (via forcing) while not adding objects to HOD. The main method to obtain this is to force with posets which satisfy certain weak homogeneity property. The main results of this work will focus on the notion of cone homogeneous posets. Definition 1.6. We say that a poset P is cone homogeneous if for every p, q ∈ P there are extensions p * , q * of p, q respectively, and a forcing isomorphism ϕ from the cone P/p * (i.e., of conditions extending p * ) to the cone P/q * .
This notion can also be found under different names in the literature concerning weak forms of homogeneity. Our terminology follow [3] for the most part. It is easy to see that cone homogeneous posets satisfy most standard properties of homogeneous posets concerning ordinal definablility sets. In particular, the following well-known result holds. Fact 1 ([9] ). If P is cone homogeneous and belongs to HOD, and G ⊆ P is generic over V then HOD V [G] ⊆ HOD V .
If ϕ is an isomorphism of two cones P/p 0 and P/p 1 and σ is a P/p 0 name, then by recursively applying ϕ we obtain a P/p 1 -name, which we denote by σ ϕ .
Let P = P κ where P α , Q α | α < κ is an iteration of cone homogeneous posets Q α and moreover let us assume that all cone automorphisms of P α does not modify Q α or its order. For simplicity, we may assume that Q α and its order are ordinal definable.
Given two conditions p = p α | α < κ , q = q α | α < κ in P, it is natural to try forming extensions p * = p * α | α < κ ≥ p, q * = q * α | α < κ ≥ q, and an isomorphism ϕ : P/ p * → P/ q * as follows:
By induction on β ≤ κ, we attempt defining extensions p β = p * α | α < β of p ↾ β, and q β = q * α | α < β of q ↾ β, and an isomorphism ϕ β :
For β = 0, where P 0 = {0 P 0 } is a trivial forcing we take ϕ 0 to be the identity. At a successor step, assuming p β , q β and ϕ β have been defined, we have that ϕ β ( p β ) = q β forces that p ϕ β β and q β are conditions of the cone homogeneous poset Q β . There are therefore P β -names p ′ β and q ′ β of extensions of p ϕ β β and q β , respectively, and a name of a cone isomorphism
It is immediate from our assumption of ϕ β and choice of ψ β that ϕ β+1 is an isomorphism. Finally, for a limit ordinal δ ≤ κ, p δ (similarly q δ ) is determined by the requirement p δ ↾ β = p β for all β < δ (similarly for q δ ), and ϕ δ by the requirement ϕ δ ↾ P β / p β = ϕ β for all β < δ. See [3] for more detailed proof for the validity of this construction.
We conclude that for this construction to succeed the following conditions need to hold for all α ≤ κ: (i) p β , q β are well-defined conditions in P β which extend p ↾ β, q ↾ β respectively, and (ii) ϕ β is a well-defined cone isomorphism.
If the construction succeeds throughout all stages β ≤ κ, then the final conditions p * = p κ , q * = q κ and cone isomorphism ϕ = ϕ κ , satisfy the required properties. It is easy to see that condition (i) and (ii) may only fail at limit stages δ ≤ κ, where the precise formation of the iteration (e.g., its support) may prevent p δ to be a condition in P δ . Similarly, the definition of the limit order ≤ P δ might prevent the defined map ϕ δ to be an isomorphism.
This problem does not occur for finite iteration:
. A finite iteration of ordinal definable cone homogeneous forcings is cone homogeneous.
Since our proof of theorem 1.3 is based on a construction of a Magidor Iteration P = P α , Q α | α < θ of Prikry-type forcings (Q α , ≤ Qα , ≤ * Qα ), 1 i.e., the restriction ϕ β 1 ↾ P β 0 / p β 0 is obtained by identifying conditions r β 0 ∈ P β 0 / p β 0 with their extension r β 1 = r β 0 ⌢ ( p β 1 ↾ [β 0 ,β 1 ) ).
we conclude this section with a description of a specific variant of cone homogeneity for the poests Q α , which guarantees that the Magidor iteration P is cone-homogeneous as well. Conditions in the Magidor iteration P = P α , Q α | α < κ of Prikry type posets Q α , ≤ Qα , ≤ * Qα are sequences p = p α | α < κ which beyond the standard requirement of p ↾ α p α ∈ Q α , also satisfy that for all but finitely many ordinals α < κ, p ↾ α p α ≥ * Qα 0 Qα . We note that in particular, the definition allows using full-support condition, as long as almost all components p α are direct extensions of the trivial conditions. Similarly for the definition of the ordering ≤ P , we have that p ′ ≥ p requires both that p ′ ↾ α p ′ α ≥ Qα p α for all α and that for all but finitely many ordinals α < κ, p ′ ↾ α p ′ α ≥ * p α . See [6] for a comprehensive description of the Magidor iteration style and its main properties.
Qα so that the following conditions hold for each α < κ:
Qα are ordinal definable in V , and (ii) it is forced by 0 Pα that for every two conditions p, q ∈ Q α there are p * ≥ * Qα p and q * ≥ * Qα q and a cone isomorphism ψ α : Q α /p * → Q α /q * which respects the direct extension order ≤ * Qα . Then P is cone homogeneous.
Proof. Let p, q ∈ P, and ( p β , q β , ϕ β | β ≤ κ) be the sequence obtained form the procedure described above. It suffices to verify inductively, that conditions (i) and (ii) are satisfied by the sequence.
We note that in the successor step construction of p ′ β , p * β = (p ′ β ) ϕ −1 β , q * β = q ′ β , and ψ β , we may assume from our assumptions above that
, and therefore applying ϕ −1 β shows that p * β ≥ * Q β p β , and p → ψ β (p ϕ β ) is forced to be ≤ * Q β -preserving by p β . In particular, assuming ϕ β is order prserving and r β+1 ≥
We conclude that, first, p * β , q * β are forced to be direct extensions of 0 Q β whenever p β , q β are, which in turn, implies that p α , q α are conditions of P α for all α ≤ κ. Hence, (i) is satisfied. Second, for every r α , s α ∈ P α / p α and
and similarly, when replacing replacing ≤ * Q β with ≤ Q β . It follows at once from this and the definition of the ordering ≤ Pα of the Magidor iteration that ϕ α is a cone isomorphism. Hence (ii) holds.
Variations of Strong Measurability.
We start with several observations concerning a natural generalization of the notion of ω-strongly measurability. Definition 1.9. Let S ⊆ κ, S ∈ HOD stationary and η a cardinal in HOD. κ is (S, < η)-strongly measurable if there is no partition in HOD of S into η many disjoint stationary sets. κ is (S, η)-strongly measurable if it is (S, < (η + ) HOD )-strongly measurable.
Therefore a cardinal κ is ω-strongly measurable if it is (S κ ω , η)-strongly measurable for η such that (2 η ) HOD < κ. Theorem 1.10 (Woodin). Let η < κ be a cardinal such that (2 η ) HOD < κ, and let us assume that there is an extendible cardinal δ < κ. Then κ is (S, η)-strongly measurable for some S ∈ HOD stationary if and only if κ is ω-strongly measurable.
The next two results provide necessary and sufficient conditions for a cardinal κ to be ω-strongly measurable in HOD. Both will guide us in devising the main forcing construction, which will be used to prove theorem 1.3. Lemma 1.11. Let κ be (S, <κ)-strongly measurable. Then S is contained in the regular cardinals of HOD, up to a non-stationary error.
Proof. The proof follows the standard proof for Solovay's splitting theorem, in the case of non-Mahlo cardinal, as appear for example in [8] .
Let S ′ ⊆ S be the set of all HOD-singular ordinals in S and suppose, towards a contradiction, that S ′ is stationary.
Let f : S ′ → κ be the HOD-cofinality function, so f (α) = cf HOD (α). By the definition of S ′ , f is regressive. By Fodor's Lemma, there is some η < κ such that S ′′ = f −1 ({η}) ⊆ S ′ is stationary. Pick in HOD, for every α ∈ S ′′ a cofinal sequence of order type η, γ α i | i < η . It is impossible that for every i, there is a club (in V ) D i such that γ i := sup α∈D i γ α i < κ, since then, for α ∈ S ′′ ∩ i<η D i above sup i<η γ i < κ, we get that γ α i is bounded below α for all i < η.
Let i be the least ordinal for which there is no club on which the sequence γ α i is bounded. Set for each ζ < κ, S ζ = {α ∈ S ′′ | γ α i = ζ}. By our assumption on i and a standard pressing down argument, the set of ζ < κ for which S ζ is stationary (in V ) is unbounded in κ. Since κ is regular, {ζ | S ζ is stationary} has size κ. The sequence of sets S ζ | ζ < κ is clearly in HOD. Moreover, the property of stationarity in κ is ordinal definable. It follows that the restriction of S ζ | ζ < κ to stationary sets is also in HOD. Thus, in HOD there is a decomposition of (a subset of) S into κ many disjoint stationary sets. Lemma 1.12. Suppose that κ is an inaccessible cardinal in HOD and that the restriction of the club filter on κ to HOD is the intersection of η normal measures from HOD, U κ,i | i < η ∈ HOD, for some η < κ. Then κ is (κ, η)-strongly measurable.
Proof. First, since κ is inaccessible in HOD and η < κ, (2 η ) HOD < κ.
Let T α | α < (η + ) HOD ∈ HOD be a decomposition of κ into stationary sets. By the assumption, for each α there is a measure U κ,i in HOD such that T α ∈ U κ,i . Since the sets T α are pairwise disjoint, it is impossible for α = β to belong to the same U κ,i . Thus, we obtain an injective function from (η + ) HOD to η in HOD-a contradiction.
1.1.3. Homogeneous change of cofinalities. Our approach to constructing a model with an ω-strongly measurable cardinal κ, is to force over a ground model V = HOD V with a weakly homogeneous poset (i.e., therefore also cone-homogeneous) to form a generic extension V [G] with a cardinal κ, which satisfies the conditions of lemma 1.12. In light of lemma 1.11 above, we see that many regular cardinals in V need to change their cofinality in V [G]. The main challenge in that regard, it to change the cofinality of many cardinals with a weakly homogeneous forcing. Fortunately, such forcing has been constructed in [1] , where the theory of non-stationary support iteration of Prikry-type forcings is developed, and employed to form a weakly-homogeneous variant of the Gitik iteration ( [4] ). We note that as opposed to an Easton-style version of the Gitik iteration, which has a strong chain condition (i.e., κ.c.c when iterating up to a Mahlo cardinal κ), the non-stationary support variant by Ben-Neria and Unger has a weaker, fusion-type property.
We briefly describe the construction of the non-stationary support iteration P of iteration of Prikry-type forcings Q α from [1] . The iteration, which is based on the given coherent sequence of measures U α,τ | α < κ, τ < o U (α) is non trivial at each α < κ, o U (α) > 0. As this α, the forcing Q α adds a cofinal closed unbounded set b α to α of order-type ω o(α) (the ordinal exponentiation). More specifically, given a V -generic filter G α ⊆ P α , which adds clubs b β , for β < α, o U (β) > 0, one considers finite sequence t = ν 0 , . . . , ν k−1 with the property that for every
If ρ is an ordinal so that o(ν i ) < ρ for all i < k then we say t is ρ-coherent. Otherwise, we denote by t ↾ ρ to be the sub-sequence of ν i ∈ t so that o(ν i ) < ρ.
Working at V [G α ], one constructs posets Q α,τ , τ ≤ o U (α), and simultaneously shows by induction on τ ≤ o U (α) that for each τ -coherent sequence t, U α,τ ∈ U extends to U α,τ (t). We have Q 0 α is the trivial poset, and given that the measures U α,τ ′ (t), have been defined for every τ ′ < τ and t τ ′ -coherent, the forcing Q τ α consists of pairs q = t, T where t is τ -coherent, T ⊆ [α] <ω is a tree whose stem is ∅ and for every s ∈ T ,
. Direct extensions and end extensions of Q τ α are defined as usual. Q τ α is a Prikry type forcing whose direct extension is α-closed. With Q α,τ determined we consider the Vultrapower by U α,τ , by taking j α,τ :
if there exist p ∈ G α and a valid tree T such that
Fact 2.
(1) For each α such that o U (α) > 0, b α is a cofinal sequence at α of order type ω o U (α) (ordinal exponentiation). (2) For each α ≤ κ, (P α , ≤, ≤ * ) is a Prikry-type forcing.
(3) For every γ < α ≤ κ, the quotient (P α /P γ , ≤, ≤ * ) is a Prikry-type forcing whose direct extension order ≤ * is γ-closed. In particular, the quotient P α /P γ does not add new bounded subsets to γ. (4) The iteration P α /P β is weakly homogeneous.
ω 1 is strongly measurable from one measurable cardinal
Suppose that κ is a measurable cardinal in a model V and U is a normal measure on κ. Force with Levy collapse poset Coll(ω, < κ) over V . Let H be a V -generic filter. 
Suppose towards contradiction that such M ′ does not exist. Let f ′ be a Coll(ω, < κ) name for f ′ and p ∈ H be a condition forcing this statement. 
, we need to check that the intersection of a countable family {D n | n < ω} of dense open subsets of C U is dense. Pick some regular cardinal θ > κ + such that C U , {D n | n < ω} ∈ H θ . By lemma 2.1, for every condition x ∈ C U there exists an elementary substructure M ≺ H θ of size |M | = ℵ 0 , with x, P, C U , {D n | n < ω} ∈ M and further satisfies that sup(M ∩ κ) ∈ A for every A ∈ M ∩ κ. Denote sup(M ∩ κ) by α and pick a cofinal sequence α n | n < ω in α. We can construct an increasing sequence of extensions x n | n < ω ⊆ M of x, x n = c n , A n such that x n+1 ∈ D n and max(c n ) ≥ α n for every n < ω. Since x n = c n , A n ∈ M then α ∈ A n for all n < ω. It follows that x * = {α} ∪ ( n c n ), n A n is a condition in C U , which is clearly an upper bound of x n | n < ω . We conclude that there exists x * extending our given condition x such that x * ∈ n D n .
σ is clearly order preserving map onto C U /y 1 , and has an order preserving inverse which is given by
Proof. By Lemma 1.7, Coll(ω, < κ) * C U is cone homogeneous, and therefore
Strongly measurable successor of a regular cardinal
Suppose that λ < κ are two cardinals such that λ is regular and κ is
Let P = P α , Q α | α < κ be the homogeneous iteration of subsection 1.1.3.
Remark 3.1. We note that it follows at once from the definition of Q α that for every V -set A ∈ i<o U (α) U α,i contains a tail of the cofinal sequence b α . This is because every condition q = t, T ∈ Q α has a direct extension q A = t, T A of q, which satisfies that succ T (s) ⊆ A for all s ∈ T .
is a sequence of β < κ many sets of F κ . We would like to show that ν<β A ν belongs to F κ . We may assume that A ν ∈ i≤λ U κ i for all ν < β.
In order to prove the claim, we move from V [G * H] to V [G], and then
, such that it is forced that A ν ∈ X ν . Let p ∈ G be a condition forcing the above. Moving back to V , [1, Lemma 3.6] guarantees that there exists some q ∈ G and a sequence of sets
and therefore there exists a P-name function
Before turning to prove the statement of the lemma, let us consider our ability to approximate F ′ in V . Let N ≺ H V θ be an elementary substructure of size κ with N <κ ⊆ N and P, F ′ ∈ N . By a standard argument concerning capturing dense open sets in Prikry-type forcings and fat-trees (e.g., see [6]) for every dense open set D of P, p ∈ P there exists a direct extension p * ≥ * p which reduces capturing D to a bounded condition in P µ for some µ < κ. Moreover, given ν < κ we can also make p * ≥ * p to agree with p up to ν + 1 (i.e., p * ↾ ν + 1 = p ↾ ν + 1) in which case µ > ν. Given an initial condition p ∈ P, we can list the dense open sets in N , D i | i < κ , and form an increasing sequence of direct extensions of p, p i | i < κ , together with a closed unbounded set C * = ν i | i < κ such that for every successor
By a standard argument concerning non-stationary support iterations (e.g., see [1, Lemma 2.2]), the sequence of direct extension p i | i < κ has an upper bound p * ≥ * p. It follows that for every P-name σ ∈ N of a element of H V θ , then there exists some µ < κ and P µ -name σ ′ ∈ N such that p * σ = σ ′ . In particular, for each such name σ, p * forces it can take at most κ many values in H V θ , all of which are in N by elementarity of N in H θ and the fact κ
We now return to prove the statement of the lemma. It is sufficient to prove that in V [G] there exists some M ′ ⊆ H V θ which is closed under F ′ and satisfies requirements (i)-(iii). Suppose otherwise, and let p ∈ P be a condition which forces that there are no such structures M ′ . By a standard density argument there are N ≺ H V θ and p * ∈ G as above, with p * ≥ * p. It follows from the findings above that j τ (p * ) forces that
Condition (i) holds as well, since j(P κ )/P κ does not introduce new <τ -sequences to j τ "N . Therefore, to obtain a contradiction it remains to verify j τ (p * ) forces M ′ satisfies condition (iii). For every
To produce a model where κ is ω-strogly measurable, we will force over V [G * H] to add a closed unbounded set C ⊆ κ which is almost contained in every set A ∈ F κ .
For conditions x = c, A ∈ C Fκ we will frequently denote c and A by c x and A x respectively. It is clear that if R ⊆ C Fκ is generic then the union C = {c x | x ∈ R} is a closed and unbounded subset of κ which is almost contained in every A ∈ F κ . Since F κ is a filter, the forcing C Fκ is κ-centered and therefore satisfies κ + .c.c.
, we need to check that the intersection of every set {D i | i < λ} of λ-many dense open subsets of C Fκ is dense. Pick some regular cardinal θ > κ + such that P, C Fκ , {D i | i < λ} ∈ H θ . By Lemma 3.5, for every condition x ∈ C F there exists an elementary substruc-
We construct an increasing sequence of extensions x j | j < λ of x, together with an increasing subsequence α i j | j < λ of b α such that x j+1 ∈ D j for every j < λ, and {α} ∪ {α i j | j > j * } ⊆ A x j * for all j * < λ. For notational simplicity, denote x by x −1 . Given a condition x j ∈ M with a suitable α j as above, we take x j+1 ∈ D j+1 to be an exten-
Take i j+1 < λ to be the minimal such i ′ > i j . It remains to show that the construction goes through at limit stages δ ≤ λ. Given x j | j < δ we define i δ = sup j<δ α i j . It is clear from our construction at successor steps that α i δ = sup j<δ max(c x j ) and α i δ ∈ A x j for every j < δ. It follows that the condition x δ = {α δ } ∪ j<δ c x j , j<δ A x j satisfies the desirable conditions. Moreover if δ < λ then x δ ∈ M since M is closed under its < λ-sequences.
Since the limit construction goes through at stage λ as well (although not producing a condition in M ), the limit condition x λ is an extension of x, and belongs to j<λ D j .
The argument of the proof of lemma 2.4 for C U applies to C Fκ as well.
We may identify G(C Fκ ) with its derived generic closed and unbounded set
By a standard density argument we have that for every set
Finally, we know that each poset P, Coll(λ, < κ), and C Fκ is forced in turn to be cone homogeneous and clearly definable using parameters from the ground model. Therefore P * Coll(λ, < κ) * C Fκ is cone homogeneous, and therefore HOD V [G * H * C] ⊆ V . The claim follows.
The result in this section is weaker than the result of section 2, since the club filter is not an ultrafilter in HOD.
Question 3.10. Is it consistent that the club filter restricted to S λ ω is an ultrafilter in HOD for a regular cardinal λ > ℵ 1 ?
By the general behaviour of covering arguments, it is possible that the consistency strength of ω 2 being ω-strongly measurable in HOD should be lower than the same property for other successor of a regular cardinal. Question 3.11. What is the consistency strength of ω 2 being ω-strongly measurable in HOD?
Embedding C Fκ in suitable Prikry-type forcings
The method of the previous section can be iterated finitely many times in order to get finitely many successive ω-strongly measurable cardinals. In order to get a global result (or even just infinitely many ω-strongly measurables) we need to have a preservation of distributivity under iterations. This is, in general, a difficult task. One way to obtain this is by shifting our goal from preserving distributivity into preserving the Prikry Property. There are several ways to iterate Prikry type forcings and preserve the Prikry Property as well as the closure properties of the direct extension. Thus, embedding the distributive forcings into a Prikry type forcing can be used in order to get a suitable distributivity of the iteration. Usually, in order to achieve this, some strong compactness assumption is made that enables one to embed any sufficiently distributive forcing into a Prikry type forcing.
Our goal is to embed C Fκ into a Prikry type forcing without increasing our large cardinal hypothesis from o(κ) = λ + 1. For this, our approach follows the finer technique, introduced by Gitik in [5] .
The rest of this section is organized as follows: after reviewing the basic construction and properties of the tree Prikry-type forcings
Then, we use the posets Q * κ,τ , τ ≤ λ. Using the filter based variant Q * κ,τ , we introduce a forcing equivalentC Fκ of C Fκ with a dense Prikry-type sub-forcing C * Fκ whose direct extension order is λ-closed. In the following Section 5, we will see that the posetsC Fκ can be iterated on different cardinals to construct models with many ω-strongly measurable cardinals. 4.1. The forcing Q * κ,τ . We turn back to consider our forcing scenario with
Moving to the further collapse extension
By further forcing with the collapse quotient
, producing a generic filter H * τ ⊆ Coll(λ, < j κ,τ,t (κ)), with H * τ ↾ Coll(λ, < κ) = H, the elementary embedding j κ,τ,t extends into
In turn, the embedding j * κ,τ,t generates a V [G * H] ultrafilter U κ,τ (t) * ⊆ F κ,τ (t) + , which is a F κ,τ (t) + -generic ultrafilter over V [G * H], by standard arguments connecting forcing with positive sets and generic ultrapowers.
It would be useful for our purposes to work with a concrete description of the sets in D κ,τ,t . We proceed to introduce the relevant notions. (1) Recall that every finite coherent sequence t = ν 0 , . . . ,
, has an assigned a closed unbounded
For a coherent sequence t and a finite set of ordinals s ∈ [min(t)] <ω , we define π s (t) = min(b t \ (max(s) + 1)). When t = ν has a single element, we will often abuse this definition and write π s (ν) for π s ( ν ).
Standard arguments show that for every η, the function
In particular π s = π s 0 : κ → κ is a Rudin-Keisler projection of U κ,τ (s) to its normal projected measure U κ,0 (s), for every τ ≥ 0. (
as above, and let A = succ T (∅). We define in V [G][H] the set Qgeneric restriction of A with respect to H, to be the set
, for all τ ≤ λ and t ∈ [κ] <ω , the function π t = π t 0 represents κ in the ultrapower by U κ,τ (t). It is therefore immediate from our definition of D κ,τ,t ⊆ F κ,τ (t) + that sets in D κ,τ,t are of the form as A H r = {ν ∈ A | r(ν) ∈ H} where A ∈ U κ,τ (t), and r : A → Coll(λ, < κ) satisfying r(ν) ∈ Coll(λ, [π t (ν), κ)) for all ν ∈ A. 3 Moreover, we see that if Q is a t, q -suitable with q ∈ H, and r is given by r(ν) \ q, then A H r = A H Q .
We use these facts to introduce a variant of Gitik's forcing Q κ,τ in V [G * H]. The following poset Q * κ,τ will collapse cardinals up to κ + to λ and add a cofinal Magidor sequence b κ of length ω τ to κ, which diagonalizes the filter
(1) t is a τ -coherent finite sequence of ordinals below κ, (2) T is a tree of τ -coherent finite sequences with stem t,
As in Q κ,τ , we identify two condition (t, T, Q),
The direct extension ordering of Q * κ,τ naturally extends the direct extension ordering of Q κ,τ . Namely, for two conditions (t, T, Q),
We observe that the direct extension order
For this, note that it is immedate from the definition above that the partial order≤ ∈ V [G], obtained from ≤ * by removing the requirement Q(∅) ∈ H, belongs to V [G] and is clearly λ-closed in both V [G] and V [G * H] (note that the two generic extensions agree on sequences of length < λ). Then, as ≤ * is equivalent to the restriction of≤ to a λ-closed set (H), then it remains
The end-extension ordering of Q * κ,τ is based the restriction of the endextension of Q κ,τ to the Q-generic restriction of T with respect to H. Namely, for a condition p = (t, T, Q), the only values ν ∈ succ T (∅) which are allowed to used when taking a one-point extension, are ν ∈ succ T (∅) H Q . 4 In this case, the resulting one-point extension is defined to be p ⌢ ν = (t ∪ {ν}, T ν , Q ν ). In general, for a sequence r = ν 0 , . . . , ν k−1 ∈ T , the end extension of p by r, denoted p ⌢ r, is the one obtained by taking a sequence of one-point extensions by ν 0 , . . . , ν k−1 , in turn.
We note that although Q * κ,τ depends on the collapse generic H, and is fully defined only in V [G * H], we still have that Q * . Let p = (t, T, Q), forced to be a condition in Q * κ,τ by q = Q(∅), and A = succ T (∅). For each η < τ , denote
. Then there exists a direct extension p * ≥ * p, p * = (t, T * , Q * ), such that the set
Remark 4.4. In the proof of the lemma we make use of several construction arguments involving trees T associated to conditions (t, T ) in the poset Q κ,τ from [4] . We list these arguments and refer the reader to [4] for proofs.
For a finite sequence s, we write o(s) = max({o(ν) | ν ∈ s}).
(1) Suppose that (t, T ) is a condition of Q κ,τ and A ′ (η) ⊆ succ T (∅) belongs to U κ,η (t) for some η < τ . Then there exists a subtree T ′ of T , so that (t, T ′ ) ∈ Q κ,τ is a direct extension of (t, T ), and
Similarly, for every s ∈ T and A ′ s (η) ⊆ succ T (s) which belongs to U κ,η (t ⌢ s) then is a direct extension (t, T ′ ) of (t, T ), which only requires shrinking the tree T above s (i.e., shrinking T s ) and in particular s ∈ T ′ , such that so that
Furthermore, this construction can be naturally combined over different values s ∈ T . Namely given a family {A ′ s (η) | s ∈ T } of sets as above, we can apply the same procedure, level by level, to the tree T , and obtain a subtree T ′ ⊆ T with the property that (t, T ′ ) ∈ Q κ,τ and for every s ∈ T ′ ,
(2) For a condition (t, T ), s ∈ T , and η < τ , there exists a direct extension (t, T ′ ) ≥ * (t, T ), which only requires shrinking the tree T above s such that for all s ′ ∈ T which end extends s, if there exists ν ∈ b s ′ \ b s such that o(ν) = η, 5 then ν ′ = π t ⌢ s η (s ′ ) (the minimal such ν) belongs to succ T ′ (s). Repeating this construction, level by level, produces a direct extesnion (t, T ′ ) of (t, T ) satisfying that for every s ∈ T ′ and s ′ ∈ T ′ which extends s, then
We note that if s ∈ T ′ satisfies that o(µ) < η for all µ ∈ s, then for every µ ∈ succ T ′ (s) with o(µ) ≥ η, we have π t ⌢ s η (µ) = π t η (s ⌢ µ), which by our assumption of T ′ (applied to
The same consideration applies to any s ∈ T ′ and s ′ ∈ T ′ which extends s, and for which o(ν) < η for every ν ∈ s ′ \ s, and implies that succ
(3) Let (t, T ′ ) be a condition as in the previous clause. There exists a direct extension (t, T * ) of (t, T ′ ) such that for every s ′ ∈ T * for which
We turn to the proof of Lemma 4.3.
Proof. (Lemma 4.3)
For s ∈ T define o(s) = max({o(ν) | ν ∈ s}), and for a tree T ⊆ [κ] <ω , and η, T (< η) = {s ∈ T | o(s) < η}. Let p = (t, T, Q), A ′ (η), and (t ∪ {ν}, T ν , Q ν ) | ν ∈ A ′ (η) , as in the statement of the Lemma. By part (1) of Remark 4.4 above, we may assume (by reducing to a suitable sub-tree) that succ T (∅) ∩ {ν | o(ν) =η} ⊆ A ′ (η). Furthermore, by part (2) of the remark, we may further assume that A ′ (η) ∈ U κ,η (t ⌢ s) for every s ∈ T with o(s) <η.
Recall that for each sequence
is bounded in π t ⌢ s (ν), 6 we can press down on its value, and find a sub-
By applying the construction arguments of Remark 4.4, we may find direct extension (t, T ′ ) of (t, T ) having both properties from parts (1),(2) of the remark, where (1) is applied with respect to the sets A ′ s (η), s ∈ T ′ , o(s) <η, given by the pressing down process above, by which Q ′ (s) is defined. We note that, as mentioned at the end of part (2) of the remark, for every
. Moreover, by appealng to part (3) of the previous remark, we can find a direct extension (t, T * ) of (t, T ′′ ) which further satisfies that for every s ∈ T * for which ν s :
We note that since T * νs ⊆ T νs = dom(Q νs ), then Q νs (s) is defined. Moreover, since (t ∪ {ν s }, T νs , Q νs ) is assumed to be a condition in Q * κ,τ , then the value Q νs (s) does not depend on the choice of a sequence s ′ and its associated subsequences ∈ T νs satisfying b t ⌢ νs ⌢s = b t ⌢ s ′ = b t ⌢ s .
We turn to define the function Q * on T * . We follow the convention from the last paragraph, where for s ∈ T * with o(s) ≥η, we denote ν s = π t η (s). We set
We claim that Q * (∅) forces that (t, T * , Q * ) is a condition extending (t, T, Q). We show first that Q * (∅) forces (t, T * , Q * ) is a condition of Q * κ,τ , which requires verifying the first three conditions in the definition of the poset. Conditions (i),(ii) are clearly satisfied as (t, T * ) ∈ Q κ,τ . To verify condition (iii), we need to check that for every s, s ′ ∈ T * , if s ′ extends s then Q * (s) = Q * (s ′ ) ↾ λ × π t ⌢ s (s ′ ). The verification breaks down to three cases. 
Case III: If o(s) ≥η then there exists somes ∈ T * νs ⊆ T νs such that b t ⌢ νs ⌢s = b t ⌢ s and T * s ⊆ T * νs ⌢s . In particular, Q * (s) = Q * ((s)) and s ′ ∈ T * νs ⌢s ⊆ T νs s . Since Q νs is (t ∪ {ν s }, T νs ) coherent, we conclude that
This concludes the proof that p * = (t, T * , Q * ) satisfies the property (iii) of the definition of Q * κ,τ , and thus, that Q * (∅) ∈ Coll(λ, < κ) forces it is a condition of Q * κ,τ . It is immediate from its definition that p * is a direct extension of p. Finally, our choice of the tree T * above, obtain from T ′ using fact (3) from Remark 4.4 above, implies at once that Q * (∅) forces Proof. Suppose otherwise. Working in V [G * H], let (t, T, Q), σ be condition and statement of Q * κ,τ , respectively, such that no direct extension of (t, T, Q) decides σ. Back in V [G], let q ∈ H be a condition which forces this statement about (t, T, Q) and σ. For notational simplicity, we make the assumption that t = ∅. The proof for an arbitrary sequence t is similar.
Let A = succ T (∅). We may assume that q ∈ V µ 0 , where µ 0 = min({π ∅ 0 (ν) | ν ∈ A}). For each ν ∈ A, we choose a condition q(ν) ∈ Coll(λ, < κ), extending q ∪ Q(ν), which decides the Coll(λ, < κ) statement of whether there exists a direct extension p ν = ( ν , T ν , Q ν ) of p ⌢ ν which decides σ, and if so, whether p ν forces σ or ¬σ. Let A 0 be the sets of ν ∈ A for which q(ν) forces p ν exists, and "p ν σ". Similarly, let A 1 ⊆ A consists of ν such that q(ν) forces p ν exists, and "p ν ¬σ", and A 2 = A \ (A 0 ⊎ A 1 ). The proof splits now into three main cases:
Case 0: There exists someη < τ such that A 0 ∈ U κ,η (∅).
Since π ∅ 0 projects U κ,η (∅) to its normal projection U κ,0 (∅), we can find a measure one set A * (η) ⊆ A 0 , A * (η) ∈ U κ,η (∅), such that for some q * ∈ Coll(λ, π ∅ 0 (ν)), q low (ν) = q * for all ν ∈ A * (η). By lemma 4.3 above, there exists a direct extension p * = (∅, T * , Q * ) of p, such that the family of conditions {p ν | ν ∈ A 0 } is predense above p * . We can update Q * to a functionQ as in the proof of the lemma, so thatQ(ν) = Q * (ν) ∪ q high (ν) for all ν ∈ A * (η). Letp = (∅, T * ,Q). It is straightforward to verify from our construction that q * forces in Coll(λ, < κ) thatp forces σ, which contradicts the fact that q * ≥ q and our assumption of q.
Case 1: There exists someη < τ such that A 1 ∈ U κ,η (∅).
The argument for this case is similar to the previous one, and leads to an extension q * ≥ q in Coll(λ, < κ), and a direct extensionp ≥ * p, such that q * forcesp Q * κ,τ ¬σ. Contradiction.
Building on the notation of case 0 above, let A 2 (0) ∈ U κ,0 (∅) be a subset of A 2 and q * 0 ∈ Coll(λ, < κ) such that q low (ν) = q * 0 for all ν ∈ A 2 (0). Let p ′ = (∅, T ′ , Q ′ ) be a direct extension of p such that Q ′ (ν) = Q(ν) ∪ q high (ν), for all ν ∈ A 2 (0). LetĀ 2 be the set of all ν ∈ A 2 for which the value q * 0 forces there is no direct extension p ν ≥ * p ′⌢ ν which decides σ. Note thatĀ 2 must also belong to η<τ U κ,η (∅), since otherwise, there exists some η < τ and a set A * (η) ⊆Ā 2 such that there is some q * (ν) ≥ q * 0 , which forces some direct extension of p ′⌢ ν to decide σ. This, in turn would allow us to repeat the construction of one of the previous cases 0/1, to show that there is some direct extension q * ≥ * q * 0 which forces some direct extension p * of p ′ to force either σ or ¬σ, contradicting the choice of q * 0 .
Denoting p ′ = (∅, T ′ , Q ′ ) by p 0 , and q by q 0 , let q 1 = q * 0 and p 1 ≥ * p 0 be the direct extension obtained by shrinking T to points inĀ 2 . Deonte p 1 = (∅, T 1 , Q 1 ). It follows from the construction that q 1 forces that for all ν ∈ succ T 1 (∅), p 1⌢ ν does not have a direct extension in Q * κ,τ which decides σ.
Next, we move up to the second level of the tree. For each µ ∈ succ T 1 (∅), we can repeat the above analysis with respect to q(µ) = q 1 ∪ Q 1 (µ) and p 1⌢ µ = ( µ , T 1 µ , Q 1 µ ). We now split A = succ T 1 (∅) again into three sets, A 0 .A 1 , A 2 based on whether the analysis for q(µ), p 1⌢ µ, has produced an extension q * (µ) which forces some direct extensionp 1 ≥ * p 1 to decide σ (A 0 and A 1 for forcing σ and ¬σ, respectively), or not. The construction above shows that if A 0 or A 1 belong to U κ,η (∅) for some η < τ then there exists some q * ≥ q 1 which forces that p 1 has a direct extension which decides σ. Contradicting our assumptions. It follows that A 2 ∈ η<τ U κ,η (∅). Repeating the construction of Case 2 for every µ ∈ A 2 , we can find a condition q * (µ) ≥ q 1 (µ), q * (µ) ∈ Coll(λ, π ∅ 0 (µ)), and a direct extension p * ν = ( µ , T * µ , Q 1 µ ) of p 1⌢ ν, such that q * (µ) forces there is no direct extension of p * µ ⌢ ν which decides σ, for any ν ∈ succ T * µ (∅). Again, by the argument of Case 2 above, we can press down on q * (µ) to find a single extension q 2 of q 1 and a direct extension p 2 = (∅, T 2 , Q 2 ) of p 1 , such that q 2 forces that for any pair ν 0 , ν 1 ∈ T 2 , p 2 ν 0 ,ν 1 does not have a direct extension which decides σ.
The construction is now repeated level by level, for all n < ω. This produces sequences of extensions q = q 0 ≤ q 1 ≤ · · · ≤ q n . . . in Coll(λ, < κ) and p = p 0 ≤ * p 1 ≤ * · · · ≤ * p n . . . in Q * κ,τ , such that for each n < ω, writing p n = (∅, T n , Q n ), we have that q n forces that for all sequences s ∈ T n of length |s| ≤ n, p n⌢ s does not have a direct extension which decides σ. Finally, let q ω ∈ Coll(λ, < κ) be an union of all q n , n < ω, and p * ∈ Q * κ,τ be a direct extension of p n for all n < ω. Writing p * = (∅, T * , Q * ), if follows from the construction that p ω forces that for no s ∈ T * such that p * ⌢ s has a direct extension which decides σ. This is of course an absurd.
We conclude that (Q * κ,τ , ≤, ≤ * ) is a Prikry type forcing whose direct extension order ≤ * is λ-closed. In particular, it does not add new bounded
is clearly contained in D κ,τ ′ ,t for every coherent sequence t, it follows from a standard density
The forcingC Fκ . Our goal now is to introduce a posetC Fκ which is equivalent to C Fκ , and further has a dense subforcing C * Fκ , which is of Prikry-type, and its direct extension order is λ-closed.
We first introduce the poset C * Fκ , obtained from Q * κ,λ and C Fκ .
we consider the two-step iterations Q * κ,λ * C Fκ consisting of conditions (q, x ) so that q Q * κ,λ x ∈Č Fκ . Note that when forcing with C Fκ over a V [G * H]generic extension by Q * κ,λ , we require that the bounded closed sets c ⊆ κ in the conditions x = c, A ∈ C Fκ are actually ground model sets, from V [G * H]. In particular, for every condition (q, x ) there exists an extension q ′ ≥ q and a pair x ∈ C Fκ so that q ′ x =x.
Let b λ κ ⊆ κ be a Q * κ,λ generic club in κ. We know that ot(b λ κ ) = λ and that b λ κ is almost contained in every set A ∈ F κ . Working in a Q * κ,λ generic extension V [G * H * b λ κ ] of V [G * H] we see that for every condition x = c, A in C Fκ there exists some β ∈ A \ (max c + 1) such that x ′ = c ′ , A , with c ′ = c ∪ {β}, extends x and satisfies that b λ κ \ (max c ′ + 1) ⊆ A. Definition 4.6 (C λ Fκ ).
, and no bounded subsets of κ are introduced by b λ κ , it follows that the restriction of the C Fκ order to C λ Fκ is λ-closed.
With this observation, we move back to V [G * H] to define the poset C * Fκ .
Definition 4.7 (C * Fκ ). Let C * Fκ be the two step iteration C * Fκ = Q * κ,λ * C λ Fκ . We define the direct extension ordering ≤ * of C * Fκ to be the extension of the usual direct extension order of Q λ κ with the standard order on the second C λ Fκ component. It follows from the above that C * Fκ is a dense sub-forcing of Q * κ,λ * C Fκ which satisfies the Prikry property, and its direct extension order is λ-closed. Note that for every dense subset D of C Fκ and a condition (q, x ) ∈ C * Fκ there exists a direct extension (q * , x * ) ≥ * (q, x ) such that q * x * ∈Ď.
Similarly, it is clear that the set of conditions (q ′ ,x ′ ) ∈ C * Fκ , for which the second component is a canonical namex ′ of a condition x ′ ∈ C Fκ , is dense in C * Fκ . The map (q ′ ,x ′ ) → x ′ defined on this dense set naturally induces a forcing projection π from C * Fκ to the boolean completion of C Fκ .
Next, we follow Gitik's machinery from [6], to form a Prikry-type forcing notionC Fκ which is equivalent to C Fκ , from C * Fκ . Definition 4.8 (C Fκ ).
We define a Prikry-type forcing notion (C Fκ , ≤ ′ , ≤ * ) as follows.
•C Fκ = C * Fκ , • the partial ordering ≤ ′ is defined by p ′ ≥ ′ p if π(p ′ ) ≥ π(p), and • ≤ * is taken to be the same direct extension order of C * Fκ It is immediate from the definition that (C Fκ , ≤ ′ ) is equivalent as a forcing notion to (C Fκ , ≤) and that the direct extension order ≤ * ofC Fκ is λ-closed.
To show that (C Fκ , ≤ ′ , ≤ * ) satisfies the Prikry Property, it suffices to verify that for every statement σ in the forcing language of C Fκ and every condition p ∈C Fκ , there is a direct extension p * ≥ * p such that π(p * ) decides σ. Indeed, defining D 0 = {p ′ ∈ C * Fκ | π(p ′ ) σ} and D 1 = {p ′ ∈ C * Fκ | π(p ′ ) ¬σ}, it is clear that D 0 ∪ D 1 is dense in C * Fκ and that a generic filter G * of C * Fκ will have a nontrivial intersection with exactly one of the two sets. Let σ * : G * ∩ D 0 = ∅. Then σ * is a statement for the forcing language of C * Fκ . Moreover, it is clear from our construction that for a condition p * ∈ C * Fκ which decides σ * we have that p * σ * implies that π(p * ) σ, and p * ¬σ * implies that π(p * ) σ. Since C * Fκ satisfies the Prikry Property every condition p has a direct extension p * ≥ * p which decides σ * .
We note that similarly to P * Coll(λ, < κ) * C Fκ , the forcing P * Coll(λ, < κ) * C * Fκ is cone homogeneous. In most applications of homogeneity, moving to an equivalent forcing does not change the main properties of its iterations. However, in order to obtain a cone homogeneous iteration of Prikry type posets of the form P * Coll(λ, < κ) * C Fκ , following the arguments of section 1.1.1, we would like to verify that this posets meets the assumptions of Lemma 1.8. Lemma 4.9. Denote P * Coll(λ, < κ) * C * Fκ by W, and its regular and direct extension orders by ≤ W and ≤ * W respectively. For every w 0 , w 1 ∈ W there are direct extensions w * 0 , w * 1 of w 0 , w 1 respectively, and a cone isomorphism ϕ : W/w * 0 → W/w * 1 which respects the direct extension order ≤ * W . We observe that assuming the coherent sequence U (by which W = P * Coll(λ, < κ) * C * Fκ is defined) is ordinal definable in V , then the statement of the lemma guarantees that W satisfies the requirements of the iterated poset Q α from lemma 1.8 above. We now turn to the proof.
Proof. Let w 0 = p 0 , c 0 , q 0 , x 0 and w 1 = p 1 , c 1 , q 1 , x 1 , where q 0 = t 0 , T 0 , Q 0 and q 1 = t 1 , T 1 , Q 1 belong to Q * κ,λ . By [1, Theorem 4 .6] applied to the iteration P * Q κ,λ , there are direct extensions p * 0 , (t 0 , T ) of p 0 , (t 0 , T 0 ) , and p * 1 , (t 1 , T ) of p 1 , (t 1 , T 1 ) , with a common top tree T , and a cone isomorphism ψ from the cones of p * 0 , (t 0 , T ) and p * 1 , (t 1 , T ) . We record here that the map ψ constructed in the proof of [1, Theorem 4.6] satisfies two additional properties: First, it does not make any changes to the F κ -trees S appearing in conditions p ⌢ s, S ∈ P * Q κ,λ Second, it respects the direct extension order of P * Q κ,λ .
Next, we move to examine the Levy collapse condition and suitable functions in W conditions. Since the collapsing forcing Coll(λ, < κ) is evaluated in the generic extension by P, ψ naturally acts also on the P-names c 0 and Q 0 appearing in w 0 . As usual, we denote the resulting names by c ψ 0 and Q ψ 0 . Let τ ∅ be a P-name of an automorphism of the Levy collapse poset which maps an extension c ′ 0 of c ψ 0 to an extension c * 1 of c 1 , and define c * 0 = (c ′ 0 ) ψ −1 . Note that since c i forces Q i (∅) ∈ H , we may extend Q 0 (∅), Q 1 (∅) to Q * 0 (∅), Q * 1 (∅) so that c i = Q * i (∅) for i = 0, 1. Next, for each s ∈ T and i = 0, 1, define dom 1 (Q i (s)) = {α < κ | Q i (s) ↾ λ × {α} = ∅} and ρ i s = sup(dom 1 (Q i (s))). Set ρ s = max(ρ 0 s , ρ 1 s ). By moving to a direct extension tree T * of T , we may assume that for every s ∈ T * and ν ∈ succ T * (s), π t ⌢ s i 0 (ν) > ρ s for both i = 0, 1. This leaves enough "room" between conditions Q i (s), Q i (s ⌢ ν ), i = 0, 1, to define autormorphisms taking an extension of Q * 0 (s) to an extension Q * 1 (s) of Q 1 (s), without conflicting with Q i (s ⌢ ν ) i = 0, 1. We can therefore define by an induction on the lexicographic order < lex on T * (where two sequences are compared from their top elements down) automorphisms τ s , s ∈ T * , of Coll(λ, < κ), and collapse extensions Q * i (s) ≥ Q i (s), i = 0, 1, with the following properties: For all s ∈ T * ,
• τ s is supported in Coll(λ, < ρ s ), 7 • τ s ((Q * 0 ) ψ (s)) = Q * 1 (s), • If s ′ ∈ T * s then τ s ′ ↾ Coll(λ, < π t ⌢ s 0 (s)) = τ s , • Ifs ∈ T * and b t 0 ⌢ s = b t 0 ⌢s then τ s = τs. 7 I.e., for every p ∈ Coll(λ, < κ), if p = p0 ∪ p1 where p0 = p ↾ λ × ρs, then τs(p) = τs(p0) ∪ p1. LetW = P * Coll(λ, < κ) * Q * κ,λ be the initial forcing iteration of W = P * Coll(λ, < κ) * C * Fκ = P * Coll(λ, < κ) * (Q * κ,λ * C λ κ ). Let w 0 ↾W = p 0 , c 0 , t 0 , T 0 , Q 0 and w 1 ↾W = p 1 , c 1 , t 1 , T 1 , Q 1 be the restrictions of w 0 , w 1 toW and consider their direct extensionsw o ,w 1 inW, defined bȳ w i = p * 0 , c * 0 , t 0 , T * , Q * 0 , i = 0, 1.
Our choice of cone isomorphism ψ for P * Q κ,λ together with the collection of Levy-Collapse automorphisms τ = {τ s } s∈T * , naturally induce a function ϕ on the coneW/w 0 , defined as follows.
For a conditionw = p, c, s, S, Q , we setφ(w) = p ′ , c ′ , s ′ , S, Q ′ to be defined by
We claim that p ′ , c ′ , s ′ , S, Q ′ is a condition inW. First, it immediate from our choice of p, c that p ′ , c ′ ∈ P * Coll(λ, < κ). It therefore remains to verify that s ′ , S, Q ′ is (forced by p ′ , c ′ ) to be a condition in Q * λ,<κ . The fact that s ′ , S, Q ′ satisfies requirements (1) and (2) of definition 4.2 is immediate. To verify the coherency requirement (3) of definition 4.2, we note that Q ′ is forced by p ′ to be (s, S)-suitable. Indeed, it follow from our choice of τ s ′ that its support is bounded below the projection π s ⌢ s ′ 0 (ν), for any ν ∈ succ T * (s ′ ). Property (4) follows from the fact that the statement "c Coll(λ,<κ) Q(∅) ∈ H ′′ is forced by p ∈ P, which implies that τ ∅ (c ψ ) τ ∅ (Q(∅) ψ ) ∈ τ ∅ (H ψ ) is forced by p ′ . This, combined with definition of c ′ and Q ′ , and the fact that the name H is a fixed point of both τ ∅ and ψ, guarantees requirement (4) is satisfied. Next, the fact (s ′ , S, Q ′ ) satisfies requirement (5) of definition 4.2 follows from a similar argument to the previous one, plus the fact (s, S, Q) satisfies property (5) together with the last property listed above for {τ s } s∈T . Having verified that p ′ , c ′ , s ′ , S, Q ′ is a condition inW it is straightforward to check that it extendsw 1 and thusφ :W/w 0 →W/w 1 is a well defined function. In order to show that it is cone isomorphism we need to show that it preserves order.
Let us remark that the automorphism ψ modifies the values of b s for s ∈ T * by changing the value of their initial segments. Since those initial segments do not affect the definition of τ bs , we will ignore it and write always b s instead b ψ s . Letw 1 = p 1 , c 1 , s 1 , S 1 , Q 1 ,w 2 = p 2 , c 2 , s 2 , S 2 , Q 2 be pair of conditions in the cone abovew 0 . We need to show thatφ(w 1 ) ≤φ(w 2 ) if and only ifw 1 ≤w 2 .
For direct extensions, this is clear, as the tree S 1 does not move underφ. Let us assume thatw 2 is a one-point extension ofw 1 , by the point ν . By moving to a dense subset, c 2 ≥ c 1 , Q 1 ( ν ) and b s 2 = b s 1 ⌢ ν . Let us applȳ ϕ onw 1 ,w 2 . The trees S 1 and S 2 do not move, so we must verify that ν is still a legitimate choice for an one-point extension ofφ(w 1 ). Indeed, τ bs 2 (c 2 ) is (by the definition of τ bs 2 ) stronger than τ ν (Q 1 ( ν ). Thus, we conclude thatφ(w 2 ) is an one-point extension ofφ(w 2 ) by ν . The other direction is the same.
Finally, to obtain a desirable cone isomorphism ϕ for W =W * C λ κ , it remains to extendφ to the final additional components x 0 , x 1 of C λ Fκ . The proof Lemma 3.8 shows that there areW-names y ′ 0 , y 1 of extensions of x 0φ , x 1 respectively, and a name of a cone isomorphism σ : C λ κ /y ′ 0 → C λ κ /y 1 . Accordingly, we set y 0 = (y ′ 0 )φ −1 and define direct extensions w * 0 ≥ * w 0 , w * 1 ≥ * w 1 and a map ϕ :
The fact w * 0 , w * 1 , ϕ satisfy the result stated in the lemma is an immediate consequence of the factw 0 ,w 1 ,φ satisfy similar properties forW and our choice of ϕ,y 0 , y 1 .
Many ω-strongly measurable cardinals
Suppose that U is a coherent sequence of normal measures so that λ < κ are regular cardinals and o U (κ) = λ + 1 and that the first measure in U is on a cardinal strictly greater than λ. Let P U be the nonstationary support iteration of Prikry/Magidor forcing from [1] , and C F U κ be the the P U * Coll(λ, < κ)-name of the associated diagonalizing club forcing for the filter F U κ = τ ≤λ U κ,λ on κ. As shown in the previous section, there exists a P U * Coll(λ, < κ)-name of a Prikry-type forcing notionC F U κ , which is equivalent to C Fκ , and its direct extension order is λ-closed. We have shown in the previous section that Q[U ] is a cone homogeneous poset which is equivalent as a forcing notion to the iteration P U * Coll(λ, < κ) * C Fκ . By theorem 3.9 we conclude that κ is strongly measurable in HOD of a generic extension by Q[U ].
In what follows, we would like to view Q[U ] as a Prikry-type forcing whose direct extension order is λ-closed. This is easily possible since Q[U ] is an iteration of three posets, each of which can be seen as a Prikry-forcing whose direct extension order is λ-closed (for Coll(λ, < κ) we identify the direct extension order with the standard order of the poset).
We finally turn to prove our main result.
Proof. (Theorem 1.3)
To simplify our arguments, we work over a minimal Mitchell model V = L[U ] with a coherent sequence of measures U witnessing the assumed large cardinal assumption. Therefore θ is the least inaccessible cardinal in V for which {o(κ) | κ < θ} is unbounded in θ. We note that all normal measures in this model appear on the main sequence U , in particular, o(κ) = o U (κ) for all κ. We also record here that by Mitchell Covering Theorem and the fact θ is not measurable, there is no generic extension of V = L[U ] which preserves the cardinals below θ and changes the cofinality of θ. Similarly, the Mitchell Covering Theorem guarantee that generic extensions of V = L[U ] satisfy the Weak Covering Lemma with respect to V , which implies that successors of singular cardinals cannot be collapsed.
Let κ α | α < θ be an increasing sequence of cardinals below θ, which satisfies the following conditions:
(1) κ 0 = ω, κ 1 is the least measurable, (2) for a limit ordinal α, κ α = sup β<α κ β + ,
(3) for a successor ordinal α let κ α+1 is the least cardinal such that o U α (κ α+1 ) = κ α + 1, for the coherent sequence of measures U α = U ↾ (κα,κ α+1 ] . In particular, we have that the first measure of U α has critical point > κ α .
We define by induction on α < θ a Magidor iteration P = P α , Q α | α < θ of of Prikry type forcings. Our description of the Magidor style iteration follows Gitik's handbook chapter ([6] ). We recall that conditions are sequence of the form q α | α < θ where only finitely many coordinates are not a direct extension of the weakest condition 0 Qα . Let Q 0 be Coll(ω, < κ 1 ) * C * Fκ 1 , where F κ 1 is the filter generated from the normal measure on
The coherent sequence U α from L[U ] uniquely extends in a generic extension by P α , and can therefore be used to force with Q[U α ]. This is because as L[U ] satisfies the GCH, we have that |P α | < κ α and all measures of U α are assumed to have critical points strictly above κ α . It is clear from our definitions that Q α satisfies the Prikry Proprty, that its direct extension order is κ α -closed, and that Q α is forced to be cone homogeneous.
By the general theory of Magidor iteration of Prikry type posets, the iteration P θ /P 1 also satisfy the Prikry Proprty. Moreover, for every α < θ, P θ /P α has the Prikry Property in the generic extension by P α , and its direct extension order is κ α -closed (see [6] for details).
Claim 5.2. Every bounded subset of κ α is introduced by P α . Moreover, in the generic extension by P θ , κ α is a regular cardinal for all α < θ.
Proof. The first assertion is an immediate consequence of the fact P θ /P α satisfies the Prikry Proprty and its direct extension order is κ α closed. It follows that in order to show that all cardinal κ α remain regular in a generic extension by P θ , it suffices to show that κ α remains regular in the intermediate generic extension by P α . We prove the last assertion by induction on α < θ.
For a limit ordinal α, the assertion follows from the fact that the generic extension by P α satisfies the Weak Covering property with respect to the ground model V = L[U ]. Indeed, κ α = sup β<α κ β + cannot be collapsed without collapsing a tail of the cardinals κ β , β < α, which would contradict our inductive assumption.
Suppose now that α is a successor ordinal. Then the forcing P α naturally breaks into two parts P α ∼ = P α−1 * Q α−1 . The size of P α−1 is (2 κ α−1 ) V < κ α , and cannot singularize κ α . The second poset Q α−1 does not collapse κ α by the Proposition 3.7. Note that in order to apply the result of Proposition 3.7 we use our inductive hypothesis that κ α−1 remain regular in a generic extension by P α−1 .
Claim 5.3. In the generic extension θ is regular.
Proof. This follows from the Mitchell Covering Theorem and the smallness assumption of θ, as was mentioned at the beginning of the proof. 
, all successors of regular cardinals are strongly measurable. 8 
As a matter of fact HOD
We will not used this fact here.
Strong Measurability at Successors of Singulars
Suppose that in V = HOD V , κ is a supercompact cardinal and λ > κ is a measurable cardinal with a normal measure U . We would like to construct a cone homogeneous poset over V which will collapse λ to be the successor of κ, change the cofinality of κ to ω, and add a closed unbounded subset of λ whose restriction to the set of {α < λ | α is regular in V } is almost contained in every set A ∈ U .
It is natural to attempt obtaining this result by starting with an indestructible supercompact cardinal κ, and forcing with a Levy collapse of λ to κ + followed by a Prikry forcing at κ and a club forcing at λ. The difficulty with this approach is in its second step, where the choice of the measure on κ depends on the generic filter for the Levy collapse and might lead to a Prikry generic sequence which will introduce to HOD information about the collapse of λ to κ + , and in particular prevent from HOD to witness that λ is a measurable cardinal.
Instead, our approach will be based on recent use of the supercompact extender based forcing, introduced by Merimovich ([10]). Given a supercompact cardinal κ, we derive a (κ, λ)-supercompact extender E from a supercompact embedding j : V → M for which λ M ⊆ M . Let P E be the supercompact extender based forcing associated to the extender E of [10] . This forcing preserves λ and singularizes all the regular cardinals in the interval [κ, λ). We will follow the definitions and notations of [10] .
In [7] , Gitik and Merimovich show that this forcing is weakly homogeneous (and therefore cone homogeneous), Let U be a normal measure on λ in the ground model. We would like to force a club to diagonalize U relative to the set of V -regular cardinals below λ. Note that the ordinals of uncountable cofinality below λ in the extender based forcing extension are of measure zero in U . Therefore, our club shooting poset has to allow V -singular ordinals as well. Moreover, since the set of previous inaccessible cardinals below λ does not reflect at its complement, it is impossible for the generic club to avoid ground model singular cardinals of countable cofinality. Thus, we restrict our club forcing poset to diagonalize U only relative to the set of the regular cardinals in V . To make this precise, we denote by Sing the set of all ground model singular cardinals below λ, and defineŪ = {Sing ∪A | A ∈ U }. We will therefore force with the poset CŪ , consisting of pairs (c, B) where c ⊆ λ is a closed bounded set and B ∈Ū . The extension order is as in the previous section.
We start by recalling a fundamental and useful fact, which lies in the heart of the proof of the Prikry Property of P E . Then, there is a condition f * ∈ P * E which is M -generic (namely, it belongs to every dense open subset of P * E in M ) and dom f * = M ∩ λ. Moreover, if p * = f * , A is a condition in P E , then there is A * ⊆ A, E(f * )-large such that A * ⊆ M and D ∈ M is a dense open subset of P E then there is a natural number n such that for every ν 0 , . . . , ν n−1 ∈ (A * ) n , p * ν 0 ,...,ν n−1 ∈ D. Proof. The first claim follows from the closure of P * E . Let us focus in the second part.
Let f * be as in the lemma. Let D ∈ M be dense open. For each ν 0 , . . . , ν n−1 ∈ M and for each g ∈ P * E ∩ M , we can ask whether there is a condition q ∈ D of the form h, B ∈ D such that h ≥ * g ν 0 ,...,ν n−1 . The set of conditions that decide this statement is dense open and definable in M and thus f * decide whether there is such extension or not (for each possible ν 0 , . . . , ν n−1 ). Let D ν be this set and let us split it into two parts D 0 ν ∪ D 1 ν according to the decision, where conditions in D 0 ν are direct extensions that enter D after the non-direct extension.
Let p * = f * , A . Since a typical point ν in a measure one tree A, associate with the measures E(f * ) is contained in M and has size |ν| < κ, we may assume that A ⊆ M . There is an extension q ≥ p * in D. By the definition of the order of P E , q is obtained by taking first some Prikry extension and then a direct extension, and therefore the Prikry extension is done using some ν ∈ M . Thus, for this specific Prikry extension, f * ∈ D 0 ν . We conclude that already p * ν ∈ D. We can now shrink A in order to stabilize the length of the extensions that enter D. Lemma 6.2.Ū extends to a λ-complete filter in the generic extension by P E . Proof. Assume that this is not the case. Since κ is singular, the closure ofŪ must drop to some cardinal ρ < κ. Let Ã i | i < ρ be a sequence of names of elements inŪ which are forced to have non-measure one intersection.
Using the strong Prikry property, we can find a sequence of direct extensions p i , and natural numbers n i such that any n i -length Prikry extension of p i decides the value of Ã i . Since there are fewer than λ many such extensions, we can find a set B i ∈Ū such that p i B i ⊆ Ã i . In particular,
Lemma 6.3. CŪ is λ-distributive in the generic extension by P E .
Proof. Since κ is singular in the extension by P E , it is enough to show that the forcing CŪ is ρ-distributive for every ρ < κ.
We first work in V . Let D = D i | i < ρ be a sequence of P E names for dense open subsets of CŪ , ρ < κ. Let p, q be a condition in P E * CŪ . Let us define a continuous sequence of models M i | i < ρ such that:
This chain of models can be easily obtained using the same argument as in Lemma 2.1 (only the successor steps are non-trivial).
Next, let us pick by induction, for each i < ρ, an M i -generic condition f * i ∈ P * E such that f * i ∈ M i+1 , and f * i ⊆ f * j for i < j. We will define a sequence of names q i and a sequence of conditions p i such that:
• The sequence of conditions p i is ≤ * increasing. Let p ρ be their limit.
• p ρ forces that the conditions q i are increasing and they have a limit q ρ .
In M i+1 , let D ′ i be the dense open set in P E of all extensions of p i that forces for some condition q = (c q , B q ) ≥ q i to be in D i (and decide its maximum and its large set B q fromŪ ). By applying lemma 6.1 inside M i+1 , we conclude that there is an E(f * i )-large tree A i ⊆ M i and a natural number n i such that for the condition p i = f * i , A i , for every ν ∈ (A i ) n i , (p i ) ν ∈ D ′ i . In particular, it picks a condition q i+1, ν ≥ q i from CŪ is going to be in M i+1 and in particular, it is going to be bounded below δ i+1 and its large set belongs toŪ ∩ M i+1 .
Note that the collection of all n-step extensions of a fixed condition in P E is always a maximal antichain above this condition and thus, we can define q ′ i+1 to be equal to q i+1, ν below (p i ) ν , and trivial below any condition which is incompatible with p i . Finally, we define q i+1 to be the extension of q ′ i+1 by the single ordinal δ i+1 . By the construction, this is indeed an extension, as δ i+1 ∈ B for all B ∈Ū ∩ M i+1 .
At limit steps, we define q i to be the limit of previous conditions. This is possible, since the filterŪ is still λ-complete and since the maximal element of the closed set in q j is forced to be δ j and therefore, the maximal element of q i is δ i which is singular strong limit cardinal in the limit case. Lemma 6.4. Let B ′ ∈ U . Then B ′ is stationary in P E * CŪ .
Proof. Let C be a name for a club. We show that every condition q ∈ CŪ has an extension which forces that C ∩ B ′ = ∅. Working in V , let M ≺ H χ , such that M ∩ λ = δ, P E , CŪ , C , q, B ′ ∈ M , and δ ∈ B ′ is inaccessible. Moreover, let us assume that M is obtained as a union of a chain of models of length δ, M i , such that M i ∩ λ = δ i and M <δ i+1 i+1 ⊆ M i+1 and δ i+1 ∈ (U ∩ M i+1 ). For each i, let f * i be M i -generic for P * E , such that f * i ⊆ f * j for i < j. Let f * = f * i . Let G ⊆ P E be a generic filter that contains a condition p * = f * , A , A ⊆ M . In V [G], cf δ = ω. Let δ n | n < ω be a cofinal sequence in δ. For each n, for sufficiently large ξ < δ, M i contains the dense set of conditions in P E that decides on some condition q ∈ CŪ that forces some ordinal γ n ≥ δ n to be in C .
Following the same arguments as in the previous lemma, we can define a condition q n by going over some maximal antichain. The maximum of the closed set of q n is always δ n+1 . Finally, the sequence of conditions q G n has an upper bound, by attaching δ on top of the union. Let q ω be the upper bound. Clearly, q ω forces δ ∈ C , as wanted.
Finally, the following proposition finishes the proof of theorem 1.5. Proposition 6.5. Let κ be λ-supercompact, where λ is measurable. Then, there is a generic extension in which cf κ = ω, κ is a cardinal, λ = κ + and it is ( S λ reg V , 1)-strongly measurable cardinal.
We can now finish the proof of theorem 1.5.
Proof. (Theorem 1.5)
The iteration P E * CŪ is cone homogeneous as an iteration of two cone homogeneous, ordinal definable forcing notions. Since P E preserve cardinals below κ and ≥ λ and CŪ preserves cardinals, the result follows. The set S λ reg is stationary by Lemma 6.4. The result that we obtain for the successor of a singular cardinal is weaker than the result for a successor of a regular cardinal. The reason is that in order to get the closed unbounded filter to be sets from the intersection of some ground model normal measures we will have to obtain a situation in which the regular cardinals between the supercompact cardinal κ and the measurable cardinal λ are going to change cofinalities into values which differ from the cofinality of κ in the generic extension. This is also the reason that such a method cannot work for getting ω-strongly measurable successor of a singular cardinal of uncountable cofinality.
We remark that Woodin in [12] , proved that it is consistent relative to the large cardinal axiom I0 that a successor of a singular cardinal is ω-strongly measurable.
Question 6.6. Is it consistent that there is an ω-strongly measurable cardinal λ + , where cf λ > ω is a limit cardinal? Question 6.7. Is it consistent that there is a cardinal λ + , where cf λ > ω is a limit cardinal and S λ + reg HOD contains a club in V ?
