The contribution reviews an ab initio two-step procedure to determine exchange interactions, spin-wave spectra, and thermodynamic properties of itinerant magnets. In the first step, the selfconsistent electronic structure of a system is calculated for a collinear spin structure at zero temperature. In the second step, parameters of an effective classical Heisenberg Hamiltonian are determined using the magnetic force theorem and the one-electron Green functions. The Heisenberg Hamiltonian and methods of statistical physics are employed in subsequent evaluation of magnon dispersion laws, spin-wave stiffness constants, and Curie/Néel temperatures. Applicability of the developed scheme is illustrated by selected properties of various systems like transition and rare-earth metals, disordered alloys including diluted magnetic semiconductors, ultrathin films, and surfaces.
Introduction
The quantitative description of ground-state and finite-temperature properties of metallic systems represents a long-term challenge for solid state theory. Practical implementation of density functional theory (DFT) [1, 2, 3] led to excellent parameter-free description of ground-state properties of metallic magnets, including traditional bulk metals and ordered alloys as well as systems without the perfect three-dimensional periodicity, like, e.g., disordered alloys, surfaces and thin films. On the other hand, an accurate quantitative treatment of excited states and finite-temperature properties of these systems remains an unsolved problem for ab initio theory [4, 5, 6, 7] despite the formal extension of the DFT to time-dependent phenomena [8] and finite temperatures [9] . The usual local spin-density approximation (LSDA) [3] fails to capture important features of excited states, in particular the magnetic excitations responsible for the decrease of the magnetization with temperature and for the magnetic phase transition.
In developing a practical parameter-free scheme for the finite-temperature magnetism, one has to rely on additional assumptions and approximations the validity of which has to be chosen on the basis of physical arguments. The purpose of this contribution is to review theoretical backgrounds, numerical aspects, and selected results of an approach formulated nearly two decades ago [10, 11] (see Ref. [12] for a recent review), and applied by the present authors to a number of qualitatively different systems [13, 14, 15, 16, 17, 18, 19, 20] , including also yet unpublished results. The review is organized as follows: Section 2 lists the underlying physical concepts and approximations of the scheme and Section 3 deals with computational details and specific problems related to its numerical implementation. Examples of applications are given in Section 4: bulk transition metals (Section 4.1), rare-earth metals (Section 4.2), disordered alloys (Section 4.3), diluted magnetic semiconductors (Section 4.4), two-dimensional ferromagnets (Section 4.5), and surfaces of bulk ferromagnets (Section 4.6). Comparisons to other authors using the same (or similar) approach are made throughout Section 4, while a critical discussion of the scheme and a brief comparison to alternative approaches are left to the last section (Section 5).
Formalism
It is well known that magnetic excitations in itinerant ferromagnets are basically of two different types, namely, the Stoner excitations, in which an electron is excited from an occupied state of the majority-spin band to an empty state of the minority-spin band and creates an electron-hole pair of triplet spin, and the spin-waves, or magnons, which correspond to collective transverse fluctuations of the magnetization direction. Near the bottom of the excitation spectrum, the density of states of magnons is considerably larger than that of corresponding Stoner excitations (associated with longitudinal fluctuations of the magnetization), so that the thermodynamics in the low-temperature regime is completely dominated by magnons and Stoner excitations can be neglected. Therefore it seems reasonable to extend this approximation up to the Curie temperature and to derive an ab initio technique of finite-temperature magnetism by neglecting systematically the Stoner excitations.
With thermodynamic properties in mind, we are primarily interested in the long-wavelength magnons with the lowest energy. We adopt the adiabatic approximation [21] in which the precession of the magnetization due to a spin-wave is neglected when calculating the associated change of electronic energy. The condition of validity of this approximation is that the precession time of the magnetization should be large as compared to characteristic times of electronic motion, i.e., the hopping time of an electron from a given site to a neighboring one and the precession time of the spin of an electron subject to the exchange field. In other words, the spinwave energies should be small as compared to the band width and to the exchange splitting. This approximation becomes exact in the limit of long wavelength magnons, so that the spin-wave stiffness constants calculated in this way are in principle exact.
This procedure corresponds to evaluation of changes of the total energy of a ferromagnet due to infinitesimal changes of the directions of its local magnetic moments associated with individual lattice sites R. The directions of the moments are specified by unit vectors e R . An exact calculation of the total energy E{e R } of a prescribed spin configuration leads to the constrained density functional theory [22] , which allows to obtain the ground state energy for a system subject to certain constraints. The latter are naturally incorporated into the DFT in terms of Lagrange multipliers. In the present case, the constraint consists in imposing a given configuration of spin-polarization directions, namely, along e R within the atomic (Wigner-Seitz) cell R. The Lagrange multipliers can be interpreted as magnetic fields B ⊥ R constant inside the cells with directions perpendicular to the unit vectors e R . Note that intracell non-collinearity of the spin-polarization is neglected since we are primarily interested in low-energy excitations due to intercell non-collinearity. In the so-called frozen-magnon approach, one chooses the constrained spin-polarization configuration to be the one of a spin-wave with the wave vector q and computes the spin-wave energy E(q) directly by employing the generalized Bloch theorem for a spin-spiral configuration [23] .
In a real-space approach, adopted here, one calculates directly the energy change associated with a constrained rotation of the spin-polarization axes in two cells e R and e R . This represents a highly non-trivial task which requires selfconsistent electronic structure calculations for noncollinear spin-polarized systems without translational periodicity. Restriction to infinitesimal changes of the moment directions, δu R = e R − e 0 , perpendicular to the direction of the groundstate magnetization e 0 , leads to an expansion of E{e R } to second order in δu R of the form [11, 24] ∆E{δu
This expression can be extended to finite changes of the moment directions using an effective Heisenberg Hamiltonian (EHH)
The constants J RR in Eq. (2), the pair exchange interactions, are parameters of the EHH which satisfy J RR = J R R and J RR = 0. They are related to the coupling constants A RR of Eq. (1) by
so that an important sum rule
is satisfied which guarantees that the total energy remains invariant upon a uniform rotation of the magnetization.
The practical calculations of the exchange interactions J RR in ferromagnets are greatly simplified by using the magnetic force theorem [10, 11] (a similar approach was also suggested for magnetic impurities in a non-magnetic host [25] ). The infinitesimal changes of the total energy, Eq. (1), can be expressed using changes in one-particle eigenvalues due to non-selfconsistent changes of the effective one-electron potential accompanying the infinitesimal rotations of spin quantization axes, i.e., without any additional selfconsistent calculations besides that for the collinear ground state. The resulting pair exchange interactions are given by [11, 24] 
where E F denotes the Fermi level, Ω R denotes the R-th atomic cell, B xc (r) is the exchangecorrelation magnetic field, 2B
is the selfconsistent LSDA potential, and G σ (r, r ; E + i0) is the one-electron retarded Green function for the same potential. It should be noted that the parameters J RR determined by Eq. (5) do not contain contributions due to constraining magnetic fields necessary to keep a frozen non-collinear spin structure a stationary state of the Kohn-Sham equation. It can be expected that these contributions can be neglected in systems with large local magnetic moments. Validity of this approximation have been put on a more quantitative level in recent studies [24, 26] .
Once the exchange parameters J RR are obtained, the adiabatic spin-dynamics [27, 28, 29, 30, 31] can be easily determined from the EHH, Eq. (2). One obtains the result known from spin-wave theories of localized ferromagnets: for ferromagnetic crystals with one atom in the primitive cell, the energy E(q) of a zero-temperature magnon is related to the lattice Fourier transform J(q) of the exchange interactions J RR by
where q denotes a vector in the Brillouin zone (BZ) of the lattice, M denotes the local moment magnitude in units of µ B (µ B is the Bohr magneton). For cubic systems and for small q-vectors, E(q) ≈ D|q| 2 with the spin-wave stiffness constant equal to
Finally, to obtain thermodynamic quantities such as the Curie temperature, methods of statistical mechanics have to be applied to the EHH, Eq. (2). The simplest estimate of the Curie temperature is based on a mean-field approximation (MFA) which leads to
where k B is the Boltzmann constant. The quantity J 0 (on-site exchange parameter) reflects the molecular field experienced by a single moment in the ferromagnet. The limitations of the MFA are well known: it is correct only in the limit of high temperatures (above T C ) and it fails to describe the low-temperature collective excitations (spin-waves). An improved description of finite-temperature properties is provided by the Green function method within the random phase approximation (RPA) [32, 33] . The RPA is valid not only for high temperatures, but also at low temperatures, and it describes correctly the spin-waves. In the intermediate regime (around T C ), it represents a rather good approximation which may be viewed as an interpolation between the high and low temperature regimes. The RPA formula for the Curie temperature is given by
where N denotes the number of q-vectors used in the BZ-average. It can be shown that T RPA C is always smaller than T MFA C . It should be noted, however, that both the MFA and the RPA fail to describe correctly the critical behavior and yield in particular incorrect critical exponents. Finally, the Curie temperature can also be estimated purely numerically by employing the method of Monte Carlo simulations applied to the EHH. This approach is in principle exact but its application to real itinerant systems requires inclusion of a sufficient number of neighboring shells due to long-ranged interactions J RR (see Section 3.2).
Numerical implementation

Selfconsistent electronic structure
Efficient evaluations of the pair exchange interactions, Eq. (5), require a first-principle technique which provides the one-electron Green function in the real space. The results reported here are based on selfconsistent LSDA calculations using the all-electron non-relativistic (scalarrelativistic) tight-binding linear muffin-tin orbital (TB-LMTO) method and the atomic-sphere approximation (ASA) [34, 35, 36] , with the exchange-correlation potential parametrized according to Ref. [37] . The energy integrals over the occupied part of the valence band were expressed as integrals over an energy variable along a closed path C starting and ending at the Fermi energy (with the occupied part of the valence band lying inside C). The integrals were numerically evaluated using the Gaussian quadrature method [35, 36] . Other Green function techniques, especially the the Korringa-Kohn-Rostoker (KKR) method [38, 39] , are equally suitable in the present context.
Within the ASA, the Green function for a closely packed solid can be written in the form [35, 40] (the spin index σ is omitted for brevity in Section 3.1)
In Eq. (10), the variables r, r refer to positions of points inside the individual atomic spheres, z denotes a complex energy variable, the symbol r < (r > ) denotes that of the vectors r, r with the smaller (larger) modulus, and L, L are the angular momentum indices, L = ( , m). The functions ϕ RL (r, z) andφ RL (r, z) denote, respectively, properly normalized regular and irregular solutions of the Schrödinger equation for the spherically symmetric potential inside the Rth atomic sphere. All multiple-scattering effects are contained in the Green function matrix G RL,R L (z) which is given in terms of the potential functions P R (z) and the structure constants S RL,R L of the LMTO method by
where the quantities on the r.h.s. are defined as
In the last equation, the symbol P (z) denotes a diagonal matrix of potential functions defined as P RL,R L (z) = P R (z) δ RL,R L and an overdot means energy derivative. The matrix g RL,R L (z) will be referred to as the auxiliary (or KKR-ASA) Green function. The quantities P R (z), µ R (z), λ R (z), S RL,R L , and g RL,R L (z) can be expressed in any particular LMTO representation (canonical, screened); the resulting Green function matrix, Eq. (11), the Green function, Eq. (10), and all derived physical quantities are invariant with respect to this choice. However, the most screened (tight-binding) representation is the best suited for most calculations and it has been employed in the present implementation. The energy dependence of the potential functions P R (z) is parametrized in terms of three standard potential parameters, i.e., with the second-order accuracy [34, 35] .
Parameters of the classical Heisenberg Hamiltonian
Substitution of the Green function G σ (r, r ; z) in the ASA (Section 3.1) into Eq. (5) yields an expression suitable for computations [11, 12, 14] , namely,
where tr L denotes the trace over the angular momentum index L and energy integration is performed along the contour C described in Section 3.1. The quantities g σ RR (z) (σ = ↑, ↓) denote site-off-diagonal blocks of the auxiliary Green-function matrices with elements g σ RL,R L (z) while ∆ R (z) are diagonal matrices related to the potential functions P σ R (z). The diagonal elements of ∆ R (z) play a role of energy-and -dependent exchange splittings on individual atoms while the expression (13) for the exchange interactions J RR has a form of a bare static transversal susceptibility.
Well converged calculations of the exchange interactions J RR for bulk metals with perfect translational symmetry for distances d = |R − R | up to ten lattice constants a require high accuracy of the full BZ-averages (inverse lattice Fourier transforms) defining the site-off-diagonal blocks g σ RR (z) [35, 36] . In particular, we have used typically a few millions of k-points in the full BZ for the energy point on the contour C closest to the Fermi energy, and the number of kpoints then progressively decreased for more distant energy points [14, 17] . A typical evaluation of exchange interactions requires about two hours on P4-based personal computers.
The calculated Heisenberg exchange parameters for bcc Fe (with experimental value of its lattice constant) are shown in Fig. 1 . One can see dominating ferromagnetic interactions for the first and second nearest-neighbor shells followed by weaker interactions of both signs and decreasing magnitudes for bigger distances d = |R − R | ( Fig. 1 , left panel). The same qualitative features were found for other 3d ferromagnets: fcc Co, fcc Ni [14] and hcp Co [18] . An analysis of the exchange interactions J RR , Eq. (13), in the limit of large distances d = |R − R | has been given in Ref. [14] for a a single-band model using the stationary-phase approximation [41] . For a weak ferromagnet, one reveals a characteristic Ruderman-Kittel-Kasuya-Yoshida (RKKY) asymptotic behavior
where k σ F is a Fermi wave vector in a direction such that the associated group velocity is parallel to R − R , and Φ denotes a phase factor. The exchange interaction according to Eq. (14) has an oscillatory character with an envelope decaying as |R − R | −3 . On the other hand, for a strong ferromagnet with a fully occupied majority band the corresponding Fermi wave vector is imaginary, namely, k ↑ F = i K ↑ F , and one obtains an exponentially damped RKKY behavior
The qualitative features of these RKKY-type oscillations will not be changed in realistic ferromagnets. This is illustrated for bcc Fe (weak ferromagnet) in Fig. 1 
Magnetic properties from the Heisenberg Hamiltonian
The RKKY-like asymptotic behavior, Eq. (14), leads to numerical difficulties in calculations of the magnon spectra and the spin-wave stiffness constants. The lattice Fourier transform of the exchange interactions, Eq. (6), is not an absolutely convergent sum and its convergence with respect to the number of shells included has to be carefully checked (see Section 4.1). Note, however, that the lattice sum over |J 0R | 2 does converge so that J(q) is defined unambiguously in the L 2 sense. The lattice sum for the spin-wave stiffness constant, Eq. (7), is not convergent at all, and the values of D as functions of a cut-off distance d max exhibit undamped oscillations for all three cubic 3d ferromagnets [14] . To resolve this difficulty we suggested to regularize the original expression, Eq. (7), by replacing it by the formally equivalent expression which is, however, numerically convergent
where a is the lattice constant. The quantity η plays a role of a damping parameter which makes the lattice sum absolutely convergent as it is seen from Fig. 2 for the case of fcc Ni.
It can be shown that the quantity D(η) is an analytical function of the variable η for any value η > 0 and it can be extrapolated to the value η = 0. We therefore perform calculations for a set of values η ∈ (η min , η max ) for which D(η) is a smooth function with a well defined limit for large d max . The limit η → 0 is then determined at the end of calculations by a quadratic least-square extrapolation method. The procedure is illustrated in Fig. 3 for the cubic Fe, Co and Ni. Note that these convergence problems are less serious in half-metallic magnets due to the exponential damping described by Eq. (15) .
Direct calculations of the Curie temperatures in the MFA according to Eq. (8) face convergence problems similar to the magnon spectra. Alternatively, one can evaluate the on-site exchange parameter J 0 using a sum rule valid also for systems without translational periodicity [11] : 
This sum rule involves only the site-diagonal blocks of the auxiliary Green functions and its reliable evaluation for perfect crystals requires only a few thousands of k-points in the irreducible part of the BZ, i.e., accuracy usual in most selfconsistent LSDA calculations.
Another numerical problem is encountered in computations of the Curie temperature in the RPA due to the singularity of the averaged function in Eq. (9) for |q| → 0. We have therefore calculated T RPA C using the expression
where z is a complex energy variable and the quantity G m (z) is a magnon Green function corresponding (up to the prefactor 4/M ) to the magnon dispersion law, Eq. (6). The magnon Green function was evaluated for energies z in the complex energy plane and its value for z = 0 was obtained using an analytical continuation technique [42] .
Applications
Transition metals
Calculated magnon energy spectra E(q) for bcc Fe are presented in Fig. 4 . Corresponding plots of E(q) for fcc Co and Ni [14] exhibit parabolic, almost isotropic behavior for long wavelengths. On the contrary, in bcc Fe we observe some anisotropy of E(q), i.e., E(q) increases faster along the Γ−N direction and more slowly along the Γ−P direction. In agreement with Refs. [27, 43, 44] we observe a local minima around the point H along Γ − H and H − N directions in the range of short wavelengths. They are indications of the so-called Kohn anomalies which are due to longrange interactions mediated by the RKKY interactions similarly like Kohn-Migdal anomalies in phonon spectra are due to long-range interactions mediated by Friedel oscillations. It should be mentioned that minima in dispersion curve of bcc Fe appear only if the summation in Eq. (6) is done over a sufficiently large number of shells, in the present case for more than 45 shells. Present results for dispersion relations compare well with available experimental data of measured spin-wave spectra for Fe and Ni [45, 46, 47] . For low-lying part of spectra there is also a good agreement of present results for dispersion relations with those of Refs. [27, 44] obtained using the frozen-magnon approach. There are, however, differences for a higher part of spectra, in particular for the magnon bandwidth of bcc Fe which can be identified with the value of E(q) evaluated at the high-symmetry point q = H in the bcc BZ. The origin of this disagreement is unclear. We have carefully checked the convergence of the magnon dispersion laws E(q), see Fig. 5 , with the number of shells included in Eq. (6) and it was found to be weak for 50 -70 shells and more, i.e., for the cut-off distance d max ≥ 6a.
The results for spin stiffness coefficient D calculated for the three cubic ferromagnetic metals are summarized in Tab. 1 together with available experimental data [48, 49, 50] . There is a reasonable agreement between theory and experiment for bcc Fe and fcc Co but the theoretical values of D are considerably overestimated for fcc Ni. It should be noted that measurements refer to the hcp Co while the present calculations were performed for fcc Co. A similar agreement between calculated and measured spin-wave stiffness constants was obtained by Halilov et al. [27] using the frozen-magnon approach. Our results are also in accordance with those obtained by van Schilfgaarde and Antropov [44] who used the spin-spiral calculations to overcome the problem of evaluation of D from Eq. (7) . On the other hand, this problem was overlooked in Refs. [11, 51, 52] so that a good agreement of D, calculated for a small number of coordination shells, with experimental data seems to be fortuitous. Finally, the results of Brown et al. [53] obtained by the layer KKR method in the frozen potential approximation are underestimated for all metals and the best agreement is obtained for Ni. ) and their comparison with experimental values (D exp and T C,exp ). [27, 44] . On the other hand, the results obtained using the RPA are in a good agreement with experiment for both fcc Co and bcc Fe, while the results for fcc Ni are even more underestimated. This is in agreement with the fact mentioned in Section 2, namely that T RPA
The present results for Fe and Ni agree reasonably with results of Ref. [54] using the spin-fluctuation theory and an improved statistical treatment in the framework of the Onsager cavity-field method.
In summary, we have found that calculated Curie temperatures and spin-wave stiffness constants agree well with experiment for Fe and Co, while less satisfactory results are obtained for Ni, where the role of the Stoner excitations is much more important as compared to Fe and Co. In addition, the adiabatic approximation is less justified for Ni, and, possibly, correlation effects beyond the LSDA play the more important role for this ferromagnet.
Rare-earth metals
Rare-earth (RE) metals represent a class of systems where the concept of atomic-like local moments is well justified due to highly localized 4f orbitals. The standard LSDA, however, fails to describe correctly their ground-state properties: the equilibrium lattice constants are signifi-cantly smaller than the experimental ones due to an overestimated 4f -contribution to cohesion, and the ground-state magnetic structures in the LSDA are qualitatively wrong as well. In the case of Gd in hcp structure, the antiferromagnetic (AFM) stacking of the (0001) atomic planes was predicted [55] in contrast to the observed ferromagnetic (FM) state [56] . The most sophisticated methods beyond the LSDA, which improve the situation, take explicitly into account the on-site Coulomb interaction of the 4f electrons, like the LSDA+U scheme [57, 58] and the self-interaction corrected (SIC) LSDA approach [59, 60] . Ground-state magnetic structures of 4f electron systems are often non-collinear and incommensurate with the underlying chemical unit cell [56] which presents another complication for ab initio techniques.
We have treated two RE metals, namely, hcp Gd [17] and bcc Eu [18] , in a simplified manner taking the 4f states as a part of the atomic core (with the majority 4f level occupied by 7 electrons and the minority 4f level empty). The other valence orbitals were included in the standard LSDA. This 'open-core' approach was often employed in selfconsistent spin-polarized calculations of RE-based systems during the last decade [60, 61, 62, 63] and it yielded the correct FM structure of hcp Gd. The theoretical equilibrium Wigner-Seitz radii s (s Gd = 3.712 a.u. with the experimental value of c/a = 1.597, s Eu = 4.190 a.u.) are only slightly smaller than the experimental values (s Gd = 3.762 a.u., s Eu = 4.238 a.u.). Different spin configurations were considered for both metals: FM, AFM, and the disordered local moment (DLM) state [21] . The theoretical equilibrium values of s are nearly insensitive to the spin structures and the FM ground state of Gd exhibits a non-negligible energy separation from the AFM and DLM states in contrast to the bcc Eu, where the DLM state is slightly more stable than the FM state. The exchange interactions in Gd and Eu, derived for the FM state and the theoretical equilibrium Wigner-Seitz radius s, are shown in Fig. 6 . Their distance-dependence is qualitatively similar to the 3d transition metals, the magnitudes of the dominating nearest-neighbor interactions are, however, smaller by a factor of five, cf. Fig. 1 . Moreover, as illustrated in Fig. 7 by calculating the on-site exchange parameter J 0 as a function of the cut-off distance d max used in the realspace sum in Eq. (8), there is a profound difference between the two 4f metals concerning the oscillating interactions of more distant atoms. In the hcp Gd, they are not strong enough to destroy the FM spin structure, as indicated by the positive converged value of J 0 . Note that the negative exchange interaction between the second Gd nearest neighbors is in qualitative agreement with experiment [64] . On the other hand, the contribution of more distant sites to J 0 is very important in the case of bcc Eu and it yields for the converged quantity a negligible resulting value (J 0 = −0.03 mRy). Such a situation indicates an instability of the FM state with respect to a more complicated spin structure. This feature agrees qualitatively with an experimentally observed helical spin structure, the wave vector of which lies along the Γ − H direction in the bcc BZ [65, 66] . Calculations of the magnon spectra and the Curie temperature for hcp Gd require a trivial generalization of Eqs. (6, 9) to the case of two equivalent atoms in the hcp unit cell [67] . The resulting Curie temperatures are given in Tab. 2 together with the experimental value [56] while a comparison of the calculated magnon dispersion law with experiment [56] is presented in Fig. 8 . The theoretical magnon spectra included finite temperature of the experiment (T = 78 K) which leads within the RPA to a simple rescaling of the magnon energies proportionally to the temperature-dependent average magnetization [32] . The latter dependence was calculated in the RPA from the classical EHH [67] . The calculated magnon energies are higher than experimental. A recent theoretical study by Halilov et al. [43, 62] revealed that this effect can be partly explained by assumed collinearity between the localized 4f -moment and the valence part of the local moment. Inclusion of a possible non-collinearity between the localized and itinerant moments leads to a softening of the magnon energies, reducing them by a factor of 1.5 in the upper part of the spectrum. However, the lower part of the spectrum that is more important for an RPA estimation of the Curie temperature is less influenced by the non-collinearity. On the other hand, the calculated Curie temperatures both in the MFA and in the RPA agree very well with experiment (Tab. 2). This degree of agreement proves that the present approach based on interatomic exchange interactions represents a better starting point to RE magnetism than a theory based on intraatomic exchange integrals formulated in Ref. [68] . The latter scheme provided values of the Curie temperature for Gd in a wide interval between 172 K and 1002 K, depending on further approximations employed.
Determination of the magnetic ground state of Eu from the EHH, Eq. (2), is a difficult task in view of the highly-dimensional manifold of a priori possible states as well as a number of qualitatively different spin structures encountered in RE-based systems [56] . Here we consider only spin spirals specified by a single q-vector as
since the spin structure observed for bcc Eu at low temperatures belongs to this class [65, 66] . The resulting maximum J(Q) can be used to get the Néel temperature in the MFA in complete analogy to Eq. (8) [56] :
whereas the RPA leads to the following modification of Eq. (9) [32, 69] :
Both theoretical values and the experimental Néel temperature are given in Tab. 2. The MFAvalue is substantially higher than experiment while the RPA reduces the theoretical value of T N significantly so that a good agreement with experiment is obtained.
Substitutionally disordered alloys
The present real-space approach to exchange interactions can be generalized to substitutionally disordered alloys either by using a supercell technique or by combining it with the coherentpotential approximation (CPA). Both alternatives have their own merits and drawbacks. The CPA takes properly into account the effects of finite lifetime of electronic states due to disorder but it has difficulties to include effects of varying local environments as well as of short-range order (both chemical and magnetic) on electronic properties.
In the following, we sketch the modification of the expression for the exchange interactions, Eq. (13), to a random alloy within the LMTO-CPA formalism [35, 36, 70] . We assume that the lattice sites R are randomly occupied by alloy components Q = A, B, . . ., with concentrations c Q R . We neglect any correlations between occupations of different lattice sites and we neglect local environment effects, i.e., the LSDA selfconsistent potentials inside R-th cell depend solely on occupation of the site R by an atom Q = A, B, . . ..
The CPA-configurational average of the auxiliary Green function, Eq. (12), can be written as
where the spin index σ is omitted, S is the structure constant matrix and P(z) is a nonrandom site-diagonal matrix of coherent potential functions P R (z) attached to individual lattice sites which describe effective atoms forming an effective CPA medium. The coherent potential functions satisfy a set of selfconsistency conditions (Soven equation) which guarantees that average single-site scattering due to real atoms with respect to the effective medium vanishes.
The CPA leads also to conditional averages of individual blocks of the Green functions. The site-diagonal block g RR (z) of the Green function averaged over all alloy configurations with site R occupied by an atom Q is given bȳ
where the prefactors f Q
Similarly, the site-off-diagonal block g RR (z) averaged over all alloy configurations with two sites R = R occupied respectively by atomic species Q and Q is given bȳ
Derivation of the conditionally averaged pair exchange interaction between two sites R = R occupied respectively by components Q and Q can be performed similarly like in the case without substitutional randomness by employing the magnetic force theorem [11] and the socalled vertex-cancellation theorem [71, 72] . It leads to an expression
which is fully analogous to Eq. (13) . The conditional average of the on-site exchange interaction, Eq. (17), yields a formulā
It should be noted, however, that the sum rule for the averaged pair and on-site interactions,
which can be easily obtained from the corresponding sum rule, Eq. (17), valid for any configuration of the alloy, is not exactly satisfied by the expressions (26) and (27) . According to our experience, the two sides of Eq. (28) deviate up to 15% for typical binary transition-metal alloys (FeV, FeAl). This violation of an important sum rule indicates that vertex corrections must be taken into account in averaging exchange interactions in random alloys. On the other hand, the small relative difference of both sides of the sum rule (28) proves that the role of vertex corrections for exchange interactions is less significant than in transport properties, as argued in Ref. [73] .
Let us now consider the case of two isolated impurities in a non-magnetic host. The exchange interaction between impurity sites R = R can be calculated exactly and compared to the lowconcentration limit of the CPA expression, Eq. (26) . The latter case corresponds to a binary alloy with c A R → 0 and c B R → 1 for all lattice sites, with the coherent potential functions
are the non-spin-polarized host potential functions, and with the average Green function substituted by that of the non-random host,ḡ σ RR (z) → g 0 RR (z). Direct calculation of the exchange interaction for two impurities embedded in a crystal gives a result (the so-called two-potential formula [74] ) which differs from the low-concentration limit of the CPA expression by matrix quantities X σ RR (z) defined in terms of single-site t-matrices of impurities τ σ R (z) as
The quantities X σ RR (z) -which enter the impurity-impurity interaction as multiplicative prefactors at the site-off-diagonal blocks g 0 RR (z) of the host Green function -describe multiple scatterings of electrons between the two impurity sites; their absence in the exchange interaction derived from the low-concentration limit of Eq. (26) reflects a systematic neglect of such multiple-scattering processes in single-site theories like the CPA. An example of pair exchange interactions is shown in Fig. 10 for Fe-Fe pairs in a disordered bcc Fe 0.8 Al 0.2 alloy. The interactions are qualitatively similar to those in pure bcc Fe (Fig. 1) , but a more careful analysis of the long-distance behavior reveals an exponentially damped RKKYlike oscillations (Fig. 10, right panel) . This feature can be explained by damping of electron states due to the alloy disorder which leads to exponential decay of site-off-diagonal blocks of the averaged Green functionsḡ σ RR (z) with increasing distance |R − R |. It should be mentioned that this exponential damping refers only to averaged exchange interactions in contrast to those in each alloy configuration which exhibit a much slower decay for large interatomic separations (see Ref. [73] and references therein).
Calculation of magnon spectra in disordered alloys represents a non-trivial task since the corresponding equation of motion for the two-time Green function for spin operators, obtained from the standard decoupling procedure for higher-order Green functions [32] , contains a more complicated type of disorder than purely diagonal disorder. The magnons (and also phonons) in random alloys are featured by simultaneous presence of diagonal, off-diagonal and environmental disorder; the latter is closely related to the Goldstone theorem for these excitations. An extension of the CPA to this case has been studied since early 1970's. Two most recent approaches are based on a cumulant expansion [75] and on an augmented-space formalism [76] ; the former scheme is combined with the RPA and provides a value for the Curie temperature. Both formulations are rather complicated which allowed to perform numerical calculations for environmental disorder limited to nearest neighbors only, but they seem promising for future studies with true long-range interactions.
The Curie temperature of a random alloy in the MFA can be obtained in a way similar to that leading to Eq. (8). Let us restrict ourselves to the case of a homogeneous random alloy (with all lattice sites equivalent). In analogy to previous on-site exchange parameters, Eqs. (8, 27) , one can introduce quantitiesJ
where K QQ are effective exchange parameters among magnetic moments of the alloy constituents. The Curie temperature is then equal to
where κ max is the maximal eigenvalue of the matrix K QQ . This type of estimation has been used for diluted magnetic semiconductors as described in Section 4.4.
Diluted magnetic semiconductors
Diluted magnetic semiconductors (DMS) represent a new class of materials with potential technological applications in spintronics. They have recently attracted much interest because of the hole-mediated ferromagnetism [77, 78] . Curie temperatures higher than the room temperature are desirable for practical applications, whereas the currently prepared samples exhibit the T C 's only slightly above 100 K [78, 79] . The most frequently studied DMS is a III-V-based compound (Ga 1−x Mn x )As in the zinc-blende structure with Mn-concentration in the range 0 < x < 0.1. Since Mn atoms are in a high-spin state in these systems, the above described formalism is well suited for reliable quantitative investigations of the exchange interactions and the Curie temperatures. The (Ga,Mn)As compound is a substitutionally disordered system with Mn atoms substituting Ga atoms on the cation sublattice. Application of the TB-LMTO-CPA formalism to this system employs so-called empty spheres located at interstitial positions of GaAs semiconductor for matters of space filling, so that the zinc-blende structure is described in terms of four fcc sublattices with substitutional disorder only on the cation sublattice. The pair exchange interactions between Mn atomsJ MnMn RR in the (Ga 1−x Mn x )As alloy with x = 0.05 are shown in Fig. 11 (left  panel) ; interactions between the other components are much smaller and negligible concerning their possible influence on magnetic properties. The first nearest-neighbor interaction is positive and bigger than the (mostly positive) interactions between more distant Mn atoms. Analysis of the behavior ofJ MnMn RR for large interatomic distances reveals exponentially damped RKKYlike oscillations which have two origins: the effect of alloying which introduces an exponential damping in the site-off-diagonal blocks of the averaged Green functions for both spin channels (see Section 4.3), and an additional exponential damping due to a half-metallic character of the system [77] , i.e., the alloy Fermi energy lies in a band gap of the minority band (see Section 3.3).
The calculated Curie temperature in MFA for the (Ga 0.95 Mn 0.05 )As alloy is around 300 K, i.e., substantially higher than the experimental values [78, 79] . A reason for this discrepancy can be found in structural imperfections of the compound which lead to reduction of the number of holes in the valence band. The most probable candidates for such lattice defects are native defects, such as As-antisite atoms [77] and Mn-interstitial atoms [80] . In the following, we demonstrate the influence of the former on the exchange interactions of (Ga,Mn)As compounds [18, 20] .
The combined effect of Mn-impurities and As-antisites can be simulated within the CPA using an alloy (Ga 1−x−y Mn x As y )As with y denoting the As-antisite concentration. The influence of As-antisites on the Mn-Mn exchange interactions is shown in Fig. 11 (left panel) : the positive values ofJ MnMn RR are reduced; the most dramatic reduction is found for the dominating coupling between the nearest-neighbors. The dependence of the nearest-neighbor Mn-Mn interaction on x and y is shown in Fig. 11 (right panel) . For a fixed Mn-concentration x, the interaction decreases monotonously with increasing content of As-antisites y, ending finally at negative values. This change of sign correlates nicely with a predicted instability of the ferromagnetic state with respect to formation of a state featured by disordered directions of the Mn-moments [16, 81] . The Curie temperatures were estimated in the MFA as described in Sections 2 and 4.3. However, in view of the much bigger Mn-Mn interactions as compared to interactions between other constituent atoms, the Curie temperature comes out equal to
where the lattice sites R, R are confined to the cation fcc sublattice and x denotes the Mnconcentration. The resulting Curie temperatures are summarized in Fig. 12 [16] . The T MFA C for a fixed x is monotonously decreasing with increasing As-antisite concentration y, in analogy to the y-dependence of the first nearest-neighbor Mn-Mn interaction (Fig. 11, right panel) . The T C for a fixed y exhibits a non-monotonous dependence on the Mn-content x reaching a flat maximum for x > 0.1. The latter behavior results from an interplay of two effects: an increase of T MFA C with increasing x, Eq. (32), and the non-trivial dependence of the first nearest-neighbor Mn-Mn interaction as a function of (x, y), see Fig. 11 (right panel) . Note, however, that the next-neighbor exchange couplings also contribute significantly to the Curie temperature, see Eq. (32) . A detailed comparison of calculated and measured concentration dependences of the Curie temperature indicates a correlation between the two concentrations x and y in real samples, namely, an increase of the As-antisite concentration with increasing Mn-content [16] . However, this possible explanation of the measured Curie temperatures does not rule out other lattice defects in the system. Curie temperatures of DMS's have recently been calculated from first principles using alternative approaches [20, 82, 83] . The simplest estimation is based on the total-energy difference ∆E between the DLM state and the ferromagnetic state [16, 82] . The quantity ∆E can be obtained from selfconsistent calculations using the CPA and it can be -within the EHH and the MFA - identified with the lattice sum in Eq. (32) multiplied by x 2 , which yields an expression
According to our experience for (Ga,Mn)As alloys [16] , the values ofT MFA C are higher by 10 to 15% as compared to the values of T MFA C from Eq. (32) .
A combination of the frozen-magnon and supercell approaches was used to study Curie temperatures in (Ga,Mn)As (without structural defects) in the MFA and the RPA [83] . It yielded a non-monotonous dependence of the T C on the Mn-concentration, very similar to that depicted in Fig. 12 (results for y = 0) . The RPA values were about 20% smaller than the MFA values; the latter compare well with the present results. It should be noted, however, that the supercell approach was limited to a few special Mn-concentrations (x = 0.03125, 0.0625, 0.125, 0.25) and that the first nearest-neighbor Mn-Mn interactions could not be determined due to the special atomic order of the supercells.
Probably the most reliable way of obtaining the Curie temperature from parameters of the EHH is the Monte Carlo simulation. A recent investigation for (Ga,Mn)As alloys proved that the Monte Carlo results yield Curie temperatures only slightly smaller (less than 10%) as compared to the MFA while an RPA estimation of the Curie temperature was found between the MFA and the Monte Carlo values [20] . This success of MFA can be explained by a few special features of the Mn-Mn exchange interactions: they are essentially ferromagnetic, not oscillating, and decaying exponentially with increasing distance, see Fig. 11 (left panel) . Their lattice Fourier transforms, shown in Fig. 13 , become rather dispersionless, except for a small region around the Γ point, which leads to the small differences among the Curie temperatures evaluated in different ways [20] .
Group-IV DMS's, like Mn-doped Ge, have been studied only recently [84, 85] , but their Curie temperatures are very similar to those of III-V DMS's. The main difference between the two classes of DMS's lies in positions occupied by Mn atoms: they are located on one fcc sublattice of the zinc-blende structure in the (Ga,Mn)As compound (without native defects) but they occupy lattice sites of two fcc sublattices of the diamond structure in the (Ge,Mn) case. The latter system thus contains Mn-Mn pairs with a short distance which is known to support antiferromagnetic exchange coupling of Mn-moments. The calculated Mn-Mn exchange interactions in (Ge,Mn) alloys are shown in Fig. 14. It can be seen that the interactions exhibit strong concentration dependence, as illustrated in right panel of Fig. 14 for the first and second nearest-neighbor interactions: for 6% of Mn we find antiferromagnetic coupling between Mn neighbors on different fcc sublattices in a qualitative agreement with results of supercell calculations in Ref. [84] . The negative first nearest-neighbor interaction appears for alloys with more than 3% Mn, whereas the next-neighbor interactions are essentially ferromagnetic (Fig. 14, left panel) . Note that the concentration dependence of the second nearest-neighbor interaction (Fig. 14, right panel) is very similar to that between the first nearest Mn-Mn neighbors in the Ga 1−x Mn x As alloy ( Fig. 11, right panel) .
The asymptotic behavior ofJ MnMn RR is presented in Fig. 15 for Mn-Mn pairs along the bond direction, i.e., along a zig-zag line following the [110] direction. Besides the exponential damping of the RKKY-type oscillations, discussed above, one can see a pronounced change of the periods of oscillations with Mn-concentration. This property agrees fully with the RKKY picture which leads to oscillation periods inversely proportional to the characteristic size of the hole of the Fermi surface. It can be also seen that the ferromagnetic character of couplings for x = 0.025 is preserved up to a distance of about 4a (a is the fcc lattice constant) which is bigger than the average distance of about 3.4a between two Mn-impurities. Curie temperatures in the MFA for Ge 1−x Mn x alloys were calculated according to Eq. (32) with the lattice sum extending over two fcc sublattices occupied by Mn atoms. The concentration dependence is shown in Fig. 16 together with available experimental data [84] . The calculated Curie temperatures increase with Mn-content up to x ≈ 0.03 where a saturated behavior appears as a consequence of the antiferromagnetic coupling between the first Mn-Mn neighbors (Fig. 14) . The measured Curie temperatures increase with Mn-content as well; the difference between the theoretical and experimental data is probably due to Mn-interstitials present in real samples. Their inclusion into theoretical models is under way.
Two-dimensional ferromagnets
Magnetism of epitaxial ultra-thin transition-metal films on non-magnetic noble-or transitionmetal substrates has been studied intensively during the last two decades. Main differences with respect to bulk magnetism lie both in ground-state properties, where non-zero local moments can appear also for other elements besides the five 3d transition metals (Cr, Mn, Fe, Co, Ni) [86] , and in finite-temperature behavior, where the reduced dimensionality leads to a different universality class as compared to the bulk. In the limit of one-monolayer thickness of the film, one can realize a true two-dimensional magnet on a non-magnetic substrate.
The above formalism can easily be generalized to the two-dimensional case since the basic expression for the pair exchange interactions, Eq. (13), is formulated in the real space. The magnetic properties resulting from a two-dimensional EHH can be obtained in a similar way like in the bulk case, see Eqs. (6, 7, 8, 9) , with the reciprocal-space vector q replaced by a two-dimensional vector q in the surface Brillouin zone (SBZ) and with the real-space sums restricted to lattice sites R, R of the magnetic film. The site-off-diagonal blocks g σ RR (z) of the Green function in Eq. (13) are determined using the surface Green function technique [35, 36] , while the definition of ∆ R (z) remains unchanged. The magnon energies are given by
where ∆ is a magnetic anisotropy energy which is a consequence of relativistic effects (spin-orbit interaction, magnetostatic dipole-dipole interaction). The Curie temperature in the MFA is given by Eq. (8) while the RPA leads to an expression
where N is the number of q -vectors used in the SBZ-average. The calculated pair exchange interactions J RR in a Co-monolayer on an fcc Cu(001) substrate are shown in Fig. 17 . The first nearest-neighbor interaction dominates and the next-neighbor interactions exhibit an RKKY-like oscillatory behavior with an envelope decaying proportionally to |R − R | −2 , in contrast to the bulk decay proportional to |R − R | −3 . Note, however, that the present case is not strictly two-dimensional due to the indirect exchange interactions of two Co-overlayer atoms via the Cu-substrate, which becomes weakly polarized in the atomic layers adjacent to the overlayer.
The indirect interaction between the magnetic atoms, which is mediated by the non-magnetic atoms, has important consequences for magnetic properties of magnetic films placed on a nonmagnetic substrate and covered by a non-magnetic cap-layer of a finite thickness. As reported in a recent experiment [87] , the Curie temperature of fcc(001)-Fe ultrathin films on a Cu(001) substrate varies in a non-monotonous manner as a function of the Cu cap-layer thickness. Such a behavior clearly cannot be explained within a localized picture of magnetism.
Motivated by this finding we performed a systematic study of Fe-and Co-monolayers on an fcc Cu(001) substrate capped by another Cu-layer of varying thickness [13, 15] . Figure 18 presents the magnon spectra in two limiting cases, namely, for an uncovered Fe-overlayer on Cu(001) and for an Fe-monolayer embedded in bulk Cu, and figure 19 shows the full dependence of the magnetic moments and the first nearest-neighbor exchange interactions on the cap-layer thickness. The magnon spectra and the magnon densities of states exhibit all typical features of two-dimensional bands with the nearest-neighbor interactions which are here only slightly modified by non-vanishing interactions in next shells. The magnetic moments drop substantially on capping while their sensitivity to increasing cap-layer thickness is rather small. On the other hand, the behavior of the nearest-neighbor exchange interaction is more complicated and it reflects interference effects in the Cu-cap layer. The oscillations visible in right panel of Fig. 19 are due to quantum-well states in the Cu-cap layer formed between the vacuum and the magnetic layer which, in turn, influence properties of the magnetic layer. Note that the values of the nearest-neighbor exchange interaction are significantly enhanced (roughly by a factor 2 or more) as compared with their bulk counterparts (cf. Fig. 1 ).
Calculations of the Curie temperatures of the two-dimensional ferromagnets represent a more difficult task than in the bulk case. The MFA Curie temperatures of the monolayers are typically of the same order of magnitude as the corresponding bulk temperatures [13] due to the fact that the reduced coordination is approximately compensated by the increase of the exchange interactions. This observation is in a strong disagreement with experimental data which yield the Curie temperatures of the order 150 − 200 K. This failure is due to the fact that the MFA violates the Mermin-Wagner theorem [88] due to the neglect of collective transverse fluctuations (spin-waves) and it is thus inappropriate for two-dimensional systems.
Application of the RPA to the Curie temperature of a two-dimensional isotropic EHH, Eq. only a weak logarithmic dependence upon ∆ [89] , and it is thus sufficient to know the order of magnitude of ∆. The latter is typically of the order of the dipolar energy 2π(M µ B ) 2 /V , where V is the atomic volume. In calculations we used ∆ Co = 0.052 mRy and ∆ Fe = 0.140 mRy.
The calculated RPA Curie temperatures are shown in Fig. 20 (left panel) . They are strongly reduced as compared to the corresponding bulk values thereby improving on the MFA results. Nevertheless, they are still too large as compared to experiment. It is unclear whether this is due to some inaccuracy of the theory or to some imperfections of the samples used in experiments. On the other hand, such important experimental facts as the strong influence of the metallic coverage on the Curie temperature [87] are well explained by the present theory. The fluctuations of the Curie temperature are of order of 50 − 70 K, in a reasonable agreement with experiment. A more detailed analysis of the data reveals that the oscillations of the RPA Curie temperatures follow rather closely the behavior of the spin-stiffness constants, see Fig. 20 . The similarity of both trends is due to the fact that the T RPA C for a two-dimensional system is determined predominantly by low-energy magnons.
It should be noted that an analogous oscillatory behavior of the Curie temperature as a function of the non-magnetic spacer thickness has also been observed for fcc(001)-Co/Cu/Ni trilayers [90] . The latter system has been investigated theoretically in terms of the on-site exchange parameters J 0 R [91] . 
Surfaces of ferromagnets
Reduced coordination at surfaces of transition-metal ferromagnets leads to an enhancement of surface magnetic moments over their bulk values [86] . For the ferromagnetic hcp Gd, an enhancement of its Curie temperature at (0001) surface over the bulk value was observed [92] . Theoretical explanation of the latter fact was provided by total-energy calculations using an LSDA+U approach [93] . An important role was ascribed to a small inward relaxation of the top surface layer. However, more recent works have thrown serious doubts on these conclusions, both on side of experiment [94] and theory [63] .
We have recently performed calculations for low-index surfaces of bcc Fe, hcp Co, and hcp Gd [19] focused on layer-resolved local quantities like the magnetic moments and the on-site exchange parameters J 0 R , Eq. (17) . Note, however, that for inhomogeneous systems like surfaces, a direct relation between the Curie temperatures and the on-site exchange parameters J 0 R cannot be given. Hence, the latter quantities reflect merely the strength of the exchange interaction and its spatial variations in layered systems [91] . Figure 21 presents the results for Fe-and Co-surfaces. It is seen that the well-known surface enhancement of the moments is accompanied by a more complicated layer-dependence of the on-site exchange parameters exhibiting a minimum in the top surface layer and a maximum in the first subsurface layer. A qualitative explanation follows from Eqs. (13, 17) which show that J 0 R reflects the exchange splitting on the R-th site as well as the splittings and number of its neighbors. Hence, the reduction of J 0 R in the top surface layer is due to the reduced coordination, whereas the maximum in the first subsurface position is due to the full (bulk-like) coordination of these sites and the enhanced surface local moments, see Fig. 21 . Note that the layer-dependence of the on-site exchange parameters and its explanation are analogous to the case of hyperfine magnetic fields at the nuclei of iron atoms [35, 95] .
The Gd(0001) surface was treated in the 'open-core' approach mentioned in Section 4.2. Two models of the surface structure were used: with lattice sites occupying the ideal truncated bulk positions (unrelaxed structure) and with a 3% contraction of the interlayer separation between the two topmost atomic layers (inward relaxation). The magnitude of the contraction was set according to LEED measurements [96] and previous full-potential calculations [63] . The layerresolved quantities are presented in Figure 22 . The layer-resolved magnetic moments exhibit a small surface enhancement followed by Friedel-like oscillations around the bulk value. These oscillations can be resolved also in the layer-dependence of the on-site exchange parameters J 0 R which, however, start with reduced values in the top surface layer due to the reduced coordination, as discussed for Fe-and Co-surfaces. The maximum of the on-site exchange parameters is found in the second subsurface layer, in contrast to the transition-metal surfaces, which can be explained by the reduced Gd-moments in the first subsurface layer. The surface relaxation does not modify investigated layer-dependences substantially: it leads to a small reduction of the local moments and the on-site exchange parameters in the first two top surface layers and a tiny enhancement in the second subsurface layer as compared to the ideal surface.
One can conclude that the surface enhancement of the local magnetic moments of the three ferromagnetic metals is not accompanied by an analogous trend of on-site exchange parameters which might be an indication of a surface-induced enhancement of Curie temperatures. However, a calculation of the pair exchange interactions and an improved treatment of the EHH beyond the MFA remain important tasks for future. 
Discussion and outlook
Exchange interactions and related quantities can be extracted from selfconsistent electronic structure calculations in a number of different ways; each of them has its own advantages and disadvantages. The simplest approach lies in obtaining the exchange interactions from total-energy differences calculated directly for various (usually collinear) spin configurations [63, 97, 98] . The usefulness of such schemes is, however, rather limited mainly due to a finite number of configurations used for the mapping.
The real-space method presented here allows to get a set of pair interactions even for very distant atoms only from a single selfconsistent calculation. It has therefore been used independently in a number of papers for very different systems [51, 99, 100, 101] . A widely used alternative approach, the so-called frozen-magnon approach, relies on constrained DFT calculations for true spin spirals and subsequent derivation of the coupling constants from the total energies of the spirals [27, 43, 44] . The frozen-magnon approach can be implemented with the magnetic force theorem [83] or can be formulated in terms of torques instead of total energies [102] . The realspace and frozen-magnon approaches are formally equivalent to each other. The quantities that are directly calculated (the pair exchange interactions J RR in the former case, the magnon energies E(q)'s in the latter) are related to each other by a lattice Fourier transformation, Eq. (6) . For this reason, their advantages and disadvantages refer mainly to their computational efficiency. For calculations of spin-wave dispersion curves (for a moderate number of q-points) and of the spin-wave stiffness D, the frozen-magnon approach is superior, for it does not require to perform the Fourier transformation and the delicate analysis explained in Section 3.3. The real-space approach seems to be more efficient for calculations of the Curie temperature, where the MFA estimation can be obtained from Eq. (8) and the sum rule (17), i.e., from a single real-space calculation, whereas a BZ-average of the magnon energies E(q) is required in the frozen-magnon approach. The real-space technique is better also when a fine scan over the full BZ is needed like, e.g., in RPA calculations of the Curie temperature, Eq. (9), or in searching for instabilities of the ferromagnetic state (see Section 4.2), since the set of calculated J RR for typically 200 shells provides a fast and accurate parametrization of J(q), which considerably reduces the computational effort.
The central idea of mapping the infinitesimal changes of single-particle energies onto an effective classical Hamiltonian for localized spins has been used also for a quantitative description of effects beyond the bilinear isotropic exchange interaction in Eq. (2) . Higher terms in expansion of the single-particle energies with respect to rotation angles give rise to biquadratic exchange interaction, important especially in metallic multilayers [103] . Inclusion of relativistic effects, leading to anisotropic exchange interaction and Dzialoshinskii-Moriya interaction, has been discussed for bulk systems [52, 104] and thin films [105] . In both cases, the gap in the spin-wave spectrum for zero wavevector can be calculated with accuracy better than used in Section 4.5 for quantity ∆ in Eq. (34) . The magnetic force theorem and expressions for effective interaction parameters have recently been formulated also for highly correlated systems treated beyond the LSDA [106] .
It should be noted, however, that certain aspects of finite-temperature itinerant magnetism cannot be reproduced by effective Hamiltonians with one unit vector per atomic site only. An ab initio study based on a model Hamiltonian with bilinear, biquadratic and bicubic terms depending on the magnitude of local magnetic moments was formulated in Ref. [107] . The parametrization of the model was obtained from selfconsistent calculations for a number of spinspiral states. The calculated Curie temperature of bcc Fe agrees well with experiment while the Curie temperatures of fcc Co and fcc Ni were underestimated by about 20 − 25%.
Another ab initio approach based on effective Hamiltonians acting on more than one magnetic vector per atom was worked out in Refs. [43, 62] . It is based on a well-defined spatial separability of the sp-and d-components of the spin density in late 3d transition metals leading thus to two spin vectors per atom. Results of this approach for the magnon spectrum of fcc Ni seem to describe qualitatively well finer details in the experimental data around 100 − 150 meV (sometimes denoted as an 'optical' magnon), which are manifestation of non-adiabatic effects [43] . In the case of heavy RE-metals (Gd through Tm), three moment vectors per site were considered: the conduction electron (spd) spin moment vector and the 4f electron spin and orbital moment vectors. The effective Hamiltonian in the latter case contains also intrasite spinorbit coupling interaction and crystal-field terms. A first-principles approach to crystal-field parameters in RE-based systems can be found in Refs. [60, 108] .
As mentioned in Section 2, the pair exchange interactions according to Eq. (5) do not contain contributions from constraining magnetic fields which appear as Lagrange multipliers in the constrained DFT. Their effect has been recently addressed in Refs. [24, 26] ; it leads to a modification of the pair exchange interactions and related quantities. The changes of the moment directions δu R and the constraining fields B ⊥ R satisfy linear relations [24] M R δu R =
where M R denotes the magnitude of R-th local moment in units of µ B and where the exchange-correlation response function K RR and the bare transverse susceptibility χ RR are given by
dr Ω R dr G ↑ (r, r ; E + i0) B xc (r ) G ↓ (r , r; E + i0) ,
dr Ω R dr G ↑ (r, r ; E + i0) G ↓ (r , r; E + i0) .
As a consequence of non-zero constraining fields, the exchange parameters J RR get renormalized values given explicitly by [24] J ren RR = J RR −
where M, K, X denote, respectively, matrices with elements M R δ RR , K RR , χ RR , and where K T denotes the transpose of K. The evaluation of Eq. (38) for real systems remains yet to be performed.
Some physical insight into the nature of this renormalization can be obtained for Bravais lattices assuming a sufficiently rigid magnetization within an atomic cell [24] . With a definition of an average exchange splitting on site R,
where m(r) is the spin density, it can be shown that the renormalization of the pair interactions, Eq. (38), leads to a simple renormalization of the magnon energies E(q) which is significant for high-energy magnons E(q) > ∆ (where ∆ = ∆ R for a Bravais lattice). In particular, the spin-wave stiffness constant D does not undergo any renormalization. The Curie temperature evaluated in the RPA becomes renormalized according to a formula k B T RPA,ren
which means that the renormalized Curie temperatures are enhanced as compared to the unrenormalized ones. The values for the bulk cubic 3d ferromagnets are summarized in Table 3 . It can be seen that the renormalization of exchange parameters improves considerably the agreement between theory and experiment for Fe and Ni, in contrast to Co, where the unrenormalized Curie temperature is closer to experiment than the renormalized one. A quantitative analysis for bulk Gd shows that the effect of constraining fields is completely negligible [26] . As is well known, the exact magnon dispersion law is obtained from poles of the dynamical transverse susceptibility while the effective exchange interactions are closely related to the static transverse susceptibility [26] . Susceptibility calculations within the DFT are, however, quite involved even for systems with perfect three-dimensional translational symmetry [109, 110] , which calls for additional approximations. The calculations can be simplified using again the adiabatic approximation and the ASA as done in Ref. [102] . The spin-wave spectrum of bcc Fe calculated from the susceptibility agrees very well with that from a frozen-magnon approach, whereas differences between the two approaches are found in results for fcc Co and fcc Ni [102] . However, for a correct reproduction of the 'optical' magnon branch of fcc Ni (including the lifetime effects), full susceptibility calculations [110] are inevitable.
Susceptibility calculations have been employed in another successful approach to finite-temperature magnetism, based on the DLM state with local magnetic moments pointing to random directions [21, 111] . In contrast to the previous techniques starting from the magnetic ground state and its excitations, the DLM theory is focused on the paramagnetic state whereby no particular form of an effective spin Hamiltonian has to be assumed. The transition temperature is derived from divergence of the susceptibility of the DLM state which is related to a direct correlation function. An efficient evaluation of the latter quantity represents the most difficult part of computations. This mean-field technique has been applied to bulk bcc Fe and fcc Ni [54] ; an especially good agreement between the calculated and experimental Curie temperatures has been achieved by including effects of correlations in terms of Onsager cavity fields. Applications to thin transition-metal films have been restricted to the mean-field level [112, 113] ; the results for the Curie temperatures reproduce a number of experimentally observed trends with respect to the thickness of magnetic films and of non-magnetic capping layers. In the case of Fe and Co monolayers on a Cu(001) substrate, however, the theory predicts unrealistically high Curie temperatures, in full agreement with the MFA values from the EHH, see Section 4.5 and Ref. [13] .
The most important feature of the described ab initio approach to exchange interactions lies in its real-space formulation, which opens a way to study long-range interactions encountered in itinerant magnets including systems without three-dimensional translational invariance (random alloys, low-dimensional magnets). The inherent limitation to cases with large local magnetic moments makes the approach especially suitable for applications to systems like transition-metal surfaces and thin films, diluted magnetic semiconductors, rare-earth metals and compounds, etc.
