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FAST STRUCTURED MATRIX COMPUTATIONS: TENSOR RANK AND
COHN–UMANS METHOD
KE YE AND LEK-HENG LIM
Abstract. We discuss a generalization of the Cohn–Umans method, a potent technique developed
for studying the bilinear complexity of matrix multiplication by embedding matrices into an ap-
propriate group algebra. We investigate how the Cohn–Umans method may be used for bilinear
operations other than matrix multiplication, with algebras other than group algebras, and we relate
it to Strassen’s tensor rank approach, the traditional framework for investigating bilinear complex-
ity. To demonstrate the utility of the generalized method, we apply it to find the fastest algorithms
for forming structured matrix-vector product, the basic operation underlying iterative algorithms
for structured matrices. The structures we study include Toeplitz, Hankel, circulant, symmetric,
skew-symmetric, f -circulant, block-Toeplitz-Toeplitz-block, triangular Toeplitz matrices, Toeplitz-
plus-Hankel, sparse/banded/triangular. Except for the case of skew-symmetric matrices, for which
we have only upper bounds, the algorithms derived using the generalized Cohn–Umans method in
all other instances are the fastest possible in the sense of having minimum bilinear complexity. We
also apply this framework to a few other bilinear operations including matrix-matrix, commutator,
simultaneous matrix products, and briefly discuss the relation between tensor nuclear norm and
numerical stability.
1. Introduction
In this article, we systematically study the design of fast, possibly fastest, algorithms for a
variety of operations involving structured matrices, as measured by the bilinear complexity of the
problem. Roughly speaking, the bilinear complexity of an algorithm for a problem that can be cast
as the evaluation of a bilinear map is the number of multiplications required in the algorithm; the
bilinear complexity of the problem is then that of an algorithm with the lowest bilinear complexity
[6, Chapter 14]. This notion of complexity is best known for its use in quantifying the speed of
matrix-matrix product and matrix inversion in the work of Strassen [40], Coppersmith–Winograd
[13], Vassilevska Williams [46], and many others. The current record, due to Le Gall [30], for
the asymptotic bilinear complexity of n × n matrix-matrix product for unstructured matrices is
O(n2.3728639). Roughly speaking, the asymptotic bilinear complexity of a problem dependent on n
refers to its bilinear complexity when n is sufficiently large.
The algorithms that we study in article will be for the following operations: (1) matrix-vector
product, (2) matrix-matrix product, and (3) commutator product:
(A, x) 7→ Ax, (A,B) 7→ AB, (A,B) 7→ AB −BA,
where A and B are structured matrices and x is a vector, of appropriate dimensions so that the
products are defined.
The structured matrices studied in this article include: (i) sparse (including banded and triangu-
lar), (ii) symmetric, (iii) skew-symmetric, (iv) Toeplitz, (v) Hankel, (vi) circulant, (vii) f -circulant
and skew-circulant, (viii) block-Toeplitz-Toeplitz-block (bttb) and more generally any block struc-
tured matrices with structured blocks, (ix) triangular Toeplitz and its analogues for Hankel and
circulant matrices, (x) sum of Toeplitz and Hankel. We provide algorithms of optimal bilinear
complexity for all except the skew-symmetric case (for which we only have upper bounds). The
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optimal bilinear complexity for the Toeplitz and triangular Toeplitz matrix-vector product are well-
known, due to Bini and Capovani [2], but we will obtain them using a different method (generalized
Cohn–Umans) that applies more generally to all classes of structured matrices discussed here.
We will examine two different approaches: the Strassen tensor rank approach [42, 43], and the
Cohn–Umans group theoretic approach [9, 8, 10], as well as the relations between them. Our study
gives a generalization of the Cohn–Umans approach in two regards: a generalization from matrix-
matrix product to arbitrary bilinear operations, and a generalization from (a) group algebras (e.g.,
Section 17) to arbitrary algebras including (b) cohomology rings of manifolds (e.g., Section 11),
(c) coordinate rings of schemes (e.g., Section 11) and varieties (e.g., Section 13), (d) polynomial
identity rings (e.g., Section 16). We will provide the equivalent of their ‘triple product property’
in these more general contexts. The idea of considering algebras other than group algebras was
already in [10], where the authors proposed to use adjacency algebras of coherent configurations.
These may be viewed as a generalization of group algebras and are in particular semisimple, i.e.,
isomorphic to an algebra of block diagonal matrices. Our generalization goes further in that the
algebras we use may contain nilpotents and thus cannot be semisimple (e.g., Section 11); in fact
they may not be associative algebras (e.g., Section 16), may not be algebras (e.g., Section 15), and
may not even be vector spaces (e.g., Example 5.6).
We hope to convince our readers, by way of a series of constructions involving various structured
matrices and various bilinear operations, that this generalization of Cohn–Umans method could
allow one to systematically uncover fast algorithms, and these could in turn be shown to be the
fastest possible (in terms of bilinear complexity) via arguments based on the Strassen tensor rank
approach. For instance, we will see in Section 14 that the fastest possible algorithm for multiplying
a symmetric matrix to a vector involves first writing the symmetric matrix as a sum of Hankel
matrices of decreasing dimensions bordered by zeros. For example, a 4×4 symmetric matrix would
have to be decomposed into
a b c d
b e f g
c f h i
d g i j
 =

a b c d
b c d g
c d g i
d g i j
+

0 0 0 0
0 e− c f − d 0
0 f − d e− c 0
0 0 0 0
+

0 0 0 0
0 0 0 0
0 0 h− g − e+ c 0
0 0 0 0
 .
This is highly nonobvious to us. We would not have been able to find this algorithm without
employing the generalized Cohn–Umans approach.
The main focus of our article will be the matrix-vector product for various structured matrices
since these form the fundamental building blocks of most modern iterative algorithms for problems
involving structured matrices: linear systems [7, 34], least-squares problems [3, 34], eigenvalue
problems [47], evaluating analytic functions with matrix arguments [20], etc. On the other hand,
problems requiring matrix-matrix and product of structured matrices are relatively uncommon;
one reason being that the most common structured matrices (symmetric, Toeplitz, Hankel, etc; in
fact all but circulant) are not closed under matrix-matrix products. Explicit pseudocodes for all
structured matrix-vector product algorithms appearing in this article may be found in [49].
1.1. Why minimize multiplications? In modern computer processors, there is no noticeable
difference in the latency of addition and multiplication [22, Tables 14-1 and 15-6]. So the reader
might wonder why bilinear complexity continues to be of relevance. We provide three reasons
below.
The first reason is that such algorithms apply when we have matrices in place of scalars. We
illustrate this with a simple example, Gauss’s method for multiplying two complex numbers [26,
Section 4.6.4]. Let a, b, c, d ∈ R. Then the usual method
(a+ ib)(c + id) = (ac− bd) + i(ad+ bc)
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requires four real multiplications and two real additions but Gauss’s method
(a+ ib)(c + id) = (ac− bd) + i[(a + b)(c + d)− ac− bd] (1)
requires three real mutliplications and five real additions. If the costs of addition and multiplica-
tion are roughly the same, then Gauss’s method is a poor way for multiplying complex numbers.
However, the usefulness of Gauss’s method comes into view when we multiply complex matrices
[19, Chapter 23], i.e., when we do
(A+ iB)(C + iD) = (AC −BD) + i[(A +B)(C +D)−AC −BD]
where A,B,C,D ∈ Rn×n. Now Gauss’s method requires three matrix multiplications instead
of four. Addition and multiplication of scalars may well have similar computational costs but
multiplication of n × n matrices is by any measure vastly more expensive1 than addition of n × n
matrices. This observation applies more generally. For example, Strassen’s algorithm for the
product of 2 × 2 matrices [40] only becomes practically useful when it is applied (recursively) to
the product of 2× 2 block matrices [19, Chapter 23].
A second reason is that the preceding comparison of addition and multiplication implicitly as-
sumes that we are using the traditional measure of computational cost, i.e., time complexity, but
other measures, e.g., energy consumption, number of gates, code space, etc, have become increas-
ingly important. For instance, a multiplier requires many more gates than an adder (e.g., 2200
gates for an 18-bit multiplier versus 125 gates for an 18-bit adder [27]), which translates into more
wires and transistors on a microchip and also consumes more energy.
A third reason is that while the latencies of addition and multiplication are comparable on a
general purpose cpu, it is important to remember that arithmetic is performed on other microchips
as well, e.g., asic, dsp, fpga, gpu, motion coprocessor, etc, where the latency of multiplication
may be substantially higher than that of addition. Moreover, our second reason also applies in this
context.
1.2. Overview. We begin by introducing the central object of this article, the structure tensor of
a bilinear operation, and discuss several examples in Section 2. This is followed by a discussion of
tensor rank and the closely related notion of border rank in Section 3, allowing us to define bilinear
complexity rigorously as the rank of a structure tensor. We proved several results regarding tensor
rank and border rank that will be useful later when we need to determine these for a given structure
tensor. We end the section with a brief discussion of numerical stability and its relation to the
nuclear norm of the structure tensor.
In Section 4, we examine the structure tensor in the special case where the bilinear operation
is the product operation in an algebra and prove a relation between tensor ranks of the respective
structure tensors when one algebra is mapped into another. This provides partial motivation for
the generalized Cohn–Umans method in Section 5, where we first present the usual Cohn–Umans
method as a commutative diagram of algebras and vector space homomorphisms (as opposed to
homomorphisms of algebras), followed by a demonstration that the ‘triple product property’ is
equivalent to the commutativity of the diagram. Once presented in this manner, the Cohn–Umans
method essentially generalizes itself. As a first example, we show that the fast integer multiplication
algorithms of Karatsuba et al. may be viewed as an application of the generalized Cohn–Umans
method.
In the remainder of the article, we apply the generalized Cohn–Umans method to analyze a
variety of structured matrix-vector products:
• sparse, banded, triangular: Section 6,
• circulant: Section 7,
• f -circulant, skew-circulant: Section 8,
• Toeplitz: Section 9,
• Hankel: Section 10,
• triangular Toeplitz/Hankel: Section 11,
1Even if the exponent of matrix multiplication turns out to be 2; note that this is asymptotic.
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• Toeplitz-plus-Hankel: Section 12,
• block-Toeplitz-Toeplitz-block and other
multilevel structures: Section 13,
• symmetric: Section 14,
• skew-symmetric: Section 15.
Aside from the case of skew-symmetric matrices, we obtain algorithms with optimum bilinear
complexities for all structured matrix-vector products listed above. In particular we obtain the
rank and border rank of the structure tensors in all cases but the last.
A reader who follows the developments in Sections 7–15 will observe a certain degree of inter-
dependence between these algorithms. For example, as we have mentioned earlier, the algorithm
for symmetric matrix-vector product depends on that for Hankel matrix-vector product, but the
latter depends on that for Toeplitz matrix-vector product, which in turn depends on that for cir-
culant matrix-vector product. As another example of a somewhat surprising interdependence, in
Section 16, we discuss an algorithm for the commutator product, i.e., [A,B] = AB − BA, for
2 × 2 matrices A,B based on the algorithm for 3 × 3 skew-symmetric matrix-vector product in
Section 15. Yet a third example is that our algorithm for skew-circulant matrix-vector product in
Section 8 turns out to contain Gauss’s multiplication of complex numbers as a special case: (1)
may be viewed as the product of a skew-circulant matrix in R2×2 with a vector in R2.
To round out this article, we introduce a new class of problems in Section 17 that we call ‘simul-
taneous product’ of matrices. The most natural problem in this class would be the simultaneous
computation of AB and ABT for a square matrix B but we are unable to obtain any significant find-
ings in this case. Nevertheless we provide an impetus by showing that the closely related variants
of simultaneously computing the pair of matrix products[
a b
c d
] [
e f
g h
]
and
[
a b
c d
] [
g h
e f
]
,
or the pair of matrix products[
a b
c d
] [
e f
g h
]
and
[
a b
c d
] [
h g
e f
]
,
can be obtained with just eight multiplications and that the resulting algorithms have optimum
bilinear complexity. Note that computing the pair of products separately via Strassen’s algorithm,
which is optimum for 2× 2 matrix-matrix product, would require 14 multiplications.
Throughout this article, we work over C for simplicity but our results hold for more general
fields — quadratic, cyclotomic, infinite, or algebraically closed extensions of an arbitrary field (say,
a finite field), depending on the context.
Results in Sections 2–6 and Section 17 are independent of our choice of field with a few exceptions:
(i) any discussion of Gauss’s method is of course peculiar to C but generalizes to any quadratic
extension of an arbitrary field; (ii) the discussion of numerical stability in Section 3.2 require that
we work over a subfield of C since they involve norms; (iii) Winograd’s theorem (Theorem 4.5)
requires an infinite field; (iv) Corollary 5.3 requires an algebraically closed field. The results in
Sections 7–14 for n × n structured matrices require that the field contains all nth roots of some
element, usually 1 but sometimes −1 (for skew-circulant or skew-symmetric) or f (for f -circulant).
Results in Sections 15 and 16 require an algebraically closed field.
2. The structure tensor of a bilinear operation
A bilinear operation is simply a bilinear map β : U×V →W where U, V,W are vector spaces over
the same field, henceforth assumed to be C. For example, the operation of forming a matrix-vector
product is a bilinear operation β : Cm×n × Cn → Cm, (A, x) 7→ Ax, since
β(aA+ bB, x) = aβ(A, x) + bβ(B,x), β(A, ax+ by) = aβ(A, x) + bβ(A, y).
Likewise for the operations of matrix-matrix product and commutator product.
FAST STRUCTURED MATRIX COMPUTATIONS: TENSOR RANK AND COHN–UMANS METHOD 5
A simple but central observation in the study of bilinear complexity is that every bilinear opera-
tion is characterized by a 3-tensor and that its tensor rank quantifies the complexity, as measured
solely in terms of the number of multiplications, of the bilinear operation. We start by defining
this 3-tensor.
Definition/Proposition 2.1. Let β : U × V →W be a bilinear map. Then there exists a unique
tensor µβ ∈ U∗ ⊗ V ∗ ⊗W such that given any (u, v) ∈ U × V we have
β(u, v) = µβ(u, v, ·) ∈W.
We call µβ the structure tensor of the biliear map β.
By the definition of tensor product, there is a one-to-one correspondence between the set of
bilinear maps from U ×V to W and the set of linear maps from U ⊗V to W . Therefore we do not
distinguish between a bilinear map β : U×V →W and its corresponding linear map β : U⊗V → W
(and denote both by β).
In the special case when U = V = W = A is an algebra and the bilinear map β : A ×A → A,
(u, v) 7→ uv, is multiplication in A. The structure tensor of β is called the structure tensor of the
algebra A, and is denoted by µA.
Example 2.2 (Lie algebras). Let g be a complex Lie algebra of dimension n and let {e1, . . . , en}
be a basis of g. Let {e∗1, . . . , e∗n} be the corresponding dual basis defined in the usual way as
e∗i (ej) =
{
1 i = j,
0 i 6= j,
for all i, j = 1, . . . , n. Then for each pair i, j ∈ {1, . . . , n},
[ei, ej ] =
n∑
k=1
ckijek,
for some constant numbers ckij ∈ C. The structure tensor of the Lie algebra g is
µg =
n∑
i,j,k=1
cki,je
∗
i ⊗ e∗j ⊗ ek ∈ g∗ ⊗ g∗ ⊗ g.
The constants ckij are often called the structure constants of the Lie algebra and the hypermatrix
[31]
[ckij ] ∈ Cn×n×n
is the coordinate representation of µA with respect to the basis {e1, . . . , en}.
For a specific example, take g = so3, the Lie algebra of real 3× 3 skew-symmetric matrices and
consider the basis of g comprising
e1 =
0 0 00 0 −1
0 1 0
 , e2 =
0 0 −10 0 0
1 0 0
 , e3 =
0 −1 01 0 0
0 0 0
 ,
with dual e∗1, e
∗
2, e
∗
3. Then the structure tensor of so3 is
µso3 =
3∑
i,j,k=1
ǫkije
∗
i ⊗ e∗j ⊗ ek,
where
ǫkij =
(i− j)(j − k)(k − i)
2
,
often called the Levi-Civita symbol.
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Example 2.3 (Matrix multiplication). Consider the usual matrix product β : Cm×n × Cn×p →
C
m×p, (A,B) 7→ AB. We let Eij be the elementary matrix with one in the (i, j)th entry and zeros
elsewhere and E∗ij be the dual. Then the structure tensor for this bilinear operation is
µm,n,p =
m,n,p∑
i,j,k=1
E∗ij ⊗ E∗jk ⊗ Eik,
the famous Strassen matrix multiplication tensor. With respect to these bases, µm,n,p is an mn×
np × mp hypermatrix whose entries are all zeros and ones. When m = n = p, this becomes the
structure tensor of the matrix algebra Cn×n.
Example 2.4 (Matrix-vector multiplication). Consider the bilinear map
β : Cn×n × Cn → Cn, (A, x) 7→ Ax.
Let {Eij ∈ Cn×n : i, j = 1, . . . , n} and {ei ∈ Cn : i = 1, . . . , n} be the standard bases for Cn×n and
C
n respectively. Then the structure tensor of β is
µβ =
n∑
i,j=1
E∗ij ⊗ e∗j ⊗ ei.
With respect to these bases, µβ is an n
2 × n× n hypermatrix whose entries are all zeros and ones.
This is of course nothing more than a special case of the previous example with m = n and p = 1.
A comment is in order for those who are not familiar with multilinear algebra and wonders
about the difference between β and µβ. Given a bilinear map β : U ×V →W there exists a unique
trilinear function β˜ : U × V ×W ∗ → C such that given any (u, v, ω) ∈ U × V ×W ∗ we have
ω(β(u, v)) = β˜(u, v, ω).
Furthermore, both β and β˜ correspond to the same tensor µβ ∈ U∗ ⊗ V ∗ ⊗W and so µβ quantifies
both the bilinear operation β and the trilinear operation β˜. As a concrete example, consider
Example 2.4 where β : Cn×n × Cn → Cn is the matrix-vector product
β(A, x) = Ax.
Then β˜ : Cn×n × Cn × Cn → C is
β˜(A, x, y) = yTAx,
and they correspond to the same tensor µβ ∈ (Cn×n)∗ ⊗ (Cn)∗ ⊗ Cn.
We conclude this section with the simplest example, but worked out in full details for the benefit
of readers unfamiliar with multilinear algebra.
Example 2.5 (Complex number multiplication). Complex numbers form a two-dimensional alge-
bra over R and the multiplication of complex numbers is an R-bilinear map
β : C×C→ C, (a+ bi, c+ di) 7→ (ac− bd) + (ad+ bc)i,
for any a, b, c, d ∈ R. Let e1 = 1+0i = 1 and e2 = 0+1i = i be the standard basis of C over R and
let e∗1, e
∗
2 be the corresponding dual basis. The structure tensor of C is, by definition, the structure
tensor of β and is given by
µC = µβ = e
∗
1 ⊗ e∗1 ⊗ e1 − e∗2 ⊗ e∗2 ⊗ e1 + e∗1 ⊗ e∗2 ⊗ e2 + e∗2 ⊗ e∗1 ⊗ e2, (2)
or, as a hypermatrix with respect to these bases,
µC =
[
1 0
0 −1
∣∣∣∣ 0 11 0
]
∈ R2×2×2. (3)
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We provide here a step-by-step verification that µC is indeed the structure tensor for complex
number multiplication over R. Given two complex numbers z1 = a+ bi, z2 = c+ di ∈ C, we write
them as z1 = ae1 + be2, z2 = ce1 + de2. Then
µC(z1, z2) = [(e
∗
1(z1)e
∗
1(z2)− e∗2(z1)e∗2(z2)]e1 + [e∗1(z1)e∗2(z2) + e∗2(z1)e∗1(z2)]e2
= [(e∗1(ae1 + be2)e
∗
1(ce1 + de2)− e∗2(ae1 + be2)e∗2(ce1 + de2)]e1
+ [e∗1(ae1 + be2)e
∗
2(ce1 + de2) + e
∗
2(ae1 + be2)e
∗
1(ce1 + de2)]e2
= (ac− bd)e1 + (ad+ bc)e2 = (ac− bd, ad+ bc)
= (ac− bd) + (ad+ bc)i.
For the uninitiated wondering the usefulness of all these, we will see in Section 3 that the notion
of tensor rank and its associated rank decomposition allow us to discover faster, possibly fastest,
algorithms for various bilinear operations. For instance, the four-term decomposition in (3) gives
us the usual algorithm for multiplying complex numbers but as we will see, one may in fact obtain
a three-term decomposition for µC,
µC = (e
∗
1 + e
∗
2)⊗ (e∗1 + e∗2)⊗ e2 + e∗1 ⊗ e∗1 ⊗ (e1 − e2)− e∗2 ⊗ e∗2 ⊗ (e1 + e2). (4)
This gives us Gauss’s method for multiplying two complex numbers with three real multiplications
that we saw in (1). We will have more to say about Gauss’s method in Section 8 — it turns out to
be identical to the simplest case of our algorithm for skew-circulant matrix-vector product.
3. Tensor rank, border rank, and bilinear complexity
The Strassen tensor rank method that we have alluded to in the introduction studies the optimal
bilinear complexity of a bilinear operation by studying the rank and border rank of its structure
tensor.
Definition 3.1. Let µβ be the structure tensor of a bilinear map β : U × V → W , we say that
the tensor rank or just rank of µβ is r if r is the smallest positive integer such that there exist
u∗1, . . . , u
∗
r ∈ U∗, v∗1 , . . . , v∗r ∈ V ∗, and w1, . . . , wr ∈W such that
µβ =
r∑
i=1
u∗i ⊗ v∗i ⊗ wi. (5)
We denote this by rank(µβ) = r. We say that the border rank of µβ is r if r is the smallest positive
integer such that there exists a sequence of tensors {µn}∞n=1 of rank r such that
lim
n→∞
µn = µβ.
We denote this by rankµβ = r. We define the rank and border rank of the zero tensor to be zero.
Our interest in tensor rank is that it gives us exactly the least number of multiplications required
to evaluate β(u, v) for arbitrary inputs u and v. This is established later in Proposition 3.6. In which
case border gives the least number of multiplication required to evaluate β(u, v) up to arbitrarily
high accuracy for arbitrary inputs u and v. The study of complexity of bilinear operations in this
manner is called bilinear complexity, originally due to Strassen [42, 43] and has developed into its
own subfield within complexity theory [6, Chapter 14].
To illustrate this, we will start with a simple analysis to show that the usual way of computing
matrix-vector product has optimal bilinear complexity, i.e., computing the product of an m × n
matrix and a vector of dimension n requires mn multiplications and one cannot do better.
Proposition 3.2. Let β : U×V →W be a bilinear map and suppose span(µβ(U⊗V )) =W . Then
rank(µβ) ≥ dimW.
The role of W may be replaced by U or V .
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Proof. If not, then
µβ =
r∑
i=1
u∗i ⊗ v∗i ⊗wi ∈ U∗ ⊗ V ∗ ⊗W
for some integer r < dimW and vectors u∗i ∈ U∗, v∗i ∈ V ∗, wi ∈W . Hence
span(µβ(U ⊗ V )) ⊂ span{wi : i = 1, . . . , r}.
But this contradicts the assumption that µβ(U ⊗ V ) =W . 
As an immediate application of Proposition 3.2, we will show that for a general matrix, the
usual way of doing matrix-vector product is already optimal, i.e., Strassen-type fast algorithms for
matrix-matrix product do not exist when one of the matrices is a vector (has only one column or
row).
Corollary 3.3. Let β : Cm×n×Cn → Cm be the bilinear map defined by the matrix-vector product.
Then
rank(µβ) = mn.
Proof. It is easy to see that rank(µβ) ≤ mn. On the other hand,
µβ(C
n ⊗ (Cm)∗) = (Cm×n)∗,
since for the matrix Eij with (i, j)th entry one and zero elsewhere, we have
µβ(ej ⊗ e∗i )(Eij) = e∗i (Eijej) = 1.
Here {ej : j = 1, . . . , n} is the standard basis of Cn and {e∗i : i = 1, . . . ,m} is its dual basis for
(Cm)∗. 
This establishes our earlier claim that mn is the minimal number of required multiplications for
forming a matrix-vector product. Next we show that we cannot do better than mn even if we are
only interested in computing matrix-vector product up to arbitrary accuracy.
Clearly we have
rank(µβ) ≤ rank(µβ)
in general but equality is attained in the following special case. The next proposition turns out
to be a very useful result for us — we will rely on it repeatedly to find border ranks of various
structure tensors in Sections 6–17.
Proposition 3.4. Let β : U × V → W be a bilinear map and assume µβ(U ⊗ V ) = W and
rank(µβ) = dimW ≤ dimU dimV . Then
rank(µβ) = rank(µβ).
Proof. Assume that rank(µβ) < rank(µβ). Notice that we may regard β as a linear map
β : U ⊗ V → W.
Since µβ(U ⊗ V ) = W and rank(µβ) = dimW , the rank of β as a linear map (or a matrix) is
dimW . Let r′ = rank(µβ). Then there is a sequence {µn}∞n=1 of tensors of rank r′ such that
lim
n→∞
µn = µβ.
We can similarly regard µn as a linear map µn : U ⊗ V →W . Since rank(µn) = r′ we see that the
rank of µn as a linear map is at most r
′. By the choice of the sequence {µn}∞n=1, we see that
lim
n→∞
µn = µβ
as linear maps (or matrices). Hence the border rank of µβ as a linear map (or a matrix) is at most
r′. However, for matrices, the notion of rank is the same as border rank. This contradicts the fact
that rankµβ = dimW > r
′. 
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We deduce that the usual way of performing matrix-vector product is also optimal even if we
are only interested in approximating the result up to arbitrary accuracy. The following result may
also be deduced from the proof (but not the statement) of [37, Lemma 6.1].
Corollary 3.5. The border rank of the structure tensor of m× n matrix-vector product is mn.
We now give the deferred proof establishing the role of tensor rank in bilinear complexity. This
simple result is well-known, classical (see the discussions in [6, 41, 42, 43]), and has a trivial proof.
But given its central importance in our article, we include the statement and proof for easy reference.
Proposition 3.6. The rank of µβ equals the least number of multiplications needed to compute the
bilinear map β.
Proof. Given u ∈ U and v ∈ V , then by definition
µβ(u, v, ·) = β(u, v) ∈W.
Since rank(µβ) = r we may write µβ as
µβ =
r∑
i=1
u∗i ⊗ v∗i ⊗ wi
for some u∗i ∈ U∗, v∗i ∈ V ∗ and wi ∈W . Hence
β(u, v) =
r∑
i=1
u∗i (u)v
∗
i (v)wi ∈W.
Notice that u∗i (u) and v
∗
i (v) are complex numbers and thus to compute β we only need r multipli-
cations. 
3.1. Remarks on arithmetic. We highlight a common pitfall in the precise meaning of the
word ‘multiplication’ used in the context of bilinear complexity. Here it refers strictly to the
multiplications of indeterminates but excludes multiplications of a constant and an indeterminate
or of two constants. For example, we need one multiplication to calculate (x, y) 7→ x · y but
zero multiplication to calculate x 7→ cx for any constant c ∈ C. We will use the term ’scalar
multiplication’ to refer to the multiplication of two scalars or that of a scalar and an indeterminate
over the given field. For instance, 2 · 3 or 2 · x each requires one scalar multiplication to compute.
So in the context of bilinear complexity, a discrete Fourier transform (dft) may be computed
with just O(1), in fact zero, multiplications. The usual O(n log n) complexity in fft counts scalar
multiplications. As the case of fft illustrates, one reason for the exclusion of multiplication involv-
ing constants is that this part may often be performed with specialized subroutines or implemented
in hardware. On the other hand, bilinear complexity counts only multiplications of variable quan-
tities that could change from input to input.
In particular, traditional studies of structured matrix-vector product, e.g., the superfast algo-
rithms in [36, Chapter 2], rely on the usual measure of computational complexity, counting all arith-
metic operations (addition, multiplication, scalar addition, scalar multiplication, etc) as opposed
to bilinear complexity. That is why the complexity estimates in [36, Chapter 2] differ substantially
from those in Sections 7–10.
In the most widely studied case of matrix multiplication β : Cn×n × Cn×n → Cn×n, the rank
of µβ informs us about the total arithmetic complexity of β, i.e., counting both additions and
multiplications of indeterminates, as the following theorem from [6] shows.
Theorem 3.7 (Strassen). Let Rn be the rank of µβ and let Mn the computational complexity of
the matrix multiplication. Then
inf{τ ∈ R :Mn = O(nτ )} = inf{τ ∈ R : Rn = O(nτ )}.
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This says that asymptotically, the order of rank of µβ equals the order of the computational
complexity of matrix multiplication. Moreover, combined with Proposition 3.6, the number of
multiplications needed in matrix multiplication dominates the number of additions. This is a very
special phenomenon. In general, the number of multiplications cannot dominate the number of
additions.
3.2. Remarks on numerical stability. Numerical stability has been discussed extensively for
Gauss’s complex multiplication algorithm in [21], for Strassen-style matrix multiplication algorithms
in [15], and for general bilinear operations in [33]. Our goal in this section is to highlight the
connection between numerical stability of a bilinear operation β and the nuclear norm [16] of its
structure tensor µβ.
Since numerical stability is an analytic notion, we will need to assume that U∗, V ∗, and W are
norm spaces. For notational simplicity, we will denote the norms on all three spaces by ‖ · ‖. Let
β : U × V →W be a bilinear map and µβ ∈ U∗ ⊗ V ∗ ⊗W be its structure tensor. We will rewrite
the tensor decomposition (5) in the form
µβ =
r∑
i=1
λiu
∗
i ⊗ v∗i ⊗ wi (6)
where ‖u∗i ‖ = ‖v∗i ‖ = ‖wi‖ = 1, i = 1, . . . , r. As we saw in Proposition 3.6, any r-term decompo-
sition of the form (6), irrespective of whether r is minimum or not, gives an explicit algorithm for
computing β: For any input u ∈ U , v ∈ V , β(u, v) ∈W is computed as
β(u, v) =
r∑
i=1
λiu
∗
i (u)v
∗
i (v)wi.
Since the coefficient λi captures the increase in magnitude at the ith step, we may regard the sum
2
of (magnitude of) coefficients, ∑r
i=1
|λi|, (7)
as a measure of the numerical stability of the algorithm corresponding to (6).
As we saw in Proposition 3.6, when r is minimum, the tensor rank
rank(µβ) = min
{
r : µβ =
∑r
i=1
λiui ⊗ vi ⊗ wi
}
gives the least number of multiplications needed to compute β. Analogously, the nuclear norm
‖µβ‖∗ = inf
{∑r
i=1
|λi| : µβ =
∑r
i=1
λiui ⊗ vi ⊗ wi, r ∈ N
}
(8)
quantifies the optimal numerical stability of computing β.
The infimum in (8) is always attained by an r-term decomposition although r may not be
rank(µβ). For example [16, Proposition 6.1], the structure tensor of complex multiplication in (3)
has nuclear norm
‖µC‖∗ = 4,
and is attained by the decomposition (2) corresponding to the usual algorithm for complex mul-
tiplication but not the decomposition (4) corresponding to Gauss’s algorithm — since the sum
of coefficients (upon normalizing the factors) in (4) is 2(1 +
√
2). In other words, Gauss’s algo-
rithm is less stable than the usual algorithm. Nevertheless, in this particular instance, there is a
decomposition
µC =
4
3
([√
3
2
e1 +
1
2
e2
]⊗3
+
[
−
√
3
2
e1 +
1
2
e2
]⊗3
+ (−e2)⊗3
)
2This is essential; (7) cannot be replaced by
(∑r
i=1|λi|
p
)1/p
for p > 1 or maxi=1,...,r|λi|. See [16, Section 3].
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that attains both rank(µC) and ‖µC‖∗, i.e., the corresponding algorithm is simultaneously optimal
in bilinear complexity and numerical stability.
Numerical stability is a moderately complicated notion [19] and cannot in general be adequately
captured by a single number. The sum of coefficients in (7) captures one aspect of numerical stability
— it is a measure akin to the growth factor in Gaussian elimination with a specific pivoting scheme.
The nuclear norm of the structured tensor may then be regarded as an analogue of the minimum
growth factor over all possible pivoting strategies.
4. Tensor ranks of structure tensors of algebras
Let A be an algebra of dimension n. Let a1, . . . , an be a basis of A and a∗1, . . . , a∗n be its dual
basis for A∗. Recall that the structure constants ckij determine the multiplication operation in A,
which we denote by mA : A×A → A,
mA(ai, aj) =
n∑
k=1
ckijak, i, j = 1, . . . , n.
The structure tensor µA ∈ A∗ ⊗A∗ ⊗A is then
µA =
n∑
i,j,k=1
ckija
∗
i ⊗ a∗j ⊗ ak.
Note that µA does not depend on the choice of basis and neither does the tensor and border ranks
of µA.
When A = Cn×n, µA = µn,n,n is the Strassen matrix multiplication tensor for product of square
matrices. Inspired by the Cohn–Umans approach [9] that we will discuss in the next section,
we would like to study the rank of µA for an arbitrary algebra, with a view towards embedding
an operation whose bilinear complexity is difficult to analyze into an algebra where the task is
easier. The first question that one needs to answer is the relation between ranks of the respective
multiplication tensors. The following proposition appears in [6, Proposition 14.12] but is stated
without a proof. While we do not need to use this proposition, we provide a proof that we think is
instructive for our tensor rank calculations in Sections 7–15.
Proposition 4.1. If an algebra A can be embedded into another algebra B, i.e., A is isomorphic
to a subalgebra of B, then rank(µA) ≤ rank(µB).
Proof. Let j : A →֒ B be an embedding of A into B as algebras3. Then it induces a surjection
j∗ : B∗֌ A∗ and thus a surjection
j∗ ⊗ j∗ ⊗ idB : B∗ ⊗ B∗ ⊗ B֌ A∗ ⊗A∗ ⊗ B.
Let δ := j∗ ⊗ j∗ ⊗ idB. We claim that δ(µB) = µA and to show this, it suffices to show that
δ(µB)(a, a
′, ·) = µA(a, a′, ·) = mA(a, a′),
which is obvious from the definition of δ. Let r be the rank of µB and suppose µB has a tensor
decomposition
µB =
r∑
i=1
b∗i,1 ⊗ b∗i,2 ⊗ bi,3
where b∗i,1, b
∗
i,2 ∈ B∗ and bi,3 ∈ B for i = 1, . . . , r. For notational simplicity we identify the image of
j in B with A, regarding A as a subalgebra of B. Let A⊥ be a subspace of B so that
B = A⊕A⊥.
3Later on in the article we will consider embedding of vector spaces into algebras.
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Then we have bi,3 = ai,3 + a
⊥
i,3 for i = 1, . . . , r and thus
µB =
(
r∑
i=1
b∗i,1 ⊗ b∗i,2 ⊗ ai,3
)
+
(
r∑
i=1
b∗i,1 ⊗ b∗i,2 ⊗ a⊥i,3
)
.
Since δ(µB) = µA, we conclude that
δ
(
r∑
i=1
b∗i,1 ⊗ b∗i,2 ⊗ a⊥i,3
)
= 0 and δ
(
r∑
i=1
b∗i,1 ⊗ b∗i,2 ⊗ ai,3
)
= µA.
So we obtain an expression of µA as a sum of r rank-one terms,
δ
(
r∑
i=1
b∗i,1 ⊗ b∗i,2 ⊗ ai,3
)
=
r∑
i=1
j∗(b∗i,1)⊗ j∗(b∗i,2)⊗ ai,3 ∈ A∗ ⊗A∗ ⊗A,
and therefore rank(µA) ≤ rank(µB). 
The map j∗ : B∗֌ A∗ above may be viewed as the restriction of linear forms on B to A.
Corollary 4.2. If the algebra Cn×n can be embedded into an algebra B, then the computational
complexity of multiplying two matrices is bounded by the rank of structure tensor µB of B.
If we fix a basis for A and B then we can identify A with its dual A∗ and B with its dual B∗.
Hence we may regard µA ∈ A∗ ⊗A∗ ⊗A as an element of B∗ ⊗B∗ ⊗B. We would like to compare
the rank of µA as an element of A∗ ⊗A∗ ⊗A and as an element of B∗ ⊗B∗ ⊗ B. We denote these
by rankA(µA) and rankB(µA) respectively. We will rely on the following proposition found in [14].
Proposition 4.3. Let U1, . . . , Un be vectors spaces and let U
′
1, . . . , U
′
n be linear subspaces of U1, . . . , Un
respectively. Let T ∈ U ′1 ⊗ · · · ⊗U ′n. Suppose T has rank r′ as an element in U ′1 ⊗ · · · ⊗U ′n and has
rank r as an element in U1 ⊗ · · · ⊗ Un, then r = r′.
Corollary 4.4. If an algebra A can be embedded into another algebra B, then
rankA(µA) = rankB(µA).
Even though rank stays unchanged under embedding of vector spaces over the same ground field,
the same tensor may well have different ranks over different fields. For example [4],
T = e0 ⊗ (e0 ⊗ e0 − e1 ⊗ e1) + e1 ⊗ (e0 ⊗ e1 + e1 ⊗ e0),
has rank three (over R) when viewed as an element of (R2)⊗3, but it has rank two (over C) when
viewed as an element of (C2)⊗3.
We state here a result of Winograd [26, 48], rephrased slightly differently in terms of structure
tensors of algebras.
Theorem 4.5 (Winograd). Let p(x) be a monic polynomial of degree n whose complete factorization
over a given infinite field k is
p(x) = p1(x)
e1 . . . pq(x)
eq .
Then the rank of the structure tensor of the algebra k[x]/(p(x)) is 2n − q.
5. Generalized Cohn–Umans method and tensor rank
A major advance in the study of bilinear complexity of matrix multiplication is the Cohn–Umans
group theoretic method proposed in [9]. The gist of this idea is that one may compute multiplication
in the matrix algebra by ‘embedding’ it in a judiciously chosen group algebra [9] or, more recently, in
an adjacency algebra of a coherent configuration [10]. The embedding in the Cohn–Umans method
is however not an embedding of algebras as in Section 4, but an embedding of vector spaces. As
such one needs a certain ‘triple product property’ to hold to ensure that the entries of the matrix
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product may still be read off from the entries of the element in the group algebra. In this section,
we will generalize the Cohn–Umans method and relate it to tensor rank.
We start by briefly summarizing the Cohn–Umans method. We assume working over C but the
discussions in this and the next section hold for any field. Let G be a finite group and let C[G]
denote its group algebra over C.
Theorem 5.1 (Cohn–Umans). Suppose that G contains subsets S, T, U of cardinality m,n, p re-
spectively such that for any s, s′ ∈ S, t, t′ ∈ T , u, u′ ∈ U , stu = s′t′u′ implies s = s′, t = t′, u = u′.
Then for matrices A = (aij) ∈ Cm×n, B = (bij) ∈ Cn×p we can associate elements Â, B̂ ∈ C[G] as
follows:
Â =
m,n∑
i,j=1
aijsit
−1
j , B̂ =
n,p∑
i,j=1
bijtiu
−1
j . (9)
The (i, j)th entry of AB is the coefficient of siu
−1
j in Â · B̂.
The condition in the first sentence of the theorem is called the triple product property. If such a
condition is met, we say that G realizes 〈m,n, p〉.
The first step towards generalizing the Cohn–Umans method is to view the triple product prop-
erty in an alternative manner, namely, it is equivalent (see Example 5.5) to saying that the following
diagram commutes:
C
m×n ⊗ Cn×p C[G]⊗ C[G]
C
m×p
C[G]
j
m mG
proj
(10)
Here j is the embedding of vector spaces defined by (9), proj is the projection map reading off
entries of AB from the coefficients of Â · B̂, and m and mG are respectively the multiplications of
matrices and elements in the group algebra.
To be more precise about the projection map, the translation of matrix multiplication into the
multiplication elements in C[G] via (9) introduces some ‘junk terms’, i.e., Â · B̂ contains many
coefficients that are not needed for obtaining the entries of AB. The projection map is simply a
map that picks up the relevant coefficients. As will see in Section 17, there are occasions when that
those ‘junk terms’ could turn out to be useful.
Another important feature of the Cohn–Umans method is that by Wedderburn Theorem, C[G]
can be identified with a direct sum of matrix algebras of smaller sizes determined by the irreducible
representations of G, giving an efficient way to compute the product Â · B̂. Since Wedderburn
Theorem holds not just for group algebras but for any semismiple algebras, one may in principle
use any semisimple algebra A in place of C[G]. However, motivated by later examples, we will not
insist that A be semisimple — there will be occasions when it is useful to allow A to have nilpotent
elements.
The commutative diagram view of the triple product property (10) allows us to generalize it on
an abstract level to arbitrary bilinear operations. Let β : U × V →W be a bilinear map and let A
be an algebra. If there is an injective linear map j : U⊗V → A⊗A and a linear map proj : A→ W
such that the following diagram commutes:
U ⊗ V A⊗A
W A
j
β mA
proj
(11)
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then we can translate the computation of β into multiplication in the algebra A. If this is the case,
we will say that the algebra A realizes the bilinear map β.
In case the reader is wondering why β : U × V → W became β : U ⊗ V → W in (11), recall
that we do not distinguish between a bilinear map and its corresponding linear map, as we had
explained after Proposition 2.1. We will adopt this convention in the rest of the article without
further elaboration.
For readers unfamiliar with such constructions, we used tensor product rather than product in
diagrams like (11) because we want to preserve linear structures. If we had used product in (11),
then β : U×V →W has to be a bilinear map but this does not make sense in the category of vector
spaces over C as morphisms in this category are linear maps (and bilinear maps are in general not
linear).
Note that the embedding of U ⊗ V into A ⊗ A and the projection from A onto W incur zero
computational costs in the context of bilinear complexity (no multiplication involved). Hence we
obtain
rank(µβ) ≤ rank(µA).
There are occasions (see Sections 14 and 15) when it is useful to allow a more general framework
where the multiplication of the algebra A is replaced by another bilinear map in (11).
U ⊗ V U ′ ⊗ V ′
W W ′
j
β β′
proj
(12)
For readers familiar with modules [1, 29], a further generalization of (12) is to have free modules
over a ring in place of vector spaces over a field, i.e.,
M ⊗R N M ′ ⊗R N ′
L L′
j
β β′
proj
(13)
whereM,N,M ′, N ′, L, L′ are free modules over a ring R, ⊗R denotes tensor product of R-modules,
and all maps are morphisms of R-modules with j injective.
The commutative diagrams (11), (12), (13) and may be viewed as a generalized triple product
property. They are similar to [6, Lemma 14.10] but we require j to be injective. Another difference
is that we require an embedding of U ⊗ V → U ′ ⊗ V ′ and this may not necessarily arise from an
embedding of U × V → U ′ × V ′ as in [6, Lemma 14.10].
We will call the commutative diagrams (11), (12), or (13) generalized Cohn–Umans method. We
will see several concrete realizations of this abstract framework later. Most of our applications of
the generalized Cohn–Umans method will involve (11) but there is one occasion (in Section 15)
where we need the more general version in (12) and another (in Example 5.6) where we need (13).
In following we will establish some existential guarantees for this framework.
Theorem 5.2. Let k be a field. Then every bilinear map over k can be realized by an algebra A
over k where the rank of the structure tensor of A is equal to the rank of the structure tensor of
the bilinear map.
Proof. Let β : U ×V →W be a bilinear map and let µβ be the structure tensor of β. Without loss
of generality we may assume that β is surjective since otherwise we may replace W by the image
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of β. Assume that rank(µβ) = r and that µβ has a decomposition
µβ =
r∑
i=1
u∗i ⊗ v∗i ⊗ wi
for some u∗i ∈ U∗, v∗i ∈ V ∗, wi ∈W . Let A = kr, equipped with entrywise addition and multiplica-
tion. Consider the map
j : U × V → kr × kr
defined by j(u, v) =
(
(u∗1(u), . . . , u
∗
r(u), v
∗
1(v), . . . , v
∗
r (v)
)
. Lastly define the projection map
proj : kr →W,
r∑
i=1
xiei 7→
r∑
i=1
xiwi,
where {ei : i = 1, . . . , r} is the standard basis of kr. It is clear that we have a commutative diagram
U ⊗ V kr ⊗ kr
W kr
j
β mkr
proj
and hence β is realized by the algebra A = kr. 
Corollary 5.3. If k is an algebraically closed field then every bilinear map over k can be realized
by the algebra k[x]/(xr − 1) where r is the rank of the structure tensor of the bilinear map.
Proof. Apply Theorem 5.2 and Wedderburn Theorem. 
One may argue that Theorem 5.2 and Corollary 5.3 are essentially tautological and not partic-
ularly useful since the algebra A involved is commutative (bearing in mind that the Cohn–Umans
method becomes uninteresting when the group G is abelian). We will consider another construction
that yields a noncommutative algebra. The following construction gives a step-by-step recipe that
starts from any given bilinear map β and produces A, a polynomial identity ring or PI ring [32],
for the generalized Cohn–Umans, i.e., (11) is automatically a commutative diagram for this choice
of A.
Construction 5.4. Let {u1, . . . , um} and {v1, . . . , vn} be bases of U and V . Let {u∗1, . . . , u∗m} and
{v∗1 , . . . , v∗n} be the corresponding dual bases of U∗ and V ∗. We may assume that β is nondegenerate
since otherwise we may simply replace U or V by an appropriate subspace. In which case we may
write the structure tensor µβ ∈ U∗ ⊗ V ∗ ⊗W as
µβ =
∑
(i,j) : β(ui,vj)6=0
u∗i ⊗ v∗j ⊗ wij,
i.e., the sum runs over all pairs of (i, j) such that β(ui, vj) 6= 0. Let k〈x1, . . . , xm, y1, . . . , yn〉 be the
free algebra over k with generators x1, . . . , xm and y1, . . . , yn. We consider an ideal I0 generated
by the relations
L(xiyj) ∼ 0 if and only if L(wij) = 0,
where L is a linear form over k inmn variables. Next let I ⊃ I0 be an ideal of k〈x1, . . . , xm, y1, . . . , yn〉
such that I does not contain linear forms in x1, . . . , xm or in y1, . . . , yn and whenever there is a
linear form L with L(xiyj) ∈ I, L(xiyj) ∈ I0 where at least one (i, j) is a pair of indices such that
wij 6= 0 in the representation of µβ. Then it is easy to verify that the above commutative diagram
holds for A = k〈x1, . . . , xm, y1, . . . , yn〉/I, by sending ui to xi and vj to yj. Such an algebra A is
called a polynomial identity or PI ring.
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We will see in Section 9 how Construction 5.4 can be used to obtain the optimum algorithm
for Toeplitz matrix-vector product. In principle, it could also be used it to obtain the optimum
algorithms for Hankel, symmetric, and Hankel-plus-Toeplitz matrix-vector product independently.
However the relations between these structures have allowed us to build upon the algorithms that
we obtained earlier and avoid repetitive use of Construction 5.4.
Example 5.5 (Triple Product Property). Here U = Cm×n, V = Cn×p, W = Cm×p, we may take
{Eij : i = 1, . . . ,m; j = 1, . . . , n}, {Eik : i = 1, . . . ,m; k = 1, . . . , p} to be the standard basis for U
and V . The structure tensor may be expressed as
βm,n,p =
m,p∑
i,k=1
 n∑
j=1
E∗ij ⊗ E∗jk
⊗ Eik.
We see that {Eik : i = 1, . . . ,m; k = 1, . . . , p} is a basis of W and so there is no linear relation
among them except the trivial relation Eik = Eik. Hence we obtain an ideal I0 generated by
xijyjk − xij′yj′k for all choices of i, j, j′, k. As we claim above, fany ideal I such that I ⊃ I0 does
not contain linear forms in xij or yij, thus the commutative diagram holds.
Now let us understand the triple product property in this framework. Let G be a group with
subsets S, T, U satisfying the triple product property. Then it is obvious that in k[G] there is no
nontrivial linear relation for elements of the form sit
−1
j and tju
−1
k . The triple product property
guarantees that (sit
−1
j )(tku
−1
l ) = (sit
−1
j )(tku
−1
l ) if and only if i = i
′, j = j′, k = k′. Hence for such
G the commutative diagram holds.
Our construction of A from the structure tensor is purely formal. Usually all we could say is that
A is a polynomial identity ring, which does not tell us a lot. However, in special circumstances,
when the ideal I is suitably chosen, we can obtain algebras with well-understood properties that
we can exploit, as we will see in the rest of this paper.
Before beginning our discussion of structured matrix computations, we give an example to show
the broad applicability of the generalized Cohn–Umans method.
Example 5.6 (Fast Integer Multiplication). The algorithms of Karatsuba [25], Toom–Cook [44],
[11, pp. 51–77], Scho¨nhage–Strassen [38], Fu¨rer [17], are all instances of (13). In these algorithms,
Z is embedded in the p-adic integers Zp, and integers are then multiplied via p-adic multiplication
of their images. Consider the commutative diagram of Z-modules
Z⊗Z Z Z[x]⊗Z Z[x]
Z Z[x]
jp
β β′
evp
(14)
where β and β′ are multiplications in Z and Z[x] respectively. For any n ∈ Z, we define fn(x) :=∑d
i=0 aix
i ∈ Z[x] where a0, . . . , ad ∈ {0, . . . , p − 1} are such that n =
∑d
i=0 aip
i, the base-p (i.e.,
p-adic) expansion of n. The embedding jp is defined by
jp(m⊗ n) = fm(x)⊗ fn(x),
and the evaluation map evp sends f(x) ∈ Z[x] to f(p) ∈ Z. Now we may use divide-and-conquer, in-
terpolation, discrete Fourier transform, and fast Fourier transform to multiply the two polynomials,
giving us Karatsuba, Toom–Cook, Scho¨nhage–Strassen, and Fu¨rer algorithms respectively.
6. Sparse, banded, and triangular matrices
We begin our study of structured matrices with sparse matrices, a particularly simple case that
does not require the use of Cohn–Umans method. The results are also unsurprising.
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One might wonder what happens to Corollaries 3.3 and 3.5 when the matrix involved has zero
entries. The answer is what one would expect — the tensor and border rank are both given by the
number of nonzero entries. For any Ω ⊆ {1, . . . ,m} × {1, . . . , n}, the set of matrices with sparsity
pattern Ω is
C
m×n
Ω := {A ∈ Cm×n : aij = 0 for all (i, j) 6∈ Ω},
which is clearly a vector space of dimension #Ω.
Proposition 6.1. Let βΩ : C
m×n
Ω × Cn → Cm, (A, x) 7→ Ax. Let µΩ ∈ (Cm×nΩ )∗ ⊗ (Cn)∗ ⊗ Cm be
the corresponding structure tensor. Then
rank(µΩ) = rank(µΩ) = #Ω.
Proof. Since the dimension of Cm×nΩ is #Ω and the usual matrix-vector product costs #Ω multi-
plications, the required result follows from Propositions 3.2, 3.4, and 3.6. 
The set of n× n banded matrices with upper bandwidth k and lower bandwidth l is the special
case when
Ω = {(i, j) ∈ {1, . . . , n} × {1, . . . , n} : k < j − i < l}.
Such matrices are called diagonal if (k, l) = 0, lower bidiagonal if (k, l) = (0, 1), upper bidiagonal
if (k, l) = (1, 0), tridiagonal if (k, l) = (1, 1), pentadiagonal if (k, l) = (2, 2), lower triangular if
(k, l) = (0, n − 1), upper triangular if (k, l) = (n− 1, 0).
Corollary 6.2. The rank and border rank of the structure tensor of n × n banded matrix-vector
product are both n+ [(n− 1) + (n− 2) + · · ·+ (n− k)] + [(n− 1) + (n− 2) + · · ·+ (n− l)].
Corollary 6.3. The rank and border rank of the structure tensor of n×n upper (or lower) triangular
matrix-vector product are both n(n+ 1)/2.
7. Circulant matrix
In this section, we consider the problem of computing the product of a circulant matrix with
a vector or, equivalently (as we shall see), the product of two circulant matrices. We will obtain
an algorithm with optimal bilinear complexity (i.e., minimum number of multiplications). This
algorithm will turn out to be similar to the well-known algorithm (e.g. [18, Section 4.8.2] or [36,
Section 2.4]) for computing product of two circulant matrices using fft [12] but we will derive it (i)
purely from the perspective of optimal bilinear complexity and (ii) using the Cohn–Umans group
theoretic method. However, a key difference is that while the well-known algorithm in [18, 36]
crucially depends on the use of fft, our algorithm is indifferent to how dft is computed — as we
have pointed out in Section 3.1, dft incurs no cost in bilinear complexity. This serves as our first
example of using the Cohn–Umans method for problems other than matrix multiplication.
We begin by considering a special case of matrix multiplication where we multiply a 1×n matrix
and an n× 1 matrix. Let aT = [a1, . . . , an] ∈ C1×n be a row vector and let b = [b1, . . . , bn]T ∈ Cn×1
be a column vector. It is easy to verify that the cyclic group Cn = 〈g | gn = 1〉 realizes 〈1, n, 1〉 via
subsets S = {1}, T = Cn, U = {1} that clearly satisfy the triple product property. By (9), we have
â =
n∑
i=1
aig
i, b̂ =
n∑
i=1
big
−i.
The coefficients of gk where k = 0, 1, . . . , n− 1 are
n∑
i=1
ai+kbi, where as = as′ iff s ≡ s′ mod n. (15)
18 K. YE AND L.-H. LIM
To calculate aTb we just need the coefficient of 1 ∈ C[Cn] but not the coefficients of the remaining
n − 1 terms (what we called ‘junk terms’ earlier). On the other hand, if we calculate the product
of two circulant matrices, then these n− 1 terms become useful.
Let Circn(C) be the linear space of all circulant matrices. It is well-known that Circn(C) is closed
under the matrix multiplication and so is an algebra.
Proposition 7.1. Let βc : Circn(C) × Cn → Cn, (Circ(x), y) 7→ Circ(x)y be the circulant matrix-
vector product and µc ∈ Circn(C)∗ ⊗ (Cn)∗ ⊗ Cn be the corresponding structure tensor. Let µC ∈
Circn(C)
∗ ⊗ Circn(C)∗ ⊗ Circn(C) be the structure tensor of the algebra Circn(C). Then
rank(µc) = rank(µC) = n.
Proof. A circulant matrix is completely specified by its first column or first row. In particular,
since the product of two circulant matrices is still circulant, the product is determined by its first
column. Let x = [x1, . . . , xn]
T ∈ Cn and let Circ(x) denote the circulant matrix
Circ(x) =

x1 x2 . . . xn−1 xn
xn x1 . . . xn−2 xn−1
...
...
. . .
...
...
x3 x4 . . . x1 x2
x2 x3 . . . xn x1
 ∈ Cn×n.
Observe that to calculate the matrix-matrix product Circ(x)Circ(y) it suffices to calculate the
matrix-vector product Circ(x)[y1, yn, . . . , y2]
T. This implies that the structure tensor of the algebra
µC can be obtained from the structure tensor µc of the bilinear map βc and that
rank(µc) = rank(µC).
To compute rank(µc), observe that for two vectors x, y ∈ Cn, we have
Circ(x)y =
[
n∑
i=1
xiyi,
n∑
i=1
xiyi+1, . . . ,
n∑
i=1
xiyi+n−1
]T
.
Here we adopt the same convention in (15) that ys = ys′ iff s ≡ s′ mod n. Since the entries of
Circ(x)y are exactly the coefficients of the product x̂ · ŷ ∈ C[Cn], where x̂, ŷ ∈ C[Cn] are obtained
as in (9). Now it remains to count the number of multiplications needed to form x̂ · ŷ in C[Cn].
Since Cn is the cyclic group of order n, it has exactly n representations, all of dimension one; these
are indexed by the roots of unity 1, ω, . . . , ωn−1 where ω = e2kpii/n. Denote these representations
by V0, . . . , Vn−1 where Vi ≃ C is given by4
ρi : Cn → C, g 7→ ωi, i = 0, . . . , n− 1.
On the other hand, by Wedderburn Theorem we have
C[Cn] ≃
n−1⊕
i=0
V ∗i ⊗ Vi,
i.e., we may express elements in C[Cn] as n × n diagonal matrices. Explicitly, x̂ =
∑n−1
i=0 xig
i
corresponds to the diagonal matrix
diag
(
n−1∑
i=0
xiω
i,
n−1∑
i=0
xiω
2i, . . . ,
n−1∑
i=0
xiω
(n−1)i,
n−1∑
i=0
xi
)
,
4We do not distinguish between an irreducible representation of G and its irreducible C[G]-submodule.
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and ŷ =
∑n−1
i=0 yig
−i corresponds to the diagonal matrix
diag
(
n−1∑
i=0
yiω
−i,
∑
yiω
−2i, . . . ,
n−1∑
i=0
yiω
−(n−1)i,
n−1∑
i=0
yi
)
.
Therefore we need n multiplications to compute x̂ · ŷ and thus
rank(µc) ≤ n.
On the other hand, it follows from Proposition 3.2 that rank(µC) ≥ n since the image µC(Circn(C)⊗
Circn(C)) is the whole of Circn(C). 
The proof of Proposition 7.1 is constructive — it gives an algorithm with optimal bilinear com-
plexity that computes a circulant matrix-vector product or a circulant matrix-circulant matrix
product using only n multiplications. In fact, this algorithm is essentially the same as the well-
known algorithm for circulant matrix-vector product using Fast Fourier Transform (fft).
A departure from usual considerations in numerical linear algebra is that we only care about the
number of multiplications used in the algorithm. We minimize the number of multiplications by
paying the price of using more additions. We require n2 additions to execute our algorithm if we
have our input (Circ(x), y) and output Circ(x)y expressed in the standard basis {e1, . . . , en} on Cn.
However, if we use the Fourier basis f1, . . . , fn on C
n, i.e., the Discrete Fourier Transform (dft) of
e1, . . . , en, then we require no addition at all to execute our algorithm.
The dft is a linear map and so computing f1, . . . , fn from e1, . . . , en would involve only addi-
tions and scalar multiplications. Hence the use of different bases will not change the number of
multiplications needed to multiply a circulant matrix to a vector (or two circulant matrices). This
agrees with our expectation — a tensor and therefore its rank do not depend on the choice of bases.
Proposition 3.4 immediately gives us the border rank analogue of Proposition 7.1. It is also
straightforward to obtain the analogue of Proposition 7.1 for inversion of circulant matrices.
Corollary 7.2. The border ranks of the structure tensor of the bilinear operation βc and the struc-
ture tensor of the algebra Circn(C) are both n.
rank(µc) = rank(µC) = n.
Corollary 7.3. Let X = Circ(x) be a nonsingular circulant matrix. Then one requires just n
divisions to compute its inverse X−1.
Proof. Let X = Circ(x) where x = [x1, . . . , xn]
T ∈ Cn and let Y = X−1 be given by Y = Circ(y)
where y = [y1, . . . , yn]
T ∈ Cn. As in the proof of Proposition 7.1, their corresponding images in
C[Cn] are
X̂ = diag
(
n−1∑
i=0
xiω
i,
n−1∑
i=0
xiω
2i, . . . ,
n−1∑
i=0
xiω
(n−1)i,
n−1∑
i=0
xi
)
,
Ŷ = diag
(
n−1∑
i=0
yiω
−i,
∑
yiω
−2i, . . . ,
n−1∑
i=0
yiω
−(n−1)i,
n−1∑
i=0
yi
)
.
Since X̂ · Ŷ = I, we obtain
Ŷ = diag
((
n−1∑
i=0
xiω
i
)−1
,
(
n−1∑
i=0
xiω
2i
)−1
, . . . ,
(
n−1∑
i=0
xiω
(n−1)i
)−1
,
(
n−1∑
i=0
xi
)−1)
.
Hence inverting X requires n divisions5. 
5The reader is reminded that scalar multiplications by a constant like ωi are not counted in bilinear complexity.
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8. f -circulant and skew-circulant matrices
We now extend the work of the previous section to f -circulant matrices. For any f ∈ C, an
f -circulant matrix is one of the form
x1 x2 . . . xn−1 xn
fxn x1 . . . xn−2 xn−1
...
...
. . .
...
...
fx3 fx4 . . . x1 x2
fx2 fx3 . . . fxn x1
 ∈ Cn×n.
We denote the vector space of n × n f -circulant matrices by Circn,f(C). Evidently, a 1-circulant
matrix is just a usual circulant matrix. If f = −1, an f -circulant matrix is also called a skew-
circulant matrix.
It is well-known [36, Theorem 2.6.1] and straightforward to see that Circn,f (C) ≃ C[x]/(xn − f)
and therefore also an algebra. We may employ the same techniques we used in the case f = 1 to
prove the following.
Proposition 8.1. The rank and border rank of the structure tensor of the f -circulant matrix-vector
product over C are both n. Furthermore, one can invert a nonsingular f -circulant matrix over C
using just n divisions.
The proofs of these statements are near identical to those in the previous section and we will
not repeat them. What we will instead investigate is an interesting special case when n = 2 and
f = −1 but over R instead of C.
Proposition 8.2. The rank of the structure tensor of 2 × 2 skew-circulant matrix-vector product
over R is three.
Proof. The product of a 2× 2 real skew-circulant matrix with a vector is given by
X =
[
a b
−b a
]
∈ R2×2, v =
[
c
−d
]
∈ R2, Xv =
[
ac− bd
−ad− bc
]
∈ R2.
Observe that to compute Xv we require just three real multiplications:
M1 = (a+ b)(c + d), M2 = ac, M3 = bd
to obtain
ac− bd =M2 −M3, −ad− bc = −(M1 −M2 −M3). (16)
Therefore, the rank r of the structure tensor of 2 × 2 skew-circulant matrix-vector product over
R is at most three. We show that r cannot be two. Suppose r = 2, then there exist polynomials
M1,M2 in a, b, c, d, each costing only one multiplication to evaluate, such that
ac− bd = α1M1 + α2M2, ad+ bc = β1M1 + β2M2.
Since a, b, c, d are independent variables, we must also have that
det
[
α1 α2
β1 β2
]
6= 0.
Hence M1 and M2 are both linear combination of ac − bd and ad + bc. In particular, there exist
s, t ∈ R such that
M1 = s(ac− bd) + t(ad+ bc).
But as M1 can only involve one multiplication, it must have the form
M1 = (s1a+ s2b+ s3c+ s4d)(t1a+ t2b+ t3c+ t4d).
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Without loss of generality we may assume that s1 = 0 and t1 = 1. Then s2 = 0, s3 = s, and s4 = t.
These imply that t2 = t/s and t3 = t4 = 0 and thus
M1 = (sc+ td)
(
a+
t
s
b
)
,
giving us t2/s = −s, a contradiction since both s and t are real. 
We show a somewhat unexpected link between Proposition 8.2 and Example 2.5.
Corollary 8.3. The rank and border rank of µC, the structure tensor of C as an R-algebra, or
equivalently, the structure tensor of the R-bilinear map
β : C× C→ C, (a+ bi, c + di) 7→ (ac− bd, ad+ bc),
are both three.
Proof. Let z1 = a+bi and z2 = c+di. If we identify C with R
2, then z1z2 = Xv whereX and v are as
defined in Proposition 8.2. From which it is clear that the structure tensor µC ∈ (R2)∗⊗ (R2)∗⊗R2
has rank three over R. The conclusion regarding border rank follows from [14, Theorem 7.1]. 
One may check that the optimal algorithm for skew-circulant matrix-vector product in (16) is in
fact the same as Gauss’s method for multiplication of complex numbers (1).
9. Toeplitz matrices
Let Toepn(C) be the vector space of n×n Toeplitz matrices. The following result is well-known,
proved in [2] using methods different from those we employ below. Our objective of including this is
to provide another illustration of the generalized Cohn–Umans approach where a bilinear operation
is embedded in an algebra, in this case, the algebra of circulant matrices Circ2n(C) in Section 7.
Theorem 9.1 (Bini–Capovani). Let βt : Toepn(C)×Cn → Cn be the Toeplitz matrix-vector product.
Let µt ∈ Toepn(C)∗ ⊗ (Cn)∗ ⊗ Cn be the structure tensor of βt. Then
rank(µt) = 2n− 1.
Proof. We begin by observing that there is an embedding of an n× n Toeplitz matrix Xn = [xj−i]
as a subblock of a 2n × 2n circulant matrix C2n as follows
C2n =
[
Xn Yn
Yn Xn
]
, (17)
where
Yn =

y x−n+1 x−n+2 . . . x−1
xn−1 y x−n+1 . . . x−2
xn−2 xn−1 y . . . x−3
...
...
...
. . .
...
x1 x2 x3 . . . y

and y ∈ C can be arbitrarily chosen. We will choose
y = −
n−1∑
i=−(n−1)
xi.
and by this choice of y, we only need 2n − 1 multiplications to compute the 2n × 2n circulant
matrix-vector product. To see this, recall that in our proof of Proposition 7.1, the multiplication
of Yn by a vector of dimension 2n is computed by multiplying a pair of 2n× 2n diagonal matrices.
In our case, the 2n × 2n diagonal matrix corresponding to Yn is one whose (1, 1)th entry is zero.
Hence an n× n Toeplitz matrix-vector product can be computed with just 2n − 1 multiplications
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and so the rank of the corresponding structure tensor µt is at most 2n− 1. On the other hand, by
Proposition 3.2, rank(µt) is at least 2n− 1 since µt(Cn ⊗ (Cn)∗) is the whole of Toepn(C)∗. 
As in Section 7, Proposition 3.4 and Theorem 9.1 together give the corresponding result for
border rank.
Corollary 9.2. The structure tensor of the Toeplitz matrix-vector product has border rank
rank(µt) = 2n− 1.
We embedded Toepn(C) into Circ2n(C) ≃ C[C2n] and the Toeplitz matrix-vector product inherits
a group theoretic interpretation via this embedding. Given X = [xj−i] ∈ Toepn(C) and a vector
z = [z1, . . . , zn]
T ∈ Cn, we may explicitly construct the product Xz as follows. First construct two
vectors
a = [x0, x1, . . . , xn−1, y, x−n+1, x−n+2, . . . , x−1]
T ∈ C2n, b = [z1, . . . , zn, 0, . . . , 0]T ∈ C2n,
where y = −∑n−1i=−(n−1) xi. Notice that
aTb =
n∑
i=1
xi−1zi
is the first entry of the vector Xz. As we had observed in Section 7, the cyclic group C2n =〈
g | g2n = 1〉 realizes 〈1, 2n, 1〉. Hence we may construct two elements in C[C2n], â and b̂ as in
Section 7 by
â =
n∑
i=1
xi−1g
i + ygn+1 +
2n∑
i=n+2
xi−2n−1g
i ∈ C[C2n], b̂ =
n∑
i=1
zig
−i ∈ C[C2n].
It is easy to see that coefficients of g2n, g2n−1, . . . , gn+1 in â · b̂ give the required entries of Xz.
We have seen in Corollary 7.3 that inverting a circulant matrix can be done with just n divisions.
Although we may embed Toepn(C) into Circ2n(C) via (17) and C2n may be inverted with 2n
division, there does not seem to be a way to obtain X−1n from C
−1
2n .
Suppose we are unaware of the fact that we may embed a Toeplitz matrix into a circulant
matrix of larger size, how could we have discovered it? We now provide an illustration of how
Construction 5.4 may be applied systematically to discover the appropriate algebra to use in the
generalized Cohn–Umans method for Toeplitz matrix-vector product. Let {Tk ∈ Cn×n : k =
1, . . . , 2n − 1} be the standard basis for the space of Toeplitz matrices Toepn(C), i.e., the entries
of Tk = [tij] are
tij =
{
0 if j − i 6= k,
1 if j − i = k.
Let {ei ∈ Cn : i = 1, . . . , n} be the standard basis of Cn. Then
Tkei = en−k+i,
where ei := 0 whenever i ≥ n+1 or i ≤ 0. As described in Section 5, we start from the free algebra
C〈x1, . . . , x2n−1, y1, . . . , yn〉 and let I0 be the ideal generated by the relations
xkyi = xk′yi′ whenever 0 ≤ k − i = k′ − i′ ≤ n− 1,
or, equivalently,
xky1 = xk+i−1yi for all 1 ≤ i ≤ n, 1 ≤ k ≤ 2n − i. (18)
Next we construct an ideal I such that (i) I0 ⊂ I, (ii) I does not contain any linear form in xi
or yj, and (iii) whenever F = L(xkyi) where L is a linear form and at least one xkyi appears in F
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for some 0 ≤ k − i ≤ n − 1, then F ∈ I0. Without loss of generality, we may assume that y1 = 1
and so (18) simplifies to
xk = xk+i−1yi for all 1 ≤ i ≤ n, 1 ≤ k ≤ 2n − i.
A moment’s thought would then lead us to taking xk = x
k where x is such that x2n = 1, and also
yi = x
−i+1 = x2n−i+1 for i = 1, . . . , n. It is straightforward to check the restrictions we imposed
on I are satisfied by these choices, which yield the algebra C[x]/(x2n − 1) ≃ C[C2n] that we seek.
We end this section with a brief word on Toeplitz matrix-Toeplitz matrix product βT : Toepn(C)×
Toepn(C) → Cn×n. Note that Toepn(C) is not closed under matrix multiplication [50]. The
corollary below follows from Theorem 9.1 and the fact that XY = [Xy1, . . . ,Xyn] for X,Y ∈
Toepn(C) where yi is the ith column of Y .
Corollary 9.3. The restriction of the matrix multiplication tensor µn,n,n to the space Toepn(C) of
n× n Toeplitz matrices, regarded as a tensor in Toepn(C)∗ ⊗Toepn(C)∗ ⊗Cn×n, has rank at most
n(2n− 1).
From the perspective of iterative methods for Toeplitz matrices (both linear systems and least
squares), understanding βt is more important than understanding βT .
10. Hankel matrices
The results in this short section follows from those in Section 9. However we state them explicitly
as these results on Hankel matrices are crucial for those on symmetric matrices in Section 14, which
might come as a surprise.
We introduce a few notations that we will use in Section 14. Given a vector x = [x0, x1, . . . , x2n−1]
T ∈
C2n, we let
Hank(x) :=

x0 x1 . . . . . . xn−2 xn−1
x1 . . . . . . . . . xn−1 xn
...
...
...
...
...
...
xn−2 xn−1 . . . . . . . . . x2n−2
xn−1 xn . . . . . . x2n−2 x2n−1
 ∈ Cn×n (19)
be the Hankel matrix defined by x. Let Hankn(C) denote the vector space of n×n Hankel matrices.
The corresponding results for Hankel matrices may be obtained from the ones for Toeplitz ma-
trices essentially via the well-known observation [36, Theorem 2.1.5] that X ∈ Cn×n is a Hankel
matrix if and only if JX and XJ are both Toeplitz matrices. Here J is the permutation matrix
J :=

0 0 · · · 0 1
0 0 · · · 1 0
...
...
. . .
...
...
0 1 · · · 0 0
1 0 · · · 0 0
 ∈ Cn×n.
Since J is a nonsingular linear transformation, µh and µt must have the same rank and border rank
and we obtain the following from Theorem 9.1, Corollary 9.2, and Corollary 9.3.
Corollary 10.1. Let µh ∈ Hankn(C)∗ ⊗ (Cn)∗ ⊗ Cn be the structure tensor of the Hankel matrix-
vector product βh : Hankn(C)× Cn → Cn. Then
rank(µh) = rank(µh) = 2n− 1.
Let µH ∈ Hankn(C)∗⊗Hankn(C)∗⊗Cn be the structure tensor of the Hankel matrix-Hankel matrix
product βH : Hankn(C)×Hankn(C)→ Cn×n. Then
rank(µH) ≤ n(2n− 1).
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Since Hankn(C) = J Toepn(C) = Toepn(C)J , one expects a group theoretic realization of the
Hankel matrix-vector multiplication. The construction is similar to that of the Toeplitz case.
11. Triangular Toeplitz/Hankel matrices
We include a discussion of triangular Toeplitz (or Hankel) matrix-vector product because the
result may be somewhat unexpected — its optimal bilinear complexity is exactly the same as that
of a general Toeplitz (or Hankel) matrix-vector product. The fact that half the entries are zeros
cannot be exploited to reduce the number of multiplications in an algorithm. Contrast this with
Corollaries 3.3 and 6.3. Our methods in this section are new but the results are not, they follow
from the work of Bini and Capovani [2].
Let Toep∆n (C) be the linear space of n × n upper triangular Toeplitz matrices and let β∆ :
Toep∆n (C) × Cn → Cn, (A, v) 7→ Av denote the upper triangular Toeplitz matrix-vector product.
We claim that the algebra A = C[x]/(xn) realizes β∆. To see this, let
A =

a0 a1 . . . an−1
0 a0 . . . an−2
...
...
. . .
...
0 0 . . . a0
 ∈ Toep∆n (C) and v =

v0
v1
...
vn−1
 ∈ Cn,
we have
Av =

a0v0 + a1v1 + · · ·+ an−1vn−1
a0v1 + · · ·+ an−2vn−1
. . .
a0vn−1
 ∈ Cn.
Let A0, A1, . . . , An−1 be the ‘obvious’ basis of Toep
∆
n (C), i.e., the (i, j)th entry of Ak is one when
j− i = k and zero otherwise. Let e0, . . . , en−1 be the standard basis of Cn. We define an embedding
of Toep∆n (C)⊗ Cn into C[x]/(xn)⊗ C[x]/(xn) taking the bases elements
Ai 7→ xi, ei 7→ xn−1−i, i = 0, 1, . . . , n − 1.
For A =
∑n−1
i=0 aiAi ∈ Toep∆n (C) and v =
∑n−1
i=0 viei ∈ Cn, the images Â, v̂ ∈ C[x]/(xn) are given
by
Â = a01 + a1x+ · · ·+ an−1xn−1, v̂ = v0xn−1 + v1xn−2 + · · · + vn−11.
It is straightforward to verify that C[x]/(xn) realizes β∆. Note that C[x]/(x
n) is the cohomology
ring of the complex projective space CPn−1. In particular it contains nilpotent elements and is not
semisimple.
By Theorem 4.5, the structure tensor of C[x]/(xn) has rank 2n − 1, from which we may deduce
the following.
Theorem 11.1. Let µ∆ ∈ Toep∆n (C)∗⊗ (Cn)∗ ⊗Cn be the structure tensor of the upper triangular
Toeplitz matrix-vector product β∆. Then
rank(µ∆) = 2n− 1.
Since Toep∆n (C) is a linear subspace of Toepn(C), the structure tensor of upper triangular Toeplitz
matrix-vector product is a projection of the structure tensor of Toeplitz matrix-vector product.
However the tensor ranks of the two structure tensors are both 2n− 1.
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12. Toeplitz-plus-Hankel matrices
Let S1 and S2 be two linear subspaces of C
n×n. Then the set S1 + S2 = {X1 + X2 ∈ Cn×n :
X1 ∈ S1, X2 ∈ S2} is clearly also a linear subspace. If the structure tensors of the matrix-vector
product for S1 and S2 have ranks r1 and r2 respectively, one might guess that the structure tensor
of the matrix-vector product for S1 + S2 has rank r1 + r2. However this is not true as we will see
below.
Example 12.1. Let Toep∆n (C) be the linear subspace of upper-triangular Toeplitz matrices as in
Section 11. Let Toep∆n (C)
T be the linear subspace of lower triangualr Toeplitz matrices. Clearly,
Toep∆n (C) + Toep
∆
n (C)
T = Toepn(C).
However, by Theorems 9.1 and 11.1, the structure tensors of Toep∆n (C), Toep
∆
n (C)
T, and Toepn(C)
all have the same rank 2n− 1.
In the special case S1 = Toepn(C) and S2 = Hankn(C), a matrix in S1 + S2 is often called a
Toeplitz-plus-Hankel matrix [34, 39]. We show that the value of its rank is one less than the naive
guess.
Proposition 12.2. The structure tensor of the Toeplitz-plus-Hankel matrix-vector product has rank
4n− 3.
Proof. Let E ∈ Cn×n be the matrix of all ones. For any T ∈ Toepn(C) and H ∈ Hankn(C) we have
T +H = (T + aE) + (H − aE)
and T + aE ∈ Toepn(C), H − aE ∈ Hankn(C) for all a ∈ C. We show that we may choose an
appropriate a ∈ C so that the matrix-vector product for T+aE requires only 2n−2 multiplications.
As in the proof of Theorem 9.1, we may embed X = T + aE into a 2n× 2n circulant matrix
C2n =
[
X Y
Y X
]
that corresponds to a diagonal matrix whose (1, 1)th entry is zero. We may choose a ∈ C so that the
(2, 2)th entry of this diagonal matrix is also zero. Hence the matrix-vector product with T + aE
costs at most 2n − 2 multiplications. Combined with Corollary 10.1, we see that the structure
tensor of the matrix-vector product for T + H has rank at most 4n − 3. On the other hand, we
may check that Toepn(C) + Hankn(C) has dimension 4n − 3. So by Proposition 3.2, the rank is
exactly 4n− 3. 
13. Block-Toeplitz-Toeplitz-block matrices
One of the most common Toeplitz-like structure in numerical linear algebra is that of a block-
Toeplitz-Toeplitz-block or bttb matrix [23, 7, 34]. As the name suggests, these are nk×nk matrices
that are n× n block Toeplitz matrices whose blocks are themselves k × k Toeplitz matrices, i.e.,
A =

X0 X1 · · · Xn−2 Xn−1
X−1 X0 · · · Xn−3 Xn−2
...
...
. . .
...
...
X2−n X3−n · · · X0 X1
X1−n X2−n · · · X−1 X0
 ∈ Cnk×nk,
where Xi ∈ Toepk(C) for all i = −(n− 1), . . . ,−1, 0, 1, . . . , n− 1. We write bttbn,k(C) for the set
of n× n block Toeplitz matrices with k × k Toeplitz blocks.
There is of course nothing particularly special about the Toeplitz structure — may also define
block-Hankel-Hankel-block or bhhbmatrices, block-circulant-circulant-block or bccbmatrices, etc.
In fact we will establish a general result that holds not only for any block matrices with structured
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blocks but those with multiple level block structures (e.g., block Hankel matrices whose blocks are
bttb matrices or block bhhb matrices whose blocks are bccb matrices).
For each j = 1, . . . , s, let Ukj be a linear subspace of C
kj×kj . We define the following linear
subspace
Uk1 ⊛ · · ·⊛ Uks ⊆ Ck1×k1 ⊛ · · ·⊛ Cks×ks
where ‘⊛’ denotes the Kronecker product [45]. Note that
C
k1×k1 ⊛ · · ·⊛ Cks×ks = Ck1···ks×k1···ks .
In particular, the linear subspace of bttb matrices is obtained by setting s = 2, k1 = n, k2 = k,
and Uk1 = Toepn(C), Uk2 = Toepk(C), i.e.,
Toepn(C)⊛ Toepk(C) = bttbn,k(C).
For s = 3 and Uki = Toepki(C), i = 1, 2, 3, we obtain k1 × k1 block Toeplitz matrices whose blocks
are k2k3 × k2k3 bttb matrices,
Toepk1(C)⊛ Toepk2(C)⊛Toepk3(C) = Toepk1(C)⊛ bttbk2,k3(C).
Lemma 13.1. Let U ⊆ Cn×n and V ⊆ Ck×k be linear subspaces. Let
βU : U × Cn → Cn, βV : V × Ck → Ck, βU⊛V : (U ⊛ V )× Cnk → Cnk
be the corresponding matrix-vector products with respective structure tensors
µU ∈ U∗ ⊗ (Cn)∗ ⊗ Cn, µV ∈ V ∗ ⊗ (Ck)∗ ⊗ Ck, µU⊛V ∈ (U ⊛ V )∗ ⊗ (Cnk)∗ ⊗ Cnk.
Suppose
rank(µU ) = dimU, rank(µV ) = dimV (20)
and
µU (U ⊗ Cn) = Cn, µV (V ⊗ Ck) = Ck. (21)
Then
rank(µU⊛V ) = rank(µU ) rank(µV ).
Proof. It is clear that rank(µU⊛V ) is bounded above by rank(µU ) rank(µV ). So it suffices to show
that rank(µU⊛V ) is bounded below by rank(µU ) rank(µV ) but this follows from applying Proposi-
tion 3.2 to the matrix-vector product
(U ⊛ V )⊗ Cnk → Cnk. 
The desired result for bttb matrices follows immediately from Theorem 9.1 and Lemma 13.1.
Corollary 13.2. The rank of the structure tensor of the matrix-vector product βbttb : bttbn,k(C)×
C
nk → Cnk is (2k − 1)(2n − 1).
We state a more general version of Lemma 13.1 that applies to multilevel block structures.
Theorem 13.3. For j = 1, . . . , s, let Ukj ⊆ Ckj×kj be a linear subspace of Toeplitz, Hankel,
f -circulant, Toeplitz-plus-Hankel, symmetric, or sparse matrices (each Ukj may have a different
structure). Let µj be the structure tensor of the matrix-vector product Ukj×Ckj → Ckj , j = 1, . . . , s,
and let µ be that of (U1 ⊛ · · ·⊛ Us)× Ck1···ks → Ck1···ks. Then
rank(µ) =
s∏
j=1
rank(µj).
Proof. By our discussions in the previous and later sections, the conditions (20) and (21) are met
for these structured matrices. The result follows by applying Lemma 13.1 inductively. 
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f -circulant matrices include circulant and skew-circulant ones; sparse matrices include banded
and triangular ones. Note that we have excluded skew-symmetric matrices and triangular Toeplitz
matrices since they do not satisfy (21).
Next we will discuss a Cohn–Umans realization of the matrix-vector product for U1 ⊛ · · ·⊛ Us.:
Proposition 13.4. If the algebra Aj realize of the bilinear map β : Ukj×Ckj → Ckj for j = 1, . . . , s,
then the tensor product A = A1 ⊗ · · · ⊗ As realizes the Kronecker product U1 ⊛ · · ·⊛ Us.
Proof. It suffices to prove the statement for βU⊛V : (U ⊛V )×Cnk → Cnk when βU : U ×Cn → Cn
and βV : V × Ck → Ck are realized by A and B respectively. But this follows from routine
arguments: The embeddings U →֒ A and V →֒ B induce an embedding of U ⊛V →֒ A⊗B and the
projections of A onto Cn and B onto Ck induce a projection of A⊗B onto Ckn. The more general
statement then follows from induction. 
For example the matrix-vector product βbttb : bttbn,k(C)×Cnk → Cnk is realized by the algebra
A = C[x, y]/(x2k − 1, y2n − 1),
from which we may also deduce the rank of the structure tensor of βbttb.
14. Symmetric matrices
We saw in Corollaries 3.3 and 3.5 that the usual way of performing matrix-vector product is
already optimal for general matrices. A natural question is: What if we require the matrix to be
symmetric? This is a very common situation since many, if not most, linear systems and least
squares problems that arise in practice involve symmetric coefficient matrices. Despite this, we are
unaware of any previous study. We show here that the optimal bilinear complexity for symmetric
matrix-vector product is n(n+ 1)/2. Surprisingly the solution involves Hankel matrices.
We begin with the observation that every symmetric matrix may be expressed as a sum of
symmetric Hankel matrices bordered by zeros. A 2 × 2 symmetric matrix is already a Hankel
matrix. The 3× 3 and 4× 4 cases are shown explicitly below.[
a b
b c
]
,
a b cb d e
c e f
 =
a b cb c e
c e f
+
0 0 00 d− c 0
0 0 0
 ,

a b c d
b e f g
c f h i
d g i j
 =

a b c d
b c d g
c d g i
d g i j
+

0 0 0 0
0 e− c f − d 0
0 f − d e− c 0
0 0 0 0
+

0 0 0 0
0 0 0 0
0 0 h− g − e+ c 0
0 0 0 0
 .
The generalization of this observation to n × n symmetric matrices will be established in our
proof below, and together with Corollary 10.1, be used to deduce the optimal bilinear complexity
of symmetric matrix-vector product. Let S2(Cn) be the space of all n × n symmetric matrices.
Let βs : S
2(Cn) × Cn → Cn be the bilinear map of symmetric matrix-vector product and µs ∈
S2(Cn)∗ ⊗ (Cn)∗ ⊗ Cn.
Theorem 14.1. The optimal bilinear complexity of symmetric matrix-vector product is n(n+1)/2,
i.e., rank(µs) = n(n+ 1)/2.
Proof. By Proposition 3.2, we see that rank(µβ) ≥ dimS2(Cn) = n(n + 1)/2. On the other hand,
for a given
A =

a1,1 a1,2 . . . a1,n−1 a1,n
a1,2 a2,2 . . . a2,n−1 a2,n
...
...
. . .
...
...
a1,n−1 a2,n−1 . . . an−1,n−1 an−1,n
a1,n a2,n . . . an−1,n an,n
 ∈ S2(Cn)
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and a column vector v = [v1, . . . , vn]
T ∈ Cn, we claim that (A, v) 7→ Av can be computed as the
sum of several Hankel matrix-vector products of decreasing sizes. Let
H1 = Hank(a1,1, . . . , a1,n, a2,n, . . . , an,n) ∈ Hankn(C),
notation as in (19). Then A−H1 is a symmetric matrix of the form0 0 00 A2 0
0 0 0
 ∈ S2(Cn),
where A2 ∈ S(n−2)(C). Also we notice that
(A−H1)v =
 0A2v(2)
0

where v(2) = [v2, . . . , vn−1]
T ∈ Cn−2. Now we can repeat the above procedure and inductively we
can prove our claim. Explicitly,
Av = H1v +
 0H2v(2)
0
+

0
0
H3v
(3)
0
0
+ · · · ,
where Hi ∈ Hankn−2i(C) and v(i) ∈ Cn−2i, i = 1, . . . , ⌊n/2⌋. Hi and v(i) are linear in the entries of
A and v respectively. By Corollary 10.1, one can compute Hiv
(i) in 2(n − 2i) − 1 multiplications.
Hence we obtain
rank(µs) ≤
⌊n/2⌋∑
i=0
[2(n − 2i)− 1] = n(n+ 1)
2
and therefore
rank(µs) =
n(n+ 1)
2
. 
One may also interpret the proof of Theorem 14.1 as an instance of the generalized Cohn–Umans
method. We have an embedding of vector spaces
S
2(Cn)∗ ⊗ (Cn)∗ ⊗ Cn →֒
⌊n/2⌋⊕
i=0
Hankn−2i(C)
∗ ⊗ (Cn−2i)∗ ⊗ Cn−2i, (22)
and for each i = 0, . . . , ⌊n/2⌋, the bilinear map Hankn−2i(C)× Cn−2i → Cn−2i, (Hi, v(i)) 7→ Hiv(i)
is in turn realized by the algebra C[x]/(x2(n−2i)−1). Note that the object on the right-hand side of
(22) is not an algebra but only a vector space — this is an application of the commutative diagram
(12).
15. Skew-symmetric matrices
A departure from other sections in this article is that in this section we do not have the optimal
bilinear complexity, only upper bounds. We first discuss the case of 3× 3 skew-symmetric matrix-
vector product. Let
A =
 0 a b−a 0 c
−b −c 0
 ∈ Λ2(C3).
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Then the usual matrix-vector multiplication gives
A
xy
z
 =
 ay + bz−ax+ cz
−bx− cy
 ,
which costs six multiplications. So the rank of the structure tensor of the skew-symmetric matrix-
vector product is at most six. We will rely on the following theorem [35, 41] for the lower bound
of the border rank (hence the rank) of a special 3-tensor.
Theorem 15.1. Let T ∈ U ⊗ V ⊗W where dimU = dimV = dimW = 3. Let u1, u2, u3 be a basis
of U . If we can write T as
T = u1 ⊗X1 + u2 ⊗X2 + u3 ⊗X3,
with X1,X2,X3 ∈ V ⊗W regarded6 as 3×3 matrices and if the following block matrix is nonsingular,
MT =
 0 X3 −X2−X3 0 X1
X2 X1 0
 ∈ C9×9,
then rank(T ) ≥ 5. The same result holds with V or W in the role of U .
Let Λ2(Cn) be the space of all n × n skew-symmetric matrices. Note that dimΛ2(C3) = 3 and
we may apply Theorem 15.1 to T = µΛ, the structure tensor of the bilinear map
β∧ : Λ
2(C3)× C3 → C3,
 0 a b−a 0 c
−b −c 0
 ,
xy
z
 7→
 ay + bz−ax+ cz
−bx− cy
 .
Let e1, e2, e3 be the standard basis of C
3 and
F1 =
 0 1 0−1 0 0
0 0 0
 , F2 =
 0 0 10 0 0
−1 0 0
 , F3 =
0 0 00 0 1
0 −1 0
 .
be a basis of Λ2(C3). Then we may decompose µΛ as
µΛ = F1 ⊗ (e2 ⊗ e1 − e1 ⊗ e2) + F2 ⊗ (e3 ⊗ e1 − e1 ⊗ e3) + F3 ⊗ (e3 ⊗ e2 − e2 ⊗ e3)
and it is easy to verify that MµΛ is nonsingular, giving us the following.
Proposition 15.2. The rank and border rank of the structure tensor of skew-matrix-vector product
for 3× 3 matrices are given by
rank(µΛ) = 5 or 6,
and
rank(µΛ) = 5 or 6.
Next we construct an algebra that realizes the 3×3 skew-symmetric matrix-vector product. Our
candidate is
A = C 〈x1, x2〉 /(x21, x22, x1x2 + x2x1).
The embedding Λ2(C3)× C3 →֒ A ×A is given by
a1 7→ −x1, a2 7→ −x2, a3 7→ 1, b1 7→ 1, b2 7→ −x2, b3 7→ x1.
Then given A =
∑3
i=1 uiai ∈ Λ2(C3) and x =
∑3
i=1 vibi ∈ C3, their images Â, x̂ ∈ A are given by
Â = −u1x1 − u2x2 + u3, x̂ = v1 − v2x2 + v3x1,
6The result is however coordinate independent, i.e., it does not depend on our choice of the bases.
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and their product is given by
Â · x̂ = (−u1v1 + u3v3) · x1 + (u1v2 + u2v3) · x1x2 + (−u2v1 − u3v2) · x2 + (u3v1)1 ∈ A.
Hence A realizes 3×3 skew-symmetric matrix-vector product. We observe that A may be regarded
as the cohomology ring of a torus, i.e., an exterior algebra of a two-dimensional vector space.
We now discuss the general case of n× n skew-symmetric matrix-vector product β∧ : Λ2(Cn)×
C
n → Cn. We construct an algebra that realizes β∧ starting with the inclusion of vector spaces
Λ
2(Cn) →֒ (C[x]/(xn + 1)) ⊕W, (23)
where W is a linear subspace of Cn×n matrices satisfying the following conditions
(i) entries in the first row are all zeros;
(ii) diagonal entries are all zeros;
(iii) entries in the first column satisfy the relation ai,1 + an+2−i,1 = 0 for i = 2, . . . , n.
Given A ∈ Λ2(Cn), the embedding is given by the decomposition
A =

0 a1,2 · · · a1,n−1 a1,n
−a1,2 0 · · · a2,n−1 a2,n
...
...
. . .
...
...
−a1,n−1 −a2,n−1 · · · 0 an−1,n
−a1,n −a2,n · · · −an−1,n 0
 = Ac +Aw,
where
Ac =

0 a1,2 · · · a1,n−1 a1,n
−a1,n 0 · · · a1,n−2 a1,n−1
...
...
. . .
...
...
−a1,3 −a1,4 · · · 0 a1,2
−a1,2 −a1,3 · · · −a1,n 0
 ∈ Circn,−1(C)
is a skew-circulant matrix and
Aw =

0 0 · · · 0 0
−a1,2 + a1,n 0 · · · a2,n−1 − a1,n−2 a2,n − a1,n−1
...
...
. . .
...
...
a1,3 − a1,n−1 a1,4 − a2,n−1 · · · 0 an−1,n − a1,2
a1,2 − a1,n a1,3 − a2,n · · · a1,n − an−1,n 0
 ∈W.
Note that Ac, being skew-circulant, may be regarded as an element of C[x]/(x
n + 1) as we have
discussed in Section 8 and we obtain the embedding in (23).
Since we also have
C
n ≃ C[x]/(xn + 1),
the bilinear map β∧ : Λ
2(Cn)× Cn → Cn may be realized as follows.
Λ2(Cn)⊗ Cn (C[x]/(xn + 1)⊕W )⊗ Cn
Λ2(Cn)⊗ Cn (C[x]/(xn + 1)⊗ Cn)⊕ (W ⊗ Cn)
Λ2(Cn)⊗ Cn (C[x]/(xn + 1)⊗ C[x]/(xn + 1)) ⊕ (W ⊗ Cn)
C
n
C[x]/(xn + 1) ≃ Cn
j
id ≃
j
id ≃
j
β∧ m
proj
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We have identified the skew-circulant matrix vector product with the skew-circulant matrix-matrix
product (see Section 8), i.e., the multiplication
C[x]/(xn + 1)× Cn → Cn
is identified with the multiplication
C[x]/(xn + 1)× C[x]/(xn + 1)→ C[x]/(xn + 1).
This realization is another instance of the commutative diagram (12). To put all these in concrete
terms, given A ∈ Λ2(Cn) and x ∈ Cn, we compute the matrix-vector product via
Ax =
(
first row of AcCirc(x)
)
+Awx.
Theorem 15.3. The rank of the structure tensor of skew-symmetric matrix-vector product is
bounded above by n2 − n− ⌈(n− 1)/2⌉ + 1.
Proof. The first factor of the realization is the multiplication in the algebra
C[x]/(xn + 1)× C[x]/(xn + 1)→ C[x]/(xn + 1).
By Theorem 4.5 we see that the rank of the structure tensor of the algebra C[x]/(xn+1) is n. The
second factor of the realization is a bilinear map
W × Cn → Cn.
A matrix-vector product with a matrix in W costs n2 − (2n − 1) − ⌈(n − 1)/2⌉ multiplications —
there are 2n− 1 zeros by (i) and (ii) and we invoke Proposition 6.1; moreover there are ⌈(n− 1)/2⌉
identical terms by (iii). Therefore this realization gives an upper bound of
n2 − n− ⌈(n− 1)/2⌉ + 1. 
This upper bound is n + ⌈(n − 1)/2⌉ − 1 multiplications fewer than the usual matrix-vector
product. In particular, for n = 3 we obtain the upper bound in Proposition 15.2.
16. Commutator
Our study of the bilinear complexity of commutators in this section covers only the case of 2× 2
matrices. We do not yet know how to extend them to n× n matrices when n > 2.
We consider the bilinear map [·, ·] : C2×2 × C2×2 → C2×2 defined by [A,X] = AX − XA. We
will write
A =
[
a b
c d
]
, X =
[
x y
z w
]
,
and therefore
[A,X] =
[
bz − cy (a− d)y − b(x− w)
−(a− d)z + c(x− w) −(bz − cy)
]
.
Hence the rank of µ[·,·] ∈ (C2×2)∗ ⊗ (C2×2)∗ ⊗ C2×2, the structure tensor of [·, ·], is at most six.
Now consider the matrix-vector product between matrices and vectors of the following forms 0 −c b−b a− d 0
c 0 −a− d
 ∈ C3×3,
x− wy
z
 ∈ C3.
Notice that  0 −c b−b a− d 0
c 0 −(a− d)
x− wy
z
 =
 bz − cy(a− d)y − b(x− w)
−(a− d)z + c(x− w)
 ,
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So the rank and border rank of the structure tensor µ[·,·] of [·, ·] is the same as the rank of the
following bilinear operation
β : C3 × C3 → C3,
s1s2
s3
 ,
t1t2
t3
 7→
 s1t2 + s2t3−s2t1 + s3t2
−s1t1 − s3t3
 , (24)
where
s1 = −c, s2 = b, s3 = a− d, t1 = x− w, t2 = y, t3 = z.
We will need to distinguish the three copies of C3 in (24), so for clarity let us denote them by U ,
V , and W respectively, i.e.,
β : U × V → W.
Let {u1, u2, u3}, {v1, v2, v3}, {w1, w2, w3} be the standard bases of U, V,W . Then the structure
tensor µβ of β may be decomposed as
µβ = (u1 ⊗ v2 + u2 ⊗ v3)⊗w1 + (−u2 ⊗ v1 + u3 ⊗ v2)⊗ w2 + (−u1 ⊗ v1 − u3 ⊗ v3)⊗ w3
and we may apply Theorem 15.1 to obtain the following.
Corollary 16.1. The rank and border rank of the commutator for 2× 2 matrices are given by
rank
(
µ[·,·]
)
= 5 or 6
and
rank
(
µ[·,·]
)
= 5
respectively.
In other words, for A,X ∈ C2×2, computing AX requires at least seven multiplications (e.g.,
Strassen’s algorithm) whereas computing [A,X] = AX −XA requires at most six multiplications.
We suspect that this is always the case, i.e., computing commutator is always faster than computing
matrix multiplication for n× n matrices.
We now construct an algebra A that realizes β and therefore [·, ·]. Let
A = C〈x1, x2〉/(x21, x22, x1x2 + x2x1)
and consider the embedding U ⊗ V → A⊗A induced by
u1 7→ x1, u2 7→ x2, u3 7→ 1, v1 7→ −1, v2 7→ x2, v3 7→ −x1.
Given s =
∑3
i=1 siui ∈ U and t =
∑3
i=1 tivi ∈ V , the images ŝ and t̂ in A are
ŝ = −s1x1 − s2x2 + s31, t̂ = −t11 + t2x2 − t3x1
respectively. Their product is
ŝ · t̂ = (s1x1 + s2x2 + s31)(−t11 + t2x2 − t3x1)
= (−s1t1 − s3t3)x1 + (s1t2 + s2t3)x1x2 + (−s2t1 + s3t2)x2 + (−s3t1)1,
i.e., A realizes the bilinear map [·, ·]. Observe that A is the same algebra that we used to realize
the 3× 3 skew-symmetric matrix-vector product in Section 15.
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17. Simultaneous matrix multiplication
We round out our list of bilinear operations with two examples of simultaneous matrix product.
Proposition 17.1. The following two matrix-matrix products:[
a b
c d
] [
e f
g h
]
and
[
a b
c d
] [
g h
e f
]
(25)
can be computed simultaneously with eight multiplications.
Proof. Let D4 = 〈x, y | x4 = y2 = 1, yxy = x−1〉 be the dihedral group of order eight. The
multiplication of 2× 2 matrices is realized by the subsets
H1 = 〈y〉 = {y, 1}, H2 = 〈x2y〉 = {x2y, 1}, S3 = {x−1y, 1}.
Let
A =
[
a b
c d
]
, B =
[
e f
g h
]
. (26)
Then A,B correspond to Â, B̂ ∈ C [D4] where
Â = a · (y−1x2y) + b · (y−1) + c · (x2y) + d · (1)
= a · (x2) + b · (y) + c · (x2y) + d · (1),
B̂ = e · ((x2y)−1x−1y) + f · ((x2y)−1) + g · (x−1y) + h · (1)
= e · (x3) + f · (x2y) + g · (x3y) + h · (1).
We compute the product Â · B̂ in C [D4],
Â · B̂ = (ae+ bg) · (x) + (af + bh) · (y) + (ce+ dg) · (x3y) + (cf + dh) · (1)
+ (ag + be) · (xy) + (ah+ bf) · (x2) + (cg + de) · (x3) + (ch + df) · (x2y)
and observe that the first four terms and last four terms are precisely the entries of
M1 :=
[
a b
c d
] [
e f
g h
]
and M2 :=
[
a b
c d
] [
g h
e f
]
respectively. In other words, we can calculate M1 and M2 simultaneously by calculating Â · B̂. On
the other hand, D4 has four irreducible representations of dimension one and one of dimension two:
(i) trivial: (1, x, x2, x3, y, xy, x2y, x3y)
ρ7→ (1, 1, 1, 1, 1, 1, 1, 1)
(ii) sign type 1: (1, x, x2, x3, y, xy, x2y, x3y)
ρ7→ (1, 1, 1, 1,−1,−1,−1,−1)
(iii) sign type 2: (1, x, x2, x3, y, xy, x2y, x3y)
ρ7→ (1,−1, 1,−1, 1,−1, 1,−1)
(iv) sign type 3: (1, x, x2, x3, y, xy, x2y, x3y)
ρ7→ (1,−1, 1,−1,−1, 1,−1, 1)
(v) two-dimensional:
1 7→
[
1 0
0 1
]
, x 7→
[
0 −1
1 0
]
, x2 7→
[−1 0
0 −1
]
, x3 7→
[
0 1
−1 0
]
,
y 7→
[
1 0
0 −1
]
, xy 7→
[
0 1
1 0
]
, x2y 7→
[−1 0
0 1
]
, x3y 7→
[
0 −1
−1 0
]
.
By Wedderburn Theorem we have
C [D4] ≃ C⊕ C⊕ C⊕ C⊕ C2 ⊗ C2,
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where the first four C’s correspond to the four 1-dimensional representations and the C2 ⊗ C2
corresponds to the 2-dimensional representation. Under this isomorphism, we may identify Â and
B̂ as 6× 6 block diagonal matrices,
Â =


a+ b+ c+ d 0 0 0 0 0
0 a− b− c+ d 0 0 0 0
0 0 a+ b+ c+ d 0 0 0
0 0 0 a− b− c+ d 0 0
0 0 0 0 −a+ b− c+ d 0
0 0 0 0 0 −a− b+ c+ d


and
B̂ =


e+ f + g + h 0 0 0 0 0
0 e− f − g + h 0 0 0 0
0 0 −e+ f − g + h 0 0 0
0 0 0 −e− f + g + h 0 0
0 0 0 0 −f + h e− g
0 0 0 0 −e− g f + h


.
Hence the computation of Â · B̂ costs eight multiplications. 
Corollary 17.2. Suppose [
a b
c d
] [
g h
e f
]
= 0.
Then the product [
a b
c d
] [
e f
g h
]
can be computed with four multiplications.
Proof. If the given condition holds, one may obtain the required product from the first four diagonal
entries of Â · B̂, which costs four multiplications. 
We restate Proposition 17.1 in terms of the structure tensor µf of the bilinear map
βf : C
2×2 × C2×2 → C2×2 ⊕ C2×2, (A,B) 7→ (AB,ABf),
where Bf denotes the operation of switching the first and second row of B. Note that
µf ∈ (C2×2)∗ ⊗ (C2×2)∗ ⊗ (C2×2 ⊕ C2×2) ≃ C4 ⊗ C4 ⊗ C8.
Proposition 17.3. The rank and border rank of the structure tensor for the simultaneous matrix-
matrix product in (25) are given by
rank(µf) = rank(µf) = 8.
Proof. It is easy to verify that span(µf(C
2×2 ⊗ C2×2)) = C2×2. Hence the required result follows
from Propositions 3.2, 3.4, and 17.1. 
Corollary 17.4. Consider the matrices
A =
[
a b
c d
]
∈ C2×2, B =
[
e1 e2 · · · e2n
f1 f2 · · · f2n
]
∈ C2×2n, Bf =
[
f1 f2 · · · f2n
e1 e2 · · · e2n
]
∈ C2×2n,
(27)
where n is any positive integer. Then AB and ABf can be computed simultaneously with 8n mul-
tiplications.
Proof. We may realize the bilinear map
C
2×2 ×C2×2n → C2×2n ⊕ C2×2n, (A,B) 7→ (AB,ABf)
by the algebra C[D4]× · · · × C[D4] (n copies). 
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Suppose we are instead interested in computing[
a b
c d
] [
e f
g h
]
and
[
a b
c d
] [
h g
e f
]
simultaneously. We start by realizing 2 × 2 matrix product by the algebra C[x]/(x8 − 1). Let
A,B ∈ C2×2 be as in (26). Consider the embedding
j : C2×2 ⊗ C2×2 → C[x]/(x8 − 1)⊗C[x]/(x8 − 1),
(A,B) 7→ (ax3 + cx2 + bx+ d, gx6 + ex4 + hx2 + f),
and the projection
proj : C[x]/(x8 − 1)→ C2×2,
7∑
i=1
uix
i 7→
[
u7 u3
u6 u2
]
.
We may verify that for these choices, the diagram in (11) commutes. The product
(ax3 + cx2 + bx+ d)(gx6 + ex4 + hx2 + f)
in C[x]/(x8 − 1) gives us the following counterpart of Proposition 17.1.
Proposition 17.5. The following two matrix-matrix products:[
a b
c d
] [
e f
g h
]
and
[
a b
c d
] [
h g
e f
]
(28)
can be computed simultaneously with eight multiplications.
Again, we may restate Proposition 17.5 in terms of the structure tensor µg of the bilinear map
βg : C
2×2 × C2×2 → C2×2 ⊕ C2×2, (A,B) 7→ (AB,ABg)
where Bg is the matrix obtained from B by switching the first row and the second row and then
switching the first and the second entry in the first row. The following analogue of Proposition 17.3
follows from Propositions 3.2, 3.4, and 17.5.
Proposition 17.6. The rank and border rank of the structure tensor for the simultaneous matrix-
matrix product in (28) are given by
rank(µg) = rank(µg) = 8.
We also have the following analogue of Corollary 17.4.
Corollary 17.7. Let A ∈ C2×2 and B ∈ C2×2n be as in (27). Let Bg ∈ C2×2n be the matrix
obtained from B by switching the first and second row followed by switching 2ith and (2i − 1)th
entry in the first row for i = 1, 2, . . . , ⌊n/2⌋. Then AB and ABg can be computed simultaneously
with 8n multiplications.
Proof. We may realize the bilinear map
C
2×2 × C2×2n → C2×2n ⊕ C2×2n, (A,B) 7→ (AB,ABg)
by the algebra C[x1, . . . , xn]/(x
8
i − 1 | i = 1, . . . , n). 
18. Conclusion
The Strassen tensor rank approach gives us a simple way for quantifying bilinear complexity
whereas the (generalized) Cohn–Umans approach gives us a constructive way that allows for the
rich properties of various algebras to be used in analyzing bilinear complexity. The two methods
can be applied hand-in-hand to systematically discover algorithms of optimal bilinear complexity.
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