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Abstract
We provide comparison principles for convex functions through its proximal mappings. Consequently,
we prove that the norm of the proximal operator determines a convex the function up to a constant.
1 Introduction
Let H be a real Hilbert space with inner product 〈·, ·〉 and norm ‖·‖. In [3], J.J. Moreau proved the following
result
Theorem 1. If f, g : Γ0(H) are two functions such that
proxf (x) = proxg(x) for all x ∈ H,
then f and g differ by a constant.
In this note, by using a recent result on the determination of convex functions [4], we prove comparison
principles for convex functions through its proximal mapping (Theorems 3.1 and 3.2) and extend Theorem
1 by showing that the norm of the proximal operator determines a convex the function up to a constant
(Corollaries 3.1 and 4.1).
2 Preliminaries
Let H be a real Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖. We denote by Γ0(H) the set of
all convex lower semicontinuous proper functions from H with values in R ∪ {+∞}. For f ∈ Γ0(H), its
Legendre-Fenchel conjugate function f∗ : H → R ∪ {+∞} is given by
f∗(x∗) = sup
v∈H
{〈x∗, v〉 − f(v)}.
It is known that f∗ ∈ Γ0(H) and that for every (x, x
∗) ∈ H×H, the Legendre-Fenchel inequality holds, that
is
〈x∗, x〉 ≤ f(x) + f∗(x∗).
For a closed set C, we denote by δC de indicator function of C, that is, δC(x) = 0 if x ∈ C and δC(x) = +∞
if x 6= C. It is clear that δC ∈ Γ0(H) if and only if C is closed and convex. Moreover, (δC)
∗ = σC , where σC
is the support function of C defined by σC(x) = supy∈C〈y, x〉.
For λ > 0, the λ-Moreau envelope of f is the function fλ : H → R given by
fλ(x) := inf
y∈H
{
f(y) +
1
2λ
‖x− y‖2
}
.
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The above infimum is attained at a unique point, proxλf (x). The mapping proxλf : H → H is non-expansive
and for λ = 1 it is called the proximal operator, that is,
proxf (x) = argminy∈H
{
f(y) +
1
2
‖x− y‖2
}
.
It is known that fλ is continuously differentiable convex function, and its derivative is given by
∇fλ(x) =
1
λ
(x− proxλf (x)). (1)
Moreover,
(fλ)
∗(x) = f∗(x) +
λ
2
‖x‖2 for all x ∈ H. (2)
We refer to [1, 2] for more details of Moreau envelope and its applications.
To obtain our results, we need the Moreau decomposition (see, e.g., [2, Proposition 14.1]).
Proposition 2.1 (Moreau decomposition). If f ∈ Γ0(H), then
proxf (x) + proxf∗(x) = x for all x ∈ H.
We end this section with a comparison principle for convex functions through its gradients (see [4,
Theorem 3.1]).
Proposition 2.2. Let f, g ∈ Γ0(H) be two Gaˆteaux differentiable convex functions bounded from below such
that
‖∇f(x)‖ ≤ ‖∇g(x)‖ for all x ∈ H.
Then, f − inf f ≤ g − inf g.
3 Determination of convex functions
The following result is a comparison principle for convex functions.
Theorem 3.1. Let f, g : Γ0(H) be two functions such for some x0 ∈ dom f ∩ dom g and
‖ proxf (x)− x0‖ ≤ ‖ proxg(x)− x0‖ for all x ∈ H.
Then, g − g(x0) ≤ f − f(x0).
Proof. By virtue of Legendre-Fenchel inequality, for all x, u ∈ H
f∗(x) + f(u) ≥ 〈x, u〉 and g∗(x) + g(u) ≥ 〈x, u〉.
Thus, if x0 ∈ dom f ∩ dom g, then
f∗(x) − 〈x, x0〉 ≥ −f(x0) and g
∗(x) − 〈x, x〉 ≥ −g(x0),
which implies that the maps x 7→ f∗(x)− 〈x0, x〉 and x 7→ f
∗(x) − 〈x0, x〉 are bounded from below.
For λ = 1, let us consider
f˜ = (f∗ − 〈x0, ·〉)λ and g˜ = (g
∗ − 〈x0, ·〉)λ .
Then, f˜ and g˜ are C1,1 and bounded from below functions with
∇f˜(x) = x− proxf∗−〈x0,·〉(x) and ∇g˜(x) = x− proxg∗−〈x0,·〉(x).
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Moreover, according to Moreau’s decomposition and properties of the proximal operator, for all x ∈ H
∇f˜(x) = x− proxf∗−〈x0,·〉(x) = prox(f∗−〈x0,·〉)∗(x) = proxf(·+x0)(x) = proxf (x + x0)− x0,
∇g˜(x) = x− proxg∗−〈x0,·〉(x) = prox(g∗−〈x0,·〉)∗(x) = proxg(·+x0)(x) = proxg(x+ x0)− x0.
Therefore, for all x ∈ H
‖∇f˜(x)‖ ≤ ‖∇g˜(x)‖.
Hence, by virtue of Proposition 2.2,
f˜ − g˜ ≤ inf f˜ − inf g˜ = inf(f∗ − 〈x0, ·〉)− inf(g
∗ − 〈x0, ·〉) = −f(x0) + g(x0),
where we have used that inf(f∗ − 〈x0, ·〉) = −f(x0) and inf(g
∗ − 〈x0, ·〉) = −g(x0). Then, by conjugation,
we obtain that
(g˜)∗ ≤ (f˜)∗ − f(x0) + g(x0).
Then, due to (2),
(f˜)∗(x) = (f∗ − 〈x0, ·〉)
∗(x) +
1
2
‖x‖2 = f(x+ x0) +
1
2
‖x‖2,
(g˜)∗(x) = (g∗(x) − 〈x0, ·〉)
∗ +
1
2
‖x‖2 = g(x+ x0) +
1
2
‖x‖2.
Hence,
g(x+ x0) ≤ f(x+ x0)− f(x0) + g(x0),
which ends the proof.
With the same arguments as the latter theorem, we obtain the following variation of Theorem 3.1.
Theorem 3.2. Let f, g : Γ0(H) be two functions such that f
∗ and g∗ are bounded from below and
‖ proxf (x)‖ ≤ ‖ proxg(x)‖ for all x ∈ H.
Then, g ≤ f + inf f∗ − inf g∗.
Proof. For λ = 1, consider f˜ = (f∗)λ and g˜ = (g
∗)λ and repeat the proof of Theorem 3.1.
Example 3.1. Let g ∈ Γ0(H) such that g
∗ is bounded from below and
‖x‖ ≤ ‖ proxg(x)‖ for all x ∈ H.
Then, g is constant. Indeed, if f a constant function, then proxf (x) = x and f
∗ is bounded from below.
Thus, by Theorem 3.2, g is bounded from above, which implies that g is constant.
The following two results extends Theorem 1.
Corollary 3.1. Let f, g : Γ0(H) be two functions such that for some x0 ∈ dom f ∩ dom g
‖ proxf (x)− x0‖ = ‖ proxg(x)− x0‖ for all x ∈ H.
Then, f − f(x0) = g − g(x0).
Corollary 3.2. Let f, g : Γ0(H) be two functions such that f
∗ and g∗ are bounded from below and
‖ proxf (x)‖ = ‖ proxg(x)‖ for all x ∈ H.
Then, f = g + inf f∗ − inf g∗.
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Example 3.2. Let us consider f = δ{x1} and g = δ{x2}, where x1 6= x2 and ‖x1‖ = ‖x2‖. Then, for all
x ∈ H
‖ proxf (x)‖ = ‖x1‖ = ‖x2‖ = ‖ proxg(x)‖.
However, f∗ = 〈x1, ·〉 and g
∗ = 〈x2, ·〉 are not bounded from below.
Theorem 3.1 and 4.1 allow us to obtain the following characterization of support functions.
Corollary 3.3. Let C be a nonempty, closed and convex set. Then, f ∈ Γ0(H) satisfies
‖ proxf (x)‖ = dC(x) for all x ∈ H (3)
if and only if f is the support of C up to a constant. Indeed, on the one hand, if f is the support of C up
to a constant, then proxf = proxσC , which implies (3). On the other hand, if (3) holds, then f
∗ is bounded
from below. Moreover, by Proposition (2.1),
dC(x) = ‖x− projC(x)‖ = ‖ proxσC (x)‖ for all x ∈ H.
Therefore, by Corollary 4.1, f is the support of C up to a constant.
4 The paraconvex case
Let c ≥ 0. A function f : H → R ∪ {+∞} belongs to Γc(H) if the function f +
c
2‖ · ‖
2 belongs to Γ0(H). If
f ∈ Γc(H), then we said that f is weakly convex, or convex up to a square, or paraconvex. The following
proposition gives a determination result for paraconvex functions.
Proposition 4.1. Let f, g ∈ Γc(H) be two functions such that (f +
γ
2‖ · ‖
2)∗ and (g + γ2‖ · ‖
2)∗ are bounded
from below and for some γ > c
‖ prox 1
1+γ
f (x)‖ = ‖ prox 1
1+γ
g(x)‖ for all x ∈ H.
Then, f = g + inf(f + γ2‖ · ‖
2)∗ − inf(g + γ2 ‖ · ‖
2)∗.
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