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Abstract
Contextual information provides important cues for dis-
ambiguating visually similar pixels in scene segmentation.
In this paper, we introduce a neuron-level Selective Context
Aggregation (SCA) module for scene segmentation, com-
prised of a contextual dependency predictor and a context
aggregation operator. The dependency predictor is implic-
itly trained to infer contextual dependencies between differ-
ent image regions. The context aggregation operator aug-
ments local representations with global context, which is
aggregated selectively at each neuron according to its on-
the-fly predicted dependencies. The proposed mechanism
enables data-driven inference of contextual dependencies,
and facilitates context-aware feature learning. The pro-
posed method improves strong baselines built upon VGG16
on challenging scene segmentation datasets, which demon-
strates its effectiveness in modeling context information.
1. Introduction
Scene segmentation is a long standing fundamental prob-
lem in computer vision, which aims to associate a seman-
tic object category label with each pixel in an image of
a scene. It has long been recognized that taking into ac-
count the semantic context between image regions can sig-
nificantly improve the performance of scene segmentation
algorithms [8, 14, 21, 26].
As is the case in many other areas of computer vision,
the state-of-the-art in scene segmentation has been trans-
* equal contribution
formed through the use of deep neural networks. Long et
al. [13] proposed a fully convolutional network which can
be trained end-to-end to predict a dense labeling map, capa-
ble of extracting coarse object shapes. This approach was
extended by Noh et al. [15] by introducing multiple decon-
volutional layers to gradually capture the finer details. In
these pure CNN-based methods, the representations of neu-
rons in the convolutional feature maps are extracted from
limited receptive fields, capturing only local information.
To address this problem, Liu et al. [12] propose to use
the average feature of a layer as global context to aug-
ment the local features at each neuron. Yu and Koltun [28]
introduce dilated convolutions to systematically aggregate
multi-scale contextual information without losing resolu-
tion. Zhao et al. [30] exploit global context information by
different region-based context aggregation through pyramid
pooling. Although these methods improve the segmentation
accuracy, they aggregate context in a predefined manner,
which does not depend on the input image. Thus, they lack
internal mechanisms for handling non-uniform dependen-
cies among different image regions.
In another line of research, Shuai et al. [24] proposed
Directed Acyclic Graph Recurrent Neural Networks (DAG-
RNNs) to leverage contextual information, thereby en-
hancing the representation ability of convolutional features.
Their approach has demonstrated significant advances over
the state-of-the-art on three challenging datasets. However,
due to the gradient vanishing problem of RNNs [1, 16], the
contextual information can only be propagated to nearby
neurons, thus the long-range dependencies cannot be well
captured. In fact, Shuai et al. [23] report that using DAG-
RNNs induced from 8-connected grids, significantly outper-
forms the 4-connected case. Moreover, due to the usage of
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Figure 1. An overview of the proposed scene segmentation network architecture.
RNNs, the hidden vectors of DAG-RNNs must be sequen-
tially updated, making it less efficient than pure CNN-based
methods.
In this work, we propose a new approach for selectively
aggregating contextual information at each neuron, and do-
ing so in an input-dependent manner, by introducing a novel
context aggregation module. This module takes as input the
feature map of a convolutional layer, and outputs a context-
aware feature map. Specifically, this module consists of
two main components: a contextual dependency predictor
and a context aggregation operator. The dependency pre-
dictor is an auxiliary network that infers a coefficient repre-
senting the degree of dependency between each pair of neu-
rons. Note that these coefficients are input-dependent. The
context aggregator densely connects each output neuron to
all the input neurons according to its predicted coefficients,
yielding feature maps with enhanced context representation
ability. These feature maps are then fed to a deconvolu-
tional network to predict a semantic label map (see Fig. 1).
We refer to the proposed module as a neuron-level Selective
Aggregation (SCA) module, since each of its output neu-
rons uses a different set of weights to aggregate contextual
features from the input neurons.
In summary, our work makes three main contributions:
• We present a novel context aggregation module which
selectively injects global context information into local
representations, based on image-specific dependencies
among neurons in the deep convolutional feature map.
• We introduce a contextual dependency predictor that
learns to infer image-specific dependencies between
neurons. The resulting dependency coefficients allow
each neuron to selectively aggregate context informa-
tion from the entire image.
• We apply the proposed network on the scene segmen-
tation task, and demonstrate its effectiveness and po-
tential on two large datasets.
The rest of the paper is organized as follows: Sec. 2 dis-
cusses some work related to our method, Sec. 3 introduces
the two components of the proposed new module, Sec. 4
gives the implementation details, and, finally, Sec. 5 reports
the results of our experiments.
2. Related Works
The semantic segmentation problem has been addressed
by a wide variety of methods in recent years. Since vi-
sually similar pixels are locally indistinguishable, a major
question that arises is how to leverage contextual informa-
tion for disambiguation. Many methods rely on Probabilis-
tic Graphical Models (PGMs), e.g. Markov Random Fields
(MRFs) and Conditional Random Fields (CRFs), to account
for context [21, 8, 27, 29, 18]. These methods usually re-
quire a pre-segmentation, such as superpixels, from which
to extract features, and they are usually inefficient for infer-
ence due to the iterative solving of local beliefs.
Due to the recent advances in deep neural networks,
the mainstream methods of semantic segmentation usually
adopt Convolutional Neural Networks (CNNs) as their basic
component. Farabet et al. [6] feed their CNN with a multi-
scale pyramid of images, covering a large context. Pin-
heiro et al. [17] encode long range pixel label dependencies
by using a recurrent CNN architecture. Sharma et al. [19]
use a recursive neural network to recursively aggregate con-
textual information from local neighborhoods to the entire
image and then propagate the global context back to indi-
vidual local features. Shuai et al. [22] use a non-parametric
model to represent global context, and transfer such infor-
mation to local features extracted by CNN. Long et al. [13]
propose a fully convolutional network to directly predict la-
bel map from the input image. Noh et al. [15] extend [13]
by introducing multi-layer deconvolution networks.
Liu et al. [12] propose to use the average feature of a
layer as global context to augment the features at each neu-
ron. Yu and Koltun [28] introduce dilated convolutions to
systematically aggregate multi-scale contextual information
without losing resolution. Zhao et al. [30] exploit global
context information by different region-based context ag-
gregation through pyramid pooling. Shuai et al. [24] utilize
DAG-RNNs to embed context into local features. Differ-
ent from all these methods, which use an input-independent
and fixed manner to aggregate context, our method intro-
duces a dynamic mechanism which aggregates context se-
lectively at each neuron, and does so in an input-dependent
manner. Our approach of using an auxiliary network to
achieve input-dependent processing is similar in spirit to
spatial transformer networks [7] and deformable convolu-
tion networks [5]
3. Our Approach
Contextual information has been widely used in com-
puter vision applications [8, 14, 21, 26]. In general, context
can refer to any global information that has a facilitative
effect on representation ability. Note, however, that a local
representation may be influenced differently by different se-
mantic categories of pixels in its context. For example, the
presence of ‘sea’ pixels in an image is a more important
clue for classifying nearby sand-colored pixels as ‘beach’,
compared to ‘mountain’ pixels, since ‘sea’ and ‘beach’ have
higher co-occurrence correlation. However, previous meth-
ods [12, 28, 30] usually embed global context into a local
representation in a fixed and uniform way, thereby lacking
internal mechanisms to effectively account for non-uniform
dependencies among different image regions.
To enhance the ability of handling non-uniform contex-
tual information, we propose an input-dependent way to se-
lectively incorporate context into the local representation.
Fig. 1 shows an overview of our proposed segmentation net-
work architecture. Given an input image I, the convolution
layers gradually extract its abstract features, yielding a high-
level feature mapX. Next, a neuron-level Selective Context
Aggregation (SCA) module is applied onto X to augment
it with context information. The SCA module consists of
two components. The first component is the contextual de-
pendency predictor network, which takes X as input, and
through several hidden layers predicts a matrix A, which
consists of the dependency coefficients between all pairs of
neurons inX. A dependency coefficient aij attempts to pre-
dict the extent to which neuron xj should be accounted for
in the context of neuron xi. Next, the context aggregation
operator uses the predicted dependency matrix A to trans-
form the input feature map X into a context-aware feature
map H. Finally, several deconvolutional layers are applied
on H to predict the final semantic segmentation label map.
3.1. Context Aggregation Operator
Generally, a context aggregation operator aims to encode
global contextual information into a local neuron represen-
tation. It takes as input a feature map X, and produces a
context-aware feature map H with the same spatial dimen-
sions (but possibly with a different number of channels). To
fully exploit the context, the receptive field of this operator
should cover the full size image. A naive approach is to
use a fully-connected layer in which each output neuron is
connected to all the input neurons. To be more specific, let
xi ∈ RN and hi ∈ RM denote the feature vectors of the i-th
neuron in X and H, respectively. Using a fully-connected
Figure 2. An illustration of the proposed context aggregation op-
erator on a 1D feature map.
layer each neuron in H is given by:
hi =
n∑
j=1
Wijxj (1)
where n is the number of input neurons in X, and Wij ∈
RM×N is the weight matrix.
As can be seen, Wij is particular to the i-th input neu-
ron and the j-th output neuron. Thus, the learned weights
are location sensitive, which is undesirable for dense label
prediction, as the same category of pixels can appear any-
where in the image. Furthermore, after training, Wij is
fixed during test time, and thus the context aggregation is
input-independent. Finally, the fully-connected layer con-
sumes a huge amount of learnable parameters, making it
easy to overfit the training data.
To address all these problems, we introduce a new ag-
gregation operator. Our operator first uses two 1× 1 convo-
lutions to extract two different features, the identity feature
and the context feature, for each neuron. The intuition is
that the feature used to describe the neuron itself and the
feature that describes its contribution to the context of other
neurons may be different. Then, the output feature of a neu-
ron is produced by linearly combining its own identity fea-
ture with the context features of all the other neurons, ac-
cording to some input-dependent coefficients. Formally, the
computation of the output neuron hi is defined as:
hi = aiiWdxi +
1∑n
j=1,j 6=i aij
n∑
j=1,j 6=i
aijWcxj (2)
where aij is a coefficient which controls the amount of in-
formation taken from xj to hi, Wd ∈ RM×N and Wc ∈
RM×N are the weight matrices for extracting the identity
and context features, respectively. In practice, we always
set aii to 1 so that the output neuron takes all of its iden-
tity feature. Fig. 2 illustrates the computation procedure of
the proposed operator for a single output neuron on a 1D
feature map.
Notably, this new operator has several appealing prop-
erties. First of all, the matrices Wd,Wc are shared across
neurons, reducing the parameter space from n2NM (for a
fully-connected layer) to 2NM . Secondly, the operation
preserves spatial information, thus it is suitable to be ap-
plied on dense prediction tasks. Thirdly, the coefficients aij
are not fixed parameters, and are capable of representing
arbitrary dependencies between different pairs of neurons.
These dependencies may be manually defined, according
to some prior knowledge, or automatically inferred for the
specific input X. Here we adopt a data-driven paradigm,
and introduce an auxiliary contextual dependency predictor
(Sec. 3.2) that learns to infer the dependencies among neu-
rons and provide on-the-fly input-dependent predictions for
the proposed context aggregation operator.
To allow backpropagation through the proposed opera-
tor, we must define the gradients of the loss L with respect
to both the input feature map neurons xi and the coefficients
aij . These gradients are given by
∂L
∂xi
= aiiW
T
d
∂L
∂hi
+
n∑
k 6=i
aki∑n
j 6=k akj
WTc
∂L
∂hk
,∀i ∈ [1, n]
(3)
and
∂L
∂aij
=
∑ ∂L
∂hi

∑n
k 6=i aik(Wcxj −Wcxk)
(
∑n
k 6=i aik)2
,∀j 6= i
(4)
where L∂hi denotes the loss gradients with respect to hi re-
ceived from top layer,  denotes the element-wise multi-
plication, and the outermost sum in (4) is over the feature
channel.
3.2. Contextual Dependency Predictor
The contextual dependency predictor (CDP) aims to es-
timate the dependencies between neurons of the input fea-
tures. More precisely, given a pair of neurons (xi,xj),
the goal is to predict the weight that the context feature
extracted from xj should be given when aggregating the
context of neuron xi. Since each pair may be assigned a
different weight, the global context information is encoded
selectively into each neuron’s local representation.
The dependency function between neurons may be mod-
eled by a neural network. Typically, Siamese networks,
which are popular for tasks that involve finding inherent re-
lationships between two inputs, can be used to learn such a
function. Training Siamese networks requires paired inputs
and their corresponding ground truths. However, our input
feature map is not organized as neuron pairs, and, more im-
portantly, we do not have well-defined ground truth for the
dependencies among such pairs.
Our approach is thus to learn the dependency function
implicitly, by training the CDP jointly with the context ag-
gregation operator (as well as the rest of the network) to
minimize the final segmentation loss. The CDP should take
a feature map X with n neurons as input, and output an
n × n matrix A, in which each element aij represents the
dependency coefficient between neuron xi and xj , for the
context aggregation operator.
To achieve this goal, we propose a new network archi-
tecture described below; also see Figure 3. Firstly, several
1× 1 convolutional layers are applied on X to map the rep-
resentation of each neuron into a higher-level feature space.
Intuitively, the purpose of this mapping is to prevent the net-
work from simply computing linear correlations between
the neurons; instead, the network is able to explore higher-
level semantic relationships that may prove useful for the
final semantic segmentation.
In order to efficiently predict dependencies for all neu-
ron pairs, we use a simple trick to construct a large feature
map in which each location stores a concatenation of the
mapped features of a particular neuron pair. Concretely, we
reshape the 2D feature map to a 1D feature vector, expand
it to two 2D square feature maps using horizontal and verti-
cal replication, respectively, and then concatenate these two
replicated feature maps through the depth channel. Using
the resulting large feature map, we simply apply one more
1×1 convolutional layer to produce the dependency matrix.
According to Eq. (4), the CDP can receive gradients from
upper layers which enable it to be jointly trained with the
main network without using extra supervision. It learns how
to selectively incorporate context information, by produc-
ing appropriated dependency coefficients for different pairs
of neurons, to help minimize the overall segmentation cost
during training.
4. Implementation Details
4.1. Network Architecture
The convolution layers of our network are adopted from
the ImageNet pre-trained VGG16 network, i.e., all the lay-
ers before the 5-th pooling layer. Following [28], we re-
move the last two pooling and striding layers, and replace
all subsequent convolutions with dilated convolutions of ap-
propriate factors to make the last convolution layer produce
a feature map that is 4 times larger.
For the proposed SCA module, the dimensions of Wc
and Wd in the context aggregation operator are both set to
be 512 × 512. The contextual dependency predictor uses
three 1 × 1 × 128 convolution layers to extract features,
and uses a 1× 1× 1 convolution layer on the concatenated
features to predict dependent coefficients.
The deconvolution module is similar to that of a
FCN [13]. Concretely, we convert the first fully-connected
layer of VGG16 to a 7 × 7 × 4096 convolution layer, and
convert the second one to a 1× 1× 4096 convolution layer.
Then, a 1× 1×#classes convolution is applied to predict
Figure 3. The architecture of the contextual dependency predictor. V-Replicate denotes a layer which vertically replicates the input 1D
feature map to a 2D square feature map, and H-Replicate denotes the horizontally replicated one.
scores for all classes in the dataset at each location. Finally,
a bilinear upsampling layer is applied to resize the coarse
score map to have the same resolution as the input.
4.2. Loss Re-weighting
The class distributions in scene labeling datasets are usu-
ally highly unbalanced, thus, it is common to increase the
weights of rare classes during training to improve their
accuracies [6, 23]. In our work, we simply adopt the
re-weighting strategy proposed in [23]. Specifically, the
weight for class ci is defined as wi = 2dlog10(η/fi)e where
fi is the frequency of ci and η is a dataset dependent scalar
defined by the 85%/15% rule on frequent/rare classes.
4.3. Training and Testing
For training, since every component of the proposed seg-
mentation network is differentiable, errors can be back-
propagated to all network layers and parameters, making
the network trainable using any gradient-based optimiza-
tion method. In practice, we use min-batch gradient de-
scent with momentum. During training, we use the “poly”
learning rate policy, where current learning rate equals to
the base learning rate multiplied by (1 − itermaxiter )0.9. The
base learning rate for the bottom convolution module is set
to 10−3, while it is set to 10−2 for both the SCA and the de-
convolution modules. Due to the GPU memory limitations,
we set the batch size to 3. The number of training epochs
is set to 50. To augment training data, similarly to most of
the previous methods, we adopt random horizontal flipping
for all datasets. At test time, we simply do a forward pass
of the test image to obtain the estimated label map.
5. Experiments
Similarly to most previous works, we report results
on three different evaluation metrics: Per-Pixel Accuracy
(PPA), Class Average Accuracy (CAA) and mean Inter-
section over Union (mIoU). We extensively compare our
proposed method with the-state-of-the-art methods on two
large scene segmentation datasets:
PASCAL Context [14] dataset contains 10103 images
with an approximate resolution of 375 × 500, in which
Kl PPA CAA mIoU
0 85.9% 54.2% 38.9%
1 86.0% 54.1% 39.5%
2 86.6% 52.7% 38.7%
3 86.3% 54.2% 39.2%
4 85.5% 53.6% 38.0%
Table 1. Results of using different Kl for the contextual depen-
dency predictor on SIFT Flow. Kf is set to 128.
4999/5104 images are used for training/testing. These im-
ages originally come from Pascal VOC 2010 dataset, and
are augmented with pixel-wise annotations of 540 classes.
Following [14], we only consider the most frequent 59
classes in the evaluation. To enable batch-based training,
we rescale and pad each image to be 448× 448.
COCO Stuff [2] dataset contains 10000 images in var-
ious resolutions, in which 9000/1000 images are used for
training/testing. These images originally come from the
Microsoft COCO dataset [10] with pixel-wise annotations
of 80 Thing categories. They are further augmented with
91 Stuff categories. In total, there are 171 categories in this
dataset.
5.1. Hyper-parameters Study
To be fair, we conduct the hyper-parameter study on a
third dataset, SIFT Flow [11]. This dataset is smaller com-
pared to PASCAL Context and COCO Stuff, making it faster
for tuning. It contains 2488/200 images for training/testing
with a resolution of 256 × 256, and are annotated with 33
classes.
Specifically, we study two hyper-parameters of the atten-
tion predictor: the number Kl of convolution layers for fea-
ture extraction and the number Kf of output feature chan-
nels of convolution in each layer. The results are shown
in Tab. 1 and Tab. 2, respectively. We note that, for over-
all performance, Kl = 3 and Kf = 512 perform slightly
better than other settings. In the following experiments, we
will use these two values as the default setting.
Kf PPA CAA mIoU
128 86.1% 55.0% 40.0%
256 86.9% 54.5% 40.2%
512 87.0% 54.3% 40.7%
Table 2. Results of using different Kf for the contextual depen-
dency predictor on SIFT Flow. Kl is set to 3.
5.2. Ablation Study
To investigate the usefulness and effectiveness of the
SCA module, we compare our method with two baselines
that use different configurations of the SCA module. Note
that, for a fair comparison, all these baselines use the same
convolution and deconvolution modules as our proposed
network.
• baseline-no We remove the dependency predictor and
set aij = 1,∀j = i and aij = 0,∀j 6= i. In this case,
the SCA module does not embed any context informa-
tion into the local neuron representations, degenerating
to a 1× 1 convolution layer.
• baseline-ave We remove the dependency predictor and
set aij = 1,∀i, j ∈ [1, n]. In this case, the SCA mod-
ule embeds the averaged context features into local
neuron representations. This is similar to the global
context module proposed in [12], where the globally
pooled feature is concatenated with the local feature
everywhere.
The results on both PASCAL Context and COCO Stuff
are shown in Tab. 3. As can be seen, baseline-no performs
the worst on most metrics as it does not explicitly embed
context into local neuron representation. Although the use
of dilated convolution can help to expand the theoretical
receptive fields of neurons to aggregate context, the em-
pirical receptive field that affects the neurons may still be
small [12]. With the use of globally averaged features as
context, the baseline-ave expand its receptive field to the
entire image, thus improving the performance of baseline-
no. Our method further improves baseline-ave on all the
metrics on both datasets by a significant margin. Since all
the settings are the same except for the way of aggregating
context, it demonstrates the effectiveness of the proposed
neuron-level selective context aggregation. The proposed
SCA module successfully models neuron-dependent con-
textual information, by exploring the dependencies between
neurons, to facilitate context-aware feature learning.
5.3. Comparisons with the State of the Art
The results on PASCAL Content dataset presented in
Tab. 4. Comparing with previous CNN-based models, our
method significantly outperforms all these methods on all
metrics except for mIoU on UoA-Context+CRF. Consid-
(a)
(b)
Figure 4. Visualization of dependency masks of different neurons.
Red and green circles denote different regions corresponding to
the selected neurons.
ering RNN-based methods, our method outperforms CRF-
RNN by a large margin. For DAG-RNN, we perform better
on PPA, and are worse than it on CAA and mIoU. The re-
sults on COCO Stuff are presented in Tab. 5. As can be seen,
we also outperform all CNN-based methods, and perform
better than DAG-RNN on CAA and worse than it on PPA
and mIoU. The results on these two challenging datasets
demonstrate the effectiveness of the proposed method.
We also note that in DAG-RNN, skip-connections are
used to fuse the features of higher layers with low level con-
volution features, which significantly improves their per-
formance. In our method, to best investigate how the pro-
posed SCA model helps to improve the representation abil-
ity of the last convolution features, we do not employ skip-
connections in our architecture. Meanwhile, the RNN-
based methods have to sequentially update their hidden vec-
tors over time, which make them inappropriate to be paral-
lelized to improve speed. In contrast, our method is a feed-
forward network, which can be easily parallelized.
5.4. Qualitative Results
Fig. 4 visualizes the dependency maps for different se-
lected neurons, from which we note that there are two dif-
ferent behaviors of the CDP. Firstly, as shown in Fig. 4(a),
the two different selected neurons (indicated using green
and red circles) generally have different dependency maps,
as they belong to different classes. The CDP has learned
to predict a different dependency map for each neuron, en-
hancing their local representation with different global con-
text. Secondly, as shown in Fig. 4(b), there are also cases
where two different neurons may have very similar depen-
dency maps. This may be attributed to the fact that the
salient regions, e.g., the birds here, provide an important
PASCAL Context COCO Stuff
PPA CAA mIoU PPA CAA mIoU
baseline-no 71.0% 51.0% 39.3% 59.9% 41.2% 27.9%
baseline-ave 72.1% 52.1% 41.1% 60.8% 40.5% 27.6%
ours 72.8% 54.4% 42.0% 61.6% 42.5% 29.1%
Table 3. Results of ablation study on PASCAL Context dataset and COCO Stuff dataset.
Figure 5. Qualitative results selected in PASCAL Context dataset. We place a yellow circle on a selected region where most pixels inside
are misclassified by the baseline-no method while are correctly classified by our method. The leftmost is the dependency mask corresponds
to the select region.
context for all other regions. Still, note that context of
the green neuron in the grass region includes the surround-
ing grass regions, while these regions are not important for
the semantic interpretation of the red neuron containing the
bird’s head.
To better understand how the proposed SCA module
helps to improve segmentation accuracy, we show some
visual examples from Pascal Context and COCO Stuff in
Fig. 5 and Fig. 6, respectively. These examples are also in-
cluded in the supplementary material with the full legend
of label colors. For example, in the top row of Fig. 5 it
may be seen that, without considering context, the top part
of the bus is mislabeled as ‘car’. The dependency map for a
neuron located in that region predicts high dependencies for
other neurons in different parts of the bus, which are easier
to recognize as such, and thus our method correctly labels
the problematic area as ‘bus’. Similarly, in the top row of
Fig. 6, part of the playing field is mislabeled as ‘grass’ in
the baseline-no result. Neurons in that area are assigned
a high dependency with the areas containing the players,
which helps our method to correctly label the area as ‘play-
ingfield’.
Figure 6. Qualitative results selected in COCO Stuff dataset. We place a yellow circle on a selected region where most pixels inside are
misclassified by the baseline-no method while are correctly classified by our method. The leftmost is the dependency mask corresponds to
the select region.
Table 4. Comparison with state-of-the-art methods on PASCAL
Context dataset.
Methods PPA CAA mIoU
CFM et al. [4] N/A N/A 31.5%
DeepLab et al. [3] N/A N/A 37.6%
ParseNet et al. [12] N/A N/A 40.4%
ConvPP-8s et al. [25] N/A N/A 41.0%
FCN-8s et al. [20] 67.5% 52.3% 39.1%
UoA-Context+CRF et al. [9] 71.5% 53.9% 43.3%
CRF-RNN et al. [31] N/A N/A 39.3%
DAG-RNN et al. [24] 72.7% 55.3% 42.6%
ours 72.8% 54.4% 42.0%
6. Conclusion
In this paper, we have presented a neuron-level selective
context aggregation module for scene segmentation. The
key idea is to augment local representation with global con-
Table 5. Comparison with state-of-the-art methods on COCO Stuff
dataset.
Methods PPA CAA mIoU
FCN et al. [2] 52.0% 34.4% 22.7%
DeepLab et al. [3] 57.8% 38.1% 26.9%
FCN-8s et al. [20] 60.4% 38.5% 27.2%
DAG-RNN et al. [24] 62.2% 42.3% 30.4%
ours 61.6% 42.5% 29.1%
text which is selectively aggregated at each neuron accord-
ing to its own dependencies, which are predicted on-the-fly
by an auxiliary network. The strength of our method stems
from that fact that the auxiliary network is jointly trained
with the main network without extra supervision. It learns
to predict appropriated dependency coefficients for different
pairs of neurons to selectively aggregate context by mini-
mizing the overall segmentation loss. This mechanism en-
ables data-driven inference of contextual dependencies, and
facilitates context-aware feature learning.
Adding global context to local representation does not
necessarily help in many cases. It mainly excels in harder
cases, where otherwise local context alone might fail. In
our current work, we learned general neuron dependencies.
In the future, we consider narrowing down and focusing
specifically on long-range dependencies, or possibly cross-
image dependencies, where we analyze more than a single
image in test time. We believe that learning dependency
for co-segmentation is a viable research direction to further
improve semantic segmentation capabilities.
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