Presence of feedback mechanisms, both positive and negative, in the gene regulation systems is generally appreciated. The present study proposes a diagrammatic representation of these phenomena that affords their exact formulation and reveals some new facts. Topology of feedback relationships is defined by diagram configuration and quantitative evaluation is afforded by analytical apparatus coming with the diagrams. In particular, criterion for occurrence of bistability and synergy of positive and negative feedback are described in exact manner using the concept of transmission functions associated with diagram edges. The approach is demonstrated on genetic regulatory system comprising two genes whose transcription is controlled by activator and repressor proteins mutually competing for binding to the same responsive element of the DNA.
Introduction
The concept of feedback between genes and their transcription/translation products (proteins) inherent in gene regulation is not a new one (e.g. [1] , to quote an early work). There has been an imposing expansion of this field in recent years, spilling over the borders of biology: creation of artificial gene networks to be inserted into biological organisms or to function as independent devices (e.g. [2, 3] ) or, reversing the roles, employing natural genetic * E-mail: srobar@ufe.cz machinery as part of a hybrid electronic/biological device, as described in [4] . The field benefited from parallel advancements in nonlinear dynamics and computing power as well as from approaches suggested by electronic circuits theory [5] . More generally, this development is one of the manifestations of the recent shift in molecular biology from the traditional focus on physical properties to information-processing aspects. The interactions among the members of the gene and protein populations within the confines of the cell can be represented by complex networks [6] [7] [8] . These facilitate study of the orchestrated contributions of a great number of components; the results are expressed in concepts of statistical nature (nodal degree distribution, clustering coefficient, etc.) that characterize the overall network architecture. On the other hand, network topology affords to identify relatively autonomous, relatively small, functional modules that may have specific biological significance and are amenable to analyses not feasible on the large networks, such as solution of reaction rate equations for concentrations of individual molecules involved in genetic regulatory mechanisms [9] . Recurrent motifs (patterns of interconnections) have been identified in the transcriptional regulation network of Escherichia coli [10] . The complex network then provides a general blueprint for assembling the individual pieces of the mosaic.
Feeling that the notion of feedback in this context offers room for more elaboration, in [11] we used a special kind of diagrammatic representation [12] to assist the analysis of a simple gene regulation system encompassing one gene and one product protein -transcription factor (TF) binding as a dimer to the gene's responsive element (RE). In addition to forming a homodimer, the TF must be phosphorylated in order to act as transcriptional activator in the process of its own synthesis. The phosphorylation rate plays the part of an external controlling variable and dependence of TF concentration on it exhibits, under suitable conditions, sigmoidal character leading to bistability. This behaviour was correlated with attributes of the feedback loop seen in the representative diagram.
In this paper, we want to apply the same version of diagrammatic analysis to a more complex gene regulation system, namely one involving besides the transcriptional activator also a transcriptional repressor encoded by its proper gene. Like the simpler system mentioned above, such a case was analyzed by Smolen, Baxter, and Byrne [13] and we start from the model equations derived in their study. In Section 2, the system is described; its diagrammatic portrait with the accompanying mathematical apparatus is presented in Section 3. Section 4 contains results of numerical evaluation of the model for selected sets of relevant parameters, as well as discussion. This is followed by conclusions in Section 5 and by the Appendix in which basic conventions and rules of the diagrammatic method employed are summarized for easy reference. Throughout this text, we distinguish between diagrams, as defined, with their accompanying mathematical apparatus, in the Appendix and networks of complex systems [6] , even though directed networks with a small number of nodes may look like such diagrams. It is not that the topological attributes of the two graph species were disjunctive, but one cannot imagine performing the kind of deterministic analysis that follows on a graph possessing number of nodes comparable with typical network of a complex system. Besides this quantitative disparity, the network nodes belong all to the same category (genes and TFs, or operons, in the context of transcriptional gene regulation), while there are no restrictions on the nature of individual quantities represented by vertices of the diagrams used in this article.
Gene regulation system encompassing both positive and negative feedback
The system consists of two genes encoding, respectively, transcriptional activator (indexed with 1) and repressor (indexed with 2) proteins which compete for binding to the responsive element (RE) of the DNA that controls function of the RNA polymerase associated with the genes (see Fig. 1 for the relevant detail of this arrangement). In order to be effective, the activator must be phosphory- lated and has to form a dimer, as pointed out by Keller [14] ; then it enhances production both of itself and of the repressor. Repressor inhibits transcription by occupying RE, thus preventing binding of the activator dimers. Employing a symbolism simplified in comparison with that used in [13] , let us denote, respectively, as 1 , 2 the activator and repressor concentrations, τ 1 and τ 2 their lifetimes (assuming first-order degradation kinetics), and as the low basal rate of activator synthesis in the absence of dimer. In studying the one-gene, one RE case [11] , we worked with what we called the effective dimer concentration = 2 /( 2 + K ), where was the activator concentration and K the dissociation constant of its dimer from the RE. For small values, this quantity is proportional to square of the monomer concentration, reflecting straightforward kinetics of dimer formation. For high values there is saturation. Following [13] in the present context we define dim = 2 1 2
with K 1 and K 2 the dissociation constants of activator and repressor from the RE. (It should be noted that 1 , 2 , , K 1 , and K 2 are construed as dimensionless quantities.) The rate equations for TF concentrations now read
Quantities 1 and 2 represent the maximum values of the respective TF synthesis rates. In what follows we will take 1 as the leading independent variable, proportional to the degree of activator dimer phosphorylation.
Representative diagram
We start with selecting quantities 1 , 1 , 2 , and as the leading variables of the model defined by Eqs. (1, 2), and (3). These will be assigned vertices of the diagram. We differentiate Eq. (1) and stationary versions of Eqs. (2) and (3) with respect to these variables; other quantities have the status of fixed parameters:
Next, preparing ground for diagrammatical representation, we express differentials of , 1 , and 2 explicitly and identify coefficients of the resulting expressions as transmission functions of diagram edges.
(Note that while variables are italicized, diagram vertices representing them are printed in roman.) The two transmission functions associated with (7) are Figure 2 . Diagrammatic representation of the genetic regulatory system encompassing two genes whose transcription is controlled by activator and repressor transcription factors. Incremental signal δ 1 enters the diagram at port k 1 , propagates along paths composed of forwardoriented edges and the output δ 1 is monitored at the port c 1 . See text for details.
expressions for transmission functions appearing in (8) and (9) follow immediately from (5) and (6) . Diagrammatic portrait of Eqs. (7, 8) , and (9) is shown in Fig. 2 . Change of the externally controlled quantity 1 , δ 1 , is construed as input; the signal propagates along suitably oriented paths and the output, . From Eqs. (7, 8) , and (9) follows for the transmission function of the whole diagram
Transmission functions of the feedback loops are
and
Inspection of Eq. (12) shows that shape of the 1 versus 1 dependence is largely determined by the sum (loop 1 ) + (loop 2 ); in particular if this quantity equals one, there is a singularity. Full meaning of this feature will be elucidated in the next section. The term 1 -(loop 2 ) in the numerator of the fraction on the right-hand side of (12) arises due to the fact that loop 2 does not contain the output vertex c 1 .
Results of numerical evaluation and discussion
Equation (12), complemented with expressions for transmission functions of diagram edges and loops, is of the generic type d /d = F ( ) and can hence be integrated e.g. by some version of Runge-Kutta routine to yield dependences of protein concentrations and transmission functions of the feedback loops on variable 1 representing external influences. Alternatively, the set of nonlinear equations containing (1) and stationary (d/d = 0) versions of (2) and (3), can be solved for 1 , 2 , and . From a number of cases evaluated, we have chosen two instances, epitomizing two qualitatively different modes of the versus 1 behaviour, namely monotonously increasing and sigmoidal. To facilitate comparison, in both cases the following set of parameter values was common: τ 1 = 1 min, τ 2 = 5 min, = 0.4 min −1 , K 1 = 10. Values of K 2 , the repressor constant of dissociation from RE, were varied. The rationale for choice of parameters values was discussed in [11] . Tightly bonded (K 2 = 0.2) repressor corresponds to monotonous versus 1 dependences, as shown in the upper panel of Fig. 3 . Lower panel presents, correlated, the versus 1 dependences. Concentrations of both activator and repressor exhibit a threshold phenomenon -they increase slowly at first; beyond certain value of 1 (near 9.6 min −1 in this case) there is a marked increase. Not surprisingly, transmission function of loop 1 , associated with the presence of activator, remains positive, whereas that of loop 2 , connected with repressor, is negative. The controlling function, (loop 1 ) + (loop 2 ), remains positive, indicating overall result of the synergy of the two feedback mechanisms. On the other hand, presence of loop 2 prevents the sum from achieving the critical value of unity (as is the case with (loop 1 )), which would lead to singularity in Eq. (12) . This is the well-known stabilizing effect of the negative feedback, in the absence of which, as in the case analyzed in [11] , only sigmoidal versus 1 characteristics would be observed. The case of weakly bonded (K 2 = 0.6) repressor is presented in Fig. 4 . Here there is a narrow interval of 1 values (near 1 = ) concentrations on the maximal activator transcription rate ( 1 ). Lower panel: 1 dependences of transmission functions of the feedback loops t(loop 1 ) and (llop 2 ) and of their sum. Indicated relatively low value of K 2 corresponds to repressor molecules tightly bonded to the gene promoter site (RE).
7.8) in which (loop 1 ) + (loop 2 ) ≥ 1 (supercritical case).
According to (12) , this leads to the sigmoidal character of versus 1 characteristics shown in the upper panel of Fig. 4 . The system behaves as a transcriptional switch with two steady-state solutions for protein concentrations pertaining to a given 1 value, with a third, thermodynamically inadmissible, solution lying in between for which d /d 1 < 0.
Expression on the right-hand side of (1) is, generically, a Hill function F ( ) of variable = 1 with coefficient = 2, reflecting the fact that activator binds as a dimer, using the helix-loop-helix domain or the leucine-zipper structure. Formation by TFs of homo-and heterodimers contributes an element of combinatorial diversity to transcriptional regulation, as a rich array of dimers, having distinct DNA-binding site preferences, can be formed from a restricted number of protein species. Inspection of Fig.  5 suggests additional reason for preferring dimeric form of TFs: the Hill function F 2 ( ), like that in Eq. (1), presents a better approximation to ideal unitary step switching characteristic (corresponding to Boolean logic) than function of the type F 1 ( ) that would apply if TFs were bound to RE as monomers. Quantity 1 was allocated the role of the prime mover and has been associated with the degree of activator dimer phosphorylation. This is determined by action of pro- tein kinases and phosphatases which, in turn, may be controlled by exogenous inputs to the signal transduction pathways. As an example, a simplified sequence of episodes might involve presentation of a signal at the cell surface, activation of a receptor, followed by the release of secondary messengers (e.g. Ca 2+ , cAMP ) which starts up protein kinase or a cascade of kinases which may move to the cell nucleus and activate there a CREB transcription factor. The latter contains a transactivation domain in which serine residue is phosphorylated and a basic leucine zipper which affords CREB dimerization and DNA binding. Protein phosphorylation, a versatile and reversible posttranslational modification, may represent transfer of additional energy to the molecule which is then capable of taking part in reactions with free energy deficit. It can also change protein's tertiary structure or subcellular localization, which can have important consequences for gene regulation processes. Transcriptional feedback loops have been identified in a number of genetic networks. Relatively early example is the λ-phage modeled by McAdams and Shapiro [15] . Its mode of comportment in the host Escherichia coli switches between lysogeny (prophage forming part of the host DNA) and lysis (actively propagating virus). The decision circuit underlying transitions between the two states contains two feedback loops involving proteins CI and Cro and promoters P RE and P RM . In other example, the budding yeast galactose signalling network has the capability to store information on past galactose exposures for many generations. It encompasses three nested feedback loops [16] : a positive loop mediated by cytoplasmic signal transducer Gal3p creates two stable expression states, second positive loop involving galactose trans-porter Gal2p increases the expression difference between these two states. The third feedback loop, through the inhibitor Gal80p, is negative (Gal80p represses the transcriptional activator Gal4p) and affords tuning of the memory persistence. As a final example, activator Pointed and repressor Tramtrack69, in Drosophila string gene, form a pair of antagonistic transcriptional regulators competing for binding sites, as described by Baonza et al. [17] .
The real picture of gene regulation is surely much more complicated than what may be captured in a simple model [18] . To restrict the number of variables, translation stage was not explicitly taken into account, neither were studied the stochastic aspects due to relatively small number of molecules involved in the studied processes. Phosphorylation and dimerization are not the only regulatory adjustments of transcription factors: covalent modifications such as ubiquitination or sumoylation may play an important role.
Conclusions
Genetic regulation model studied by Smolen, Baxter, and Byrne [13] , consisting of two genes encoding an antagonistic couple of transcription factors, was analyzed using diagrammatic representation. This afforded to endow the notion of feedback with exact topological (closed uniformly oriented paths in the diagram) and quantitative (transmission functions of diagram edges and paths) meaning. Behaviour of the system is controlled by the sum of transmission functions of the diagram loops representing positive and negative feedback mechanisms. Positive feedback can, if values of system parameters are favourable, lead to existence of two states admissible for a given value of the controlling variable, with low and high protein concentrations. Sum of the feedback loop transmission functions must in this case surpass the critical unity level. Negative feedback tends to oppose the tendency to bistability and acts as a homeostatic factor, suppressing the influence of both intracellular and environmental noise.
The dimeric form of attachment of TFs to responsive elements of DNA, besides conferring useful diversity to the regulation process, leads to a mode of behaviour closer to that of ideal Boolean switch than would be the case for monomeric form of binding.
Appendix
The usage of oriented multigraphs is not uncommon in various branches of science. The particular idiom we are using is described in [12] . The atomic element of the representation is diagram (a) in Fig. 6 ; it represents the 
