I. INTRODUCTION

A. Background on Drilling Operations
W HILE drilling an oil or gas well, pressure control is important for several reasons, but primarily for safety. The drilling system includes a drilling fluid (also called drilling mud) circulation system, which ensures the circulation of the drilling fluid down the wellbore through the drill pipe and then back to the surface via the annulus with minimal loss of drilling fluid under normal operational conditions. At the surface, the drilling fluid goes through a treatment system consisting of various stages, where the fluid will be treated and made ready to be pumped back into the well [1] . This treatment at the topside of the drilling platform consists of removal of rock cuttings, sand and wellbore fluids (oil and/or gas), a check of the drilling fluid's rheological properties and adding additives if necessary. This circulation system and the properties of the drilling fluid is crucial in controlling the pressure in the well. For a well that may be anywhere from 2000 [m] to 10 000 [m] long, the task of measuring and controlling the pressure can be a challenge. Typically, drilling operations in oil & gas wells have real-time data of the pressure in the well close to the drilling bit [2] . In addition, the pressure is monitored in the drilling fluid circulation system on the platform. However, the pressures of the formation being drilled are challenging to estimate and harder still to measure. Hence, good measurements of the volumetric flow going into and coming out of a well can be a good estimator for the pressure relationships in the wellbore. The pore pressure (P p ) is the pressure of the fluid in the formation, fracture pressure (P f ) is the pressure integrity of the formation, i.e. the pressure the formation can withstand before fracturing. The pressure of the wellbore (P b ) is limited by these for normal drilling operations. Should P b fall below P p formation fluids will flow into the well (influx). On the opposite side is P f limiting the maximum P b , as a fractured formation will cause loss of drilling fluids into the well and a loss of pressure control. By comparing the inflow to the return flow kick/loss situations may be detected and treated, this method is referred to as the delta flow method first proposed by [3] and further discussed by [4] - [6] . There are also other kick and loss detection methods as described in [7] requiring other measurements in addition to return flow, other sensors are hence necessary. As proposed in [8] , a downhole sensor may be able to detect changes in flow to indicate kick and loss situations. This solution although elegant, faces challenges due to high pressure, temperature and associated stresses in downhole equipment. These problems are circumvented by using delta flow method in open Venturi channels located on the topside of the drilling platforms.
A flow loop system for drilling fluid comprising an open channel with sieves for filtering out cuttings has been existing almost a century with very few modification in the sensors for monitoring the in-and outflows of drilling fluid from the drilling fluid tank after its flow downhole and back to the tank.
There has been a dire need for a monitoring system to supervise the in-and outflow of the drilling mud. The drilling mud flowing downhole is processed and at a lower temperature, whereas the drilling mud flowing back to the topside of the drilling platform, is hot and has cuttings and multiphase. Any intrusive and invasive assembly of modules in the drilling mud will not last long in such a hostile environment. Al-Naamany et al. [9] describe a laboratory arrangement for measuring liquid levels in the presence of emulsions and report some success in their efforts. This system described in [9] uses the measurement data in a feed forward neural network with good estimates of the heights involved in the laboratory scale bath used in the experiments. Such an assembly will not be possible due to the stipulations from the operators of drilling platforms and firms handling drilling mud. Ultrasonic wave propagation studies for drilling fluid characterization have been done previously with limited success, [10] . Intrusive ultrasonic instrumentation in the environment of drilling fluid is prone to many problems due to the presence of cuttings, vibration of the open channel, high temperatures etc. During offshore boring operations, the drilling mud returning to the open channel has temperatures in the range of 30-92
As there is no monitoring system currently, the operators prefer a system capable of functioning at least some of the time, giving process information. The current non-invasive design was designed to meet some of the specifications of the operators due to ease of handling of the non-invasive sensor system and the reduced maintenance costs. Any housing or stand as proposed in Al-Naamany et al. [9] will not survive the harsh and erosive flow in the drilling fluid loop. The operators came with the requirements of non-intrusive and non-invasive measurement system for monitoring the flow and rheological parameters of the drilling fluid. In addition, there are established procedures to limit emulsion and foam formation by using additives, commonly practised in the drilling industries.
The motivation for the current study is to have a monitoring system able to provide reliable data on the flow of drilling mud most of the time, even though such a system may malfunction at times, but not always. In fact, there have been efforts to use gamma radiation to monitor drilling fluid flow and some studies are still going on to test this modality, again in a nonintrusive and non-invasive manner, [11] .
A mechanistic volumetric flowrate model based on the fundamental Bernoulli equation is limited by the need for the tuning of correction factors, which among others depend on the drilling fluid density. However, experimental results show that the majority of these models are hampered in their performance due to changes in fluid density. Generalized models with densitometers synchronized to other sensors are possible, but in some applications as in the measurement of drilling fluid flow in the petroleum industry, density measurement is not a prevailing standard, due to costs associated with their procurement and maintenance.
B. Background on Fluid Flow Measurement
Multiphase flowmeters (MFM) are frequently found in the oil & gas industries involving different techniques [12] . In the oil & gas industries, three-phase flow of water, oil and gas is frequently encountered. In multiphase flow involving three phases, the fraction of each phase in addition to its flow rate is also needed. As noted in [12] MFM is a highly competitive area, where business interests may overshadow scientific interests, as reflected in the available literature. Nonetheless, there are several types of MFMs. In [13] a multimodal approach using capacitance and gamma-rays is presented. Capacitance and acoustic sensors are used in [14] to measure the threephase flow of oil, gas and water with discussions on their applicability to other industrial sectors. Additional information for users of multiphase flowmeters can be found in [15] .
Measurement of the volumetric flow rate of the return flow from an oil/gas well is especially challenging, as the multiphase drilling fluid also contains large amounts of abrasive rock cuttings, with very varying particle size distribution. Contrary to the applications mentioned above, a fractional determination of the different phases is not needed in this case. Selected flowmeters used in the oil and gas industries are described in detail in [4] - [6] and these include pump stroke counter, rotary pump speed counter, magnetic flow meter, ultrasonic Doppler flow meter and Coriolis mass flow meter for inflow. For return flow, the literature lists standard paddlemeter, ultrasonic level meter, prototype rolling float meter, magnetic flow meter and Venturi flow meter. Due to the challenges with measuring the return flow, the paddlemeter is still the industry standard [16] . As mentioned by Schafer [6] , this sensor only gives a qualitative measurement, and human interpretation is necessary. The delta flow method needs precise inputs of both inflow and return flow as discussed in [7] . Thus, there is a need for better volumetric flow meters for measuring the return flow. Artificial neural network (ANN) has earlier been used in flow estimation, [17] to estimate and interpolate velocity profiles. In another study related to multipath ultrasonic flow metering, a three-layer ANN was used with flow velocities on individual sound paths as inputs and the averaged flow velocity over the cross-section of the pipe as output. The estimated mean velocity with ANN had a measurement uncertainty of ±0.3% within Reynolds numbers from 3.25 × 10 3 to 3.25 × 10 5 without the use of any flow conditioner [18] . Another approach of enhancing multipath ultrasonic flow meter performance used genetic algorithm (GA) for optimizing the performance of the ANN used. The GAs were used in determining the ANN architecture, weights and biases in the ANN without getting stuck with local minimum [19] . Both methods indicated the versatility of using inferential soft sensing techniques to estimate volume flow velocities using time of flight (ToF). Indirect, or what is now known as soft sensing of volumetric flow rate estimation has been described by Godley [20] , based on ToF Doppler and cross correlation of echo signals from particles/bubbles in the flow. Yang et al. [21] describe in detail a system using a Parshall-flume. Furthermore, Lynnworth and Liu [22] describe different types of ultrasonic flow meters developed over the last 50 years. The current technologies based on ultrasonic flowmetering can yield accuracies close to 0.5% and in fiscal metering applications even down to 0.25%. The techniques based on ultrasonics are limited to closed circulation systems. Based on these earlier works, different methods of soft sensing of volumetric flow in open channels are presented. Additional information for users of ultrasonic flowmeters for oil, gas and oil with water droplets can be found in [15] .
The presented measurement strategies use transit times from arrays of transducers as well as density from Coriolis meters for estimating volume and mass flow velocities. Using ISO 4359:2013, [23] as the basis and their performances are compared starting from an array consisting of three ultrasonic transducers, another configuration using density from Coriolis meter as an additional input and finally a single ultrasonic transducer for estimating volume flow velocity in open channels.
Estimation of volumetric flow rate of the drilling fluid using the Delta Flow method can facilitate early detection of kick and loss in drilling operation. Through this non-invasive approach, the problems associated with the composition of the non-Newtonian drilling fluids and the inclusions in them are circumvented. Furthermore, the non-invasive approach will have no effect on the flow or pressure in the circulation system.
This study focuses on the use of Venturi constriction in an open channel to measure the return flow of circulating drilling fluid. For the study, a test flow loop is available at University College of Southeast Norway (USN), Porsgrunn Campus. Figure 3b shows that the Coriolis mass flow readings in the presence of excessive air bubbles are not reliable. Hence, it seems that Coriolis mass flow meter is not appropriate to use in the return flow section of the circulation loop while drilling. However, this has to be verified using more extensive tests.
II. MATERIALS AND METHODS
A. Test Flow Loop at USN
2) Mechanistic Flow Models Using Uniform Geometry
Open Channel: In 1889, Robert Manning presented a flow model for an uniform geometry open channel, which is given in Eq. 1, [24] .
where V is average velocity of the fluid, n Manning is a coefficient dependent on the roughness of the channel, R h is the hydraulic radius, and is the channel slope. The applications of these models are limited as they need proper tuning of the coefficients and are applicable only for Newtonian fluids [25] .
Other models for Newtonian fluids are discussed in [25] .
Burger et al. [26] , [27] have developed a model suitable for flow of non-Newtonian fluids in open channels with uniform cross-section. Other different flow models for non-Newtonian fluid flow through a uniform geometry open channel are discussed in [25] . In [27] , open channel flow models applicable for all types of non-Newtonian fluids (Bingham-plastic, powerlaw, or Herschel-Bulkley fluid) are presented. Eq. 2 and Eq. 3 are the models used to estimate average velocity of the fluid in laminar and turbulent flow respectively.
where,
where K is a constant dependent on the geometry of the open channel (for example: K is 17.6 for a trapezoidal channel, which is experimentally found in [28] ). τ w is average wall shear stress, τ y is yield stress, k is consistency index, n is flow index, ρ is density, c 1 and c 2 are empirical constants based on the geometry of the channel (for example: c 1 = 0.0851 and c 2 = −0.2655 for a trapezoidal channel, [28] ), and R H is Haldenwang's Reynolds number. The flow models given in Eq. 2 and Eq. 3 depend on the rheological properties of the fluid. In drilling fluid circulations, the returning fluids have different rheological properties in each circulation and it is a challenge to perform realtime rheology measurements. Hence, these models are not applicable for measuring the return volume or mass flow rates of drilling fluids.
3) Mechanistic Flow Models Using Open Channel With Venturi Constriction: The volumetric flow of an incompressible non-Newtonian fluid through an open channel with a Venturi constriction can be estimated using the fundamental Bernoulli equation defined by Eq. 5.
where P is fluid pressure, g is gravitational acceleration, α is kinetic energy correction factor, z is the elevation with respect to the datum, and the labels 1 and 2 represent the upstream and the throat sections respectively.
Two standard forms of the energy equations are used in the study. The first form is given in Eq. 6, which is derived by rearranging Eq. 5 and implementing continuity equation, [29] .
where Q v is volumetric flow rate, A is cross-sectional area, h is fluid level, and C d is the coefficient of discharge. This flow model estimates the volumetric flow based on the upstream and throat level measurements, henceforth referred to as upstreamthroat based model. The Bernoulli energy equation defined by Eq. 5 can be modified to specific energy equation as in Eq. 7.
where, E s is a specific energy. Implementing the concept of minimum specific energy at critical level (i.e. d E s /dh = 0 for h = h c ), the second standard form of the flow model as given by Eq. 8 is obtained. Detailed mathematical derivation is given in ISO-4359 [23] .
where C s is the shape coefficient, C v is the coefficient of velocity, and b is the bottom width of the channel. This flow model estimates the volumetric flow based on a single upstream level measurement, henceforth referred to as upstream based model. Figure 4 shows the estimations of these standard flow models based on the level measurements of Fluid-2. The estimations show that the problem of measuring the flow rates in the presence of excessive air bubbles is solved. Hence, these models are considered as standard flow models for the open channel with Venturi constriction. However, there are several limitations with these models. One of the main issues is tuning the kinetic energy correction factor (α) for different types of fluids. The correction factor is dependent on the flow regime (normally α = 1 for turbulent flow and α = 2 for laminar flow) and the flow regime is dependent on fluid rheology. Thus, the correction factor is different for different fluids and for different flow rates of the same fluid. In Figure 4 , the kinetic energy correction factor is tuned to α = 1.3 for this particular fluid.
In Figure 5 the mechanistic models are used to estimate flow rates of different fluids with α 1 = 1.3 and α 2 = 1. The estimates are accurate for fluids with low density and viscosity (Fluid-1 and Fluid-2), whereas the estimates are over-estimated for fluids with higher density and viscosity (Fluid-3 and Fluid-5). It is because the kinetic energy correction factor is tuned based on low-density fluid (Fluid-2). The variations in Mean Absolute Percentage Error (MAPE) for different fluids show that there is a need for proper tuning of kinetic energy correction factor. The turbulence in the flow profile reduces with increased density and viscosity. Hence, the correction factor should be chosen higher than 1.3 (closer to 2) for high density and high viscosity fluids.
4) Machine Learning Based Flow Models:
Due to the limitations in Coriolis mass flow meter and flow measurement systems and models presented above, this study focuses on machine learning models. In our previous study [30] , [31] , different machine learning models are developed to estimate the mass flow rate based on three ultrasonic level measurements in the open channel. The selection of three ultrasonic level sensors as inputs is based on loading weights plot in multivariate data analysis [30] . Further study showed that these mass flow models are limited to a single fluid, i.e. a data model based on single fluid is not generalized to other fluids. and a high density fluid needs low volumetric flow to have a same mass flow rate. Hence, the mass flow rate model based on level measurements is not generalized to different fluids.
One possible way to generalize mass flow rate model is by including density as another input variable along with three ultrasonic levels. Figure 7 shows the estimations of artificial neural network based generalized mass flow model with four different fluids (Fluid-1, Fluid-2, Fluid-3, and Fluid-5). MAPE calculated for each estimation show that the trained ANN mass flow model is highly accurate and can generalize different fluids.
It is possible to implement such a generalized mass flow model in the flow loop at USN, as the density of the fluid is measured using Coriolis mass flow meter. However, in current drilling operations most of the work is performed manually, including density measurement (done on samples taken from the flow loop). With the increase of autonomous solutions/operations in drilling, the need for real-time measurements will increase, but they are not standard yet [32] . Hence, the focus of this study is on developing new machine learning models (simple linear regression, polynomial linear regression, support vector regression, and artificial neural network) for estimating volumetric flow rates using a single upstream level measurement. The single upstream level is measured using LT-2 level sensor and the position of the sensor is shown in Figure 16a in Appendix C. Further details of all the proposed models are given in Appendix B.
III. RESULTS AND DISCUSSIONS
A. Data Pre-Processing
All the fluids are circulated in the test flow loop at USN. The reference volumetric flow rate and corresponding upstream level data are logged. Figure 8a shows the logged raw data. The ultrasonic level measurements have some random uncertainties in measurements. Therefore averaged values of upstream levels are computed for each volumetric flow rate. Figure 8b shows the averaged volumetric flow rates vs. averaged upstream levels for different fluids. This averaged data is used to train the machine learning models.
B. Performance Evaluation of Proposed Models
Four different types of machine learning models are used to fit the averaged data. Figure 9 shows the averaged data plot with fitted models using simple linear regression (SLR), polynomial linear regression (PLR), support vector regression (SVR), and artificial neural network (ANN).
The polynomial linear regression is of second degree. The SVR with radial basis function is used. The model hyperparameters of the SVR model are tuned based on the grid search method. The ANN model with two hidden neurons in one single layer is used. For comparison purposes, two different ANN models (one with three inputs → three ultrasonic level sensors; another with four inputs → three ultrasonic level sensors + density; for both ANN models output → mass flow rates) are trained. For learning ANN models, Bayesian regularization training algorithm available in MATLAB Neural Network Toolbox is used. Further details on all the proposed models are given in Appendix B. Figure 10 shows the performance of the proposed machine learning models used on the randomly varying experimental data of Fluid-5. Table II shows the comparison of the performance of different proposed models based on MAPE and Root Mean Squared Error (RMSE). All of the models are capable of estimating randomly varying volumetric flow rates. The SLR model has the largest error and the proposed ANN model has the lowest error in the estimations.
C. Extrapolating the Proposed Models to Higher Flow Rates
The results show that the proposed models are reliable to use for the considered flow range (3 − 7.5 [l/s]). But the objective of the study is to develop a generalized volumetric flow model that is reliable over a wide range. Based on an earlier paper [5] , a suitable flow meter should have the following features:
• an accuracy of 1.5 − 3 [l/s] for flow rates up to 75 [l/s] in normal drilling operational environment. Fig. 9 . The averaged data are fitted with the different models discussed in the paper. Models used given in the inset for flow rate vs. upstream level. • reliability and accuracy of measurements over the full range of flow. Therefore the proposed models should be tested by extrapolating to 75 [l/s]. To compare the extrapolation fittings of the proposed models, we need a standard reference. In this study, the standard upstream based model (defined by Eq. 8) is tuned for the averaged data values and considered as a reference for extrapolation. Figure 11 shows the tuning of kinetic energy correction factor of the upstream based flow model to fit the averaged data. Based on the RMSE calculation for each correction factor, the upstream based flow model with α = 1.4 fits the averaged data with minimum error. Figure 12 shows the comparison of the standard upstream based model with the proposed machine learning models in the wide range of flow. The volumetric flow estimates of the PLR model and the SVR model are very close to the estimates of the standard model. The volumetric flow estimates of the SLR model and the ANN model are limited to data range used in the study. Despite being the best model in the given data range, the ANN model cannot generalize the wide range. The calibration of a neural network with back propagation learning algorithm needs scaled data, which depends on the activation function used in the hidden neurons. In this work, sigmoid activation function is used in the hidden neurons. Therefore, for any upstream level below or above the data range, the ANN model will estimate minimum or maximum volumetric flow rates of the data range as shown in Figure 12d .
IV. CONCLUSIONS
In this study, different machine learning models are proposed to estimate volumetric flow rates using upstream level measurements in an open channel with Venturi constriction. These models are meant for the volumetric flow estimations of non-Newtonian drilling fluids while drilling an oil or gas well. In drilling operations, pressure control is important for several reasons, but primarily for safety. These models can be used to estimate return flow of drilling muds, which can be further used to monitor the pressure in the wellbore. To develop machine learning models, a test flow loop available at USN is used. Different types of non-Newtonian model-drilling fluids are circulated in the flow loop to generate data for training and validating models.
The study shows that the flow measurements using a standard Coriolis mass flow meter are not reliable in the presence of excessive air bubbles. Two different standard mechanistic flow models seem to overcome the effect of excessive air bubbles. But the need of tuning a kinetic energy correction factor for different flow conditions limits the reliability of these models. Machine learning models developed to estimate mass flow rates in our previous study appear to be reliable in any flow conditions but are limited to a single fluid. By using density as an additional input to the existing mass flow rate models, the models developed can be generalized for different fluids. However, the current study focuses on using generalized volumetric flow models based on single upstream level measurements. The proposed machine learning models (SLR, PLR, SVR, and ANN) are accurate and reliable in any flow conditions and for different types of fluids. The experimental study shows that all the proposed models are capable of tracking randomly varying setpoints. The ANN model gives the best estimations with MAPE of 2.05% and SLR model gives the worst estimations with MAPE of 4.76%. However, all the estimations are within the acceptable accuracy limits as needed for a new flow meter as given in [5] .
Based on the requirements given in [5] , a new flow meter should have a measuring range up to 75 [l/s]. Therefore, all the developed models are extended to cover the whole range of flow. As a reference, the upstream based mechanistic flow model with a tuned correction factor is used. The extrapolation results show that PLR and SVR models are capable of estimating wider range, whereas SLR and ANN models are limited to the range of training data.
As a possible way of further improvement of these models, ultrasonic level sensors can be replaced by radar level sensors for upstream level measurements. Experimental data show that the ultrasonic level measurements are affected by air bubbles present in a fluid. By reducing the random uncertainties in the level measurements, the accuracy in the flow estimations can be improved. The uncertainty analysis of ultrasonic level measurements and machine learning based flow estimations is performed in Appendix B-E. 
APPENDIX B MACHINE LEARNING MODELS
A. Simple Linear Regression Model
A simple linear regression model is of form given by (Eq. 9), where w 0 = −0.0041 and w 1 = 0.1082 for the data under the study.
B. Polynomial Linear Regression Model
A polynomial linear regression model is of form given by (Eq. 10), where w 0 = 0.001, w 1 = −0.0117 and w 2 = 0.7043 for the data under the study.
C. Support Vector Regression Model
A support vector regression model is of form given by (Eq. 11). k(X SV i , x) is a Mercer kernel and radial basis function is used as the kernel in this study. The values of hyperparamters (regularizing parameter (C) = 500, spread (σ ) = 0.7, and error tolerance () = 0.0001) are selected based on grid search method. The value of Lagrange multipliers depends on these hyperparameters. The detail mathematics on support vector regression is found in [33] .
D. Artificial Neural Network Model
In this study, the proposed artificial neural network consist of 2 hidden neurons as shown in Figure 13 . A sigmoid activation function is used in hidden neurons and a linear activation function is used in the output neuron. The neural network model is of form given by (Eq. 12), where w 20 = −1.28, w 21 = 1.60, w 30 The architecture of two different mass flow rate ANN models used in the study are shown in Figure 14 . The number of neurons in these networks are selected based on the grid search method with an objective of lowest mean squared error.
E. Uncertainty Analysis of Volume Flow Rate Estimates Based Fluid Height
For mathematical simplicity, the PLR model is chosen for uncertainty analysis. The systematic uncertainty of the ultrasonic level sensor used in this study is ±0.0025 [m] for measured distance of less than one meter [34] . As the proposed models for flow rate are based on single ultrasonic level measurement, the systematic uncertainty of the level sensor is propagated to the proposed PLR model based on Eq. 13 given in [29] .
where u represents systematic uncertainty. The differential term in Eq. 13 is computed by differentiating Eq. 10 with respect to level (i.e. 'x') and using an average value of level. Average level at 4 [l/s] is considered in this calculation (i.e. The random uncertainties are analysed based on box plots. Figure 15 shows the box plots of upstream ultrasonic level measurements and flow rate estimations of the PLR model at different flow rates. The box plots show that the uncertainty in the flow estimations is directly dependent on uncertainty of level measurements.
APPENDIX C GEOMETRY OF THE OPEN CHANNEL
The channel geometry of the open Venturi channel used in the study is shown in Figure 16 . The positions of three ultrasonic level sensors used in this study are shown in Figure 16a . For the standard flow models given in Section II-B.3, h 1 is measured using LT-2 level sensor and h 2 is measured using LT-3 level sensor. For the proposed single level based machine learning models, the level is measured using LT-2 in the position shown in Figure 16a .
