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The purpose of this paper is to develop conditions under which bounded 
perturbations of controllable systems remain controllable (or approximately 
controllable). This approach gives effective sufficient conditions for deter- 
mining the controllability of certain nonlinear systems. Our results are 
obtained by applying the sufficient conditions for controllability of nonlinear 
systems developed by the author in an earlier paper [l]. 
We consider nonlinear systems 
1 =f(t, x, u) (2 = dx/dt), (1) 
where f is a continuous function from I x En x Em, I = [to, t;] and E* 
is Euclidean r-space, into En. We say that system (1) is completely controllable 
if given any pair x0 , x1 E En there is a bounded measurable function u: I -+ Em 
such that the solution of 
Ji = f (4 x, u(t)), eJ = x0 (2) 
satisfies x(tl) = x1 . System (1) is said to be approximately controllable if 
given any pair x0, X, E En and any E > 0 there exists a bounded measurable 
function u: I -+ Em such that the solution of (2) satisfies 
I x(t1) - Xl I < E- 
The following result gives a class of nonlinear systems the controllability 
of which can be determined by reducing the system to a simpler system. For 
p > 0 let S,,(O) denote the closed ball in En or Em with radius p centered at 
the origin. 
THEOREM 1. Suppose that the function g is bounded on I x En x Em 
and that for suficiently large p 
k(ts S,(O)) + dtv ~3 So(O)) 
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is convex for (t, x) E I x E”. If the system 
k = A(t) x + h(t, u) (3) 
is completely controllable, then the system 
f == A(t) x + h(t, 24) + g(t, x, u) (4) 
is completely controllable. 
The following example demonstrates the application of Theorem 1 to the 
problem of determining the controllability of a nonlinear system. 
EXAMPLE. The system 
32 = t* sin(v) + tv 
j = et+’ cos(f2 - t) - t3z4 
i = [t/(1 + x?z*)] + etv 
is completely controllable on I = [0, 11. To see this note that the rows of 
the matrix function 
are linearly independent on I [2, Theorem 11. 
In order to prove Theorem 1 we use the following result. The relationship 
of this elementary result to other approaches used in controllability [2-51 
make it of interest in its own right. Let X(t) denote the fundamental matrix 
solution of 9 = A(t) x such that X(t,,) is the identity matrix. 
PROPOSITION 1. A necessary and sujkient condition for system (3) to be 
completely controllable is that for every p > 0 there exists p > 0 such that 
I X-l(t) h(t, S,(O)) dt > S,(O). I (5) 
Proof. In order to show necessity suppose system (3) is completely 
controllable and let p > 0 be given. Considering the transformation 
y = X-l(t) x it is easy to see that the system 
j = X-l(t) yt, u)
is completely controllable. Therefore if we let yr , yz ,..., yzn be the 2n 
BOUNDED PERTURBATIONS 223 
distinct points on the standard coordinate axes of En satisfying 1 yi j = 2p, 
then there exists bounded controllers ur ,..., ~a,, such that 
yi = j, X-l(t) h(t, ut(t)) dt 
for each i = I,..., 272. Let 
the convexity of s, X-l(t) K(t, S,(O)) dt [6, Theorem l] implies condition (5) 
is satisfied. 
For sufficiency let x0, x1 E En and take 
P > I x-v,) Xl - x0 I . 
For p > 0 given by condition (5) we have (cf. [6]) that there is a controller 
u: I+ S,(O) such that 
Xl = Jqt,) 
( 
x0 + St’ X-l(t) h(t, u(t)) dt . 
to 1 
The well known variation of constants formula shows that the proof of 
Proposition 1 is complete. 
Proof of Theorem 1. Let x0 , x1 E En be given, 
P = I -v~,) Jc, - *o I 
and 
p1 = sup{1 X-‘(t)g(t, x, u)(: (t, x, u) EI x E” x ZF}. 
Since system (3) is completely controllable Proposition 1 shows there exists 
a p > 0 such that if r = 2(p + pr(t, - to)) then 
I I X-l(t) h(t,/s,(0)) dt 1 S,(O). 
Letting yr ,..., yen be defined as in the proof of Proposition 1 except with 
) yi 1 = r, i = l,..., 272, we have that there exist control functions ui: I---f S,(O) 
such that 
yi = j-,X-l(t) h(t, q(t)) dt 
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for i = l,..., 2n. Since the convex hull of the set 
S~l(tl-tJ(Yi) ” Sq(t,-to)(Yj) 
intersects the set 
@l ,***9 X,)TEEn:IXlI+iXzI+~~~+IX,~~2p} 
nontrivially only if yi and yj lie on the same coordinate axis and since the 
following integral defines a convex set [6, Theorem I], we have that 
s -vt> (k(t, qo)) +g(t, -WY(t), qo))) fit 2 I, I 
for each continuous function y: I + En. Hence 
A-l(t,) x1 - x0 E 
s 
R(t, y(t)) dt 
I 
for each such y where 
w, 4 = -Wt) (44 Km + g(t, W) x, &(O))). 
Let M be sufficiently large that R(t, X) C S,(O) for all (t, X) E I x En and 
choose p > 0 so that B, # o (B, defined as in [ 11) and 
icZ< min ‘k 
I 
P 
I 2 ’ 2(t, - t,) * 
Hence [I, Theorem l] there exists an absolutely continuous function 
x: I + En such that 
i(t) E R(t, x(t)) a.e. on I, 
x(tJ = .I”() , and x(tJ = x-l(t,) Xl . 
Letting z(t) = X(t) x(t) we have that 
a(t) E A(t) z(t) + k(t, mu) + g(t, 4th &(O)) a.e. on I, 
.qtJ = x0 9 and z(tl) == x1 . 
Applying Filippov’s lemma [7, p. 781 completes the proof. 
The next result, which is of interest in applications, replaces the convexity 
condition of Theorem 1 by a Lipschitz condition. It follows from Eq. (6) 
(apply [I, Theorem 31 with c1 = l /I X(tl)l). 
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THEOREM 2. Suppose g is bounded on I x En x Eli1 and satisfies the 
Lipschitx condition 
with w E Ll(I). If system (3) is completely controllable, then system (4) is approx- 
imately controllable. 
Example. The system 
k = et ( sin’ y + cosa u t+1 +4 
j = t2 
( 
e-u2 
~ + tu) 2 + cos(y - x) 
is approximately controllable on [0, 11. 
Remarks. The results obtained in this paper for systems with 
k(t, u) = B(t) u form an addition to an earlier paper by the author [8]. There 
we considered the controllability of linear perturbations of linear control 
systems. 
Results similar to Theorems 1 and 2 are also valid for systems where k 
is of the form B(t, x) u provided the conditions developed by Davison and 
Kunze [9, Theorem l] are satisfied. One needs to note in this case that p 
can still be chosen independent of y [9, Eq. (9)]. 
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