Abstract-In this work a novel, automated process for determining an appropriate deep neural network architecture and weight initialization based on decision trees is presented. The method maps a collection of decision trees trained on the data into a collection of initialized neural networks, with the structure of the network determined by the structure of the tree. These models, referred to as "deep jointly-informed neural networks", demonstrate high predictive performance for a variety of datasets. Furthermore, the algorithm is readily cast into a Bayesian framework, resulting in accurate and scalable models that provide quantified uncertainties on predictions.
I. INTRODUCTION
D EEP neural networks are quickly becoming one of the most popular tools in machine learning due to their success at solving a wide range of problems-from language translation [1] , [2] to image recognition [3] - [5] to playing Atari [6] , [7] . Neural networks trained via supervised learning are capable of discovering subtle relationships between variables that make them well-suited for creating "surrogate" models for complex physical systems. Surrogate models approximate complicated response surfaces by interpolating between a set of sparse data that is typically expensive to acquire. The models provide a method for studying a continuum of designs rapidly, without resorting to costly computer simulations or experiments. Many machine learning algorithms can be used to create surrogates, but neural networks offer several distinct advantages: they are scalable to large volumes of high dimensional data, have low memory demands, and can be readily updated as new data becomes available.
Despite the flexibility of neural networks, the application of deep learning to studying physics-based problems has been slow to increase in popularity. In part, the limited use of neural networks by non-experts is due to the difficulty of training an accurate model. There are an infinite number of design options, including the activation function, learning rate, regularization methods, and the network architecture: the number of hidden layers and the number of neurons in each layer. Often, changes in these settings, particularly the network architecture, can yield wildly different results. Datasets of interest for physics-based systems are often from high dimensional design spaces that are under-sampled and represent complex, nonlinear processes. The choice of neural network architecture for such data can significantly impact the training efficiency and accuracy of the model, and there are few guidelines for determining appropriate settings that are robust across a multitude of problems.
In many cases, simpler machine learning algorithms can produce reasonably accurate surrogate models with less effort from the user. For example, decision tree-based algorithms, such as random forests or extremely randomized trees, have been successful at modeling a variety of physics-based datasets [8] - [10] . Tree-based models are robustly accurate and have few hyper-parameters that need to be tuned, making them convenient "black-box" algorithms. However, traditional trees are confined to on-axis splits, limiting the accuracy of the model, and the memory demands for storing an ensemble of trees can become quite high when handling complex data.
To create a "black box" neural network, the user-friendly features of tree-based models can be combined with the accuracy, flexibility, and scalability of deep neural networks. Several studies have explored the possibility of mapping decision trees and random forests to neural networks [11] - [15] . One particularly successful approach maps trees to equivalent twohidden-layer neural networks, with the number of neurons in each layer related to the number of leaves in the decision tree [11] , [14] . The mapping produces models that, after additional training, are often more accurate than the original decision tree. However, the networks can become quite large for highly nonlinear regression problems with complex decision trees, making subsequent training difficult for limited-size datasets.
While it is possible to fit any function with a sufficiently wide, shallow neural network [16] , studies suggest that deep networks often perform better than wide networks with a similar number of neurons [17] . Including more hidden layers allows for higher levels of interaction between parameters; thus deep networks can discover nonlinear relationships not discernible with only two hidden layers. Based on this observation, we propose a novel mapping from decision trees to deep neural networks. The mapping produces a network with a specific number of hidden layers, neurons per hidden layer, and a set of initial weights that reflect the decision tree structure. The neural network is subsequently trained using back-propagation to optimize predictive performance. The algorithm is called "deep jointly-informed neural networks", or DJINN, as the final neural network is informed by an underlying decision tree model and the standard training method of back-propagation.
In the following sections, the DJINN algorithm is outlined in detail and is compared to a variety of other neural network models for standard classification and regression datasets. The flexibility of DJINN is tested by applying the algorithm to a database of inertial confinement fusion (ICF) [18] , [19] simulations, which other machine learning algorithms have struggled to accurately model [20] . Finally, DJINN is extended into the Bayesian framework, and is used to produce a surrogate model that predicts the results of the ICF simulations with quantified uncertainty. The end result is a procedure for constructing accurate deep neural networks that are fast to train and require few user-specified hyper-parameters.
II. DEEP JOINTLY-INFORMED NEURAL NETWORKS
The DJINN algorithm overcomes the challenge of determining a suitable deep neural network architecture by leveraging the structure of decision trees trained on the data. The algorithm can be broken into 3 steps: constructing the ensemble of decision trees, mapping from trees to neural networks, and further training the neural networks. Below, each step in this process is outlined in detail.
A. Decision tree construction
The first step of the DJINN algorithm is the construction of the decision tree-based model. This can be a single decision tree that will result in a single neural network, or an ensemble of trees, such as random forests [8] , that will produce an ensemble of neural networks. The depth of the trees is limited to avoid the creation of excessively large neural networks; in practice a maximum branch depth of four to five layers has been sufficient to model complex datasets. The number of trees in an ensemble method is a design choice dependent upon the level of averaging desired.
B. Mapping decision trees to deep neural networks
The DJINN algorithm creates an appropriate initialization for deep neural network optimization by defining the architecture of the network based on the decision tree structure. The mapping is not intended to reproduce the decision tree, but instead takes the tree structure as guidance for the network architecture and weight initialization. The idea of the DJINN mapping is to initialize the minimum number of nonzero weights required to replicate splits in the decision tree.
While neural networks are initialized layer by layer, decision trees are typically stored by decision path. The paths begin at the top branch of the tree, and follow the left, and then the right, side of every decision until a leaf (prediction) is reached. The manner in which trees are stored makes them difficult to navigate according to depth, but simple to traverse recursively. When mapping from tree to neural network, it is easiest if the structure of the tree is known before initializing neural network weights, thus the decision paths are recursed through twice: first to determine the structure, then to initialize the weights.
The primary branch of the tree is defined as the l=0 level. The levels then increase from 1...D t where D t is the maximum tree depth. We define D b =D t -1 as the maximum branch depth, as the last layer of a decision tree contains only leaves. The resulting neural network has D t total layers: an input layer at l=0, D b -1 hidden layers, and an output layer. The output layer contains one neuron per label for multi-label classification, or a single neuron for standard regression problems. Multi-output regression is accommodated by performing the mapping on multi-output decision trees [21] , and including one neuron per target variable in the output layer.
Algorithm 1 outlines the process of initializing the DJINN model for a single tree. If an ensemble method is desired, a random forest or extremely randomized tree model can be used, and the mapping is repeated for each tree to create an ensemble of neural networks. For a max branch depth D b , there will be D b -1 hidden layers, an input layer, and an output layer in the neural network. Each hidden layer will have n(l) neurons, where
This "copies" the previous hidden layer and adds "new" neurons for each branch in the current level.
Input layer has N in neurons Output layer has 1 (regression) or N class (classification) neuron(s) 3: Initialize array elements to 0
This ensures input values are passed through hidden layers while they are needed 5: Recurse through decision paths of the tree:
For each node c in l: ·Define p as the neuron created by the parent branch If c = branch: A new neuron is added to hidden layer l according to Eq. 1
2 ) Classification: out = neuron for the class Regression: out = output neurons
The variance of the normal distribution used to initialize nonzero DJINN weights is 3/(n prev + n cur ), where n prev and n cur are the numbers of neurons in the previous and current hidden layers, respectively. Biases for each neuron are randomly sampled from the same distribution. This is a variant of the Xavier initializer [22] that is default in popular neural network packages [23] . The variance of the distribution is designed to keep the scale of the gradients roughly the same in all layers of a deep neural network. Weights that are used to pass input variables through the hidden layers are initialized to unity; this prevents the value of the input from being lost due to randomly selected small or negative weights that deactivate the neuron.
The process of mapping a decision tree into a deep neural network is illustrated with a simple example in Figure 1 . The numbered and colored paths recurse through the decision tree (left), and show the corresponding mapping to nonzero weights in the neural network (right). The result of this initialization is a sparsely connected neural network, where each hidden layer is passed the minimum information needed to replicate decision tree splits. Next, the weights are tuned to optimize predictive performance of the model.
C. Optimizing the neural networks
Once the trees have been mapped into initialized neural networks, subsequent tuning of the weights is carried out using back-propagation. For the examples presented in the following sections, the neural networks are trained using Google's deep learning software Tensorflow [24] . The activation function used at each hidden layer is the rectified linear unit (ReLu), which generally performs well for deep neural networks [25] , [26] and can exactly retain the values of neurons in previous hidden layers. The Adam optimizer [27] is used to minimize the cost function, which is the mean squared error (MSE) for regression, and cross-entropy with logits for classification [28] .
III. DJINN PERFORMANCE
The novelty of the DJINN algorithm is its ability to determine an appropriate architecture and weight initialization for a dataset, without needing to test various combinations of hidden layers and neurons per layer. The performance of DJINN is compared to three other neural networks. Two of the neural networks use the same architecture (the number of hidden layers and neurons per hidden layer) as DJINN, but with different weight initialization schemes: the Xavier variant described above, and random standard normal (mean zero, unit variance). The final model used in the comparison is a two hidden layer network built from the decision trees, as discussed in [11] . For each of these models, the biases are randomly sampled from the same normal distribution used to initialize the weights. The performance of the DJINN model is tested on standard regression and classification datasets: California housing prices [29] , Boston housing prices [30] , diabetes disease progression [31] , a compressed version of the MNIST digit classification dataset [32] , and the iris flower classification data [33] . DJINN is also tested on a novel database of inertial confinement nuclear fusion (ICF) implosion simulations [34] . The ICF data consist of approximately 45,000 points, Latin hypercube sampled from a 9D input space. The output of interest is the yield-the thermonuclear energy produced in the implosion. The yield response surface has proved challenging to fit with common machine learning algorithms [20] , as there are many nonlinear cliff-and peak-like features that are not well resolved by the data. A 300-tree random forest regressor has proved most successful to date, producing a model that has a mean prediction error of approximately 10%.
Each dataset is split into a training group consisting of 80% of the data, and a test set containing the remaining 20%. The training data are used to build a decision tree, which is then mapped to a neural network. The neural network is optimized on 80% of the training data and the cost function is evaluated with the remaining 20% at the end of each training epoch. At the end of optimization, several performance metrics are computed using the test dataset. For regression these metrics include MSE, mean absolute error, and explained variance; for classification they are accuracy, recall, and precision. This process is repeated for every tree in a ten-tree random forest, where each tree in the forest is built using a random subset of the total training dataset. The shuffling of data for each tree allows for potentially significant variations in individual tree structure.
For each dataset, the batch size, learning rate, and maximum branch depth are chosen such that the neural network performance is comparable to other standard machine learning algorithms [21] . The number of epochs is chosen such that the models appear to converge, but do not begin to over-fit. Hyperparameters and convergence are not rigorously optimized or enforced, but the settings are kept the same for each model in order to ensure fair comparison. The hyper-parameters used for each dataset are summarized in Table I.  Table II displays performance metrics for a few standard datasets and the ICF yield data. Each metric is averaged over the ten trees in the random forest. The MSE of the random forest model from which the networks are mapped are as follows: 0.57 for CA House, 0.75 for ICF yield, 24.5 for Boston, and 3932 for Diabetes. Note that for the CA House dataset, the inputs are scaled to have zero mean and unit variance; no pre-processing is performed on the other datasets. For classification, the accuracy of the random forest is 82.1 for Digits and 96.7 for Iris. The DJINN initialization outperforms common initialization schemes applied to neural networks of identical architecture in many performance metrics for each of the datasets. Xavier initialization is often second to DJINN; this is expected, as the non-zero DJINN weights are sampled from the same distribution as Xavier weights. However, the general superior performance of DJINN to Xavier suggests that the sparse initialization based on the decision tree structure is an improvement over dense initialization. Weights drawn from the standard normal distribution are often less accurate than the other techniques, which is typically observed when training networks with multiple hidden layers [12] , [22] . The performance of the two hidden layer neural network varies between datasets, often performing similarly to standard normal or Xavier weights.
To illustrate the convergence of each initialization scheme, Fig. 2 shows the test MSE for the ICF yield data, averaged over the ten models, as a function of training epoch. Convergence is reached by 300 epochs for each model. The DJINN initialization converges to the lowest MSE of approximately 0.05-a factor of two less than the MSE of the 300-tree random forest previously used to study the ICF data [20] . Furthermore, the DJINN model starts at a lower MSE than the other models, making it the best option for reaching a desired MSE in the smallest number of training epochs.
To illustrate how DJINN compares to the state-of-the-art neural networks, the algorithm is tested on the full collection of MNIST handwritten digits [35] . The database contains Fig. 2 . MSE of predictions for the ICF yield test dataset as a function of training epoch for several neural network schemes. The dashed line indicates the 300-tree random forest MSE, the previous "best" model for fitting the ICF yield data. DJINN starts at, and ultimately converges to, the lowest MSE of the considered models.
60,000 training and 10,000 testing 28x28 pixel images. The DJINN model is constructed with a maximum branch depth of 4, resulting in neural networks with three hidden layers of 786, 790, and 798 neurons per layer. The input layer contains the 784 pixel values, and the output layer has one neuron for each of the ten classes. The highest performing of an ensemble of five trees results in a test prediction accuracy of 98.87% after 20 training epochs with a batch size of 2000 images and a learning rate of 0.001; the average accuracy of the ensemble is 98.7%. DJINN can be compared to reported neural networks of similar size, that do not leverage data pre-processing techniques. The top-performing models include a two hidden layer network with 500 and 150 neurons per layer that achieves 97.05% accuracy [35] , and a pre-trained 4 hidden layer neural network followed by a k-nearest neighbors classifier that achieves 99% accuracy [36] . DJINN, which displays robust performance for a variety of datasets, is competitive with these state-of-the-art models designed specifically for the MNIST database. Furthermore, DJINN has the distinct advantage of automatically selecting an appropriate architecture and initial set of weights.
Finally, DJINN can be extended to multiple-output regression to predict several target variables simultaneously, using a single neural network. The DJINN mapping is performed on multi-output decision trees, which leverage correlations between output variables to create models that are faster to train, and often more accurate, than those with a single output [37] . The multiple-output capabilities are tested on a second database of 10,000 ICF simulations that span a fourdimensional design space [38] . There are four outputs of interest: the number of neutrons produced in the implosion (N), the ion temperature (T ion ), the areal density (ρR-the mass density times the radius of the fuel), and the bang time (BT-the time of maximum fusion energy production). Table III summarizes the performance of single-output DJINN models and a multi-output model which predicts all 4 variables simultaneously. The single and multi-output models have a maximum branch depth of 10, a learning rate of 0.003, and are trained for 500 epochs with a batch size of 400. The multi-output DJINN model performs similarly to the single-output model for T ion and BT, but has higher MSE and absolute error for the remaining outputs. While predicting multiple quantities with a single network comes at the potential cost of reduced accuracy compared to individual models, the multi-output model is able to fit the data with explained variance scores of above 0.97 for each output in one-third of the training time. Furthermore, the multi-output model is constrained to the same tree depth and learning rate of the single output models for comparison; optimizing the hyperparameters and increasing the maximum branch depth is expected to improve performance.
The initialization of DJINN is intended to mimic the process of decision-making that occurred in the tree from which it is mapped. It is interesting to examine how subsequent training of the neural network modifies the weights. Figure 3 illustrates the change in weights before and after training for Xavier and DJINN initialization for the iris dataset.
Some of the sparsity of the DJINN initialization is retained in the first two layers, but training heavily modifies the final set of weights. This is likely due to the nature of the backpropagation algorithm; the last layer of weights is adjusted first, reducing the error enough that fewer changes are needed in earlier layers. The Xavier model, which is initially fully connected, requires adjustments for all of the weights. In the future, weight and bias initialization based on the information contained in the decision tree-such as the threshold for decisions-will be explored. Utilization of this information could further reduce the weight adjustments required in early layers of the network, and thus significantly improve training efficiency.
IV. BAYESIAN-DJINN
There is a profound need for flexible machine learning models that provide uncertainty estimates on predictions. Gal and Ghahramani [7] recently demonstrated that sufficiently large neural networks trained with the common regularization technique, dropout, are approximations to Gaussian process models [39] . The method for extracting uncertainty information from neural networks requires dropout to be employed after every hidden layer of the network during the training and evaluation stages. Predictions from the dropout neural network are equivalent to samples from an approximation to a Gaussian process posterior distribution.
Dropout layers with a 5% dropout probability are added to the neural networks and tested on the ICF yield data. The models are compared to Bayesian additive regression trees (BART) [40] , a decision tree-based model that performs well on the ICF data. To compare the uncertainties in each model, the normalized sum of absolute errors is computed by the following equation:
where N data and N pred are the number of data points and predictions, respectively, Y j (x i ) is the jth prediction for the data point x i , and T i is the true value at point x i . This metric is large for models that are inaccurate and have wide distributions of predictions, and small for accurate models with low uncertainties. The normalized sum of absolute errors is 0.155 for DJINN, 0.165 for Xavier, 0.179 for standard normal, 0.223 for the two hidden layer neural network, and 0.328 for BART. Following the same trend as the non-Bayesian version, Bayesian-DJINN (B-DJINN) is more accurate than other initialization schemes, and displays more confidence in its predictions. Figure 4 compares the predictive distributions for B-DJINN and BART. The error bars indicate the 25th and 75th percentiles, and the colored points are located at the 50th percentile.
The distributions of predictions appear to reflect the model's knowledge of the response surface; B-DJINN displays low uncertainty for log(yield) between -2.5 and -0.5, where the data points have the highest density. The error bars are largest in regions of sparse data; this occurs at low values of yield and in the region between log(yield) of -0.5 and 1. The region of sparse data at moderate yield values is the "ignition cliff", a high gradient region in the response surface that marks the transition from implosions that fail, to those that ignite with extremely high gain. The database, which was Latin hypercube sampled, failed to adequately resolve this cliff, and the high prediction errors and uncertainties reflect the lack of data. At high yield (above 2 MJ) the response surface is smoothly varying, and B-DJINN accurately models this region.
The BART model has a higher mean error, even where the data are dense. The uncertainties follow a similar trend observed in B-DJINN: the model is most certain where data are dense, and becomes highly uncertain at very low yield and near the ignition cliff. Unlike B-DJINN, BART does not improve at high yields, but instead consistently under-predicts with large uncertainty.
Not only does B-DJINN produce more accurate and confident predictions, it is also requires less storage space than BART. A DJINN model built on a single decision tree results in a file approximately 88 KB in size; ten trees require 880 KB of storage space. BART [40] requires approximately 240 MB of storage space to save 1000 unique trees drawn from the posterior via Markov Chain Monte Carlo (MCMC) sampling. In the future, when the model is reloaded to make predictions at new data points, the predictions will only come from this discrete representation of the true posterior. In B-DJINN, the inclusion of dropout layers ensure random samples will be drawn from the posterior upon each evaluation of the network. Thus, better resolution of the predictive posterior can be achieved with significantly lighter memory demands.
V. CONCLUSIONS
The flexibility and powerful predictive capabilities of neural networks are combined with user-friendly decision tree models to create a scalable, easy to train, "deep jointlyinformed neural network" (DJINN). The DJINN algorithm maps a decision tree trained on a dataset to a neural network architecture with initialized weights that are subsequently tuned using back-propagation to optimize predictive accuracy. DJINN overcomes the common challenges of determining the number of hidden layers, the number of neurons per hidden layer, and the initial weights that are appropriate when building neural networks to model complex data. The new algorithm efficiently produces accurate deep neural networks for a variety of classification and regression datasets, outperforming other standard techniques on traditional and Bayesian problems. By combining the ease of use of decision trees with the predictive power of deep neural networks, DJINN is an attractive method for easily creating surrogate models of complex systems.
