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Abstract
We show that the quantum field theoretical formulation of the τ -
function theory has a geometrical interpretation within the classical
transformation theory of conjugate nets. In particular, we prove that
i) the partial charge transformations preserving the neutral sector are
Laplace transformations, ii) the basic vertex operators are Le´vy and
adjoint Le´vy transformations and iii) the diagonal soliton vertex op-
erators generate fundamental transformations. We also show that the
bilinear identity for the multicomponent Kadomtsev-Petviashvili hier-
archy becomes, through a generalized Miwa map, a bilinear identity
for the multidimensional quadrilateral lattice equations.
1
1 Introduction
The notion of τ -function is a cornerstone in the theory of integrable systems
since its discovery in 1976 by Hirota [17]. It allows us to reformulate many in-
tegrable equations as bilinear equations for τ -functions and provides suitable
methods for finding soliton solutions. In a series of papers [33], Sato, Jimbo
and Miwa introduced the concept of τ -function in the framework of quan-
tum field theory of free fermions in two-dimensional space-time. They were
motivated by the fact that certain limits of correlation functions of the two-
dimensional Ising model provide solutions of the Painleve´ III equation [20].
As a result, they revealed an unexpected link with the isomonodromonic
deformation theory of linear differential equations, a classical mathematical
subject started by Riemann in the last century and investigated by Sch-
lessinger [36], Fuchs [15] and Garnier [16] among others. Later on [22],
it was shown that the same quantum field theoretical formulation applies
equally well for describing the Kadomtsev-Petviashvili (KP) hierarchy and
its multicomponent extension in terms of b-c systems of ghosts fields. This
description turned out to be related with certain aspects of string theory as,
for example, the connection between bosonic string amplitudes and Hirota’s
difference equation [32, 30, 18]. Furthermore, the Grassmannian model [35]
of the τ -function theory is strongly related with the operator formalism
in string theory and conformal field theory [38, 2]. In this context, it is
worth mentioning that the Korteweg-de Vries hierachy (a reduction of KP)
has appeared in a non perturbative description of two-dimensional quantum
gravity [6].
On the other hand, the theory of conjugate nets [7, 3, 13] is a classical
subject in differential geometry developed by distinguished geometers of the
last century and the begining of the present one (Gauss, Lame´, Bonet, Cay-
ley, Bianchi, Darboux, Eisenhart . . . ). In particular, the transformation
theory of conjugate nets is a well established subject [13]. The orthogonal
reduction is strongly connected with the theory of quasilinear systems of
hydrodynamic type, which in the two-dimensional case includes the Euler
equations of an incompressible fluid. Riemann devoted part of his work to
the classification of these systems in terms of Riemann invariants, this was
extended to the multidimensional case by Tsarev [37] showing that the classi-
fication problem of Hamiltonian systems of hydrodynamic type is equivalent
to the study of orthogonal nets. Let us also mention that conjugate nets are
connected with the description of the three wave resonant interaction. The
discrete analogues of the conjugate nets, quadrilateral lattices, are central
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objects of the integrable discrete geometry which is developing nowadays
[10, 11]. Finally, Egoroff systems (a particular type of conjugate nets) have
recently found application in topological field theory; namely, in the reso-
lution of indescomposable Witten-Dickgraff-Verlinde-Verlinde associativity
equations [12].
The aim of this paper is to show that the basic operations associated with
the multicomponent KP theory have a distinguished geometric interpreta-
tion in terms of conjugate nets, their transformations and discretisations.
Thus, the quantum field theoretical scheme introduced by the Kyoto school
is strongly tyed up not only with monodromy problems and integrable sys-
tems but also with the developments that started last century in the arena
of classical differential geometry.
The layout of the paper is as follows, the first two sections have a intro-
ductory character: in §2, we introduce standard material on the quantum
field theory description of the multicomponent KP hierarchy (for an alter-
native approach see [21, 5]) and, in §3, the theory of conjugate nets and
its transformations, namely Laplace, Le´vy, adjoint Le´vy and fundamental
transformations. The next two sections, §4 and §5, contains the main results
of our paper. In §4 we show that:
1. The partial charge transformations preserving total charge, i. e. the
Schlessinger transformations, are Laplace transformations.
2. The basic vertex operators can be identified with the Le´vy and adjoint
Le´vy transformations.
3. The diagonal soliton vertex operator generates a fundamental trans-
formation.
In this manner a complete list of equivalences among the basic transforma-
tions of both schemes arises. We underline that these correspondences are
linked with a series of Fay identities for the τ function.
Finally, in §5, we extend the Miwa transformation to the multicomponent
case to obtain the quadrilateral lattice. Having this result, as we shall
exhibit, a natural geometrical interpretation.
3
2 b-c systems and τ functions
The b-c system of quantum fields, which appears as the system of ghost fields
in string theory, is constructed in terms of the anticommutation relations
{bi(z), cj(z
′)} = δijδ(z − z
′),
{bi(z), bj(z
′)} = {ci(z), cj(z
′)} = 0,
where bi(z) and ci(z), i = 1, . . . , N , are free charged fermion fields defined
on the unit circle S1, and δ(z − z′) is the Dirac distribution on S1.
The Clifford algebra generated by the b-c system admits a representation
in terms of bosonic variables. In this representation the fields act on the Fock
space F of complex-valued functions
τ =
∑
ℓ
τ(ℓ, t)λℓ,
with
ℓ := (ℓ1, . . . , ℓN ) ∈ Z
N ,
t := (t1, . . . , tN ) ∈ C
N ·∞, ti := (ti,1, ti,2, . . . ) ∈ C
∞,
λ := (λ1, . . . , λN ) ∈ C
N , λℓ := λℓ1
1
· · · λℓNN
The representation of the b-c generators takes the form [9]:
bi(z) := Xi(z)Si(z)
∏
j>i
Pj , ci(z) := X
∗
i (z)S
∗
i (z)
∏
j>i
Pj , i = 1, . . . , N,
where
Xi(z) := exp(ξ(x, ti))V
−
i (z), X
∗
i (z) := exp(−ξ(x, ti))V
+
i (z),
Si(z) := λiz
λi∂/∂λi , S∗i (z) :=
1
λi
z1−λi∂/∂λi ,
Pi(λ
ℓ) = (−1)ℓiλℓ.
Here we are denoting
ξ(z, ti) :=
∞∑
n=1
znti,n,
and V±i are operators defined by
V
±
i (z)f(t) := f(t± [1/z]ei), [1/z] :=
(
1
z
,
1
2z2
,
1
3z3
, . . .
)
,
4
being {ei}
N
i=1 the canonical generators of C
N .
Alternatively, the action of the b-c system can be formulated as
bi(z)τ(ℓ, t) := (−1)
∑
j>i ℓjzℓi−1 exp(ξ(z, ti))τ(ℓ− ei, t − [1/z] ei),
ci(z)τ(ℓ, t) := (−1)
∑
j>i ℓjz−ℓi exp(−ξ(z, ti))τ(ℓ+ ei, t+ [1/z] ei).
The Fock space decomposes into a direct sum of charge sectors
F =
⊕
q∈Z
Fq, Fq = {τ ∈ F : Qτ = qτ},
where the total charge operator Q :=
∑N
i=1Qi is the sum of N commuting
partial charges Qi = λi∂/∂λi, i = 1, . . . , N ; they correspond to the N
different flavours of fermions of the model.
The N -component KP hierarchy can be formulated as the following bi-
linear identity
B(τ ⊗ τ) = 0, τ ∈ F0, (1)
where
B :=
∫
S1
d z
z
N∑
i=1
bi(z)⊗ ci(z).
In terms of the components τ(ℓ, t) we have
∫
S1
d z
N∑
m=1
(−1)
∑
j>m ℓj+ℓ
′
j exp(ξ(z, tm − t
′
m))z
ℓm−ℓ′m−2
× τ(ℓ− em, t− [1/z] em)τ(ℓ
′ + em, t
′ + [1/z] em) = 0, (2)
for any t, t′ and ℓ, ℓ′ such that ℓ1 + · · · + ℓN − 1 = ℓ
′
1 + · · ·+ ℓ
′
N + 1 = 0.
Let us mention that, as it is well known, in the fermionic picture of the
τ -function one can define a vacuum in such a manner that the τ -function
becomes the vacuum expectation value of a suitable element of the Clifford
algebra, that evolves according to the time generator defined by certain
Hamiltonian H(t) [9].
It can be shown that
[Xi ⊗Xi,B] = [X
∗
i ⊗X
∗
i ,B] = 0;
i. e., for any solution τ of (1) the functions Xiτ and X
∗
i τ satisfy (1) as well.
Hence, the vertex operators Xi and X
∗
i , i = 1, . . . , N , constitute a set of
symmetries of (1).
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In our subsequent analysis we will fix a given ℓ and denote
τ(t) := τ(ℓ, t),
τij(t) := Sijτ(t) := τ(ℓ+ ei − ej , t).
Observe that the vectors αij = ei − ej are the roots of the AN−1 root
system, so that any linear combination of them with integer coefficients is a
point in the corresponding root lattice. The shift operators Sij along the root
lattice vectors αij correspond to the so called Schlessinger transformations
in monodromy theory [8, 19, 26] and satisfy the following relations
Sij ◦ Sji = id (3)
Sij ◦ Sjk = Sik, Sij ◦ Ski = Skj. (4)
This root lattice models all the possible transformations in the partial charges
that do not alter the neutral character of the asembly of fermions. Moreover,
Sij are obvious symmetries of (1).
The N × N matrix Baker function ψ and its adjoint ψ∗ can be defined
in terms of the τ function as
ψij(z, t) = εijz
δij−1
τij(t − [1/z] ej)
τ(t)
exp(ξ(z, tj)), (5)
ψ∗ij(z, t) = εjiz
δij−1 exp(−ξ(z, ti))
τij(t+ [1/z] ei)
τ(t)
,
where εij := sgn(j − i), j 6= i (εii := 1).
Observe that we have
ψ(z, t) := χ(z, t)ψ0(z, t),
ψ∗(z, t) := ψ0(z, t)
−1χ∗(z, t)
(6)
where ψ0(z, t) = diag(exp(ξ(z, t1)), . . . , exp(ξ(z, tN ))), and χ and χ
∗ are the
bare Baker functions with the following asymptotic expansion
χ(z) ∼ 1 + βz−1 +O(z−2), z →∞,
χ∗(z) ∼ 1− βz−1 +O(z−2), z →∞,
(7)
and the matrix β is given by
βii(t) := −
∂ ln τ(t)
∂ui
, i = 1, . . . , N,
βij(t) := εij
τij(t)
τ(t)
, i 6= j, i, j = 1, . . . , N,
(8)
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with uk := tk,1, k = 1, . . . , N .
Thus, by setting ℓ→ ℓ+ ei and ℓ
′ → ℓ− ej in (2) one obtains
∫
S1
d z ψ(z, t)ψ∗(z, t′) = 0 . (9)
The symmetry operators Xi and X
∗
i of (1) induce a corresponding action,
say Xi and X
∗
i , respectively, on Baker functions:
Xi(p)ψ(z, t) = [V
−
i (p)ψ(z, t)]
(
−
p
z
)Pi
,
X
∗
i (p)ψ(z, t) = [V
+
i (p)ψ(z, t)]
(
−
z
p
)Pi
.
Here Pi stands for the matrix with elements (Pi)jk = δijδik. Notice that in
order that V±i ψ(z, t) be convergent it is required that |p| > |z|.
Both bilinear identities (2) and (9) are useful for characterizing the N -
component KP hierarchy. In particular, (9) is suitable for formulating the
Grassmannian approach to the hierarchy [35], which in turn is very con-
venient in the derivation of the linear system of equations for the Baker
functions. Let us, for instance, outline this approach for the Baker function
ψ. To this end, we denote by W the set of N × N matrix functions ϕ(z)
such that: ∫
S1
d z ϕ(z)ψ∗(z, t′) = 0,
for all t′ in the definition domain of ψ∗. Under appropriate conditions the
set W belongs to an infinite-dimensional Grassmannian manifold [35]. From
(9) it follows that W is a left MN (C)-module, with MN (C) being the ring
of N ×N complex matrices. We shall use the standard notation Eij for the
linear basis in MN (C), and in particular Pi = Eii. As a consequence of (9)
and the form of the asymptotic expansion of ψ∗ as z →∞ one has that for
any t:
W =
⊕
n≥0
MN (C) · vn(t), vn(z, t) =
( N∑
k=1
∂
∂uk
)n
ψ(z, t). (10)
Notice that
vn(z) ∼ (z
n +O(zn−1))ψ0(z), z →∞. (11)
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Thus, the linear system for the N -component KP hierarchy results from the
decompositions of the time derivatives of ψ in terms vn, n = 0, . . . ,∞. In
particular, by decomposing Pi∂ψ/∂uk , i 6= k, one gets
∂ψi
∂uk
= βikψk, (12)
with
ψi := (ψi1, . . . , ψiN ).
Proceeding in a similar way for the adjoint Baker function we arrive to
∂ψ∗j
∂uk
= ψ∗kβkj, j 6= k, (13)
where
ψ∗i :=


ψ∗
1i
...
ψ∗Ni

 .
The compatibility of either (12) or (13) leads to the Darboux equations
for the β’s:
∂βij
∂uk
= βikβkj, i, j and k different. (14)
As for the bilinear identity (2), the evaluation of the residue at infinity
of the integrand provides the Hirota representation of the N -component KP
hierarchy. In particular,
τ
∂2τ
∂ui∂uj
−
∂τ
∂ui
∂τ
∂uj
− τijτji = 0, i 6= j, (15)
τ
∂τij
∂uk
− τij
∂τ
∂uk
− εijεikεkjτikτkj = 0, i, j and k different, (16)
being (16) the Hirota form of the above Darboux equations.
By setting ℓ→ ℓ+ ei and ℓ
′ → ℓ+ ek − el − ej in (2) we obtain
εijεklτ Sik(τjl) + εilεjkτikτjl − εikεjlτilτjk = 0 , i, j, k and l different.
(17)
This relation, which can be found in [21], is just a Fay trisecant formula for
theta functions on Riemann surfaces [28].
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3 Conjugate nets and quadrilateral latices
The Darboux equations (14) for the so called rotation coefficients βij charac-
terize N -dimensional submanifolds of RM , N ≤M , parametrized by conju-
gate coordinate systems (multiconjugate nets) [7], and are the compatibility
conditions of the following linear system
∂Xj
∂ui
= βjiXi, i, j = 1, . . . , N, i 6= j, (18)
involving M -dimensional vectors Xi, tangent to the coordinate lines. The
so called Lame´ coefficients Hi satisfy
∂Hj
∂ui
= βijHi, i, j = 1, . . . , N, i 6= j,
in terms of which the points x of the net are found by integrating the
following equation
∂x
∂ui
=XiHi, i = 1, . . . , N.
Thus, given the Baker function ψ, one can construct conjugate nets with
β’s as appearing in (7) and with the tangent vectors X i being the rows of
the matrix
X(t) =
∫
S1
d z ψ(z, t)f(z), (19)
for some distribution matrix f(z) ∈ MN×M (C). Given the adjoint Baker
function ψ∗, the Lame´ coefficients are given by the entries of the row matrix
H(t) =
∫
S1
d z g(z)ψ∗(z, t), i = 1, · · · , N, (20)
for some distribution row matrix g(z) ∈ CN .
Therefore we arrive to the following
Proposition 1 The solutions of the N-component KP hierarchy describe N
dimensional conjugate nets with coordinates ui = ti,1, i = 1, . . . , N , while
the remaning times ti,k, for k > 1, describe integrable iso-conjugate defor-
mations of the nets.
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In particular, for N = 2, the Davey-Stewartson hierarchy describes the
iso-conjugate deformations of two dimensional conjugate nets [23].
Transformations of conjugate nets have been extensively studied in the
literature [13] and the most convenient way to characterize them is through
the notion of congruences of lines. The basic transformations of conjugate
nets are listed below.
(i) The Laplace transformation Lij(x), i 6= j, of a conjugate net x is
the j-th focal net of the i- th tangent congruence of x [7]; in simple terms
it means that the line tangent to the i-th coordinate line at a point x of
the net is tangent to the j-th coordinate line of the transformed net at the
corresponding point Lij(x) (see Figure 1).
It turns out [7, 11] that the position points of the transformed net are
given by
Lij(x) = x−
Hj
βij
X i.
The corresponding transformation for the rotation coefficients βij are [14]
Lij(βij) = βij
(
βijβji −
∂2 log βij
∂ui∂uj
)
, (21)
Lij(βji) =
1
βij
, (22)
Lij(βki) =
βkj
βij
, (23)
Lij(βjk) = −
βik
βij
, (24)
Lij(βik) = −βij
∂
∂ui
(
βik
βij
)
, (25)
Lij(βkj) = βij
∂
∂uj
(
βkj
βij
)
, (26)
Lij(βkl) = βkl −
βkjβil
βij
, (27)
where all the indices, i, j, k and l, are different. It can be also shown that
the Laplace transformations satisfy the following relations [14]
Lij ◦ Lji = Lji ◦ Lij = id, (28)
Lij ◦ Ljk = Lik, Lij ◦ Lki = Lkj. (29)
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We finally recall that the Laplace transformation Lij of a 2-dimensional
conjugate net provides the geometric meaning [7] of the 2-dimensional Toda
system. In fact, interpreting in equations (22) and (28) the operator Lij as
translation in the discrete variable n, we obtain
∂2 log βij(n)
∂ui∂uj
=
βij(n)
βij(n− 1)
−
βij(n+ 1)
βij(n)
.
(ii) The Le´vy transformation Li(x) of a conjugate net x is a net conjugate
to the i-th tangent congruence [13]; i. e., the lines 〈x,Li(x)〉 are tangent to
i-th coordinate lines at x (see Figure 2).
The position points of the new net are given by [13, 11]
Li(x) = x−
Ω[ζ,H]
ζi
Xi, (30)
where ζk, k = 1, · · · , N , is a solution of the linear system (12), and Ω[ζ,H]
is a solution of the equations
∂Ω
∂uk
= ζkHk, k = 1, . . . , N.
The corresponding transformations for the tangent vectors X i are [24]
Li(X i) = −
∂X i
∂ui
+
1
ζi
∂ζi
∂ui
Xi,
Li(Xk) =Xk −
ζk
ζi
Xi, k 6= i, k = 1, . . . , N.
(31)
(iii) The adjoint Le´vy transformation L∗i (x) of a conjugate net x is the i-th
focal net of a congruence conjugate to x [13]; i. e., the lines 〈x,L∗i (x)〉 are
tangent to the i-th coordinate lines of the new net. The position points of
the new net are given by [13, 11]
L∗i (x) = x−
Ω[X , ζ∗]
ζ∗i
Hi,
where ζ∗k , k = 1, · · · , N , is a solution to the adjoint linear system (13) and
Ω[X, ζ∗] is a solution of the equations
∂Ω
∂uk
=Xkζ
∗
k , k = 1, · · · , N.
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The corresponding transformations for the tangent vectors X i are [24]
L∗i (Xi) = −
Ω[X , ζ∗]
ζ∗i
,
L∗i (Xk) =Xk − βki
Ω[X, ζ∗]
ζ∗i
, k 6= i, k = 1, . . . , N.
(32)
(iv) The fundamental transformation F(x) of a conjugate net x shares with
x the same conjugate congruence; i. e., the lines 〈x,F(x)〉 intersect both
nets along the coordinate lines. It can be viewed as the composition of
Le´vy and adjoint Le´vy transformations Fi = Li ◦ L
∗
i . The fundamental
transformation is given by [13]
Fi(x) = x−Ω[X, ζ
∗]
Ω[ζ,H]
Ω[ζ, ζ∗]
;
here Ω[ζ, ζ∗] is a solution of
∂Ω
∂uk
= ζkζ
∗
k , k = 1, . . . , N.
The corresponding transformations for the tangent vectors X i are [24]
Fi(Xj) =Xj −
Ω[X , ζ∗]
Ω[ζ, ζ∗]
ζj , j = 1, . . . , N. (33)
We first remark that Le´vy, adjoint Le´vy and Laplace transformations are
limiting cases of the fundamental transformation, in which one of the two
nets (or both nets) conjugate to the congruence of the transformation are
focal nets of the congruence [11].
We also remark that, from Proposition 1, these transformations map
solutions of the multicomponent KP hierarchy into new solutions and, in this
context, they were recently investigated in [31], under the collective name of
“Darboux transformations”, commonly used in the soliton community [29,
24].
It is a common belief that Darboux-type transformations of integrable
partial differential equations generate their natural integrable discrete ver-
sions [27]. Furthermore, if the original partial differential equation has a
geometric meaning, the Darboux-type transformations provide the natural
discretization of the corresponding geometric notions [4, 25, 11]. For exam-
ple, if we consider a conjugate net x and two fundamental transformations
F1(x) and F2(x) of it, the points
{x,F1(x),F2(x),F1(F2(x))}
12
are coplanar [13]. It turns out that a lattice
x :ZN→RM
n 7→x(n),
N ≤ M , whose elementary quadrilaterals are planar (i. e., a quadrilateral
lattice) is the correct discrete analogue of a conjugate net [34, 10]. The pla-
narity condition can be expressed by the following linear equation (compare
with (18))
∆jXi = (TjQij)Xj , i, j = 1, . . . , N, i 6= j,
being its compatibility conditions
∆kQij = (TkQik)Qkj , i, j and k different, (34)
the discrete analogue of the Darboux equations (14). The points x of the
lattice can be found by means of discrete integration of
∆ix = (TiHi)Xi, i = 1, . . . , N,
where Hi are solutions of equations
∆iHj = QijTiHi, i, j = 1, . . . , N, i 6= j.
In the above formulas, Ti is the translation operator in the discrete variable
ni:
Tif(n1, . . . , ni, . . . , nN ) = f(n1, . . . , ni + 1, . . . , nN ),
and ∆i = Ti − 1 is the corresponding partial difference operator.
4 Vertex operators as classical transformations of
conjugate nets
In this Section we show how the basic vertex operators associated with the
multicomponent KP hierarchy have a natural geometrical interpretation as
the classical transformations of conjugate nets.
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4.1 Identification between partial charge transformations in
the zero charge sector and Laplace transformations
We first notice that the algebraic relations (28)-(29) between the Laplace
transformations are the same as those satisfied by the AN−1 root lattice
operators shifts (the Schlessinger transformations) Sij (3)-(4). In fact, both
transformations can be identified as stated in the following:
Proposition 2 The root lattice shift Sij in the direction αij is the compo-
sition of the Laplace transformation Lij with a trivial scaling symmetry of
the Darboux equations.
Proof: Let us examine the Laplace transformation at the light of τ -
functions, by recalling the definition of the rotation coefficients (8). Starting
from (21) we obtain Lijβij = −εijβij∂
2 log τij/∂ui∂uj , where we have used
(15) in the form τ2∂2 log τ/∂ui∂uj = τijτji. If in the previous identity we
apply Sij we get τ
2
ij∂
2 log τij/∂ui∂uj = (Sijτij)τ , so that
Lijβij = −Sijβij .
For the next three equations (22)-(24) the following identifications triv-
ially hold
Lijβji = −Sijβji,
Lijβki = εkiεkjεijSijβki,
Lijβjk = εkiεkjεjiSijβjk.
The next two equations (25) and (26) derive from equation (16) once the
shifts S are applied properly; namely, we have the identities:
τik
∂τij
∂ui
− τij
∂τik
∂ui
= εkjεkiεijτSikτij ,
τkj
∂τij
∂uj
− τij
∂τkj
∂uj
= εkjεkiεijτSkjτij,
from where it follows
Lijβik = εkiεkjεijSijβik,
Lijβkj = εkiεkjεjiSijβkj .
Finally, (17) leads to
Lijβkl = εkiεkjεliεljSijβkl.
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These results can be resumed as
ak
al
Sijβkl = Lijβkl, k, l = 1, . . . , N, k 6= l,
where:
ak = εkiεkj.
At this point we must remark that the Darboux equations have the
following scaling symmetry βij → aj/ai βij that comes from the freedom
in the choice of the Lame´ coefficients Hi → aiHi, where ai = ai(ui), i =
1, . . . , N , are functions of ui only. ✷
Thus, a τ -function of the multicomponent KP hierarchy describes not
only the integrable deformations of a single conjugate net but also all its
Laplace transforms.
4.2 Vertex operators Xi and X
∗
i as Le´vy transformations
Now we consider the action of the basic vertex operators at the level of
Baker functions. In the next proposition we identify the action of the vertex
operator Xi(p) with the the classical Le´vy transformation:
Proposition 3 Given tangent vectors Xj, i = j, . . . ,M , associated with
the Baker function ψ(z, t) as prescribed in (19), then
Li(Xj) = p
δijV
−
i (p)(Xj),
where Li stands for the Le´vy transformation with data ζj :=
dn ψji
d zn
(p),
j = 1, . . . ,M , where n ≥ 0 is the order of the first non-zero z-derivative of
the i-th column of ψ at p.
Proof: Firstly, we observe that the following asymptotic expansion holds:
V
−
i (p)ψ(z, t) =
[
V
−
i (p)χ(z, t)
](
1−
z
p
Pi
)
ψ0(z, t) (35)
=
[
−
z
p
Pi + 1−
1
p
V
−
i (βPi) +O
(1
z
)]
ψ0(z, t),
which can be compared with
∂ψ
∂ui
=
[
zPi + βPi +O(
1
z
)]
ψ0(z, t).
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Thus, as both V−i (p)ψ and ∂ψ/∂ui belong to the Grassmannian element W
and taking into account (10) and (11) we deduce
V
−
i (p)ψ = −
1
p
∂ψ
∂ui
+
(
1−
1
p
(V−i (p)− 1)βPi
)
ψ. (36)
Moreover, by using the matrix form of equations (14)
Pj
∂ψ
∂ui
= PjβPiψ, i 6= j,
one gets
∂ψ
∂ui
= Pi
∂ψ
∂ui
+
∑
j 6=i
PjβPiψ = Pi
∂ψ
∂ui
+ (βPi − PiβPi)ψ.
Hence (36) becomes
V
−
i (p)ψ = ψ −
1
p
Pi
∂ψ
∂ui
+
1
p
PiβPiψ −
1
p
(V−i (p)βPi)ψ,
or equivalently
PjV
−
i (p)ψ = Pjψ −
1
p
(V−i (p)βjiEji)ψ, i 6= j, (37)
and
PiV
−
i (p)ψ = −
1
p
Pi
∂ψ
∂ui
+ f(t)Piψ, (38)
where
f(t) := 1 +
1
p
(1− V−i (p))βii.
From (35) we notice that V−i (p)ψ(p, t)Pi = 0, so that by setting z = p
in (37) and (38) we conclude
1
p
(V−i (p)βji)(t) =
ζj(t)
ζi(t)
,
f(t) =
1
p
∂ log ζi
∂ui
(p, t),
where
ζj(t) :=
dn ψji
d zn
(p, t). (39)
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Therefore, we may rewrite (37) and (38) as
(V−i (p)ψj)(z, t) := ψj(z, t)−
ζj(t)
ζi(t)
ψi(z, t), j 6= i
(V−i (p)ψi)(z, t) := −
1
p
∂ψi
∂ui
(z, t) +
1
p
∂ log ζi
∂ui
(t)ψi(z, t).
(40)
The rows of ψ and V−i (p)ψ provide tangent vectors for conjugate nets, so
that by comparing (40) with (31) we obtain
Li(ψj) = p
δijV
−
i (ψj).
Hence, from (19) we get the desired result. ✷
Now we identify the vertex operator X∗i (p) with the adjoint Le´vy trans-
formation
Proposition 4 Given tangent vectors Xj , j = 1, . . . ,M , associated with
the Baker function as prescribed in (19), then
L∗i (Xj) =
1
pδij
V
+
i (Xj),
where L∗i stands for the adjoint Le´vy transformation with data
ζ∗j (t) =
dm ψ∗ij
d zm
(p, t), j = 1, . . . ,M,
with m being the order of the first non-vanishing z-derivative of the i-th row
of ψ∗ at z = p, and potential
Ω = −
1
p
[V+i (p)ψi]ζ
∗
i .
Proof: On the one hand, setting t′ = t− [1/p]ei in the bilinear identity (9)
one gets
(1− Pi)V
−
i (p)β − β(1− Pi) + pPi − pχ(p, t)PiV
−
i (p)χ
∗(p, t) = 0,
which implies
βji(t) = p
[
V
+
i (p)χji(p, t)
]
χ∗ii(p, t),
βij(t) = −p
[
V
−
i (p)χ
∗
ij(p, t)
]
χii(p, t),
χ∗ii(p, t)V
+
i (p)χii(p, t) = 1.
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for j = 1, . . . , N and i 6= j; hence,
[V+i (p)ψji](p, t)
[V+i (p)ψii](p, t)
= lim
z→p
[V+i (p)ψji](z, t)
[V+i (p)ψii](z, t)
=
[V+i (p)χji](p, t)
[V+i (p)χii](p, t)
=
βji(t)χ
∗
ii(p, t)
pχ∗ii(p, t)
=
1
p
βji(t),
[V−i (p)ψ
∗
ij ](p, t)
[V−i (p)ψ
∗
ii](p, t)
= lim
z→p
[V−i (p)ψ
∗
ij ](z, t)
[V−i (p)ψ
∗
ii](z, t)
=
[V−i (p)χ
∗
ij ](p, t)
[V−i (p)χ
∗
ii](p, t)
= −
βij(t)χii(p, t)
pχii(p, t)
= −
1
p
βij(t),
∂ logV+i (p)ψii
∂ui
(p, t) = lim
z→p
∂ logV+i (p)ψii
∂ui
(z, t) = −
∂ logψ∗ii
∂ui
(p, t),
for j = 1, . . . , N and i 6= j. By using l’Hoˆpital rule with ζj(t) :=
dn ψji
d zn
(p, t)
and ζ∗j (t) :=
dn ψ∗ij
d zm
(p, t), where n andm are the orders of first non-vanishing
derivatives of the z-derivatives of the i-th column of ψ and i-th row of ψ∗,
respectively, we get the identities:
V
+
i (p)ζj
V
+
i (p)ζi
=
1
p
βji,
V
−
i (p)ζ
∗
j
V
−
i (p)ζ
∗
i
= −
1
p
βij , (41)
∂ logV+i (p)ζi
∂ui
= −
∂ log ζ∗i
∂ui
with j = 1, . . . , N and i 6= j.
On the other hand, from (40) it follows that
ψj = V
+
i (p)ψj −
V
+
i (p)ζj
V
+
i (p)ζi
V
+
i (p)ψi, j 6= i,
ψi = −
1
p
∂V+i (p)ψi
∂ui
+
1
p
∂ logV+i (p)ζi
∂ui
V
+
i (p)ψi.
Therefore, these relations become
ψj = V
+
i (p)ψj −
1
p
βjiV
+
i (p)ψi, j 6= i,
ψi = −
1
p
1
ζ∗i
∂ζ∗i V
+
i (p)ψi
∂ui
.
(42)
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In order to identify them with the Le´vy transformations it is required to
introduce the potential
Ω := −
1
p
[V+i (p)ψi]ζ
∗
i .
The second equation in (42) can be written as
∂Ω
∂ui
= ψiζ
∗
i ; now, we proceed
to identify the other partial derivatives:
−p
∂Ω
∂uj
== [V+i (p)βij ][V
+
i (p)ψj]ζ
∗
i + βji[V
+
i (p)ψi]ζ
∗
j
= −p[V+i (p)ψj]ζ
∗
j − p
(
ψj − V
+
i (p)ψj)ζ
∗
j
= −pψjζ
∗
j , j 6= i.
where we have used equations (41) and (42). Thus, we deduce that Ω is
characterized up to a constant vector by
∂Ω
∂uj
= ψjζ
∗
j , j = 1, . . . , N.
With the aid of Ω we express (42) as
V
+
i (p)ψj = ψj − βji
Ω
ζ∗i
, j 6= i,
V
+
i (p)ψi = −p
Ω
ζ∗i
.
Therefore, by comparing with (32) we have
L∗i (ψj) =
1
pδij
V
+
i (p)(ψj),
where L∗i stands for the adjoint Le´vy transformation with data ζ
∗
j . ✷
Remarks:
1. For the one component KP hierarchy our results for the Le´vy trans-
formations reduces to those in [1] for the Darboux transformations.
2. Notice that we might consider integer powers of the vertex operators
V
−
i (p), say V
−
i (p)
ni , that models the shift f(t) → f(t − ni[1/p]ei).
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From our Proposition 3 is clear that it can be thought as a sequence
of Le´vy transformations, that we will use in §5. However, we stress
that, even when the initial Baker function ψ does not vanish at p, its
transformed function does; hence, we should take its z-derivative at p
to get the new transformation data. Thus, the sequence is defined in
terms of the truncated jet of the initial Baker function:
{
ψji(p, t),
dψji
d z
(p, t), . . . ,
dni−1 ψji
d zni−1
(p, t)
}
.
3. In matrix terms the above propositions can be resumed as
Li(ψ) = p
Pi [Xi(p)ψ]
(
−
z
p
)Pi
,
L∗i (ψ) =
(1
p
)Pi
[X∗i (p)ψ]
(
−
p
z
)Pi
.
4. We notice that the correspondences provided by the last two proposi-
tions, derived from the bilinear equation for Baker functions, are direct
consequences, when i 6= j, of Fay identities for the τ -function. Namely,
for the Le´vy transformation the relevant Fay identity is
εjkz
δjk−1pδkiτjk(t− [1/z]ek)τ(t− [1/p]ei)
+ εkiεjiz
δik−1pδki+δij−1τik(t− [1/z]ek)τji(t− [1/p]ei)
− εjkz
δjk−1(p− z)δkiτjk(t− [1/z]ek − [1/p]ei)τ(t) = 0, i 6= j.
For the adjoint Le´vy transformation the corresponding Fay identity is
εjkz
δjk−1(p− z)δkiτjk(t− [1/z]ek)τ(t + [1/p]ei)
− εkiεjiz
δik−1pδki−1τik(t − [1/z]ek + [1/p]ei)τji(t)
− εjkz
δjk−1pδikτjk(t− [1/z]ek + [1/p]ei)τ(t) = 0, i 6= j.
4.3 The soliton vertex operator as fundamental transforma-
tion
In the context of the τ -function theory, the soliton solutions are generated by
composite vertex operators which are infinitesimally generated by bi(p)cj(q).
It what follows we will concentrate on the diagonal case i = j:
Xi(p, q)τ(ℓ, t) :=
(p
q
)ℓi
exp(ξ(p, ti)− ξ(q, ti))τ(ℓ, t− [1/p]ei + [1/q]ei).
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Since X2i = 0 the exponential action reduces to
exp(aXi(p, q)) = 1 + aXi(p, q).
We shall show here that it correspond to a fundamental transformation. To
this end we need the following
Proposition 5 The τ -function satisfies the following identities for any i, j, k ∈
1, . . . , N :
εjkz
δjk−1
τjk(t− [1/z]ek)
τ(t)
− εikεjiz
δik−1pδji−1
1−
p
q(
1−
z
q
)δki τik(t− [1/z]ek + [1/q]ei)τ(t − [1/p]ei + [1/q]ei)
τji(t − [1/p]ei)
τ(t)
= εjkz
δjk−1
(p
q
)δij


1−
z
p
1−
z
q


δki
τjk(t − [1/z]ek − [1/p]ei + [1/q]ei)
τ(t− [1/p]ei + [1/q]ei)
, (43)
Proof: On the one hand, as one can readily check from (5), the right hand
side of (43) is, up to exponential factors, just the τ -function representation
of the components of the following vector
(p
q
)δij
V
−
i (p)V
+
i (q)ψj .
On the other hand, we know that this is the composition of an adjoint
Le´vy transformation, with transforming function ζ∗j (t) = ψ
∗
ij(q, t) and po-
tential Ω(z) = −
1
q
[V+i (q)ψi(z)]ζ
∗
i , and a Le´vy transformation with data
ζj(t) = (1 − p/q)
δijψji(p, t) (the Baker function after the first adjoint Le´vy
transformation is obtained from V+i (q)ψ by suitable normalization). Such a
composition is a fundamental transformation:
Fi(ψj) = ψj −
Ω
Ω
ζj , j = 1, . . . , N,
where
Ω = −
1
q
[V+i (q)ψi]ζ
∗
i ,
Ω = −
1
q
[V+i (q)ζi]ζ
∗
i .
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That is to say, the matrix elements of the Baker function satisfy
ψjk(z)−
V
+
i (q)ψik(z)
V
+
i (q)ψii(p)
ψji(p) =
(p
q
)δij
V
−
i (p)V
+
i (q)ψjk(z), i, j, k = 1, . . . , N.
After substituting the expression (5) of the Baker function in terms of the
τ -function we obtain the desired identities. ✷
From (43) one arrives to the following result
Proposition 6 Given tangent vectors Xj, i = j, . . . ,M , associated with
the Baker function ψ(z, t) as prescribed in (19), the induced action of the
operator exp(aXi(p, q)) is given by the fundamental transformation
Fi(Xj) =Xj −
Ω
Ω
ζj , j = 1, . . . , N
with transforming data ζj(t) = (1 − p/q)ψji(p, t) and ζ
∗
j (t) = ψ
∗
ij(q, t), j =
1, . . . , N , and potentials:
Ω = −
1
q
[V+i (q)X i]ζ
∗
i ,
Ω = −
1
a
qℓi−1
pℓi
−
1
q
[V+i (q)ζi]ζ
∗
i .
Proof: In the expression (5) substitute the old τ -function by the new one
(1+aXi(p, q))τ , paying particular attention, in the numerator, to the action
of V−k (z) on this new function. Then, using (43), the definition (5) and
comparing with (33) we obtain the desired result. ✷
Remarks
1. In the last two propositions we are assuming that p and q are generic
points for the corresponding Baker functions; i. e. p and q are not
zeroes of ψ and ψ∗, respectively.
2. An alternative derivation of (43) follows from the bilinear equation (2)
by choosing t′ and ℓ′ appropriately and evaluating the corresponding
residues of the integrand. In fact they constitute a typical set of Fay
identities:
εjkz
δjk−1pδki−1qδij−1(z − q)δkiτjk(t− [1/z]ek)τ(t − [1/p]ei + [1/q]ei)
− εkiεjiz
δik−1pδki−1qδki+δij−2(p− q)τik(t− [1/z]ek + [1/q]ei)τji(t − [1/p]ei)
− εjkz
δjk−1pδij−1qδki−1(z − p)δkiτjk(t− [1/z]ek − [1/p]ei + [1/q]ei)τ(t) = 0.
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3. Observe the presence of the parameter a in the expression of the po-
tential Ω. It plays the role of an integration constant corresponding
to the formula
∂Ω
∂uj
= ζjζ
∗
j , j = 1, . . . , N .
4. This result strongly suggest a similar statement for the more gen-
eral soliton operator: exp(1 + abi(p)cj(q)), but here we should have a
composition of Le´vy and adjoint Le´vy in different directions and the
potentials would have now general integration constants.
5 Miwa transformation and quadrilateral lattices
Let us consider the bilinear identity (9) for the Baker function ψ(z, t) and its
adjoint ψ∗(z, t). For each complex number p we can introduce new functions
depending on N additional discrete variables, n ∈ ZN , by defining
Ψ(z, t,n) := ψ(z, t − n[1/p]), Ψ∗(z, t,n) := ψ∗(z, t − n[1/p])
where we understand that
t− n[1/p] = (t1 − n1[1/p], t2 − n2[1/p], . . . , tN − nN [1/p]).
Obviously (9) becomes a continuous-discrete bilinear equation of the form
∫
S1
d z Ψ(z, t,n)Ψ∗(z, t′,n′) = 0,
for any t, t′ ∈ CN ·∞ and n,n′ ∈ ZN .
From (6) it follows that
Ψ(z, t,n) := Ξ(z, t,n)Ψ0(z, t,n),
Ψ∗(z, t,n) := Ψ0(z, t,n)
−1Ξ∗(z, t,n)
where
Ψ0(z, t,n) := ψ0(z, t) diag
((
1−
z
p
)n1
, . . . ,
(
1−
z
p
)nN)
,
and
Ξ(z, t,n) := χ(z, t − n[1/p]),
Ξ∗(z, t,n) := χ∗(z, t −n[1/p]),
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have the following asymptotic expansion
Ξ(z) ∼ 1− pQz−1 +O(z−2), z →∞,
Ξ∗(z) ∼ 1 + pQz−1 +O(z−2), z →∞,
with
Qij(t,n) := −
1
p
βij(t− n[1/p]).
If we fix our attention on the n dependence the asympotic module structure
is now
W =
⊕
n≥0
MN (C) · vn(n), vn(z,n) =
( N∑
k=1
∆k
)n
Ψ(z,n).
The linear systems for Ψ follow from the decomposition of the discrete
derivatives of Ψ in terms of vn. A similar analysis holds for Ψ
∗ and we
obtain
Proposition 7 The objects Q, Ψ and Ψ∗ do satisfy
∆kΨi = (TkQik)Ψk, i 6= k, (44)
∆kΨ
∗
j = Qkj(TkΨ
∗
k), j 6= k. (45)
Remarks
1. Observe that (44) has been already proved in the first formula of (42),
where one should apply V−i (p) and perform the replacement V
−
i (p)→
Ti.
2. The compatibility of (44) gives the discrete Darboux equation (34). It
is clear that Xi(n) and Hi(n) can be obtained by the analogues of
equations (19) and (20), respectively. Hence, we have a quadrilateral
lattice in the discrete variable n. From a geometrical point of view
this has a clear interpretation.
As we mentioned in Section 3, the Darboux-type transformations of
soliton equations provide their integrable discretization [27]. In the
present Miwa-like scheme the translation Ti in the ni variable cor-
responds to the vertex operator V−i (p). Since, from Proposition 3,
V
−
i (p) corresponds to a Levy transformation then x(n) describes a
quadrilateral lattice (see Figure 3).
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3. Obviously our approach gives, through the Miwa transformation, a
τ -function formulation of the quadrilateral lattices and a quantum
field theoretical representation of them in terms of b-c systems. For
completeness, we give the τ -function expression of the quadrilateral
lattice equation (34):
(Tiτ)(Tjτ)− τ(TiTjτ)− (Tiτij)(Tjτji) = 0, i 6= j,
τ(Tkτij)− (Tkτ)τij − εijεikεkj(Tkτik)τkj = 0, i, j and k different.
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