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With the COP21 Paris Agreement, the parties of the United Nations Framework Convention
on Climate Change agreed on reducing greenhouse gas emissions in order to keep the increase
in global average temperature well below 2 K compared to pre-industrial era [1]. One way
to achieve this goal is to reduce the CO2 emissions through a drastic increase of the share of
renewable and environmentally friendly energy sources like wind and sunlight in our energy
systems. Electrical energy can be easily used to power many applications in the mobility
and heat sector. Nevertheless, wind and sunlight are intermittent and fluctuating contrary
to fossil energy sources. Consequently, the increase of renewables in the electrical energy
share may lead to mismatch between the demand and the production resulting in power grid
instability. To assure a safety energy supply while increasing the share in renewable energies
in the final energy consumption several measures must be applied: extension of the current
power grid, development of smart grids and smart energy users, and coupling of the different





















Figure 1.1: Flow diagram of the Power-to-Gas process.
The Power-to-Gas (PtG) process pictured in Figure 1.1 aims at transforming renewable elec-
trical energy into chemical energy carriers with high energy density [2]. These chemical energy
carriers can be stored over long periods of time and be transported over large distances cou-
pled with low losses. The first PtG process step consists in transforming excess electricity into
H2 via water electrolysis. The resulting H2 can be injected to some extent into the existing
natural gas grid or be used as fuel for mobility. Nevertheless, H2 storage capacity is rather
limited and would not cover the European energy needs in case of absence or lack of wind
and sunlight for several weeks. Instead of storing H2, this energy carrier can react with CO
or CO2 into CH4 via a catalytic methanation step. CH4 is the main component of synthetic
1
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natural gas (SNG), which can be injected into the natural gas grid and used for numerous
applications [2–5]. The carbon source for CO and CO2 can be biomass, an industrial process
or even air.
As renewable energy sources are intermittent and fluctuating, the electrolysis step within the
PtG process must be able to work under transient operating conditions. To minimize the size
of a H2 buffer between the electrolysis and methanation steps, the methanation reactor should
be also operated under transient operating conditions. State-of-the-art catalytic methanation
reactors are adiabatic fixed-bed reactors for CO methanation and tube bundle reactors (TBR)
for CO2 methanation [6]. Both reactor concepts have been developed for steady-state operation
and can suffer from significant and undesired temperature changes during transient operation
[7], e.g. formation of hot spots.
Recent investigations carried out during the PhD thesis of Manuel Götz [8] at Engler-Bunte-
Institut, Fuel Technology of Karlsruhe Institute of Technology, showed promising results for
transient catalytic CO and CO2 methanation with a slurry bubble column reactor operated
at pressures up to 20 bar and temperatures up to 320 ◦C. In this reactor, a Ni/Al2O3 catalyst
was suspended in dibenzyltoluene and fluidized by the ascending gas phase. Though this
reactor suffered from mass-transfer limitations, the high heat capacity of the slurry phase as
well as the good reactor mixing allowed for very efficient heat removal and almost isothermal
operating conditions.
In this work, further experimental investigations were carried out to get a better understanding
of slurry bubble column reactors for transient CO2 methanation. Based on own experimental
data and data from the literature, a simulation tool for slurry bubble column reactor was
developed. This tool was applied to simulate steady-state as well as transient CO2 metha-
nation slurry bubble column reactor operation. These simulation results were compared with
simulations of a state-of-the-art fixed-bed methanation reactor to evaluate the potential of




This chapter reviews the available literature on catalytic CO2 methanation, from fundamentals
to CO2 methanation reaction mechanism and methanation reactor concepts. This chapter
deals also with slurry bubble column reactors addressing the topics of hydrodynamics as well
as mass and heat transfers.
2.1 Catalytic methanation
Catalytic methanation has been extensively reviewed in literature. Kopyscinki et al. [9] focused
on the historical and technical development of catalytic methanation reactors, while Gao et al.
[10] focused on methanation catalyst development. An overall review on catalytic methanation
has been recently carried out by Rönsch et al. [6] which addresses the abovementioned topics
as well as modeling of catalytic methanation reactors.
2.1.1 Fundamentals and thermodynamics
The methanation of carbon dioxide is an exothermic reaction as defined in Eq. 2.1.
CO2 + 4 H2 ⇋ CH4 + 2 H2O ∆h
θ
r= −165 kJ/mol (2.1)
Thermodynamically low temperatures and high pressures favor methane production (see Fig-
ure 2.1). However, for technical systems, temperatures higher than 200 ◦C and catalysts
promoting the reaction are required [6, 9].
2.1.2 Methanation catalyst
Typical heterogeneous catalysts used for methanation are metals of group VIII [6, 10, 11].
Mills and Steffgen classified the turnover frequency and methane selectivity of several active
components as following [12]:
 Turnover frequency: Ru > Fe > Ni > Co > Mo;
 Selectivity to methane: Ni > Co > Fe > Ru.
Due to its good methanation activity, high methane selectivity and comparatively low price,
nickel is the most commonly applied active metal for methanation applications [6, 10, 13].
The main drawbacks of Ni catalysts as compared to other metals of group VIII are the high
3
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sensibility to sulfur components which deactivate Ni catalysts, as well as possible vapor/solid
reactions which lead to nickel leaching out of the methanation reactor (see section 2.1.3).

























Figure 2.1: Influence of absolute pressure on the equilibrium conversion of CO2 for a sto-











. Units are SI.
Supports play an important role for heterogeneous catalysts. Indeed, they affect the metal-
support interaction as well as the metal dispersion, influencing the catalyst activity, selectivity
and stability [10]. Common supports for nickel catalysts are metal oxides showing large surface
area, e.g. Al2O3 [15–31], SiO2 [17–19, 25, 32–44], TiO2 [18, 19, 25, 31, 45], ZrO2 [15, 29, 31, 46–
53] and CeO2 [29, 54–60]. The effects of support nature (Al2O3, SiO2 or TiO2) on Ni-based
catalysts were investigated under CO methanation conditions [18, 19]. It was found that
catalyst activity is influenced by support nature. Reaction rates were ordered as following:
Ni/TiO2 > Ni/Al2O3 > Ni/SiO2. The better activity of the Ni/TiO2 catalyst was attributed
to enhanced CO dissociation and carbon hydrogenation [19]. Next to supported catalysts,
unsupported catalysts like Raneyr nickel, which also show high surface area, can be used for
methanation application [15, 61].
Promoters can also alter significantly the catalyst activity, selectivity and stability by chang-
ing the electron mobility on the catalyst surface or structure (pore geometry, metal dispersion,
mechanical strength...) [6, 10]. For instance, at the right concentrations, MgO can mitigate
carbon deposition and particle sintering of Ni/Al2O3 catalysts [20, 62–65], while an optimal
La2O3 doping on Ni/Al2O3 was shown to increase the catalyst activity by increasing Ni disper-
sion and H2 uptake [66]. A certain concentration of V2O3 was found to enhance the activity,
the coke resistance and the thermal stability of a Ni/Al2O3 catalyst [67] and an optimal
CeO2 doping could improve the reducibility and the long-term stability of a Ni/Al2O3 cata-
lyst [68]. For the above-mentioned experiments, improved catalyst activity, selectivity and
stability were obtained for an optimal promoter concentration. At lower or higher promoter
concentrations, these catalyst properties were less enhanced or even negatively impacted.
4
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2.1.3 Deactivation of methanation catalyst
Catalyst deactivation is defined as the decrease in catalyst activity and/or selectivity over time
[69]. The deactivation mechanisms of a nickel-based methanation catalyst can be classified into
three different types: chemical, thermal and mechanical [69]. In Table 2.1 theses mechanisms
are listed and described shortly.
Table 2.1: Mechanisms of methanation catalyst deactivation [69].
Type Mechanism Reversible Description
Chemical Poisoning At times Strong chemisorption of species on cat-
alytic active sites, thereby blocking
sites for catalytic reaction.
Vapor/solid reaction At times Reaction of fluid, support, or promoter
with catalytic active sites producing in-
active sites.
Thermal Sintering No Thermal induced loss of catalytic sur-
face area / active phase-support reac-
tions reducing the number of active
sites.
Mechanical Fouling Mostly Physical deposition of gas or liquid
species onto the catalyst surface and
pores reducing the catalytic active
sites.
Attrition/crushing No Loss of catalytic active sites due to
abrasion or loss of internal surface area
due to mechanical-induced crushing of
the catalyst particle.
Poisoning of nickel catalysts used in methanation mostly happens due to impurities in the
synthesis gas, e.g. sulfur components like hydrogen sulfide. H2S adsorbs and dissociates on
the metal surface; the bond between adsorbed sulfur and catalyst surface is very stable which
makes the reversible reaction difficult. Nickel catalysts are extremely sensitive towards sulfur
poisoning: 1 - 100 ppb of H2S at 400
◦C and 1 bar may reduce catalytic activity by three to
four orders of magnitude [69]. This phenomenon makes an efficient sulfur removal from the
inlet gas stream inevitable. Other electronegative atoms like chlorine or phosphorus are also
harmful for nickel catalyst, because they change the electron density on the catalyst surface.
This lowers the adsorption rate, adsorption energy and saturation amount of CO and H2 on
Ni and decreases the catalyst activity [70].
Vapor/solid reactions can also deactivate Ni catalysts. Under methanation operating condi-
tions nickel can react with carbon monoxide to form highly volatile nickel carbonyls Ni(CO)4.
These carbonyls can be formed at low temperatures and high partial pressures of carbon
monoxide. However, the formation of nickel carbonyl does not occur under CO2 methana-
tion conditions. Gaseous nickel carbonyls can be carried out of the reactor with the outlet
gas stream resulting in nickel loss on the catalyst surface. Nickel carbonyls can also diffuse
5
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on the catalyst surface and later decompose, which results in an increase in nickel particle
size [71, 72]. Thereby the catalyst activity is also decreased. The movement of nickel atoms
coupled with nickel carbonyl diffusion is similar to the sintering process but occurs at low
temperatures.
Sintering is a thermal degradation process which is defined as the decrease in active catalyst
surface area caused by crystallite growth. When exposed to high temperatures, atoms move
and coalesce, which leads to formation of larger particles. This process leads to a decrease or
even loss of catalyst active surface area [73]. Sintering is a strongly temperature dependent
process and does not occur below the so-called Tamman temperature. The Tamman temper-
ature of nickel is 590 ◦C, therefore no sintering is expected under three-phase methanation
conditions (T < 350 ◦C).
Fouling is defined as the physical coverage of a surface with a deposit. Different carbon species
can be responsible for the fouling of methanation catalysts. While carbon forms through dis-
proportionation of carbon monoxide, coke is a product of decomposition and/or condensation
of higher hydrocarbons [69]. Under CO methanation conditions, carbon monoxide irreversibly
dissociates and adsorbs on the catalyst surface [69]. The adsorbed carbon can block the cata-
lyst pores, encapsulate particles or even form carbon filaments with a nickel atom on top [73].
Carbon formation is a very common phenomenon for CO methanation. Nevertheless, it does
not occur under CO2 methanation operating conditions.
Attrition of catalyst due to abrasion (particle/particle or particle/reactor wall) is a common
problem for fluidized-bed reactors and less importantly for slurry-bed reactors [69]. This
phenomenon leads to catalyst mass loss.
Crushing of catalyst particle can result from thermal stress (fast catalyst heating or cooling)
[69]. Under steady-state operations these situations do not appear. However, these situations
can take place for PtG application which implies numerous startup and shutdown procedures
as well as gas load variations [6].
2.1.4 CO2 methanation mechanism on Ni catalyst
CO2 methanation can be seen as the combination of reverse water-gas shift (RWGS) reaction
(Eq. 2.2) followed by CO methanation (Eq. 2.3) [33, 35, 74–81].
CO2 +H2 ⇋ CO+ H2O ∆h
θ
r= +41 kJ/mol (2.2)
CO + 3 H2 ⇋ CH4 +H2O ∆h
θ
r= −206 kJ/mol (2.3)
Besides CH4, higher hydrocarbons can be produced under methanation conditions via the
Fischer-Tropsch reaction (Eq. 2.4).
CO + 2 H2 ⇋ (CH2) + H2O ∆h
θ
r= −159 kJ/mol (2.4)
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During methanation of carbon monoxide, formation of elemental carbon is also possible. The
dissociation of carbon monoxide leading to carbon formation is described by the Boudouard
reaction (Eq. 2.5).
2 CO ⇋ C+ CO2 ∆h
θ
r= −172 kJ/mol (2.5)
Although the catalytic CO2 methanation seems to be a quite simple reaction, its mechanism
is still unclear and under investigation. Two main mechanisms have been postulated so far.
The first mechanism implies a CO intermediate pathway where CO2 is converted to CO via
the RWGS. The subsequent reaction mechanism is identical to CO methanation. Hereby,
the dissociation of adsorbed CO2
∗ to CO∗ is the rate determining step (RDS) of the reaction:
CO2
∗
RDS−−→ CO∗ −→ CH4 [33, 35, 74–82]. This mechanism (1) is represented in Figure 2.2.
The second mechanism implies a direct methanation pathway without a CO intermediate but
with formation of surface formate (COOH∗), this step being the RDS: CO2
∗
RDS−−→ COOH∗ −→
COH∗ −→ CH4, see also (2) in Figure 2.2 [46, 56, 83–86].
The CO methanation mechanism is also unclear and often discussed in the literature. Again,
two pathways were suggested. The first mechanism implies a carbon pathway where adsorbed
CO∗ dissociates to adsorbed carbon, whereby this dissociation is the RDS: CO∗
RDS−−→ C∗ −→
CH∗ −→ CH4, see (3) in Figure 2.2 [87–93]. The second CO mechanism implies a hydrogen-
assisted pathway without CO dissociation but with carbon hydroxyl (COH∗) formation. The
formation of COH is the RDS: CO∗









Figure 2.2: Scheme of the possible CO2 and CO methanation reaction mechanisms.
In section 2.1.2, it was shown that catalyst composition (active metal content, support, pro-
moter) can strongly influence the activity and selectivity of methanation catalysts. Hence, the
methanation reaction mechanism probably differs from catalyst to catalyst. Further density
functional theory (DFT) studies coupled with in-situ spectroscopy experiments should help in
identifying a comprehensive methanation reaction mechanism [99–101]. However, this is out
of the scope of this work. In this work, attention will be paid on the development of a kinetic
rate equation for three-phase CO2 methanation. The knowledge of the CO2 methanation
mechanism is helpful but not necessary to carry out this task.
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2.1.5 CO2 methanation kinetic rate equations for Ni catalysts
Since the discovery of the catalytic CO2 methanation reaction on nickel, several kinetic rate
equations were developed for nickel catalysts. These kinetic rate equations are listed in Table
2.2 and sorted by publication year.
The kinetic reaction rate equation derived by Xu and Froment [102] is often cited and used
in the literature. Indeed, it is one of the few kinetic rate equations derived on a commercial
Ni catalyst. In addition, it covers a wide and relevant range of CO2 methanation operating
conditions and predicts selectivity to CH4 and CO. Nevertheless, this rate equation was pri-
mary developed for steam reforming and not for CO2 methanation purpose. The recent rate
equation developed by Koschany et al. [27] covers a broader range of operating conditions
and is especially designed for CO2 methanation. However, it was developed on a self-made
catalyst, which is less relevant for industrial CO2 methanation applications.
The kinetic rate equations summarized in Table 2.2 can be classified into two groups: power
law rate equations with [32, 37, 103–106] or without [107–109] adsorption term and Langmuir-
Hinshelwood-Hougen-Watson (LHHV) rate equations based on ”microkinetics” models [27, 35,
102, 110].
Power law rate expressions are often used for industrial applications, since they are quite









The reaction rate constant k is given by the Arrhenius equation, with EA the activation energy
of the reaction (Eq. 2.7). The activation energy of the CO2 methanation is in the range of 60
to 100 kJ/mol.






More complexed kinetic rate equation are the so-called Langmuir-Hinshelwood-Hougen-
Watson (LHHV) kinetic rate equations, considering Langmuir adsorption isotherms. Typical









In Eq. 2.8 Ki represents the equilibrium constant for the adsorption of the species i on the
catalyst active sites and is described by Eq. 2.9.
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2.1.6 Methanation reactor concepts
As methanation is a highly exothermic reaction, the main issue related to the design of a
methanation reactor is temperature management. The various reactor concepts that were
developed for technical methanation applications, namely adiabatic or cooled fixed-bed reac-
tor, structured reactor, fluidized-bed reactor, and slurry bubble column reactor, offer different
solutions to tackle this issue. An overview of these concepts is given below. A detailed re-
view dealing with the historical development of technical methanation reactors can be found
elsewhere [6, 9, 113].
In fixed-bed reactors, catalyst pellets (2 < dP < 7 mm) are disposed in an empty tube form-
ing a catalytic bed material. Methanation fixed-bed reactors are either employed as adiabatic
or cooled fixed-bed reactors. For adiabatic fixed-bed reactors, the temperature control is
achieved by using a series of adiabatic reactors, typically 2 to 5, with intercooling [114–118]
and sometimes gas recirculation [114–117]. Due to the adiabatic mode of operation, the cat-
alyst must be able to withstand a broad temperature range (250 - 700 ◦C). Hence, the main
challenges related to the methanation catalyst are cracking and sintering (see section 2.1.3).
Alternatively, cooled fixed-bed reactors can be applied for methanation [4, 119, 120]. Due
to the cooling, the methanation plant is simpler and contains less reactors. However, cooled
fixed-bed reactors have a more complex design and therefore show higher capital expenditure
than adiabatic systems. The main drawback of fixed-bed reactors is related to poor heat
transfer which leads to formation of temperature hot spot. In addition, high pressure drop
related to packed-bed density and gas velocity characterizes fixed-bed reactors.
Structured reactors such as monolithic reactors were developed to tackle the drawbacks of
fixed-bed reactors. These reactors consist of well-defined interconnected or separated channels.
The catalytic material (dP < 100 µm) is deposited on the channel wall or the channel wall
itself is a porous catalytic material. When the channels are made of metal, e.g. steel or
aluminum, structured reactors can feature better heat transport capacities and lower pressure
drop than fixed-bed reactors [121, 122]. Depending on the metallic material, the radial heat
transport can be improved by two to three orders of magnitude [123]. Micro-structured
reactors represent a further development of structured reactors and are characterized by a
high surface-to-volume ratio resulting in more efficient heat transfer [124–127]. Drawbacks
of structured reactors are the more complicated catalyst deposition on the channel structure,
as well as the difficulty of replacing the deactivated catalyst: once the catalyst has been
deactivated, the whole reactor has to be equipped with a new catalytic channel structure.
Another development of structured reactors is the sorption enhanced methanation reactor
concept. The water produced by the methanation reaction is removed from the gas phase
by the catalyst carrier showing adsorbent functionality, thereby, thermodynamic limitation
is reduced. For the subsequent water removal, temperature and/or pressure swing can be
applied [128, 129].
In fluidized-bed reactors, catalyst particles (50 < dP < 200 µm) are fluidized by the gas
stream introduced at the bottom of the reactor [9]. The intensive solids mixing within a
fluidized-bed reactor combined with the high heat capacity of solid materials as compared to
gas phase result in almost isothermal conditions and high heat transfer between bed material
and immersed cooling surfaces [130]. Offering more efficient heat removal is the major advan-
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tage of this reactor concept, which allows for using one single reactor with a rather simplified
design [131, 132]. Nevertheless, attrition processes take place between catalyst particles as
well as between catalyst particles and reactor wall. Eventually, very fine catalyst particles
are elutriated from the reactor resulting in catalytic mass loss [69].
Other methanation reactor concepts are based on slurry bubble column reactors [8, 133–
135]. The slurry bubble column reactor developed during the PhD thesis of Manuel Götz [8]
carried out at Engler-Bunte-Institut, Fuel Technology, of the Karlsruhe Institute of Tech-
nology, implies a commercial Ni/Al2O3 catalyst suspended in dibenzyltoluene (trade name
MARLOTHERMr SH from Sasol). A detailed description of slurry bubble column reactors
is given in the next section.
2.2 Slurry bubble column reactors
Slurry bubble column reactors (SBCR) are very adaptable gas/liquid/solid contacting devices
[136]. The first and simplest form of SBCR is illustrated in Figure 2.3. It consists in a vertical
tube with no internals. The gas is fed at the bottom through a gas sparger and the reactor is
filled with a mixture of pulverized solid catalysts (dP < 500 µm) and liquid called slurry. The
slurry phase can be led to the reactor co-currently or counter-currently or even operated as a
batch (no external circulation) [136, 137]. However, this simple SBCR form is rarely used in
practice. Instead, a great number of modifications, e.g. internals like sieve trays, packings,
shafts or static mixers are implemented to influence the hydrodynamics of SBCR [136].
Due to the high heat capacity of the liquid phase and the good mixing of the slurry phase, ex-
cellent reactor heat management can be achieved in SBCR. Consequently, SBCR are usually
implemented to control the temperature of highly exothermic reactions like Fischer-Tropsch
synthesis, methanol synthesis as well as other hydrogenation and oxidation reactions [137,
139–143]. Furthermore, de Swart et al. [144] showed that transient SBCR operations are pos-
sible for Fischer-Tropsch synthesis, as the excellent SBCR heat management prevent thermal
runaway even under transient conditions. Heat removal from SBCR can be achieved e.g. with
tube bundles placed within the slurry phase. Up to 30 m2/m3 of specific heat-transfer area
can be installed in a SBCR [136].
The main drawback of SBCR as compared to two-phase reactors is related to the additional
gas/liquid mass transfer limiting the effective reaction rate [136, 137]. Besides, though the
construction of SBCR itself is relatively simple, the design of SBCR is highly complex and
requires detailed knowledge of reactor hydrodynamics as well as mass and heat transfer. These
topics are discussed in the following sections.
2.2.1 Hydrodynamics of slurry bubble column reactors
Hydrodynamics of SBCR can be characterized by flow regimes, miminum suspension condi-
tions for solid particles, backmixing, and gas holdup.
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Figure 2.3: Parameters influencing the design of slurry bubble column reactor, adapted from
[138] (liquid phase as batch; wettable particles).
2.2.1.1 Flow regimes
Three flow regimes can be distinguished in SBCR as illustrated in Figure 2.4. At low superficial
gas velocities uG (see Eq. 2.10) - later referred to as gas velocity - the homogeneous regime
can be observed. This regime is characterized by a narrow bubble size distribution and a gas
holdup which increases linearly with increasing uG (no bubble coalescence). In the pseudo-
homogeneous regime, the gas holdup increases linearly with increasing uG, but a broader





By increasing the gas velocity over the transition gas velocity uG,trans, the system changes from
the homogeneous to the heterogeneous regime where small and large bubbles coexist. The
broader bubble size distribution results from bubble coalescence and breakup processes. In the
heterogeneous regime, large bubbles rise in the center of the column with high velocities. The
rising of large bubbles leads to a circulating flow of the liquid phase: the liquid ascends in the
center of the column and descends between the column center and wall. This circulating flow
is so vigorous that small bubbles follow the movement of the liquid phase [136]. Furthermore,
the gas holdup no longer increases linearly with increasing uG but with an exponent comprised
between 0.4 and 0.7 depending on the reacting gas/liquid/solid system [136].
For SBCR with small reactor diameter, the slug flow regime takes place at elevated gas
12




Figure 2.4: Flow regimes which can be observed in a slurry bubble column reactor: homoge-
neous (a), heterogeneous (b) and slug flow (c) regimes.
velocities: large bubbles are formed and rise with a plug flow behavior. These large bubbles
can be almost as large as the reactor diameter and have a characteristic slug shape [136]. In
this regime, the liquid ascends with the large bubbles and descends along the reactor wall in
the cross section area which is not occupied by the gas bubbles.
SBCR are usually operated in the homogeneous or the heterogeneous regime. The slug flow
regime is undesired, as a poor mass transfer between gas and liquid phase is achieved. The
homogeneous regime is characterized by low gas velocity (uG < 0.05 m/s) and consequently
low backmixing as well as low gas holdup and mass transfer (details related to these parameters
are given in the next sections). On the contrary, the heterogeneous regime is characterized
by higher gas velocity and therefore higher backmixing as well as higher gas holdup and
mass transfer as compared to the homogeneous regime. Heterogeneous regime conditions
are relevant for three-phase CO2 methanation performed in a SBCR, if the enhanced mass
transfer can make up for the decrease in effective gas concentration as a result of the increased
backmixing.
2.2.1.2 Minimum suspension conditions for solid catalysts
For an optimal utilization of the solid catalyst present in a SBCR, solid particles must be
completely suspended in the liquid phase [137]. For complete solid suspension the drag force
applied by the liquid phase on the solid particles must be high enough to compensate for the
solid settling force. This is illustrated in Eq. 2.11, which describes the minimum gas velocity
for complete solid suspension in the liquid phase uG,min. In Eq. 2.11 it is assumed that the gas
is evenly sparged through a flat plate that extends over the whole column bottom [145].
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Eq. 2.11 requires the knowledge of the terminal velocity of a single catalyst particle uP,set. uP,set
can be calculated with the particle Reynolds number ReP. Under three-phase methanation
conditions, the drag force is not described by Stoke’s drag (dilute suspension) or by Newtonian
drag (high fluid velocity) but with the transitional drag (0.2 < ReP < 1000). For transitional










Considering the properties of the three-phase methanation system investigated in this work,
the minimum gas velocity for complete catalyst suspension calculated with Eq. 2.11 is in the
range 0.0006 - 0.0021 m/s (see calculation in the Appendix F).
2.2.1.3 Backmixing
Backmixing in SBCR has usually a negative influence on the effective reaction rate, as the
effective gas concentration in the slurry phase is reduced [147]. The extent of backmixing in
each phase (gas, liquid, and solid) is generally different and must be considered separately
[137]. Backmixing in the liquid phase is a function of reactor diameter dR as well as gas velocity
uG: in bubble columns with a small diameter, the liquid phase shows almost no backmixing,
while large units behave more like stirred tanks [136, 142].
Gas phase backmixing depends on the formation of large and small bubbles [136]. In the
homogeneous regime (only small bubbles), the gas phase flow is usually assumed as a plug
flow. In the heterogeneous regime, the large gas bubbles rise in the center of the column, while
the small gas bubbles follow the liquid phase, which ascends in the center of the reactor and
descends along the reactor wall. Consequently, the large gas bubble flow is usually modeled as
plug flow, while the backmixing of small gas bubbles is assumed to be identical to the liquid
phase [136, 137].
Axial dispersion models characterize backmixing with an integral parameter called axial dis-
persion coefficient. Numerous authors [148–155] studied the axial dispersion of the liquid
phase within a bubble column reactor and proposed correlations to describe the axial disper-
sion coefficient of the liquid phase DL,ax. Unfortunately, these correlations were developed for
two-phase systems (no solid) and mostly with air-water systems. Despite the absence of a rel-
evant correlation for DL,ax in SBCR, the correlation developed by Deckwer et al. [155] (see Eq.
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2.14) is usually applied to describe axial liquid dispersion in SBCR, e.g. for Fischer-Tropsch
synthesis [144, 156].
DL,ax = 0.678 · d1.4R · u0.3G (2.14)
2.2.1.4 Gas holdup
Gas holdup εG in a SBCR is defined as the ratio between the volume of the gas phase and
the volume of the three phases as expressed in Eq. 2.15.
εG =
VG
VG + VL + VS
(2.15)
Knowledge of the gas holdup is very important for the design of a SBCR, as it represents the
gas inventory within the reactor. In addition, gas holdup knowledge is usually required for
the prediction of gas/liquid mass transfer within SBCR (see section 2.2.2). Unfortunately,
the prediction of gas holdup is highly complex because εG depends on many parameters like
reactor geometry (dR, hR), gas sparger geometry, gas phase properties (ρG, uG), liquid phase
properties (ρL, σL, µL, surfactants), solid phase properties (dP, ρP, ϕS) as well as flow regime.
Gas holdup increases with increasing gas density and velocity, while gas holdup decreases with
increasing liquid viscosity, surface tension, and velocity as well as with increasing solid density,
concentration, and diameter (when wettable particles are considered). The column diameter
dR and the reactor height to diameter ratio hR/dR have no effect on εG for dR > 0.15 m and
hR/dR > 6, respectively [142].
At lot of correlations were developed to predict the gas holdup in bubble columns [157–175].
However, only few correlations were derived for slurry bubble column reactors (i.e. with solids)
operated at high temperatures and pressures relevant for three-phase methanation [160, 168,
171, 174, 175]. In the following, attention is paid to the correlation developed by Morsi’s
research group [171], as it is the only available correlation that covers the operating conditions
of the three-phase methanation (see Table G.1 in the Appendix).
Behkish et al. [171] developed a gas holdup correlation (see Eq. 2.16, parameter units are SI)
which takes into account material properties, reactor dimensions as well as sparger geometry.
They did not make a distinction between regimes: the correlation is meant to be valid for
both homogeneous and heterogeneous regimes.
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Behkish et al. [171] used a different definition for the gas holdup ε
′
G described as ratio between
the volume of the gas phase divided by the volume of both liquid and solid phases (see Eq.






















The term Γ in Eq. 2.16 describes the influence of the gas sparger on ε
′
G, while the exponent
Y 1 takes into account the effect of solids on ε
′
G. For heterogeneous regime conditions, the
correlation can differentiate between the gas holdup of large bubbles (Eq. 2.19) and small














2.2.2 Mass transfer in slurry bubble column reactors
The film model is often used to provide a graphic description of mass transfer within SBCR.
In this model, a phase is divided between a bulk and a film of thickness δj at the interphase.
Mass transfer limitation is only located in the film. Figure 2.5 shows the evolution of educt
gas concentration along the three phases of a SBCR.
The profile pictured in Figure 2.5 is described by the following steps:









2. Gas dissolution in the liquid film assumed at equilibrium: c∗i,G = Hi,cc · c∗i,L









4. Mass transfer within the liquid bulk






























= k · ηcat
∏i c∗i,S
αi
For gas products the mass transfer is reversed: it begins in the catalyst pores and goes through
the same aforementioned processes to the gas phase.
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Figure 2.5: Concentration profile of an educt gas species along the three phases of a slurry
bubble column reactor (film model).
Not all of these steps are relevant to describe the effective reaction rate within a SBCR (see
calculation in Appendix I). The mass transfer from the gas bulk to the gas/liquid interphase
(step 1) is not a limiting step, as long as educt gases are not too diluted with another gas
species (gas product or liquid phase vapor). The gas/liquid equilibrium (step 2) is also not
limiting, as the gas/liquid film thickness is very small. Due to bubble rising, effective mixing in
the liquid phase is obtained. As a consequence, mass transfer within the liquid bulk (step 4) is
fast and not limiting the effective reaction rate. Additionally, the mass transfer from the liquid
bulk to the liquid-solid interphase (step 5) can be neglected; as the catalyst diameter used in
a SBCR for three-phase methanation is small (dP ≤ 100 µm), the volumetric interphase area
between liquid and solid aL/S and the corresponding mass transfer are high. Furthermore, gas
diffusion within catalyst pores (step 6) is faster than the chemical reaction rate.
Thus, the two remaining steps relevant for the description of the effective reaction rate are
the mass transfer from the gas/liquid interphase to the liquid bulk (step 3) and the chemical
reaction (step 7). In the following paragraphs, more details are given on the volumetric liquid-
side mass-transfer coefficient, kLai. The description of the chemical reaction kinetics of the
three-phase CO2 methanation is one of the main topics of this thesis and is treated in chapters
5 and 6.
The volumetric liquid-side mass-transfer coefficient kLai is the product of the liquid-phase
mass-transfer coefficient kL,i and the volumetric gas/liquid interphase area aG/L, see Eq 2.21.
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Like gas holdup, kLai is a function of the gas velocity, gas sparger geometry and gas/liquid/-
solid system [136, 176]. A great number of kLai correlations are available in the literature
[160, 165, 166, 169, 171, 174, 177–187]. Most of them consider the validity of the penetration
theory for mass transfer, i.e. a proportionality kLai ∼ Di,L0.5. In addition, kLai correlations





In this work the correlation developed by Lemoine et al. [186] was used (see Eq. 2.22, parameter
units are SI), as it is the only available correlation that covers the three-phase methanation
operating conditions (see Table H.1 in the Appendix). This correlation requires the knowledge
of gas holdup εG, bubble diameter dB (see Eq. H.1 and H.3 in the Appendix) as well as gas
sparger influence represented by Γ (Eq. G.1 in the Appendix).
kLai = 6.14 · 104 ·
ρ0.26L · µ0.12L · εG1.21 ·D0.5i,L
σ0.12L · ρ0.06G · u0.12G · d0.05B · T 0.68






2.2.3 Heat transfer in slurry bubble column reactors
One of the main advantages of SBCR is the effective heat removal and the resulting isothermal
reactor temperature profile. Heat transfer within SBCR depends on slurry phase properties
but also on gas velocity (see Eq. 2.24). Very similar correlations were developed for the
estimation of heat transfer coefficient α within SBCR [188–203]. In this work the correlation
proposed by Deckwer [189] and described in Eq. 2.23 was used, as the correlation validity
range covers the three-phase methanation operating conditions. This correlation is also often
applied in the literature [144, 156].
St = 0.1 ·
(




After simplification Eq. 2.23 can be rewritten to obtain the heat transfer coefficient between
slurry phase and internal heat transfer area α (see Eq. 2.24, units are SI).
α = 0.1 ·
[







Slurry heat capacity (Eq. B.15), density (Eq. B.13), thermal conductivity (Eq. B.16), and
viscosity (Eq. B.14) correlations can be found in the Appendix B.2.
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The objective of this PhD thesis was to understand and predict the behavior of a SBCR oper-
ated under transient CO2 methanation condition. For this purpose, a SBCR simulation tool
based on detailed experimental and literature data was developed. It was used to design a
SBCR for PtG application using a biogas as carbon source and H2 from a PEM electrolyzer.
Based on the literature review performed in chapter 2, following information had to be known
to build a SBCR simulation tool: reactor hydrodynamics, gas/liquid mass transfer, heat trans-
fer, and chemical reaction rate.
Hydrodynamic parameters of special interest were the gas holdup εG, which represents the gas
inventory in a SBCR, and the axial dispersion coefficients in the gas phase and liquid phase,
DG,ax and DL,ax, respectively. Axial dispersion coefficients are integral parameters describing
the backmixing of their respective phase inside the reactor. Furthermore, two parameters
were required for the description of gas/liquid mass transfer within a SBCR: the volumetric
gas/liquid mass-transfer coefficient kLai, and the Henry’s law constant Hi,cc for each of the
gas species involved in CO2 methanation. kLai characterizes mass-transfer rate, while Hi,cc
describes gas solubility in the slurry phase. Heat transfer between the slurry phase and the
heat-transfer area was described by the heat transfer coefficient α. Finally, the chemical
reaction rate was characterized by a kinetic rate equation r3PM.
In the PhD thesis of Götz [8] carried out at Engler-Bunte-Institut Fuel Technology, a total
of five liquid phases were tested as solvent for three-phase CO2 methanation. The liquid
dibenzyltoluene (DBT), trade name MARLOTHERMr SH from Sasol, was found to be the
most adequate solvent, as this liquid showed high temperature stability up to 350 ◦C and
acceptable hydrodynamic properties. Furthermore, Götz et al. had already investigated the
solubility of CO2, CO and H2 in DBT at temperatures involved in CO2 methanation [204]
and developed a gas holdup correlation for a SBCR operated in the homogeneous regime, and
at elevated pressures and temperatures relevant for methanation [175]. However, the rest of
the above-mentioned key design parameters were missing.
The approach of this PhD thesis is shown in Figure 3.1. In this work, the experimental work
focused on the determination of the CO2 methanation product solubilities in dibenzyltoluene
(chapter 4), as well as on the determination of a kinetic rate equation describing the three-
phase CO2 methanation reaction kinetics (chapter 5 and 6). Hereby, special attention was
paid on the understanding of the liquid phase influence on the catalytic CO2 methanation.
First, a commercial catalyst was chosen after testing several commercially available catalysts
for three-phase CO2 methanation (chapter 5). Then, the CO2 methanation reaction rate
was investigated with several suspension liquids (chapter 5), as well as in absence of liquid
(chapter 6). Based on these experiments, the impact of a liquid phase on the CO2 methanation
reaction kinetics was clarified. Furthermore, a kinetic rate equation describing the kinetics of
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the three-phase and two-phase CO2 methanation was derived from these experiments.
Gas solubilities of CO2 methanation products in dibenzyltoluene (Chapter 4)
   - Investigation of CH4 and H2O solubilities in dibenzyltoluene under 3PM operating conditions
   - Development of correlations for CH4 and H2O solubility in dibenzyltoluene
Influence of a liquid phase on 3PM reaction kinetics (Chapter 5 & 6)
   - Catalyst test
   - CO2 methanation reaction kinetic experiments with different liquid phases (3PM)
   - CO2 methanation kinetic experiments in absence of liquid phase (2PM)
   - Comparison of CO2 methanation reaction kinetics in two-phase and three-phase system
Measurement of 3PM reaction kinetics
   - Development of a kinetic rate equation 
Measurement of 2PM reaction kinetics
   - Development of a kinetic rate equation 
Performance of a SBCR for transient CO2 methanation (Chapter 7)
   - Modeling of a SBCR
   - Modeling of a tube bundle reactor (TBR)
   - Comparison of SBCR and TBR performance for steady-state and transient CO2 methanation
Modeling of a SBCR
   - Steady-state modeling
   - Sensitivity analysis
   - Transient modeling
Modeling of a TBR
   - Steady-state modeling
   - Sensitivity analysis
   - Transient modeling
Figure 3.1: Scheme of the PhD thesis approach and its division in chapters.
Finally, a transient modeling of a catalytic CO2 methanation SBCR was carried out based
on experimental data gathered in chapters 4 and 5, as well as on literature data related to
hydrodynamics and mass and heat transfer within SBCR. Next to this simulation, a transient
modeling of a tube bundle reactor (TBR), i.e. the type of CO2 methanation reactor installed in
the benchmark PtG facility in Werlte (Germany) [205], was performed. To conclude, results
from steady-state and transient SBCR and TBR simulations were compared to assess the
performance of a SBCR for catalytic CO2 methanation (chapter 7).
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4 Gas solubilities of CO2 methanation
products in dibenzyltoluene
In the PhD thesis of Götz [8], a total of five liquid phases were tested as solvent for three-phase
CO2 methanation. The liquid dibenzyltoluene (DBT), was found to be the most adequate
solvent. Indeed, this liquid showed high temperature stability up to 350 ◦C and acceptable
hydrodynamic properties (see section A.2 in the Appendix) [204].
In chapter 2 it was shown that gas components involved in a SBCR for CO2 methanation,
i.e. CO2, H2, H2O, and CH4, must dissolve into the liquid phase in order to react at the
surface of the catalyst. Next to methanation gas species, Ar and N2 were used as inert gases
in three-phase methanation experiments to calculate mass balance as well as CO2 conversion
(see chapter 5). Accordingly it was necessary to understand the mechanisms determining the
solubility of these gas species in DBT before starting three-phase CO2 methanation kinetic
experiments.
Götz et al. [204] investigated the solubility of CO2, CO and H2 in DBT at temperatures
relevant for CO2 methanation, i.e. 200 to 300
◦C. However, experimental solubility data for
CH4 and H2O in DBT were missing. That is the reason why this chapter deals with the
determination of these gas solubilities at temperatures relevant for CO2 methanation. Next to
CH4 and H2O, the solubility of Ar in DBT was also investigated. However, the corresponding
experimental results are shown in the Appendix J.3, as these data are not directly relevant to
understand the CO2 methanation reaction kinetics in a three-phase system.
Gas dissolution is achieved when the chemical potential of the gas phase equals the chemical













The chemical potential of a gas species dissolved in the liquid phase can be also expressed as
combination of specific enthalpy and entropy according to Eq. 4.2. The lower the chemical






= hi,L − T · si,L (4.2)
Gas solubility in solvents is usually quantified by the Henry’s law constant Hi,px defined in








The Henry’s law states that Henry’s law constant is directly proportional to the partial pres-
sure of the gas over the liquid phase, when the molar fraction of dissolved gas in the solvent





Part of the following solubility investigations were carried out during the master thesis of
Simone Nagel [206] and part of these results were published in [207].
4.1 Experimental setup
The setup pictured in Figure 4.1 was used for the solubility experiments and is similar to the
one used by Götz et al. [204]. It was mainly composed of a gas supply system, a feed tank,




















Figure 4.1: Flow chart of the experimental setup used for gas solubility measurement
The gas supply system delivered compressed CH4, CO2 and Ar, while a distilled water tank
pressurized with Ar was used for H2O supply. The gases were fed via the gas supply system
into the feed tank which could be isolated from the rest of facility with two shut-off valves.
The feed tank pressure and temperature were monitored with an electronic sensor type D-
10 provided by WIKA (precision ± 0.01 bar) and a thermocouple type K from Electronic
Sensor GmbH (precision ± 1.5 ◦C), respectively. Furthermore, heating wires from Horst
GmbH, a thermocouple type K from Electronic Sensor GmbH (precision ± 1.5 ◦C) as well




After the feed tank, gases flowed towards an autoclave reactor manufactured by Büchi Glas
Uster AG (type versoclave). This reactor was made of stainless steel (type 1.4571) with a
usable volume of 1 l and could stand temperatures and pressures up to 400 ◦C and 60 bar,
respectively. The temperature of the liquid phase inside the reactor was monitored by a Pt-100
thermocouple (precision ± 0.8 ◦C) and this temperature was used as control parameter for the
heating/cooling system incorporated in the reactor jacket. An electronic pressure sensor type
D-10 provided by WIKA (precision ± 0.01 bar) and a thermocouple provided by Electronic
Sensor GmbH (type K, precision ± 1.5 ◦C) placed on the reactor cover plate were used to
measure the reactor gas phase pressure and temperature, respectively. A rotary stainless steal
turbine stirrer and a stainless steal baffle from Büchi Glas Uster AG placed inside the reactor
allowed for a good mixing of the liquid phase with the gas phase. The stirrer could be operated
at up to 3000 rotations per min. As for the feed tank, the autoclave reactor could be isolated
from the rest of the facility using two shut-off valves. Downstream of the autoclave reactor
the gases could be blown off into an extractor hood. To fully void the facility, a vacuum pump
type Alcatel T12365 provided by Franklin Electric was used.
4.2 Materials
4.2.1 Gases
The gases used in these experiments were CH4, CO2 and Ar. The purity and the supplier
of these gases are given in Table A.1. Steam was generated through vaporization of distilled
water as explained in section 4.3.1.
4.2.2 Suspension liquid
The suspension liquid used for the solubility investigation was dibenzyltoluene (DBT) provided
by Sasol with the trade name MARLOTHERMr SH. An overview of the physical properties
of DBT is given in Appendix A.2.
4.3 Experimental method
4.3.1 Experimental procedure
The evacuation method was applied for the experimental determination of Henry’s law con-
stants. First, a well-defined mass of DBT was filled into the autoclave reactor. Then, the
whole facility described in Figure 4.1 was voided with the vacuum pump until an absolute
pressure of 10 mbar was reached. This voidage procedure aimed for extracting air from the fa-
cility, while keeping the liquid phase inside the autoclave. The feed tank and its corresponding
pipes with a known volume VTank were thereafter pressurized with the gas to be investigated
and the whole facility was then heated up to the desired temperature. Once the experimental
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temperature was reached, the feed tank pressure pTank and temperature TTank as well as the
autoclave pressure pR and temperature TR were recorded. Thereafter, the gas contained in the
feed tank was stepwise fed into the autoclave reactor and its corresponding pipes. The volume
of the autoclave reactor and its pipes VR was previously measured and was well-defined. After
each step, the feed tank and autoclave pressure and temperature were recorded, once they
were stabilized. This procedure was repeated until the same pressure was reached in the feed
tank and in the autoclave. An exemplary experiment is shown in Figure J.1.
For H2O solubility experiments, the feed tank was first filled with a well-defined amount of
pressurized water. Then, the feed tank temperature was increased till the desired experimental
conditions were reached.
In order to validate the aforementioned experimental procedure, solubility experiments were
carried out with the well-defined CO2/H2O system. The solubility of CO2 in distilled H2O
were investigated at several temperatures and compared with literature data. The results of
these experiments are shown in Appendix J.2.
Once the experimental procedure was validated, solubility experiments with CH4 and H2O in
DBT were conducted at the temperatures summarized in Table 4.1. For each temperature, one
solubility experiment was carried out. In addition, these solubility experiments were performed
at pressures between 2 and 12 bar, which are relevant for three-phase CO2 methanation.




CH4 240; 260; 280; 300; 320
H2O 250; 270; 290
In this work, no interaction between dissolved gas species was taken into account, as gas
solubility was measured with pure gases. For a gas mixing relevant for CO2 methanation, in-
termolecular interactions may be expected and discrepancies with the gas solubilities measured
in this work may take place.
4.3.2 Data analysis and calculations
For simplification, the situation before feed tank discharge is numbered 1, while the situation
after discharge is numbered 2. In the experiment the tank and reactor pressure as well as
temperature in situation 1 and 2 were recorded (see an example in Figure J.1 in the Appendix).
The number of moles in the gas phase ni,G (feed tank with pipes, and reactor with pipes) was







The necessary compressibility factor Z was evaluated with the Peng Robinson equation of
state described with Eq. 4.6 [208].
p =
RT
v − b −
θ(T, ω)
v(v + b) + b(v − b) (4.6)
The function θ(T, ω) describes the volume deviation of a gas molecule from a perfect sphere
using the acentric factor ω (see Eq. 4.7) [209]. The species dependent parameters pcrit, Tcrit
and ω are summarized in Table B.1, while θ(T, ω) is defined in Eq. B.11.
ω = − log pr(Tr = 0.7)− 1 (4.7)
The calculation of the molar fraction of dissolved gas xi required the knowledge of the number
of moles dissolved in the liquid phase ni,R,L,2 and the solvent number of moles nL. The first
calculation step for the evaluation of ni,R,L,2 was to determine the number of moles discharged
from the feed tank ∆ni,G,Tank with Eq. 4.8, as ∆ni,G,Tank corresponds to the number of moles
discharged into the reactor ∆ni,R.
∆ni,G,Tank = ni,G,Tank,2 − ni,G,Tank,1 = ∆ni,R (4.8)
Then, the number of moles in the reactor gas phase ni,G,R,2 was calculated with Eq. 4.5. In
this equation, the volume V corresponds to the difference VR − VL and the partial pressure
pi corresponds to the difference between the experimental pressure pR and the saturation
pressure of the liquid phase pv. Finally, the number of moles dissolved in the liquid phase
ni,R,L,2 was calculated with Eq. 4.9 and xi was evaluated using Eq. 4.4.
ni,R,L,2 = ∆ni,R − ni,R,G,2 (4.9)
Afterwards, the Henry law’s constant Hi,px was evaluated by plotting the gas partial pressure
in the reactor as a function of xi. The slope of the obtained curve represents Hi,px. Special
attention was paid to the quality of the linear fit pi over xi. If the fit deviated from R
2 =
0.95, the Henry law was not valid or the experiments were not properly carried out. Mea-
surement uncertainty was evaluated with the differential method. Details about measurement
uncertainty evaluation are given in Appendix N.
25
4.4 Results and discussion
4.4 Results and discussion
4.4.1 CH4 solubility in dibenzyltoluene
Results of CH4 solubility experiments carried out between 240 and 320
◦C in DBT are pictured
in Figure 4.2. Henry’s law is respected in these experiments, as the worst fit shows a R2 of
0.9554. CH4 solubility shows almost no temperature dependency. Chappelow and Prausnitz
[210] investigated the solubility of CH4 in squalane and found a small positive temperature
influence on HCH4,px (see also section 4.4.3).

































  R2 ¸ 0.9554
Figure 4.2: CH4 solubility in DBT for temperatures between 240 and 320
◦C. Dashed lines
corresponds to the fit pCH4 = HCH4,px · xCH4 .
Table 4.2 summarizes the Henry’s law constants HCH4,px derived from Figure 4.2. HCH4,px
decreases by ca. 2 % between 240 and 320 ◦C. Measurement uncertainty is satisfactory with
ca. ± 2 %. This is due to the high instrumental accuracy as well as the relatively low Henry’s
law constant, i.e. relatively high CH4 solubility in DBT.




240 549.6 ± 15.8
260 551.9 ± 5.1
280 537.5 ± 14.6
300 537 ± 5.1
320 537.6 ± 9.5
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4.4.2 H2O solubility in dibenzyltoluene
Figure 4.3 shows the results of H2O solubility experiments carried out between 250 and 290
◦C
in DBT. Henry’s law is valid for these experiments, as the worst fit exhibits a R2 of 0.9928.
In Figure 4.3, it can be clearly observed that the slope of each fit, i.e. HH2O,px, increases with
increasing temperature. This observation was also reported for H2O solubility in squalane
[211] (see also section 4.4.3).





























  R2 ¸ 0.9928
Figure 4.3: H2O solubility in DBT for temperatures between 250 and 290
◦C. Dashed lines
corresponds to the fit pH2O = HH2O,px · xH2O.
In Table 4.3 the Henry’s law constants HH2O,px derived from Figure 4.3 are summarized. From
250 to 290 ◦C HH2O,px increases by ca. 26 %. Measurement uncertainty is excellent for H2O
with ca. ± 0.4 % variance, because H2O solubility in DBT is high, i.e. three times higher than
CH4 solubility in DBT.




250 142.5 ± 0.6
270 164.5 ± 0.4
290 180.1 ± 0.4
Only three valid solubility experiments for H2O in DBT were obtained in this PhD thesis, as
it was particularly challenging to assure a constant temperature in the experimental setup.
Often, a less isolated part of the facility resulted in cold spots leading to water condensation
and invalid measurements. In term of further experiments, it is recommended to carry out
gas solubility measurements in a facility which is perfectly tempered, e.g. by placing the
experimental setup in an oven.
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4.4.3 Henry’s law constant temperature dependency
The temperature dependency of Henry’s law constants Hi,px for CO2, H2, CH4, H2O in DBT
is shown in Figure 4.4. Experimental data for CO2 and H2 solubilities in DBT were taken
from [204]. The Henry’s law constants in DBT range in descending order as follows: H2, CH4,
CO2, and H2O. For all gases, except H2, Hi,px increases with increasing temperature. The
highest temperature dependency is observed for H2, followed by H2O, CO2 and CH4.





























Figure 4.4: Evolution of Henry’s law constants Hi,px in DBT with temperature. Experimen-
tal data for CO2 and H2 are taken from [204].
The temperature dependency of Henry’s law constants observed in Figure 4.4 can be qual-
itatively described by the so-called enthalpy-entropy compensation [212]. The Henry’s law
constant Hi,px depends on the chemical potential of the dissolved gas species. As such it is a
function of solute enthalpy and entropy (see Eq. 4.2), i.e. Hi,px increases when the solute en-
thalpy increases and decreases when the solute entropy increases. The entropy term describes
the degree of vacancy between the solvent molecules, i.e. the number of sites available for
gas species [213]. On the other hand, the enthalpy term depends on intermolecular forces and
generally increases with increasing temperatures [214]. At high temperatures, H2 shows little
intermolecular interactions with solvents due to its small size and physical symmetry. Hence,
the enthalpy term for H2 is very small and the Henry’s law constant of H2 at high temper-
atures depends mostly on the entropy term. Consequently, HH2,px decreases with increasing
temperature as the solute entropy increases (see Figure 4.4). Compared to H2, CH4, CO2
and H2O are more polar and much bigger molecules which offer intermolecular interactions
with solvents. As such, the Henry’s law constants Hi,px of these three gases depend mostly
on the dissolved gas enthalpy. As the solute enthalpy of these gases rises with increasing
temperature, Hi,px for CH4, CO2 and H2O rises with increasing temperature.
The Henry’s law constant Hi,px is not a very convenient parameter for chemical reaction
engineering and mass-based or mole-based concentrations are usually preferred to xi to express
the amount of dissolved gas in a liquid phase. This is the reason why, the concentration-based
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The concentration-based Henry’s law constant Hi,pc is defined as the ratio between the gas
partial pressure and the gas concentration in the liquid phase. Hereby, the concentration of





The fit expressed in Eq. 4.12 is proposed to mathematically describe the temperature depen-
dency of Henry’s law constants (T in K). This fit was previously used by Götz et al. [204] to











By plotting lnHi,pc as function of the inverse temperature 1/T (see Figure J.4 in the Appendix)
and fitting the obtained curves with a polynomial equation, it is possible to obtain the pa-
rameters AH , BH , and CH for each investigated gas species. These parameters as well as their
temperature validity range are summarized in Table 4.4. For CO2 and H2 the parameters AH ,
BH , and CH have been taken from [204].
Table 4.4: Parameter AH , BH and CH for the Hi,pc correlation. Data for CO2 and H2 taken
from [204].
Gases AH BH CH Validity range
- K K2 ◦C
CO2 -2,158 6.09798·102 -3.22499·105 25 - 300
H2 -2,3838 7.01147·102 0 100 - 300
CH4 1.0697 -2.8567·103 7.0853·105 240 - 300
H2O -2.1325·101 2.1971·104 -6.5256·106 250 - 290
Ar 9.7404 -1.1352·104 2.8542·106 240 - 270
In the present PhD thesis, the correlation described in Eq. 4.12 is sometimes extrapolated
beyond its validity range. For instance, H2O solubility experiments do not cover the whole
three-phase methanation temperature range of 220 - 320 ◦C.
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4.4.4 Comparison with literature data
The experimental Henry’s law constants Hi,pc for CO2, H2, CH4, and H2O in DBT were
compared with Henry’s law constants measured in other organic oils, namely squalane and
octadecane, as these liquids were later used as liquid phase for three-phase CO2 methana-
tion experiments (see chapter 5). Figure 4.5 compares CO2 and H2 solubilities in DBT,
squalane and octadecane [211], while Figure 4.6 compares CH4 and H2O solubilities in DBT
and squalane [210, 211].
Figure 4.5 shows that the temperature dependency of HCO2,pc and HH2,pc is very similar in
each liquid phase. In addition, the same decreasing order in Hi,pc takes place for CO2 and H2:
DBT, then squalane and finally octadecane. Hence, at same CO2 and H2 partial pressures,
octadecane offers the highest CO2 and H2 concentration in the liquid phase. Besides, H2 and
CO2 solubility discrepancy between DBT and the other liquids is ca. 20 %.





























Temperature T / °C
CO2
Figure 4.5: Evolution of Henry’s law constants Hi,pc for CO2 (©) and H2 () in DBT
(black), squalane (white), and octadecane (grey) with temperature. Henry’s law
constants for DBT taken from [204]. Henry’s law constants for squalane and oc-
tadecane taken from [211].
Figure 4.6 shows also that the temperature dependency of HCH4,pc and HH2O,pc is very similar
in DBT and squalane. In both liquid phases HCH4,pc is higher than HH2O,pc. However, the
solubility discrepancy between DBT and squalane is much higher for CH4 (ca. 50 %) as
compared to H2O (ca. 17 %). In addition, H2O solubility is higher in DBT as compared to
squalane: H2O is the only methanation component that shows a better solubility in DBT as
compared to squalane.
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Temperature T / °C
Figure 4.6: Evolution of Henry’s law constants Hi,pc for CH4 (©) and H2O () in DBT
(black) and squalane (white) with temperature. Henry’s law constants for
squalane taken from [210, 211].
4.4.5 Consequence of gas solubility on three-phase CO2
methanation reaction
DBT shows lower solubility for CO2 and H2 as well as higher solubility for H2O as compared to
squalane and octadecane. This means that DBT offers lower methanation educt concentrations
and higher H2O concentration as compared to squalane and octadecane. According to the
literature, CO2 methanation reaction kinetics is enhanced by increasing educt concentrations
and decreased by increasing H2O concentrations [27, 110]. Assuming that gas concentrations in
the liquid phase are the kinetic relevant parameters for three-phase CO2 methanation kinetics,
CO2 methanation performed in DBT should lead to lower reaction rates as compared to CO2
methanation carried out in squalane or octadecane under the same gas partial pressures.
The main advantage of DBT compared to squalane and octadecane is its higher temperature
stability (up to 350 ◦C) and lower vapor pressure. Hence, three-phase methanation can be
operated at higher temperatures in DBT as compared to squalane or octadecane. Typical
activation energies for CO2 methanation are in the range of 70 to 90 kJ/mol (see Table
2.2 in chapter 2). Considering the Arrhenius equation (see Eq. 2.7), it means that CO2
methanation reaction rates are roughly doubled every 20 K between 200 and 350 ◦C. Squalane
and octadecane can be used as solvent for three-phase methanation up to 290 ◦C, while DBT
can be used up to 350 ◦C. As a consequence, 8 times higher CO2 methanation reaction





The objective of this chapter was to measure the solubilities of CH4 and H2O in DBT for
temperatures and pressures relevant of three-phase CO2 methanation. For this purpose, the
evacuation method was applied using a new experimental facility. This experimental procedure
was validated beforehand with the measurement of well-known CO2 solubility in H2O.
CH4 and H2O solubility experiments were conducted for temperatures between 240 and 320
◦C
as well as for pressures between 2 and 12 bar (see Figures 4.2 and 4.3). Based on these ex-
periments, correlations describing gas solubility temperature dependency were developed (see
Eq. 4.12 and Table 4.4). It was shown that the different Henry’s law constant temperature
dependencies (see Figure 4.4) can be explained by the so-called enthalpy-entropy compensa-
tion.
The solubilities of CO2 methanation components in DBT were compared with other liquids
(see Figures 4.5 and 4.6), namely squalane and octadecane, which were later used as liquid
phase for three-phase CO2 methanation experiments (see chapter 5). It was shown that DBT
offers lower CO2 and H2 solubilities as well as higher H2O solubility as compared to squalane
or octadecane. This is a drawback for DBT, because it leads to lower CO2 methanation
reaction rates, considering that gas concentration in the liquid phase is the kinetic relevant
parameter to describe three-phase methanation kinetics. This drawback is compensated by
the higher temperature stability and lower vapor pressure of DBT compared to squalane and
octadecane. Thanks to these properties, CO2 methanation performed in DBT can be operated
at higher temperatures leading to considerably higher reaction rates.
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5 Three-phase CO2 methanation
reaction kinetics
In his PhD thesis, Götz [8] tested a total of five liquid phases as solvent for three-phase CO2
methanation. The liquid dibenzyltoluene (DBT) was found to be the most adequate solvent,
as this liquid shows high temperature stability up to 350 ◦C and acceptable hydrodynamic
properties (see section A.2 in the Appendix) [204]. However, Heling [215] showed that the
Ni/Al2O3 catalyst used in the work of Götz reacts with DBT under methanation conditions,
resulting in solvent degradation and catalyst deactivation. This is the reason why a new CO2
methanation catalyst, which does not react with the liquid phase, had to be found before
conducting further kinetic investigations.
DBT belongs to the group of polycyclic aromatic hydrocarbons (PAH). It is known that sup-
ported metal catalysts not only catalyze the methanation reaction but also the hydrogenation
and cracking of aromatic compounds [216]. While Ni catalyzes the hydrogenation of aromatics
components, the acidic catalyst support is responsible for PAH cracking [216, 217]. Al2O3 is
well-known to be a strong acidic support. On the contrary, SiO2 is a neutral support and is
less prompt to catalyze hydrocracking [218, 219]. Hence, Ni/SiO2 catalysts represent a good
alternative to Ni/Al2O3 catalyst for three-phase methanation. Raney
r nickel is a catalyst
derived from nickel-aluminum alloy. By applying NaOH on this catalyst it is possible to dis-
solve Al from NiAl3 and Ni2Al3 compounds to obtain a porous and methanation active NiAl
catalyst with a weaker acidity as compared to the standard Ni/Al2O3. Therefore, a Raney
r
nickel catalyst may also be a substitute for the Ni/Al2O3 catalyst. Ru catalysts can be used
as methanation catalyst and are active at lower temperatures as compared to Ni catalyst (ca.
180 ◦C) [123]. Operating a three-phase methanation reactor at lower temperatures would
bring two advantages. First, the maximum achievable CO2 conversion would be higher due
to a more favorable thermodynamic equilibrium (see Figure 2.1). In addition, PAH cracking
would be reduced, since cracking is enhanced by increasing temperature [217, 220]. Thus, Ru
catalysts represent a good alternative to the Ni/Al2O3 catalyst.
In this chapter, the commercial Ni/Al2O3 catalyst from the work of Götz was compared
to a commercial Ni/SiO2 catalyst, a commercial Raney
r Nickel catalyst, and two different
commercial Ru/Al2O3 catalysts under three-phase methanation conditions. For these exper-
iments, a slurry reactor operated as a continuous flow stirred-tank reactor (CSTR) was used
to evaluate the CO2 methanation reaction rates as well as the stability of the three-phase
system.
Once a suitable catalyst was identified, the influence of a liquid phase on the reaction ki-
netics of the CO2 methanation was investigated to clarify whether gas partial pressure or
gas concentration in the liquid phase are the relevant parameters to describe the three-phase
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CO2 methanation kinetics. Looking at similar processes in the literature, the influence of
solvents on reaction kinetics is neither well-defined nor well understood. For the liquid-phase
hydrogenation of cyclohexene on Pd, Madon et al. [221] showed that H2 concentration in the
liquid phase is the relevant parameter to describe the reaction kinetics. However, when Pt
was applied for the same reaction, Gonzo and Boudart [222] showed that H2 partial pressure
in the gas phase is the relevant kinetic parameter. In three-phase Fischer-Tropsch synthesis,
gas partial pressures - and not gas concentrations in the slurry phase - are usually applied in
kinetic rate equations [223, 224]. For three-phase methanol synthesis, Graaf et al. [225, 226]
used gas concentration in the liquid phase to describe the reaction kinetics. However, the
experimental activation energy of the three-phase CO2 methanol synthesis was reported to be
much lower than the activation energy in a comparable two-phase system.
To clarify the influence of a liquid phase on the reaction kinetics of the CO2 methanation,
three-phase methanation experiments were carried out with three suspension liquids offering
different gas solubilities. Experiments were performed at either same gas partial pressures or
same gas concentrations in the liquid phase to find out which parameter is relevant for the
description of the three-phase CO2 methanation kinetics.
Once the influence of liquid phase on the CO2 methanation reaction kinetics was clarified,
further three-phase CO2 methanation kinetic experiments were carried out to derive a kinetic
rate equation for a CO2 partial pressure of 1 bar and temperatures between 220 and 320
◦C.
Part of the following experiments were carried out during the master theses of Daniel Safai,
Nike Trudel, and Ulli Hammann [227–229]. The major part of the following results was
published in [207].
5.1 Experimental setup
The experimental setup can be divided into three main parts: gas supply system, reactor and
gas analysis (see Figure 5.1).
5.1.1 Gas supply system
The gas volume flow rates of CO2, H2, CH4, N2 and Ar were dosed with mass flow controllers
(MFC) provided by Bronkhorst. Steam could be added to the feed gas stream via a combina-
tion of a demineralized water MFC and an evaporator from Bronkhorst. Downstream of the
MFC the gases were mixed in a feed tank and preheated to the desired reaction temperature
via heating wires placed around the pipes and the feed tank. The feed tank temperature was
measured with a thermocouple provided by Electronic Sensor GmbH (type K, precision ±
1.5 ◦C), while the feed tank pressure was monitored via an electronic pressure sensor from
Bronkhorst (precision ± 0.1 bar). The dry feed gas stream could also bypass the reactor and









































Figure 5.1: Flow chart of the experimental setup used for three-phase methanation kinetic
investigation.
5.1.2 Reactor
An autoclave reactor manufactured by Büchi Glas Uster AG (type versoclave) was used for
the experiments as a CSTR. The reactor was made of stainless steel (type 1.4571) with an
effective capacity of 1 l and could stand temperatures and pressures up to 400 ◦C and 60
bar, respectively. The temperature of the liquid phase inside the reactor was monitored by a
Pt-100 thermocouple (precision ± 0.8 ◦C); this temperature was used as control parameter for
the heating/cooling system incorporated in the reactor jacket. An electronic pressure sensor
provided by Bronkhorst (precision ± 0.1 bar) and a thermocouple provided by Electronic
Sensor GmbH (type K, precision ± 1.5 ◦C) placed on the reactor cover plate were used to
monitor the reactor gas phase pressure and temperature, respectively. A rotary stainless steel
turbine stirrer and a stainless steel baffle from Büchi Glas Uster AG placed inside the reactor
allowed for a good mixing of the slurry phase with the gas phase. The stirrer could be operated
at up to 3000 rotations per min.
Thereafter, the gas stream exiting the reactor was cooled to ca. 200 ◦C in order to condense
most of the entrained solvent, while the produced water stayed in the vapor phase. Then, the
almost oil-free gas stream was cooled to 5 ◦C in order to condense water and the rest of the
solvent. For this purpose a condensate tank was installed downstream of the reactor. After
the condensate tank, a pressure controller provided by Bronkhorst regulated the autoclave
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reactor pressure (precision ± 0.15 bar). The dry and cool product gas stream exiting the
pressure controller could either be directed to the extractor hood or to the gas chromatograph
via a three-way valve.
5.1.3 Gas analysis
The product and feed gas streams were analyzed with gas chromatograph (GC) model G3581A
by Agilent Technologies. The GC used a thermal conductivity detector (TCD) and was cali-
brated for H2, Ar, N2, CO2, CH4, CO, as well as for C2H4 and C2H6. The cycle time of a GC
analysis was about 3 minutes.
5.2 Materials
5.2.1 Gases
The gases used in these experiments were CO2, H2, CH4, N2 and Ar. The purity and the
supplier of these gases are given in Table A.1. Water vapor was produced from demineralized
water.
5.2.2 Catalysts
Two commercial nickel-based catalysts with either alumina or silica support (Ni/Al2O3 and
Ni/SiO2, respectively) and two commercial ruthenium-based catalysts with alumina support
(Ru/Al2O3) were employed in this work. These catalysts were delivered as pellets of 5 x 5
mm. In pellet form, the catalyst was not suited for kinetic investigation, as the relatively high
catalyst size could lead to undesired intra-particle mass-transfer limitation. To overcome this
issue, catalyst pellets were first milled and sieved. Only the particle size fraction of 50 - 100
µm was applied. Besides, Raneyr nickel catalyst provided by Merck in form of powder was
used. The catalysts used in the experiments were named according to Table 5.1.










The liquids employed in this work were squalane (Purity 99 %, Sigma Aldrich), octade-
cane (Purity 99 %, VWR International GmbH ), and dibenzyltoluene (DBT, trade name
MARLOTHERMr SH, Sasol). These liquids were chosen because they covered a wide range
of gas solubilities and had sufficiently low vapor pressure at relevant reaction temperatures.
Solubility data of the methanation relevant gas species in squalane and octadecane were taken
from [211], while gas solubilities in DBT were taken from Chapter 4 and [204]. An overview




The commercial nickel and ruthenium catalysts were delivered in their oxidized form and
had to be reduced before starting the methanation reaction. For this purpose, a two-phase
fixed-bed reactor was designed and built, as the required reduction temperature of 400 ◦C was
much higher than the temperature stability of the liquids (< 350 ◦C), which made catalyst
reduction in the suspension impossible. A sketch of the reduction reactor is given in Figure
O.1.
Nickel oxide was reduced with hydrogen to pure nickel according to the reaction described in
Eq. 5.1. A similar reaction occured for the reduction of the Ru-based catalysts.
NiO + H2 ⇋ Ni + H2O (5.1)
To carry out this reduction reaction, the sieved nickel and ruthenium catalysts were filled into
the reduction reactor. This reactor was then heated up to 400 ◦C at atmospheric pressure
with a mixture of Ar/H2 = 1/1 and a volume flow rate of 44 l/h at standard temperature and
pressure (STP). These operating conditions were maintained for 24 h. Then, the heating was
switched off and the reactor was cooled down to atmospheric temperature, while prolonging
the Ar/H2 gas stream.
The Raneyr nickel catalyst was delivered as nickel/aluminum alloy and required another
activation method, which did not involve a reaction with H2 at elevated temperatures. For
Raneyr nickel catalyst, aluminum was removed by suspending the alloy in a sodium hydroxide
solution. Sodium hydroxide reacted with aluminum to aluminate and hydrogen according to
Eq. 5.2. Aluminate dissolved in the solution and the remaining solid particle exhibited a
highly porous structure with a high nickel content.
Al + NaOH + 3 H2O ⇋ NaAl(OH)4 + 3/2 H2 (5.2)
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In both cases, catalyst reoxidation had to be avoided. For this purpose, the activated catalysts
were suspended in the suspension liquid under inert Ar atmosphere. In this chapter, it has
to be noted that the mass of catalyst, mcat, is the mass of activated catalyst used for
methanation experiments.
5.3.1.2 CO2 methanation experiments
Before each methanation experiment, the slurry phase consisting of suspension liquid and
activated catalyst was filled into the autoclave reactor and heated up to reaction temperature.
At the same time, a 200 ml/min (STP) volume flow rate of Ar/H2 = 1/1 was sent through
the reactor in order to prevent catalyst oxidation.
When the reaction temperature was reached, the reactor inlet volume flow rate as well as
composition were changed to CO2 methanation operating conditions. The autoclave reactor
was used as CSTR. Consequently, the inlet volume flow rates of each gas species - except
CO2 to maintain a constant CO2 residence time - were step by step varied to obtain well-
defined outlet gas compositions, especially an outlet CO2 partial pressure of 1 bar. A constant
Ar volume flow rate of 100 ml/min (STP) was for instance maintained constant during the
experiment to facilitate the calculation of outlet volume flow rates (see section 5.3.2), while
the volume flow rate of N2 was adjusted to reach a constant total inlet volume flow rate.
Furthermore, for each set of experiments absence of mass-transfer limitation in the liquid
phase was verified through variation of the autoclave agitator speed. An example is shown
in Figure 5.2 for an experiment performed with the commercial Ni/SiO2 catalyst suspended
in DBT at a reaction temperature of 260 ◦C. It can be seen that the CO2 conversion XCO2
does not increase any further for an agitator speed above 800 1/min. Above this threshold,
no mass-transfer resistance in the liquid phase has to be considered.



















Agitator speed  n / 1/min
Figure 5.2: Influence of agitator speed on the CO2 conversion observed with Ni/SiO2
catalyst suspended in DBT (T = 260 ◦C, pH2,out = 4 bar, pCO2,out = 1 bar,
τmod,CO2 = 14 kg · s/mol).
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This observation was also confirmed for all other experimental conditions. Thus, an agitator
speed of 1000 1/min was selected for all the experiments described in this chapter.
5.3.2 Data analysis and calculations
The total outlet volume flow rate (STP), V̇total,out,STP, was calculated according to Eq. 5.3, as





Knowing V̇total,out,STP as well as the gas composition at the reactor inlet and outlet via GC mea-
surements, the catalyst performance was evaluated via the calculation of the CO2 conversion,
the methanation reaction rate and the selectivities to methanation products.





The three-phase CO2 methanation catalyst mass-based reaction rate r3PM, further referred to












the experimental CO2 methanation reaction rate r3PM,exp observed in the autoclave reactor





The selectivity Si to CH4, CO, or C2H6 was defined as the ratio of produced CH4, CO, or





During the experiments, attention was paid to the carbon and hydrogen balance. The carbon
balance was defined as the ratio of the sum of outlet CO2, CO, CH4, C2H6, and C2H4 molar






ṅCO2,out + ṅCO,out + ṅCH4,out + 2 ṅC2H6,out + 2 ṅC2H4,out
ṅCO2,in + ṅCH4,in
(5.9)
The GC used in this work could only detect CO, CO2 and CH4, C2H6 and C2H4 as gas compo-
nents containing carbon. Hence, in the carbon balance in Eq. 5.9 only these components were
taken into account when calculating the outlet molar flow rates containing carbon. Despite
this limited gas analysis, the carbon balance was higher than 98.5 % for all the experiments.
Equivalent to the carbon balance, the hydrogen balance was defined as ratio of the sum of
outlet H2, CH4, C2H6, C2H4, and H2O molar flow rates to the sum of all inlet molar flow rates




2 ṅH2,out + 4 ṅCH4,out + 6 ṅC2H6,out + 4 ṅC2H4,out + 2 ṅH2O,out
2 ṅH2,in + 4 ṅCH4,in + 2 ṅH2O,in
(5.10)
The water in the product gas stream, ṅH2O,out, was condensed upstream of the GC. Therefore
ṅH2O,out could not be estimated based on GC measurements. However, ṅH2O,out could be
calculated over the oxygen balance according to Eq. 5.11.
ṅH2O,out = ṅH2O,in + 2 ṅCO2,in − 2 ṅCO2,out − ṅCO,out (5.11)
5.3.3 Development of a reaction rate equation
A power law rate equation with product limitation was used to describe the experimental CO2
reaction rates (see Eq. 5.12). Furthermore, during the experiments, a CH4 selectivity above
95 % was observed. Hence, side reactions along the main CO2 methanation reaction were
ignored for the development of the kinetic rate equation.
r3PM,cal = k ·
cH2,L
α · cCO2,Lβ
(1 +KH2O · cH2O,L)
γ ·K (5.12)
k is the reaction rate constant as defined in Eq. 5.13, while KH2O describes the adsorption
constant of H2O on the nickel catalyst (see Eq. 5.14). As the adsorption enthalpy of H2O,
∆hH2O,ad, was not found in literature, KH2O was set to 1 m
3/mol in this work, i.e. the influence
of H2O on the reaction rate does not vary with temperature. Other values were tested for
KH2O and delivered similar fits.
k = k0 · exp(
−EA
R · T ) (5.13)






In Eq. 5.12, K describes the limitation of r3PM when the reaction system approaches the chem-
ical equilibrium described by Keq (see Eq. 5.15). K was expressed as function of gas partial
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pressure according to [27, 230] and it was assumed that chemical equilibrium is characterized
by the gas phase equilibrium and not by the liquid phase equilibrium, i.e. only the activities of
the species in the gas phase were taken into account for the calculation of K. Further details
related to chemical equilibrium of three-phase CO2 methanation are given in the Appendix
K.








The gas concentrations in the liquid phase ci,L were estimated with Eq. 5.16 which is valid





The chemical equilibrium constant Keq was estimated through minimization of the system’s
Gibb’s enthalpy. The Gibb’s enthalpies of the gas species were calculated using gas enthalpy
and entropy correlations from NIST Chemistry WebBook [231]. The kinetic parameters k, α,
β, and γ were determined by least-square minimization of the deviation between calculated
CO2 reaction rates r3PM,cal, (Eq. 5.12), and experimentally observed CO2 reaction rates r3PM,exp
(Eq. 5.7). In a first step, α, β and γ were guessed and k was determined for each investigated
temperature. Then, k0 and EA were calculated from linear regression of the Arrhenius equation
(see Eq. 5.17). The deviation between r3PM,cal and r3PM,exp was determined and α, β, and γ
were further varied until the deviation reaches a minimum. This two-step method aimed for
verifying the first-step fit through the examination of the Arrhenius plot fit quality. Only
Arrhenius fits with R2 ≥ 0.98 were considered.
log10 k = log10 k0 −
EA




5.4 Results and discussion
5.4.1 Catalyst test
Before determining the reaction kinetics of three-phase CO2 methanation, a catalyst test was
performed in DBT with the nickel and ruthenium catalysts listed in Table 5.1 under the op-
erating conditions summarized in Table 5.2. To identify the most adequate CO2 methanation
catalyst, the CO2 reaction rate as well as the product selectivities were determined after 100 h
of operation. In further experiments the long-term catalyst stability in DBT was investigated.
To do so, the operating conditions listed in Table 5.2 were applied and the CO2 reaction rates
were monitored over a period of 240 h.
The results of the catalyst test are shown in Figure 5.3. Nicom1 offers the highest CO2
reaction rates. However, after 100 h of operation Nicom1 lost 70 % of its initial activity. As
expected, Nicom1 reacts with DBT and deactivates. This behavior is not observed for the
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other catalysts. Hence, the catalyst support does influence the cracking of DBT and catalysts
with less acidic support like SiO2 are less prompt to DBT cracking.







mcat 0.9 - 1.0 10
−3 kg
With decreasing order of CO2 reaction rates the investigated catalysts range as following:
Nicom2 > RaneyNi > Nicom1 > Rucom1 > Rucom2. Aside CO2 reaction rates, selectivity
is a significant criterion for the choice of the right three-phase methanation catalyst. For all
catalysts almost no selectivity to C2H6 can be observed. However, the investigated catalysts
show different selectivities to CH4 and CO, SCH4 and SCO, respectively. In decreasing order
of SCH4 , the catalysts can be classified as following: Rucom1 > Nicom2 > Nicom1 > RaneyNi
> Rucom2. Although Rucom1 exhibits the highest SCH4, the associated reaction rate is about
2.5 times smaller as compared to Nicom2. As such, Nicom2 is the best trade between reaction
rate and CH4 selectivity.
























































Figure 5.3: CO2 reaction rates (left) and selectivities to CH4, CO, and C2H6, respectively in
white, grey, and black (right) for different methanation catalysts (T = 250 ◦C,
pR = 5 bar, τmod,CO2 = 20.5 kg·s/mol, (H2/CO2)G,out = 4.0, pCO2,out = 0.83 bar).
Furthermore, Rucom2 shows the lowest SCH4 (ca. 50 %). Combined with the lowest r3PM,
Rucom2 is the worst tested catalyst. Ru catalysts are known to have a lower selectivity to
CH4 than Ni catalysts (see section 2.1.2). However, a low selectivity combined with a low
42
5.4 Results and discussion
reaction rate is not usual for Ru catalysts. In absence of specific reduction method for Ru
catalysts from the suppliers, the same reduction method was applied for each catalyst (see
section 5.3.1.1). Reason for unexpected low methanation performance of Ru catalysts may
be an unadapted reduction procedure. In addition, considering Ni catalysts only, RaneyNi
shows the lowest SCH4 . Therefore, it can be assumed that the absence of support in RaneyNi
is detrimental to SCH4 and that Al2O3 or SiO2 help for reaching high SCH4 .
Based on the catalyst test, Nicom2 seems to be the most adequate catalyst for three-phase
CO2 methanation. To confirm this, further experiments were carried out to investigate the
long-time activity of Nicom2. The results of these experiments are shown in Figure 5.4. The
long-time activity of Nicom1 is shown next to Nicom2 for comparison purpose. As expected,
the CO2 reaction rates observed with Nicom1 rapidly decrease and after 200 h they stabilize
at ca. 30 % of the initial activity. On the contrary, r3PM observed with Nicom2 do not vary
over the investigated period of time. As such Nicom2 is a stable catalyst for three-phase CO2
methanation.



























Time on stream TOS / h
 Nicom1
 Nicom2
Figure 5.4: Evolution of the CO2 reaction rates over time for two commercial catalysts (TR
= 250 ◦C, pR = 5 bar, τmod,CO2 = 20.5 kg·s/mol, (H2/CO2)G,out = 4.0, pCO2,out =
0.83 bar).
To sum up, Nicom2, i.e. a commercial Ni/SiO2 catalyst, shows the highest CO2 reaction rates
combined with high selectivity to CH4. Furthermore, this catalyst does not deactivate under
three-phase methanation operating conditions and does not degrade the liquid phase. As a
consequence, this catalyst was seen as a suitable catalyst for three-phase methanation and
was used in further CO2 methanation experiments.
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5.4.2 Influence of the liquid phase on reaction kinetics
To investigate whether gas partial pressures or gas concentrations in the liquid phase are the
rate-determining parameters for the three-phase CO2 methanation, three different liquids -
squalane, octadecane, and DBT - offering different gas solubilities were used as suspension
liquids. For the first experiments, same H2 and CO2 partial pressures were applied for all three
suspension liquids for temperatures of 220 to 260 ◦C. Then, H2 and CO2 partial pressures were
adjusted to obtain the same H2 and CO2 concentrations in the different liquid phases for a
reaction temperature of 230 ◦C. For both sets of experiments, the CO2 reaction rate as defined
in Eq. 5.7 was evaluated. CH4 and H2O partial pressures or concentrations in the liquid phase
were not adjusted for the methanation experiments in octadecane, as HCH4,pc and HH2O,pc in
octadecane were not available in literature.




































Figure 5.5: Arrhenius plot: influence of temperature on the CO2 reaction rates observed in
squalane, octadecane, or DBT (pR = 16 bar, pH2,out = 4 bar, pCO2,out = 1 bar).
The temperature influence on the CO2 reaction rate r3PM,exp observed in squalane, octade-
cane, and DBT at pH2,out = 4 bar and pCO2,out = 1 bar is shown in Figure 5.5. Experiments
in octadecane could not be performed at temperatures above 230 ◦C, as octadecane crystal-
lized at the cooled reactor outlet and blocked the outlet gas flow (octadecane is solid under
27 ◦C). Nevertheless, the results obtained from the unimpeded octadecane experiments were
regarded as sufficient to clarify the influence of a liquid phase on the CO2 methanation reac-
tion kinetics. Consequently, the experimental setup of this work was not adapted to make up
for the crystallization issue. In Figure 5.5, similar activation energies ranging from 75 to 84
kJ/mol can be derived from the Arrhenius plots. Hence, temperature has the same influence
on the CO2 reaction rates for all liquid phases. This range of activation energy is typical for
CO2 methanation reaction performed in the gas phase [6, 27, 110] and it confirms that the
experiments have been carried out in absence of mass and heat transfer limitations.
In Figure 5.6, CO2 reaction rates observed in the three different liquids at 230
◦C either
at same H2 and CO2 partial pressures (left) or at same H2 and CO2 concentrations in the
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liquid phase (right) are compared to each other. At identical H2 and CO2 partial pressures
different reaction rates are observed depending on the applied liquid phase. In DBT, the CO2





























































Figure 5.6: Comparison of CO2 reaction rates at 230
◦C, pR = 16 bar, and τmod,CO2 = 17 -
20 kg·s/mol observed in squalane, octadecane, and DBT at pH2,out = 4 bar and
pCO2,out= 1 bar (left), and cH2,L = 7.23 mol/m
3 and cCO2,L= 5.72 mol/m
3 (right).
Theses discrepancies can be explained by the different gas solubility offered by the liquids: at
identical H2 and CO2 concentrations in the liquid phase, all the experimental CO2 reaction
rates are similar to each other. The highest r3PM,exp is obtained in octadecane, while r3PM,exp
determined in squalane and DBT are about 4 % to 12 % lower as compared to octadecane
experiments. The slightly lower r3PM,exp in DBT as compared to squalane and octadecane
can be explained by the higher H2O solubility in DBT. H2O has a negative influence on
r3PM,exp (see section 5.4.3.2). Hence, the higher H2O concentration in DBT as compared
to squalane results in lower r3PM,exp. Other explanation is based on molecular interactions
during solvation: the Henry’s law constants necessary for the calculation of gas concentrations
in the liquid phase were derived from experiments with pure gases and do not account for
intermolecular interactions. Hence, real gas concentrations in the liquid phase can differ from
the ones derived from pure gas solubility correlations. Further explanation lies in solvent
adsorption effect on the catalyst active sites: DBT is an aromatic compound with a higher
adsorption as compared to paraffins like octadecane and squalane [217, 221]. Consequently,
DBT can block more active sites as compared to octadecane and squalane, which results in
lower CO2 reaction rates. Nevertheless, the difference in CO2 reaction rates between the
investigated three-phase systems remains low and is covered by measurement uncertainty.
Based on these results, it can be concluded that gas concentration in the liquid phase and
not gas partial pressure is the relevant parameter to describe the CO2 methanation reaction
kinetics in a three-phase reactor. With this background, a reaction rate equation for the
three-phase CO2 methanation was derived from kinetic experiments performed in DBT.
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5.4.3 Development of a reaction rate equation
For the development of a three-phase methanation kinetic rate equation, kinetic experiments
were performed in DBT. In a first set of experiments performed at 260 ◦C, outlet educt and
product gas partial pressures were systematically varied to identify their influence on the
CO2 reaction rate. For the remaining experiments, educt and product partial pressures were
simultaneously varied between temperatures of 220 ◦C to 320 ◦C, as shown in Table 5.3.
Table 5.3: Variation of process parameters for the development of a kinetic rate equation.
Parameters Variation Units
T 220 - 320 ◦C
pCO2,out 0.5 - 2.3 bar
pH2,out 2.9 - 12.9 bar
pCH4,out 0.04 - 1.4 bar
pH2O,out 0.08 - 2.8 bar
pR 8 - 18 bar
τmod,CO2 1.7 - 35 kg·s/mol
mcat 0.16 - 0.8 10
−3·kg
(H2/CO2)G,out 1.71 - 12.796 -
(H2/CO2)L 0.58 - 4.35 -
Each catalyst batch used for the reaction kinetic experiments was operated under three-phase
methanation conditions for at least 300 h and no catalyst deactivation was observed during
this period of time. With the results of 91 verified experiments, a three-phase methanation
kinetic rate equation was developed according to section 5.3.3.
5.4.3.1 Educt influence on the CO2 reaction rate
The influence of H2 concentration on the CO2 reaction rate at 260
◦C is shown in Figure
5.7. r3PM,exp is increased by 52 % when cH2,L rises from 2.8 to 12.9 bar. Consequently, the
H2 reaction order derived from logarithmic linearization of the results shown in Figure 5.7 is
about 0.3 at 260 ◦C. By increasing the reaction temperatures from 220 to 320 ◦C an increase
in H2 reaction order from ca. 0.25 to 0.45 can be observed (see Figure L.1 in the Appendix).
The positive influence of H2 concentration on the CO2 reaction rate has been already reported
in the literature with H2 reaction orders ranging from 0.2 to 1 [27, 32, 35, 37, 105, 106, 110].
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H2 partial pressure  pH2,out / bar
Figure 5.7: Influence of H2 concentration on the CO2 reaction rate (T = 260
◦C, pR =
18 bar, pCO2,out = 1 bar, pCH4,out = 0.27 bar, pH2O,out = 0.79 bar, τmod,CO2 = 2.7
kg·s/mol).
The impact of CO2 concentration on the CO2 reaction rate at 260
◦C is shown in Figure 5.8.
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CO2 partial pressure  pCO2,out / bar
Figure 5.8: Influence of CO2 concentration on the CO2 reaction rate (T = 260
◦C, pR =
18 bar, pH2,out = 4 bar, pCH4,out = 0.27 bar, pH2O,out = 0.79 bar, τmod,CO2 = 7.6 -
20 kg·s/mol).
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The influence of cCO2,L is significantly smaller as compared to cH2,L. The CO2 reaction rate is
only increased by ca. 15 % when cCO2,L is doubled. Considering the other kinetic experiments
performed at temperatures from 220 to 320 ◦C, an increase in CO2 reaction order from 0.1 to
0.18 is observed by increasing temperatures (see Figure L.2 in the Appendix). The positive
influence of CO2 concentration on r3PM,exp has been also described in the literature, however,
with higher CO2 reaction orders ranging from 0.33 to 1 [27, 32, 35, 37, 105, 106]. Lim et
al. [110] reported a small influence of CO2 concentration on the CO2 reaction rate at high
CO2 concentrations and stoichiometric H2/CO2 ratios. They reported an influence of CO2
concentration on r3PM,exp only at low CO2 concentrations and over-stoichiometric H2/CO2
ratios. In this work, due to the different H2 and CO2 gas solubility (HH2,px ≫ HCO2,px), the
reaction system is characterized by sub-stoichiometric H2/CO2 ratios. Hence, under 3PM
operating conditions, H2 and not CO2 is the limiting reactant. Accordingly, the CO2 reaction
order is low.
5.4.3.2 Product influence on the CO2 reaction rate
Figure 5.9 shows that an increase in cCH4,L has no impact on r3PM,exp at 260
◦C. This trend
can be observed for other reaction temperatures. Therefore, CH4 reaction order is 0. This
finding is also reported for two-phase experiments [27, 32, 35, 37, 105, 106, 110].
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CH4 partial pressure  pCH4,out / bar
Figure 5.9: Influence of CH4 concentration on the CO2 reaction rate (T = 260
◦C, pR =
8 bar, pCO2,out = 1 bar, pH2,out = 4 bar, pH2O,out = 0.53 bar, τmod,CO2 = 14.9
kg·s/mol).
The influence of H2O concentration on r3PM,exp at 260
◦C is shown in Figure 5.10. A small
increase in cH2O,L leads to a reduction of r3PM,exp by about 10 %. However, a further increase
in cH2O,L does not significantly decrease r3PM,exp. In addition, the decrease in r3PM,exp with
increasing cH2O,L is more pronounced with increasing temperatures: the H2O reaction order
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increases from 0.1 to 0.13 in the temperature range of 220 to 320 ◦C (see Figure L.3 in the
Appendix). The inhibiting effect of H2O on the CO2 methanation reaction kinetics has been
also observed by Lim et al. [110]. According to them, the negative influence of H2O on the
CO2 methanation rate is explained by the adsorption of H2O on the catalyst active sites,
preventing H2 or CO2 to adsorb and further react on the catalyst.
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H2O partial pressure  pH2O,out / bar
Figure 5.10: Influence of H2O concentration on the CO2 reaction rate (T = 260
◦C, pR =
18 bar, pCO2,out = 1 bar, pH2,out = 4 bar, pCH4,out = 0.55 bar, τmod,CO2 = 16.7
kg·s/mol).
5.4.3.3 Reaction rate equation
A kinetic rate equation has been derived from the experiments performed at 260 ◦C in the
previous section, and from the experiments performed at temperatures ranging from 220 to 320
◦C which are collected in Appendix L. The kinetic rate equation resulting from the least-square
minimization is described in Eq. 5.18.






(1 + 1 · cH2O,L)0.1
·K (5.18)
An activation energy EA of 79 kJ/mol - typical for CO2 methanation - is retrieved from the
rate equation optimization. The parity plot between experimental CO2 reaction rate and CO2
reaction rate derived from Eq. 5.18 is shown in Figure 5.11. A good agreement between the
experimental results and the model is obtained. Assessing a normal distribution, a standard
deviation between r3PM,exp and r3PM,cal of 6.0 % is achieved.
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Exp. CO2 reaction rate  r3PM,exp / mmol/(kg ¢s)
+ 10 %
Figure 5.11: Parity plot between experimental and calculated CO2 reaction rates. Reaction
rates are calculated with the kinetic rate equation described in Eq. 5.18.
5.4.3.4 Sensitivity analysis
In order to understand the discrepancy between calculated and experimental CO2 reaction
rates, a sensitivity analysis was carried out on the reaction rate equation given in Eq. 5.18.
For this analysis, the reaction temperature as well as CO2, H2, and H2O concentrations
were varied according to the uncertainties listed in Table 5.4. An extreme case scenario was
obtained by setting simultaneously the uncertainty of the parameters to their maximum or
minimum value. These uncertainties were calculated using the differential method described
in the Appendix N.
Table 5.4: Measurement uncertainties for the sensitivity analysis.
Parameters Variation
T ± 1 K
pi ± 4 %
HH2,pc ± 14 %
HCO2,pc ± 5 %
HH2O,pc ± 5 %
Figure 5.12 shows the influence of measurement uncertainties on the calculated CO2 reaction
rates. cH2,L has the strongest impact on r3PM,cal followed by temperature, cCO2,L and cH2O,L.
The decreasing influence of gas concentration from H2 to H2O is directly related to the gas
species reaction order expressed in Eq. 5.18 as well as the uncertainty of each Henry’s law
constant. On the other hand, the temperature impact on r3PM,cal is related to the reaction
activation energy. Considering the extreme case scenario, the measurement uncertainties
result in a deviation in r3PM,cal of ca. 8.5 %. These uncertainties can therefore explain the
standard deviation between r3PM,exp and r3PM,cal observed in Figure 5.11. To reach a better
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match between r3PM,exp and r3PM,cal it is mandatory to improve the measurement accuracy,
especially the confidence in HH2,pc which exerts the strongest influence on the calculated CO2
reaction rates.






























Figure 5.12: Sensitivity analysis on the three-phase CO2 methanation kinetic rate equa-
tion described in Eq. 5.18 (T = 260 ◦C, cH2,L = 11.71 mol/m
3, cCO2,L = 8.51
mol/m3, cCH4,L = 1.24 mol/m
3, cH2O,L = 9.68 mol/m
3).
Further source of discrepancy between experimental and calculated data is related to the
different catalyst samples that have been used in the experiments. For the development of
a kinetic rate equation, only one sample of catalyst is usually applied. However, 9 different
catalyst samples were used in the experiments described in this chapter. Even though the
catalyst samples were taken from the same catalyst batch, each sample shows slightly different
catalytic activities compared to the others. These differences can be related to the uncertainty
during catalyst weighing or by catalyst reoxidation during catalyst suspension in the liquid
phase.
5.5 Summary
The objectives of this chapter were to identify an optimum methanation catalyst which does
not deactivate and crack the liquid phase dibenzyltoluene under CO2 methanation operating
conditions, to clarify the influence of a liquid phase on the CO2 methanation reaction kinetics,
and to develop a kinetic rate equation for three-phase CO2 methanation. For this purpose,
experiments were carried out in a continuous stirred-tank slurry reactor.
A commercial Ni/SiO2 catalyst suspended in dibenzyltoluene was found to be stable under CO2
methanation conditions, while delivering satisfying CO2 conversion as well as high selectivity
to CH4 (see Figures 5.3 and 5.4). The other tested nickel catalysts were either deactivating
or showing lower activity and CH4 selectivity. The good stability of the Ni/SiO2 catalyst as
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compared to the Ni/Al2O3 catalyst used previously in the PhD thesis of Götz [8] is probably
related to the lower acidity of the catalyst support which is less prompt to catalyze cracking of
the suspension liquid dibenzyltoluene. Next to nickel catalysts, commercial ruthenium-based
catalysts were tested. They showed almost no CO2 conversion with almost no selectivity
to CH4. This poor catalyst activity is probably related to an unadapted catalyst reduction
method.
Choosing the commercial Ni/SiO2 catalyst for further experiments, the influence of the liquid
phase on the CO2 methanation reaction kinetics was investigated. To do so, three differ-
ent liquid phases, namely squalane, octadecane and dibenzyltoluene were used as suspension
liquid for three-phase CO2 methanation experiments performed at same temperature and ei-
ther at same gas partial pressures or same gas concentrations in the liquid phase (see Figure
5.6). At same gas partial pressures, the three reacting systems showed different CO2 reaction
rates. However, at same gas concentrations in the liquid phase, similar CO2 reaction rates
were observed. Hence, the relevant parameter to describe the three-phase CO2 methanation
reaction kinetics is not gas partial pressure but gas concentration in the liquid phase. Further-
more, a liquid phase does not influence the CO2 methanation reaction kinetics but impacts
the available reactant concentrations around the catalyst resulting from liquid-specific gas
solubilities.
Based on these findings, 91 reaction kinetic measurements were performed in dibenzyltoluene
at a CO2 partial pressure of 1 bar and temperatures between 220
◦C and 320 ◦C to derive a
kinetic rate equation describing the three-phase CO2 methanation kinetics. The kinetic rate
equation (see Eq. 5.18) is able to predict the experimental reaction rates with a standard
deviation of 6.0 % (see Figure 5.11). Besides, a sensitivity analysis (see Figure 5.12) showed
that measurement accuracy related to H2 solubility in DBT must be improved to reach a
better fit between experimental and calculated reaction rates.
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three-phase CO2 methanation
reaction kinetics
In chapter 5, it was postulated that (i) a liquid phase influences the effective reaction rate but
not the intrinsic chemical reaction rate and (ii) gas concentration in the liquid phase, not gas
partial pressure, is the relevant parameter to describe the CO2 methanation reaction kinetics.
For the experiments performed in chapter 5, several catalyst samples from a single catalyst
batch were prepared: they were reduced in a fixed-bed reactor (see section 5.3.1.1) and then
suspended in different liquids under an inert atmosphere before proceeding to the methanation
experiments. As it could not be fully excluded that catalyst reoxidation and deactivation took
place during the catalyst suspension procedure, there was a need to confirm statements (i) and
(ii) in a reacting system where catalyst reoxidation is excluded. In addition, it was reported in
chapter 5 that a significant part of experimental uncertainty is related to the calculation of H2
concentration in the liquid phase, which depends on the knowledge of Henry’s law constants.
As the solubility of H2 in organic oils is usually low, the experimental uncertainty of the
corresponding Henry’s law constants is quite high (see chapter 4).
This chapter intends to confirm statements (i) and (ii) using a different experimental approach.
If the liquid phase only influences the reaction rate in terms of effective gas concentrations
at the catalyst surface, operating a two-phase (gas/solid) fixed-bed reactor under three-phase
methanation operating conditions should lead to identical reaction rates. Graaf et al. followed
the same path to study the influence of a liquid phase on three-phase methanol synthesis
kinetics: they measured the methanol synthesis kinetics in a two-phase reactor [226] and then
in a three-phase reactor [211, 225, 232]. They showed that the activation energy derived
from three-phase methanol synthesis experiments is much lower than the activation energy
derived from two-phase methanol synthesis experiments [225]. In contrary to the statement
in chapter 5 they concluded that the liquid phase influences significantly the reaction kinetics
of the methanol synthesis.
In this chapter, kinetic experiments were carried out in a two-phase fixed-bed reactor under
three-phase CO2 methanation conditions. Hereby, the influence of temperature and reactant
as well as product partial pressures on the two-phase methanation (2PM) reaction kinetics
was studied. Based on these experiments a kinetic rate equation has been derived and used
to reproduce three-phase CO2 reaction rates obtained from experiments performed in chapter
5.
The following experiments were carried out during the master thesis of Ulli Hammann [229]
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and the major part of the following results was published in [233].
6.1 Experimental setup
The experiments were carried out in the experimental setup shown in Figure 6.1, which is
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Figure 6.1: Flow scheme of the experimental setup.
The gases CO2, H2, CH4, H2O, Ar, and N2 with purities superior to 99.995 % were supplied
via a set of mass flow controllers (Bronkhorst). The gas mixture was heated up to the desired
inlet temperature before entering the reactor.
The reactor was a glass tube (dt = 8 mm and Lt = 700 mm) used as plug flow reactor (PFR).
The glass tube was filled with catalyst particles (dP = 50 - 100 µm) diluted by inert SiO2
particles (dP = 100 - 160 µm) in order to mitigate temperature hot spots within the particle
bed. The weight ratio of catalyst to SiO2 is 1 to 8.
The catalyst particle size range was chosen to minimize pressure drop and to rule out inter-
or intra-particle mass and heat transfer limitations [235–237]. The absence of intra-particle
mass transfer limitation was validated by the Weisz-Prater criterion [235] for each kinetic
measurement. The temperature profile along the catalyst bed was measured with a moveable
thermocouple placed in a centrally positioned thermowell. A bed of inert particles was placed
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in front of the catalyst bed to serve as gas mixing and preheating zone. A second bed of inert
particles was positioned after the catalyst bed to adjust the vertical position of the reaction
zone to one of the heating blocks. The glass reactor itself was placed in a stainless-steel tube
to allow experiments at high pressures. The annular space between the glass and the metal
reactor was sealed with an O-ring to prevent gas recirculation and bypass effects. The steel
tube was heated via three heating blocks which were insulated with glass wool against the
environment. This construction is shown in Figure O.2 in the Appendix.
Isothermal conditions along the fixed bed were systematically verified using the moveable
thermocouple, i.e. the axial temperature spread (∆Tax) was below 1 K for all experiments.
Isothermal conditions were reached by application of high gas velocities and fine tuning of the
three reactor heating blocks. Two catalyst beds were prepared for the experiments reported
in this work: one bed with 0.5 g of catalyst and a second bed with 0.1 g of catalyst. Indeed,
isothermal condition could not be achieved with the first catalyst bed at temperatures higher
than 260 ◦C. With the second catalyst bed, isothermal conditions were reached even for the
highest investigated reactor temperature of 300 ◦C.
At the reactor outlet, the product gas was cooled to 15 ◦C to condense most of the produced
water. After passing a pressure controller (Bronkhorst), the dry product gas was analyzed in
a gas chromatograph (GC 7890A, Agilent) for CH4, CO2, CO, Ar, N2, H2, C2H4, and C2H6.
6.2 Materials
The catalyst used in this chapter was a commercially available Ni/SiO2 catalyst for metha-
nation applications. It was from the same catalyst batch as used in the previous three-phase
methanation experiments. Prior to each experiment, the catalyst was reduced for 24 hours
at 400 ◦C in an Ar/H2 = 1/1 atmosphere flowing at 40 l/h (STP) in the experimental setup
shown in Figure 6.1. After the reduction procedure, the reactor was cooled under the same
Ar/H2 = 1/1 atmosphere to reaction temperature and the desired gas atmosphere was ap-
plied. The same reduction method was applied for the catalyst used in three-phase metha-
nation experiments (see chapter 5), i.e. the catalyst was reduced in a fixed-bed reactor under
the above-mentioned conditions before being suspended in the liquid phase under an inert
atmosphere.
Previous three-phase methanation kinetic investigations were conducted with a pre-reduced
catalyst and catalyst mass-specific reaction rates were determined with the reduced and not
the oxidized catalyst mass. In this work, oxidized catalyst particles were placed inside the
fixed-bed reactor. Hence, knowledge of the catalyst mass loss after the reduction procedure
was required to compare two-phase and three-phase CO2 methanation reaction rates. To gain
such knowledge, thermogravimetric analyses (TGA) were performed in a TGA device, model
209 F1 provided by Netzsch: three oxidized catalyst samples from 16 to 20 mg were first
heated to 400 ◦C with a ramp of 8 K/min and then reduced for 24 h. For both heating and
reduction programs, a volume flow rate of 50 ml/min (STP) with a composition N2/H2 = 1/1
was sent through the TGA device. The average catalyst mass loss after reduction was 22.88
%. Using this mass loss, the mass of oxidized catalysts applied to the fixed-bed reactor could
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be converted to the reduced catalyst mass.
6.3 Experimental method
6.3.1 Experimental procedure
For the development of a kinetic rate equation, a total of 213 experiments were conducted
under systematic variation of the parameters listed in Table 6.1 in order to obtain broad range
of operating conditions and CO2 conversion (0.02 ≤ XCO2 ≤ 0.75).
Table 6.1: Investigated experimental conditions for the development of a kinetic rate equa-
tion.
T pH2,in pCH4,in pH2O,in τmod,CO2
◦C bar bar bar kg·s/mol
200; 220; 240; 260; 1; 2; 3; 4; 0; 0.4; 0; 0.4; 0.8; 1.6; 2; 2.7;
280; 300 5 0.8 1.2; 1.6 8; 10; 13
All experiments were conducted with an inlet CO2 partial pressure of 1 bar and a reactor
pressure of 9.2 bar. N2 was fed at a constant volume flow rate of 50 ml/min: it was used
as reference gas for closing the system mass balance. Ar was used as inert buffer gas: the
volume flow rate was adjusted in order to maintain a constant overall volume flow rate of 620
ml/min (STP) at the reactor inlet. A broad range of H2/CO2 ratio from 1 to 5 was chosen
to cover three-phase methanation sub-stoichiometric conditions with typical H2/CO2 ratios
of 1 to 2, and to also cover the H2/CO2 ratios of conventional two-phase methanation. In
addition to the experiments shown in Table 6.1, experiments were performed to investigate
the influence of inlet CO2 partial pressure on the CO2 reaction rates. For these experiments,
pCO2,in was varied from 0.75 to 1.25 bar resulting in H2/CO2 ratio ranging from 0.8 to 6.6. For
both investigated catalyst beds, no deactivation was observed during the experiments (time
on stream higher than 700 h for each catalyst bed).
To check the applicability of PFR behavior on the fixed-bed reactor, the Bodenstein number
Bo, which compares advective and diffusive mass transfer, was calculated for each experi-
mental condition according to Eq. 6.1. The calculation of the axial Peclet number Pe
′
ax is







The Bodenstein number range was 541 - 1201. Therefore, the PFR assumption (Bo > 100)
was verified for all applied experimental conditions [238].
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6.3.2 Data analysis and calculations
N2 was used as reference gas to determine the reactor outlet molar flow rate for each gas
component. Knowing the reactor inlet molar flow rate ṅin as well as the N2 molar fraction
at the reactor inlet and outlet from gas chromatographic (GC) analysis, the outlet molar
flow rate of each gas component was calculated from the measured gas molar fraction yi,out
according to Eq. 6.2.




During each experiment, attention was paid to the atomic balance over the reactor; measure-
ments with a carbon and hydrogen balance error higher than ± 1 % were rejected. H2O could
not be detected by the applied GC; the outlet H2O molar flow rate was calculated from the






















To solve Eq. 6.6, a kinetic rate equation r2PM had to be derived beforehand.
In the following diagrams, the integral reaction rate r2PM which was directly derived from the
experiments was used to describe the experimental results. The integral CO2 reaction rate
was used rather than the CO2 conversion, as it takes into account the CO2 residence time
within the reactor (τmod,CO2). This was particularly important when the influence of CO2
partial pressure on the methanation reaction kinetics was investigated (see Figure 6.4 and
Figure 6.5). Indeed, for these experiments the CO2 partial pressure and the CO2 residence
time had to be varied simultaneously through variation of the inlet volume flow rate of CO2,
while keeping the other relevant operating parameters (except N2 volume flow rate) constant.
For each measurement, data accuracy was evaluated with the method of partial derivatives.
The resulting error bars are given in each of the following diagrams.
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6.3.3 Development of a reaction rate equation
A power law rate equation with product limitation (see Eq. 6.7) as reported in chapter 5 was
used to describe the CO2 reaction rates observed in this work. Side CO2 reactions to product
other than CH4 (e.g. CO) were not considered as the selectivity to CH4 was higher than 90





(1 +KH2O · cH2O)
γ ·K (6.7)
k is the reaction rate constant as defined in Eq. 6.8, while KH2O describes the adsorption
constant of H2O on the nickel catalyst (see Eq. 6.9). As the adsorption enthalpy of H2O was
not found in literature, KH2O was set to 1 m
3/mol in this work, i.e. the influence of H2O on
the reaction rate does not vary with temperature (see section 6.4.1). Other values were tested
for KH2O and delivered similar fits.
k = k0 · exp(
−EA
R · T ) (6.8)






K describes the limitation of r2PM when the reaction system approaches the chemical equi-
librium described by Keq (see Eq. 6.10). Usually, gas partial pressures are used to derive
kinetic rate equation for CO2 methanation [27, 32, 35, 37, 102–108, 110–112]. However, gas
concentrations were used here to investigate the principles of three-phase methanation. Gas












R · T (6.11)
The chemical equilibrium constant Keq was estimated through minimization of the system’s
Gibb’s enthalpy. The species’ Gibb’s enthalpies were calculated based on the species’ en-
thalpies and entropies taken from NIST Chemistry WebBook [231]. The reaction kinetic
parameters k, α, β, and γ were determined by a least-square minimization of the deviation
between calculated CO2 conversion XCO2,cal, (derived from Eq. 6.7) and experimentally ob-
served CO2 conversion XCO2,exp (Eq. 6.3). As a first step α, β, and γ were guessed and k was
determined for each investigated temperature. Then, k0 and EA were calculated from linear
regression in an Arrhenius plot (see Eq. 6.12). The deviation between XCO2,cal and XCO2,exp
was determined and α, β, γ, and KH2O were further varied until the deviation reached a
minimum.
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log10 k = log10 k0 −
EA




6.4 Results and Discussion
6.4.1 Influence of temperature and gas partial pressure on the
CO2 reaction rate
The temperature influence on the integral CO2 reaction rate r2PM is shown in Figure 6.2 for
H2/CO2 ratios ranging from 1 to 5 and temperatures ranging from 200 to 300
◦C.
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Figure 6.2: Arrhenius plot: influence of temperature and inlet H2/CO2 ratio on the CO2 re-
action rates (pR = 9.2 bar, pCO2,in = 1 bar, pCH4,in = pH2O,in = 0 bar, τmod,CO2 =
2 kg·s/mol (open symbols) and τmod,CO2 = 10 kg·s/mol (closed symbols)).
Between 200 and 300 ◦C, the integral CO2 reaction rate is almost doubled for each temper-
ature increase of 20 K. For all H2/CO2 ratios, the temperature dependence is the same, and
apparent activation energies of 73 to 78 kJ/mol can be derived from the experiments. These
activation energies are typical for the CO2 methanation reaction [27, 35, 111], which confirms
that the experiments were performed in absence of mass and heat transfer limitations [51].
Additionally, Figure 6.2 shows that r2PM increases with increasing H2/CO2 ratio. This results
from the positive influence of increasing H2 partial pressure on the CO2 reaction rates, as
shown in Figure 6.3.
Figure 6.2 also shows that the influence of H2/CO2 ratio is more pronounced for small H2/CO2
ratios. This effect can be explained by the higher production of CO at small H2/CO2 ratios:
at 240 ◦C the CO selectivity is about 1 % for H2/CO2 = 1, while it is about 0.4 % for higher
H2/CO2 ratios. The same trend can be observed for the other investigated temperatures. As
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the presence of even a few ppm of CO is known to mitigate the CO2 methanation [35], the
higher CO production for H2/CO2 = 1 leads to stronger mitigation of the CO2 methanation
reaction kinetics as compared to higher H2/CO2 ratios.


































H2 partial pressure  pH2,in / bar
Figure 6.3: Influence of inlet H2 partial pressure on the CO2 reaction rate for temperatures
between 200 and 300 ◦C (pR = 9.2 bar, pCO2,in = 1 bar, pCH4,in = pH2O,in = 0
bar, τmod,CO2 = 2 kg·s/mol (open symbols) and τmod,CO2 = 10 kg·s/mol (closed
symbols)).
The influence of inlet H2 partial pressure pH2,in on the CO2 reaction rate r2PM is shown in
Figure 6.3 for temperatures ranging from 200 to 300 ◦C. An increase in pH2,in has a positive
influence on r2PM, which is confirmed by several publications [32, 35, 105, 106, 110, 111]. At
300 ◦C, r2PM is enhanced by 70 % when pH2,in is increased from 1 to 4 bar. As previously
reported, the increase in r2PM is more pronounced for pH2,in in the range of 1 to 2 bar as
compared to higher pH2,in. With a logarithmic linearization of the experimental data depicted
in Figure 6.3, the order of reaction for H2 was determined for each investigated temperature.
This order of reaction increases with increasing temperature from 0.33 to 0.42. In literature,
H2 reaction orders ranging from 0.21 to 1 have been reported [35–37, 104–107, 111].
In Figure 6.4, the influence of inlet CO2 partial pressure pCO2,in on the CO2 reaction rate r2PM
is shown for an inlet H2 partial pressure of 4 bar. An increase in pCO2,in has a positive effect
on r2PM. At 300
◦C, r2PM is increased by ca. 17 % when pCO2,in rises from 0.75 to 1.25 bar.
This trend is more significant for higher temperatures. Accordingly, the CO2 reaction order
derived from logarithmic linearization of the experimental data shown in Figure 6.4 rises from
0.07 to 0.3 between 200 and 300 ◦C. In literature, a positive influence of pCO2 on the CO2
reaction rate has been reported, and most of the published reaction rate equations for CO2
methanation use a CO2 reaction order between 0.3 and 1 [35, 36, 104–107, 111].
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CO2 partial pressure  pCO2,in / bar
Figure 6.4: Influence of inlet CO2 partial pressure on the CO2 reaction rate for tempera-
tures between 200 and 300 ◦C (pR = 9.2 bar, pH2,in = 4 bar, pCH4,in = pH2O,in = 0
bar, τmod,CO2 = 1.6 - 2.7 kg·s/mol (open symbols) and τmod,CO2 = 8 - 13 kg·s/mol
(closed symbols)).
In Figure 6.4, the influence of pCO2,in on the CO2 reaction rate is shown for near stoichiometric
H2/CO2 ratios of 3 to 5, typical of two-phase methanation conditions. However, the findings
of Figure 6.4 may not be relevant for a technical three-phase methanation process, as H2/CO2
ratios between 1 and 2 are typical for three-phase CO2 methanation conditions at the catalyst
surface. The effect of pCO2,in on the CO2 reaction rate for a H2/CO2 ratio between 0.8 and
6.6 (i.e. pH2,in between 1 and 5 bar) and a temperature of 260
◦C is shown in Figure 6.5. For
sub-stoichiometric conditions, an increase in pCO2,in leads to a small increase in r2PM, while the
increase in r2PM is more significant for pH2,in ≥ 4 bar. The CO2 reaction order derived from
these experiments is 0.07 for sub-stoichiometric H2/CO2 ratios (i.e. three-phase methanation
conditions), and 0.13 for H2/CO2 ratios ≥ 4 (i.e. two-phase methanation conditions). Accord-
ing to our knowledge, this observation has never been reported in the literature, because CO2
methanation is usually investigated for stoichiometric H2/CO2 ratios. This effect was proven
by reproduced experiments for both investigated catalyst samples and for different space time
velocities. The reduced influence of pCO2,in on r2PM for substoichiometric H2/CO2 ratios can
be explained by the lack of adsorbed H2 on the catalyst surface relative to adsorbed carbon
species.
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CO2 partial pressure  pCO2,in / bar
Figure 6.5: Influence of inlet CO2 partial pressure on the CO2 reaction rate for inlet H2 par-
tial pressures between 1 and 5 bar (pR = 9.2 bar, T = 260
◦C, pCH4,in = pH2O,in
= 0 bar, τmod,CO2 = 1.6 - 2.7 kg·s/mol).
The influence of inlet CH4 partial pressure on the CO2 reaction rate is shown in Figure 6.6
for pCO2,in = 1 bar, a H2/CO2 ratio of 4 and temperatures ranging from 200 to 300
◦C. As
expected, the CO2 reaction rate is insensitive to pCH4,in at any investigated temperature, which
is in agreement with most literature [27, 110].


































CH4 partial pressure  pCH4,in / bar
Figure 6.6: Influence of inlet CH4 partial pressure on the CO2 reaction rate for temperatures
between 200 and 300 ◦C (pR = 9.2 bar, pCO2,in = 1 bar, pH2,in = 4 bar, pH2O,in
= 0 bar, τmod,CO2 = 2 (open symbols) and τmod,CO2 = 10 kg·s/mol (closed sym-
bols)).
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In Figure 6.7, the effect of inlet H2O partial pressure pH2O,in on r2PM is depicted for temper-
atures ranging from 240 to 300 ◦C as well as a CO2 partial pressure of 1 bar and a H2/CO2
ratio of 4. At 300 ◦C, a H2O partial pressure of 0.4 bar results in a strong decrease in r2PM of
ca. 30 %. This decrease is less pronounced with decreasing temperature. However, a further
increase in pH2O,in from 0.4 bar to higher partial pressures leads only to a further reduction in
r2PM of about 10 %. This trend has already been observed by Lim et al. [110]. A strong ad-
sorption of H2O on the catalyst active sites preventing adsorption of reactants can explain the
effect of H2O on the CO2 reaction rates. The oxidation of catalyst active sites with increasing
pH2O, as reported in Fischer-Tropsch synthesis [223], represents another explanation. Tem-
perature programed experiments as well as spectroscopic investigations may help clarifying
this phenomenon. However, this is out of the scope of this kinetic study.
































H2O partial pressure  pH2O,in / bar
Figure 6.7: Influence of inlet H2O partial pressure on the CO2 reaction rate for temperatures
between 240 and 300 ◦C (pR = 9.2 bar, pCO2,in = 1 bar, pH2,in = 4 bar, pCH4,in =
0 bar, τmod,CO2 = 2 kg·s/mol).
Experimental data shown in Figure 6.7 were obtained for a H2/CO2 ratio of 4. In order to see
the influence of H2O for different H2/CO2 ratios further experiments were carried out. The
results of the corresponding investigations are shown in Figure 6.8, where the inlet H2O partial
pressure is varied from 0 to 0.8 bar for H2/CO2 ratios ranging from 3 to 5 at a temperature of
280 ◦C. Similar trends can be observed for all investigated H2/CO2 ratios. Thus, contrary to
the CO2 influence, the H2O effect on the CO2 reaction rates does not depend on the H2/CO2
ratio. Altogether, the experimental H2O reaction order derived from logarithmic linearization
does not vary significantly with temperature or H2/CO2 ratio; it is about 0.1. Considering
that the negative influence of pH2O,in on the CO2 methanation reaction kinetics is due to an
adsorption effect, the low variation of H2O reaction order with temperature is characteristic
of a small adsorption enthalpy.
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H2O partial pressure  pH2O,in / bar
Figure 6.8: Influence of inlet H2O partial pressure on the CO2 reaction rate for H2/CO2 ra-
tios between 3 and 5 (pR = 9.2 bar, T = 280
◦C, pCO2,in = 1 bar, pCH4,in = 0
bar, τmod,CO2 = 2 kg·s/mol).
6.4.2 Reaction rate equation
Using the experimental results described in section 6.4.1, excluding the experiments with
H2O in the reactor feed, a power law kinetic rate equation has been derived from least-square
minimization. The resulting rate equation is shown in Eq. 6.13 (see Notation for the parameter
units).




































Experimental CO 2 conversion XCO2,exp / -
+10 %
Figure 6.9: Parity plot between experimental and calculated CO2 conversions. Calculated
CO2 conversions using Eq. 6.13. Grey-marked areas represent the experiments
for which H2O is present in the reactor feed.
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r2PM = 4.54469 · 105·exp(
−79378
R · T )·
c0.4H2 ·c0.1CO2
(1 + 1 · cH2O)0.1
·K (6.13)
An activation energy of EA = 79 kJ/mol - typical for CO2 methanation - is retrieved. The
parity plot between the experimental CO2 conversionXCO2,exp and the CO2 conversionXCO2,cal
calculated with Eq. 6.13 is illustrated in Figure 6.9. A good agreement of experimental results
and model is obtained. A standard deviation between XCO2,exp and XCO2,cal of 7.6 % is
achieved, assessing a normal distribution.
Experiments with H2O in the reactor feed (grey-marked areas in Figure 6.9) cannot be modeled
properly with the rate equation described in Eq. 6.13. The calculated CO2 conversions are
systematically 30 % higher than the experimental CO2 conversions. This corresponds to the
effect described in section 6.4.1: addition of water to the reactor feed drastically reduces r2PM
by ca. 30 %. As the rate equation described in Eq. 6.13 cannot properly describe the H2O
experiments, another rate equation has been derived for these experiments with least-square
minimization. It is expressed in Eq. 6.14. This new rate equation can predict experiments
with H2O with a standard deviation of 13.3 %. The only difference between Eq. 6.13 and
Eq. 6.14 is the pre-exponential factor k0. Eq. 6.14 is also very similar to the kinetic rate
equation developed for three-phase CO2 methanation (see Eq. 5.18 in chapter 5). A detailed
comparison between two-phase and three-phase methanation kinetics is carried out in the
following section.
r2PM,H2O = 3.2462 · 105·exp(
−79378
R · T )·
c0.4H2 ·c0.1CO2
(1 + 1 · cH2O)0.1
·K (6.14)
Another type of kinetic rate equation, e.g. a Langmuir-Hinshelwood type, might solve the
issue related to H2O but the simplicity of Eq. 6.7 was preferred, as only two sets of kinetic
parameters depending on the reactor feed composition, i.e. dry or wet feed, are sufficient to
describe the experimental data over a broad parameter range.
To understand the discrepancies between calculated and experimental reaction rates repre-
sented in Figure 6.9, a sensitivity analysis was carried out on the reaction rate equation given
in Eq. 6.13. For this analysis, the reaction temperature and the CO2, H2 and H2O concen-
trations were varied according to the corresponding uncertainties listed in Table 6.2. An
extreme case scenario was obtained by setting simultaneously the uncertainty of the param-
eters to their maximum or minimum value. These uncertainties were calculated using the
differential method described in the Appendix N.
Table 6.2: Measurement uncertainties for the sensitivity analysis.
Parameters Variation
T ± 2 K
ci ± 4 %
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Figure 6.10 shows the influence of measurement uncertainties on the true CO2 reaction rate.
Temperature has the strongest impact on r2PM followed by cH2 , cCO2 , and cH2O. The decreasing
influence of gas concentration from H2 to H2O is directly related to the gas species reaction
order illustrated in Eq. 6.13, while the temperature impact is related to the activation energy
of reaction. Considering the extreme case scenario, the measurement uncertainties can lead
to a deviation in r2PM of ca. 9 %. These uncertainties can therefore explain the standard
deviation between experimental and calculated XCO2 observed in Figure 6.9.
































Figure 6.10: Sensitivity analysis on the reaction kinetic rate equation given in Eq. 6.13,
valid when no H2O is present in the reactor feed.
6.4.3 Comparison of two-phase and three-phase methanation
kinetics
To verify the postulate of chapter 5, two-phase and three-phase CO2 methanation were com-
pared to each other: in absence of liquid phase influence on CO2 methanation reaction kinetics
and if gas concentration in the liquid phase is the relevant kinetic parameter to describe CO2
methanation reaction kinetics, similar reaction rates should be obtained at similar operating
conditions in both reaction systems. It was not possible to compare directly the CO2 reaction
rates measured in two-phase and three-phase systems, as different types of reactors were used
for the experiments (PFR and CSTR, respectively). However, it was possible to compare
CO2 reaction rates derived from kinetic rate equations. In order to do this, the two-phase
methanation kinetic rate equation expressed in Eq. 6.14 was used to calculate three-phase
CO2 reaction rates based on experimental data gathered in chapter 5, i.e. temperatures and
gas concentrations in the liquid phase from three-phase experiments were implemented in Eq.
6.14. The rate equation described in Eq. 6.14 was preferred to the rate equation expressed in
Eq. 6.13, as it takes into account the presence of H2O in the reactor feed. Indeed, three-phase
methanation experiments were conducted in a CSTR. As such, H2O was always present in
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Figure 6.11: Parity plot between CO2 reaction rates measured in a three-phase system and
CO2 reaction rates calculated with a two-phase kinetic rate equation. Calcu-
lated reaction rates are determined with Eq. 6.14.
Figure 6.11 shows that a very good agreement between 91 experimental three-phase CO2 re-
action rates, r3PM,exp, and CO2 reaction rates calculated from two-phase methanation rate
equation, r3PM,cal, is obtained. Assuming a normal distribution, a standard deviation be-
tween experimental and calculated reaction rates of 5.3 % is reached. As a two-phase kinetic
rate equation is able to describe three-phase methanation experiments, it is confirmed that
the liquid phase employed in three-phase methanation has no relevant influence on the CO2
methanation kinetics. Figure 6.11 also confirms that gas concentrations in the liquid phase
and not gas partial pressures in the gas phase are the relevant parameters to describe the
three-phase CO2 methanation reaction kinetics.
6.5 Summary
The objective of this chapter was to validate the postulate of chapter 5 that a liquid phase does
not influence the intrinsic CO2 methanation reaction rate. For this purpose, CO2 methanation
experiments were carried out using a plug flow laboratory fixed-bed reactor, i.e. a reaction
system without liquid phase.
Using the results of 213 validated experiments, a power law kinetic rate equation has been
developed, which describes two-phase methanation kinetics on a commercially available cat-
alyst for inlet CO2 partial pressures of 1 bar and temperatures between 200
◦C and 300 ◦C
(see Eq. 6.14).
The two-phase methanation kinetic rate equation can describe three-phase methanation ex-
periments with good agreement (see Figure 6.11), i.e. a liquid-phase does not influence the
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intrinsic reaction rate but the concentration of reacting species on the catalyst surface and
gas concentration, not gas partial pressure, is the relevant parameter to describe the CO2
methanation reaction kinetics.
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7 Performance of a slurry bubble
column reactor for transient CO2
methanation
In order to exploit all the benefits of the PtG technology - foremost the time-scale decoupling
of renewable energy supply and final utilization - the methanation step involved in the PtG
process has to be a transient process. Rönsch et al. [7] have already shown that adiabatic
fixed-bed reactors with interstage cooling and gas recirculation, which are state-of-the-art
steady-state reactors for commercial CO methanation plants, have thermal runaway issues
when they are operated under transient conditions.
Hence, new reactor concepts are required for the PtG process. The current benchmark PtG
facility in Werlte (Germany) uses a tube bundle reactor (TBR) for catalytic methanation
of CO2 from a biogas plant (see Figure 7.1) [205]. However, the literature related to this
facility is scarce and little information is available regarding the transient behavior of this
reactor. A slurry bubble column reactor (SBCR) represents a promising alternative to fixed-
bed technology. The advantages of a SBCR are the high heat capacity of the slurry phase as
well as the excellent mixing in the reactor, which results in well-controlled, almost uniform










Figure 7.1: Scheme of a tube bundle reactor.
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7.1 Literature review on reactor modeling
The aim of this chapter was to identify the potential of a SBCR used as CO2 methanation
reactor for the PtG process. For this purpose, a SBCR was modeled based on experimental
data gathered in chapters 4 and 5, as well as on literature data related to fluid dynamics: i.e.
gas holdup, axial dispersion, volumetric gas/liquid mass transfer coefficient and heat transfer
coefficient for a SBCR. Then, the performance of the SBCR and a benchmark TBR were
compared for steady-state and transient PtG operation to assess the expected advantages of
the SBCR over the benchmark methanation reactor.
7.1 Literature review on reactor modeling
In the following, a literature review is performed on the recent publications related to SBCR
and fixed-bed reactor modeling.
7.1.1 Slurry bubble column reactor
Basha et al. [142] differentiate three types of bubble column reactor (BCR) and SBCR models:
axial dispersion models (ADM), multiple cell circulation models (MCCM), and computational
fluid dynamics (CFD) models. Most of the SBCR models available in the literature are ADM
that have been developed for Fischer-Tropsch synthesis (FTS) application.
In ADM integral parameters known as axial dispersion coefficients Di,ax are used to describe
the different mixing behaviors within the three phases involved in a SBCR. These axial disper-
sion coefficients are implemented in the partial differential equations describing a SBCR (see
e.g. Eq. 7.5). Some authors chose to simulate SBCR assuming ideal reactor behavior. Often,
the gas phase is treated as a PFR (Di,ax = 0), while the slurry phase is described as CSTR
(Di,ax = ∞) [239–249]. Other authors implemented axial dispersion coefficients from corre-
lations available in the literature, as ideal reactor behavior is not able to represent correctly
the real phase mixing within SBCR [144, 156, 250–256].
In MCCM a BCR [257–269] or a SBCR [270, 271] is divided into several cells with defined
mixing behavior, e.g. assuming a better mixing in the bottom and the top of the liquid phase
as compared to the rest of the reactor. MCCM require the detailed knowledge of cell number
as well as cell mixing behavior. However, these data are experimentally hard to measure and
to verify, and therefore scarce in literature [142].
CFD models can provide more detailed SBCR modeling through consideration of the fluid
dynamics of the three phases. Two approaches for CFD modeling have been made so far:
the Euler-Euler (gas and liquid are treated as fluid, solid are assumed as fluid or uniformly
distributed) approach [272–292] and the Euler-Lagrange (gas is treated as fluid or particle,
liquid is assumed as fluid, and solid is treated as particle) approach [293–299]. Nevertheless,
the later approach is usually not suited for the simulation of a whole SBCR, as CPU time is
extremely high. This is the reason why the Euler-Euler approach is usually preferred. CFD
models require drag coefficient models to simulate the flow fields inside a SBCR. However,
drag coefficient models for two- and three-phase systems are scarce and usually not applicable,
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because coalescence and break-up of gas bubbles in BCR/SBCR are still not well-understood
[142].
Simulation of SBCR was performed for transient FTS operation [144, 156, 256]. For these
simulations, de Swart et al. [144] and Rados et al. [156] used an ADM operating in the
heterogeneous flow regime. They considered the flow of large gas bubbles as PFR, while they
assumed the small gas bubbles to follow the slurry phase flow. Solid particles were either
uniformly distributed in the reactor [156] or the solid concentration was assumed to follow
an exponential decay with increasing reactor height [144]. The authors concluded that SBCR
are suited for transient FTS, as they do not undergo thermal runaway. Nevertheless, they
emphasized the need for accurate investigation of the liquid phase backmixing in SBCR.
In this chapter, the transient behavior of the SBCR for CO2 methanation was simulated with
a model based on the ADM of Rados et al. [156].
7.1.2 Tube bundle reactor
Fixed-bed reactors are state of the art. As such a large number of fixed-bed reactor models
have been developed. In this work, only the recent publications related to fixed-bed reactors
for catalytic CO2 methanation are reviewed.
Fixed-bed reactor models can be classified into homogeneous and heterogeneous models [238].
Homogeneous models neglect local concentration and temperature difference between the cat-
alyst and the gas phase. This assumption is valid when there is no mass or heat transfer
limitation within the reactor. These limitations are usually estimated with the Mears’ and
Anderson’s criteria [236, 237] as well as the Thiele modulus [300] (see the Appendices C and
E). If these criteria are not fulfilled, concentration or temperature differences are expected
between the catalyst and gas phase. In this case, heterogeneous models are to be considered.
These models treat each phase separately, i.e. concentrations and temperature in the catalyst
particle are different from the concentrations and temperature of the bulk gas phase. These
models offer a higher degree of precision but require much higher CPU time, as the number
of partial differential equations is doubled.
Fixed-bed reactor models can be further categorized into one-dimensional (1D) and two-
dimensional (2D) models [238]. 1D models do not consider any gradients along the radial
axis of the reactor. However, as the temperature of fixed-bed reactors may be controlled by a
heat exchanger at the reactor tube wall, radial temperature and concentration gradients may
be observed in these reactors. 2D models consider these radial gradients and describe the evo-
lution of concentration and temperature along the vertical and radial axes. Though 2D models
offer more detailed results as compared to 1D models, they need much higher calculation times,
as computers must solve partial differential equations with two spatial coordinates.
Schlereth et al. [301] investigated the influence of model types on the simulation results of a
steady-state fixed-bed reactor for CO2 methanation. They investigated 1D and 2D homoge-
neous models as well as a 1D heterogeneous model. They showed that simple 1D homogeneous
models are able to describe qualitatively the behavior of a methanation fixed-bed reactor.
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However, 2D homogeneous models are better suited for detailed and quantitative description
of methanation reactors.
Even more recently, Sun et al. [302, 303] investigated the transient behavior of a fixed-bed
reactor for CO2 methanation using a 1D homogeneous reactor model. Attention was not paid
to dynamic operation but to catalyst deactivation over time.
In this chapter, the transient behavior of the TBR was modeled with a 1D homogeneous model.
A 2D homogeneous model was also prepared but resulted in excessive calculation times.
7.2 Reactor modeling
The SBCR and the TBR were designed to reach a CO2 conversion of 0.9 at 20 bar with a feed
gas composition H2/CO2/CH4 of 4/1/1 at a volume flow rate of 900 m
3/h (STP) under steady-
state operation. These process parameters correspond to a medium-size biogas fermenter of
300 m3/h (STP) biogas output. The feed gas composition is representative of a typical biogas
composition with a CO2/CH4 ratio of 1, which is enriched by H2 for complete CO2 conversion
to CH4. All relevant input parameters for the two reactor models are summarized in Table
7.1.













In this work, the response of the SBCR and TBR for transient CO2 methanation was simulated
for very fast inlet gas velocity changes taking place within 1 s. This situation aims to represent
a PtG facility responding to a sudden surplus of renewable electricity if no H2 buffer tank is
integrated. This situation represents a worst case scenario, as the volume of pipings and
intermediate devices are neglected. The aim of this study was to assess the evolution of
reactor temperature and outlet gas quality resulting from the gas velocity change.
The following gas load changes were considered to model this situation:
1. From 25 to 50 % of the maximum methanation reactor capacity, i.e. 25 % load in 1 s;
2. From 50 to 100 % of the maximum methanation reactor capacity, i.e. 50 % load in 1 s;
3. From 75 to 100 % of the maximum methanation reactor capacity, i.e. 25 % load in 1 s;
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4. Reverse load changes for each of the three above-mentioned load changes.
Harsh gas load changes are usually not performed on TBR, as they are sensitive to a change in
superficial gas velocity. In practice, a well-defined and mild change over time of gas velocity
and cooling medium temperature is implemented. However, this means that an expensive H2
tank is required to buffer the H2 volume flow rate from the electrolyzer. Götz et al. [304] have
shown that it is more economical to operate a methanation reactor under transient operating
conditions as compared to build a H2 buffer tank. Consequently, the worst case scenario in
terms of gas load change - without H2 buffer tank - is considered in this work. A minimum
gas load corresponding to 25 % of the maximum reactor capacity is assumed, as lower gas
loads would lead to a change in SBCR hydrodynamic regime which is not considered in the
SBCR model.
Both reactor models were implemented in Matlabr R2015a using an ode15s solver with a
relative and absolute tolerance of 0.1 %. The time step increment was set to 1 s. A sufficiently
long period of time was simulated in order to reach steady state. In the following a detailed
description of the SBCR and TBR model is given.
7.2.1 Slurry bubble column reactor model
Model structure
The ADM model for SBCR is schematically represented in Figure 7.2. This model uses axial
dispersion coefficients for the gas and liquid phase DG,ax and DL,ax, respectively, and considers
two bubble classes, ‘‘small’’ and ‘‘large’’, assuming that large bubbles flow upwards as a PFR,
while small bubbles recirculate with the liquid phase entrained by the large bubble flow. The
gas holdup εG, i.e. the relative gas phase volume in the reactor, is therefore divided into large
bubbles (εG,large) and small bubbles (εG,small). Mass transfer takes place between the bubbles
and the slurry phase and depends on the volumetric gas/liquid mass transfer coefficient kLai
and the dimensionless Henry’s law constantHi,cc of a gas species i. The chemical reaction takes
place at the surface of the catalyst, while the heat exchange takes place between the slurry
phase and an internal cooling surface area which is equally distributed along the reactor. The
external heat transfer, i.e. on the cooling medium side, is neglected and the cooling medium
temperature is set constant.
The SBCR was simulated under the heterogeneous flow regime in order to allow for a high gas
hourly space velocity (GHSV , see Eq. 7.1). The reactor was operated as semi-batch reactor,
i.e. no fresh or recycled slurry was circulated in the reactor (uL = 0 m/s). Only the gas
phase flowed through the SBCR. A perforated plate, which was designed based on previous






























































with n = f2,...,N-1g
Figure 7.2: Structure of the slurry bubble column reactor model, including the parameters
influencing the mass and heat transfer phenomena.
Model assumptions
The SBCR model incorporates the following assumptions. Assumptions 1 to 4 are illustrated
in Figure 7.3.
1. Gas phase is assumed ideal and Raoult’s law can be applied, i.e. ci,G = pi/ (RT );
2. Mass transfer resistance between the gas and liquid phase is located in the liquid phase
only, i.e. the gas concentration at the G/L interphase c∗i,G equals the gas concentration
in the bulk gas phase ci,G;
3. Gas/liquid equilibrium is reached for each gas species, i.e. Henry’s law expressed in Eq.
7.2 is applicable at the gas/liquid interphase;
4. Mass transfer resistance between the liquid phase and solid phase (catalyst) is neglected,
i.e. the gas concentration at the L/S interphase c∗i,S equals the gas concentration in the
bulk liquid phase ci,L;
5. There is no radial concentration and temperature gradient, i.e. the reactor is discretized
only in the vertical direction z (1D model);
6. Catalyst is uniformly distributed in the liquid phase, i.e. ∂ϕS/∂z = 0.
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7. There is no direct contact between the catalyst and the gas phase, i.e. no reaction in the
gas phase;
8. The three phases are in thermal equilibrium, i.e. TG(z) = TL(z) = TS(z) = T (z);
9. The gas phase is neglected in the energy balance, i.e.
∑
j ρj · cp,j · T = ρSL · cp,SL · T .























Figure 7.3: Concentration profile of an educt gas species along the three phases of the slurry
bubble column reactor model.
Mole and energy balance
With these assumptions, the mole and energy balances around the SBCR can be written as
shown in Eq. 7.5 to 7.9. Hereby, the dimensionless Henry’s law constant Hi,cc describes the






R · T (7.2)







while the superficial velocity of large bubbles is defined in Eq. 7.4.
uG,large = uG − uG,small (7.4)























































































































Slurry phase energy balance (Eq. 7.9):















+ηcat·ϕS · ρS · r3PM · (−∆hr)
︸ ︷︷ ︸
Reaction heat








= 1− εG (7.10)
while the effective slurry heat conductivity λSL,eff is defined in Eq. 7.11.
λSL,eff = ρSL · cp,SL ·DSL,ax (7.11)
Hydrodynamics and mass transfer
The gas holdups εG, εG,large and εG,small in Eq. 7.5 to Eq. 7.7 were calculated with the correlation
developed by Behkhish et al. [171], while the volumetric mass transfer coefficients kLai,large and
kLai,small in Eq. 7.5 to Eq. 7.7 were calculated with the correlation developed by Lemoine et al.
[186]. These correlations were chosen because they were the only available correlations that
cover the relevant range of three-phase methanation operating conditions (see the Appendices
G and H).
It is well-known that correlations for SBCR dispersion coefficients available in the literature
were validated for bubble columns without solid phase and for small reactor diameter (< 0.2 m)
and are less relevant for technical SBCR [148–155]. Nevertheless, dispersion coefficients are
necessary, because fully ideal reactor models (PFR or CSTR) are not suitable to represent
technical SBCR [144, 254]. The axial dispersion coefficient correlation developed by Deckwer
and Buckhart [155] (see Eq. 2.14 in chapter 2) was implemented in this work to calculate the
axial dispersion coefficients of the small bubbles DG,ax,small and the slurry phase DSL,ax, as
it is often applied in the literature to model SBCR for FTS [144, 254]. The axial dispersion
coefficient of the large bubbles DG,ax,large was set to 0, as the behavior of these bubbles is
considered as PFR.
The decrease in superficial gas velocity along the reactor height due to chemical reaction was
calculated by solving Eq. 7.7.
Reaction rate
The intrinsic reaction rate r3PM was calculated using a kinetic rate equation based on the
measurements shown in chapter 5 (see Eq. 5.18), while the catalyst efficiency was calculated




The effective heat transfer coefficient αeff was calculated with a correlation developed by
Deckwer et al. [189] (see Eq. 2.24 in chapter 2), as the SBCR modelled in this chapter operates
within the validity range of Deckwer’s correlation. The volumetric heat exchanger surface area
acool was set to 10 m
2/m3, which is an average value of volumetric heat exchanger surface
areas suggested by de Swart et al. [144]. Considering the reactor design calculated in section
7.3.1.1, acool of 10 m
2/m3 corresponds to 10 cooling tubes of outer diameter 0.03 m vertically
placed inside the SBCR. These cooling tubes occupy less than 8 % of the reactor volume.
The slurry properties (density, viscosity, heat capacity and conductivity as well as gas diffusion
coefficient) were calculated with Eq. B.13 to Eq. B.17 in the Appendix, as the validity range
of these correlations covers the CO2 methanation operating conditions. The liquid used in the
SBCR is dibenzyltoluene as it proved to be a suitable liquid for three-phase methanation. The
maximum allowed temperature for DBT is 350 ◦C. As CO2 methanation experiments were
carried up to a maximum temperature of 320 ◦C (see chapter 5), the SBCR was designed for
an average slurry temperature of 320 ◦C. Pure dibenzyltoluene properties (viscosity, surface
tension, density and heat capacity) can be found in the Appendix A.2 and in chapter 4.
Numerical procedure
In the Matlabr ode15s solver, Eq. 7.7 to Eq. 7.9 were solved with the method of lines (MOL),
i.e. the partial differential equations (PDE) along the vertical axis were discretized, while
the solver integrated the ordinary differential equations (ODE) along time. The reactor was
discretized in N = 100 cells resulting in 13×100 = 1300 ODE. For a number of cells larger
than 100, modeling results did not vary significantly from the N = 100 case (see Figure M.1
in the Appendix).
Reactor design strategy
To simplify the design of a methanation SBCR, several boundary conditions had to be fixed.
These boundary conditions as well as their justification are listed in Table 7.2.
Table 7.2: Slurry bubble column reactor boundary conditions.
Parameter Value Justification
T SL 320
◦C Derived from own experiments (see chapter 5)
TSL,max 350
◦C Taken from DBT safety data sheet [305]
TG,in T SL Reduction of reactor variables
dP 75·10−6 m Derived from own experiments (see chapter 5)




7.2·10−3 Derived from previous experiments [138]
Nhole 83095 Derived from afree and dhole
uG,in,max 0.3 m/s Taken from literature [306]
dR 0.34 m Derived from uG,in,max and V̇G,in,STP
acool 10 m
2/m3 Taken from literature [144]




(see definition in Eq. 7.12), three parameters could be adjusted: the catalyst concentration
ϕS, the reactor height hR and the cooling medium temperature Tcool. The following strategy
was used to achieve the desired CO2 conversion and reactor temperature. First, ϕS, hR and
Tcool were guessed and the Matlab
r model solved the PDE and delivered a result. If the
resulting CO2 conversion and the mean slurry temperature were not satisfying, ϕS, hR and
Tcool were iteratively varied until the desired CO2 conversion and mean slurry temperature







7.2.2 Tube bundle reactor model
Model structure
The TBR was modeled as a 1D homogeneous tube bundle reactor which is schematically
represented in Figure 7.4. The educt gases enter at the top of the reactor tubes and react
along the reactor at the catalyst surface. Each reactor tube is cooled by the cooling medium





























with n = f2,...,N-1g
with n = f2,...,N-1g
Figure 7.4: Structure of the tube bundle reactor model, including the parameters influencing




The TBR model incorporates the following assumptions:
1. Gas phase is assumed ideal, i.e. ci,G = pi/ (RT );
2. No distinction is made between concentration or temperature in the bulk gas phase
and catalyst phase; only the intra-particle mass transfer is taken into account with the
catalyst efficiency ηcat, i.e. ci,S(z) = ηcat · ci,G(z) and TG(z) = TS(z) = T (z) ;
3. Plug flow is assumed, i.e. mass dispersion in the axial direction is neglected;
4. Thermal heat conduction, i.e. heat dispersion in the axial direction is neglected;
5. Reactor wall is not taken into account for energy balance (accumulation term) and heat
transfer.
Model assumptions are discussed in Appendix M.1.
Mole and energy balance
Using these assumptions, the mole and energy balances for the TBR can be written as follows.

































Energy balance (Eq. 7.15):
(








(ρG · cp,G · uG · T )
︸ ︷︷ ︸
Advection










The intrinsic reaction rate r2PM was calculated using the kinetic rate equation based on the
measurements shown in chapter 6 (see Eq. 6.13), while the catalyst efficiency was calculated












The wall heat transfer coefficient αwall was calculated using a correlation developed by Martin
and Nilles [307] for heat transfer in fixed-bed reactors (see Appendix B.3). This correlation
is valid for a Peclet number Pe between 1 and 10000 and dtube/dP between 1.2 and 51. In
this work, Pe lies between 100 and 400, while dtube/dP is 6.6. Thus, the correlation of Martin
and Nilles is valid for this TBR simulation. The heat transfer coefficient on the cooling side
of the reactor was assumed to be high and not limiting. Furthermore, the cooling medium
temperature was assumed to be constant due to a large cooling medium flow rate.
The effective radial heat conductivity λr,eff of the bed material (solid and gas phases) was
calculated with the so-called αw heat transfer model, assuming constant heat conductivity
along the radial coordinates (see Appendix B.3). More detailed information on this model can
be found in [238].
Momentum balance
Along Eq. 7.13 to Eq. 7.15, the momentum balance expressed in Eq. 7.17 (Ergun equation















The decrease in superficial gas velocity along the reactor height due to chemical reaction was
calculated by solving Eq. 7.13.
Numerical procedure
In the Matlabr ode15s solver, Eq. 7.13 to Eq. 7.15 were solved with the MOL, i.e. the PDE
along the vertical axis were discretized, while the solver integrated the ODE along time. The
reactor was discretized in cells with a height dz = 0.005 m.
Reactor design strategy
A TBR design optimizing heat transfer was chosen: the pellet catalyst (dP = 0.003 m) is
distributed over several tubes (dtube,in = 0.02 m) reaching a packed-bed porosity εbed of 0.4.
The maximum inlet gas velocity in each tube uG,in, was set to 1.0 m/s in order to mitigate
pressure drop, leading to a number of tubes Ntube of 80. The maximum catalyst temperature
allowed for continuous operation is 510 ◦C. The TBR was designed accordingly. The TBR
boundary conditions as well as their justification are listed in Table 7.3.
In order to reach a CO2 conversion of 0.9 and keep the maximum reactor temperature below
510 ◦C, two parameters could be varied: the reactor length LR and the cooling medium
temperature Tcool. First, these two parameters were guessed and the Matlab
r solver was
started. LR and Tcool were then iteratively varied until the desired CO2 conversion and
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maximum reactor temperature were achieved. This algorithm is illustrated in Figure M.15 in
the Appendix.
Table 7.3: Tube bundle reactor boundary conditions.
Parameter Value Justification
Tin Tcool Reduction of reactor variables*
dtube,in 2·10−2 m Optimal heat transfer
uG,in,max ≤ 1 m/s Pressure drop mitigation
Ntube 80 Derived from uG,in,maxand V̇in,STP
εbed 0.4 Reaction and heat transfer enhancement
* This corresponds to a reactor design where the cooling medium
preheats the inlet gas flow. The influence of inlet gas temperature
on the performance of the TBR is shown in Figure M.2 in the
Appendix.
7.3 Results and discussion
Aim of this chapter was to study the behavior of a SBCR and a TBR for transient PtG
operations. Beforehand, reactor designs had to be determined using the boundary conditions
given in Table 7.2 and 7.3; these designs are presented in section 7.3.1. Once the reactor
designs were established, the evolution of local reactor temperature as well as CO2 conversion
integrated along the vertical axis of each reactor were discussed for both reactors. Then, a
sensitivity analysis was performed to assess the reliability of each reactor model. To conclude
section 7.3.1, a reactor control strategy was defined for the different gas loads applied for
transient PtG operation.
The results of transient PtG operation are presented in section 7.3.2. First, the effect of a
gas load increase on methanation reactor performance was studied with dimensionless num-
bers. Once this effect was clarified, results of transient methanation reactor operation were
discussed. Finally, solutions to improve the performance of both methanation reactors were
proposed.
7.3.1 Determination of methanation reactor design
7.3.1.1 Slurry bubble column reactor design
Aim of the following study was to find the combination of hR/dR and ϕS maximizing the
reactor GHSV , i.e. the reactor performance, for a maximum volume flow rate of 900 m3/h
and a CO2 conversion XCO2 of 0.9. The results of this study are shown in Figure 7.5. For 0 6
ϕS 6 0.12, hR/dR rapidly decreases from 55 to 8, while GHSV rapidly increases from 500 to
3500 1/h. For 0.12 6 ϕS 6 0.2, hR/dR decreases slowly, while GHSV increases slowly until
an optimum is reached with hR/dR = 7.4 and GHSV = 3918 1/h. A further increase in ϕS
leads to a slow increase in hR/dR and a decrease in GHSV .
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Figure 7.5: Combinations of catalyst volume fraction, required reactor height-to-diameter
ratio and gas hourly space velocity of the slurry bubble column reactor which al-
low a CO2 conversion of 0.9 with a feed H2/CO2/CH4 of 4/1/1 and a volume
flow rate of 900 m3/h (T SL = 320
◦C, pout = 20 bar, uG,in = 0.3 m/s). Grey-
marked area corresponds to the range of catalyst volume fraction for an invest-
ment/operation cost optimization.
A SBCR is usually either limited by chemical reaction rate or by gas/liquid mass transfer
[136, 137]. Chemical reaction rate is enhanced by increasing catalyst volume fraction (see Eq.
7.8), while gas/liquid mass transfer is decreased by increasing catalyst volume fraction [186]
(see Eq. 2.22 in chapter 2). The limiting reaction step can be identified in Figure 7.5; for ϕS
6 0.2 the chemical reaction is the limiting reaction step, as an increase in ϕS leads to higher
GHSV . However, for ϕS > 0.2 an increase in ϕS no longer enhances GHSV ; the SBCR is
limited by gas/liquid mass transfer.
Furthermore, a grey area is pictured in Figure 7.5 which corresponds to the range of ϕS for
an investment/operation cost optimization: at ϕS < 0.05 the resulting SBCR is too large to
be cost effective, while at ϕS > 0.1 an increase in catalyst volume fraction does not lead to
a substantial decrease in reactor volume. The catalyst concentration of a commercial SBCR
for three-phase CO2 methanation lies therefore in this range. Nevertheless, in this work both
SBCR and TBR are compared using a reactor design maximizing GHSV , i.e. maximizing the
specific reaction heat release which corresponds to the most challenging scenario in terms of
heat management. As a consequence, a catalyst volume fraction of 0.2 corresponding to a
hR/dR of 7.4 and a GHSV of 3918 1/h are used as SBCR design parameters for the following
simulations. All SBCR design parameters are summarized in Table 7.4.
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Table 7.4: Slurry bubble column reactor design parameters to reach a CO2 conversion of 0.9



















Based on this study, the evolution of local slurry temperature TSL(z) as well as CO2 conversion
XCO2(z) integrated along the vertical axis of the SBCR was calculated. The results are shown
in Figure 7.6.














































Figure 7.6: Evolution of local slurry temperature and CO2 conversion integrated along the
axial direction of the slurry bubble column reactor for a feed H2/CO2/CH4 of
4/1/1 (Reactor design parameters are summarized in Table 7.4, Tcool = 269
◦C).
From the bottom to the top of the SBCR, TSL decreases from 323 to 317
◦C. Hence, the
SBCR can be considered as quasi isothermal. The evolution of TSL is correlated to XCO2 and
the corresponding reaction heat release: 50 % of the CO2 conversion takes place in the first
30 % of reactor volume (bottom), while only 10 % of the CO2 conversion takes place in
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the last 30 % of reactor volume (top). Considering that cooling occurs in the slurry phase
with constant specific heat transfer area and constant cooling medium temperature, TSL is
accordingly higher than 320 ◦C at the reactor bottom and lower than 320 ◦C at the reactor
top.
To assess the reliability of the SBCR model, a sensitivity analysis was carried out on the most
critical SBCR model parameters, i.e. the parameters controlling the effective reaction rate; the
gas holdup εG, the gas/liquid mass transfer coefficient kLai, and the intrinsic CO2 methanation
reaction rate r3PM. The uncertainty of εG, kLai and r3PM were taken from literature, [171,
186, 207]. These uncertainties were ± 42 %, ± 36 %, and ± 10.6 %, respectively. An extreme
case scenario was obtained by setting simultaneously the uncertainty of each parameter to its
maximum or minimum value. The results of the sensitivity analysis are shown in Figure 7.7.
The reaction rate is the least sensitive parameter, followed by kLai and εG. This order was
expected, as the SBCR is mass-transfer limited and not chemical-reaction limited. As a
consequence, a change in rCO2 of ± 10.6 % has a small influence on XCO2 (around ± 0.01). The
gas/liquid mass transfer kLai has a much higher influence as it controls the reaction limiting
step: a decrease in kLai of - 36 % results in a decrease in XCO2 of ca. 0.11. The influence
of εG on XCO2 is even higher than the influence of kLai. In the kLai correlation developed
by Lemoine et al. [186] kLai is proportional to εG
1.21. As a consequence, an uncertainty in
εG results in an even higher uncertainty in kLai. Considering the extreme case scenario, the
parameter uncertainties can lead to a deviation in XCO2 of 0.35. This shows the current need
for more accurate εG and kLai correlations.





























Figure 7.7: Sensitivity analysis based on the uncertainties of gas holdup and gas/liquid mass
transfer coefficient correlations as well as kinetic rate equation for the slurry
bubble column reactor with a feed H2/CO2/CH4 of 4/1/1 (Reactor design pa-
rameters are summarized in Table 7.4, reference XCO2 = 0.9).
However, if a reactor design with a volumetric catalyst concentration of 0.07 had been chosen,
i.e. in the economical range (see Figure 7.5), the results of a sensitivity analysis should be
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different. For this catalyst concentration, the reactor is limited by chemical reaction and not
by mass transfer. As a consequence, ϕS = 0.07 the reactor should be much more sensitive to
a change in r3PM.
7.3.1.2 Tube bundle reactor design
Aim of the following study was to identify a combination of reactor length LR and cooling
medium temperature Tcool which maximizes GHSV for a maximum volume flow rate of 900
m3/h and a CO2 conversion XCO2 of 0.9, while keeping Tmax below 510
◦C. The results of
this study are shown in Figure 7.8. For increasing Tcool, both Tmax and GHSV increase.
Furthermore, for 227 ◦C < Tcool < 245
◦C, the increase in T and GHSV is higher. Increasing
temperatures enhance chemical reaction rate. An increase in Tcool results in higher reactor
temperatures which enhance the reaction rate and allow for higher GHSV .























































Figure 7.8: Combinations of cooling medium temperature, maximum reactor temperature
and gas hourly space velocity of the tube bundle reactor which allow for a CO2
conversion of 0.9 with a feed H2/CO2/CH4 of 4/1/1 and a volume flow rate of
900 m3/h (pin = 20 bar, uG,in = 0.97 m/s). Grey-marked areas correspond to
non-acceptable operating conditions (I: high sensitivity to cooling, II: thermal
catalyst degradation).
The two grey areas marked in Figure 7.8 (I and II) correspond to operating conditions which
are not desired for the design of a TBR for CO2 methanation. Area I is characterized by
∆Tmax/∆Tcool > 5: a small increase in Tcool results in a high change in Tmax. It is critical to
design a TBR in area I, considering that a change in cooling temperature of less than 1 K
may lead to change in reactor temperature between 5 and 25 K. As such the cooling medium
temperature range 227 ◦C ≤ Tcool ≤ 245 ◦C is not desirable. Area II is characterized by
Tmax > 510
◦C, i.e. temperatures which favor thermal catalyst degradation according to the
specifications of the catalyst supplier. Thus, conditions with Tcool higher than 252
◦C are not
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acceptable. Higher cooling temperature could be chosen, if a catalyst with higher temperature
stability can be implemented.
Two ranges of cooling temperature can be used for the design of the TBR: Tcool < 227
◦C,
and 245 ◦C < Tcool < 252
◦C. Choosing Tcool < 227
◦C results in a TBR with low GHSV (<
2500 1/h). The maximum possible GHSV of about 59,683 1/h is achieved at Tcool = 251
◦C
and LR = 0.6 m. These parameters are in consequence used as TBR design parameters for
further simulations. All the TBR design parameters are summarized in Table 7.5.









Based on this study, the evolution of the local reactor temperature TR(z) and CO2 conversion
XCO2(z) integrated along the vertical axis of the TBR is shown in Figure 7.9. Between 0
and 60 % of the reactor volume, TR rises slowly from 251
◦C to 350 ◦C, which results in an
increase in XCO2 of only 0.35. Between 60 and 80 % of the reactor volume, the increase in TR
is significant: ∆TR = 230 K. It results in a considerable increase in XCO2 of 0.45. Between 80
and 100 % of the reactor volume, TR decreases while XCO2 slowly rises from 0.8 to 0.9. Under
these conditions, the chemical reaction rate slows down due to thermodynamic limitation.













































Figure 7.9: Evolution of local reactor temperature and CO2 conversion integrated along the
axial direction of the tube bundle reactor for a feed H2/CO2/CH4 of 4/1/1 (Re-
actor design parameters are summarized in Table 7.5, Tcool = 251
◦C).
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A sensitivity analysis was carried out on the most critical parameters of the TBR model
to assess the simulation reliability. These parameters control the reaction rate or the heat
transfer: the tube wall heat transfer coefficient αwall, the effective radial heat conductivity
λr,eff , and the kinetic rate equation for CO2 methanation r2PM.





























Figure 7.10: Sensitivity analysis based on the uncertainties of heat transfer coefficient and
radial heat conductivity correlations as well as kinetic rate equation for the
methanation tube bundle reactor with a feed H2/CO2/CH4 of 4/1/1 (Reactor
design parameters are summarized in Table 7.5, reference XCO2 = 0.9).
The uncertainties of αwall and r2PM were taken from literature and are ± 30% and ± 10.6 %,
respectively. The uncertainty related to λr,eff correlation could not be found in the literature
(see Appendix B.3.3). Thus, the uncertainty of λr,eff was set to ± 30 %. An extreme
case scenario is obtained by setting simultaneously the uncertainty of each parameter to its
maximum or minimum value. The results of this sensitivity analysis are shown in Figure 7.10.
The uncertainties related to αwall and λr,eff have almost no influence on XCO2 : a change of
only ± 0.01 is observed. However, the maximum reactor temperature Tmax does change ca.
± 30 K. A rise in αwall and λr,eff increases the effective heat transfer coefficient. Hence, the
reactor temperature decreases as well as the effective reaction rate and the gas superficial
velocity. The decrease in uG results in higher gas residence time, which compensates for the
lower reaction rates and results in almost no change in XCO2. A decrease in r2PM of - 10.6 %
has a higher impact on the achievable XCO2 with a change of ca. - 0.1. The TBR simulated in
this work is a polytropic reactor and is strongly affected by a change in r2PM which impacts
the evolution of temperature and gas concentrations along the whole reactor length. An
increase in r2PM of + 10.6 % has less impact on XCO2 because XCO2 is already high and the
reaction is limited by thermodynamic equilibrium and not chemical reaction kinetics. Finally,
considering an extreme case scenario, a simultaneous increase in αwall, λr,eff and r2PM results
in a significant decrease in XCO2 of ca. 0.4. Under these conditions, the cooling rate is strongly
enhanced, which mitigates the formation of a hot spot: a maximum reactor temperature of
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only 353 ◦C is reached. As a consequence lower reaction rates are achieved which decrease
XCO2 .
7.3.1.3 Reactor control strategy
For PtG applications, a methanation reactor must be able to adapt to a fluctuating H2 volume
flow rate, while maintaining a constant H2/CO2 ratio of 4. For a given gas volume flow rate,
the cooling medium temperature must be adapted, so that the methanation reactor respects
its boundary conditions (XCO2 ≥ 0.9, as well as all parameters given Table 7.2 and 7.3). For
transient operation, the previously designed SBCR and TBR should operate between 25 and
100 % of the maximum gas load. The corresponding cooling medium temperatures derived
from steady-state simulations are summarized in Table 7.6.
Table 7.6: Reactor cooling medium temperature for different gas loads. Reactor design pa-
rameters are summarized in Table 7.4 and 7.5.
SBCR TBR
Load / % Tcool /
◦C XCO2 / - Tcool /
◦C XCO2 / -
25 300 0.975 206 0.968
50 289 0.964 226 0.942
75 278 0.933 240 0.92
100 269 0.9 251 0.9
Table 7.6 shows that XCO2 decreases in both reactors for increasing gas load. However, the
SBCR requires a reduced Tcool for increasing gas load, while the TBR needs increased Tcool;
this behavior is explained in section 7.3.2.1. Furthermore, at 25 % of the maximum gas load
the TBR is characterized by ∆Tmax/∆Tcool > 5. As safe steady-state operation cannot be
guaranteed under this operating condition (see Figure 7.8), transient TBR operation at gas
loads below 50 % is not considered.
To summarize, the SBCR is an almost isothermal reactor which is limited by gas/liquid mass
transfer. On the other hand, the TBR is mostly limited by heat transfer. Contrary to the
SBCR, the TBR is a polytropic reactor which offers higher reaction rates. Hence, much higher
GHSV can be reached in a TBR (in this case, ca. 60,000 1/h) compared to a SBCR (GHSV
= 4000 1/h). For steady-state operation, a TBR is to be preferred to a SBCR. However, a
TBR may not be suited for transient operation, as it is very sensitive to a gas load variation,
leading to significant changes in advective heat transfer and cooling rate.
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7.3.2 Transient Power-to-Gas operation
7.3.2.1 Effect of gas load increase on methanation reactor performance
As preliminary for transient PtG operation, a study was carried out to understand the effect
of gas load increase on the SBCR and the TBR performance via comparison of dimensionless
numbers for mass and heat transfer. These dimensionless numbers are derived from the
differential equations describing the mass and heat balance of the reactor (SBCR: Eq. 7.8
and 7.9, TBR: Eq. 7.14 and 7.15)). They compare axial dispersion, gas/liquid mass transfer,
chemical reaction or convective heat transfer with advection. These dimensionless numbers
are:
 1/Pe′, i.e. diffusive mass transfer vs. advective mass transfer;
 1/Pe, i.e. diffusive heat transfer vs. advective heat transfer;
 Sh/Pe′, i.e. gas/liquid mass transfer vs. advective mass transfer;
 DaI, i.e. reaction rate vs. advective mass transfer;
 DaIII, i.e. reaction heat release rate vs. advective heat transfer;
 St, i.e. convective heat transfer vs. advective heat transfer.
The results of this study are shown in Figures M.3 to M.6 in the Appendix and are summarized
in Table 7.7 and 7.8.
Table 7.7: Effect of gas load increase on SBCR performance for a constant cooling medium
temperature.
Reactor Phenomena Change Effect
SBCR
Advection րրր Lower gas residence time
Axial dispersion ր Lower axial ci and T gradient
G/L mass transfer րր Higher ci,L
Chemical reaction րր Higher reaction rate and heat release rate
Convective heat transfer - Constant heat transfer coefficient
Table 7.7 shows that a gas load in a SBCR increase leads to a rise in axial dispersion and
gas/liquid mass transfer, which results in lower axial gradients of gas concentrations and
temperature, and higher gas concentrations in the liquid phase, respectively. Due to the higher
gas concentrations in the liquid phase the overall reaction rate increases, which also results
in higher reaction heat release rate. The convective heat transfer of a SBCR is insensitive to
an increase in gas load for gas superficial velocity higher than 0.1 m/s. As a consequence,
the heat transfer coefficient of the SBCR is unchanged. These phenomena result in a small
increase in SBCR temperature and small decrease in CO2 conversion XCO2 .
90
7.3 Results and discussion
Table 7.8: Effect of gas load increase on TBR performance for a constant cooling medium
temperature.
Reactor Phenomena Change Effect
TBR
Advection րրր Lower gas residence time,
and hot spot translation to higher z
Chemical reaction րր Higher reaction rate and heat release rate
Convective heat transfer րրր Higher heat transfer coefficient
Table 7.8 shows that a gas load increase results also in lower gas residence time. Besides, it
displaces the reactor hot spot to higher axial coordinates. The overall reaction rate is increased
by the higher gas concentrations, which results in higher reaction heat release rate. However,
the convective heat transfer is also largely increased, which results in much higher cooling
rate. The resulting cooling rate is higher than the reaction heat release rate. Consequently,
the temperature of the TBR as well as CO2 conversion decrease significantly.
7.3.2.2 Transient slurry bubble column reactor
The evolution of the mean slurry temperature T SL over time is shown in Figure 7.11 for a gas
load step increase from 75 to 100 % of the maximum reactor gas load.
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Figure 7.11: Slurry temperature as function of time after a gas load step change from 75 to
100 % for a feed H2/CO2/CH4 of 4/1/1 (Reactor design parameters are sum-
marized in Table 7.4, Tcool = 278
◦C).
The new load is reached after 1 s. Following this change T SL increases from 320 to 330
◦C; a stationary state is reached after ca. 600 s. Due to the high heat transfer coefficient
(ca. 2300 W/(m2·K) and the high heat capacity of the slurry phase (ca. 1600 kJ/(m3·K)), a
minor increase in T SL of only 10 K takes place, while XCO2 decreases from 0.933 to 0.904.
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Due to the increase in gas velocity, the gas residence time is reduced, while the increased
slurry temperature leads to higher reaction rates. Altogether, the higher reaction rates do
not compensate for the shorter residence time, which results in a lower XCO2 . However, at
any time XCO2 > 0.9 and TSL < 350
◦C is given. Hence, all SBCR boundary conditions are
respected: the SBCR design is adequate for this transient operation.
The evolution of the mean slurry temperature T SL over time after a gas load decrease from
100 to 75 % is shown in Figure M.7 in the Appendix. Similar results are obtained: the SBCR
design is suitable for this transient methanation operation. This statement applies also for the
other gas load changes shown in Figures M.8 to M.11. Even for the large gas load change of ±
50 %, the SBCR boundary conditions are respected. As such the SBCR designed in this work
is a suitable CO2 methanation reactor for the suggested transient PtG operating conditions.
7.3.2.3 Transient tube bundle reactor
The evolution of the maximum reactor temperature Tmax over time is shown in Figure 7.12
for a gas load increase from 75 to 100 % of the maximum reactor gas load. The new load
is reached in 1 s. Following this change, Tmax rises from 510 to 579
◦C within 7 s and then
decreases to 351 ◦C within the next 11 s. After 18 s the TBR has reached the new steady-state:
the TBR response is 33 times faster than the SBCR response.
































































Figure 7.12: Maximum reactor temperature of the tube bundle reactor as function of time
after a gas load step change from 75 to 100 % for a feed H2/CO2/CH4 of 4/1/1
(Reactor design parameters are summarized in Table 7.5, Tcool = 240
◦C).
The evolution of Tmax over time is related to the combination of mass-transfer and heat-transfer
phenomena, which are illustrated in Figure 7.13. An increase in gas inlet velocity enhances the
advective mass transfer: a higher amount of educts can react in the reactor which results in
an increase in reaction heat release rate. As a consequence Tmax increases. Following the gas
velocity increase, advective heat transfer and cooling rate are also increased. The increased
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cooling rate results in lower reactor temperature, while the increased advective heat transfer
shifts the reactor hot spot to the reactor outlet. Hence, the hot spot progressively disappears
from the reactor and Tmax decreases.
Figure 7.13 shows also that XCO2 decreases from 0.92 to 0.466 comparing the two stationary
states. The lower XCO2 is related to the lower reactor temperature as well as the decreased
gas residence time. The TBR response to a gas load change is not satisfying the design
requirements. First, the catalyst reaches a temperature higher than the maximum of 510 ◦C.
Then, the catalyst undergoes a high temperature change within a short period of time, which
may result in mechanical stress leading to catalyst crushing and deactivation. Finally, the
outlet gas quality (XCO2 < 0.9) is not satisfying the design requirements.
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Figure 7.13: Evolution of the reactor temperature along the axial direction of the tube bun-
dle reactor after a gas velocity step change from 0.71 to 0.95 m/s (pin = 20 bar,
LR = 0.6 m, Tcool = 240
◦C).
The evolution of the maximum reactor temperature Tmax over time after a gas load decrease
from 100 to 75 % is shown in Figure M.13. Again, the transient TBR response does not
satisfy the design requirements. Although XCO2 fulfills the required gas quality, Tmax is
above the maximum allowed catalyst temperature of 510 ◦C. Besides, the catalyst undergoes a
temperature change of 84 K within 15 s which may result in catalyst crushing and deactivation.
The other gas load variations show similar results (see Figures M.12 to M.14). Altogether the
TBR design suggested in this work is not suitable for transient PtG operation. Solutions to
overcome this issue are suggested in the following section.
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7.3.3 Reactor improvement considerations
Dimensionless numbers are useful to characterize and understand the interaction between
mass transfer, heat transfer, and chemical reaction involved in reaction engineering. In this
work, the Damköhler numbers II and III as well as the Stanton number are of special interest
to understand the process involved in steady-state and transient operations of a SBCR and a
TBR for CO2 methanation.
The Damköhler number II, DaII, compares chemical reaction rate with mass-transfer phe-
nomena as shown in Eq. 7.18. The volumetric gas/particle mass transfer coefficient kGaCO2 of
the TBR was calculated using Eq. C.2 in the Appendix, while the volumetric gas/liquid mass
transfer coefficient for the SBCR kLaCO2 was calculated with Eq. 2.22.
DaII =
ϕS · ρS · rCO2
kjaCO2 · cCO2,G
(7.18)
The evolution of DaII with increasing gas load is shown in Figure 7.14 for both SBCR and
TBR. DaII,SBCR > 1, while DaII,TBR ≪ 1 over the whole range of gas load, i.e. the SBCR is
moderately limited by gas/liquid mass transfer while the inter-particle mass transfer is not
limiting the TBR. To improve the efficiency of the SBCR, efforts should be made to enhance
the gas/liquid mass transfer e.g. by increasing the specific gas/liquid interfacial area [136,
137].

































Figure 7.14: Influence of gas load on Damköhler number II of the slurry bubble column re-
actor and the tube bundle reactor for a gas atmosphere H2/CO2/CH4 of 4/1/1
(pR = 20 bar; ϕS = 0.2, TSBCR = 320
◦C; TTBR = 350
◦C).
The transient Stanton number St′ compares cooling rate with reactor heat accumulation as
shown in Eq. 7.19. In Eq. 7.19, ∆TR/∆t is set for both reactors to 40 K/h which corresponds
to the maximum catalyst heating rate recommended by the catalyst supplier. However, as
the reactors are compared with each other, the value of ∆TR/∆t is not relevant.
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St′ =
αeff · acool · (TR − Tcool)




The evolution of St′ with increasing gas load is shown in Figure 7.15. For both reactors,
St′ ≫ 1: the heat accumulation is sensitive to a change in cooling rate. However, St′TBR is
15 to 53 times higher than St′SBCR. This explains the reactor response time shown in Figure
7.11 and Figure 7.12. As St′TBR is high, the TBR reaches steady state after ca. 20 s, while the
SBCR requires ca. 600 s to reach steady-state.
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Figure 7.15: Influence of gas load on transient Stanton number of the slurry bubble col-
umn reactor and the tube bundle reactor for a gas atmosphere H2/CO2/CH4 of
4/1/1 (pR = 20 bar, ∆TR/∆t = 40 K/h; ϕS = 0.2, TSBCR = 320
◦C, Tcool,SBCR
= 270 ◦C; TTBR = 350
◦C, Tcool,TBR = 250
◦C).
Finally, the transient Damköhler number III Da′III compares heat release rate from reaction
with heat accumulation as shown in Eq. 7.20.
Da′III =
ϕS · ρS · rCO2 · |∆hr|




The evolution of Da′III with increasing gas load is shown in Figure 7.16 for both reactors. In
both cases is Da′III ≫ 1: the heat accumulation is sensitive to a change in reaction heat





III,TBR can explain the poor transient behavior of this TBR: this reactor is very
sensitive to a change in reaction heat release rate and cooling rate, which results in significant
variations in reactor temperature during transient operation. On the contrary, St′SBCR and
Da′III,SBCR are much lower due to the high heat capacity of the slurry phase: the SBCR is
much less sensitive to change in reaction heat release rate or cooling rate and can successfully
be operated under transient operating conditions.
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Options to improve the transient behavior of the TBR are to reduce the catalyst volume
fraction ϕS, to use a catalyst showing a lower methanation activity or to mix the catalyst
with high heat capacity inert material in order to decrease Da′III. However, this will reduce
the reactor GHSV .
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Figure 7.16: Influence of gas load on transient Damköhler number III of the slurry bubble
column reactor and the tube bundle reactor for a gas atmosphere H2/CO2/CH4




The objective of this chapter was to assess the performance of a SBCR for transient CO2
methanation, as part of a PtG process chain. For this purpose, an axial dispersion model
based on literature data and experimental data gathered in chapters 4 to 6 was developed.
The SBCR performance was compared to a state-of-the-art TBR for steady-state and transient
PtG operation. Transient PtG operation was modeled using gas load step changes between
25 and 100 % of the reactor maximum capacity, while the TBR was modeled with a 1D
homogeneous fixed-bed reactor model.
For steady-state operation the TBR allows for much higher gas hourly space velocities
(GHSV ) as compared to the SBCR (see Figures 7.5 and 7.8). In addition, sensitivity analyses
showed that under the relevant reaction conditions the TBR is limited by heat transfer, while
the SBCR is limited by gas/liquid mass transfer (see Figures 7.7 and 7.10).
For transient PtG operation the TBR undergoes significant temperature changes within a
short time resulting in undesired outlet gas qualities violating product gas specifications (see
Figure 7.12). The TBR is not adapted to gas load step changes but could be operated under
transient operation using well-defined and slow change in cooling medium temperature as well
as gas velocity. As a consequence, the related PtG facility would require a larger H2 buffer
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tank resulting in significantly lower process economics. On the contrary, the SBCR is adapted
to transient PtG operations: the SBCR temperature is kept under control and changes slowly
over time, while the outlet gas composition sticks to the gas quality requirements (see Figure
7.11).
Finally, measures to improve the efficiency of both reactors were proposed considering di-
mensionless numbers. The GHSV of the SBCR can be enhanced by increasing the specific
interfacial area controlling gas/liquid mass transfer (see Figure 7.14), while the transient be-
havior of the TBR can be improved by reducing the catalyst concentration/activity or by
mixing the catalyst with high heat capacity inert material in detriment of the GHSV (see
Figures 7.15 and 7.16).





The share of renewable energy sources like wind and sun is rising in the EU to mitigate the
impact of human beings on climate change [309]. However, this type of renewable energy is
intermittent as well as fluctuating, which could result in a mismatch between power production
and demand in the future. To tackle this issue, Power-to-Gas (PtG) processes which aim at
transforming renewable electrical energy into chemical energy carriers with high energy density
[2] can be implemented. The PtG process chain considered in this work aims for transforming
electrical energy into methane through the reaction of carbon dioxide with hydrogen produced
by water electrolysis (see Eq. 8.1). Methane is the main component of synthetic natural gas
(SNG), which can be injected into the natural gas grid. SNG can be used for a wide range of
applications in highly efficient final energy conversion technologies, e.g. decentralized/central
combined heat and power units and mobility (compressed natural gas and liquefied natural
gas).
CO2 + 4 H2 ⇋ CH4 + 2 H2O ∆h
θ
r= −165 kJ/mol (8.1)
To minimize the size of a H2 buffer between the electrolysis and methanation steps, which
represents the main invest cost of a PtG facility after the electrolyzer [304], the methanation
reactor should be operated under transient operating conditions. This represents a challenge
for reaction engineering: reactor temperature as well as outlet gas composition must always
be kept under control, whatever the current reactor gas load is. The current benchmark
PtG facility in Werlte [205] uses a tube bundle methanation reactor with CO2 from biogas
used as carbon source and H2 from two 3 MW alkali electrolyzers. The literature related to
this facility is scarce and little information is available regarding the transient behavior of
the methanation reactor. Considering the electrolyzer technology as well as the methanation
reactor type of the Werlte facility only minimal flexibility of this PtG process can be expected.
An alternative methanation reactor concept is the slurry bubble column reactor (SBCR). In
this reactor, the catalyst is suspended in a liquid and fluidized by the rising gas bubbles. The
high heat capacity as well as the good mixing of the slurry phase allow for very efficient heat
removal and almost isothermal operating conditions. The main reactor drawback is linked to
the additional mass transfer resistance from the gas to the liquid phase. The transient behav-
ior of a SBCR has already been successfully tested for Fischer-Tropsch synthesis application
[144]. Nevertheless, Fischer-Tropsch synthesis SBCR differs from CO2 methanation SBCR; in
Fischer-Tropsch synthesis the feed gas is diluted with recirculation gas and a smaller conver-
sion per pass is achieved as compared to CO2 methanation. Consequently, the reaction heat
release rate in a Fischer-Tropsch synthesis SBCR is less pronounced.
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The aim of this thesis was to understand and predict the behavior of a SBCR operated under
transient CO2 methanation condition using detailed experimental data as well as literature.
To fulfill this task, the following pieces of information were required:
 Reactor hydrodynamics;
 Gas/liquid mass transfer;
 Heat transfer;
 CO2 methanation reaction rate.
In a previous PhD Thesis carried out at Engler-Bunte-Institut, Fuel Technology, Manuel Götz
demonstrated the feasibility of three-phase CO2 methanation in a 10 kW SBCR laboratory
facility using a commercial nickel catalyst and dibenzyltoluene (C21H20) as liquid phase for
temperatures between 250 and 320 ◦C and pressures up to 20 bar [8]. In addition, Götz
measured the solubility of CO2 and H2 in dibenzyltoluene for temperatures relevant for three-
phase CO2 methanation. However, some pieces of data were missing to develop a complete
SBCR simulation tool for CO2 methanation. First, the solubilities of the CO2 methanation
product gases, i.e. CH4 and H2O, were not known in the chosen liquid phase dibenzyltoluene
(DBT). Then, SBCR hydrodynamics, gas/liquid mass transfer and heat transfer for the op-
erating conditions relevant for CO2 methanation were not fully described. Finally, the CO2
methanation reaction kinetics in a three-phase system was not established. Especially, the
influence of a liquid phase on a gaseous reaction like methanation was not clear. In this PhD
thesis, experiments focused on the determination of CH4 and H2O solubilities in DBT as well
as on the development of a kinetic rate equation for three-phase CO2 methanation.
A laboratory facility was built for the determination of methanation product gas solubilities,
and verified with well-defined CO2 solubility experiments in pure water. Then, the solubilities
of CH4 and H2O in DBT were determined for pressures and temperatures relevant for CO2
methanation:
 The Henry’s law constant of CH4 in DBT HCH4,px decreases from 550 to 538 bar in the
temperature range of 240 to 320 ◦C and for pressures up to 12 bar;
 The Henry’s law constant of H2O in DBT HH2O,px increases from 143 to 180 bar in the
temperature range of 250 to 290 ◦C and for pressures up to 9 bar.
Thereafter, to clarify the influence of a liquid phase on the CO2 methanation reaction kinet-
ics, three-phase CO2 methanation experiments were carried out in a continuous stirred-tank
reactor for liquid phases showing different gas solubilities for CO2, H2, CH4, and H2O. The
following results were gathered for a CO2 partial pressure of 1 bar and temperature of 230
◦C:
 At same reactant partial pressures, different reaction rates are observed for different
liquid phases;
 At same reactant concentrations in the liquid phase, similar reaction rates are observed;
Thus, the relevant parameter to describe CO2 methanation reaction kinetics in a three-phase
system is gas concentration in the liquid phase, which can be calculated from the gas partial
pressure and the corresponding Henry’s law constant.
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Then, further three-phase CO2 methanation kinetic experiments were carried out in the contin-
uous stirred-tank reactor in DBT for a wide range of technically relevant operating conditions
(see Chapter 5, Table 5.3). Based on these experiments, the kinetic rate equation shown in Eq.
8.2 was developed to describe three-phase CO2 methanation reaction kinetics. The constant
K describes the chemical equilibrium limitation, while ci,L represents the concentration of gas
species i in the liquid phase.
rCO2 = 3.2462 · 105·exp(
−79378
R · T )·
c0.4H2,L·c0.1CO2,L
(1 + 1 · cH2O,L)0.1
·K (8.2)
Finally, a SBCR was modeled for catalytic CO2 methanation in the PtG process with a
one-dimensional axial dispersion reactor model using own experimental data related to gas
solubilities and CO2 methanation reaction kinetics, as well as literature data related to re-
actor hydrodynamics, gas/liquid mass transfer and heat transfer within a SBCR. The per-
formances of the SBCR and a state-of-the-art tube bundle reactor (TBR) simulated with
a one-dimensional homogeneous fixed-bed reactor model were compared for steady-state and
transient PtG operations. Transient PtG conditions were modeled using gas load step changes
in the range of 25 to 100 % of the maximum reactor capacities, while maintaining the cooling
medium temperature constant.
For steady-state PtG operation, the following results were obtained:
 The TBR offers high gas hourly space velocities (GHSV ) up to 60,000 1/h; it is limited
by heat transfer;
 The SBCR can reach GHSV up to 4,000 1/h; it is limited by gas/liquid mass transfer.
Hence, the TBR is more efficient than the SBCR for steady-state PtG operation.
For transient PtG operation, i.e. 25 or 50 % load change in 1 s, the following results were
obtained:
 The TBR undergoes significant temperature changes of 200 K within 20 s resulting in
undesired outlet gas qualities;
 The SBCR undergoes moderate temperature changes of 10 K within 10 min, while the
outlet gas composition sticks to the gas quality requirements.
Therefore, the SBCR is more efficient than the TBR for these transient PtG operations.
To conclude, options to improve the efficiency of both reactors were proposed and discussed
based on theoretical consideration:
 The GHSV of the SBCR can be enhanced by increasing the specific interfacial area
controlling gas/liquid mass transfer;
 The transient behavior of the TBR can be improved by reducing the catalyst concen-
tration/activity or by mixing the catalyst with high heat capacity inert material in




Der Anteil der erneuerbaren Energien wie Wind und Sonne steigt in der EU kontinuierlich
an und leistet damit einen Beitrag zur Minimierung der anthropogenen Einflüsse auf den
Klimawandel [309]. Bei all den positiven Effekten der Nutzung regenerativer Energien muss
jedoch bedacht werden, dass diese zeitlich intermittierend und fluktuierend anfallen und da-
her die bereits heute auftretenden Diskrepanzen zwischen Energieerzeugung und Nutzung
mit zunehmender Substitution der gut speicherbaren fossilen Energieträger weiter zunehmen
wird. Um das Problem der schlechten Speicherbarkeit elektrischer Energie in den Griff zu
bekommen, könnten zukünftig Power-to-Gas (PtG) Prozesse einen wertvollen Beitrag leis-
ten. Bei diesen wird schlecht speicherbare elektrische Energie in einen gut speicher- verteil-
und nutzbaren gasförmigen Energieträger mit hoher Energiedichte umgewandelt [2]. Die in
dieser Arbeit betrachtete PtG-Prozesskette nutzt hierzu die Umwandlung von Kohlenstoff-
dioxid mit regenerativ erzeugtem Wasserstoff aus einer Wasserelektrolyse, um mit Hilfe der
Methanisierungsreaktion (siehe Gl. 9.1) synthetisches Methan zu erzeugen. Dieses kann an-
schließend als Substitute Natural Gas (SNG) in das Erdgasnetz eingespeist und auf diesem
Weg transportiert, gespeichert und genutzt werden. Für die Nutzung stehen alle Erdgasan-
wendungen offen, was vor allem Kraft-Wärme-Kopplung oder die Nutzung im Mobilitätssektor
als CNG (Compressed Natural Gas) oder LNG (Liquefied Natural Gas) einschließt.
CO2 + 4 H2 ⇋ CH4 + 2 H2O ∆h
θ
r= −165 kJ/mol (9.1)
Innerhalb einer PtG-Prozesskette stellt der Wasserstoff(zwischen)speicher eine der Haupt-
investitionen dar. Dessen Größe lässt sich minimieren, wenn der nachfolgende Synthese-
prozess den transient anfallenden Eduktströmen folgen kann, was bei katalytischen Synthe-
sen eher die Ausnahme ist. Hauptproblem dabei ist, dass sowohl die Reaktortemperatur als
auch die Eduktgaszusammensetzungen ständig mit dem jeweiligen Lastzustand korrelieren
müssen. Thermische Runaways oder unzulässige Produktzusammensetzungen müssen unter
allen Umständen vermieden werden, was zusammen eine bisher nur unzureichend gelöste tech-
nische Herausforderung darstellt. Die aktuelle Benchmark-PtG-Anlage in Werlte [205] nutzt
einen mit einer Salzschmelze gekühlten Festbettreaktor. Als Kohlenstoffquelle wird CO2 aus
einer Biogasanlage genutzt, der notwendige Wasserstoff stammt aus zwei 3 MW Alkali Elek-
trolyseuren. Leider finden sich in der Literatur nur wenige technische Details zu dieser Anlage.
Die bekannten technischen Daten legen aber den Schluss nahe, dass diese Anlage nur bedingt




Ein alternativer Methanisierungsreaktorkonzept ist der Blasensäulenreaktor (SBCR). In
diesem Reaktor ist der Katalysator in einer Flüssigkeit suspendiert und durch die steigen-
den Gasblasen fluidisiert. Die hohe Wärmekapazität sowohl als auch die gute Durchmischung
der Slurryphase ermöglichen eine sehr effiziente Wärmeabfuhr und fast isotherme Betriebs-
bedingungen. Der Hauptnachteil dieses Reaktors ist mit dem zusätzlichem Gas/Flüssigkeit-
Stoffübergangwiderstand verbunden. Das transiente Verhalten eines SBCR wurde schon zur
Fischer-Tropsch-Synthese erfolgreich getestet [144]. Nichtsdestotrotz unterscheidet sich ein
SBCR zur Fischer-Tropsch-Synthese von einem SBCR zur CO2-Methanisierung: im Vergleich
zur CO2-Methanisierung ist das Feedgas in Fischer-Tropsch-Synthese mit Rezirkulationsgas
verdünnt und eine kleinere Konversion pro Pass ist erzielt. Deswegen ist die Reaktionswärme-
freisetzung in einem SBCR zur in Fischer-Tropsch-Synthese weniger ausgeprägt.
Ziel dieser Dissertation war, das transiente Verhalten eines SBCR zur CO2-Methanisierung
durch Einsatz experimenteller Daten sowie Daten aus der Literatur zu verstehen und





 Reaktionskinetik der CO2-Methanisierung.
In seiner am Engler-Bunte-Institut ceb durchgeführte Dissertation zeigte Manuel Götz die
Machbarkeit der Dreiphasen-CO2-Methanisierung in einem 10 kW SBCR-Laborapparatur mit
einem kommerziell verfügbaren Nickelkatalysator und Dibenzyltoluol (C21H20) als Flüssigkeit
bei Temperaturen zwischen 250 and 320 ◦C und Drücken bis zu 20 bar [8]. Darüber hinaus
maß Götz die Löslichkeit von CO2 und H2 bei Temperaturen relevant für die Dreiphasen-CO2-
Methanisierung. Jedoch fehlen einige wesentliche Daten zur Erstellung eines brauchbaren
Simulationswerkzeuges zur Beschreibung eines SBCR-Reaktors. So sind beispielsweise keine
Daten zur Löslichkeit der Methanisierungsprodukte CH4 und H2O in der Flüssigphase (DBT)
verfügbar. Auch sind weder die SBCR-Hydrodynamik noch der Gas-/Flüssigkeits-Stoff- und -
Wärmeübergang unter den Bedingungen der CO2-Methanisierung bekannt und mathematisch
beschrieben. Auch die Reaktionskinetik der CO2-Methanisierung im dreiphasigen System aus
Gas, festem Katalysator und Flüssigphase wurde bisher nicht ermittelt, ist jedoch für die
Modellierung und Prozessbetrachtung von zentraler Wichtigkeit.
Zur Bestimmung der Löslichkeiten der Prozessgase unter Methanisierungsbedingungen wurde
eine geeignete Apparatur errichtet. Zur Verifizierung des Versuchsaufbaus wurden Literatur-
ergebnisse zur Löslichkeit von CO2 in Wasser durchgeführt, die zufriedenstellende Ergebnisse
lieferten. Anschließend wurden mit dem verifizierten Versuchsaufbau Löslichkeiten von CH4
und H2O in DBT unter relevanten Prozessdrücken und -temperaturen bestimmt und bewertet:
 Der Henry-Koeffizient von CH4 in DBT HCH4,px nimmt von 550 bis 538 bar zwischen
240 und 320 ◦C bei Drücken bis zu 12 bar ab;
 Der Henry-Koeffizient von H2O in DBT HH2O,px steigt von 143 bis 180 bar zwischen 250
und 290 ◦C bei Drücken bis zu 9 bar an.
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Danach wurden Dreiphasenmethanisierungsexperimente in einem komplett rückvermischten
Rührkessel mit verschiedenen Flüssigkeiten und dadurch verschiedenen Gaslöslichkeiten für
CO2, H2, CH4, und H2O durchgeführt, um den Einfluss einer Flüssigkeit auf die Reaktionsk-
inetik der CO2-Methanisierung zu klären. Die folgenden Ergebnisse wurden bei einem CO2-
Partialdruck von 1 bar und 230 ◦C gesammelt:
 Bei gleichen Reaktantpartialdrücken wurden unterschiedliche Reaktions-
geschwindigkeiten für verschiedene Flüssigkeiten beobachtet;
 Bei gleichen Reaktantkonzentrationen in der Flüssigkeit wurden ähnliche Reaktions-
geschwindigkeiten beobachtet;
Auf Basis dieser Ergebnisse kann davon ausgegangen werden, dass die Gaskonzentration in der
Flüssigphase der relevante Parameter zur Beschreibung der CO2-Reaktionskinetik ist. Diese
Konzentration kann bei den relevanten Betriebsbedingungen der Dreiphasen-Methanisierung
aus den Gasphasen-Partialdrücken und den bekannten bzw. in dieser Arbeit ermittelten Henry-
Koeffizienten berechnet werden.
Im Anschluss an diese ersten Dreiphasenmethanisierungsexperimente erfolgte die experi-
mentelle Ermittlung der Reaktionskinetik der CO2-Methanisierung. Hierzu wurde Ver-
suche in einem idealen Labor-Rührkesselreaktor durchgeführt (siehe Kapitel 5, Tabelle 5.3).
Mit den daraus erhaltenen Ergebnissen wurde der in Gl. 9.2 gezeigte reaktionskinetische
Ansatz aufgestellt, in welchem die Konstante K die Annäherung an das thermodynamis-
che Gleichgewicht und ci,L die Konzentrationen der beteiligten Gasspezies in der Flüssigphase
darstellen.
rCO2 = 3.2462 · 105·exp(
−79378
R · T )·
c0.4H2,L·c0.1CO2,L
(1 + 1 · cH2O,L)0.1
·K (9.2)
Unter Nutzung der reaktionskinetischen Daten und der zuvor ermittelten Stoffparameter
und hydrodynamischen Größen wurde abschließend ein Modell zur Beschreibung eines SBCR
aufgestellt und mit diesem ein Dreiphasen-Reaktor innerhalb einer PtG-Prozesskette simuliert.
Diese Ergebnisse wurden mit denen eines 1D homogenen Festbettreaktormodells (TBR) ver-
glichen, welches für die gleichen Rahmenbedingungen erstellt wurde. Für die Betrachtung
der Dynamikfähigkeit beider Reaktorkonzepte wurde jeweils eine Laständerung zwischen 25
und 100 % der Auslegungsgröße betrachtet, die innerhalb einer Sekunde auftritt und dabei
die Temperatur des Kühlmediums konstant lässt.
Für stationären PtG-Betrieb wurden die folgenden Ergebnisse erhalten:
 Der TBR ermöglicht hohe gas hourly space velocities (GHSV ) bis zu 60.000 1/h; er ist
durch den Wärmeübergang limitiert;
 Der SBCR kann bei einer maximalen GHSV von 4.000 1/h betrieben werden; er ist
durch den Gas/Flüssigkeit-Stoffübergang limitiert.
Für einen stationären Betrieb ist daher der TBR effizienter als der SBCR.
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Für den transienten Betrieb folgt aus dem Vergleich der beiden Reaktorkonzepte:
 Im TBR treten Temperaturspitzen von 200 K innerhalb von 20 Sekunden auf, was
zur Schädigung des Katalysators und/oder der Reaktorrohre fÃ¼hren kann. Außerdem
können bei diesen erhöhten Temperaturen die erforderlichen Produktgasspezifikationen
nicht eingehalten werden;
 Im SBCR beträgt der maximale Temperaturanstieg durch Lasterhöhung 10 K in
10 Minuten. Es treten keine unzulässigen Temperaturspitzen auf und die Produkt-
gaszusammensetzung erfüllt alle Spezifikationen.
Für einen transienten Betrieb ist daher der SBCR deutlich effizienter als der TBR. Es können
dynamische Betriebsweisen realisiert werden, die bei einem TBR aus verschiedenen Gründen
unmöglich sind.
Zum Schluss wurden Optionen zur Verbesserung der Effizienz beider Reaktoren an Hand von
theoretischen Überlegungen vorgeschlagen und diskutiert:
 Die GHSV des SBCR kann durch Erhöhung der spezifischen Grenzfläche, die den
Gas/Flüssigkeit-Stoffübergang kontrolliert, vergrößert werden;
 Das transiente Verhalten des TBR kann durch Abnahme der Katalysatorkonzentration,
bzw. -Aktivität oder durch Mischung des Katalysators mit einem inerten Material, das
eine hohe Wärmekapazität besitzt, verbessert werden. Nachteil ist eine zwangsläufige
Abnahme des GHSV des Reaktors.
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10 Outlook
In this PhD thesis research focused on the determination of methanation gas solubities in
dibenzyltoluene, on the development of a kinetic rate equation for three-phase CO2 metha-
nation as well as on the understanding of the effect of a liquid phase on a gas phase reaction
like CO2 methanation. For a better understanding of the behavior of a SBCR operated under
transient CO2 methanation condition, further experimental investigations related to reactor
hydrodynamics as well as mass and heat transfer should be performed.
For this purpose, a three-phase methanation pilot facility is under construction for the so-
called Karlsruhe Institute of Technology Energy-Lab 2.0 project. The characteristics of this
pilot plant are as following:
 Up to 50 m3/h (STP) inlet gas volume flow rate;
 H2 from a 1 MW PEM electrolyzer, CO2 from a tank, and syngas from a 5 MW entrained
flow gasifier;
 SBCR diameter of 0.25 m and height of 2.5 m (hR/dR = 10);
 Up to 10 m3/h (STP) methane output.
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Table A.1: Supplier and purity of the gases used in this work.
Gases Supplier Purity
Ar Air Liquide 99.997 %
N2 Air Liquide 99.999 %
H2 Basi 99.999 %
CO2 Basi 99.995 %
CH4 Air Liquide 99.999 %
A.2 Dibenzyltoluene properties
Dibenzyltoluene properties are as following [305].
Boiling range at 1013 mbar: ca. 385 - 395 ◦C.
Pour point: ca. -34 ◦C.
Flash point: ca. 200 ◦C.
Ignition temperature: ca. 500 ◦C.
Permissible heater film temperature: 350 ◦C.
Appendix
Table A.2: Dibenzyltoluene properties relevant for the design of a slurry bubble column re-
actor for three-phase CO2 methanation [305].
T ρ cp λ ν pv
◦C kg·m−3 J·kg−1·K−1 W·m−1·K−1 m2·s−1 bar
0 1058 1.48·103 0.133 3.21·10−4 -
20 1044 1.55·103 0.131 4.70·10−5 -
100 987 1.85·103 0.120 3.10·10−6 -
200 915 2.22·103 0.062 9.2·10−7 0.005
220 901 2.29·103 0.060 7.7·10−7 0.012
240 887 2.37·103 0.059 6.5·10−7 0.027
260 873 2.44·103 0.057 5.7·10−7 0.054
280 858 2.52·103 0.055 5.0·10−7 0.098
300 844 2.59·103 0.054 4.5·10−7 0.200
320 830 2.67·103 0.053 4.0·10−7 0.315
340 815 2.74·103 0.051 3.6·10−7 0.560
360 801 2.82·103 0.050 3.2·10−7 0.860
B Calculation of physical properties
B.1 Gas properties
B.1.1 Gas density, ρG
The density of the gas mixture in kg/m3 is calculated with the ideal gas law, see Eq. B.1.
ρG =
p ·MG





B.1.2 Dynamic viscosity, µG
The dynamic viscosity of a gaseous component in Pa·s is calculated with the following Equation
B.3 [310]:
µi,G = A+B · T + C · T 2 +D · T 3 + E · T 4 (B.3)




yi · µi,G (B.4)
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B.1.3 Specific heat capacity, cp,G
The specific heat capacity of a gas mixture in J/kg is estimated using Eq. B.5.
cp,G =
∑




The specific heat capacity of each gas component cp,i is calculated according to Equation B.6.
This correlation is taken from [311].




B.1.4 Thermal conductivity, λG




yi · λi (B.7)
The thermal conductivity of each gaseous component in W/m/K is estimated using Eq. B.8
[310].
λi = A+B · T + C · T 2 +D · T 3 + E · T 4 (B.8)
B.1.5 Binary molecular diffusion coefficient, D12
The binary diffusion coefficient in cm2/s can be estimated with Eq. B.9 from [311] Da 27:
D12 =





∆vi is the diffusion volume. For H2 ∆vi is 6.12 and 26.9 for CO2 [311].
B.1.6 Parameters for Peng Robinson equation of state
The parameter b in the Peng Robinson equation of state is defined in Eq. B.10 [208].
b =
0.0778 · R · Tcrit
pcrit
(B.10)














With κ defined in Eq. B.12 [208].
κ = 0.37464 + 1.54226 · ω − 0.26922 · ω2 (B.12)
Table B.1: Parameters for Peng Robinson equation of state [209].























B.2.1 Slurry density, ρSL
Slurry density can be calculated with Eq. B.13:
ρSL = ρL · (1− ϕS) + ρP · ϕS (B.13)
B.2.2 Slurry dynamic viscosity, µSL
Slurry viscosity can be calculated with Eq. B.14 [312]:
µSL = µL · (1 + 4.5 · ϕS) (B.14)
B.2.3 Slurry heat capacity, cp,SL
Slurry heat capacity can be calculated with Eq. B.15 [189]:
cp,SL = cp,L · (1− wS) + cp,S · wS (B.15)
B.2.4 Slurry heat conductivity, λSL
Slurry heat conductivity can be calculated with Eq. B.16 [189]:
λSL = λL
2λL + λS − 2ϕS · (λL − λS)




B.2.5 Gas diffusion coefficient in liquid phase, Di,L
The gas diffusion coefficient in liquid phase Di,L can be estimated with Eq. B.17 [313] (see
publication for units):
Di,L =
7.4 · 10−8 · T ·M0.5L
µL · V 0.6i,molecule
(B.17)
Vi,molecule is the molecule volume. For CO2, this volume is 34 cm
3/(g·mol) [313].
B.3 Fixed-bed properties
B.3.1 Thermal conductivity of the catalyst bed, λbed
The thermal conductivity of the catalyst bed λbed is calculated using the correlation proposed
by Tsotsas [238] (see Eq. B.18 to B.22).
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N = 1− B
kP
(B.20)
with B calculated for catalyst particles assuming spheres.








B.3.2 Effective radial thermal conductivity of the catalyst bed, λeff,r
The effective radial thermal conductivity of the catalyst bed is calculated according to Tsotsas
[238] (see Eq. B.23).






with Pe the Peclet number defined with Eq. B.24:
Pe =
uG · ρG · cp,G · dP
λG
(B.24)
B.3.3 Heat transfer coefficient at the internal reactor wall, αwall
The heat transfer coefficient in a fixed-bed reactor αwall is calculated using the correlation of
Martin and Nilles [307] (see Eq. B.25).





+ 0.19 · λG
dP
·Re0.750 · Pr0.33 (B.25)
Re0 is the Reynolds number defined for a catalyst particle (see Eq. B.26):
Re0 =
uG · ρG · dP
µG
(B.26)





C Mass transfer in and around catalyst particles
C.1 Mass transfer coefficient gas-catalyst particle, kG
The mass transfer coefficient between gas phase (bulk) and the catalyst particle can be esti-








· Re0.50 · Sc1/3 (C.2)
C.2 Effective pore diffusion coefficient in a catalyst particle, Di,eff
The effective pore diffusion coefficient can be calculated using Eq. C.3, in which εP is the
catalyst porosity estimated to be 0.4:
Di,eff = Dpore · ε1.5P (C.3)
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Assuming one cylindrical pore, the effective pore diffusion coefficient depends on the Knudsen











The Knudsen diffusion for mesopores can be calculated with C.5 (units are SI).





Where T is the temperature in K and MG is the molar mass in g/mol. In this work, the molar
mass of CO2 is used as it results in conservative diffusion constant.
The average rpore derived from BET experiments is 5 · 10−9 m.
C.3 Catalyst efficiency, ηcat





















D Criterion for plug flow reactor behavior
A fixed-bed reactor can be assumed as a plug flow reactor (no axial dispersion), when the
Bodenstein number Bo is at least higher than 100. The Bodenstein number is a function of






























E Criteria for estimation of absence of mass and heat
transfer limitation
The reaction rate of heterogeneous catalytic reaction can be limited by the chemical reaction
itself or by mass and heat transfer. To identify the limiting reaction process, different criteria
have been developed to estimate if the effective reaction rate ri,eff is controlled by mass- and
heat transfer. The following criteria are valid for a reaction order of 1.
First of all the Weisz-Prater criterium has to be fulfilled to assure the absence of intraparticle
mass-transfer limitations [235].
ri,eff · ρp · d2p
4ci ·Di,eff
< 1. (E.1)
Then, external mass-transfer can be neglected if the Mears criterium is valid [237]:
ri,eff · ρp · dp
ci · kG
< 0.3. (E.2)
The absence of heat-transfer limitations inside the catalyst can be assumed when the Anderson
criterium is fulfilled [236]:






Finally, external heat-transfer around the catalyst particle can be neglected when the second
Mears criterium is valid [237]:








F Evaluation of minimum gas velocity for complete
solid suspension in a slurry bubble column reactor
The range of mininum gas velocity for complete solid suspension in a three-phase CO2 metha-
nation slurry bubble column reactor is shown in Table F.1. The corresponding SBCR design
is described in chapter 7.
Table F.1: Evaluation of of minimum gas velocity for complete solid suspension in a slurry
bubble column reactor for three-phase CO2 methanation.






−6 m 50 100
dR m 0.34 0.34
ϕS - 0.01 0.3
µL 10
−3 Pa·s 0.344 0.574
σL 10
−3 N/m 13.2 21.9
Ar 10−3 - 1.97 4.2
uP,set 10
−3 m/s 0.66 1.1
uG,min 10
−3 m/s 0.64 2.1
G Supporting materials for gas holdup correlations
The following pieces of information are related to the gas holdup correlation developed by
Behkish et al. [171] (see section 2.2.1.4).
The parameter Γ takes into account the influence of gas sparger geometry on the gas holdup
(Eq. G.1).
Γ = Kd ·Nhole · dαspargerhole (G.1)
Kd represents the gas sparger coefficient and is equal to 1.363 m
−αsparger for perforated plates.
αsparger is the gas sparger coefficient.






For perforated plates αsparger depends on the free hole area afree defined in Eq. G.2.
αsparger = 0.017 for afree < 5.5 · 10−4 and αsparger = 0.0293 for afree > 3 · 10−3 , else
αsparger = 0.303.
The parameter Y 1 describes the influence of the solids on the gas holdup (Eq. G.3, units are
SI). The parameter wmc,L represents the mass fraction of the main liquid in case two liquids
are present in the system. If only one liquid is present, then wmc,L = 1.
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Y1 = −2.231 · ϕS − 0.157 · ρ
′
P · dP − 0.242 · wmc,L (G.3)
ρ
′
P represents the skeletal density of the solid particles. In addition, Behkish et al. [171] define
the heterogeneous regime for ε
′
G > (Fhet)
6.25. The parameter Fhet is defined according to Eq.
G.4 (units are SI).





· exp (−4.5 · ϕS + 4, 5 · wmc,L) (G.4)
Table G.1: Comparison between the validity range of Behkish’s gas holdup correlation and
the three-phase methanation operating conditions.
Parameter Units Correlation validity range 3PM operating conditions
T ◦C 2 - 265 225 - 325
p 105 Pa 1 - 150 5 - 20
uG m/s 0.0035 - 0.574 0 - 0.3
dR m 0.0382 - 5.5 < 0.15
pv 10
3 Pa 0 - 700 1.6 - 33.1
wmc,L - 0.5 - 1.0 1.0
ρL kg/m
3 633.4 - 1583 818 - 892
µL 10
−3 Pa·s 0.189 - 398.8 0.344 - 0.574
σL 10
−3 N/m 8.4 - 75 13.2 - 21.9
ML 10
−3 kg/mol 18 - 730 272.4
MG 10
−3 kg/mol 2 - 44 2 - 44
ρG kg/m




3 700 - 4000 3962.5
dP 10
−6 m 5 - 300 50 - 100
ϕS - 0 - 0.36 0.01 - 0.3
H Supporting materials for volumetric mass transfer
correlations
The following pieces of information are related to the volumetric gas/liquid mass-transfer
correlation developed by Lemoine et al. [186] (see section 2.2.2).
Lemoine et al. [186] estimates the diameter of bubbles in the homogeneous regime with Eq.
H.3 (units are SI).
dB = 37.19 ·
σ1.22L · ρ0.02G · µ0.08L · T 1.66
ρ1.52L ·M0,12G






In Eq. H.1, Y describes the influence of solids on dB (Eq. H.2, units are SI):
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Y = 2.81 · ϕS + 2.77 · ρ
′
P · dP − 2.29 · wmc,L (H.2)
Lemoine et al. [186] estimates the diameter of large bubbles for heterogeneous regime with





1− 10−5·ρ0.22L · µ0.03L · σ
8.6
L · u0.04G · εG2.37 · εG,large2.74
)
(H.3)
Table H.1: Comparison between the validity range of Lemoine’s kLa correlation and the
three-phase methanation operating conditions.
Parameter Units Correlation validity range 3PM operating conditions
T ◦C 3 - 265 225 - 325
p 105 Pa 1 - 198 5 - 20
uG m/s 0.0035 - 0.574 0 - 0.3
dR m 0.0382 - 5.5 < 0.15
hR / dR - 4 - 20 5 - 15
pv 10
3 Pa 0 - 700 1.6 - 33.1
wmc,L - 0.5 - 1.0 1.0
ρL kg/m
3 633 - 1583 818 - 892
µL 10
−3 Pa·s 0.16 - 398.8 0.344 - 0.574
σL 10
−3 N/m 8.4 - 75 13.2 - 21.9
Di,L 10
−9 m2/s 0.0125 - 27.8 7.37 - 43.1
ML 10
−3 kg/mol 18 - 730 272.4
MG 10
−3 kg/mol 2 - 44 2 - 44
ρG kg/m




3 700 - 4000 3962.5
dP 10
−6 m 42 - 300 50 - 100
ϕS - 0 - 0.36 0.01 - 0.3
I Evaluation of mass-transfer resistance in a slurry
bubble column reactor
Considering a first order reaction, the effective reaction rate within a SBCR depends on
gas-side mass transfer resistance (1), liquid-side mass transfer resistance (2), solid-side mass






























The effective reaction rate is limited by the highest mass-transfer resistance and it is there-
fore of great interest to assess the above-mentioned mass-transfer resistances for three-phase
methanation operating conditions (see Table I.1).
Table I.1: Evaluation of mass-transfer resistance in a slurry bubble column reactor for three-
phase CO2 methanation. T = 320
◦C, cCO2,G = 63.83 mol/m
3, (H2/CO2)G = 4/1,









ηcat · ϕS · ρP · r3PM
0.075 - 0.13 s 2.3 - 3.4 s 0.038 - 0.051 s 0.56 s
Table I.1 shows that the main transfer resistances are the liquid-side mass transfer and the
reaction rate. Hence, the gas and solid-side mass transfer can be neglected for the design of a
three-phase CO2 methanation SBCR.
kG,CO2 is calculated assuming complete diffusion limitation, i.e. ShG = 2. The bubble diameter
dB is evaluated using Eq. H.1 and H.3. kLaCO2 is calculated using Eq. 2.22, while aG/L is





The dimensionless Henry’s law constant of CO2 in DBT is calculated using Eq. 4.12 and
the corresponding parameters listed in Table 4.4. kS,CO2 is calculated using the correlation
developed by Sänger and Deckwer [315].




dP · ρP · VR
(I.3)
ηcat is calculated with Eq. C.6, while r3PM is evaluated with Eq. 5.18.
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J Supporting results: gas solubility experiments
In the following, additional information is given for the gas solubility experiments performed
in chapter 4.
J.1 Exemplary gas solubility experiment










































Figure J.1: Evolution of reactor and tank pressure as well as temperature as function of
time in the experimental measurement of CH4 solubility in dibenzyltoluene at
320 ◦C. (1) describes the situation before the gas discharge from the feed tank
into the reactor. (2) describes the situation after the discharge when gas dissolu-
tion is fully achieved.
J.2 Validation of the experimental procedure
The validation of the experimental procedure with CO2 solubility experiments in H2O is
pictured in Figure J.2. It can be seen that all experiments are in agreement with Henry’s
law, as the worst fit has a R2 of 0.9997. In addition, Figure J.2 shows that the slope of each
curve increases with increasing temperature, which means that CO2 solubility decreases with
increasing temperature. This trend is also reported in the literature [316–318].
The CO2 Henry’s law constants HCO2,px derived from Figure J.2 are summarized in Table
J.1 and compared to literature data. As can be seen in Table J.1, HCO2,px estimated in this
work are in good agreement with the data from the literature. The largest relative error δ of
-9.7 % is obtained at 30 ◦C. The other experiments conducted between 40 and 80 ◦C show a
relative error of only ± 5 %. As CO2 solubility data from the literature can be reproduced,
the experimental setup and procedure employed in this work are validated and can be used
for the determination of Henry’s law constants.
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  R2 ¸ 0.9997
Figure J.2: CO2 solubility in distilled water conducted at different temperatures. Dashed
lines corresponds to the fit pCO2 = HCO2,pc · xCO2 .
Table J.1: Experimental Henry’s law constant of CO2 in H2O and comparison with litera-
ture data [316–318].
T HCO2,px,exp HCO2,px,lit δ
◦C bar bar %
30 2024.9 1845.7 -9.7
40 2487.9 2379.9 -4.5
60 3517 3330.5 -5.6
80 4095 4306.5 5
J.3 Ar solubility in dibenzyltoluene
Figure J.3 shows the results of Ar solubility experiments carried out at temperatures ranging
from 240 to 270 ◦C in DBT. For these experiments, the worst fit exhibits a R2 of 0.9994.
Therefore, the Henry’s law is valid. Furthermore, the slopes of each fit are in the range
690 to 711 bar: Ar solubility shows almost no temperature dependency for the investigated
temperature range. Results of solubility experiments in organic oils are very scarce in the
literature and - to the author knowledge - there are no data available in the literature for Ar
solubility in organic oils.
Table J.2 sums up the Henry’s law constants HAr,px and HAr,pc obtained from Figure J.3. The
small temperature dependency of Ar Henry’s law constant is quantified as following: there is
an increase in HAr,px of ca. 3 % for a temperature increase of 30 K. Measurement uncertainty
is also satisfactory with ca. ± 2 %. This is due to the instrumental accuracy as well as the
relatively low Henry’s law constant, i.e. high Ar solubility in DBT.
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  R2 ¸ 0.9994
Figure J.3: Ar solubility in DBT for temperatures between 240 and 270 ◦C. Dashed lines
corresponds to the fit pAr = HAr,pc · xAr.




240 690.1 ± 10.9 0.174 ± 0.003
245 687.8 ± 11.5 0.174 ± 0.003
250 693.3 ± 14.8 0.176 ± 0.004
270 711.4 ± 15.2 0.183 ± 0.004

























Figure J.4: Temperature dependency of Henry’s law constant Hi,pc in DBT.
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Ar solubility in DBT has been investigated in a narrowed temperature range which does not
cover the whole temperature range relevant for CO2 methanation. Nevertheless, Ar does not
play a role in CO2 methanation reaction kinetics and Ar solubility in DBT is not significantly
temperature dependent. This is the reason why no further Ar solubility experiments have
been carried out in this work.
K Chemical equilibrium of three-phase CO2
methanation
The chemical equilibrium constant Keq is the product of the activities of the reacting species.
For three-phase CO2 methanation, the reacting system can be divided into gas phase and
liquid phase, i.e. Keq can be expressed as product of the activities in the gas phase (see Eq.


















As both gas and liquid phases are in phase equilibrium, chemical equilibrium of three-phase
CO2 methanation is reached in the phase that results in the maximum CO2 conversion.
Another definition of chemical equilibrium states that chemical equilibrium is reached when
the sum of chemical potential of the reacting species have reached a minimum, i.e. Keq is






The Gibb’s enthalpies of the gas species can be calculated using gas enthalpy and entropy
correlations from NIST Chemistry WebBook [231]. Using Eq. K.3 as well as Eq. K.1 and
Eq. K.2, the equilibrium CO2 conversion in the gas and liquid phase, respectively XCO2,G,eq
and XCO2,L,eq, can be calculated. This calculation is carried at the experimental conditions
summarized in Table K.1. Under these conditions, a CO2 methanation experiment was carried
out in the lab facility shown in chapter 5 and the experimental CO2 conversion XCO2,exp was
calculated.
Table K.1 shows that XCO2,L,eq is lower than XCO2,G,eq and XCO2,exp. Hence, Keq,L is not rele-
vant to describe the chemical equilibrium of three-phase CO2 methanation. On the contrary,























To confirm this assessment, it is recommended to carry out batch three-phase CO2 metha-
nation experiments. If the assessment is correct, the experimental CO2 conversion should be
equal to the equilibrium CO2 conversion calculated with Keq,G.
Another way to tackle the issue of calculating the chemical equilibrium constant of three-
phase CO2 methanation is to get rid of the term K in the kinetic rate equations Eq. 5.12 and
6.7. To do so, it is necessary to measure the reaction kinetics of steam reforming, i.e. the
CO2 methanation reverse reaction. However, the main carbon product of steam reforming
is CO and not CO2. Accordingly, the reaction kinetics of CO methanation must be also
investigated. The chemical equilibrium of three-phase CO2 methanation can be then described
as combination of CO2 and CO methanation as well as steam reforming reaction kinetics (see
e.g. the publication of Xu and Froment [102]).
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L Supporting results: three-phase methanation kinetic
experiments
In the following, additional information is given for the three-phase methanation kinetic ex-
periments performed in chapter 5.


































H2 partial pressure  pH2,out / bar
Figure L.1: Influence of H2 partial pressure on the CO2 reaction rate for temperatures be-
tween 260 and 320 ◦C (pR = 10.5 - 14.7 bar, pCO2,out = 1 bar, pCH4,out = 0.1 -
0.2 bar, pH2O,out = 0.3 - 0.5 bar, τmod,CO2 = 1.8 - 2.7 kg·s/mol).

































CO2 partial pressure  pCO2,out / bar
Figure L.2: Influence of CO2 partial pressure on the CO2 reaction rate for temperatures be-
tween 260 and 320 ◦C ( pR = 10 - 14.7 bar, pH2,out = 4 bar, pCH4,out = 0.1 - 0.2
bar, pH2O,out = 0.2 - 0.5 bar, τmod,CO2 = 1.8 - 3 kg·s/mol).
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H2O partial pressure  pH2O,out / bar
Figure L.3: Influence of H2O partial pressure on the CO2 reaction rate for temperatures be-
tween 260 and 320 ◦C ( pR = 10 - 14.7 bar, pCO2,out = 1 bar, pH2,out = 4 bar,
pCH4,out = 0.1 - 0.2 bar, τmod,CO2 = 1.8 - 2.7 kg·s/mol).
M Supporting results: modeling of CO2 methanation
reactors
In the following, additional information is given for the methanation reactor modelings per-
formed in chapter 7.
M.1 Model assumptions
In the following, assumptions related to the SBCR (see page 74) and TBR models (see page
80) are discussed.
The SBCR is operated at an absolute pressure of 20 bar. At this pressure, ideal gas behavior
(assumption 1) deviates less than 1 % from real gas behavior (Peng Robinson equation of
state). Gas-side mass transfer resistance can take place if the reacting gas is highly diluted in
the gas bubbles, i.e. representing only few ppm [139]. However, for three-phase CO2 metha-
nation, 100 % CO2 conversion is impossible due to chemical equilibrium limitations. At 320
◦C, the maximum CO2 conversion is e.g. 98 %. Hence, methanation gas educts are not highly
diluted and gas-side mass transfer resistance can be neglected. Solid-side mass transfer resis-
tance can be neglected considering the superior volumetric surface area of catalyst particles
compared to gas bubbles, which is at least two orders of magnitude higher (i.e. error is less
than 1 %). Assumptions 5 to 7 are justified by the good mixing behavior of a SBCR. Finally,




The TBR is operated an absolute pressure of 20 bar. At this pressure, ideal gas behavior
(assumption 1) deviates less than 1 % from real gas behavior (Peng Robinson equation of
state). Assumption 2 (no heat and mass transfer limitation) is verified via the calculation of
the Mears’ and Anderson’s criteria [236, 237]. For all investigated parameters, these criteria
are respected. Hence, the pseudo-homogeneous model is justified for the modeling of this TBR.
The catalyst efficiency accounting for the intra-particle mass transfer limitation is calculated
with the Thiele modulus [300]. The plug flow behavior of the reactor of assumption 3 is
verified through calculation of the Bodenstein number Bo. For all simulations, Bo is higher
than 100 and justifies the plug flow assumption [238]. In this catalytic packed-bed reactor
the axial convective heat transfer is two orders of magnitude higher than the axial heat
conduction, i.e. neglecting the axial heat conduction results in less than 1 % error. The reactor
tube temperature is considered equal to the cooling medium temperature, as the reactor wall
conductivity (steel) is high and the external heat transfer is assumed very high.
M.2 Influence of cell number on CO2 conversion using the slurry
bubble column reactor model





















Cell number / -
Figure M.1: Evolution of the CO2 conversion in the slurry bubble column reactor as func-
tion of cell number (T SL = 320




M.3 Influence of inlet gas temperature on the performance of the
tube bundle reactor

























Cooling medium temperature  Tcool / 
±C
 Tin = Tcool
 Tin = 200 
±C
 Tin = 225 
±C
 Tin = 250 
±C
Figure M.2: Influence of cooling medium temperature on the gas hourly space velocity of the
tube bundle reactor for different inlet gas temperatures. Calculation for: CO2
conversion of 0.9, feed composition H2/CO2/CH4 of 4/1/1, pin = 20 bar.
M.4 Effect of gas load on slurry bubble column reactor reactor
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Sh/Pe0(25 %) = 3  
1/Pe0(25 %) = 0.3
Da
I
(25 %) = 9
0 0
 00
Figure M.3: Dimensionless numbers for mass transfer in the the slurry bubble column reac-
tor as function of gas load for a feed H2/CO2/CH4 of 4/1/1 (T SL = 320
◦C, pout
= 20 bar, ϕS = 0.2).
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Reaction heat release rate
St(25 %) = 13  
1/Pe(25 %) = 93
DaIII(25 %) = 29
Figure M.4: Dimensionless numbers for heat transfer in the the slurry bubble column reac-
tor as function of gas load for a feed H2/CO2/CH4 of 4/1/1 (T SL = 320
◦C, pout
= 20 bar, ϕS = 0.2).
M.5 Effect of gas load on tube bundle reactor





























DaI(25 %) = 58
Figure M.5: Dimensionless numbers for mass transfer in the tube bundle reactor as function
of gas load for a feed H2/CO2/CH4 of 4/1/1 (TR = 350
◦C, pin = 20 bar).
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Reaction heat release rate
St(25 %) = 237 
DaIII(25 %) = 41
Figure M.6: Dimensionless numbers for heat transfer in the tube bundle reactor as function
of gas load for a feed H2/CO2/CH4 of 4/1/1 (TR = 350
◦C, pin = 20 bar).
M.6 Effect of gas load step change on slurry bubble column reactor
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 = 0.9 X
CO2
 = 0.926
75 % gas load
Figure M.7: Slurry temperature as function of time after a gas load step change from 100 to
75 % for a feed H2/CO2/CH4 of 4/1/1 (Reactor design parameters are summa-































































100 % gas load50 % gas load
XCO2
 = 0.964
Figure M.8: Slurry temperature as function of time after a gas load step change from 50 to
100 % for a feed H2/CO2/CH4 of 4/1/1 (Reactor design parameters are summa-
rized in Table 7.4, Tcool = 269
◦C).



























































50 % gas load25 % gas load
XCO2
 = 0.975
Figure M.9: Slurry temperature as function of time after a gas load step change from 25 to
50 % for a feed H2/CO2/CH4 of 4/1/1 (Reactor design parameters are summa-
































































50 % gas load100 % gas load
XCO2
 = 0.90
Figure M.10: Slurry temperature as function of time after a gas load step change from 100
to 50 % for a feed H2/CO2/CH4 of 4/1/1 (Reactor design parameters are sum-
marized in Table 7.4, Tcool = 269
◦C).



























































25 % gas load50 % gas load
XCO2
 = 0.964
Figure M.11: Slurry temperature as function of time after a gas load step change from 50 to
25 % for a feed H2/CO2/CH4 of 4/1/1 (Reactor design parameters are summa-




M.7 Effect of gas load step change on tube bundle reactor






























































100 % gas load50 % gas load
XCO2
 = 0.942
Figure M.12: Maximum reactor temperature of the tube bundle reactor as function of time
after a gas load step change from 50 to 100 % for a feed H2/CO2/CH4 of
4/1/1 (Reactor design parameters are summarized in Table 7.5, Tcool = 240
◦C).





























































75 % gas load
XCO2
 = 0.9
100 % gas load
Figure M.13: Maximum reactor temperature of the tube bundle reactor as function of time
after a gas load step change from 100 to 75 % for a feed H2/CO2/CH4 of





































































Figure M.14: Maximum reactor temperature of the tube bundle reactor as function of time
after a gas load step change from 100 to 50 % for a feed H2/CO2/CH4 of

























Figure M.15: Algorithm for the design of the tube bundle reactor with a CO2 conversion of


























Figure M.16: Algorithm for the design of the slurry bubble column reactor with a CO2 con-
version of 0.9 and a mean slurry temperature of 320 ◦C.
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N Evaluation of data accuracy
In this work, the data accuracy has been calculated with the differential method. An example





Eq. N.1 can be rewritten as following (Eq. N.2):
ln (XCO2) = ln (ṅCO2,in − ṅCO2,out)− ln (ṅCO2,in) (N.2)






































Following the same method, the accuracy of ri, pi and Hei,px can be estimated with the














































∆ni,Tank,1 +∆ni,Tank,2 +∆ni,R,2 +∆ni,R,1




























The accuracy of the experimental parameters used in this work is listed in Table N.1.
Table N.1: Accuracy of experimental parameters according to the device suppliers.
Measurement device Parameter Units Accuracy
MFC ∆ṅCO2,in mol·s−1 ± 0.01 · ṅCO2,in
GC ∆ṅCO2,out mol·s−1 ± 0.01 · ṅCO2,out
GC ∆yi - ± 0.01 · yi
Electronic sensor ∆p bar ± 0.025 · pmax,sensor
Thermocouple type K ∆T K or ◦C ± 1.5
Thermocouple Pt-100 ∆T K or ◦C ± 0.8
Balance (catalyst) ∆m kg ± 1·10−6

















Heating zone I Heating zone II Heating zone III
Gas inlet Gas outlet
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[146] Holger Martin. “Wärme- und Stoffübertragung in der Wirbelschicht”. In:
Chemie Ingenieur Technik 52.3 (1980), pp. 199–209. issn: 1522-2640. doi:
10.1002/cite.330520303.
[147] Y. T. Shah, G. J. Stiegel, and M. M. Sharma. “Backmixing in gas-liquid re-
actors”. In: AIChE Journal 24.3 (1978), pp. 369–400. issn: 00011541. doi:
10.1002/aic.690240302.
[148] T. Reith, S. Renken, and B. A. Israël. “Gas hold-up and axial mixing in the
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[212] Daniela Kerlé. “Untersuchung der Löslichkeit von Gasen in ionischen Flüssigkeiten mit
Methoden der Molekulardynamischen Simulation”. PhD thesis. Rostock: Universität
Rostock, 2013.
[213] C. Reichardt and T. Welton. Solvents and solvent effects in organic chemistry. 4. ed.
Wiley-VCH Verlag GmbH, 2011. isbn: 978-3-527-63222-0.
[214] J.M Prausnitz, R.N Lichtenthaler, and E. deG. Azevedo. Molecular thermodynamics of
fluid-phase equilibria. 3. ed. Upper Saddle River: Prentice Hall, 1999. isbn: 0139777458.
[215] Svenja Heling. “Investigation of the limiting processes involved in three-phase metha-
nation”. MA thesis. Karlsruhe: Karlsruher Institut für Technologie (KIT), 2014.
[216] J. Francis et al. “Design of improved hydrocracking catalysts by increasing the prox-
imity between acid and metallic sites”. In: Applied Catalysis A: General 409--410.0
(2011), pp. 140–147. issn: 0926-860X. doi: 10.1016/j.apcata.2011.09.040.
[217] S. Toppinen et al. “Liquid-Phase Hydrogenation Kinetics of Aromatic Hydrocarbon
Mixtures”. In: Ind. Eng. Chem. Res. 36.6 (1997), pp. 2101–2109. issn: 0888-5885. doi:
10.1021/ie960263v.
[218] Xin Qin et al. “Interaction between metal and support: Effects of support acidity on
adspecies of co over Ru”. In: Reaction Kinetics and Catalysis Letters 31.2 (1986),
pp. 279–283. issn: 0133-1736. doi: 10.1007/BF02072957.
[219] Min Hye Youn et al. “Hydrogen production by auto-thermal reforming of ethanol
over nickel catalysts supported on metal oxides: Effect of support acidity”. In: Ap-
plied Catalysis B: Environmental 98.1--2 (2010), pp. 57–64. issn: 0926-3373. doi:
10.1016/j.apcatb.2010.05.002.
[220] Antonymuthu Stanislaus and Barry H. Cooper. “Aromatic Hydrogenation




[221] R. J. Madon, J. P. O’Connell, and Michel Boudart. “Catalytic hydrogenation of cy-
clohexene: Part II. Liquid phase reaction on supported platinum in a gradientless
slurry reactor”. In: AIChE Journal 24.5 (1978), pp. 904–911. issn: 1547-5905. doi:
10.1002/aic.690240516.
[222] E. E. Gonzo and M. Boudart. “Catalytic hydrogenation of cyclohexene: Gas-phase and
liquid-phase reaction on supported palladium”. In: Journal of Catalysis 52.3 (1978),
pp. 462–471. issn: 0021-9517. doi: 10.1016/0021-9517(78)90352-4.
[223] Iglesias G. , M. et al. “Chemical energy storage in gaseous hydrocarbons via iron
Fischer-Tropsch synthesis from H2/CO2: Kinetics, selectivity and process consider-
ations”. In: Catalysis Today 242, Part A (2015), pp. 184–192. issn: 0920-5861. doi:
10.1016/j.cattod.2014.05.020.
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