We study the dynamics of a Fermi gas with a Coulomb interaction potential, and show that, in a mean-field limiting regime, the dynamics is described by the Hartree-Fock equation. This extends previous work of Bardos et al. [3] to the case of unbounded interaction potentials. We also express the mean-field limit as a "superhamiltonian" system, and state our main result in terms of a Heisenberg-picture dynamics of observables. This is a Egorov-type theorem.
Introduction
The Hartree-Fock equation is a fundamental tool, used throughout physics and chemistry, for describing a system consisting of a large number of fermions. Despite its importance for both conceptual and numerical applications, many questions surrounding it remain unsolved. One area in which significant progress has been made is the microscopic justification of the static Hartree-Fock equation, which is known to yield the correct asymptotic ground state energy of large atoms and molecules; see [1, 7, 8, 10, 12, 13] . The time-dependent Hartree-Fock equation, which is supposed to describe the dynamics of a large Fermi system, has received less attention. To our knowledge, the only work in which this equation is derived from microscopic Hamiltonian dynamics is [3] . The Cauchy problem for the time-dependent Hartree-Fock equation has also been studied in the literature; see [2, 5] and especially [19] , where the Cauchy problem is solved for singular interaction potentials.
A key assumption in [3] is that the interaction potential be bounded. A goal of this article is to extend the result of [3] to a class of singular interaction potentials, which includes the physically relevant Coulomb potential. We also describe how this mean-field result can be formulated as a Egorov-type theorem.
A system of N fermions is described by a wave function ψ N (x 1 , . . . , x N ) ∈ N L 2 (R 3 , dx) which is totally antisymmetric in its arguments. The dynamics of ψ N is governed by the usual Schrödinger equation. In order to obtain a mean-field limit, the Schrödinger equation is rescaled with N . In this article we adopt the scaling of [3] . The Schrödinger equation reads
where the N -particle Hamiltonian H N is defined by
Here, h i is a one-particle Hamiltonian acting on the i'th particle, typically of the form h i = −∆ i + v(x i ), where ∆ is the three-dimensional Laplacian and v is some external potential; w is the interaction potential. Under the assumptions on v and w we make below, it is easy to see that H N is a well-defined self-adjoint operator with domain N H 2 (R 3 ). We briefly sketch our main result. Consider a sequence of N orthonormal orbitals ϕ 1 , . . . , ϕ N , where ϕ i is a one-particle wave function. This defines an N -particle fermionic state through the Slater determinant ψ N := ϕ 1 ∧ · · · ∧ ϕ N .
Let ψ N (t) be the solution of the Schrödinger equation (1) with initial state ψ N . In general, ψ N (t) is no longer a Slater determinant for t = 0. However, one expects that this holds asymptotically for large N : ψ N (t) ≈ ϕ 1 (t) ∧ · · · ∧ ϕ N (t) .
Here the orbitals ϕ 1 (t), . . . , ϕ N (t) are supposed to solve the Hartree-Fock equation
(w * (ϕ iφj )) ϕ j .
Our main result (Theorem 5.3 below) is a precise formulation of this asymptotic behaviour. This result is of some physical relevance for studying the dynamics of excited states of electrons in large atoms or molecules in the Born-Oppenheimer approximation. Consider a molecule consisting of K nuclei at fixed positions R 1 , . . . , R K ∈ R 3 , as well as N electrons. The Hamiltonian is given by
Here, e N is the elementary electric charge which we rescale with N . The electric charge of nucleus k is e N N z k , where z 1 , . . . , z K are constants chosen so that K k=1 z k = 1. This means that the molecule is electrically neutral. If we choose e N = e 0 / √ N , for some fixed e 0 , the Hamiltonian becomes
The scaling of the elementary electric charge e N may be justified by the fact that the fine structure constant α = e 2 N = e 2 0 /N is small, i.e. N = O(α −1 ). In fact, α ≈ 1/137. One problem in the above model, as well as in the works [1, 7, 8, 10, 12, 13] , is that, as N becomes large, relativistic effects should be taken into account. Indeed, a simple argument shows that the average speed of the innermost electron of an atom with atomic number Z behaves like Zα (in units where the speed of light c = 1). Another problem in applying the time-dependent Hartree-Fock theory to the dynamics of excited states is that the interaction with the radiation field is neglected. This interaction is responsible for the relaxation of excited states to the ground state of the molecule.
A physical scenario that is quite different from the large atom or molecule described above is an interacting Fermi-gas confined to a box of fixed size. As discussed in [6, 14] , the natural scaling in this situation may be viewed as a combination of mean-field and semiclassical scalings. This problem was first studied in [14, 18] . The authors show that the limiting dynamics is governed by the Vlasov equation. These results were somewhat sharpened in [6] , where the authors compare the Hamiltonian dynamics with the dynamics of the Hartree equation, and derive estimates on the rate of convergence.
Finally, we outline the key ideas of our proof. It relies on the diagrammatic Schwinger-Dyson expansion and Kato smoothing estimates developed in [9] . The main steps are:
(a) Use the Schwinger-Dyson expansion to express the Hamiltonian time evolution of a pparticle observable.
(b) Show that, in the limit N → ∞, only the tree terms of the Schwinger-Dyson expansion survive.
(c) Show that the time evolution of a p-particle observable under the Hartree-Fock equation converges to the tree terms of the Schwinger-Dyson series as N → ∞.
Steps (a) and (b) have been addressed in [9] . Thus, the proof below consists in doing step (c).
The article is organised as follows. In Section 2 we introduce the Hartree-Fock equation, discuss its Hamiltonian structure and prove a Schwinger-Dyson series for its time evolution. In Section 3 we rewrite the Hartree-Fock equation using density matrices. Section 4 is devoted to a discussion of the key properties of Slater determinants. After these preparations, we state and prove our main result in Section 5. The final Section 6 is devoted to a Egorov-type theorem, which describes the microscopic dynamics as a quantisation of a classical "superhamiltonian" theory.
Conventions
In the following, the expression "A(t) holds for small times" is understood to mean that there is a constant T such that A(t) is true for all |t| < T . The precise value of T can always be inferred from the context. To simplify notation, we assume in the following that t 0.
The norm of a Hilbert space H is denoted by · . We denote by
the symmetric/antisymmetric subspaces of the tensor product space H ⊗n . Here, P ± is the orthogonal projector onto the symmetric/antisymmetric subspace. The Banach space of bounded operators on H with operator norm is denoted by (B(H), · ), and the Banach space of traceclass operators on H with trace norm is denoted by (L 1 (H), · 1 ).
We use the notation a (p) i1...ip ∈ B(H ⊗n ) to denote a p-particle operator a (p) ∈ B(H ⊗p ) acting on the particles i 1 , . . . , i p ∈ {1, . . . , n} in n-particle space. Similarly Tr i1...ip denotes a partial trace over the degrees of freedom of particles i 1 , . . . , i p .
A time subscript of the form (·) t is always understood to mean time evolution up to time t of (·) with respect to the appropriate free dynamics. We shall explain this in greater detail whenever this notation is used.
The symbol C is reserved for a constant whose dependence on some parameters may be indicated. The value of C need not be the same from one equation to the next.
The Hartree-Fock equation
For simplicity of notation, we only consider spinless fermions in the following; the one-particle
. Merely cosmetic modifications extend our results to the case of spin-s fermions for which the one-particle Hilbert space is L 2 (R 3 ) ⊗ C 2s+1 . To fix ideas, we consider the free Hamiltonian h := −∆ and a Coulomb two-body interaction potential w(x) := |x| −1 . By a simple extension of the results of [9] , Section 8, our results remain valid for a free Hamiltonian of the form h = −∆ + v and a two-body interaction potential w, where w is even and v, w ∈ L
w denotes the weak L p -space (see e.g. [16] ). In particular, we may treat Hamiltonians of the form (4).
Some notation
It is convenient to state the time-dependent Hartree-Fock equation in terms of an infinite sequence of orbitals Ψ = (ψ i ) i∈N which is an element of the Hilbert spacẽ
To simplify notation, we set α = (x, i) and write Ψ(α) = ψ i (x). Furthermore, we abbreviate
The scalar product onH is then given by
We have the identity ã
Furthermore,
Hamiltonian formulation of the Hartree-Fock equation
The time-dependent Hartree-Fock equation for Ψ reads
It is of interest to note that (7) is the Hamiltonian equation of motion of a classical Hamiltonian system with phase space Γ :
Define the map A from closed operators A (p) onH (p)
+ to "polynomial" functions on phase space, through
where [9] for details). We denote by A the linear hull of functions of the form A(A (p) ), with
+ ). The Hamilton function is given by
where
with (EΦ)(x 1 , x 2 ) := Φ(x 2 , x 1 ) and W is the two-particle operator defined by multiplication by w(x 1 − x 2 ). Written out in terms of components, (8) reads
Using Sobolev-type inequalities, one readily sees that H is well-defined on Γ. A short calculation shows that the Hartree-Fock equation is equivalent to
The symplectic form on Γ is given by
which induces the Poisson bracket
Thus, for two observables A, B ∈ A,
The Hamiltonian equation of motion on Γ is the Hartree-Fock equation (7). The conservation laws of the Hartree-Fock flow can be understood in terms of symmetries of the Hamiltonian (8) . One immediately sees that (8) is invariant under the rotation
A one-parameter group of such unitary transformations is generated by linear combinations of the functions Re ψ i , ψ j and Im ψ i , ψ j , which Poisson-commute with the Hamiltonian (8) . By Noether's principle, it follows that ψ i , ψ j is (at least formally) conserved. The energy H is of course formally conserved as well.
In order to solve the Hartree-Fock equation (7) with initial state Ψ, we rewrite it as an integral equation
The Cauchy-problem for (10) was solved in [19] . We quote the relevant results:
Lemma 2.1. Let Ψ ∈H. Then (10) has a unique global solution Ψ(·) ∈ C(R;H). Furthermore, the quantities ψ i , ψ j are conserved. In particular, Ψ(t) = Ψ .
A Schwinger-Dyson expansion for the Hartree-Fock equation
Our main tool is the Schwinger-Dyson expansion for the flow of the Hartree-Fock equation. We use the notation (·) t to denote free time evolution generated by the free Hamiltonian A(h). Explicitly,
Lemma 2.2.
Let A ∈ A, ν > 0, and Ψ(t) be the solution of (10) with initial data Ψ. Then, for small times t,
Proof. The proof of Lemma 7.1 in [9] applies with virtually no modifications. One uses (5), the identity
and E = 1.
The density matrix Hartree-Fock equation
From now on, we only work with orthogonal sequence of orbitals
By Lemma 2.1, Ψ ∈ K implies that Ψ(t) ∈ K for all t. To each sequence of orbitals Ψ we assign a one-particle density matrix
It is easy to see that this defines a mapping from K onto the set of density matrices
Conversely, one may recover Ψ from γ Ψ , up to ordering of the orbitals, by spectral decomposition. Furthermore, (6) implies that
Let Ψ(t) be a solution of (7) with initial data Ψ and write
Then a short calculation shows that
which is the Hartree-Fock equation for density matrices. As an integral equation in the interaction picture, this reads
Sometimes it is convenient to rewrite this using the shorthand
Then (13) is equivalent toγ
Lemma 3.1. Let Ψ(t) be the solution of (10) . Then γ Ψ(t) solves (13) .
Now (9) and (11) imply
Thus (16) reads
Since a ∈ B(H) was arbitrary, this is equivalent to (13).
Slater determinants
The Hartree-Fock equation naturally describes the time evolution of quasi-free states [4] . Let ω γ be the quasi-free state corresponding to the one-particle state γ ∈ D. Define
where a * (x), a(x) are the usual creation and annihilation operators of the CAR algebra over H (see e.g. [4] ). The quasifreeness of ω γ means that
In other words, γ (p) is the operator kernel of
where Σ
For the following calculations it is convenient to introduce the symbol ε j1...jp i1...ip , which is equal to sgn σ if i 1 , . . . , i p are disjoint and there is a permutation σ ∈ S p such that (i 1 , . . . , i p ) = (j σ(1) , . . . , j σ(p) ), and equal to 0 otherwise. Also, for the remainder of this section, summation over any index appearing twice in an equation is implied. 
1.
Proof. There is an orthonormal basis (ϕ i ) i∈N and a sequence of nonnegative numbers (λ i ) i∈N such that i λ i = 1 and γ = i λ i |ϕ i ϕ i |. Therefore,
Next, we introduce a special class of quasi-free states, described by Slater determinants. Let N ∈ N and take an orthonormal sequence of orbitals Φ N = (ϕ 1 , . . . , ϕ N ). We define the Slater determinant
Note that the normalization is chosen so that S(Φ N ) = 1. The corresponding N -particle density matrix is
One finds for the p-particle marginals
In order to relate the sequence Φ N to the results of the previous sections, we define the normalised sequence
Thus, Ψ N ∈ K and Ψ N = 1. It is trivial to check that Ψ N (t) is a solution of (7) if and only if Φ N (t) is a solution of (3). Similarly, Ψ N (t) is a solution of (10) if and only if Φ N (t) = (ϕ 1 (t), . . . , ϕ N (t)) is a solution of
Next, from (18) we find
Thus (17) implies that
Thus, Slater determinants determine quasi-free states by their reduced p-particle marginals. The normalisation p! N p N p differs slightly from the usual normalisation 1 of quasi-free states, but in the limit N → ∞ this difference vanishes. Note also that
This is a special case of the well-known statement (see e.g. [11] ) that Tr 2...N Γ N −1 , for any N -particle density matrix Γ 1 .
Proof of convergence and the mean-field limit
We now turn to the proof of our main result. We use the graph expansion scheme for the Schwinger-Dyson expansion developed in [9] .
The Schwinger-Dyson graph expansion
For the convenience of the reader we summarise the relevant results of the graph expansion in [9] . For details and proofs we refer to [9] . Let a (p) ∈ B(H (p) − ) and define its extension A N (a (p) ) to N -particle space H
An immediate consequence of (21) is
The Schwinger-Dyson series for the time evolution of A N (a (p) ) is given by
The
where t = (t 1 , . . . , t k ) and
as well as
Here, as before, a time subscript denotes free time evolution:
) may be written as a sum over graphs 2 :
where i Q ∈ {0, 1}, and
is a set of graphs satisfying
The operator G
) is an elementary term, indexed by the graph Q, of the form
where r = 0, . . . , k.
The operator norm of G (k,l) t (a (p) ) may now be estimated using the dispersive estimate
Going to centre of mass coordinates and using Cauchy-Schwarz, one sees that (31) implies
Together with the estimate (29), it is now easy to argue, as in [9] , that (25) converges uniformly in N for small times t. Moreover, the large-N asymptotics of the Schwinger-Dyson series (25) is given by the tree terms: for small times t we have
where L N (t), corresponding to the sum of all "loop terms", satisfies the estimate
for small times t.
2 called graph structures in [9] 5.2 Convergence of the Hartree-Fock time evolution to the tree terms
We now give the main argument of our proof. We show that the Hartree-Fock time evolution is asymptotically (N → ∞) given by the tree terms (i.e. the terms l = 0) of the Schwinger-Dyson series (25). This result is summarised in Lemma 5.2 below. Let Ψ = (ψ i ) ∞ i=1 ∈ K, and denote by Ψ(t) the solution of the Hartree-Fock equation (10) with initial data Ψ. Let γ(t) = γ Ψ(t) be the associated one-particle density matrix. 
It is convenient to use the representationγ(t) defined in (14) . Using the substitution a (p) → a
Recall that W ij = W ij (½ − E ij ). Also, E ij commutes with W ij and withγ(s) ⊗(p+1) . Thus,
On the other hand, using
Together with (36) this yields
with an error term
The partial trace is most conveniently computed using operator kernels. We find
The second term of the commutator in (38) is the adjoint of the first and we get
We proceed to show that, up to an error term, the expansion of the Hartree-Fock timeevolution is equal to the tree terms of the microscopic quantum-mechanical evolution. Let
. Using (37) we find
Iterating this K times yields our main expansion
Tr a
We now derive a bound on R k ij (t). Let us concentrate on the first term, which we rewrite using the renaming t k+1 → s as
where ∧t := min{t 1 , . . . , t k }. The idea is to use a tree expansion onγ(s). 
is the linear operator defined by
Proof. Lemma 2.2 applied to
The claim then follows by noting that Σ
− . The convergence of the series is shown below. Thus (41) is equal to
Next, we recall from (28) that G 
is the same as the definition of G
) with W replaced by W, we immediately get that
) is equal to a sum over tree graphs Q ∈ Q(p, k, 0) of elementary terms of the form
This implies that the series (42) converges for small times. Applying the tree expansion to both G
where A, B, C are operators that depend on (Q, Q ′ , k, k ′ , t, t). A, B and C are each a product of operators of the form W i ′ j ′ ,r , or W i ′ j ′ ,r , where r stands for a time variable in {t 1 , . . . , t k , t 1 , . . . , t k ′ }. Moreover, the product ABC contains k W 's and k ′ W's. Finally, each time variable in t 1 , . . . , t k , t 1 , . . . , t k ′ appears exactly once in the product ABC.
Let ϕ ∈ H ⊗(p+k+k ′ ) and estimate
We now perform all time integrations, starting from the left, and using at each step the estimate (32) as well as
which follows trivially from (32). Also, Lemma 2.1 implies that γ(s) = γ . Thus we find that
Using the bound
which can be inferred from (29), we find
Using the inequality Tr(AΓ)
A Γ 1 we therefore find that (41) is bounded by
The second term of R k ij (t) is equal to the complex conjugate of the first. We thus arrive at the desired bound
Therefore the last line of (40) is bounded by
where we used the estimate
(1−x) L+1 . Next, we note that the second line of (40), i.e. the rest term, vanishes in the limit K → ∞. The procedure is almost identical to (in fact easier than) the above estimation of |R k ij (t)|. The result is
Summarising, we have proven:
for some constant C(p, κ, t).
The mean-field limit
We now have all the necessary ingredients to prove our main result. Take some fixed orthonormal sequence Φ = (ϕ i ) i∈N . Denote by Φ N the truncated sequences Φ N = (ϕ 1 , . . . , ϕ N ), and let Φ N (t) be the solution of the Hartree-Fock equation (20) with initial data Φ N . The N -particle density matrix evolved with the Hartree-Fock dynamics is
The N -particle density matrix evolved with the microscopic dynamics is
The p-particle marginals are defined by
N (t) := Tr p+1...NΓN (t) . The one-particle density matrix satisfying (13) is
The quantities γ 
Next, let a (p) ∈ B(H (p) − ). From (24) and (33) we get, for small times t,
Using Lemma 5.2 and (22) we therefore get that, for small times,
Since the quantum-mechanical and the Hartree-Fock time-evolutions preserve the trace norm, we may iterate the above result, like in [9] , to get: For all times t ∈ R we have that
with lim N →∞ f (N ) = 0. Thus, by using the duality B = (L 1 ) * we find Theorem 5.3. Let p ∈ N and t ∈ R. Then N (t)). 2. As in [9] , one can show that the function f is a power law: f (N ) ∼ N −β(t) , with β(t) > 0 for all t. However, β(t) → 0 as t → ∞. Our bound on the rate of convergence is therefore far from the expected optimal rate β(t) = 1, which we only obtain for short times. 3. Although the exchange term − 1 N N j=1 (w * (ϕ iφj )) ϕ j is essential for our proof, it is not clear from our analysis whether it is of leading order as N → ∞. The exchange term is known to be of subleading order in the scaling of [14] , and hence in that case it does not play a role in the limiting dynamics (see [6] ).
A Egorov-type result for small times
In this section we describe how the many-body dynamics of fermions may be seen as the quantisation of a classical "superhamiltonian" system, whose dynamics is approximately described by the Hartree-Fock equation.
A graded algebra of observables
We start by defining a Grassmann algebra of anticommuting variables over the one-particle space H = L 2 (R 3 ), and equip it with a suitable norm. Formally, we consider the infinitedimensional Grassmann algebra generated by {ψ(x), ψ(x)} x∈R 3 . As it turns out, this algebra can be made into a Banach algebra under a natural choice of norm. This norm is most conveniently formulated by identifying elements of the Grassmann algebra with bounded operators between L 2 -spaces.
be a family of bounded operators. Such objects will play the role of observables in the following. By a slight abuse of notation we identify a (p,q) with the family obtained by adjoining zeroes to it.
Define B G := {a = (a (p,q) ) : a (p,q) = 0 for all but finitely many (p, q)} .
We introduce a norm on B G through
and define B G as the completion of B G . We also introduce a multiplication on B G defined by
The seemingly odd choice of sign will soon become clear. It is now easy to check that B G is an associative Banach algebra with identity
Note that B
G bears a Z-grading, with degree map
An observable is gauge invariant when its degree is equal to 0. One readily sees that
We now identify B G with a Grassmann algebra of anticommuting variables.
and
We may now consider arbitrary polynomials in the variables {ψ(f ), ψ(f ) : f ∈ H}. It is a simple matter to check that
for all f, g ∈ H. Furthermore, we have that
Linear combinations of expressions of the form (50) are dense in B G . It is often convenient to write a family a of bounded operators using the "Grassmann generators" {ψ, ψ}. To this end we set
where δ x is Dirac's delta mass at x. Expressions of the form (50) are now understood as densely defined quadratic forms. One immediately finds
We use the notation A G (a) to emphasize that the family a is represented using Grassmann generators.
A graded Poisson bracket
Next, we note that B G carries the graded Poisson bracket
where a, b ∈ B G . Here we use the usual conventions for derivatives with respect to Grassmann variables (see e.g. [17] , Appendix B). In terms of kernels the graded Poisson bracket can be expressed as
We now list the important properties of the graded Poisson bracket.
Proof. Let us start with (i):
In order to show (ii), we note that the left-hand side can be written as a sum of three terms, the first of which contains second derivatives of a, the second second derivatives of b and the third second derivatives of c. Let us consider the third one. It is equal to the terms containing second derivatives of c of
where (i) was used. Define the derivation L a b := {a, b} . Thus we need to compute the terms containing second derivatives of c of
Since we are only considering terms containing second derivatives of c, both derivations L a and L b must act only on c, and one finds
We omit the straightforward proof of (iii).
Furthermore, one finds by explicit calculation
The equation of motion for states reads
This has the form of an infinite hierarchy, which decouples over subspaces of different degree. In order to show (58) we compute
Then (58) follows from (55) and
Next, we outline how to solve the equation of motion (58). Let us first rewrite it as
We may now proceed exactly as with the density matrix Hartree-Fock equation (12), i.e. express it as an integral equation in the interaction picture. This yields a tree expansion for the quantity Tr ρ (p,q) (t) a (q,p) , where ρ(0) ∈ R. We omit the uninteresting details. As above, the tree expansion converges if t < T , where
Unfortunately, the time evolution (58) does not preserve the norm of ρ, which means that we cannot iterate the short-time result. From now on, we only consider gauge invariant invariant quantities. Take some gauge invariant state ρ = (ρ (p) ) p∈N ∈ R. For simplicity, we assume that the sequence ρ is finite (as is the case if ρ is defined by a Slater determinant, see below). Let us denote the Hamiltonian flow on R by φ t . We have seen that φ t is well-defined by its tree expansion for t < T . The solution of (58) with initial data ρ, ρ(t) = φ t (ρ), satisfies the equatioñ 
Iteration of this identity gives
Tr
Summarising:
This series converges for t < T , uniformly for bounded a (p) B G and ρ R . Therefore we get the norm-convergent series
provided that t < T . Finally, we discuss the relationship between the Hartree-Fock dynamics and the dynamics generated by (58). Take a density matrix γ ∈ D and consider the state ρ = ρ γ defined in (56). If one chooses a sequence γ N such that γ N → 0 as N → ∞ (e.g. a sequence of Slater determinants), then Lemma 5.2 implies that (58) and the Hartree-Fock equation describe the same dynamics for large N .
Quantisation and a Egorov-type theorem
In this final section we introduce a Wick quantisation of the above "superhamiltonian" system and formulate the mean-field limit as a Egorov-type theorem. From now on, we use n to denote the number of particles, and N to denote a free parameter (the inverse "deformation parameter" of the quantisation). Ultimately, we shall choose n = N . The underlying ideas were described in detail in [9] ; here we merely state how they apply in the current setting.
Consider the fermionic Fock space
on which act the creation and annihilation operators a * (x), a(x) (see e.g. [4] ). We define the rescaled operators as ψ By using Sobolev-type inequalities one readily sees that H is well-defined on Γ. After a short computation, one finds that the Hamiltonian equation of motion, i∂ t κ(x, y) = δH δκ(x, y) = i {H, κ(x, y)} , reads i∂ t κ = hκ + Tr 2 W κ ⊗ (κκ * ) .
It follows that γ = κκ * satisfies (12) .
