Abstract. We consider a proof procedure aiming at refuting clause sets containing arithmetic constants (or parameters), interpreted as natural numbers. The superposition calculus is enriched with a loop detection rule encoding a form of mathematical induction on the natural numbers (by "descente infinie"). This calculus and its theoretical properties are described in [2,16]. In the present paper, we focus on more practical aspects. We provide algorithms to apply the loop detection rule in an automatic and efficient way. We describe a research prototype implementing our technique and provide some preliminary experimental results.
Introduction
We consider first-order formulae built on a language containing constant symbols interpreted as natural numbers. As an example, consider the formula φ defined as the conjunction of the following formulae:
p(0, a) ∀x, y ¬p(x, y) ∨ p(x + 1, f(y)) ∃n∀x ¬p(n, x)
The formula φ is satisfiable in the usual sense, but it is unsatisfiable if the sort of the first argument of p is interpreted as the natural numbers (with the usual interpretation of 0, 1 and +). Then the existential variable n must be interpreted as a natural number k, and it is easy to check, by induction on k, that the first two formulae entail that p(k, f k (a)) holds, which implies that the formula is unsatisfiable. Existing resolution or superposition based theorem provers cannot establish the unsatisfiability of such formulae since they are based on standard first-order logic. Proof procedures (based on several different approaches) have been proposed to handle hybrid formulae, mixing first-order logic with interpreted theories such as Presburger arithmetic [4, 1, 6 ,12] but they do not handle inductive theorems. When fed with the previous formula, these approaches will infer the infinite set of formulae n 0, n 1, n 2, . . . (where n denotes the Skolem constant derived from the quantification ∃n), but will not detect unsatisfiability in finite time (since Presburger arithmetic is not compact). The standard approach for dealing with inductive theorems in the context of first-order theorem proving is to add explicit induction schemes. For instance, in the previous case, one can replace the formula ∃n∀x ¬p(n, x) by ∃n∀x ¬p(n, x) ∧ ∀m m + 1 n ∨ ∃x p(m, x) (stating that ∀x ¬p(m, x) holds for m = n but not for the predecessor of n) which can be easily derived by assuming that n is the minimal natural number satisfying the property ∀x ¬p (n, x) . Alternatively, one can also add the usual induction scheme using ∃x p(m, x) as an inductive invariant:
Using these additional axioms, the unsatisfiability of φ can easily be established by any theorem prover. The inductive rule defined in [15] also relies on the use of explicit induction schemes.
However, this approach relies on the user to guess the right inductive lemma. The inductive invariant is not necessarily equivalent to the goal, and is not even bound to occur in the initial formula (it is well-known that inductive proofs do not admit cut elimination). For instance, if the third formula is replaced by: ∃n∀x ¬q(n, x) with the additional axiom: ∀x, y q(x, y) ∨ ¬p(x, y), then the formula cannot be established by using the negation of the goal ∃x q(n, x) as an inductive invariant: one has to use ∃x p(n, x) instead.
Another approach consists in using inductive theorem provers, which are usually based on rewriting [7, 13, 14, 20, 11] . These approaches allow one to generate automatically the induction lemmata (in some cases). Intuitively, these procedures work as follows: the goal is rewritten using axioms until it can be reduced to true or false. Of course only the ground instances of the goal can be normalized and enumerating those instances does not terminate in general. In order to ensure termination in some cases, the previously encountered goals can themselves be used as derived rewrite rules, provided the considered terms are strictly lower than the initial ones, according to some reduction ordering, which can be either fixed a priori or constructed dynamically all along the search. This technique allows one to simulate the application of inductive hypotheses without having to state explicitly the inductive invariants (of course additional inductive lemmata still have to be added by hand in many cases). However, these approaches are restricted to goals of the form ∀x ψ where ψ is a quantifier-free formulae, thus they cannot handle formulae as φ in the previous example, whose goal is of the form ∀n∃x ψ, before negation (the inductive theorem prover SPIKE has been extended in order to handle existential variables [5] , but the use of such variables is strongly restricted). The "inductionless induction" approach [8] , which reduces inductive theorem proving to a consistency test in first-order logic, suffers from the same limitation.
In previous work [2,16], we have presented an extension of the superposition calculus which is tailored to handle formulae such as the previous one. The idea is twofold. First, the arithmetic terms are abstracted away and replaced by variables, in order to allow inferences on them. This allows one to get rid of firstorder symbols in order to derive properties of pure arithmetic terms. Second, the usual inference rules of the calculus are enriched with a new rule allowing to detect cycles in the derivations. These loops correspond to the inductive invariants
