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Abstract
Generative adversarial networks (GANs) have achieved outstanding success in
generating the high quality data. Focusing on the generation process, existing
GANs investigate unidirectional mapping from the latent vector to the data. Later,
various studies point out that the latent space of GANs is semantically meaningful
and can be utilized in advanced data analysis and manipulation. In order to analyze
the real data in the latent space of GANs, it is necessary to investigate the inverse
generation mapping from the data to the latent vector. To tackle this problem, the
bidirectional generative models introduce an encoder to enable the inverse path of
generation process. Unfortunately, this effort leads to the degradation of generation
quality because the imperfect generator rather interferes the encoder training and
vice versa. In this paper, we propose a new inference model that estimates the latent
vector from the feature of GAN discriminator. While existing bidirectional models
learns the image to latent translation, our algorithm formulates this inference
mapping by the feature to latent translation. It is important to note that training of
our model is independent of the GAN training. Owing to the attractive nature of
this independency, the proposed algorithm can generate the high quality samples
identical to those of unidirectional GANs and also reconstruct the original data
faithfully. Moreover, our algorithm can be employed to any unidirectional GAN,
even the pre-traind GANs.
1 Introduction
Generative adversarial networks (GANs) have reported a remarkable progress for successfully
reproducing the real data distributions, particularly natural images. GANs imposes few constraint
or assumption on their model definition, even without the variational bound, but it is capable of
producing sharp and realistic images. Instead, training the GANs involves the adversarial competition
between a generator and a discriminator; the generator learns the generation process that maps the
latent distribution Pz to the data distribution Pdata, and the discriminator evaluates the generation
quality by distinguishing generated images from real images. Goodfellow et al. [1] formulate the
objective of this adversarial training using the following minimax game:
min
G
max
D
E
x∼Pdata
[
log(D(x))
]
+ E
z∼Pz
[
log(1 − D (G (z))] ,
where E denotes expectation, G and D are the generator and the discriminator respectively, and x
and z are samples drawn from Pz and Pdata respectively. Once the generator learns the mapping from
the latent to the data distribution, it is possible to generate arbitrary data corresponding to randomly
drawn z. Because the generator network never observes the real data directly during training, it does
not memorize the training dataset, thus produces unseen data.
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Since this pioneer work, various approaches to GANs have been developed to improve the training
stability, the image quality, or the diversity of generation process. Those of traditional GANs focus
on learning the unidirectional mapping from Pz to Pdata. That is, the mutual relationship between the
latent and the data distributions is not addressed in this unidirectional mapping. Recently, various
studies find that the latent space of GANs derives the semantically meaningful representation [2].
Benefit from its semantic power, several studies [3, 4] show that it is possible to utilize the latent
space of GANs for data augmentation or image editing. To further understand and interpret the
semantic representation for the latent space of GANs, we should investigate the inference mapping
from x to z. Learning this inference mapping can be formulated as the data reconstruction by the
latent estimation. BEGAN [4] made a first attempt to solve the inverse mapping from x to z using
non-convex optimization. More specifically, the problem can be defined as minz d (x , G (z)) , where
d(·) is the distance metric. They used this inverse mapping to prove that the generated images are
not the result of data memorization. It is important to note that this optimization aims to find the
inverse generation path G−1 (x) using the non-convex optimizer. Because of the non-linearity and
model complexity of generator, calculating the inverse path suffers from multiple local minima, thus
hard to reach at the optimal solution. Also, it is impractical due to its computational complexity.
Recent studies pay attention to simultaneously learning the inference (i.e., from x to z) and the
generation path (i.e., from z to x). The core idea of these approaches is to employ an encoder to
the GAN models for achieving the bidirectional mapping between z and x. These studies can be
categorized into two folds. 1) One imposes that the input data x should be identical to the generated
image from its estimated latent vector. This is also referred to as the reconstruction loss, and used for
handling a mode collapse problem. 2) The other proposes novel GAN frameworks for establishing
the bidirectional mapping between Pz and Pdata jointly learnt by adversarial training. The former case
should combine two semantically different loss terms; one is the distance loss in the data domain and
the other is the adversarial loss. Note that finding the optimal balance between two terms is difficult,
and often results in training instability. Moreover, the distance loss in the data domain leads image
blurs. It is because sample averages can minimize the overall reconstruction loss. The later case
commonly suffers from the lack of generation quality. To understand their performance limitation,
we should focus on the situation of intermediate training. In the middle of training, both the encoder
and the generator are imperfect. The invalid inference mapping caused by the imperfect encoder
misleads the generator update. Likewise, the imperfect generator also degrades the encoder. Due to
the bidirectional error propagation, their results present relatively poor quality in both generation and
reconstruction compared to the unidirectional GANs.
Variational Autoencoder (VAE) [5] and Adversarial Autoencoder (AAE) [6] are the most representa-
tive generative models that explicitly learn the bidirectional mapping between z and x. Their model
architectures are quite similar to the structure of autoencoder [7], composed of encoder (i.e., the
inverse generator) and decoder (i.e., the generator). Unlike autoencoder, VAE and AAE enforce to
match the latent distributions to prior distributions, thus enabling the data generation. While VAE
utilizes KL divergence to match the latent to the target distribution, AAE utilizes the adversarial
learning for distribution matching. Although both algorithms guarantee the bidirectional mapping
between the latent and the data distribution as well as training stability, their image quality is relatively
worse than those of unidirectional GANs.
In this paper, we propose an effective algorithm to establish the bidirectional mapping without
scarifying the image quality accomplished by the unidirectional GANs. Our idea is motivated by
the fact that the discriminator of GANs can serve as a meaningful feature extractor because it is
sufficiently trained to distinguish the real and fake images [3]. In other words, the feature vector
extracted from the discriminator (i.e., a discriminative feature vector) can map the generated image
to the sufficiently meaningful feature space so that the feature is aggregated to vote for the quality
evaluation, deciding either real or fake. Our goal is to build the mapping function from the feature
vector extracted from the discriminator (i.e. discriminative feature vector) to corresponding z.
Toward this goal, we introduce namely a connection network to build such a mapping. The connection
network is associated only with the mapping from the discriminative feature vector to the latent
vector, influence neither generator nor discriminator. This is possible because training of connection
network is conducted after the generation mapping is established. In this way, we can guarantee the
image quality of unidirectional GANs. Moreover, the connection network effectively performs the
feature-to-latent translation in a much lower dimensional space than the image-to-latent translation of
encoder-based approaches. This helps reduce a number of model parameters and lead the efficient
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training. In addition, training the connection network can fully utilize continuous samples from
z ∼ Pz. Theoretically, we can draw infinite numbers of latent vectors following Pz and obtain the
corresponding discriminative feature vector of the generated data. This eliminates any issue on the
lack or collection of training dataset. Because our training dataset is theoretically infinite, pairs of
z and the discriminative feature vector for the real data are a subset of our training dataset. As a
result, we can ensure that the mapping of real data to the latent vector once the connection network is
successfully trained.
Finally, the advantage of our algorithm can be summarized as follows.
• Our algorithm learns the inference mapping independently of GAN training. As a re-
sult, our algorithm accomplishes bidirectional GANs without losing the image quality of
unidirectional GANs.
• The connection network can be efficiently trained with the simple network and reduced
parameters compared to existing approaches.
• Our connection network can be easily extendable to any unidirectional GANs.
2 Related work
Existing generative models for learning the bidirectional mapping can be categorized into two groups.
The first group utilizes the structure of an autoencoder and the other group develops the joint training
scheme for learning bidirectional mapping.
2.1 Encoder-decoder architecture
Similar to the architecture of autoencoder, VAE [5] consists of the encoder for transforming the
input data to the latent vector and the decoder for reconstructing the input data from the latent
representation. While the autoencoder is designed only for the dimensionality reduction, VAE is
capable of generating samples as well. It is possible because VAE enforces the latent distribution
to match the prior distribution (e.g., z ∼ N(µ, σ)) by utilizing the variational inference [8]. Because
the decoder learns a mapping from the prior distribution to the data distribution during training,
the trained decoder serves as the generator. Unfortunately, because the objective of decoder is to
minimize the reconstruction errors, the generated images from VAE often exhibit blurs and the lack
of diversity; generated images are similar to the training dataset. Still, VAE is an attractive generative
model due to its efficient and stable training. Later, VAEGAN [9] has been introduced to address
image blurs arose in VAE. For that, authors combine the objective of VAE with an adversarial loss.
Furthermore, they replace the pixel matching loss with the feature matching loss for visual fidelity.
However, because the two loss measures they adopt are semantically different, optimizing its balance
is another challenge and often leads to training instability.
2.2 Bidirectional GANs
ALI [10] and BiGAN [11] suggest a new theoretical framework for training the bidirectional GANs,
that are jointly learn the bidirectional mapping between Pz and Pdata in a unsupervised manner. They
use the generator similar to unidirectional GANs [3, 12–14] for constructing the forward mapping
from Pz to Pdata, and then use the encoder to model the inference mapping from Pdata to Pz. To
train the generator and the encoder simultaneously, they define a new objective function for the
discriminator, which distinguishes the joint distribution of {G(z), z} from that of {x,E(x)}. Note that
E and G represent the mapping functions defined by the encoder and the generator, respectively.
Although their models can reconstruct the original image from the estimated latent variable, the
visual quality of the generation is generally worse than the unidirectional GANs. It is because the
imperfect generator during training misleads the training of the encoder and vice versa. Because of
the limited generator, the reconstruction quality is also limited; it is not faithful to preserving the
characteristics of the original image.
MDGAN [15] and VEEGAN [16] also investigate the inference mapping using an encoder. Unlike
ALI and BiGAN, they introduce an additional constraint, the reconstruction loss, which enforces
the reconstructed images from the estimated latent variable to be identical to the original image.
Unfortunately, as pointed in VAEGAN, combining the reconstruction loss and adversarial loss is not
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Figure 1: The difference of graphical model between existing bidirectional GANs (left) and the
proposed model (right). G, D, E, and CN denote a generator, a discriminator, an encoder, and a
connection network, respectively.
trivial and often introduces training instability. To address this issue of training instability, MDGAN
uses two discriminators for alternatively training the generator. In the mode regularization step, the
first discriminator distinguishes x from {G (E) , z} in order to enforce the reconstruction loss to the
generator training. Next, in the diffuse step, the second discriminator distinguishes {G (E) , z} from
{G(z)} to impose the adversarial loss to the generator training (i.e., the generator produces realistic
images). VEEGAN adopts the idea of reconstruction loss in the latent space analogous to VAEGAN.
As a result, VEEGAN subsides image blurs both in the reconstructed and generated images.
3 Proposed algorithm
We propose a simple yet powerful algorithm to learn the bidirectional mapping based on the existing
unidirectional GANs.Our main contributions are 1) to preserve the visual quality of the unidirectional
GANs unlike existing bidirectional GANs, and 2) to reduce the computational complexity for practical
applications.
To accomplish the high quality image generation, we split the connection network training from
the unidirectional GAN training. This choice allows us to establish the inference mapping without
sacrificing the image quality. Furthermore, as discussed in previous study [16], minimizing the
differences in feature domain effectively avoids image blurs, which is often a problem in pixel
difference in image domain. (e.g. a reconstruction error)
To achieve the computational efficiency, we replace the encoder network with the connection network.
Our connection network transfers the discriminative feature extracted from the discriminator to the
latent vector. Because our problem is defined as the low-to-low vector translation, we effectively gain
the computational efficiency.
The objective for learning the connection network is represented as follows:
min
CN
∣∣∣∣z − CN (Df (G (z)))∣∣∣∣2 ,
where CN is the connection network, Df indicates the discriminative feature vector. Note that the
generator and discriminator are fixed while the connection network is updated.
3.1 Connection network
Our algorithm is inspired by the previous study that justifies that the discriminator of GANs learns
the hierarchy of features so to distinguish the real and the fake images [3]. That is, the discriminator
can serve as a feature extractor as long as it is sufficiently trained. Focusing on the discriminative
feature space determined by the discriminator, when the GAN training reaches to Nash equilibrium
(i.e., the discriminator no longer distinguishes the real and fake images), the feature distribution of
real images is identical to that of fake images.
Based on this analogy, we propose the connection network that learns the mapping from z ∼ Pz to
the discriminative feature from the discriminator. For the sake of understanding, Fig 1. visualizes
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the graphical models of the existing bidirectional GAN model (ALI/ BiGAN) and the proposed
model. The generated image from z is projected onto the discriminative feature space, and then this
feature vector maps to the original z using the connection network. It is important to understand
that the correspondences between z and the discriminative features are automatically determined
for any random variable z once the generator and the discriminator are trained. Because we can
draw the infinite number of samples from the distribution Pz, the training data (i.e., a set of z and its
discriminative feature vector pair) are also unlimited. In theory, the amount of our training samples
approaches to the infinity, thus our training dataset is a superset of real dataset. Therefore, although
the connection network is trained only with generated samples, we can establish the mapping between
the real data and its latent vectors successfully.
3.2 Training and test efficiency
As mentioned above, the unidirectional GAN can estimate the latent vectors of the target image
without training an additional network. However, the non-convex optimization for estimating latent
vectors of target images is often intractable, requiring expensive computational resources.
Both bidirectional GANs or the encoder-decoder approaches achieve the computational efficiency
during testing by introducing the encoder network during training. However, their test efficiency is
the result of passing the computational burden during the training. Because the encoder should model
the mapping from the high dimensional space to the low dimensional space, its network requires a lot
of parameters and a considerable computation for training.
The proposed algorithm accomplishes both training and test efficiency. Utilizing a discriminative
feature of discriminator, our problem is to induce the mapping from the low to the low dimensional
representations. In this way, we significantly reduce the model parameters as well as computational
complexity during training.
3.3 Extendibility
Training our connection network is completely independent of GANs training. This is why our
bidirectional GANs can guarantee the image quality of unidirectional GANs. Owing to its simple
network architecture, the connection network can be employed to any unidirectional GAN.Our
network can be learnt without real dataset because the training pairs can be generated by the forward
propagation of GAN model. Another attractive nature of our algorithm is that we can utilize the
pre-trained GANs. By solely training the connection network, we can establish the bidirectional
GANs based on the any baseline unidirectional GANs.
4 Experimental evaluation
In this section, we evaluate our bidirectional GANs for how accurately our algorithm reconstruct
the original images both qualitatively and quantitatively. We use four different unidirectional GANs
as baseline networks and apply our connection network for establishing the bidirectional GANs.
Those of baseline networks are DCGAN [3], LSGAN [12], DFM [14] and WGAN-GP [13]. We
use a postfix “BD-” to indicate the baseline with our modification, thus BD-DCGAN, BD-LSGAN,
BD-DFM, and BD-WGAN-GP are the variants of our bidirectional GANs. We intend to choose those
four baseline networks because all four models are significantly different in terms of loss functions or
network architectures. For example, DCGAN, LSGAN, and WGAN-GP exploit different metrics
while DFM adds a denoising autoencoder to the discriminator for the robustness. Evaluating with
a variety of unidirectional GANs, we aim to show the extendibility of the proposed algorithm. For
fair evaluation, the architecture of all baseline networks (e.g., the number of layers, filter size, using
batch normalization) borrows that of DCGAN. The connection network is composed of only two
fully connected layers: 1024 full connected layer (FC) – Batch normalization (BN) – leaky rectified
linear unit (Leaky ReLU) – 1024 FC – BN – Leaky ReLU – dimension of Pz FC.
Although any type of datasets used for unidirectional GAN training can be subject to our algorithm,
we choose CelebA [17] for the evaluation because human observers are more sensitive to judge the
quality of human faces than other dataset [18].
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Figure 2: Subjective comparison for the reconstruction accuracy. The odd (first, third, fifth) column
shows the input image and the even column (second, fourth, sixth) is their corresponding reconstructed
image. VAE and ALI are existing bidirectional generative models. We utilize four unidirectional
GANs (DCGAN, LSGAN, DFM, and WGAN-GP), and construct four variants of our bidirecitonal
GANs (BD-DCGAN, BD-LSGAN, BD-DFM, and BD-WGAN-GP).
4.1 Qualitative evaluation
Fig 2. visualizes the input images (odd columns) and their reconstructed images (even columns)
from VAE, ALI, and ours (BD-DCGAN, BD-LSGAN, BD-DFM, and BD-WGAN-GP). Because
VAE is optimized with a pixel reconstruction loss, the generated images are blurry and lose the detail
structures. Interestingly, the minor attributes (e.g., mustache and baldness) that appear less frequently
in the training dataset are rarely recovered in the reconstructed image. ALI generates sharp images
compared to VAE. However, they are not effective to restore the important characteristics of the input
image (e.g., identity), and occasionally generate completely different images from the input images.
In contrast, we observe that the reconstructed images with the variants of our bidirectional GANs
exhibit consistently better visual quality than both VAE and ALI. Because training the connection
network does not influence the training of the baseline GANs, our algorithm can achieve the best
performance of unidirectional GANs. Furthermore, our results are superior to VAE and ALI in that
we faithfully reconstruct the input images including various facial attributes, which VAE and ALI fail
to handle. Based on these observations, we justify that the proposed algorithm accurately estimates
the latent vector corresponding to the input image and retains the image quality.
To investigate the importance of the discriminative feature vector for the inference mapping, we
compare ours with the naive encoder mapping (i.e., from the fake image to z). In this experiment,
unlike existing bidirectional GANs, we train DCGAN and then train the encoder with the fixed
unidirectional GAN similar to our algorithm. The encoder structure is identical to the discriminator
except the last layer, which set to be the dimension of z. Fig 3. compares the reconstructed images at
three different iterations. The first and fourth columns show the input images, the second and fifth
columns are the reconstructed image using our connection network, and the third and sixth columns
are from the naive encoder. In all cases, the connection network provides higher quality, in terms
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Figure 3: Step-wise comparison between the connection network mapping (i.e., from the discrimina-
tive feature vector to z) with the naive encoder mapping (i.e., from the fake image to z).
Figure 4: Image editing applications using latent vector arithmetic. The first and fourth column show
the input images. The second and fifth column are the reconstructed images. The third and sixth
column are the result of latent arithmetic. For each algorithm, the first three rows add the latent vector
for blonde hairs and the last three rows add the latent vector for glasses.
of visual fidelity and the reconstruction accuracy. Based on this experiment, we confirm that our
discriminative features are more effective to build the inference mapping than the images.
One of popular applications to exploit estimated latent vectors is an image editing. Previous study
[2] reported that the simple arithmetic operation in latent space produces a rich linear structure in
the representation space. Later, DCGAN conduct the latent vector arithmetic for facial attribute
editing and produce various image effects for the first time. To estimate the latent vector of target
image is, however, required a non-convex optimization, often intractable for real applications. The
proposed method is attractive in that we achieve the accurate latent estimation in real time (i.e.,
forward propagation). Hence, our algorithm can be used to edit image attributes in real time. We
demonstrate the results from the variants of our bidirectional GANs as shown in Fig 4. From this
figure, the first to the third column are the result of adding the mean latent vector for blonde hair with
the female face, and the fourth to sixth column are the result of adding the mean latent vector for
glasses with the male face: followed by test image, reconstructed image, and vector arithmetic edited
image. In all cases, our algorithm effectively synthesizes the attributes in various faces.
4.2 Quantitative evaluation
The inception score is widely used for quantitatively evaluating the visual quality of various GAN
models because its score is highly correlated with the quality evaluation of the human annotators [19].
By comparing the inception scores, we verify that unidirectional GANs (e.g., DCGAN, LSGAN,
DFM, WGAN-GP) are superior to bidirectional GANs (e.g., ALI/BiGAN, AGE) in terms of visual
quality. In Table 1, we compare the inception scores from various GANs [20, 21]. Furthermore, we
evaluate the image quality of our bidirectional GANs and find that the proposed algorithm achieves
the identical image quality to the baseline algorithms, unidirectional GANs. From this experiment,
we confirm that adding the connection network does not introduce any quality degradation for the
image generation.
To quantitatively evaluate the reconstruction performance, we exploit two metrics; one is the peak
signal-to-noise ratio (PSNR) that measures the pixel difference, and the other is the structural similarity
index (SSIM) that measures on the structural difference. Although they are not an ideal metric to
measure the similarity between two images, they can provide a reasonable quantitative reference.
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Metric ALI/BiGAN AGE DCGAN LSGAN DFM WGAN-GP
Inception score 5.34 5.90 6.50 5.98 7.72 6.27
Table 1: Comparison of image quality. We compare the inception score of bidirectional GANs with
unidirectional GANs. The larger the value, the higher the quality.
Metric VAE ALI/BiGAN DCGAN LSGAN DFM WGAN-GP
PSNR 14.41±0.14 11.94±0.12 16.84±0.26 16.60±0.19 17.00±0.13 18.26±0.22
SSIM 0.40±0.0080 0.27±0.0085 0.51±0.0102 0.56±0.0096 0.54±0.0065 0.61±0.0079
Table 2: Comparison of reconstruction performance using PSNR (mean and variance) and SSIM
(mean and variance) between test image and reconstructed images from each models.
In this experimental evaluation, ALI and VAE are selected for representing existing bidirectional
generative models, and then compared with four variants of our algorithms. For fair evaluation, we
use a total of 1k test images for the experiment and then report their mean and variance values both
in terms of PSNR and SSIM as demonstrated in Table 2. From this comparison, we confirm that four
variants of our algorithm consistently outperforms existing bidirectional generative models. From
this comparison, we can conclude that our algorithm is effective to accurately reconstruct the input
image.
5 Conclusion
In this study, we propose a new framework that establishes bidirectional mapping of existing unidirec-
tional GANs without sacrificing their image quality. For that, we introduce the connection network
that transfers the discriminative feature to the latent vector. Training the connection network possesses
two advantages. First, our framework neither collect training dataset nor suffer from the lack of
training dataset. Instead, we simply sample latent vectors from z ∼ Pz (e.g., a Gaussian random
noise), and then utilize the resultant discriminative features and their latent vectors for training the
connection network. Although training pairs of the real data is not available in this learning stage, we
expect that our training process can effectively cover the pairs from real data. It is because the number
of our training pairs can approach the infinity; the pairs from real data can be approximated as a subset
of our training pairs. As a result, we can establish the bidirectional mapping between the real data and
its latent vectors successfully. Secondly, our training is completely separated from the unidirectional
GAN training. Hence, we can preserve the original quality achieved by unidirectional GANs; existing
bidirectional GANs generally lose the visual quality for accomplishing the bidirectional mapping.
Owing to the two advantages, our framework can be easily extendable to any existing unidirectional
GANs. We expect that our new framework for learning an inference mapping can be utilized for
resolving the mode collapse as suggested in MDGAN [15] and VEEGAN [16].
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