In this paper, we investigate an approximate model for Poisson data reconstruction inspired by a discrepancy principle for the selection of the regularization parameter, recently proposed by Bardsley and Goldes. The model can be obtained by approximating the generalized Kullback-Leibler (KL) divergence in terms of a weighted least-squares function, with weights depending on the object to be reconstructed. We show that it is possible to develop a complete theory, based on this approximation, including results of existence and uniqueness of regularized solutions and simple gradient-based reconstruction algorithms for their computation. Moreover, in this context, the criterion of Bardsley and Goldes is a natural one and it is possible to prove that, in several important cases, it provides a unique value of the regularization parameter. We describe a few numerical tests for comparing the approximate approach with the exact one based on the generalized KL divergence. In the case of a moderate or large number of photons, they provide essentially the same results and therefore the approximate model can be considered as a possible alternative to the exact one.
Introduction
The maximum likelihood approach to Poisson data reconstruction [31] leads to the minimization of a data-fidelity function defined in terms of the generalized Kullback-Leibler (KL) divergence as follows [7] :
where y is the detected image, with components labeled by the multi-index i ∈ S, H is the imaging matrix, x is the unknown object to be reconstructed and b is an array/cube describing the expected value of the background emission. Denoising corresponds to H = I, the unit matrix; moreover, background emission can be included in the unknown object x [36] (i.e. b = 0 in (1)). The approach can also be used when, in addition to Poisson noise due to photon counting, an additive Gaussian noise with zero mean and given variance σ 2 is present [32] , the so-called read-out noise (RON). Indeed, as shown in [33] , it is possible to approximate the RON by a Poisson process with the expected value σ 2 if σ 2 is added to each component of the image y and of the background b.
Since as a consequence of noise and ill-posedness of the inverse problem, the minimizers of the function f (P) 0 (x; y) are sparse, the so-called night-sky [5] or checkerboard [27] objects, in general they are not reliable solutions of the image reconstruction problem, except if the object itself is sparse, for instance a star cluster in astronomical imaging [7] . Therefore, the minimization of the function f (P) 0 (x; y) is replaced by the minimization of a penalized function with the following structure:
where β plays the role of a regularization parameter and f 1 (x) is a suitable penalty function enforcing properties of the solution such as smoothness, edges etc. This approach can be justified in a Bayesian formulation of the problem (see, for instance, [20, 21] , or [7] for a review) and is now frequently used in image reconstruction with Poisson data. The standard algorithm for the minimization of f (P) 0 (x; y) is the so-called RichardsonLucy (RL) algorithm [26, 29] (also called expectation maximization in emission tomography [31] ), defined by the following iteration:
where products and quotients of arrays/cubes are intended pixel by pixel or voxel by voxel, and h = H T e, with e being the array/cube with all entries being equal to 1. In the case b = 0, convergence of these algorithms has been proved by several authors (see, for instance, [27] ); the convergence of the continuous version is investigated in [28] . The algorithm has several advantages such as non-negativity of the iterates, flux conservation (in the case b = 0) and semi-convergence, but it is slow.
In view of obtaining more efficient algorithms, several authors have considered an approach which can be used in the case of large photon counts and consists in approximating the KL divergence with a weighted least-squares function, the weights being the inverse of the measured data. This approach is used both in medical imaging (see, for instance, [18, 22] ) and image deconvolution [1, 2] . It allows the use of efficient methods introduced for solving least-squares problems as well as the application of related selection rules for the choice of the regularization parameter.
In a recent paper [4] , Bardsley and Goldes used this quadratic approximation to the generalized KL divergence for introducing selection rules of the regularization parameter β in (2); in particular, the well-known Morozov discrepancy principle [17] has been used. However, the authors claim that, on the basis of numerical simulations, more accurate results are obtained if, in the weights of the quadratic approximation, the measured data are replaced by the computed data which depend on x. A theoretical difficulty of this modified criterion is that it seems difficult to prove that it is able to provide a value, possibly a unique value, of the regularization parameter. Another discrepancy principle, with good theoretical properties, is proposed in [8] and is based directly on the generalized KL divergence rather than on its quadratic approximation. Preliminary results on the comparison of the two discrepancy principles in the deconvolution of 3D confocal data are discussed in [12, 13] .
In this paper, we show that the discrepancy principle proposed in [4] has good theoretical properties in the context of a model for Poisson data reconstruction based on a suitable approximation of the KL divergence which can be introduced in a simple way as follows. We consider the function
and represent the logarithm as a power series of (x − y)/x; then, after some manipulation, we obtain
with the series being convergent for x > y/2. It is easy to check that, for moderate and large values of y (let us say y 10), the leading term of this series
provides a sufficiently accurate approximation of φ y (x) for |x − y| √ y. If we apply this approximation to (1) we obtain the new data-fidelity function
and the penalized function (2) is replaced by the following one:
The function f 0 (x; y) is just the basis of the discrepancy principle proposed in [4] in the case of deblurring and in [25] in the case of denoising for the choice of β in (2). Since by extending results proved in [8, 10] , we show that it is possible to develop an approach to Poisson data reconstruction based on the data-fidelity function (7), this context is the natural one for discussing the criterion proposed in [4, 25] for the selection of β in (8); indeed, we can prove existence and uniqueness of the value provided by this criterion, at least for some relevant penalty functions. In section 2, we derive the properties of the data-fidelity function (7) . In section 3, we discuss the minimization of the penalized function (8) in the case of some relevant penalty functions and prove results of existence and uniqueness of the minimizer. In section 4, we discuss the criterion proposed in [4, 25] as a criterion for the selection of β in (8) and give conditions for existence and uniqueness of the selected value. Section 5 is devoted to the discussion of reconstruction algorithms, and we show that gradient-based algorithms for the minimization of (7) or (8) can be obtained by a simple modification of gradient-based algorithms for the minimization of (1) or (2), respectively. Finally, in section 6, by means of a few numerical tests, we compare the results provided by the approximate approach with those provided by the exact one, i.e. that based on the KL divergence (1).
Properties of the data-fidelity function
We assume that the components of the object x are labeled by a multi-index j with a range R so that, in the case of deblurring, we write
In addition, we assume that the imaging matrix H satisfies the conditions
In other words, for each fixed value of the multi-index i or j, there exists at least one non-zero entry. We denote by h andh the arrays/cubes with components
We denote by M the cardinality of S and by N the cardinality of R. In the case of denoising, H = I, we have i = j and N = M.
In this section and in the following, products, quotients, powers, square roots etc of arrays/cubes are intended pixel by pixel or voxel by voxel.
Theorem 1.
The data-fidelity function (7) is non-negative, convex and coercive on the nonnegative orthant; its gradient and Hessian are given by
Proof. The non-negativity of the function is obvious. The expressions of the gradient and Hessian can be easily obtained by elementary computations. The Hessian is positive semidefinite, and its null space is given by
Therefore, in the case of denoising (H = I, b = 0), the null space is not trivial if some components of y are zero while, in the case of deblurring, it contains the null space of H. Incidentally, we remark that it coincides with the null space of the Hessian of the function (1) [8] . It follows that the function (7) is convex and strictly convex iff y > 0 and the null space of H is trivial. Finally, the coercivity of f 0 (x; y) is obvious in the case of denoising. In the case of deblurring, we first prove that ||Hx|| 2 is coercive. This result is also obvious if the null space of H is trivial. If it is not trivial, the assumed properties of H imply that all the elements of its null space must have at least one negative component. It follows that ||Hx|| 2 cannot be zero on the intersection of the non-negative orthant with the unit sphere, so that it has a positive minimum value α. Since it is homogeneous of order 1, we obtain ||Hx|| 2 α||x|| 2 , x 0, and therefore coercivity holds. If we write
from the inequality ||Hx|| 1 ||Hx|| 2 α||x|| 2 , the coercivity of f 0 (x; y) follows.
The previous results imply that f 0 (x; y) has absolute minimizers on the non-negative orthant, i.e. there exist solutions of the following optimization problem:
subject to x 0.
We denote as x * any solution of this problem. In the case of denoising (H = I and b = 0), the solution is unique and is trivial: x * = y. In the case of deblurring, the noise and the ill-posedness of the problem imply that the solutions (or the solution if f 0 (x; y) is strictly convex) are sparse, as follows from a general analysis of the non-negative minimizers of nonregularized data-fidelity functions [5] . Therefore, we do not obtain reliable reconstructions, except for particular objects such as star clusters in astronomical imaging.
We conclude with the following result which will be used in section 4. 
i.e. the root-mean-square (rms) value of the data must be greater than the constant background.
Proof. Let us consider the one-dimensional subspace of the constant vectors, x = ce N , where e N is the N-dimensional array/cube with all entries being equal to 1, and the restriction of f 0 (x; y) to this subspace, i.e. the function
The null element is not a minimizer if ψ (0) < 0. With some manipulation, we obtain
and the result follows.
Remark 1.
The conditionsh i = 1 are satisfied, as well as the conditions h j = 1, if the imaging matrix H is the cyclic convolution with a point-spread function (PSF) K normalized to 1 (in this case S = R)
This model is frequently used in the applications to astronomy and microscopy.
The regularized problem
In the regularized approach, problem (15) is replaced by the following one:
and in this section we consider the following regularization functions given, for simplicity, in the 2D case, i.e. the multi-index j is a pair of indices j = { j 1 , j 2 } taking values from 1 to n, so that N = n 2 .
• Tikhonov regularization
• Tikhonov gradient regularization
• Hyper-surface regularization [14] 
• Markov random field regularization [20] 
with N j 1 , j 2 being the set of the first neighbors of j 1 , j 2 and w k 1 ,k 2 = 1 for horizontal and vertical neighbors, and w k 1 ,k 2 = √ 2 for diagonal neighbors; these are included for providing an isotropic edge-preserving effect, as discussed in [20] .
In these equations
For δ being small, the regularization (24) is used as a smoothed approximation to total variation (TV) (see for instance [3, 15, 35, 36] ; for TV regularization, see [11, 16, 24, 30] ). All the functions above are convex and therefore the results of section 2 imply that the function f β (x; y) is convex and coercive. In the case of Tikhonov regularization (22) , the function is strictly convex and this property also holds true in the other cases, with some additional specification in the definition of the penalty functions. Indeed, the following result is proved in [10] . (23)- (25) , are extended by periodic or reflexive boundary conditions, then the null space of the Hessian matrix ∇ In all the cases indicated above, the set of the minimizers of f 1 (x) has dimension 1 and contains only the constant arrays. Since we have ∇ From the analysis performed in [10] , one can easily obtain the following result which will be used in the following section. (23)- (25) are extended up to the boundary by periodic or reflexive boundary conditions, then the following identity holds true:
Lemma 2. If the functions f 1 (x), defined in equations

Lemma 3. If the functions f 1 (x) defined in equations
j∈R [∇ x f 1 (x)] j = 0.(27)
Selection of the regularization parameter
In this section, we first show that the discrepancy principle, empirically introduced by Bardsley and Goldes [4] for the selection of β in (2), is a natural one in the framework outlined in the previous sections and prove that it can allow the selection of a unique value of β in (8).
As is well known, the expected value and the variance of a Poisson random variable coincide, i.e. if Y λ is Poisson with the expected value λ, then
Therefore, ifx is the unknown object which generates the data y (i.e. the y i are realizations of Y i = Poisson{Hx + b} i ), then each term of f 0 (x; y) is the realization of a random variable with the expected value 1 and the values of these terms fluctuate around 1. Since the positive fluctuations in general compensate the negative ones, we expect that the value of f 0 (x; y) is approximately M/2. This argument motivates the following recipe, which is the application to (8) of the selection rule given in [4, 25] : if x * β is the (unique) solution of (21), then search for a value of β such that the function of β defined by
We call D y (β ) the discrepancy function and equation (30) the discrepancy equation. We stress that this criterion is proposed in [4, 25] for problems where the data-fidelity function is given by (1) while, in this paper, is considered for problems where the data-fidelity function is given by (7) . As a general comment, we point out that it is possible to prove results of uniqueness and existence of the solution of the discrepancy equation if the data-fidelity function used in the definition of the discrepancy function coincides with the data-fidelity function used in the optimization problem.
Since x * β is unique for the optimization problems discussed in the previous section, for these problems the discrepancy function is well defined. Moreover, an important property of this function derives from this lemma proved in [8] .
The assumptions of the lemma are satisfied by the problems of the previous section so that, for these problems, the discrepancy function is an increasing function of β and the solution of the discrepancy equation, if it exists, is unique. As concerns existence, we must investigate the behavior of x * β for β → 0 and β → ∞. Moreover, for generality, we consider a slight modification of equation (30) 
where d is a number close to 1. The case of Tikhonov regularization is discussed in appendix A. Here, we give the results concerning the three other regularizers introduced in section 3. The proofs are given in appendix B. 
where x * is a minimizer of f 0 (x; y); in the case of denoising x * = y. Moreover,
In the case of denoising 
a positive constant thanks to (17) .
Theorem 3. There exists a unique solution of equation (31) if d satisfies the conditions
In the case of denoising
where y am is the arithmetic mean of the values of y. In the case of deblurring 
Remark 2. For the denoising problem, if y rms > y am + 1/2, then the discrepancy equation (30) has a unique solution. In the case of deblurring, the value of the discrepancy function at β = 0 can be obtained by computing x * by means of the fast algorithm discussed in the following section.
Algorithms
We consider first the optimization problem (15) . From the first Karush-Kuhn-Tucker (KKT) condition x * ∇ f 0 (x * ; y) = 0, we obtain the fixed point equation
which suggests the following iteration:
Convergence can be obtained by a line search along the descent direction but, from our point of view, the interesting feature of this iteration is that it defines a scaled gradient method, so that we can provide acceleration and convergence in the framework of the general approach known as a scaled-gradient projection (SGP) method [9] . The monotone SGP version of (42) is the algorithm we use for the computation of approximate solutions of the optimization problem (15) . In the case of regularized problems, we can introduce algorithms similar to (42) using the so-called split-gradient method [23] . It is based on a decomposition of the gradient of the penalty function in a positive and a negative parts:
with U 1 (x) 0, V 1 (x) 0 in the non-negative orthant. Then, from the first KKT condition one easily obtains the following fixed point equation:
and (42) is replaced by the following iteration:
Convergence of this algorithm can be obtained by introducing a step-length in the descent direction and performing a line search based, for instance, on the Armijo rule [23] . The limit is a minimizer of the regularized function. The convergence is not very fast; however, since it is a scaled-gradient method, acceleration and convergence can also be obtained in the framework of SGP. The choice of the functions U 1 (x), V 1 (x) is largely arbitrary, but in [23] it is shown that a 'natural' choice exists for all the frequently used regularization functions. Examples of successful applications are given in [34, 36] .
In conclusion, for the regularizers introduced in section 3, the arrays V 1 (x) can be chosen according to the following rules.
• Hyper-surface regularization
• Markov random field regularization
In these equations, ψ δ (t ) is the derivative of ψ δ (t ).
Algorithm SGP-POS (scaled-gradient projection method)
Choose the starting point x (0) 0, set the parameters β, θ ∈ (0, 1), 0 < α min < α max . FOR k = 0, 1, 2, . . . do the following steps: STEP 1. Choose the parameter α k ∈ [α min , α max ] and the scaling matrix S k ; STEP 2. Projection:
Step 6; ELSE set λ k = θλ k and go to Step 5; ENDIF STEP 6. Set We remark that all the algorithms described in this section can be obtained from similar gradient-like algorithms for the usual approach to Poisson data reconstruction by replacing the quotient y/(Hx + b) with its square.
For the convenience of the reader, we give the algorithm SGP in its monotone version, with projection on the non-negative orthant (SGP-POS). The (diagonal) scaling matrices S k for the different cases can be obtained from the previous equations. The step-lengths α k are given by the two Barzilai-Borwein rules [6] , modified in terms of the scaling and alternated according to a procedure proposed in [19] . Details are given in [9] .
Numerical tests
We describe a few numerical tests performed for verifying the accuracy achievable with the approximate model investigated in this paper. We consider two reference objects: the frequently used spacecraft image, corresponding to an object with sharp details ( figure 1(a) ), and an image of the nebula NGC 7027 ( figure 1(b) ), an example of a diffuse astronomical object. Both objects are 256×256 (in figure 1 we show only their central parts), their maximum value is 255 and both are superimposed on a background b = 1. Moreover, for generating images with different noise levels, for each object we consider three other versions with the maximum values 2550, 25 500 and 255 000, respectively (and backgrounds 10, 100 and 1000), obtained by scaling the two original objects. Next, the four versions of each object are convolved with a PSF and then perturbed with Poisson noise (we did not add Gaussian noise). The PSF used simulates that taken by a ground-based telescope and is downloaded from http://www.mathcs.emory.edu/∼nagy/RestoreTools/index.html. For each image, we generate 25 different realizations of noise so that we have a total of 200 noisy images. We first consider non-regularized reconstructions by comparing results obtained with the data-fidelity function (1) (referred to as the 'exact model') and those obtained with the data-fidelity function (7) (referred to as the 'approximate model'). We use the monotone SGP version of the RL algorithm (3) in the exact case and of the algorithm (42) in the approximate one. Early stopping of the iteration is considered in both cases. To this purpose two stopping criteria are used. Let ρ (k) and D (k) be defined as follows:
where x k is the result of the kth iteration andx is the reference object. Then, the first criterion consists in computing at each iteration the relative rms error ρ (k) and stopping the iteration when this parameter reaches its minimum value. The second consists in computing the discrepancy D (k) and stopping the iteration when it crosses 1. Iteration is initialized with x 0 = y am − b and, in all cases, D (0) > 1. In the approximate case, the value of D (k) is also the value of the objective function and therefore decreases for increasing iteration, since we use a monotone SGP algorithm.
The results are given in table 1 for the four images of the spacecraft with different noise levels. For each image, we report the average value and standard deviation of both the number of iterations and the reconstruction error, computed using the 25 realizations of noise. The Table 1 . Non-regularized reconstructions of the spacecraft: errors and iterations.
Minimum error Discrepancy
27.3 ± 0.5 1742 ± 382 27.4 ± 0.5 Table 2 . Non-regularized reconstructions of the nebula NGC 7027: errors and iterations. results obtained by stopping the iterations at the minimum error show that the two models are equivalent. The reconstruction error is weakly dependent on the noise realization even if the number of iterations is strongly varying. Stopping based on Bardsley and Goldes discrepancy principle works better for the exact model at the highest noise level, even if the standard deviation is larger than in the case of the approximate model. In figure 2 , we show a few reconstructions. In column (a), we show the four images with different noise levels, in columns (b) and (c) the reconstructions corresponding to the minimum rms error for the exact and the approximate model, respectively; finally, in the last column, we show the normalized residuals defined by
and computed in the case of the reconstructions of column (c). Artifacts are present at the lowest noise levels, due to the reconstruction method and not to the model.
The results for the nebula NGC 7027 are reported in table 2 and figure 3 . Also, in this case the two models provide the same results with the same efficiency when iteration is stopped at the minimum error. If the discrepancy criterion is used, as in the case of the spacecraft, it provides a better result when applied to the exact model in the case of the highest noise levels. In the normalized residuals, some artifacts are observed at the corners of the image domain, presumably due to edge effects.
The second test consists in investigating possible improvements of the reconstructions by the use of regularized objective functions for the two models. To this purpose we focus on the penalty function we denoted as hyper-surface regularization, equation (24), with δ = 10 −4 , and we use the SGP algorithm with the scaling defined by equations (45) and (48). This scaling has already been successfully used in the case of denoising of Poisson data [36] , and we use the same parameters of the algorithm described in that paper. For a given β, iteration is stopped when
The choice of β is performed by computing x * β and using a secant-like method for solving equation (30), with a tolerance of 10 −3 . In general, few steps (from 5 to 10) are required for getting the solution. We always find a solution since conditions of theorem 3 are satisfied with d = 1. Next, the value of β providing the minimum rms error is obtained by searching in an interval around the value provided by the discrepancy equation. Also, in this experiment we considered 25 different realization of noise for each test image.
In the case of the spacecraft, the reconstruction errors and the number of required iterations are reported in table 3. The average reconstruction errors are smaller than those obtained in the non-regularized case, with comparable standard deviations. We observe again a strong variation in the number of iterations for both models. When β is selected with the criterion of minimum rms error, the two models provide essentially the same results at the considered noise levels. As concerns the use of the discrepancy criterion, it provides acceptable results except at the highest noise level and, in general, it seems to be more accurate in the case of the exact model. The reconstructions and the normalized residuals are shown in figure 4 . The residuals are still affected by strong artifacts, at least in the case of the lowest noise levels.
The reconstruction errors and the number of required iterations for the reconstruction of the nebula NGC 7027 are reported in table 4. By comparing with table 2, we do not find significant improvements with respect to the non-regularized reconstructions, even if the computational cost is now significantly higher. As concerns the use of the discrepancy principle, the remarks done in the case of the spacecraft apply also to the nebula. The reconstructions and the normalized residuals are shown in figure 5 . The interesting point is that the residuals are free of artifacts and, therefore, from this point of view, the regularized reconstructions look more reliable than the non-regularized ones.
A few comments concerning the value of the regularization parameter are as follows. In all experiments the discrepancy principle of Bardsley and Goldes provides average values of the regularization parameter greater than those corresponding to the minimum rms error even if, in general, of the same order of magnitude. However, the standard deviations are very large both in the case of the minimum rms error and in the case of the discrepancy principle. In the case of the spacecraft, the standard deviation is of the order of 30% for the exact model and 50% for the approximate one for the values of β determined with the minimum rms error; in the case of discrepancy, the standard deviation is of the order of 70% for the exact model and 50% for the approximate one. Similar results hold true in the case of the nebula. These results compared with those obtained for the reconstruction error indicate that, even if the value of β is strongly dependent on the noise realization, the reconstruction error is much more stable, independent of the criterion used for selecting the regularization parameter. 
Concluding remarks
The approximate model discussed in this paper provides a sound theoretical basis of the discrepancy principle introduced by Bardsley and Goldes in an empirical way. Moreover, preliminary numerical experiments indicate that, at least for a moderate or large number of photons, the approximate model is equivalent to the exact one. Both in the theoretical analysis and the numerics we assume that the imaging matrix is exactly known. Therefore an interesting problem, outside the scope of this paper, is to investigate if one of the two models is more robust than the other with respect to errors in the imaging matrix. This problem is obviously important in practical applications where the imaging matrix is never exactly known.
A few comments about the values of the regularization parameter β provided by the discrepancy principle of Bardsley and Goldes are as follows. For the highest noise levels considered in our experiments, it works better for the exact rather than for the approximate model even if the number of numerical experiments is too small for drawing some general conclusion. More precisely, in the case of the exact model we compute the functioñ D y (β ) = 2 f 0 (x * P,β ; y)/M, where x * P,β is the minimizer of (2). We do not have a proof of the monotonicity of this function but in our numerical experiments we find that this property holds true and that this function lies above D y (β ). Therefore, it crosses 1 for a value of β smaller than that corresponding to the crossing of D y (β ).
In addition, we recall that a different discrepancy principle is proposed in [8] for the exact model, based on the discrepancy function
which is an increasing function of β. Thanks to the approximate model introduced in this paper, a fourth discrepancy function can be introduced which is defined byD (P)
0 (x * β ; y)/M. We do not have a proof of the monotonicity of this function, but numerical experiments indicate that it is also monotone and therefore can be used for obtaining other values of β.
In summary, we have two models and a discrepancy function for each one, leading to a discrepancy principle for the corresponding model. However, the discrepancy function of one model can be applied to the other and vice versa, so that, for each model we have two criteria for selecting the regularization parameter. We believe that the investigation of the applicability of these models and criteria to the reconstruction of real data is an interesting point for practical applications.
the case of denoising from the KKT condition on the gradient, thanks to the identity (27) which implies c ∞ y rms > 0. Therefore, for β being sufficiently large, x * β is interior to the non-negative orthant and equality holds true in the previous equations. It follows that equation (34) is proved.
In the case of deblurring, we can proceed in a similar way. Therefore, from the KKT condition on the gradient and identity (27) , after some manipulation we obtain The inequality is not satisfied by c ∞ = 0 if the condition of lemma 2 holds true, while it is satisfied by c ∞ sufficiently large. Therefore, c ∞ must be positive and equality holds true, thus proving equation (35) . Equation (36) is a simple consequence of the previous one.
Proof of theorem 3. The inequalities (37) are obvious. Equation ( 
