The Hurwitz-Lerch Zeta function Φ(z, s, a) is considered for large and small values of a ∈ C / , and for large values of z ∈ C / , with |Arg(a)| < π, z / ∈ [1, ∞) and s ∈ C / . This function is originally defined as a power series in z, convergent for |z| < 1, s ∈ C / and 1 − a / ∈ N | . An integral representation is obtained for Φ(z, s, a) which define the analytical continuation of the Hurwitz-Lerch Zeta function to the cut complex z-plane C / \ [1, ∞). From this integral we derive three complete asymptotic expansions for either large or small a and large z. These expansions are accompanied by error bounds at any order of the approximation. Numerical experiments show that these bounds are very accurate for real values of the asymptotic variables.
Introduction
The Lipschitz-Lerch zeta function is defined by means of the infinite series:
s, x, a ∈ C / with 1 − a / ∈ N | and x ≥ 0. If x > 0 the series converges ∀ s ∈ C / and represents an entire function of s. If x = 0 the series converges absolutely for s > 1. This function was introduced and investigated by Lerch [8] and Lipschitz [9] in connection with Dirichlet's famous theorem on primes in arithmetic progression. If x ∈ Z / the Lipschitz-Lerch Zeta function reduces to the meromorphic Hurwitz zeta function ζ (s, a) [ [11] , sec. 2.3, eq. 2] with one single pole at s = 1. Moreover, ζ(s, 1) is nothing but the Riemann zeta function ζ(s).
Erdélyi used a different notation [ [3] , sec. 1.11 eq. 1] for the Lipschitz-Lerch zeta function:
This function is called Hurwitz-Lerch zeta function and is related to the Lipschitz-Lerch zeta function by the equality Φ(e 2πix
, s, a) = R(a, x, s).
Properties of the Lipschitz and Hurwitz-Lerch zeta functions have been studied by many authors. Among other results, we remark the following. Apostol obtains functional relations for the function R(a, x, s) and gives an algorithm to compute R(a, x, −n) for n ∈ N | in terms of a certain kind of generalized Bernoulli polynomials [2] . The function R(a, x, s) is used in [5] to generalize a certain asymptotic formula considered by Ramanujan. Asymptotic equalities for some weighted mean squares of R(a, x, s) are given in [6] . Integral representations as well as functional relations and expansions for Φ(z, s, a) may be found in [ [11] , sec. 2.5]. Katsurada [4] and Klusch [7] . Klusch studies some properties of this function resulting from the Taylor expansion of R(a+ξ, x, s) in the neighbourhood of ξ = 0. Moreover, the author establish the common source of various classes of summation formulas involving infinite series of zeta and Hurwitz zeta functions which are collected and unified in [10] . On the other hand, Katsurada derives power series and asymptotic series for R(a, x, s) in the parameter a using Mellin transform techniques. Error bounds are not given there.
Asymptotic expansions of R(a, x, s) have been investigated by
However, complete asymptotic expansions including error bounds of Φ(z, s, a) for large and small a and large z are not fully investigated. The purpose of this paper is to generalize the above mentioned expansions for R(a, x, s) to expansions for Φ(z, s, a) including error bounds. Moreover, we investigate also asymptotic expansions of Φ(z, s, a) for large z with error bounds.
In section 2, we derive the integral representation of Φ(z, s, a) from which, in section 3, we derive complete asymptotic expansions of this function in the limits mentioned above. We use the error test and Cauchy's integral formula to obtain error bounds at any order of the approximations. Numerical examples are shown as an illustration in section 4.
Analytic continuation of the Hurwitz-lerch zeta function
The starting point to derive asymptotic expansions of Φ(z, s, a) is a suitable integral representation [ [11] , sec. 2.5 eq. 4]:
This integral defines the analytic continuation of Φ(z, s, a) defined in (1) to z ∈ C / \ [1, ∞) . But the parameters a and s are restricted to the half-planes a > 0 and s > 0.
We can continue analytically Φ(z, s, a) in both, a or s, to larger regions in the complex plane. In order to continue Φ(z, s, a) to a ≤ 0, we consider an angle ϕ in the set (see Fig. 1 ):
In what follows Arg(x) means the principal argument of x: Arg(x) ∈ (−π, π). 
We define the z-set:
If |z| < 1 then the sector {w ∈ C / ; 0 ≤Arg(w) ≤ ϕ} does not contain any of the poles of the integrand in (2): x n ≡ log z + 2inπ, n ∈ Z / . Then, using the Cauchy residue theorem we obtain from (2) that, for fixed s with s > 0 and fixed z with |z| < 1, the analytic continuation of Φ(z, s, a) in the a variable to a ≤ 0 is given by
A straightforward computation obtain from (2) that, for fixed a ∈ C / \ R | − , the analytical continuation of Φ(z, s, a) in the complex s plane to the region s ∈ C / \ N | is given, for
where L ϕ is the Hankel's contour shown in . Therefore, we have the following proposition.
Proposition 1. The analytical continuation of the Hurwitz-Lerch zeta function
and s ∈ C / , is given by
where 
Asymptotic expansions of the Hurwitz-Lerch zeta function
The integral representation (4) given above is the starting point to derive asymptotic expansions of Φ(z, s, a) for either large or small a or for large z. These expansions are given in theorems 1-3. Error bounds are obtained for s > 0. Empty sums must be understood as zero in the remaining of the paper.
We recall here the definition of the polylogarithm function Li n (z) [[11] , p. 114] that we use in the following theorem:
For −n ∈ N | or n = 0, this function may be continued analytically to the whole complex plane as a meromorphic function of z with a single pole at z = 1:
for large a and fixed s and z is given by
where Li n (z) is given in (6) 
where
Proof. We introduce the Taylor expansion
into the integrand in (4), where
) as x → 0. This is obtained by noting (6) and the fact that (upon ze
Interchanging sum and integral we obtain (7) with
In the remaining part of the proof we restrict ourselves to s > 0. Then,
For any x ∈ C / an explicit expression of r N (x) is given, using the Cauchy's integral formula, by:
In this formula, C is a simple closed loop which encircles the points 0 and x in the counterclockwise direction and does not enclose any singularity of f (ω) ≡ (1 − ze
(see Figs. 3 and 4) . In order to find bounds of R N (z, s, a), we require bounds of r N (x) valid for fixed Arg(x) = ϕ with |ϕ| < π/2 and 0 ≤ |x| < ∞. We define (see Figs. 3, 4) :
This number r is smaller than the distance of the x−axis to any singularity of f (ω):
We use the Cauchy residue theorem to deform the contour C if |x| ≥ 2r: we deform C to two circles C 1 and C 2 with radius r and centers at the points 0 and x respectively (see Fig. 3 ). We use that |w| = r and that |w − x| ≥ r for w ∈ C 1 and that |w − x| = r and that |w| ≥ r for w ∈ C 2 . On the other hand, for |x| < 2r, we use that |w| ≥ r and |w − x| ≥ r for w ∈ C (see Fig. 4 ). Then, we obtain
where C(z) is a bound of |1 − ze
in the shaded region depicted in figures 3 and 4. The maximum of the function |1 − ze
in that region is located on the contour of the region. A simple bound C(z) is given in (9) . Introducing the bound (13) in (11) we obtain (8).
For any s ∈ C / we can obtain for r N (x) a bound similar to (13), but with a constant C(z) much more involved. Nevertheless (7) is an asymptotic expansion for large a and any fixed s ∈ C / , z ∈ Ω a . 
The expansion is convergent for |a| < 1.
The error term verifies
More precisely, for a ∈ [0, ∞) and s > 0, an error bound for the remainder is given by
For a ∈ C / and s > 0, an error bound for the remainder is given by
Proof. We introduce the decomposition
into the integral representation of Φ(z, s, a) given in (4) with ϕ = 0. Then
We expand e −ax in power series of ax,
Interchanging sum and integral and using [ [11] , p. 114, eq. 71] we obtain (14) with
For a ∈ [0, ∞), the remainder r N (ax) in the expansion of e −ax verifies the error test, and therefore
On the other hand, using that 0 ≤ e
for x ∈ [0, ∞) with M (z) given in (15). Introducing these bounds in (17) we obtain the bound (15) for R N (z, s, a).
For any a ∈ C / , an explicit expression of r N (ax) is given, using the Cauchy integral formula, by:
where C is the contour of a region containing the points 0 and ax in its interior. With the same argument as in theorem 1 we have,
where r > 0 is an arbitrary number. Introducing (19) and |1 − ze 
where N, M = 1, 2, 3, ...,
and 
In these formulas Γ(s, w) is the incomplete gamma function
Nevertheless, for complex values of the parameters, error bounds for the remainders are given by 
We perform the change of variable x → y log(−z) and divide the integral (25) into two parts:
To obtain a convergent expansion of I 1 (z, s, a) we perform the change of variable y → 1 − t, multiply and divide by (−z)
−t and expand (1 + (−z)
in power series of (−z)
Interchanging sum and integral and taking into account that
we obtain
where the coefficients A n (z, s, a) are defined in (21) and
Introducing these bounds in (28) and (32) respectively and after trivial manipulations we obtain (23).
Now we consider z ∈ C / . The left hand side of (20), as defined in (25), is an analytic function of z for z ∈ C / \ [1, ∞). The functions A n (z, s, a) 
For any z ∈ C / , z / ∈ [1, ∞) and |z| > 1 we consider the explicit expressions of r
) and r 2 M (t/ log(−z)) given by (26) and (30) respectively. They have the following bounds |r
Introducing these bounds in (28) and (32) and after trivial manipulations we obtain (24). Tables 1-9 show numerical experiments about the approximation supplied by theorems 1-3 and the accuracy of the error bounds.
Numerical experiments
In all these tables, the second column represents the value of Φ(z, s, a). The third and sixth columns represent, respectively, a first and a second order approximation given by the corresponding theorem. Fourth and seventh columns represent the respective relative errors |R N (z, s, a)/Φ(z, s, a) s, a) |. Fifth and last columns represent the respective error bounds given by the corresponding theorem. 1.00227e-6 -1.00238e-6 -9.e-5 5.e-4 1.00227e-6 -4.3e-9 9.e-8 3.5764e-6i
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