Abstract-In this paper we study the sum rate of zero-forcing (ZF) as well as regularized ZF (RZF) precoding in large MISO broadcast channels, under the assumptions of imperfect channel state information at the transmitter, channel transmit correlation and different user path losses. Our analysis assumes that the number of transmit antennas M and the number of users K are large and of the same order of magnitude. We apply recent results on the empirical spectral distribution of certain kinds of large dimensional random matrices to derive deterministic equivalents for the signal-to-interference plus noise ratio (SINR) at the receivers. Based on these results and under sum rate maximization, we evaluate for RZF (i) the optimal precoder, for ZF (ii) the optimal number of active users and (iii) the optimal amount of channel training in TDD multi-user systems. Moreover, we study the achievable sum rate under limited feedback and derive an approximation of the feedback rate required to maintain a given rate offset relative to perfect CSIT. Numerical simulations suggest that the approximations, almost surely exact as M, K → ∞, are accurate even for small M, K.
day too complex to be implemented efficiently in practical systems. However, it has been shown in [4] , [9] [10] [11] , that suboptimal linear precoders can achieve a large portion of the BC rate region while featuring low computational complexity. Thus, a lot of research has recently focused on linear precoding strategies.
In general, the rate maximizing linear precoder has no explicit form. Several iterative algorithms have been proposed in [12] , [13] , but no global convergence has been proved. Still, these iterative algorithms have a high computational complexity which motivates the use of further suboptimal linear transmit filters (i.e. precoders), by imposing more structure into the filter design. A straightforward technique is to precode by the inverse of the channel matrix. This scheme is usually referred to as channel inversion or zero-forcing (ZF) [4] . Similar to the approach pursued in the present contribution, the authors in [14] , [15] carry out a large system analysis assuming that the number of transmit antennas M as well as the number of users K grow large while their ratio β M/K remains bounded. It is shown in [14] that for lim M β > 1, ZF achieves a large fraction of the linear (w.r.t. K) sum rate growth. The work in [9] extends the analysis in [14] to the case β = 1 and shows that the sum rate of ZF is constant in K as K → ∞; the linear sum rate growth is lost due to the large ratio of the maximum to minimum singular value of the channel matrix. The authors in [9] counter this problem by introducing a regularization term into the inverse of the channel matrix. Under the assumption of large K and for any rotationallyinvariant channel distribution, [9] derives the regularization term that maximizes the signal-to-interference plus noise ratio (SINR). In this article, the resulting regularized ZF (RZF) precoders are referred to as channel distortion-unaware RZF (RZF-CDU), since their design assumes perfect channel state information at the transmitter (CSIT). It has been observed that the RZF-CDU is very similar to the transmit filter derived under the minimum mean square error (MMSE) criterion [16] and both become identical in the large K limit. Likewise, we will observe some similarities between RZF and MMSE filters when considering imperfect channel state information at the transmitter (CSIT).
In the large system limit, i.e. K, M → ∞, and for independent and identically distributed (i.i.d.) channels the cross correlations between the user channels, and therefore the user SINRs, are identical. It has been shown in [17] that for this symmetric case and equal noise variances, the SINR maximizing precoder is of closed form and coincides with RZF precoder. This asymptotic optimality motivates a detailed analysis of the RZF precoder for large system dimensions. The RZF-CDU has been analyzed for i.i.d. channels in a large system in [18] for a single-cell setup and in [19] for a two-cell system. In [18] the authors derive the optimal regularization parameter using an asymptotic expression for the SINR. The expressions in [18] are a special case of the results derived in this paper. However, the approach and the tools for the derivations of the asymptotic SINR in [18] have been independently introduced earlier in the context of a different RZF precoder [20] , where the regularization parameter is set to fulfill the total transmit power constraint.
Although it is legitimate that [9] , [12] , [13] , [16] assume perfect CSIT to determine theoretically optimal performance, this assumption is untenable in practice. Also, it is a particularly strong assumption, since the performance of all precoding strategies is crucially depending on the CSIT. In practical systems, the transmitter has to acquire the channel state information (CSI) of the downlink channel by feedback signaling from the uplink. Since in practice the channel coherence time is finite, the information of the instantaneous channel state is inherently incomplete. For this reason, a lot of research has been carried out to understand the impact of imperfect CSIT on the system behavior, cf. [21] for a recent survey.
An information theoretic analysis of the impact of imperfect CSIT on the achievable rate of a ZF precoded MU-MISO downlink channel with β = 1 has been carried out in [22] . Hereby, the author derives an upper bound on the per-user rate gap between perfect CSIT and imperfect CSIT under random vector quantization (RVQ) with B feedback bits per user. Under finite-rate feedback, both [22] and [23] observe a sum-rate ceiling for high signal-to-noise ratios (SNR). In [22, Theorem 3] provides a formula for the minimum scaling of B to maintain a per-user rate gap of log 2 b bits/s/Hz. Although derived for ZF, the author claims that for all SNR, [22, Theorem 3] is even more accurate for the RZF-CDU proposed in [9] .
This work extends the results in [9] , [14] , [18] , [22] , [23] by applying novel results of large dimensional random matrices to derive deterministic approximations of the SINR under ZF and RZF precoding. These approximations are referred to as deterministic equivalents as they are independent of the stochastic parameters of the system model. Moreover, these deterministic equivalents match the true SINR, almost surely, for asymptotically large K. Also, as corroborated by numerical results in Section VII-B, they approximate the true SINR very accurately even for small K. The communication channel correlation is modeled as Kronecker to account for transmit correlation and different user path losses. In this general case, these deterministic equivalents do not have a closed form expression but are the solution of an implicit equation. For uncorrelated channels and equal path losses though, the deterministic equivalents have a closed form expression.
This framework directly extends the analysis for ZF in [14] and [18] to include transmit correlation, path losses and imperfect CSIT. Furthermore, our approach allows for a unification and extension of the RZF analysis in [9] , [18] , [22] . In particular, we optimize the RZF-CDU proposed in [9] , [18] , where the optimal regularization term is the solution to an implicit equation and has a closed form for uncorrelated signals and equal path losses. This optimal RZF precoder is referred to as ORZF. Moreover, for RZF and ZF, to maintain a per-user rate offset of log 2 b bits/s/Hz, we derive the required scaling laws of the distortion of the CSIT as a function of the SNR. Under RVQ, these results extend [22, Theorem 3] .
Our main contributions can be summarized as follows:
• We derive deterministic equivalents for the SINR of ZF (M > K) and RZF (M ≥ K) precoders, i.e. deterministic approximations of the SINR, which are independent of the individual channel realizations, and asymptotically (almost surely) exact as M, K → ∞. Numerical results prove that these approximations are accurate even for finite (K, M ).
• The sum rate of the ORZF saturates under limited feedback at asymptotically high SNR, and we determine the sum rate saturation value.
• Under RVQ, for β = 1 and high SNR ρ, to maintain a per-user rate offset of log 2 b bits/s/Hz, the number of feedback bits B per user has to scale approximately with
That is, the ORZF requires (M −1) log b+1 2 bits less than the former RZF-CDU and (M − 1) log(b + 1) bits less than ZF. The remainder of the paper is organized as follows. Section II introduces tools from random matrix theory essential to our subsequent derivations. Section III presents the communication channel model. In Section IV, we derive deterministic equivalents for the sum rate of RZF and ZF. In Section V, we analyze the sum rate under limited feedback. Section VI studies several practical applications and discusses the aftermath of our derivations. Section VII presents numerical results comparing the theoretical findings to Monte-Carlo simulations. Finally, in Section VIII, we summarize our results and conclude the paper. Note that Appendix IV collects a set of lemmas and a corollary that will be used throughout the paper.
Notation: In the following boldface lower-case and uppercase characters denote vectors and matrices, respectively. The operators (·) H , tr(·) and, for X of size N ×N , TrX 1 N trX and X denote conjugate transpose, trace, normalized matrix trace and spectral norm, respectively. The expectation is E[·] and diag(x 1 , . . . , x N ) is the diagonal matrix with ith diagonal entry x i . The N × N identity matrix is I N and ℑ[z] is the imaginary part of z ∈ C.
II. MATHEMATICAL PRELIMINARIES
In the present work we are interested in deterministic equivalents of functionals of matrices of the form
where Q N ∈ C N ×N is a Hermitian positive definite matrix and B N ∈ C N ×N is of the type
where R N , S N ∈ C N ×N are nonnegative definite Hermitian matrices, R
1/2
N is a Hermitian square-root of R N , T N ∈ C n×n is a nonnegative definite diagonal matrix and X N ∈ C n×N is random with i.i.d. entries of zero mean and variance 1/N . In the course of the derivations, we will require the following result, Theorem 1: Let B N be defined as in (2), where we assume that T N , R N and Q N have uniformly bounded spectral norm (with respect to N ), as (n, N ) grow large with ratio
almost surely, with m
and e(z) is the unique solution of
with positive imaginary part if ℑ[z] > 0, with negative imaginary part if ℑ[z] < 0, or real positive if z < 0. Moreover e(z) is analytic on C\R + and of uniformly bounded module on every compact subset of C \R + . The proof of Theorem 1 is provided in Appendix I.
We denote m BN ,IN (z) m BN (z) the Stieltjes transform [24] of the eigenvalue distribution of B N , used in random matrix theory, e.g. by Marcenko and Pastur [25] to derive the limiting distribution of sample covariance matrices (which corresponds here to the case Q N = R N = S N = I N ).
Remark 1: If X N is Gaussian, besides (3), the authors infer that, by applying the Gaussian method [26] , it can be shown that
almost surely. This result is outside the scope of this paper and will not be proved. For practical purposes, we prove hereafter that the implicit equation (5) can be solved numerically, when z < 0; the parameter z will in particular be linked to the regularization factor for RZF precoders. The algorithm known as the fixed-point algorithm, when properly initialized, is shown to converge surely to the unique positive solution of (5).
Proposition 1: Let z < 0. Define the sequence e 0 , e 1 , . . . as 0 < e 0 ≤ −1/z and, for k ≥ 0,
Then the sequence e 0 , e 1 , . . . converges surely to e(z), the unique solution to (5) 
We define the SNR ρ as ρ P/σ 2 . The received symbol y k of user k is given by
where h
The system sum rate R sum is defined as
B. Channel Model
Under the assumption of a rich scattering environment, the correlated channel can be modeled as [27] [28] [29] 
where X ∈ C K×M has i.i.d. zero-mean entries of variance 1/M , Θ ∈ C M×M is the nonnegative definite correlation matrix at the transmitter with eigenvalues λ 1 , . . . , λ M , ordered as λ 1 ≤ . . . ≤ λ M , and L = diag(l 1 , . . . , l K ), with entries ordered as l 1 ≤ . . . ≤ l K , contains the user channel gains, i.e. the inverse user path losses. Note that in (15) the entries of X are not required to be Gaussian. We further assume that there exist a l , a u > 0 such that,
uniformly on M and K. That is, (16) assumes that the correlation between transmit antennas does not increase as the number of antennas increases. For practical finite dimensional systems, this is equivalent to requesting that neighboring antennas are spaced sufficiently apart. Equation (17) assumes that the users are not too close to the base station but not too far away either; this is a realistic assumption, as distant users would be served by neighboring base stations. Those requirements, although rather realistic, are obviously not mandatory for practical systems; however, they are required for the mathematical derivations of the present article. Note that field measurements [30] suggest that a userinvariant correlation matrix Θ is not a fully realistic assumption. Signal correlation at the transmitter does not only arise from close antenna spacing but also from the channel diversity and more specifically from the distribution of the solid angles of departure of effectively received energy. It could be argued though, that the scenario where all users experience equal transmit covariance matrices represents a worst case scenario, as it reduces multi-user diversity. If not fully realistic, the current assumption on Θ is therefore still an interesting hypothesis. Further note that (15) assumes that the receivers are spaced sufficiently apart and are therefore spatially uncorrelated, an assumption which could also be argued against in some specific scenarios.
Besides, we suppose that onlyĤ, an imperfect estimate of the true channel matrix H, is available at the transmitter. The channel gain matrix L as well as the transmit correlation Θ are assumed to be slowly varying compared to the channel coherence time and are assumed to be perfectly known to the transmitter. We modelĤ aŝ
with imperfect short-term statisticsX of the form
where Q ∈ C K×M is the matrix of channel estimation errors containing i.i.d. entries of zero mean and variance 1/M , and τ k ∈ [0, 1]. The parameters τ k reflect the amount of distortion in the channel estimate h k of user k. We assume that the τ k are perfectly known at the transmitter. However, as shown in [31] , an approximate knowledge of τ k will not lead to a severe performance degradation of the system. Furthermore, we suppose that X and Q are mutually independent as well as independent of the symbol vector s and noise vector n. A similar model for the imperfect CSIT has been used in [31] [32] [33] .
Note that the assumption of not necessarily Gaussian entries of channel matrixX can be useful in characterizing the aspect of quantization of the channel estimate, which, in practice, is not necessarily Gaussian.
IV. A DETERMINISTIC EQUIVALENT OF THE SINR
In the following we derive a deterministic equivalent γ
• k is an approximation of γ k independent of the particular realizations of X, Q, and is such that,
almost surely. We proceed by deriving γ 
A. Regularized Zero-forcing Precoding
Consider the RZF precoding matrix
where we remind thatĤ is the estimated channel matrix available at the transmitter and the scaling factor ξ is set to fulfill the power constraint (11) . The regularization scalar α > 0 in (21) is scaled by M to ensure that, as (K, M ) grow large, both trMĤ HĤ and trM αI M grow with the same order of magnitude.
Theorem 2: Let γ k,rzf be the SINR of user k for RZF precoding. Then
almost surely, where γ
• k,rzf is given by
with
where c is the unique real positive solution of c = 1
Moreover, define m 0 = 1/α, and for k ≥ 1
Then c = lim k→∞ c k . Proof: From the sum power constraint (11) we obtain
where (a) follows from the decompositionĤ
with m
The received symbol y k of user k is given by
whereŴ (Ĥ HĤ + αI M ) −1 andĥ H k denotes the kth row of H. The SINR γ k,rzf of user k can be written in the form
whereĤ
. We will proceed by successively deriving deterministic equivalent expressions for Ψ(α), for the signal power |h H kŴĥ k | 2 and for the power of the interference h
where c and m
• are defined in (27) and (24), respectively. Remark 2: Note that m
• in (24) is a deterministic equivalent of the Stieltjes transform m A (z) of
evaluated at z = 0, i.e. almost surely
It is uncommon to consider Stieltjes transforms evaluated at z = 0. However, in our case this is valid, because we assumed in (16) that 1/λ M > 1/a u and then the smallest eigenvalue of A is strictly greater than 1/(2a
• . Since the deterministic equivalent for the Stieltjes transform ofĤ HĤ is itself the Stieltjes transform of a probability distribution (cf. [34] ), a trivial application of the dominated convergence theorem ensures that the derivative m
almost surely. After differentiation of (35) and standard algebraic manipulations, we obtain
almost surely, where
which is explicitly given by (25).
1) A Deterministic Equivalent Of The Signal Power: Applying Lemma 4 toĥ
Together withĥ
Since botĥ x k and x k have i.i.d. entries of variance 1/M and are independent of A [k] we evoke Corollary 7 and obtain, almost surely,
Similarly, as q k and x k are independent, it follows from Lemma 6 that q
almost surely. Consequently, since (1 + l kx
almost surely. We require Lemma 7 to prove that a rank-1 perturbation of A has no impact on TrA
Since 1/λ M > 1/a u uniformly on M , notice that the matrix in brackets on the right-hand side is still nonnegative definite. Thus, applying Lemma 7 to this matrix and the scalar α
Therefore, surely,
where we remind that A =X
Thus, (47) and (37) imply
almost surely. Finally, (45) takes the form
2) A Deterministic Equivalent Of The Interference Power:
, the interference power can be written as
In order to eliminate the dependence between x k and A in (50), we rewrite (50) as
Applying Lemma 8 to the term in brackets in (52) and together with A
To find a deterministic equivalent for all of the 14 quadratic terms in (53) we need the following lemma, which is an extension of Corollary 7. Lemma 1: Let U, V ∈ C N ×N be invertible and of uniformly bounded spectral norm. Let x, y ∈ C N have i.i.d. complex entries of zero mean, variance 1/N and finite 8th order moment and be mutually independent as well as independent of U, V.
almost surely. Furthermore
almost surely. The proof of Lemma 1 is left to Appendix III.
Applying Lemma 1 to each of the 14 terms in (53) we obtain
almost surely, where the first term in brackets stems from the first line in (53) and the second term in brackets of (56) arises from the last four lines of equation (53). Replacing c 0 and c 1 by (1 − τ 2 k )l k and τ 2 k l k , respectively and after some algebraic manipulation, (56) takes the form
almost surely. Since a rank-1 perturbation has no impact on TrA −1 for M → ∞, we surely have
The definition of m A 2 ,Θ −1 (z) can be extended to z = 0, since A and Θ have their largest eigenvalue belonging to a compact set away from zero, uniformly on M (cf. Remark 2). Denote
Observe that 
whose explicit form is given by (26) . Substituting u and u ′ in (57) by their respective deterministic equivalent expressions m
• and m
almost surely. Finally, a deterministic equivalent γ
• k,rzf of γ k,rzf is given by (23) , since the denominator of (23) is positive and bounded away from zero.
Moreover, the convergence of the sequence {c k } to c is a direct consequence of Proposition 1.
B. Optimal Regularized Zero-forcing Precoding
Define R
•,rzf sum to be
where the parameter α in γ
• k,rzf is chosen to be the positive real that maximizes R
For the general channel model (18) 
The implicit equation (66) is not convex in α and the solution can be computed via a one-dimensional line search 1 . Note that for non i.i.d. channels the RZF in (21) is not asymptotically optimal anymore.
The RZF precoder with optimal regularization parameter α ⋆• is called ORZF. For homogeneous networks (L = I K ) the user channels h k are statistically equivalent and it is reasonable to assume that the distortions τ 2 k of the CSITĥ k are identical for all users, i.e. τ τ k . Under the additional assumption of uncorrelated transmit antennas (Θ = I M ) , the solution to (65) has a closed form and leads to the asymptotically optimal precoder [17] .
Proposition 2: Let Θ = I M and L = I K . The approximated SINR γ
• k,rzf of user k under RZF precoding (equivalently, the approximated per-user rate and the sum rate) is maximized for a regularization term α α ⋆• , given by
is the Stieltjes transform of the Marcenko-Pastur law and reads [24] 
Substituting (68) into (23)- (27) and setting the derivative w.r.t. α to zero, a real positive solution is given by (67). Notice that for perfect CSIT (τ = 0) we have α ⋆• = 1/(βρ) which corresponds to the RZF-CDU precoder derived in [9] , [18] . As mentioned in [9] , for large (K, M ) the RZF-CDU precoder is identical to the MMSE precoder in [16] , [31] . In contrast, for τ > 0, the ORZF transmit filter and the MMSE transmit filter [31] are not identical anymore, even in the large M limit. Furthermore, for τ > 0 at asymptotically high SNR the regularization term α ⋆• in (67) converges to
Thus, for asymptotically high SNR, ORZF does not converge to ZF precoding, in the sense that α ⋆• does not converge to 0. Also note that for β → ∞, ORZF converges to ZF regardless of τ 2 . The same has been observed in [31] for the MMSE precoder.
With (67), the SINR (23) takes the following simplified form. 1 However, in simulations we observe only a single maximum for α > 0. In this case α ⋆• can be computed very efficiently.
Corollary 1: Let Θ = I M , L = I K and τ k = τ and γ k,rzf be the SINR of user k under ORZF precoding. Then
where ω ∈ [0, 1] and χ are given by
Proof: Replace α in (23) by α ⋆• in (67). After some algebraic manipulations we obtain (71). Note that for τ 2 = 0 and α = α ⋆• , (71) is identical to the asymptotic SINR derived in [18] and for the inter-cell interference-free system in [19] .
For β = 1, equation (71) simplifies to
Note that, as shown in the following subsection, ωρ(β − 1) turns out to be a deterministic equivalent for the SINR of ZF precoding for β > 1. Let ∆γ • be the SINR gap between ORZF and ZF precoding
Then for asymptotically high SNR, ∆γ • converges to the following limits
whereχ is given bȳ
Note that the SINR gap 1/(β − 1) for τ 2 = 0 is identical to the normalization scalar ξ 2 for ZF for large (K, M ). From (76) we conclude, that ZF and ORZF do not achieve the same sum-rate at asymptotically high SNR.
C. Zero-forcing Precoding
For α = 0, the RZF precoding matrix in (21) reduces to the ZF precoding matrix G zf which reads
where ξ is a scaling factor to fulfill the power constraint (11).
To derive a deterministic equivalent of the SINR of ZF precoding, we cannot apply the same techniques as for RZF, since by removing a row ofĤ, the matrixĤ HĤ becomes singular. Therefore, we adopt a different strategy and derive the SINR γ k,zf for ZF of user k and β > 1 as
The result is summarized in the following theorem. Theorem 3: Let β > 1 and γ k,zf be the SINR of user k for ZF precoding. Then
• k,zf is given by
wherec is the unique solution of
Moreover,c = lim k→∞ck , wherec 0 = 1 and, for k ≥ 1,
Note, that by Jensen's inequality c 2 /c 2 ≥ 1 with equality if
takes the explicit form
Proof of Corollary 2: By substituting Θ = I M and L = I K into (85),c is explicitly given byc = (β − 1)/β. Since c 2 /c 2 = 1 we haveΨ
Proof of Theorem 3:
Recall the terms in the SINR of RZF that depend on α, i.e. m A , Ψ and Υ
where
In order to take the limit α → 0 of Ψ and Υ, we apply the matrix inversion lemma (MIL) to F in (91) and obtain
SinceĤĤ H is non-singular with probability one, we can take the limit α → 0 of Ψ and Υ, for suchĤĤ H ,
Note that it is necessary to assume that β > 1 to assure that the maximum eigenvalue of matrix (ĤĤ H ) −1 is bounded for all large M , almost surely. Since m A grows with α as O(1/α) we have
Now we derive deterministic equivalentsΨ • andῩ • forΨ andῩ, respectively.
With S N = 0, Theorem 1 can be directly applied to findΨ
• s.t.Ψ −Ψ
• M→∞ −→ 0, almost surely, as
wherec is defined in (85). In order to findῩ
and applying Lemma 4 twice, equation (94) takes the form
Notice that C −1
[k] does not have uniformly bounded spectral norm. Therefore, Lemma 5 can not be applied straightforwardly. However, since β is uniformly greater than 1 + ǫ for some ǫ > 0, C −1
[k] has almost surely bounded spectral norm for all large M . This is sufficient for the following lemma to hold.
Lemma 2: Let A 1 , A 2 , . . ., A N ∈ C N ×N , be a series of random matrices generated by the probability space (Ω, F , P ) such that, for ω ∈ A ⊂ Ω, with P (A) = 1, A N (ω) < K(ω) < ∞, uniformly on N . Let x 1 , x 2 , . . . be random vectors of i.i.d. entries such that x N ∈ C N has entries of zero mean, variance 1/N and finite eighth order moment, independent of A N . Then
The proof of Lemma 2 is left to Appendix V. Moreover, the assumptions of the rank-1 perturbation Lemma 7 are no longer satisfied. Thus, it cannot be ensured that the normalized trace of C −1
[k] and C −1 are asymptotically equal. In fact, following the same line of argument as above, we also have a generalized rank-1 perturbation lemma, which now holds only almost surely.
Lemma 3: Let A 1 , A 2 , . . ., A N ∈ C N ×N be deterministic with uniformly bounded spectral norm and B 1 , B 2 , . . ., B N ∈ C N ×N be random Hermitian, with eigenvalues λ
N , generated by the probability space (Ω, F , P ), such that, for ω ∈ B, with P (B) = 1, λ
almost surely, where B The proof of Lemma 3 is left to Appendix VI.
Applying Lemma 2 together with the rank-1 perturbation Lemma 3, we obtain
almost surely. To determine a deterministic equivalent m
The derivative of m 
wherec and c 2 are defined in (85) and (84), respectively. Finally, we obtain (81) by substitutingΨ andῩ in (95) by their respective deterministic equivalents (96) and (100), which completes the proof.
V. SUM RATE ANALYSIS UNDER LIMITED FEEDBACK
This section analyzes the behavior of the sum rate under the limited-rate feedback link. To obtain tractable expressions, we restrict the subsequent analysis to homogeneous networks (L = I K ) without transmit correlation (Θ = I M ). As previously stated for L = I K , we assume τ k = τ . In this case and for large (K, M ) all users have equal SINR and thus optimizing the SINR is equivalent to optimizing the per-user rate and the sum rate.
The considered performance metric is the sum rate R sum defined in (14) . Define R • sum to be
where γ Subsequently, we will derive the scaling of the distortion τ 2 necessary to approximately maintain a per-user rate gap between perfect CSIT and imperfect CSIT.
A. Optimal Regularized Zero-forcing Precoding
Consider a SNR-independent distortion τ 2 . As was observed in [22] , [23] for ZF precoding and in [31] for MMSE precoding, the sum rate of ORZF precoding saturates at asymptotically high SNR.
Corollary 3: In the conditions of Corollary 1, the approximate sum rate R
•,rzf sum saturates for asymptotically high SNR at
whereχ is given by (77).
Proof: (102) follows directly from Corollary 1 by taking the limit ρ → ∞.
The rate gap per user under ORZF is given in the following theorem.
Theorem 4: Let Θ = I M , L = I K and τ 2 be the distortion per user. Define ∆R
•,rzf to be the difference between the peruser rate of ORZF precoding under perfect CSIT and imperfect CSIT. Then ∆R
•,rzf is given by
where ω is given in (72) and
Proof: With Corollary 1, simply compute ∆R To maintain a rate offset no larger than log 2 b (per user) between ORZF with perfect CSIT and imperfect CSIT, the distortion τ 2 has to scale approximately with
Proof: Set ∆R •,rzf = log 2 b and solve for τ 2 . Corollary 5: In the conditions of Theorem 5 with β = 1, the distortion τ 2 has to scale approximately with
If the SNR grows to infinity, the term φ ⋆• rzf (ρ, b) in (107) converges to the following limits,
Details can be found in Appendix VII-A. 
B. Regularized Zero-forcing Precoding with α = 1/(βρ)
Although the RZF-CDU precoder is suboptimal under imperfect CSIT, the results are useful to compare to the work in [22] . In [22, Theorem 3] gives the minimum number of feedback bits necessary to maintain a rate offset of log 2 b per user for ZF precoding under random vector quantization (RVQ). Moreover, the author claims that [22, Theorem 3] holds also true for RZF-CDU precoding, i.e. the optimal RZF precoder under the assumption of perfect CSIT. 
The proof is provided in Appendix VII-B.
C. Zero-forcing Precoding Corollary 6:
In the conditions of Corollary 2, the approximate sum rate R 
Theorem 6: Let β > 1, Θ = I M , L = I K and τ 2 be the distortion per user. Define ∆R
•,zf to be the difference of the per-user rate under ZF precoding of perfect CSIT and imperfect CSIT. Then ∆R
•,zf is given by
Theorem 7: Let β > 1, Θ = I M and L = I K . To maintain a rate offset no larger than log 2 b (per user) between ZF with perfect CSIT and imperfect CSIT, the distortion τ 2 has to scale approximately with
For asymptotically high SNR, φ
Under RVQ we have
D. Discussion
At this point we can draw the following conclusions. For β = 1 the optimal scaling of the feedback bits B ⋆• rzf , B
• rzf and B for ZF in [22, Theorem 3] are different, even in the high SNR limit. In fact, for RZF-CDU, the upper-bound in [22, Theorem 3] is too pessimistic in the scaling of the feedback bits. From (112) and (113), a more accurate choice is (121) i.e. M−1 bits less than proposed in [22, Theorem 3] . However, notice that (121) is an approximation and not a bound, i.e. a rate gap of log 2 b bits/s/Hz cannot be guaranteed (as [22, Theorem 3] does) for finite number of users, but is exactly maintained as K, M → ∞. Nevertheless, simulations show that the approximation is accurate for all finite (K, M ).
Moreover, for high SNR, to maintain a rate offset of log 2 b ORZF requires (M −1) log 2 (b+1) bits less than ZF precoding and (M − 1) log 2 ( b+1 2 ) bits less than RZF-CDU. Note that the result (110) does not converge to the result for ZF precoding, i.e. (b − 1) [22, Theorem 3] , since the optimal regularization parameter for ORZF, designed for imperfect CSIT, does not converge to zero, and therefore, the ORZF precoder does not match the ZF precoder for asymptotically high SNR.
In contrast, for β > 1, we have B
zf for asymptotically high SNR. Intuitively, the reason is, that for β > 1 the channel is well conditioned and the RZF and ZF perform very close. Therefore, both schemes are equally sensitive to imperfect CSIT and thus the scaling of τ 2 is the same for high SNR.
Notice that our model comprises a generic distortion of the CSIT. That is, the distortion can be a combination of different additional factors, e.g. channel estimation at the receivers, channel mismatch due to feedback delay or feedback errors. Moreover, we consider i.i.d. block-fading channels, which can be seen as a worst case scenario in terms of feedback overhead. It is possible to exploit channel correlation in time, frequency and space to refine the CSIT or to reduce the amount of feedback.
VI. APPLICATIONS
This section presents two applications of the theoretical results derived in Section IV.
In what follows, we use the approximated sum rate (101) to compute for ZF, (i) the optimal number of active users selected for transmission and, for ZF and ORZF (ii) the amount of channel training in TDD multi-user systems required to maximize the sum rate. The derived solutions are close approximations to the exact solutions to (i) and (ii) and their accuracy increases as (K, M ) grow large. Despite their approximate character, the solutions give valuable insight into the system behavior and can also be utilized as good initialization points for further optimization if (K, M ) are small.
A. ZF: Optimal Number of Active Users
For fixed Θ, L, ρ and τ 2 k , we consider the problem of finding the number of users K ⋆• (or equally the system load
, such that the approximated sum rate (101) is maximized, i.e.
where we suppose that the user channel gains l k are distributed according to some probability distribution function F L . By setting the derivative of (122) w.r.t. β to zero, we obtain the implicit equation
and β ⋆• is a solution to (123). Proposition 4: Let Θ = I M and L = I K , then β ⋆• is given by
where W(x) is the single-valued Lambert-W function, defined as the unique solution to W(x) = xe W(x) , and
The proof of Proposition 4 is given in Appendix VIII. Note that lim a→1 β ⋆• = e. Moreover, only rational values of β are meaningful in practice.
B. Optimal Amount of Channel Training in TDD Multi-user Systems
Consider a time division duplex (TDD) system where uplink and downlink access the same channel at different times. Therefore, the transmitter estimates the channel from known pilot signaling of the receivers. The imperfections in the CSIT are caused by (i) channel estimation errors, (ii) imperfect channel reciprocity due to different hardware in the transmitter and receiver and (iii) the duration for which the channel is approximately constant, i.e. the channel coherence time.
In what follows we assume that the channel is perfectly reciprocal and study the impact of (i) and (iii) for Θ = I M and L = I K . The channel is assumed to be constant over T ∈ R + channel uses which are divided into T d channel uses for data transmission in the downlink and T t channel uses for channel training in the uplink. During the training phase, each user sends T t orthogonal pilot symbols, (which limits the number of users to K ≤ T t ), from which the transmitter estimates the channel using MMSE channel estimator. Furthermore, we assume that the SNR ρ ul of the uplink channel is smaller than the SNR ρ dl of the downlink channel, since the receivers usually have less transmit power available. This setup has been considered in [35] [36] [37] .
Since the sum rate is itself depending on T d and T t , there exists a non-trivial trade off in allocating the channel resources between channel training and data transmission. The approximated normalized sum rateR
Similarly, for ORZF we havē
where γ
• rzf is given in Corollary 1. The distortion τ 2 in the CSIT is solely caused by an imperfect channel estimation in the uplink and is identical for all entries of H. To acquire CSIT, the users transmit orthogonal pilot symbols over the uplink channel to the transmitter, which receives vector r k from user k
where n k ∼ CN (0, I K ) is the noise vector. Subsequently the transmitter performs a MMSE estimation of each channel coefficient. Due to the orthogonality property of the MMSE estimation, the estimateĥ ij of h ij (i = 1, . . . , K, j = 1, . . . , M ), is independent of the estimation errorh ij ∼ CN (0, σ 2 t /M ) and we have [38] h ij =ĥ ij +h ij ,
where the variance σ 2 t /M = Eh ijh * ij of the estimation error h ij is given by
Substituting (126) and (127) we obtain
For β > 1 under ZF precoding and β ≥ 1 for RZF precoding, it is easy to verify that the functionR
•,zf sum andR
•,rzf sum are strictly concave in T t,zf and T t,rzf in the interval K ≤ T t,zf , T t,rzf ≤ T , where K is the minimum amount of training due to the orthogonality of the pilot sequences. Therefore, we can apply standard convex optimization algorithms [39] to evaluate
The uplink SNR ρ ul and downlink SNR ρ dl are dependent and we consider that ρ ul /ρ dl is constant as both ρ ul and ρ dl grow large. For the limiting cases ρ dl → 0 and ρ dl → ∞, we obtain the following solutions to (135) and (136). Details can be found in Appendix IX. At asymptotically low SNR, (135) and (136) have the solution (cf. Appendix IX-A)
arg max That is, the total channel resources T are equally divided into channel training and data transmission.
For asymptotically high SNR the optimal amount of training T ⋆• t,zf and T ⋆• t,rzf for ZF precoding and RZF precoding, respectively is given by (cf. Appendix IX-B)
That is, only the minimal amount of training to obtain a channel estimate is required.
VII. NUMERICAL RESULTS
In this section we compare our theoretical results to MonteCarlo simulations and assume that the entries of X, Q are i.i.d. Gaussian distributed.
We begin by introducing the simulation assumptions. Thereafter in Section VII-B, we compare the approximate results of Section IV to Monte-Carlo simulations. The outcome of these experiments clearly reveals the accuracy of the proposed approximations. Afterwards we present simulation results of the ORZF and the two applications discussed in Section VI.
A. Simulation Assumptions
The performance of the Monte-Carlo simulations is averaged over 10,000 independent Rayleigh block-fading channels.
1) Correlation Model:
The transmit correlation is assumed to originate from a dense antenna packing at the transmitter. Under a rich scattering environment we use the classical Jakes' model, where the correlation between antenna i and j is depending on their distance d ij , i, j = 1, 2, . . . , M . Thus, we have [40] ( where J 0 is the zero-order Bessel function of the first kind and λ is the signal wavelength. In particular we consider a uniform circular array (UCA) of radius r [41] . To ensure that λ M grows slower than O(M ), we suppose that the distance between adjacent antennas d = d i,i+1 is independent of M . Thus, the radius r of the UCA scales with M as r = d/(2 sin(π/M )). The distance d ij between antennas i and j is given by
In that case Θ is a circulant matrix.
2) Path Loss Model:
In order to model the channel gains l k we consider a circular cell of radius r c = 500 meter and assume that the K users are uniformly distributed over the cell area [42] . The path loss is computed according the "Suburban Macro" scenario which is based on the modified COST231 Hata urban propagation model and defined in [43] , as
where d k is the distance of user k to the transmitter. We normalize the l k s.t. E l k = 1 to ensure that the average receive power is identical for all users. The notation L = I K indicates that the l k are distributed according to (143).
B. Deterministic Equivalent of Sum Rate for ORZF and ZF
Figures 1 and 2 compare the sum rate performance of the approximated sum rate to Monte-Carlo simulations for RZF and ZF, respectively. The error bars indicate one standard deviation of the simulation results in each direction. For uncorrelated antennas and equal path loss (Θ = I M , L = I K ), all τ k are identical. On the contrary, if L = I K , we perform a (suboptimal) water-filling algorithm on the per user SNR ρ k = l k ρ/M subject to a total of B = 100K bits (corresponding approximately to τ k = 0.1, if B is allocated equally among the K users) for RVQ of the user channels. The τ We observe that the expressions derived for large (K, M ) lie approximately within two standard deviations of the simulation results even for finite (K, M ). Therefore, the approximations derived in Section IV are accurate and can be applied to concrete optimization problems for the multi-user downlink channel. Figure 3 shows the ergodic sum rate with error variance τ 2 = 0.1 for various transmit filters. We consider two RZF filters, ORZF using the sum rate maximizing regularization term α ⋆• in (67) and RZF-CDU with α = 1/(βρ), i.e. designed based on perfect CSIT. For comparison we also plot the performance of the MMSE filter proposed in [31] , which has an identical structure as ORZF but with α = τ 2 /β + 1/(βρ), and the ZF filter. We observe that as soon as the error variance τ 2 dominates over the noise power σ 2 the ergodic sum rate of the RZF-CDU filter decreases and approaches ZF precoding for high SNR. We further notice that the ORZF and MMSE filters achieve similar performance. The reason is that, for small values of τ 2 , both filters are almost identical and the sum rate is not sensitive to small errors in τ 2 in the filter design [31] . Figure 4 depicts the ergodic sum rate of RZF precoding under RVQ with B feedback bits per user. All values of B are rounded to the next higher integer. To avoid an infinitely high regularization term α ⋆• , the minimum number of feedback bits is set to one. We observe that the desired sum rate offset of 10 bits/s/Hz is approximately maintained over the given SNR range when B is chosen as in (111) under ORZF precoding. Given an equal number of feedback bits, it can be seen that the ORZF precoder achieves a significantly higher sum rate compared to the RZF-CDU for medium and high SNR, e.g. about 2.5 bits/s/Hz at 20 dB. Furthermore, to maintain a sum rate offset of M bits/s/Hz, [22] proposed a feedback scaling of B = M−1 3 ρ dB . From Figure 4 we observe that this scaling is very pessimistic, since the sum rate offset is about 6 bits/s/Hz. Thus, for RZF-CDU precoding the scaling of the number of feedback bits proposed in (111) proves to be more accurate.
1) RZF under Limited Feedback:
2) ZF: Optimal Number of Active Users: Figure 6 compares the optimal number of active users K ⋆• in (124) to the optimal number of active users K ⋆ obtained from MonteCarlo simulations 2 , whereas Figure 7 depicts the impact of a suboptimal number of active users on the ergodic sum rate of the system.
From Figure 6 it can be observed, that (i) the approximated results K ⋆• do fit well with the simulation results even for small dimensions, (ii) (K ⋆ , K ⋆• ) increase with the SNR (iii), for τ 2 = 0, (K ⋆ , K ⋆• ) saturate at high SNR and (iv) introducing correlation and path loss leads to larger dispersion of (K ⋆ , K ⋆• ) over the selected SNR range. From Figure 7 we observe that, (i) the deterministic equivalent K ⋆• achieve most of the sum rate and (ii) adapting 
optimal number of active users the number of users is beneficial compared to a fixed K. Moreover, from Figure 6 we identify K = 8 as a good choice (for τ 2 = 0.1) and, as expected, the performance is optimal in the medium SNR regime and suboptimal at low and high SNR. The situation changes by adding correlation and path loss. Since K = 8 is highly suboptimal for low and medium SNR (cf. Figure 6) we observe a significant loss in sum rate in this regime. Consequently, the number of active users must be adapted to the channel conditions and the approximate result K ⋆• is a good choice to determine the number of active users in the system. t /T has also been observed in [44] under a different model for τ 2 . Furthermore, we observe that the optimal amount of training is less for ORZF than for ZF precoding. This is due to the distortion-aware design of the ORZF. Moreover, the relative amount of training T ⋆• t /T of both ZF and ORZF converges for high and low SNR, to 1/2 and K, respectively, as predicted by the theoretical analysis. Figure 9 compares the normalized ergodic sum rates of ZF R zf sum with optimal training T ⋆• t,zf for a fixed number of users K = 16 and the optimal number of users K = K ⋆• from (124). Since, for a fixed M , T ⋆• t,zf depends on β and K and β ⋆• depends on T t (through τ ) we apply an iterative algorithm to find a joint optimum (T ⋆• t,zf , β ⋆• ). That is, we fix T t,zf while optimizing β and vice versa until convergence, which normally occurs after a few iterations. We observe a significant gain in the high SNR regime when K is optimized jointly with T t . This gain increases for increasing T , since small values of T limit T t to K (cf. Figure 8 ) and thus constrain the optimization. On the other hand, for higher values of T (e.g. T = 1000) this saturation effect occurs at much higher SNR and T t is no longer limited by K which increase the gain relative to a fixed K.
VIII. CONCLUSION
In this paper we derived deterministic equivalents of the SINR of ZF and RZF precoding by applying recent results from large dimensional random matrix theory. These approximations are valid for any SNR and shown to be very accurate even for finite dimensions. Therefore, they provide useful tools for many applications, such as the sum rate maximizing number of users in a cell or the optimal ratio between channel training and data transmission. In particular, we propose a RZF precoder which takes the information about transmit correlation, path loss and CSIT mismatch into account. Furthermore, we find that, given a target user rate, the improved precoder design can significantly decrease the amount of necessary feedback rate.
APPENDIX I PROOF OF THEOREM 1

A. Proof of convergence
The proof is an adaptation of the proof provided in [34] . We find a deterministic approximation m
almost surely. Let T N = diag(τ 1 , . . . , τ n ) and
N x j . Now we apply Lemma 8 to compute
N with
.
Similarly to [34] , by taking the trace and dividing by (1/N ), equation (145) takes the form
and TrD
with B [j] = B N − τ j y j y H j and E = I N when a is m and E = R N when a is e. The rest of the proof unfolds as in [34] , where the authors consider Q N = I N . Since Q N is uniformly bounded for all N it does not change the rate of convergence of w is a deterministic equivalent of m BN ,QN (z).
The proof of the existence of e(z) is equivalent to that given in [34] . Furthermore, the uniqueness of e(z) for ℑ(z) > 0 has also been proved in [34] . Since we evaluate m BN ,QN (z)
• for z < 0 we prove the uniqueness of e(z) for z < 0 in the following subsection.
B. Proof of Uniqueness of e(z)
Let (c,c) and (e,ē) be two solutions of equations (4) and (5), respectively. We prove the uniqueness of e(z) by showing that e −ē = 0.
Substituting (150) into (151) we obtain
In order to show that e −ē = 0, it is sufficient to show that η 1 β TrAĀTrBB < 1. Applying the inequality |TrXY| ≤ √ TrXX H TrYY H to η, we obtain
It remains to prove that η 1 , η 2 < 1. We rewrite (5) and (4) as
Notice that v 1 , v 2 > 0since z < 0 and the trace of a Hermitian positivedefinite matrix is always positive. Substituting (155) into (154) we obtain e(1 − η 1 ) > 0.
For e > 0, equation (156) implies that η 1 < 1. Similarly we have η 2 < 1 and therefore η < 1 which completes the proof.
APPENDIX II PROOF OF PROPOSITION 1
The strategy is as follows: First we show the sure convergence of the sequence {e k } for 0 < e 0 ≤ −1/z to e(z) if
Then we apply Vitali's convergence theorem [45, p. 169 ] to extend the sure convergence to all z < 0 by proving that all e k are images of Stieltjes transforms at z.
The first step is similar to the procedure in Appendix I-B. Denote
N . From (8) and (9) we obtain
which can be upper-bounded as
If |z| < 1 β R N 2 T N 2 then η < 1 and {e k } is a Cauchy sequence which converges surely.
Suppose e k is a Stieltjes transforms at z. To prove that e k+1 is a Stieltjes transform, we need to verify the following conditions [46 
. We rewrite (8) as
where v 1 = TrT N (I n + e k T N ) −1 (I n + e * k T N ) −1 and v 2 = TrR N (c k R N +S−zI N ) −1 (c * k R N +S−z * I N ) −1 (S−z * I N ). It is easy to show that e k+1 in (159) verifies all three conditions if e k (z) is itself a Stieltjes transform.
Since {e k } is a sequence of Stieltjes transforms, it is uniformly bounded and analytic on all compact sets of C\R + , in particular on all sets [−x, −1/x], x > 0. Moreover, (0,
contains an infinite countable number of points. Therefore, we can apply Vitali's convergence theorem [45, p. 169 ] which proves that {e k } is surely converging to the unique solution e(z) for all z < 0.
Lemma 5: [48, Lemma 2.7] Let U ∈ C N ×N be a complex matrix with uniformly bounded spectral norm, with respect to N . Let x ∈ C N have i.i.d. complex entries of zero mean, variance 1/N and finite 8th order moment. Then,
where c is a constant independent of N and U. Corollary 7: In the conditions of Lemma 5,
almost surely. Lemma 6: Let U be as in Lemma 5 and x, y ∈ C N be mutually independent with standard i.i.d. entries of zero mean, variance 1/N and uniformly bounded 4th order moment. Then,
almost surely. Proof: Remark that E |y H Ux| 4 < c/N 2 for some constant c > 0 independent of N . The result then unfolds from the Markov inequality and the Borel-Cantelli Lemma [49] .
Lemma 7: [50] Let ζ > 0, X ∈ C N ×N Hermitian nonnegative definite, τ ∈ R and z ∈ C N . Then
Lemma 8: Let U and V be two invertible complex matrices of size N ×N . Then
APPENDIX V PROOF OF LEMMA 2
The proof unfolds from a direct application of Tonelli's Theorem [49] . Denoting (X, X , P X ) the probability space that generates the series x 1 , x 2 , . . ., we have that for every ω ∈ A (i.e. for every realization A 1 (ω), A 2 (ω), . . . with ω ∈ A), Corollary 7 holds. From Tonelli's Theorem, the space B of couples (x, ω) ∈ X × Ω for which Corollary 7 holds, satisfies X×Ω 1 B (x, ω)dP X×Ω (x, ω) = Ω X 1 B (x, ω)dP X (x)dP (ω).
If ω ∈ A, 1 B (x, ω) = 1 on a subset of X of probability one. Therefore, the inner integral equals one. Since P (A) = 1 the outer integral also equals one, and the result is proved.
APPENDIX VI PROOF OF LEMMA 3
The proof unfolds similarly as for Lemma V. For ω ∈ B, the smallest eigenvalue of B N (ω) is uniformly greater than ε ε(ω). Therefore B N (ω) and B N (ω) + vv H are invertible. Taking z = −ε(ω)/2, we write
, and
Under these notations, B N (ω)− ε 2 I N and B N (ω)+vv H − ε 2 I N are still nonnegative definite for all N . Therefore, the rank-1 perturbation Lemma 7, can be applied for this ω. Then, from Tonelli's Theorem [49] , in the space that generates the couples ((x 1 , x 2 , . . .), (B 1 , B 2 , . . .) ), the subspace, where the rank-1 perturbation lemma applies has probability one, which completes the proof. 
APPENDIX VII DETAILS ON LIMITING CASES IN THROUGHPUT ANALYSIS
A. Optimal Regularized Zero-forcing Precoding
For equation (123) we obtain aβ 1 + a(β − 1) = log 2 (1 + a(β − 1)) ,
where a = 
we can rewrite (173) as w(β)e w(β) = x.
Notice that w(β) = W(x), where W(x) is the Lambert Wfunction defined for every z ∈ C as z = W(z)e W(z) . Therefore, by solving w(β) = W(x) we have
For τ ∈ [0, 1], β > 1 we have w ≥ −1 and x ∈ [−e −1 , ∞). In this case the relation z = W(z)e W(z) is single-valued and W(x) is well defined.
APPENDIX IX DETAILS ON LIMITING CASES FOR OPTIMAL TRAINING
A. Low SNR Regime
For ZF, applying Taylor expansion around ρ dl = 0, equation (131) can be written as 
The termsR zf sum (131) and 1 − T t,zf T T t,zf ρ dl ρ ul (β − 1) are both strictly concave in T t,zf and o(1) is understood to converge uniformly to zero w.r.t. T t,zf ∈ [K, T ]. Therefore, arg max The maximum of (1 − T t,zf /T ) T t,zf ρ dl ρ ul (β − 1) is in T /2. For RZF precoding, write (134) as w = cT t,rzf ρ dl + o(1) and (133) as d = 1 + cT t,rzf (1 + β)ρ 2 dl + o(1), where c = ρ ul /ρ dl . Then, (132) can be written as
