nonstationary, and signal processing methods can recover the frequency at a single instant in time from nonstationary signals. The Hilbert-Huang Transform 8 is such a method, and this method has been applied to a wide variety of signals, including respiratory signals, to assess coupling between respiratory flow and heart rate variability. [9] [10] [11] The Hilbert-Huang Transform separates signals into independent basis functions of differing time scales. The separation is useful in signals that are composed of multiple physiologic processes, such as respiratory flow, which include respiration, cardiogenic oscillations, and various motion artifacts. When assessing the performance of a device measuring respiratory rate, agreement at stable respiratory rates may not be predictive of the ability to track changing respiratory rates. To investigate this issue, we examined the performance of the Masimo respiratory acoustic monitoring (RRa™) under conditions of general anesthesia with spontaneous ventilation through a laryngeal mask airway (LMA) because this permitted us to safely produce changes in respiratory rate by altering the variables of pressure support ventilation. We examined 3 issues: the delay of RRa in reporting a change of 1 breath per minute (bpm), the precision and bias of RRa compared to instantaneous rate estimates (IREs), and the rapidity with which disparities between RRa and IREs are resolved.
METHODS
With approval of the IRB of the Perelman School of Medicine of the University of Pennsylvania and written patient consent, 53 patients scheduled for elective urological surgical procedures were prospectively enrolled in this prospective observational study from November 16, 2011, to March 14, 2012, in the Surgicentre of the Perelman Center for Advanced Medicine. In all patients, spontaneous ventilation with sevoflurane via LMA was the planned anesthetic. No muscle relaxants were used in any of the anesthetics. In all anesthetics, transitions between pressure support and manual ventilation modes, using the Drager Fabius (Drager USA, Telford, PA) anesthesia machine, were used to modulate ventilatory patterns. We had no reliable pilot data with which to perform a power analysis, but our experience with this mode of ventilation suggested that in a study of 50 subjects, we would produce a sufficient number of rate changes to permit analysis. All elements of the STROBE checklist (version 4) were addressed. Before induction of anesthesia, an adhesive bioacoustic sensor (RAS-125, rev C) and oximetry sensor (M-LNCS Adtx) were placed on the patient's neck and finger, respectively, following the manufacturer's directions for use. These sensors were connected to a pulse CO-oximeter with rainbow acoustic monitoring technology (Rad-87, version 7805, Masimo). The default alarm setting for detection of respiratory pause was left unchanged at 30 seconds. A Hans Rudolph 4700B pneumotachometer (Hans Rudolph, Inc., Shawnee, KS) was placed proximal to the heat-and moisture-exchange filter in the anesthesia circuit. Data were acquired by a 12-bit A/D converter at 120 Hz using custom-built software developed in LabVIEW (National Instruments, Austin, TX). Data from the Rad-87 were acquired with proprietary software (ADC, Masimo) that reported the integer respiratory rate at 1-second intervals.
Induction of general anesthesia was performed with 8% sevoflurane supplemented with up to 40 mg IV propofol as needed. An AirQ Masked Laryngeal Airway (Cookgas, St. Louis, MO) was placed once a stable plane of deep Figure 3 . Bubble plot of the Bland-Altman analysis of respiratory data. The radius of the bubbles is proportional to bin count; bubbles with radius below 10% of maximum are thinned for visual clarity. Gray bars represent 95% limits of agreement (−2.1 to 2.2 bpm); the red line is the linear regression of error versus respiratory rate, error = −0.004 + 0.13 × RR (R 2 = 0.003, P < 0.001).
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Rate Tracking of Masimo Rainbow Acoustic Respiratory Monitor LMA removed when deemed clinically appropriate by the attending anesthesiologist. Pneumotachograph signals were visually inspected. Periods in which the investigators could not reliably count the number of breaths in a 60-second epoch by examining the raw waveforms were excluded from analysis. These included motion artifacts, ventilator valve chatter, and loss of sensor signals. In addition, periods in which no RRa data were obtained due to sensor detachment were excluded. Pneumotachograph signals were analyzed to yield IREs as detailed in the Appendix. Briefly, ensemble empirical mode decomposition using 450 realizations and noise scaling of 30% of the signal standard deviation was used on epochs of 90-second duration. The dominant intermediate mode function of the decomposition was identified, and the Hilbert-Huang Transform was applied to yield IREs. These IREs were filtered using a zero-phase low-pass Butterworth filter with cutoff frequency of 0.025 Hz before downsampling to 1 Hz to match the frequency response of the RRa.
The paired RRa and IREs samples were compared by 3 methods. The first analysis considered segments in which an increase or decrease of >4 bpm was observed. For each of these segments, IREs were quantized to the nearest integer, as depicted in Figure 1 . The time difference between when IREs made a rate transition and when RRa made the same rate transition was determined for each rate transition. This permitted determination of the median delay (and interquartile range) between the IREs and the RRa. The RRa signal was shifted in time by this delay so the respiratory rates had the minimum phase difference.
The second analysis used the segments identified in the previous analysis. Bland-Altman analysis for repeated measurements when the true value is changing was performed. Ninety-five percent confidence limits were calculated using 1-way analysis of variance scaled by degrees of freedom, as detailed on page 576 of the cited reference. 12 Autocorrelation was assessed for the differences between measures.
The third analysis was the probability of a persistent disparity between the measures as a function of time. For each observation, the difference between the 2 methods was compared with 4 bpm. When this threshold was exceeded, the length of a run until the difference returned to within the threshold was noted. The probability of persistent error is the percentage of runs that exceed a given duration; the duration below which 90% of errors had resolved was determined. This is a conditional (Bayesian) probability because only segments in which the error exceeds the threshold are considered. For this measure, bootstrap analysis was performed with 1000 sets of randomly selected patients from the existing data sets to determine the 95% confidence intervals. All statistical analysis was performed with MATLAB version 2013b (Mathworks, Natick, MA) with the Statistical and Econometric toolboxes.
RESULTS
Complete data sets were obtained from 50 patients; in 2 data sets no ADC records were obtained, and in 1 data set the RRa sensor was disconnected for the majority of the case. A total of 1416 minutes of respiratory data were analyzed; 147 minutes (median 3.8, interquartile range 4.8, range 0-33.9 minutes per patient) were excluded due to inability to determine respiratory rate from the raw waveforms, as described in Methods. Analysis of rate transitions in the first analysis identified 136 segments in which a change of respiratory rate >4 bpm was observed. For these 136 segments, the average rate change was 8.7 ± 4.6 bpm, and the average duration was 236 ± 196 seconds. A total of 1302 changes of 1 bpm were noted in these segments. For these 1302 changes, the median delay from a change in quantized IREs to the change in RRa was 45 seconds (interquartile range 20 seconds). A histogram of delay values is shown in Figure 2 . Further comparisons of respiratory rates were made with this temporal adjustment.
Autocorrelation of the differences in respiratory rate was assessed for the 136 segments identified in the previous analysis using partial autocorrelation, which indicated the data fit an autoregressive model with 2 lags, consistent with the low-pass filtering applied to the instantaneous frequency data. Bland-Altman analysis is presented in Figure 3 . A total of 32,091 paired observations of respiratory rate are represented in this bubble plot. Linear regression of error versus average of respiratory rate indicated no relationship between error and average of respiratory rates (R 2 = 0.003, P < 0.001). The mean of the respiratory rates ranged from 5.5 to 48.5 bpm. The 95% limits of agreement were −2.1 to 2.2 bpm, with a mean error of 0.05 bpm. It should be noted that the limits of agreement are dependent on the filtering applied to the instantaneous respiratory rates. This is unavoidable, as the instantaneous rates are available at the sampling rate of the A/D converter (120 Hz) and must be downsampled for comparison to the RRa rates, which are provided once per second. The bias and linear regression are only trivially affected because the respiratory rates are within the pass band of the Butterworth filter.
In general, RRa and IREs were in close agreement, and when RRa overestimated the respiratory rate, it was typically due to continuing to report the last reliable respiratory rate when the instantaneous rate was zero. This is illustrated in Figure 4 . In the first 20 seconds, 3 breaths are noted, then a single breath 15 seconds later, and then no discernible breath for <30 seconds. Breathing resumes at twice the original rate. The IREs report the rate during the pause as zero; the RRa does not show a significant decrease in respiratory rate during this period because the threshold for detecting respiratory pause (set at 30 seconds) had not been reached. This is the expected performance of the RRa and can be modified by altering the respiratory pause threshold. 
aNesthesia & aNalgesia
Rate Tracking of Masimo Rainbow Acoustic Respiratory Monitor Figure 5 depicts the probability of persistent error >4 bpm versus duration of error. Two hundred forty-three periods of such error were identified. The median time for resolution of 90% of these errors was 33 seconds; bootstrap analysis indicated a 95% confidence interval of 23 to 48 seconds. The longest error duration seen in the 50 patients was 160 seconds.
DISCUSSION
The significant finding of this study is that the RRa-derived respiratory rate tracks the rate obtained from the pneumotachograph over a wide range of rates, including rates consistent with those seen in sepsis and opioid-induced respiratory depression. When respiratory rate changed, RRa responded in approximately 45 seconds, which is likely to be sufficient for detection of changes in respiration in the majority of clinical settings. Although the rates frequently differed by a small number of bpm, and occasionally by a large number of bpm, these errors resolved quickly. The differences in rate were often the result of 2 different approaches to measuring respiratory rate. The RRa is determined in real time, with no access to future data and is based on a count of the number of breaths seen over a preceding time window. The IREs have full access to past and future data and extracts the respiratory rate from the first derivative of the signal phase at a single instant in time. This method was selected to permit an accurate estimate of the ability of RRa to rapidly detect changes in respiratory rate, and results obtained from this method can be expected to differ from other breath-counting methods to which RRa has been compared. Because IREs will have a low degree of correlation with past respiratory rates (attributable to filtering and downsampling of the signal), it will preserve chaos in respiratory rate variation, while breath-counting methods will suppress it. Although there may be useful information in the variation of respiratory period, the intent of RRa is to measure respiratory rates in patients using time windows, which are less sensitive to breath-to-breath variability. A value that is continually changing is less likely to be clinically useful, and most current clinical decisions are based on respiratory rates determined over a period of time ranging from 20 seconds to 1 minute. The other clinical decision variable that RRa provides, detection of respiratory pauses, is determined from continuous monitoring of breath sounds and is an independent algorithm from the respiratory rate calculation. This variable was not assessed in this manuscript but has been characterized elsewhere. 4, 7 This study has the limitation of being a single-center observational study. An additional limitation is the use of intraoperative data with LMAs. Although we had a small number of episodes of obstruction with the LMA, we neither attempted to assess the utility of the RRa in the presence of obstruction typically seen with natural airways nor the effects of behaviors such as chewing, talking, or coughing. A further limitation is the use of filtering of the IREs data, which may artificially narrow the 95% confidence intervals.
CONCLUSIONS
Under conditions of spontaneous ventilation during general anesthesia, RRa provides accurate estimates of respiratory rate changes over a wide range of respiratory rates.
Although erroneous values can be obtained under conditions of transient apnea, these errors rarely persist for longer than 30 seconds. RRa is able to track changes in respiratory rate with minimal delay. To the extent that immediate knowledge of changes in respiratory rate is beneficial in early identification of patients at risk for adverse outcomes, RRa may be a useful clinical monitoring indicator. E
APPENDIX: CALCULATION OF INSTANTANEOUS RESPIRATORY RATES
Respiration is a chaotic process, and the breath period is not stable from one breath to the next. Such signals are neither stationary nor linear and thus are not adequately represented by Fourier decomposition. A new method for decomposing such signals is empirical mode decomposition (EMD). 8 This method decomposes a signal into modes of differing time scales locally symmetric about zero. This decomposition is performed by obtaining the signal envelope by connecting the local maxima and minima by spline curves and then subtracting the average of these 2 curves from the original signal. The process is repeated until the energy of the subtracted signal is below a set threshold. The subtracted signal is termed an intermediate mode function. The process is repeated on the residual signal until the resulting residual no longer oscillates. A well-described problem with EMD is termed mode mixing, in which signals of different time scales are represented in a single mode. To avoid mode mixing, the system is implemented using ensemble EMD, 13 which adds white noise to multiple copies of the signal (termed realizations) and then averages these to attenuate the noise. An example of decomposition of 16 seconds of spirometer signal is shown in Figure 6 .
Modes 1 to 5 are largely composed of noise, modes 6 and 7 may represent cardiogenic oscillations, and modes 10 and 11 are slower processes than respiration. Intermediate mode function 8 contains the largest signal at what appears to be the respiratory rate. Although this signal may appear to be a sine wave, it is not, but it shares enough properties with a sine wave to allow us to perform the Hilbert transform, which recovers the corresponding cosine wave. We create a 3D plot with the original signal along real axis, the Hilbert transformed signal along the imaginary axis, and time along the z-axis, resulting in a spiral-shaped curve, as shown in Figure 7 . At any point in time, the angle to the curve is the instantaneous phase of the signal. The first derivative of the phase is the instantaneous frequency, and the length of the chord is the instantaneous magnitude.
Instantaneous frequency varies over the respiratory cycle but has the advantage of being uniformly sampled, while measures such as peak-to-peak interval are irregularly sampled and must be resampled at regular intervals for analysis. Before downsampling from the acquisition rate of 120 samples per second to once per second, the signal must be low-pass filtered. For this, we use a zero-phase filter to avoid delaying the signal. The filtered instantaneous frequency estimate for the sample signal is depicted in Figure 8 . 
