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ABSTRACT  
   
In this work, we focused on the stability and reducibility of quasi-
periodic systems.  We examined the quasi-periodic linear Mathieu 
equation of the form 
                        
The stability of solutions of Mathieu's equation as a function of parameter 
values       had been analyzed in this work.  We used the Floquet type 
theory to generate stability diagrams which were used to determine the 
bounded regions of stability in the     plane for fixed  .   
In the case of reducibility, we first applied the Lyapunov- Floquet 
(LF) transformation and modal transformation, which converted the linear 
part of the system into the Jordan form.  Very importantly, quasi-periodic 
near-identity transformation was applied to reduce the system equations 
to a constant coefficient system by solving homological equations via 
harmonic balance. In this process we obtained the reducibility/resonance 
conditions that needed to be satisfied to convert a quasi-periodic system 
to a constant one.
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Chapter 1 
INTRODUCTION 
System Stability 
           A system is said to be stable, when after perturbed from the 
equilibrium state, will usually come back to that original state as shown in 
figure 1a.  However, a system is said to be unstable, when after perturbed 
from equilibrium, will usually deviate further, going off with increasing 
deviation (linear system) as shown in figure 1b or perhaps going towards a 
different equilibrium state (non-linear system) (Leigh, 2004). 
 
Figure 1 - (a) Stable system (b) Unstable system (Leigh, 2004). 
All useful dynamical systems are necessarily stable - they are either 
inherently stable or they have been made stable by effective design 
means.  For instance, a ship riding stably with its deck horizontal as 
shown in figure 2a and usually come back to that position after it’s being 
perturbed by waves and wind as shown in figure 2b (Leigh, 2004).  
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Figure 2- (a) Equilibrium position of ship (b) Ship when perturbed tends to 
equilibrium (Leigh, 2004). 
 
Figure 3 - (a) Response of a stable system after perturbation (b) 
Response of an unstable system after perturbation (Leigh, 2004). 
There is a possibility to determine whether a system is stable or not 
by analyzing the behavior with time, following a preliminary perturbation as 
shown in figure 3.  To determine whether a system is stable or not, we do 
not actually need to know the solution of the system equations, but will 
only need to know whether after perturbation the solution decays or 
increases (Leigh, 2004).  Observe that, the responses to preliminary 
perturbations of different magnitudes for a linear system are similar except 
for a scaling factor. That is to say, let    be the preliminary perturbation 
and      the resulting response; then the response to a perturbation      
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will now be      .  As such if a system is stable in response to a 
magnitude of perturbation, it will be stable in response to all the 
magnitudes (Leigh, 2004). 
However, all solutions are 'topologically similar' for a linear system 
as proven in Figure 4.  All responses to initial perturbations of different 
magnitudes are similar (in a geometric sense) for a linear system.  Thus, if 
an initial perturbation      causes a response      then a scaled up 
perturbation k       will definitely cause a scaled up response       . 
Nevertheless, the behavior of a non-linear system can bring about many 
surprising features.  For example, it is simple to synthesize a non-linear 
system whose response to two different preliminary perturbations 
            is as shown in figure 5.  
 
Figure 4 - the family of responses to perturbations of different magnitudes 
for a linear system (Leigh, 2004). 
  4 
 
Figure 5 - It is possible for a non-linear system to be stable for a 
perturbation       while being unstable for the perturbation       (Leigh, 
2004). 
Leigh (2004) noted in passing that the non-linear differential 
equations do not yield transfer functions, eigenvalues, frequency response 
descriptions, poles, matrices, decomposable time solutions or super 
imposable time responses.  Leigh further mentioned that the response to 
an initial perturbation as in figure 6a can also be shown in the phase plane 
as figure 6b, where time is a parameter along the trajectory. 
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Figure 6 - (a) A time response (b) The same response plotted in the phase 
plane (Leigh, 2004). 
Consider the equation 
                                                                       
where   is a specific constant and       denotes the value of     .  In this 
situation, the system is stable.  Moreover, the roots (also known as 
characteristic values or eigenvalues) of          
are simply complex numbers      provided that        are positive (or 
have the same sign). 
If   is negative and   is positive, the solution becomes 
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which increases without bound as   does.  Such solutions are known as 
divergent or unstable.  
Consider the damped system 
                                                                                       
having positive coefficients,      approaches zero as   becomes large due 
to the exponential term.  In this case, the systems are regarded to be 
asymptotically stable as shown in figure 7.  
However, having one or two negative coefficients, the system 
becomes unstable as before as a result of the growing motion without 
bound.  In this situation, however, the motion may become unstable in one 
of two techniques.  Just like overdamping and underdamping, the motion 
may grow without bound and oscillate (flutter instability) as shown in figure 
9 or not oscillate (divergent instability) as shown in figure 8.  Both 
situations slip under the subject of self-excited vibrations (Inman, 2006).  
 
Figure 7 - Response of an asymptotically stable system (Inman, 2006).  
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Figure 8 - Response of a system with a divergent instability (Inman, 2006).  
 
Figure 9 - Response of a system with flutter instability (Inman, 2006).  
Motivation 
A matrix function      with a square matrix of dimension   is 
termed quasi-periodic with   incommensurable frequencies         if 
          t     t  where             is continuous and periodic with 
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period    in each argument (Murdock, 1978).  A quasi-periodic function 
     can be showed in the form  
                                                                                     
where a continuous function is            of period    in        . The 
basic frequencies of      are         which are real numbers.  
  
          are denoted the class of      where        times continuous 
differentiable and   is real analytic as            is the class of  . 
Quasi-periodic functions class is much narrower than that of all 
almost periodic functions.  In addition, we can always assume that 
       are independent over the rational (Moser, 1966).  As Moser 
(1966) stated, the class of all almost periodic functions is not separable 
while             is.  As Michael and James (1998) explained, Quasi-
periodic functions are of a larger class of consistently almost periodic 
functions, which can be acknowledged as functions that have a Fourier 
series. 
The concept of quasi-periodic functions is also much easier and it 
seems that these functions are much more appropriate in the analysis of 
nonlinear differential equations.  Quasi-periodic functions explain 
oscillations with just finitely many frequencies which seems sufficient for 
all purposes.  The integral      of a quasi-periodic function is not quasi-
periodic even if the mean value of      is zero (Moser, 1966). 
Let’s look at one example of quasi-periodic motions of a 
mechanical system which is made up of   punctual masses (normalized to 
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be one) connected with   different rises to the origin. The motion on each 
spring is assumed to go by Hooke's law, in this case if          are the 
positions of the   different rises with regards to the origin, then the 
following   equations are satisfied   
     
               
where    are the constants associated to each spring. These equations 
can be solved in terms of trigonometric functions:                    
 
  
  
                      Note that the motion of each spring is 
periodic, and it has period 
  
  
  but the motion of              
  is not 
periodic unless all of the frequencies    are integer multiples of a fixed 
frequency, figure 10 shows two types of motion. This kind of motion will 
receive the name of quasi-periodic motion, and leads very naturally to the 
definition of quasi-periodic functions (Puig, 2002).  
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                                   , 
                                        
             
    
 
            (Puig, 2002). 
Let’s consider the linear equation  
                                                                                                   
where      and      is a matrix depending quasi-periodically on time. 
This implies that there is a frequency vector      and a lift of  , which 
we will show as   , such that               
   is placed on the                      . The quasi-periodicity of   
enables it possible to raise the equation (1.4) to a system of linear 
equations on       basically writing 
                                                                                      
where the equation (1.4) is acquired when the initial value for   is zero. It 
will end up that for most qualities of the quasi-periodic equation (1.4) we 
will have to resort to the lifted system (1.5). 
There is a useful formalism to research linear equations with quasi-
periodic coefficients. Observe that the essential matrix is supposed to be 
always to the group         of linear invertible transformations from    to 
itself. This implies that the matrix making the differential equation, in our 
notations     , is supposed to be to the infinitesimal Lie algebra        , 
of linear transformations of    to itself. 
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Now let’s consider the matrix equation for (1.5), so that the lifted system 
becomes 
                                                                                       
where 
                     
                                                   (Puig, 2002). 
Equation (1.4) is said to be reducible whenever there is a linear time-
varying change of variables  
                                                                                                  
called Lyapunov-Perron transformation, such that it is non-singular for all 
                   are bounded in  , and which transforms the system 
into an equation like        where   is a constant matrix. As Fink (1974) 
mentioned, If       then all systems are reducible by the Floquet theory; 
not all systems are reducible as long as               are allowed to be 
almost (as opposed to quasi) periodic. 
This view is also legitimate for common linear systems like  
                                                                                             
and it means that, whenever a system like that is Lyapunov-Perron 
reducible to a constant coefficients system like 
                                                                                                
this will result to many properties of the original system (“such as the 
growth of the solutions or their boundness” (Puig, 2002)) being the same 
as those of the reduced system with constant coefficients (Puig, 2002).  
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Puig (2002) further stated, Lyapunov-Perron reducibility, without 
necessitating extra circumstances on the transformation, is not excellent 
enough to research linear equations with quasi-periodic coefficients, 
because the rotational habits are not taken into consideration. For 
example, if all the solutions of (1.4) and its derivatives are bounded, then 
the system is Lyapunov- Perron reducible and any two such systems can 
be reduced to the same system with constant coefficients. Therefore extra 
circumstances must be imposed.  As Puig (2002) demonstrated, 
reducibility is basically the Lyapunov-Perron reducibility to constant 
coefficients by means of a quasi-periodic transformation. The minimum 
number of basic frequencies of the transformation is the same that for the 
original system, but not in common that the basic frequencies are the 
same (Puig, 2002).   
Objective 
The primary objective of this thesis is to develop a new approach 
focusing on the stability and reducibility of quasi-periodic system. The sub-
objective of this thesis is to analyze the stability of quasi-periodic system 
using the Floquet Theory and as well as the Lyapunov approach. 
Lyapunov Functions will be use to investigate global system stability. 
Reducibility of the system will be achieved by the use of Lyapunov- 
Floquet (LF) transformation along with quasi-periodic near-identity 
transformations to reduce the system to a constant form. This thesis will 
present a new approach on stability and reducibility of quasi-periodic 
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system and will lay the groundwork for future efforts in optimizing such a 
process. 
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Chapter 2 
BACKGROUND 
State Transition Matrix 
State transition Matrix (STM) (also considered as the matrix 
exponential) is a matrix whose product with the state vector   at an initial 
time    gives   at a later       . The STM can be used to acquire the 
general solution of linear dynamical systems (Brogan, 1991). 
Consider the general linear state space model 
                                                                           (2.0) 
                                                                           (2.1) 
The general solution is given by                                    
 
  
 
The STM      , given by                   
where      is the fundamental solution matrix that satisfies       
         
is a     matrix that is a linear mapping onto itself, i.e., with       , 
given the state      at any time  , the state at any other time t is given by 
the mapping                 
The STM φ must always satisfy the following relationships: 
        
  
 
            
And  
          for all   and where   is the identity matrix.  
The Properties of φ include: 
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1.                            
2.                     
3.                      
4. 
        
  
             
For time-invariant system, φ can be defined as:          
        
In the time-variant situation, there are many different features that may 
please these specifications, and the solution is reliant on the framework of 
the system. The STM must be established before evaluation on the time-
varying solution can proceed (Brogan, 1991). 
Relationship between the eigenvalues and system stability 
Eigenvalues are a unique set of scalars associated with a linear 
system of equations (a matrix equation) that are sometimes also known as 
characteristic roots, characteristic values, appropriate values, or latent 
roots (Weisstein, 2011). The determination of the eigenvalues and 
eigenvectors of a system is very important in science and technological 
innovation, where it is comparative to matrix diagonalization and takes 
place in such common applications as stability analysis, the science of 
rotating techniques, and small oscillations of vibrating techniques.  Each 
eigenvalue is combined with a corresponding so known as 
eigenvector (or, in common, a corresponding right eigenvector and a 
corresponding eventually left eigenvector; there is no similar variation 
between eventually left and right for eigenvalues) (Weisstein, 2011). 
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Let a matrix   represent a linear transformation  . If there is 
a vector        such that 
                                                                                            (2.2) 
  is called the eigenvalue of   with corresponding right eigenvector  . 
Let   be a     square matrix 
 
          
          
 
   
 
   
 
 
 
   
                                                   (2.3) 
with   , then the corresponding   satisfy 
 
          
          
 
   
 
   
 
 
 
   
  
  
  
 
  
    
  
  
 
  
                                                        
which is equivalent to the homogeneous system 
 
            
            
 
   
 
   
 
 
 
     
  
  
  
 
  
   
 
 
 
 
                                    (2.5) 
Equation (2.5) can be written compactly as  
                                                       (2.6) 
The identity matrix is  . A linear system of equations has nontrivial 
solutions if the determinant vanishes, so the solutions of equation (2.6) are 
given by              
This equation is the characteristic equation of  , and the characteristic 
polynomial is on the left-hand side (Weisstein, 2011). 
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Eigenvalues can be used to decide whether a fixed point is stable 
or unstable. A stable fixed point is such that a system can be first 
disturbed around its fixed point yet progressively return to its exclusive 
place and continue to be there. A fixed point is unstable if it is not stable. 
To show this idea, imagine a rounded little league golf soccer tennis ball in 
between two mountains. If progressively eventually left alone, the little 
league golf soccer tennis ball will not move, and thus its place is 
considered a fixed point. If we were to impact the little league golf soccer 
tennis ball by driving it a little bit up the mountain, the little league golf 
soccer tennis ball will put back to its exclusive place in between the two 
mountains. This is a stable fixed point.  
Now picture that the little league golf soccer tennis ball is at the 
higher of one of the mountains. If progressively eventually left undisturbed, 
the little league golf soccer tennis ball will still stay at the higher, so this is 
also considered a fixed point. However, a disturbance in any path will 
cause the little league golf soccer tennis ball to put away from the top of 
the mountain.  The top of the mountain is considered an unstable fixed 
point (Liptak, 2006). 
The eigenvalues of a system linearized around a fixed point can 
decide the stability conduct of a system around the fixed point.  The 
particular stability conduct lies upon the presence of real and imaginary 
components of the eigenvalues, along with the indication of the real 
components and the distinctness of their values (Liptak, 2006).  
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When eigenvalues are of the form     ,         are real scalars and   is 
the imaginary number    , this consist of three important circumstances. 
These three circumstances are when the real part   is positive, negative, 
and zero.  In all circumstances, when the complex part of an eigenvalue is 
non-zero, the system will be oscillatory (Liptak, 2006). 
With a positive real part, the system acts as an unstable oscillator, 
as such the system is unstable. This can be imagined as a vector tracing a 
spiral away from the fixed point. The plot of response with time of this 
situation would look sinusoidal with increasing amplitude, as proven in 
figure 11. This scenario is usually unwanted when trying to manage a 
procedure or device. If there is a modification in the procedure that comes 
from the procedure itself or from an exterior disruption, the system itself 
will not go again to stable condition (Liptak, 2006). 
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Figure 10- Systems with Positive Real Part (Liptak, 2006). 
With a zero real part, the system acts as an undamped oscillator. 
This situation can be imagined in two measurements as a vector tracing a 
circle around a point. The plot of response with time would look sinusoidal. 
Figure 12 should help in comprehension. Undamped oscillation is typical 
in many management systems that come out of contending controllers 
and other aspects. However, this is usually unwanted and is regarded an 
unstable process since the system will not go again to stable condition 
following a disruption (Liptak, 2006). 
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Figure 11 - Systems with Zero Real Part (Liptak, 2006). 
With a negative real part, the system is stable and acts as a 
damped oscillator. This can be imagined as a vector tracing a spiral 
toward the fixed point. The plot of response with time of this situation 
would look sinusoidal with ever-decreasing amplitude, as proven in figure 
13. This scenario is what is usually preferred when trying to management 
a procedure or device. This system is stable since stable condition will be 
achieved even after a disruption to the system. The oscillation will easily 
carry the system back to the setpoint, but will over shoot, so if 
overshooting is a huge dilemma, improved damping would be required. 
  21 
While talking about complex eigenvalues with negative real parts, it is 
important to show that having all negative real parts of eigenvalues is a 
necessary and adequate situation of a stable system (Liptak, 2006). 
 
 
 
 
Figure 12 - Systems with Negative Real Part (Liptak, 2006). 
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Figure 13 - Stability Summary - Quick reference of what vector field 
will result depending on the eigenvalue calculated (Liptak, 2006). 
Floquet Theory Overview 
Floquet theory is used to determine a known periodic solution or 
stability of equilibrium position. This theory is very useful for finding the 
response of linear time-periodic equations (Braun et al., 2002). Consider 
the linear periodic system 
                                                                                                   
Let      denote state transition matrix (STM) (fundamental solution 
matrix) that contains   linearly independent solutions of equation (2.7) with 
the initial conditions        as   is a square matrix of dimension n. 
As such the following claims hold:  
1.                         and, consequently  
2.                                 
3.                     
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These outcomes suggest that, if the solution is known for the first 
period, it can be designed for all time  . The matrix       is called the 
Floquet transition matrix (FTM). The next claim considers the stability of 
equation (1). Let             denote the eigenvalues of    . System 
(2.7) is asymptotically stable if all      lie inside the unit circle of the 
complex plane.  If one or more of the eigenvalues of the FTM has 
magnitude greater than one, the system is unstable. The Floquet 
multipliers are the eigenvalues   . The above claims briefly sum up the 
outcomes of Floquet theory (Braun et al., 2002).  
Lyapunov Floquet Transformations 
According to the Lyapunov-Floquet theorem, STM (the fundamental 
matrix)      of equation (2.7) can be written as a product of two matrices 
as: 
                                                                                             
where      is            and   is a constant matrix, both, in general, are 
complex. There also exists an actual factorization of the same form as 
equation (2.8), where   is a real constant matrix and      is real    
        .      Is called the                    Lyapunov-Floquet (LF) 
transformation matrix (Braun et al., 2002).  
Stability Chart   
Stability Chart as a basic referrals for technological innovation 
applications, and also works as a test example for precise methods 
analyzing the stability of linear periodic system. For instance stability chart 
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of Mathieu equation in figure 15 reveals the areas of stability and 
instability denoted by S and U   respectively, in the (   ) parameter plane. 
S refers to complex conjugate feature multipliers on the unit circle, U   
represents a real characteristic multiplier greater than +1 or less than −1, 
respectively (Insperger and Stépán, 2001).  
 
Figure 15 - stability chart of Mathieu equation:                          
   (Insperger and Stépán, 2001).  
Orthogonality of Eigenvectors 
“In mathematics, two vectors are orthogonal if they 
are perpendicular, i.e., they form a right angle” (Juang, 2001).  
Two vectors,        , in an inner product space,  , are orthogonal if 
their inner product        is zero. This relationship is denoted    . 
Two vector subspaces,        , of an inner product space,  , are 
called orthogonal subspaces if each vector in   is orthogonal to each 
vector in  . The largest subspace of   that is orthogonal to a given 
subspace is its orthogonal complement (Juang, 2001). 
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Let’s consider the equation 
                                                       (2.9) 
where   is a square matrix,   a column vector and   a number which has 
at most   solutions      . The values of   eigenvectors of the matrix   
and those of   are eigenvalues. The relation may be written as     
           
so that if      , the equation            gives the eigenvalues. The 
eigenvalues are real if   is symmetric and real. The eigenvectors are 
orthogonal If   is symmetric. The eigenvalues are complex if   is not 
symmetric and the eigenvectors are not orthogonal. Eigenvalues of a 
matrix may be zero, complex, real, or even be repeated. If all of the 
eigenvalues of a       matrix are distinct then there are n independent 
eigenvectors. However, there may be fewer than n linearly independent 
eigenvectors if the matrix has one or more repeated eigenvalues (Smith, 
1998). 
For a symmetric matrix, we can create some certain claims about 
its eigenvalues and eigenvectors: All eigenvalues are real. There is always 
a complete set of linearly independent eigenvectors. This is real whether 
there are any replicated eigenvalues or not. Eigenvectors that match to 
different eigenvalues are orthogonal to each other. Remember that the 
inner product of two orthogonal vectors is zero (Smith, 1998).
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Chapter 3 
QUASI-PERIODIC SYSTEM STABILITY 
In this work, the Floquet Theory is used as the methodology to 
examine stability of quasi-periodic Mathieu equation.  As Marichal et al. 
(2010) stated, from the viewpoint of dynamic systems theory, it is exciting 
to research the equilibrium, or fixed points. The dynamics at these points 
do not modify over time.  Their character or stability decides the regional 
conduct of nearby trajectories.  
A fixed point can attract (sink), repel (source) or have directions of 
attraction and repulsion (saddle) of nearby trajectories.  Moreover to fixed 
points, there are periodic trajectories, quasi-periodic trajectories or even 
chaotic sets, each with its own stability characterization.  All of these 
functions are identical in a class of topologically comparative systems. 
When a system parameter changes, the system dynamics can arrive at a 
significant factor at which it is no longer comparative. This scenario is 
known as bifurcation point, and the system will display new conduct 
(Marichal et al., 2010). 
With admiration to distinct frequent neural networks as systems, 
several dynamics-related outcomes are derived in Marcus and Westervelt 
using the Lyapunov stability theorem. They determine that for a symmetric 
weight matrix, there are only stable equilibrium states that can be fixed 
points or period-two cycles (Marichal et al., 2010). 
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As is the situation for periodic system, analysis of stability is central to the 
research of many important qualities of quasi-periodic system such as 
persistence under small perturbations of the vector area and bifurcations 
with admiration to changes of certain factors. For periodic system, stability 
is described with regards to the Floquet multipliers.  In the situation of 
quasi-periodic system, the stability is described using exponential rates in 
various solution subspaces of the linearized equation with regards to 
Lyapunov numbers or using exponential dichotomies (Michael and James, 
1998).  
Consider the Mathieu equation 
                                                                                      
is the paradigm for problems in parametric excitation in which an 
autonomous linear structure is driven by a periodic forcer, usually in a 
direction perpendicular to the direction of motion (Richard et al., 1997). 
This thesis concerns a natural extension of such problems to cases in 
which the forcer is quasi-periodic. We examine the quasi-periodic Mathieu 
equation, 
                                                                             
The stability of solutions of Mathieu's equation as a function of 
parameter values       has been analyzed in this work. If all solutions are 
bounded, and unstable for a given set of parameters        , equation 
(3.1) is said to be stable. Since the coefficient of    in (3.1) is quasi-periodic 
but not periodic, Floquet theory is inapplicable, and qualitatively new 
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complications missing from the research of Mathieu's equation are 
experienced. 
Let     , where   and   are relatively prime integers. By rescaling time 
according to       and letting the prime denote differentiation with 
respect to   
  
  
 
 
  
 equation (3.1) now becomes 
                                                                         
assume       
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Given that                  
 
  
 
 
  
 
 
  
 
      
 
  
 
  
  
      then 
   
 
  
 
 
  
 
  
  
 
 
  
  
   
   
   
 
 
     
                                                                   
Now substitute (3.3) in (3.2) to get the following equation 
   
   
 
 
     
                                                               
By substituting the values of         in (3.4), the quasi-periodic Mathieu 
equation can now be written as 
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Application of the Floquet Theory 
In this thesis, we consider the question of whether it will be possible 
to acquire stability criteria of periodic solutions for equation (3.5) as done 
by the Floquet theory for regular ordinary differential equations (ODEs). 
On the basis of appropriate notions of equivalence, fundamental matrix, 
monodromy matrix, and stability that immediately make generalizations 
the situation of regular ODEs, the outcomes for equation (3.5) are as 
obvious and easy as for regular ODEs (Lamour et al., 1998). 
We use numerical integration to determine regions of stability in the     
plane for fixed    (Richard et al 1997).   
Numerical integration  
Numerical integration employing the Picard Iteration strategy is 
used to produce the “stability charts" - graphical plots of points        in 
the     parameter plane for which all solutions of equation (3.5) are 
bounded.  Numerical integration using the Picard Iteration method is done 
to produce stability charts by integrating equation (3.5) forward in time 
over a grid of parameter values in the     parameter plane. To figure 
out whether or not the solution associated with a given point       of the 
grid becomes unbounded with time (i.e., is unstable).  
In this thesis, we employ the use of Picard iteration technique which 
to symbolically approximate the essential solution matrix for time-periodic 
dynamical systems of arbitrary dimension explicitly as a function of the 
system parameters and time. 
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Consider the equation          
This equation may be expressed in an equivalent integral form as follow: 
                  
 
  
                                                   
where   is a dummy variable. Assuming an initial approximation       
   and inserting it on the right side of equation (3.6), an approximation 
      is generated. This is inserted back into the integral to generate the 
second approximation        etc (Sinha, 1997). However in this thesis we 
are going to use Mathematica to Picard iterate equation (3.5). The 
application of Floquet theory can be established the moment the 
approximate solutions are acquired (Sinha, 1979). 
Equation (3.5) can be rewritten as: 
   
   
                                                             
Let’s consider equation (3.7) in state space form 
      
  
                          
                                         
The state transition matrix        will be determined via Picard 
iteration. As the state transition matrix is analyzed at the end of the 
principal period, the parameter-dependent Floquet transition matrix (FTM) 
is acquired, and hence it is possible to express the local stability 
conditions in a closed form. Let us evaluate some Picard iterates 
approximating the solution of equation (3.7). We can compute the state 
transition symbolically using Mathematica software.  
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Taking an initial condition of            
Tenth Iterate:  As                we get 
                 
 
  
   
                     
  
 
                    
  
 
                     
  
  
 
  
   
                       
  
 
                    
  
 
                     
  
    
    
 
  
   
                    
   
 
                   
   
 
                   
   
 
                   
  
  
 
   
   
                    
   
 
                     
   
 
            
   
 
                    
  
                                            (3.9) 
Taking an initial condition of            
Tenth Iterate:  
As                we get 
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Both iterate can be represented in matrix form and we obtain the Floquet 
transition matrix (FTM)   as follows: 
  32 
   
                    
 
  
      
 
  
   
                      
   
 
    
 
  
   
                    
   
     
 
  
    
                   
   
 
   
The resulting system was a second-order linear dynamical system 
whose stability depended on the eigenvalues of the Floquet transition 
matrix. Therefore, we need to evaluate all the eigenvalues of the Floquet 
transition matrix. The stability study is performed by computing the 
eigenvalues of the Floquet transition matrix. To determine the 
eigenvalues, the above statement could be written as             
This equation is known as the characteristic equation of , and the left-
hand side is known as the characteristic polynomial. The multipliers 
(eigenvalues of the Floquet matrix) are obtained using mathematica. 
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          (3.14) 
Stability criteria 
 The system is stable if all eigenvalues    satisfy           
 The system is stable if all eigenvalues    satisfy         
 The system is strongly unstable if at least one eigenvalue    with 
         
The stability chart identifying points       in the     parameter 
plane for which all solutions of equation (3.5) are bounded are shown in 
the figure 16, 17, and 18.   
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Figure 14 - Stability Chart of equation (3.5) for       . Points       in the 
blackened region of      parameter plane correspond to bounded 
(stable) solutions.  
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Figure 15 - Stability Chart of equation (3.5) for       . Points       in the 
blackened region of      parameter plane correspond to bounded 
(stable) solutions  
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Figure 16 - Stability Chart of equation (3.5). Points       in the blackened 
region of      parameter plane correspond to bounded (stable) 
solutions. This chart defines a region of stability in terms of the 
eigenvalues of the Floquet transition matrix. The system is stable as the 
eigenvalues lie strictly inside the unit circle in the     plane.  
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Chapter 4 
QUASI-PERIODIC SYSTEM REDUCIBILITY 
In this work, the Lyapunov- Floquet (LF) transformation, modal 
transformation, near-identity transformation, and normal forms will be used 
as the methodology to examine reducibility of quasi-periodic systems.  As 
Wooden and Sinha (2007) mentioned, an essential class of dynamical 
systems may be showed by a set of linear/nonlinear differential equations 
with periodic/quasi-periodic coefficients. Bogoljubov et al. (1976) regarded 
the reducibility of such systems to approximate time-invariant forms using 
a small parameter strategy.  
Arnold (1988) demonstrated normal forms of quasiperiodic 
nonlinear systems with time-invariant linear part. The latest techniques 
have, in common, been restricted to systems with constant nonlinear 
coefficients, and are limited by small parameters multiplying the nonlinear 
and/or time-varying conditions. Belhaq et al. (2002) consider a 
homogeneous Mathieu equation with quasi-periodic linear coefficients and 
a constant nonlinear coefficient. The small parameter strategy of multiple 
scales is used twice to the system to acquire an approximate time-
invariant system.  
Reducibility Problem Formulation 
Consider the equation 
                                                                                              
where                 are incommensurate. 
  39 
Consider             
where                                                           
the state transition matrix (STM) for the linear part of the system can be 
factored as           
    
where      is typically    , periodic such that               and   is a 
real-valued       constant matrix. 
Applying the Lyapunov-Floquet (L-F) transformation            gives 
        
                   
Application of modal transformation      places the linear part of the 
system in the Jordan form, where  is eigenvector of   
             
                                                                                       
where   is the Jordon Form of R and     
                 is quasi-
periodic matrix with           . The following near-identity 
transformation is applied:             
where the unknown nonlinear function      is quasi-periodic 
                                                                                                               
Consider equation (4.1) and (4.2)  
         
                                                          
where     
                       (4.3) becomes             
    = +    +    .  
Now,                                                   
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If 
                                                    
                                                                      (4.4) 
Then, Reducibility of quasi-periodic system is       
Homological Equation 
By collecting the coefficient of  , we get the homological equation 
                                                                     
Moreover, the coefficients of      are quasi-periodic. To find the solution 
of the homological equation,      and       will have to be expanded in 
double Fourier series as 
      
          
          
  
and 
       
                            
                            
  
where                    are the unknown Fourier coefficients. Substituting 
these expressions into equation (4.5) we get a set of equations to solve for 
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the unknown Fourier coefficients of the near identity transformation 
coefficients. 
then 
       
   
   
   
          
          
  
  
              
              
  
      
          
          
  
       
          
          
   
   
   
  
  
              
              
  
Now consider equation (4.5) 
                         
 
              
              
   
          
            
   
              
              
 
  
                            
                            
    
Terms and Resonance Conditions 
The solution for the coefficients of the identity transformation is 
provided by a term by term comparison of the double Fourier coefficients 
as follows:  
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The resonance conditions indicate the coefficients are solvable     
            and          
are satisfied. 
Commutative System 
Now let us consider the following commutative system 
 
 
                                                                 
where 
       
                             
                              
 ,       
 
              
              
  
Where   is a system parameter 
Lyapunov-Floquet Transformation: The state transition matrix   is as 
follow           
Lyapunov-Floquet transformation for matrix      is as follow           
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where 
      
       
    
                                                                                      
Therefore      transpose is given as 
        
             
            
                                                                             
From (4.8)   becomes    
      
   
  
Applying Lyapunov-Floquet Transformation      to (4.6) gives  
 
 
                                                                                                              
Substituting (4.7) and (4.9) in (4.10),  
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Given that 
       
          
          
                                                                                               
and 
        
                            
                            
                                        
  44 
Therefore 
   
      
   
          
                      
            
             
 
                 
                 
    
Since from (4.5)   
           —                                                               (4.13) 
      
             
            
   
              
              
   
            
             
  
Therefore (4.13) becomes 
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assume the expansion of (4.14) is  
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Application of Fourier series 
Now we expand       and        in double Fourier series to solve for the 
unknown      
   
    
 
 
   
 
    
 
 
      
 
 
      
 
 
       
 
 
      
  
    
 
 
   
 
  
 
 
       
 
 
       
   
 
 
      
 
 
        
 
 
      
 
 
      
 
 
      
 
 
     
  
    
 
 
   
 
  
 
 
      
 
 
      
              
        
 
   
 
   
   
 
 
 
 
 
 
        
 
 
 
 
 
       
 
 
 
 
 
           
 
 
 
 
 
          
               
            
         
           
                  
                
                 
       
                  
                
            
                                  
Now we get 
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Now we get  
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Now we get 
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Simulation 
The quasi-periodic dynamical system given by equation (4.6) was 
numerically integrated and the results are presented in figure 19.  Figure 
19 shows the time trace in red color of numerical solution of equation 
(4.6). It can be noted that it is impossible to obtain a closed form analytical 
solution of equation (4.6). 
Alternatively, in the absence of resonances, the quasi-periodic dynamical 
system (given by equation (4.6)) can be reduced to a constant time 
invariant system given by        where    
      
   
 . This 
dynamical system is simple to obtain a closed form solution given by 
                                      
      
   
                         (4.15) 
At this point, we can use the quasi-periodic transformation       found 
earlier to obtain a closed form analytical solution. The time trace (in blue 
color) of this analytical solution is shown in figure 19. It can be noted that 
they match quite well for small initial conditions as the near identity 
transformation is a local approximation valid to the order of   in the vicinity 
of equilibrium solution (or fixed point). For large initial conditions this 
expansion may not be adequate and one has to include higher order (i.e.  
  ) terms. 
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Figure 19 – Time trace of actual system in red and reduced system 
mapped via quasi-periodic transformation. 
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Chapter 5 
SUMMARY AND CONCLUSION 
 New approaches for stability and reducibility of quasi-periodic 
system analysis were developed in this work. First, the Floquet type 
approach was demonstrated to investigate the stability of quasi-periodic 
Mathieu equation. The stability of solutions of Mathieu's equation as a 
function of parameter values       using Picard’s iteration was also 
studied.   
Picard’s Iteration was used to symbolically approximate the STM 
for time-periodic dynamical systems of arbitrary dimension explicitly as a 
function of the system parameters and time.  The STM at the end of the 
principal period - parameter-dependent Floquet Transition Matrix (FTM) 
was computed, which made it possible to express the local stability 
conditions in a closed form. The eigenvalues of the FTM were evaluated 
using Mathematica and stability charts ( graphical plots of points        in 
the     parameter plane for which all solutions of 
   
   
 
 
     
     
 [   4 +   6 ] =0 are bounded)  were produced.  
Another interesting approach was presented to reduce the quasi-
periodic system into a time invariant one.  This approach utilized the LF 
transformation, modal transformation, quasi-periodic near-identity 
transformation, and method of normal forms.  Quasi-periodic homological 
equations were obtained and solved using the harmonic balance.  In this 
process, resonance conditions were obtained that must be satisfied to 
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reduce a quasi-periodic system into a constant one.   Simulations for the 
quasi-periodic system obtained via numerical simulations were compared 
with the closed form analytical solutions.  In the neighborhood of 
equilibrium solution the numerical simulations and the closed form solution 
obtained correspond quite well.   
It is anticipated that the approaches presented in this work can be 
used to study and control dynamics of quasi-periodic systems with 
applications to Mico-Electro Mechanical Systems (MEMS). 
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