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We examine computational problems on quaternion matrix and rotation semigroups.
It is shown that in the ultimate case of quaternion matrices, in which multiplication is
still associative, most of the decision problems for matrix semigroups are undecidable
in dimension two. The geometric interpretation of matrix problems over quaternions is
presented in terms of rotation problems for the 2- and 3-sphere. In particular, we show that
the reachability of the rotation problem is undecidable on the 3-sphere and other rotation
problems can be formulated asmatrix problems over complex andhypercomplex numbers.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Quaternions have long been used in many ﬁelds including computer graphics, robotics, global navigation and quantum
physics as a useful mathematical tool for formulating the composition of arbitrary spatial rotations and establishing the
correctness of algorithms founded upon such compositions.
Many natural questions about quaternions are quite difﬁcult and correspond to fundamental theoretical problems in
mathematics, physics and computational theory. Unit quaternions actually form a double cover of the rotation group SO3,
meaning each element of SO3 corresponds to two unit quaternions. This makes them expedient for studying rotation and
angular momentum and they are particularly useful in quantum mechanics. The group of unit quaternions form the group
SU2 which is the special unitary group. The large number of applications has renewed interest in quaternions and quaternion
matrices [1,10,17,20,21].
The multiplication of quaternions is not commutative and this leads to many problems with their analysis. In particular,
deﬁning the determinant and ﬁnding the eigenvalues and the inverse of a quaternionmatrix are unexpectedly difﬁcult prob-
lems [21]. In thispaper,westudydecisionquestionsabout semigroupsofquaternions, quaternionmatricesandrotations, such
as reachability questions, membership problems, freeness problems, etc. More research on these problems for matrix semi-
groups overZ,Q,C can be found in [3–6,8,9,11,12,16]. There are twomajor points of this work that wewould like to highlight.
First,we investigated classicalmatrixdecisionproblems for low-dimensional quaternionmatrices. The results formatrices
over Z,Q,C are not easily transferable to the case of quaternions and thus there are no results on computational problems
for quaternions and quaternion matrices. Most of the problems for 2× 2 matrices were open for any number ﬁeld. In this
paper, we show that all standard reachability problems are undecidable for 2 × 2 quaternion matrix semigroups. Moreover,
our construction uses unitary quaternions that have a special interest in terms of rotations. After the quaternions, the
hypercomplex numbers lose the associativity property and thus no longer form a semigroup. Due to this fact we think that
* Corresponding author.
E-mail addresses: pbell1123@googlemail.com (P. Bell), potapov@liverpool.ac.uk (I. Potapov).
0890-5401/$ - see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.ic.2008.06.004
1354 P. Bell, I. Potapov / Information and Computation 206 (2008) 1353–1361
our current research on quaternion matrices gives a more complete picture of decision problems for matrix semigroups.
Then we study these problems for a case of Lipschitz integers and state several open problems.
The second important point of the paper is establishing connections between classical matrix semigroup problems and
reachability problems for semigroups of rotations. In fact, using unit quaternions for encoding computational problems
gives us an opportunity to formulate and prove several interesting results in terms of three- and four-dimensional rotations
deﬁned by quaternions. In particular, we show that the point-to-point rotation problem for the 3-sphere is undecidable.
The same problem for the 2-sphere is open and can be formulated as a special case of the scalar reachability problem for
matrix semigroups that we show is undecidable in general. As an additional beneﬁt, the results on rotation semigroups give
immediate corollaries for a class of orthogonal matrix semigroups.
The paper is organized as follows. In the second section, we give all deﬁnitions about quaternions and their matrix
representation and amapping betweenwords and quaternions that will be used in our proofs. The third section contains the
main resultsof thepaperonundecidableproblems (freeness,membershipandreachability) inquaternionmatrix semigroups.
We prove that the membership problem for 2 × 2 rational quaternion matrix semigroups is undecidable. We use a novel
technique of PCP encoding, allowing us to encode pairs of words by separate matrices and force them to appear in the right
order for a speciﬁc product. Then we show that the problem of deciding if any diagonal matrix is in a quaternion matrix
semigroup, that has its own interest in a context of control theory, is undecidable. Then we study these problems for the
case of Lipschitz integers. In the last section, the geometric interpretation of matrix problems over quaternions is presented
in terms of rotation problems for the 2- and 3-sphere.
2. Preliminaries
We use the standard denotations N,Z+,Q to denote the natural numbers, positive integers and rational numbers,
respectively.
In a similar style to complex numbers, rational quaternions, which are hypercomplex numbers, can be written ϑ =
a + bi + cj+ dkwherea,b,c,d ∈ Q. Toeasenotation letusdeﬁne thevector:μ = (1,i,j,k)and it isnowclear thatϑ = (a,b,c,d) · μ
where · denotes the inner or ‘dot’ product.We denote rational quaternions byH (Q)
0
. Quaternionswith real part 0 are called
pure quaternions and denoted by H
(
Q
)
0
.
Quaternion addition is simply the componentwise addition of elements.
(a1,b1,c1,d1)μ + (a2,b2,c2,d2)μ = (a1 + a2,b1 + b2,c1 + c2,d1 + d2)μ.
It is well known that quaternion multiplication is not commutative. Multiplication is completely deﬁned by the equa-
tions i2 = j2 = k2 = −1 , ij = k = −ji, jk = i = −kj and ki = j = −ik. Thus for two quaternions ϑ1 = (a1,b1,c1,d1)μ and
ϑ2 = (a2,b2,c2,d2)μ, we can deﬁne their product as
ϑ1ϑ2 = (a1a2 − b1b2 − c1c2 − d1d2) + (a1b2 + b1a2 + c1d2 − d1c2)i
+(a1c2 − b1d2 + c1a2 + d1b2)j+ (a1d2 + b1c2 − c1b2 + d1a2)k.
In a similar way to complex numbers, we deﬁne the conjugate of ϑ = (a,b,c,d) · μ by ϑ = (a,− b,− c,− d) · μ. We can now
deﬁne a norm on the quaternions by ||ϑ || =
√
ϑϑ =
√
a2 + b2 + c2 + d2. Any non-zero quaternion has a multiplicative (and
obviously an additive) inverse [13]. Note also that ϑI = (1,0,0,0)μ ∈ H is themultiplicative identity quaternionwhich is clear
from the multiplication shown above. The other properties of being a division ring can be easily checked.
Aunit quaternionhasnorm1andcorresponds toa rotation in the three-dimensional space.Givenaunit vector r = (r1,r2,r3)
and a rotation angle 0 ≤ θ < 2π , we would like to ﬁnd a quaternion transformation to represent a rotation of θ radians of
a point P′ = (x,y,z) ∈ Q3 about the r axis. To facilitate this, we require an encoding of P′ as a pure quaternion P, namely
P = (0,x,y,z) · μ ∈ H (Q)
0
.
Let us deﬁne a function ψq : H
(
Q
) → H (Q) by ψq(P) = qPq−1 where q,P ∈ H (Q) and ||q|| = 1. If q is correctly chosen to
represent a rotation of θ about a unit axis r, then this function will return a pure quaternion of the form (0,x′,y′,z′) · μ where
(x′,y′,z′) ∈ Q3 is the correctly rotated point.
It is well known (see, for example, [13]) that: ϑ = (cos θ
2
,r sin θ
2
) · μ represents a rotation of angle θ about the r axis.
Therefore using ψϑ(P) as just described rotates P as required. This will be used in the next section.
All possible unit quaternions correspond to points on the 3-sphere. Any pair of unit quaternions p,q represent a four-
dimensional rotation. Given a point x ∈ H (Q), we deﬁne a rotation of x, by pxq [19]. Also we use the notation SU2 to denote
the special unitary group, the double cover of the rotation group SO3.
The length of quaternions is multiplicative and the semigroup of Lipschitz integers with multiplication is closed. The fact
that ||q1q2|| = ||q1|| · ||q2|| follows since the determinant of thematrix representation of a quaternionwe deﬁne in Section 2.2
corresponds to the modulus and is multiplicative. This result will be required later.
2.1. Word morphisms
Let  = {a,b} be a binary alphabet, u = (1,0,0) and v = (0,1,0). We deﬁne the homomorphism ϕ : * × Q → H (Q) by:
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ϕ(a,θ) =
(
cos
(
θ
2
)
,u sin
(
θ
2
))
· μ and ϕ(b,θ) =
(
cos(
θ
2
)
, v sin
(
θ
2
))
· μ,
where θ ∈ Q ∈ [0,2π), i.e. ϕ(a,θ) is a rotation of angle θ about the u axis and ϕ(b,θ) is a rotation of angle θ about the v
axis. ϕ(ε,θ) = ϑI is the multiplicative identity element of the division ring of rational quaternions. Note that u · v = 0 and
||u|| = ||v|| = 1, thus these two vectors are orthonormal.
Let us deﬁne a speciﬁc instance of this morphism. Let α = 2 arccos(3
5
) ∈ R. Nowwe deﬁne γ : * → H (Q)where γ (a) =
ϕ(a,α), γ (b) = ϕ(b,α) and γ (ε) = (1,0,0,0)μ = ϑI . This gives the homomorphism:
γ (a) =
(
cos
(
arccos
(
3
5
))
,u sin
(
arccos
(
3
5
)))
· μ =
(
3
5
,4
5
,0,0
)
· μ (1)
γ (b) =
(
cos
(
arccos
(
3
5
))
,v sin
(
arccos
(
3
5
)))
· μ =
(
3
5
,0, 4
5
,0
)
· μ (2)
which follows from the identity cos2θ + sin2θ = 1 since
√
1− (3
5
)2 = 4
5
.
We can see that the quaternions in the image of γ are of unit length, i.e. ∀w ∈ *,||γ (w)|| = 1 since quaternion length is
multiplicative (||q1q2|| = ||q1|| · ||q2||, which we proved in Section 2) and γ (a),γ (b) have unit length.
Lemma 1. The mapping γ : * → H (Q) is a monomorphism.
Proof. Itwasproven in [18] that if cos(θ) ∈ Q then thesubgroupofSO3(R)generatedbyrotationsofangle θ about twoperpen-
dicular axes is free iff cos(θ) /= 0,± 1
2
,± 1.Wenote that in thedeﬁnitionof γ weusea rotationabout twoorthonormal axes u,v.
We use a rotation of α = 2 arccos3
5
. From basic trigonometry, cos(2 arccos(3
5
)) = − 7
25
and sin(2 arccos(3
5
)) = 24
25
thus the co-
sine and sineof both angles are rational andnot equal to0, ± 1
2
,± 1 (weonly require this of the cosine) as required.Weshowed
that all elements of the quaternions are rational, thus we have a free subgroup of SO3(Q) generated by γ (a),γ (b) ∈ H
(
Q
)
.
Note that the conditions mentioned are guaranteed to give a free group but are not necessary for freeness, see [10]. 
Post’s correspondence problem (PCP)—Given two (ﬁnite) alphabets , and two morphisms h,g : * → *, it is unde-
cidable in general whether there exists a solution w ∈ + such that h(w) = g(w). We can assume without loss of generality
that  is binary by using a straightforward encoding. It was shown that the problem is undecidable when the instance size
|| ≥ 7 in [15]. We denote by np the smallest instance size for which PCP is undecidable (thus, np ≤ 7).
2.2. Matrix representations
It is possible to represent a quaternion H
(
Q
)
by a matrixM ∈ C2×2. For a general quaternion ϑ = (a,b,c,d) · μ we deﬁne
the matrix:
M =
(
a + bi c + d i
−c + di a − bi
)
.
Corollary 2. There is a class of 2× 2 complex unitary matrices forming a free group.
Proof. We can deﬁne a morphism similar to γ which instead maps to two-dimensional complex matrices:
ζ(a) =
⎛
⎝35 + 45 i 0
0 3
5
− 4
5
i
⎞
⎠ , ζ(b) =
⎛
⎝ 35 45
−4
5
3
5
⎞
⎠ , ζ(ε) = (1 0
0 1
)
.
Note that these matrices are unitary, therefore let ζ(a−1) = ζ(a)−1 = ζ(a)* and ζ(b−1) = ζ(b)−1 = ζ(b)* where * denotes
the Hermitian transpose.
Thus we have an injectivemorphism ζ : ( ∪ )* → C2×2. Since γ forms a free group of quaternions, ζ forms a free group
over C2×2. 
Also note thatwe can deﬁne suchmatrices for any two orthonormal vectorswhere the rotation angle θ satisﬁes cos(θ)∈ Q
and cos(θ) /= 0,± 1
2
,± 1.
3. Quaternion matrix semigroups
We will now show an undecidability result, a variant of which was considered by A. Markov where he showed undecid-
ability for two sets of unimodular 2× 2 integral matrices, see [14,11].
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Theorem 3. Given two sets A = {a1,a2, . . . ,an} and B = {b1,b2, . . . ,bn},where A,B ⊂ H
(
Q
)
, it is undecidable whether there exists
a non-empty sequence of indices (r1,r2, . . . ,rm) such that ar1ar2 . . . arm = br1br2 . . . brm , this holds for n = np.
Proof. We use a reduction of Post’s correspondence problem and themorphism γ deﬁned in Section 2. Given two alphabets
,, such that  is binary, and an instance of the PCP, (h,g) : * → *. We proved in Lemma 1 that γ is a monomorphism
between * and H
(
Q
)
. Thus let us deﬁne a new pair of morphisms (ρ,τ) to map + ×+ directly into H (Q)× H (Q)
(we can think of this as SU2 × SU2 since each of these unit quaternions represents an element of S3 (the 3-sphere)). For any
w ∈ +, let ρ(w) = γ (h(w)) and τ(w) = γ (g(w)).
Thus for an instance of PCP, = {a1,a2, . . . ,am}, (h,g), we instead use the pair of morphisms (ρ,τ). Deﬁne two semigroups
S1,S2 which are generated, respectively, by {ρ(a1),ρ(a2), . . . ,ρ(am)} and {τ(a1),τ(a2), . . . ,τ(am)}. We see their exists a solution
to the given instance of PCP iff ∃w ∈ + such that ρ(w) = τ(w). 
We nowmove to an extension of the Theorem 3 where it is no longer necessary to consider the index sequence. Markov
obtained a similar result by extending the dimension of the integral matrices to 4× 4 [14]. See also [3,11], where the authors
improve Markov’s results to 3 × 3 integral matrices.
Theorem 4. Given two semigroups S,T , generated by A,B, respectively, such that A = {A1,A2, . . . ,An} and B = {B1,B2}where A,B ⊂
H
(
Q
)2×2
, it is undecidable if S ∩ T =∅. Furthermore, all matrices in A,B can be taken to be diagonal.
Proof. Given an instance of PCP, (h,g) where h,g : * → *. We use the monomorphisms ρ,τ : * → H (Q) introduced in
Theorem 3. For each a ∈ we deﬁne:
Aa =
(
ρ(a) 0
0 τ(a)
)
and these matrices form the generator for the semigroup S. For the second semigroup, T , we simply wish to encode each
symbol from  in the [1,1] and [2,2] elements using the morphism γ : * → H (Q) which was shown to be injective in
Lemma 1:
B1 =
(
γ (a) 0
0 γ (a)
)
, B2 =
(
γ (b) 0
0 γ (b)
)
.
We see that there exists M ∈ S such that M[1,1] = M[2,2] iff there exists a solution w ∈ + to the instance of the PCP. This
follows since element [1,1] of M encodes h(w) and element [2,2] encodes g(w). Clearly any such matrix M is also in T since
every matrix in T corresponds to an encoding of all words over + in the top left and bottom right elements. Note that all
matrices are diagonal and unitary. 
The previous two theorems used two separate semigroups. It is more natural to ask whether a particular element is
contained within a single semigroup. For example, the mortality problem asks if the zero matrix is contained in an integral
matrix semigroup and was shown to be undecidable in dimension 3 (see [16]). We showed that in dimension 4 the mem-
bership for any k-scalar matrix in an integral (resp. rational) matrix semigroup is undecidable where k ∈ Z \ {0,± 1} (resp.
k ∈ Q \ {0,± 1}), (see [4]).
We shall now show that the membership problem in 2× 2 unitary quaternion matrix semigroups is undecidable. The
proof uses a new approach of encoding PCP proposed in [4]. The main idea is to store all words of the PCP separately and use
an index coding to ensure they are multiplied in the correct way.
Theorem 5. Given a unitary quaternion matrix semigroup S which is generated by X = {X1,X2, . . . ,Xn} ⊆ H
(
Q
)2×2
, it is unde-
cidable for a matrix Y whether Y ∈ S.
Proof. Given an instance of the PCP (h,g)where h,g : * → *. Thenw ∈ + is a solution to the PCP iff h(w) = g(w). Assume
now that ∀x ∈ *, g(x) has an inverse, g(x)−1. In terms of words over , this means that if g(x) = y for some y ∈ * then
g(x)−1 = y−1 where y−1 ∈ * where  is a new alphabet containing the inverse of each element of . Formally we say
a ∈  ⇔ a−1 ∈ .
For example, if g(w) = aababwhere w ∈ + and aabab ∈ * then g(w)−1 = (aabab)−1 = b−1a−1b−1a−1a−1 ∈ *.
If there exists a solution to the PCP, w ∈ +, such that h(w) = g(w) then it can be observed that h(w) · g(w)−1 = ε. We
shall give an example of this simple fact. Let w = w1w2 . . .wk ∈ + be a solution to the PCP. Then h(w) = g(w) = u for some
u = u1u2 . . .um ∈ +. It is now clear that h(w) . . . g−1(w) = (u1u2 . . .um) . . . (u−1m u−1m−1 . . .u−11 ) = ε.
This allows us to calculate the solution to the PCP instead as a single word. For each new symbol a ∈  we wish to
add to the existing word w ∈ *, we concatenate h(a) to the left and g(a)−1 to the right of the current word v ∈ *, i.e.
v′ = h(a) · v · g(a)−1. A solution then exists iff v′ = ε after a positive number of steps.
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Within a semigroup this constraint is difﬁcult to impose; we cannot say “multiply to the left by Ui and the right by Vi”.
Such a constraint is possible however by encoding two words simultaneously. In the ﬁrst word we store the main word
corresponding to the PCP itself such as described above. In the second word, we store the index of the word or its inverse.
Given some ai ∈ , we deﬁne two matrices in the semigroup generator Yi1,Yi2 corresponding to this symbol. In Yi1 we
store the twowords h(ai) and σ(i)where σ is an injectivemorphism for each i ∈ Z+, σ(i) = aibwhere a,b ∈ . In Yi2, we store
the two words g(ai)
−1 and μ(i) where μ(i) = aib (a = a−1, b = b−1).
We need to store two words separately in one matrix. Let = {a1,a2, . . . ,am} and (h,g) be an instance of the PCP. Then for
each 1 ≤ i ≤ m, deﬁne
Yi1 =
(
γ (h(ai)) 0
0 γ (σ (i))
)
, Yi2 =
(
γ (g(ai))
−1 0
0 γ (μ(i))
)
.
Note that all quaternions used are unit. Now deﬁne two special matrices:
M =
(
γ (h(a1)) 0
0 γ (b)
)
, N =
(
γ (g(a1))
−1 0
0 γ (b)−1
)
.
We store the mapping of symbol a1 inM,N, using the modiﬁed PCP to ensure that if there is a solution then there exists a
solution using this symbol ﬁrst. This avoids the pathological case of a product with onlyM and N in it. The matricesM,N will
be used to split the solution into two distinct parts (or a permutation of such a product). One part stores the word connected
with morphism h and the other stores words connected with morphism g. It’s not difﬁcult to see that for any i,j ∈ N then
|σ(i)μ(j)| = |σ(i)| + |μ(j)| and thus if we have ε in the lower right of a matrix, we must have usedM or N at least once. See [4]
for fuller details of the construction.
Note that if matrixN appears once in a product equal to I2 thenmatrixM appears once also due to the above construction.
(For the bottom right element to equal 1, γ (b) must multiply with γ (b)−1 at some point, see also [12].) Thus if we consider a
semigroup, S, generated by {Yi1,Yi2,M}where 1 ≤ i ≤ m, then N−1 ∈ S iff the instance of PCP has a solution, thusmembership
is undecidable. All matrices are diagonal and unitary quaternion matrices which are equivalent to double quaternions. Thus
the membership for a semigroup of double quaternions is undecidable. 
Corollary 6. The vector reachability problem for a semigroup of 2× 2 quaternion matrices is undecidable.
Proof. The vector reachability question for quaternionmatrices is deﬁned as: “Given two vectors a,b ∈ H (Q)n and a ﬁnitely
generated semigroup of matrices S ⊂ H (Q)n×n, does there exist some M ∈ S such that Ma = b?”. The undecidability is
straightforward from the Theorem 5. Let x,y ∈ H (Q)2 and x = (1,1)T ,y = N−1(1,1)T . Then, for some R ∈ S, it is clear that
Rx = y iff R = N−1 = Y since we use only diagonal matrices. Since determining if Y ∈ S is undecidable, the vector reachability
problem is undecidable. 
The next problem was given as an open problem over matrices of natural numbers N in any dimension [7]. We show it
is undecidable over H
(
Q
)2×2
.
Theorem 7. It is undecidable for a ﬁnitely generated semigroup S ⊆ H (Q)2×2 whether there exists any diagonal matrix D ∈ S.
Proof. As before, let h,g : * → * be an instance of the PCP where || = 2. We use the morphisms ρ,τ : * → H (Q)
deﬁned for any w ∈ * as ρ(w) = γ (h(w)) and τ(w) = γ (g(w)). Thus u,v ∈ *, ρ(u) = τ(v) iff u = v. For any two quaternions
q,r ∈ H (Q)we deﬁne
(q,r) = 1
2
(
q + r q − r
q − r q + r
)
.
It is clear that this is still homomorphic [8], since(q1,r1) ·(q2,r2) =(q1q2,r1r2) which is veriﬁed easily via:
1
2
(
q1 + r1 q1 − r1
q1 − r1 q1 + r1
)
· 1
2
(
q2 + r2 q2 − r2
q2 − r2 q2 + r2
)
= 1
2
(
q1q2 + r1r2 q1q2 − r1r2
q1q2 − r1r2 q1q2 + r1r2
)
.
It is now obvious that(u,v) is diagonal iff u = v since the top right and bottom left elements of the matrix equal 0 only
if the two quaternions are equal.
Thus we can create one such matrix for each pair of images of letters from  using τ and ρ. S contains a diagonal matrix
iff a PCP solution exists.
Unfortunately this does not hold when we convert the matrices to four-dimensional rational matrices since we only get
a block diagonal matrix. Thus the decidability for whether any matrix in a semigroup is diagonal remains open for integers,
rationals and complex rational numbers. 
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Another problem which can be stated is that of freeness of quaternion matrix semigroups. We use an almost identical
proof to that in [9] to show undecidability, but we obtain the result for matrices over H
(
Q
)2×2
rather than (Z+)3×3.
Theorem 8. Given a quaternion matrix semigroup S, which is ﬁnitely generated by M = {M1, . . . ,Mn} ⊂ H
(
Q
)2×2
, deciding
whether S is free is algorithmically undecidable.
Proof. Since we can store two words within a matrixMi ∈ H
(
Q
)2×2
we can use an almost identical proof that was used in
[9]. We will give very brief sketch of the proof and refer to [9] for details.
Themixedmodiﬁcation PCP (or MMPCP) is a variant of the standard Post correspondence problem. As in the original PCP,
we are given two (ﬁnite) alphabets , and two morphisms h,g : + → +. The MMPCP asks whether there exists a word
w = w1w2 · · ·wm ∈ + such that:
h1(w1)h2(w2) · · ·hm(wm) = g1(w1)g2(w2) · · · gm(wm)
where each hi,gi ∈ {h,g} and hj /= gj for some 1 ≤ j ≤ m. Now, deﬁne the set of 2 × 2 quaternion matrices:
M =
{(
γ (a) 0
0 γ (h(a))
)
,
(
γ (a) 0
0 γ (g(a))
)
; a ∈ 
}
and it can be seen that if S is not free then there is a wordw = w1w2 · · ·wn ∈ + such that h1(w1)h2(w2) · · ·hm(wm) = g1(w1)
g2(w2) · · · gm(wm) since any equal matrix product in S must have the same word w in the top left element and the same
element in the bottom right which was generated by different matrices. Thus the problem of freeness for 2× 2 rational
quaternion matrix semigroups is undecidable. See [9] for fuller details of the proof method.
Note that an alphabet size of || = 7 was required for the undecidability of MMPCP (see [12]), thus the problem is
undecidable for 7 matrices. 
We now consider a problem which is decidable over complex numbers, but undecidable over rational quaternions. This
gives a boundbetween the computational power of complexnumbers andquaternions.Weﬁrst state the following important
theorem.
Theorem 9. [2] Let A1,A2, . . . ,Ak ,B1,B2, . . . ,Bm ∈ Fn×n be commuting square matrices over an algebraic number ﬁeld F and A,B ∈
Fn×l. Determining whether there exists i1, . . . ,ik ,j1, . . . ,jm ≥ 0 such that:(
A
i1
1
A
i2
2
· · ·Aik
k
)
A =
(
B
j1
1
B
j2
2
· · ·Bjmm
)
B,
can be (constructively) solved in polynomial time for ﬁxed m and k.
Corollary 10. The problems for diagonal matrices stated in Theorems 3, 4 and 5 are decidable when taken instead over any ﬁeld
up to the complex numbers.
Proof. In Theorem 3, assume no elements are zero (this case is trivial), then for each 1 ≤ i ≤ n let us deﬁne ci = aib−1i . Now
the problem becomes: does there exist r1,r2, . . . ,rn ≥ 0 such that cr11 cr22 · · · crnn = 1 since complex numbers commute. This is
decidable by Theorem 9 (setting Ai = ci, B1 = A = B = 1 andm = 1).
For Theorem 4, we see that complex diagonal matrices commute, therefore wemay again use Theorem 9 (using A1, . . . ,An
and B1,B2 as input and A = B = I where I is the identity matrix). The decidability for Theorem 5 over complex algebraic
matrices can be proved similarly by inputting Ai = Xi,1 ≤ i ≤ n, B1 = I, A = I, B = Y , k = n andm = 1. 
3.1. Computational problems in Lipschitz integers
We also consider decision problems on the Lipschitz integers denoted byH
(
Z
)
which are quaternions with integral parts.
Corollary 11. The problems stated in Theorems 3 and 4 are undecidable when taken instead over the Lipschitz integers H
(
Z
)
.
Proof. Note that in Lemma 1 we showed γ is injective and in Section 2.2 we showed an isomorphism between quaternions
and a subgroup of the two-dimensional complex matrices, H
(
Q
)∼=C2×2. If we examine the deﬁnition of ζ in Section 2.2
we see that all elements have 5 as their denominator thus we can multiply ζ(a),ζ(b) by the scalar matrix with element 5
thus giving two-dimensional matrices over the Gaussian integers. This will still be free and is equivalent to the (non-unit)
quaternions q1 = 5(35 ,
4
5
,0,0) · μ = (3,4,0,0) · μ and q2 = 5(35 ,0,
4
5
,0) · μ = (3,0,4,0) · μ which will now form a free semigroup.
We therefore deﬁne λ : * → H (Z) by
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λ(x) =
{
5 · γ (x) if x /= ε
γ (x) if x = ε
Thus in Theorems 3 and 4 we can replace the deﬁnitions of ρ,τ to use λ and this will give a free morphism over the
Lipschitz integers H(Z). This cannot be extended to Theorem 5 since the inverse of a non-identity Lipschitz integer is not
itself a Lipschitz integer (obviously it must have rational coefﬁcients). 
Theorem 12. Given a set of Lipschitz integers S ∈ H (Z) forming a semigroup 〈S,·〉, the problem of deciding for an arbitrary
L ∈ H (Z) if L ∈ 〈S,·〉 is decidable.
Proof. Note that all non-zero quaternions have modulus d ∈ R+. Furthermore, it is obvious that for any non-zero Lipschitz
integer L ∈ H (Z), that d ≥ 1, with equality iff L ∈  = {(±1,0,0,0) · μ,(0,± 1,0,0) · μ,(0,0,± 1,0) · μ,(0,0,0,± 1) · μ}. We have
named this set for ease of explanation.
For all q ∈ , q is of unit length i.e. ||q|| = qq =
√
a2 + b2 + c2 + d2 = 1. It can be also noted that their fourth powers are
all equal to the identity element: ∀q ∈ ,q4 = ϑI = (1,0,0,0) · μ which is easily checked.
For a given L whose membership in S we wish to check, it will have a magnitude ||L|| = m ∈ R. Ifm < 1 then L cannot be
a product a Lipschitz integers since the modulus must be at least 1 by deﬁnition of the quaternion modulus. Ifm = 1 then L
can only be a product of elements from  and membership is trivial. Otherwise,m > 1. Let S′ = S \ (i.e. the generator set
S minus any elements of ). We can see that there exists only a ﬁnite number of products to check since m > 1 and for all
x ∈ [S′] we have that ||x|| > 1.
Thus, excludingwe have a ﬁnite set of products of ﬁnite length to check. However if a (non-identity) element of is in
the generator, we must include these in the products. For each product P = p1p2 · · ·pn ∈ S′ whose magnitude equals m, i.e.
||P|| = m, we deﬁne the set of products:⎧⎨
⎩P =
(
n∏
t=1
rtpt
)
rn+1 |rt ,pt ∈ H
(
Z
)⎫⎬⎭,
where each rt varies over all elements of [( ∩ S) ∪ ϑI] for 1 ≤ t ≤ n + 1. We must simply prove that [] (the semigroup
over elements of ) is ﬁnite. This is true since the only Lipschitz integers with moduli 1 are in , the quaternion moduli is
multiplicative and the product of two Lipschitz integers is a Lipschitz integer, all of which are very easy to prove. Thus []
is a ﬁnite semigroup and there exists a ﬁnite set of products to check for equality to L ∈ H (Q) and thus this is a decidable
problem. 
4. Geometric interpretations
In this section, we will move from algebraic point of view to geometric interpretations of quaternion matrix semigroup
problems. This leads to an interesting set of problems which we shall now outline.
Problem 13. Point Rotation Problem (PRP(n))—Given points x,y ∈ Qn on the unit length (n − 1)-sphere and a semigroup
S of n-dimensional rotations. Does there existM ∈ S such thatM rotates x to y?
In general, we can consider PRP(n) with a semigroup of n-dimensional rotation matrices (i.e. orthogonal matrices with
determinant 1). In three-dimensions, we may take S to be a semigroup of quaternions and deﬁne the rotation problem to be
qx′q−1 = y′ where q ∈ S and x′,y′ ∈ H (Q)
0
are pure quaternions with imaginary components corresponding to the vectors
x,y.
We shall show that this problem is decidable for two-dimensions. Further, it is undecidable in four-dimensions, and its
decidability status is open in three-dimensions.
Theorem 14. The Point Rotation Problem PRP(2) is decidable.
Proof. Since the rotation of two-dimensional points is commutative, we can represent the problem as a vector reachability
problemwith a semigroup S ⊂ Q2×2. Since S is commutative, we may use the result of Theorem 9with Ai being the rotation
matrices of the generator of S, B1 = I, A = x,B = y, andm = 1 . 
Problem 15. Quaternion Scalar Reachability Problem (QSRP(n))—Given vectors u,v ∈ H (Q)n a scalar r ∈ H (Q) and a
semigroup of matrices S′ ⊂ H (Q)n×n. Does there existM ∈ S′ such that uTMv = r?
Theorem 16. The Point Rotation Problem PRP(3) is reducible to the Quaternion Scalar Reachability Problem QSRP(2).
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Proof. Since we are using three-dimensional rotations, we can convert all elements of the PRP(3) instance to quaternions.
We deﬁne x′,y′ ∈ H (Q)
0
to be pure quaternions with imaginary parts corresponding to x,y vectors, respectively. We convert
each 3D rotation, R in S to an equivalent unit quaternion q i.e. such that the imaginary vector in qx′q−1 is equivalent to Rx for
example.
Each quaternion q in the PRP is unit length it is invertible, thus if qxq−1 = ywemaywrite qx = yq. LetG = {q0,q1, . . . ,qm} =
S′ \ S′2 be the generator of S′. Deﬁne α = (y,1) and β = (−1,x)T and let G′ = {M0,M1, . . . ,Mm} where Mi =
(
qi 0
0 qi
)
and let
T = 〈G′,·〉 be a new semigroup. Then there exists M ∈ T such that αMβ = 0 iff ∃q ∈ S such that qxq−1 = y. To see this, note
that αMβ = qx − qywhereM =
(
q 0
0 q
)
and qx − yq = 0 ⇒ qx = yq ⇒ qxq−1 = y as required. 
In fact we know that QSRP(2) is undecidable in general:
Theorem 17. Quaternion Scalar Reachability Problem is undecidable for a semigroup S generated by 5 two-dimensional diagonal
quaternion matrices.
Proof. Let γ : * → H (Q) be deﬁned as previously. Given a Claus instance of PCP, {(u1,v1),(u2,v2), . . . ,(un,vn)} ⊆  × , then
we see that if
Mi =
(
γ (ui) 0
0 γ (vi)
)
for each 2 ≤ i ≤ n − 1 and α = (γ (u1),γ (v1)), β = (γ (un),− γ (vn))T then:
αMwβ = γ (u1uwun) − γ (v1vwvn) = 0 ⇔ u1uwun = v1vwvn
where Mw = Mw1Mw2 · · ·Mwk and 1 ≤ wi ≤ n − 1 for each 1 ≤ i ≤ k. Since there exists a Claus instance of PCP which is
undecidable for n = 7 [12], the problem is undecidable for 5 matrices (putting the ﬁrst and last elements inside α,β). 
But the decidability status of PRP(3) remains open (since the reduction is one way). We next show that PRP(4) is
undecidable.
Theorem 18. The Point Rotation Problem PRP(4) is undecidable.
Proof. The set of all unit quaternions forms a three-dimensional sphere (3-sphere) and any pair of unit quaternions a and
b can represent a rotation in 4D space. We can rotate a point x = (x1,x2,x3,x4) on the 3-sphere, represented by a quaternion
qx = (x1,x2,x3,x4), in the following way: aqxb−1.
Given a ﬁnite set of rotations, {(a1,b1), . . . ,(an,bn)}, represented by pairs of quaternions. The question of whether a point
x on the 3-sphere can be mapped to itself by the above set of rotations is equivalent to the problem whether there exists a
non-empty sequence of indices (r1, . . . ,rm) such that ar1 · · · armqxb−1rm · · · b−1r1 = qx .
If x is a point representedbyquaternion (1,0,0,0) · μ, then the above equationonlyholdswhen ar1ar2 · · · arm = br1br2 · · · brm .
According to Theorem 3 we have that the four-dimensional Point Rotation Problem is undecidable for 7 rotations. Moreover
it is easy to see that PRP(4) is undecidable even for 5 rotations using the idea of Claus instances of PCP [12] where two of the
rotations (the ﬁrst and the last one) can be ﬁxed and used only once. 
Corollary 19. The vector reachability problem for n × n rational orthogonal matrix semigroups is decidable when n ≤ 2 and
undecidable for n ≥ 4 with at least 5matrices in the semigroup generator.
Open problem 1. Givena semigroupof rational quaternions, S, generatedbyaﬁnite setQ ⊂ H (Q), ismembershipdecidable
for S? That is, can we decide if x ∈ S for any x ∈ H (Q)?. Also, is the freeness of semigroup S decidable?
A related open problem mentioned above can also be stated:
Open problem 2. Given two points on the 2-sphere, x,y ∈ Q3, and a semigroup of rotations S generated by a ﬁnite set G.
Does there exist an algorithm to determine whether there exists a rotation R ∈ S such that R rotates x to y?
The rotation problem PRP(3) is not only related to problems on quaternions but can also be reformulated as a one-
dimensional vector reachability problem for a semigroup or a group of rational linear functions over the complex ﬁeld also
known as Möbius transformations. In geometry, a Möbius transformation is a function, f : C → C deﬁned by:
f (z) = az + b
cz + d ,
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where z,a,b,c,d ∈ C are complex numbers satisfying ad − bc /= 0. Möbius transformations may be performed by taking a
stereographic projection froma plane to a sphere, rotating andmoving the sphere to a new arbitrary location and orientation,
and making a stereographic projection back to the plane. Since there is a unique mapping between rotations of the 2-sphere
and Möbius transformations, problem PRP(3) is equivalent to the reachability problem of non-deterministic iterative maps:
“Given a ﬁnite set M of one-dimensional linear rational functions over the complex ﬁeld and two points x and y on the
complex plane. Does there exist an algorithm to determine whether it is possible to map x to y by a ﬁnite sequence of linear
rational functions from the setM?”.
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