Aims. We considered data driven approach for distance modulus computation as an alternative to physical based methods. As input explanatory variables for training we used key observable parameters for bunch of galaxies: magnitudes in U, B, I, and K bands, corresponding colour indices, surface brightness, angular size, radial velocity, and coordinates. Methods. We tested in details the five machine learning regression techniques for inference of m − M: linear, polynomial, k-nearest neighbours, Gradient boosting, and artificial neural network regression. As a test set we selected 91 760 galaxies at z < 0.2 from the NASA/IPAC extragalactic database with distance moduli measured by different independent redshift methods. Results. We found that the most effective and precise is the neural network regression model with two hidden layers. The obtained root-mean-square error 0.35 mag, which corresponds to relative error 16%, does not depend on the distance to galaxy and is comparable with methods based on the Tully-Fisher and Fundamental Plane relations. The proposed model shows 0.44 mag (20%) error in case of spectroscopic redshift absence and is complementary to existing photometric redshift methodologies.
Introduction
Measurements of galaxy distances with quality better than pure redshift dependent ones are fundamental for astrophysics. It is important for establishing the extragalactic distance scale, estimation of the Hubble constant and cosmological models (Zaninetti 2019; Hartnett 2006) , studying peculiar velocities of galaxies with respect to the Hubble flow (Karachentsev et al. 2015 (Karachentsev et al. , 2006 Dupuy et al. 2019) . Reconstruction of velocity field of galaxies is crucial for mapping of the Universe, exploration of the Large Scale Structure (LSS) elements such as galaxy groups (Melnyk et al. 2006; Makarov & Karachentsev 2011; Wang et al. 2012) , clusters, filaments, and voids (Bertschinger et al. 1990; Erdoǧdu et al. 2006; Courtois et al. 2012; Elyiv et al. 2015; Tully et al. 2019) including the Zone of Avoidance of our galaxy (Sorce et al. 2017; Vavilova et al. 2018; Jones et al. 2019) .
Traditionally, distances for galaxies are measured using distance modulus m − M by difference between absolute and apparent stellar magnitudes. Theoretical estimations of the absolute magnitude M of a whole galaxy or some objects inside could be performed through primary and secondary indicators. Primary indicators are based on the standard candles, which are special types of stars with known luminosity: Cepheids, RR Lyrae, Type Ia supernovae etc. These methods provide distances with errors from 4% for the Local Group galaxies (Riess et al. 2012) to 10% for more distant galaxies. Secondary indicators, the Tully-Fisher and Fundamental Plane empirical relationships, provide distance error ∼ 20% and usually are applied for galaxies at z ∼ 0.1 − 0.2, where individual stars are not resolved.
Despite that mashing learning technique was applied in astrophysics almost 30 years ago (Storrie-Lombardi et al. 1992 ), power of computing facilities allows widely use it only starting from the last years (VanderPlas et al. 2012; Murrugarra-LLerena et al. 2017; Dobrycheva et al. 2017; Baron 2019) . Such trend is also coming from rapidly growing observational data and the development of data-driven science, where mining of datasets uncovers new knowledge. Regression analysis takes an important place among statistical techniques and is widely used for estimation of functional relationships between variables (Isobe et al. 1990 ) for spectroscopic (Bukvić et al. 2008 ) and photometric (Ascenso et al. 2012 ) data processing.
When spectroscopic observation for a galaxy is not available, redshift information could be reconstructed from the photometric data by photometric redshift calculation technique (Bolzonella et al. (2000) ). Supervised machine learning regression is commonly applied for the photometric redshift computations (Salvato et al. 2019) . Sets of galaxies with multi-band photometry and known spectroscopic redshifts are used for training regression model to map between high-dimensional photometric band space and redshift. The most popular for photometric redshift inferences are the Random Forests (Carliles et al. 2010 (Carliles et al. , 2008 Carrasco Kind & Brunner 2013) and neural networks regressions (Cavuoti et al. 2012; Bonnett 2015) including Deep machine learning techniques (D'Isanto & Polsterer 2018) Regression in Bayesian framework is considered by Kügler & Gianniotis (2016) and applied for the modelling of the multimodal photometric redshifts. Zhou et al. (2019) published the catalogue of calibrated photometry of galaxies from the Extended Groth Strip field. The authors improved photometric redshifts accuracy with algorithm based on the Random Forest regression. The main idea of our work is to exploit as much as possible available observations for galaxy datasets at redshifts z < 0.2 in order to complement existing methods of distance measurement. For distance modulus m − M (angular size distance) reconstruction we used different observational characteristics such as photometry of galaxies, their surface brightness and angular sizes, radial velocity, color indices as analogue of morphological types, and celestial coordinates.
The influence of some parameters is not direct but we took them into account because they could have confounding effect on m − M. We took into account celestial coordinates of galaxies because they are distributed not randomly in the Universe forming a large scale structure web, so we assumed that direction is important. Probability density function (PDF) of distance to galaxy depends on direction of observation, since many galaxies are concentrated in clusters and filaments, whereas empty regions or cosmic voids occupy more than half of volume of the Local Universe. Previously, the galaxy coordinates were taken into account for photometric redshift computations by maximising the spatial cross-correlation signal between the unknown and the reference samples with redshifts (Newman 2008; Rahman et al. 2015) . Aragon-Calvo et al. (2015) computed the photometric redshifts from the product of PDFs obtained from the colours, the cosmic web, and the local density field.
Machine learning regression approach uses sample data for which target value, in our case distance modulus, is already measured with some accuracy by other direct or non-direct method. The model should be trained on "training" sample to be able to make regression on new never visible by the model "test" sample. Award of training is getting minimal difference between predicted and real target value, which is error of the model. The training of model is a numerical minimisation of error by changing model parameters. An important step is an error generalisation, where the model is evaluated on the "test" sample (Goodfellow et al. 2016) .
We applied and compared the performances of 5 regression models: linear, polynomial, k-nearest neighbours regression, the Gradient boosting, and artificial neural network (ANN) regressions. Discussing benefits and disadvantages of them we evaluated m − M error from the redshift-independent galaxy distance catalogue from the NASA/IPAC extragalactic database (Steer et al. 2017) . Also, we considered a case when the radial velocity is not available, trying to recover m − M from the available observational data.
Advantage of our approach is that we do not cut the sample by luminosity or apparent magnitude and do not impose restrictions on galaxy distribution in space to avoid loosing of useful information. Also, we used easy observable basic data, which are known for myriad of galaxies.
In Section 2 we described the sample of local galaxies used in this work and preparation of the training sample. In Section 3 we discussed the main principles of machine learning regression on the basis of linear regression. Sections 4, 5, 6, 7 represent the application of polynomial, k-nearest neighbuors, the Gradient boosting, and neural network regressions, respectively. Discussion and main conclusions are in Section 8.
The sample of local galaxies
We used the catalogue of redshift-independent distances from the NASA/IPAC extragalactic database (Steer et al. 2017 ). This is a compilation of distance measurements by 75 different methods taken from more than 2000 refereed articles. Last version 15.1.0 1 (December 2018) contains of 66388 distance measurements for 7156 galaxies, based on primary methods using standard candles such as Cepheids and Type Ia supernova, or standard rulers such as globular cluster radii and masers etc. Also, the catalogue contains of 204038 distances for 141249 galaxies based on secondary methods like the Tully-Fisher, Fundamental Plane relations and others. Each galaxy has ID, distance modulus in mag m − M, one-sigma statistical error of the distance modulus, distance indicator method, reference to the work, where this distance was published, and other parameters.
To get galaxy coordinates and other available observational data we matched them by galaxy ID with the Lyon-Meudon Extragalactic Database 2 (HyperLeda Makarov (et al.2014) ). We considered both the Northern and Southern sky, except for the low galactic latitudes |b| < 15 • (Zone of Avoidance). Radial velocities of galaxies were limited to 1500 km/s < V LG < 60000 km/s. We did not use nearby galaxies with V LG < 1500 km/s to avoid selection effect as the population of nearby galaxies mainly consists of dwarf galaxies (including dwarf galaxies of the low surface brightness (Tully et al. 2014; Makarov & Uklein 2012; Karachentseva & Vavilova 1994; Einasto 1991 ), which are not common among galaxy population with V LG > 1500 km/s. Also, distribution of galaxies at small redshifts is very inhomogeneous due to presence of the Virgo cluster and Tully void. It could create a bias for the model as using galaxy coordinates as input explanatory variables for regression. Upper limit at V LG = 60000 km/s was chosen since the number of galaxies with known distances drops dramatically at this velocity, see Fig. 1 .
We reduced all of the distance moduli to the common Hubble constant H 0 = 70 km s −1 Mpc −1 , since it is default value used by the Supernova Cosmology Project and the Supernova Legacy Survey (Steer et al. 2017) . Distance modulus error depends on a method and varies in a wide range from 0.06 mag for Cepheids and RR Lyrae Stars to 0.42 mag for the Fundamental Plane and Tully-Fisher methods (Fig. 2 ). We used measurements by pri-mary 3 and secondary 4 methods with a mean error less than 0.50 mag to train our models. However, all individual measurements with error above 0.50 mag were removed from the sample. Some galaxies have many distance measurements by different authors and methods. We aggregated such distances for each galaxy and calculated the weighted mean m − M with the weight inversely proportional to the square of error.
Finally, we got the first sample of 91760 galaxies, S 0.50 , with following attributes: supergalactic coordinates (SGB, SGL); radial velocity with respect to the Local Group, V LG ; the decimal logarithm of the projected major axis length of a galaxy at the isophotal level of 25 mag/arcsec 2 in the B-band logd25; mean surface brightness within 25 mag isophote in the B-band, bri25; the apparent total U, B, I, K magnitudes; U-K and B-K colours, which represent a morphological type of galaxy. We did not use other observational parameters like 21-cm line flux and velocity rotation since they are available just for < 3% galaxies of our sample.
We limited the second sample of galaxies with m − M error < 0.25 mag and 1500 km/s < V LG < 30000 km/s. This sample contains of 9360 galaxies with distances calculated mostly by accurate Cepheids and RR Lyrae methods. We refer to this sample as S 0.25 .
For the correct application of the machine learning algorithms we reduced V LG to magnitude unit using following conversions
where angular size distance for the ΛCDM cosmological model:
with parameters H 0 = 70 km s −1 Mpc −1 , Ω m = 0.3089, Ω Λ = 0.6911. Finally, the redshift could be expressed by radial velocity V LG as:
We do not consider the K-correction here, since it is significantly smaller than a typical error of distance modulus at redshifts <0.2.
We used a value of diameter as logd25 because it is already in logarithmic scale. Since Supergalactic coordinates, as any spherical coordinates, are periodic, we converted them to 3D Cartesians with unit radial vector for all galaxies. So, we considered 12 attributes, which are the input explanatory variables to predict our desired target − distance modulus m − M. The reason for choosing these variables was simple: they are easy to observe and available for a large amount of galaxies. In particular, galaxy coordinates provide information about the LSS, colour indices correlate with a morphological type, photometric data and angular diameters correlate with distance modulus. Therefore, we used a compilation of different parameters, where some of them like position on the sky, surface brightness, and colour indices were never used before for distance modulus estimation. 
Linear regression
We explain the main principles of machine learning regression on a linear model. This is a basic regression model, which deals with linear combinations of input variables (also called as features or attributes). Multidimensional linear regression is a system that takes a n-size vector of input explanatory variables x ∈ R n and predicts a scalar, so called dependent variable, y ∈ R with some approximationŷ:
where the vector of model parameters is w ∈ R n and b ∈ R is intercept term (bias). Parameters w could be interpreted as weights of feature's contribution to composed output valueŷ. The larger a feature's absolute weight w i , the larger impact of i-th feature to the prediction. The mean squared error (MSE) of predicted output valuesŷ with respect to real y
is widely used as an indicator of model performance, here m is a size of the sample. In other words, the model performance could be expressed as the Euclidean distance between predicted m-dimension vectorsŷ and y.
The main request for the machine learning regression is that the algorithm should work well on new inputs, which were not involved in training. Therefore, we needed to split our data on the training and the test samples. Typically, the test sample represents 20-35% of randomly selected observations from the primary sample. Important point is that the training and test samples should be independent and have the same not biased distributions.
A model should optimise its parameters on a training sample with minimisation MS E train and evaluate obtained (w, b) parameters on a test sample. A test error MS E test should be minimised as well. This error with its variation reflects expected level of error of y for the new inputs x. Such a procedure is called generalisation and differentiates the machine learning technique from a simple fitting. There are two main problems, which may appear during the training: underfitting, when the training error is too large, and overfitting, when the training error is small but the test error is still large (Goodfellow et al. 2016) .
Linear regression is one of the simplest models with a small capacity but with a high parsimony and learning speed. For training of linear regression and all considered here models, we used free software machine learning library Scikit-learn 5 . To prevent very large parameters w, we applied the Ridge regularisation (Ng 2004) , where loss function for minimisation is MS E train + ||w|| 2 . We normalised all features before training to mean 0 and standard deviation 1, which is a common requirement for many machine learning estimators. To evaluate how accurate is our predictive model works with the new data, we used k-folds crossvalidation technique (Kohavi 1995) : we randomly split our full sample on 5 equal size subsamples and realized 5 independent trainings, sequentially putting one subsample as the test sample and rest 4 as the training samples. It gave us 5 independent estimations of MS E test from where we calculated the mean and its standard deviation.
For larger S 0.50 sample, linear regression gives the test rootmean-square error RMS E test = 0.376 ± 0.003 mag. According to Eq. 1 it could be converted to linear relative distance error 17.3% ± 0.2%. We obtained next coefficients of linear regression w in decreasing order of absolute values: w V LG = 0.712, w K = 0.137, w logd25 = −0.109, w bri25 = 0.103, w B−K = 0.070, w I = −0.053, w U−I = 0.042, w Y S G = 0.031, w U = −0.030, w X S G = 0.002, w Z S G = 0.0001. Obviously, the most important parameter is the radial velocity V LG , less significant is influence of K magnitude, angular diameter and surface brightness. The rest of the parameters provide a smaller contribution to the distance prediction.
In cases where we did not have a redshift and V LG , it is still possible to recover distance using other data with accuracy 0.52 mag or 24% of angular size distance. Results of comparison of all errors for different models considered in this paper are given in Table 1 . For the sample of nearby galaxies with more accurate measurements of distance modulus S 0.25 , we got RMS E test = 0.288 ± 0.019 mag (13% ± 0.9%). In case of radial velocity estimation, we got error 0.644 ± 0.029 mag (30% ± 1.3%).
Polynomial regression
Polynomial regression is an extension of linear one, where between the input explanatory variables x and the dependent variable y is an k th degree polynomial relation. From practical point of view a more simple is generation of new input attributes consisting of all combinations of the features with degree smaller or equal to the given degree. Formally, new features consist of all possible combinations of the original features x as product x l i x m j , where indices over original features are i, j ∈ (1, n) and degrees are l, m ∈ (0, k). Next, we applied linear regression to new features. For example, in case of two input features a and b, and k = 2 degrees, the polynomial features are (a, b, a 2 , ab, b 2 ).
For the second order polynomial regression we got RMS E test = 0.366 ± 0.003 mag (16.9% ± 0.1%) for S 0.50 sample. For the third order RMS E 3pol test = 0.362 ± 0.037 mag (16.7% ± 1.7%). Since the third order regression gives only a little improvement with respect to the second one at larger uncertainty we did not consider it. For the S 0.25 sample we obtained error 0.276 ± 0.017 mag (13% ± 0.9%). In case we eliminate the radial velocity, the test error is 0.607 ± 0.021 mag (28% ± 1%).
k-nearest neighbours regression
The k-nearest neighbours (k-NN) regression uses the k closest training points around the test point in the feature nD space. Predicted variableŷ in this case is the weighted average of the values y of k nearest neighbors (Altman 1992) . k-NN algorithm computes distances or similarities between new instance and the training instances to make a decision. Normally, it uses weighted averaging, where each neighbour among the closest k, has a weight of 1/d, where d is the distance to the neighbor. k-NN regression is a type of instance-based learning that compares locally new coming instance with instances stored in memory from the training. Contrary to this approach, a linear regression and many other function based approaches use explicit generalisation.
k-NN regression has one hyperparameter k, that is the number of near neighbours taken into account. We got the best result for S 0.50 sample for the case, where distance weight to neighbour is inverse to the distance with Euclidean metric, with k = 56 near neighbours. We got error RMS E test = 0.370 ± 0.003 mag (17.0%±0.1%) using radial velocity, angular diameters and photometry in B and I bands. As can be seen from Fig. 3 , the minimum error has a plateau between 40 < k < 80. Combination of photometric data and angular diameter, simultaneously excluding radial velocity, provides an error 0.50 (23%). The test errors of regression for the S 0.25 sample are listed in Table 1 .
Gradient boosting regression
The Gradient boosting regression is a kind of ensemble algorithm, which is widely used in machine learning. The ensemble algorithm is a stack of simple prediction models like decision tree, linear regression etc, which are joined together to make a final prediction. The main idea is that many weak models predict a target variable with independent individual error. Super-position of these models could show better result than any single predictor alone.
There are two main approaches of ensembling. The bagging, where all simple models are independent and final result is averaged over each model output. The second approach is the boosting. In this approach the predictors are lined up sequentially and subsequent predictor learns from the errors of the previous one, reducing these errors. In this section we applied gradient boosting regression (Mason, et al. 1999) using open-source software library XGBoost 6 . This algorithm minimises error function by iteratively choosing a function that points to the negative gradient direction in space of model parameters.
To prevent overfitting we applied DART (Dropouts meet Multiple Additive Regression Trees) technique, which decreases the effect of over-specialisation at adding new trees. We found the most optimal hyperparameters for Gradient boosting regression and got the test error RMS E test = 0.355 ± 0.003 mag (16.3% ± 0.1%).
Neural network regression
The Multilayer Perceptron is a type of feedforward artificial neural network which consists of neurons grouped by parallel layers: an input layer, a hidden layer(s) and an output one. Every neuron of adjacent layers are connected. The main characteristic of ANN is an ability to transmit a numerical signal from one artificial neuron to another in feedforward direction from input to output layer. In regression model the output layer is a single neuron that computes the target valueŷ. An output of each neuron is transformed by some non-linear activation function of the sum of its inputs. Each output of neurons are input for neurons of the next layer and so on. The connection between neurons has a weight that adjusts as learning proceeds. This weight corresponds to the importance of signal at its transmission.
Neural network is a very powerful tool for machine learning regression since it can approximate continuous function of many variables with any accuracy under certain conditions (Cybenko 1989). The ANN regression utilises a supervised learning technique called backpropagation of error (loss function) for its training. In this work we used mean squared error Eq. 5 as a loss function.
For our regression task we took all 12 input features (mentioned in Sec. 2) as neurons of the input layer. The best model performance was reached by shallow ANN with two hidden layers with 24 and 228 neurons each, respectively. As an activation function we used rectified linear unit function f (x) = max(0, x). The Broyden-Fletcher-Goldfarb-Shanno algorithm is considered to be the most appropriate for our task, which belongs to quasi-Newton methods for solving ANN optimization problem (Curtis & Que 2015) . Regularization term of L2 penalty was chosen as 0.0005 to avoid over-fitting issue. The learning rate was decreased as inverse scaling exponent with iteration step. Finally, we got the test error RMS E test = 0.354 ± 0.003 mag (16.3% ± 0.1%), which is comparable to the Gradient boosting result.
Discussion and conclusions
We listed root-mean-square errors of each regression model for different samples in Table 1 . The lowest errors are for the Gradient boosting and the neural network regressions. However, the Gradient boosting model has factor 32.6/0.86 = 38 more parameters than the ANN model (4-th column in the table). Therefore, we chose the latter one as the most appropriate model, i.e. it is accurate enough with minimum used free parameters, in this case a set of weights between the nodes of ANN. Also we applied machine learning regression models for the photometric data, angular diameter, surface brightness, color indices, and position of a galaxy on the sky but without spectroscopic data (V LG ) to predict distance modulus. The results are listed in the third column of Table 1 . As can be seen, the absence of the radial velocity increases the mean error from 0.36 to 0.44 mag for S 0.50 sample and from 0.29 to 0.59 mag for the nearer galaxies of S 0.25 sample. In the last case, the difference is higher since the error in magnitudes corresponds to a relative error in linear distance. For nearby galaxies, a relative error is higher due to a smaller distance to the observer.
In Table 2 we showed errors of various methods for m − M computing applied to the S 0.50 sample using all attributes. As can be seen, ANN regression has the error 0.35 mag, which lies between BCG 7 and Tully-Fisher relation 8 methods and shows better result than the Fundamental Plane (FP) relation (0.42 mag). Direct conversion of a radial velocity to m − M according to Eqs. 1-3 gives mean error of 0.40 mag (Conv. V LG →m-M in Table  2 ). Therefore, usage of all available attributes improves an uncertainty from 0.40 to 0.35 mag.
Excluding V LG , our method shows an error 0.44 mag (20%) which is still acceptable for the LSS or evolution studying. In particular, this alternative approach is useful when radial velocity is not available and there is not enough photometric data to apply photometric redshift technique.
We demonstrated how ANN regression reconstructs m − M at different distances in Fig. 4 . Black line represents one-sigma statistical error from the NASA/IPAC extragalactic database for galaxies from S 0.5 sample. The error increases from 0.2 to 0.4 at radial velocities below 10000 km/s. It can be explained by decreasing of a contribution of high accurate Cepheids and RR Lyrae measurements of m − M. The error riches 0.46 mag for galaxies with V LG > 30000 km/s. The majority of distance moduli for those galaxies were estimated by the Fundamental Plane method with error 0.46 mag.
Direct usage of radial velocity as an analogue of linear distance according to Eqs. 1-3 causes large errors of 0.5-0.6 mag for V LG < 7000 km/s due to the influence of collective motions caused by local galaxy clusters and voids on radial distance. At larger distances, such a kind of distance measurement provides almost constant error around 0.40 mag. 7 A secondary distance indicator by the brightest galaxies in galaxy clusters as standard candles (Hoessel 1980) 8 standard candles based on the absolute blue magnitudes of spiral galaxies (Tully & Fisher 1977) Fig. 4 . Root-mean-square errors of m − M for various measurements at different radial velocities. In order of line width increasing: distance modulus statistical errors from the NASA/IPAC extragalactic database used in this work (black line), after conversion V LG to m − M (red line), using ANN regression without V LG (greeen line), using ANN regression with all available attributes (blue line).
Our ANN regression method, even without information about V LG , could improve accuracy for nearby galaxies and provides RMSE 0.44 mag for all distances. Addition of the radial velocity to our ANN regression model decreases the error to 0.35 mag for all distances. Our ANN model has shown the fact that the influence of velocity at small radial velocities should be decreased in favour of other parameters like angular diameter, photometry etc. This is why for our model the influence of local clusters and voids is negligible and the distance modulus error is almost constant 0.35 mag for all V LG (blue thick line Fig. 4) .
Especially, our approach is useful to measure distances for galaxies with V LG > 10000 km/s, where primary methods are not working. Therefore, the regression model developed in this work is competitive to widely used secondary methods of m − M measurements such as the Fundamental Plane and Tully-Fisher relation.
We proposed the new data driven approach for computing distance moduli to local galaxies based on Multilayer Perceptron regression, which is a kind of the ANN. Except traditionally used photometric data we also involved the surface brightness, angular size, radial velocity, and positions on the sky of galaxy to predict m − M. Applying our method to the test sample of randomly selected galaxies from the NASA/IPAC extragalactic database we obtained root-mean-square error of 0.35 mag (16%), which does not depend on distance to a galaxy and is comparable with the mean errors from the Tully-Fisher and FP methods. Our model provides 0.44 mag (20%) error in case when radial velocity is not taken into consideration.
In the future we plan to compare our ANN regression approach with other physical based methods in more details. Namely, we are going to build an analogue of 2D redshift space correlation function with distance modulus instead of redshift. More accurate methods should show smaller effect of distortion caused by both random peculiar velocities of galaxies and by the coherent motions of galaxies in the LSS. Also, we will apply our model to measure m − M for galaxies with unknown distance moduli in range of radial velocities 1500 < V LG < 60000 km/s and to release corresponding catalogue.
