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EVENTUAL DOMINATION FOR LINEAR EVOLUTION
EQUATIONS
JOCHEN GLU¨CK AND DELIO MUGNOLO
Abstract. We consider two C0-semigroups on functions spaces or, more gen-
erally, Banach lattices and give necessary and sufficient conditions for the
orbits of the first semigroup to dominate the orbits of the second semigroup
for large times. As an important special case we consider an L2-space and
self-adjoint operators A and B which generate C0-semigroups; in this situa-
tion we give criteria for the existence of a time t1 ≥ 0 such that etB ≥ etA for
all subsequent times t ≥ t1.
As a consequence of our abstract theory, we obtain many surprising insights
into the behaviour of various second and fourth order differential operators.
1. Introduction
Ever since Simon’s pioneering investigation in [33] it is a classical question in the
theory ofC0-semigroups whether a given semigroup (e
tB)t≥0 dominates a semigroup
(etA)t≥0, meaning that |etAf | ≤ etB|f | for all times t and all f in the underlying
Banach space E. Of course, this notation only makes sense if E is endowed with an
appropriate order structure, i.e., if E is for instance an Lp-space or, more generally,
a Banach lattice.
It is known since [22] that domination of semigroups can be characterised in
terms of their generators; we refer to [28, Section C-II-4] for an extension to the
case of semigroups acting on general Banach lattices. For the important special
case of semigroups generated by operators on L2 associated with quadratic forms,
domination can also be described in terms of the forms and their domains. This
is a classical result of Ouhabaz [29, Section 3], which has recently been generalised
into a different direction [24].
It should not come as a surprise that domination is closely related to positive
semigroups. On the other hand, the behaviour of several concrete evolution equa-
tions – namely the bi-harmonic heat equation on Rn [15, 16] and the Dirichlet-to-
Neumann semigroup on the two-dimensional unit circle [5] – have recently given
rise to a generalisation of the concept of positive semigroups to so-called eventu-
ally positive semigroups. Those are, roughly speaking, semigroups (etA)t≥0 with
the property that etAf ≥ 0 for all sufficiently large times t (as opposed to: for all
t ≥ 0) and all f ≥ 0. An abstract and general approach to study this behaviour first
appeared in the papers [10, 9]; those papers also contain various further examples
of the eventual positivity phenomenon. Later, the theory was further developed in
[18, Part II] und [6, 8, 7]. Recent applications to bi- and polyharmonic equations on
networks with stationary or dynamic boundary conditions can be found in [21, 20].
The successful set-up of a theory of eventual positivity, together with numerous
examples that are now known for this behaviour, suggests that a similar general-
isation of semigroup domination is a worthwhile endeavour. The present paper is
a first contribution towards such a theory of eventual domination. To keep things
The work of Delio Mugnolo was partially supported by the Deutsche Forschungsgemeinschaft
(Grant 397230547).
1
2 JOCHEN GLU¨CK AND DELIO MUGNOLO
handy, we restrict ourselves to the case where two semigroups (etA)t≥0 and (e
tB)t≥0
are already known to be eventually positive; i.e., again roughly speaking, we assume
that etAf ≥ 0 and etBf ≥ 0 for all f ≥ 0 and all sufficiently large times, and we
intend to characterise whether we also have etBf ≥ etAf for all sufficiently large
times.
Of course, several technical details have to be taken into account when we make
this precise. For instance, it has to be clarified whether the time t0 from which on
etBf ≥ etAf holds is allowed to depend on the initial value f ; this yields two con-
cepts that can be described as individual and uniform eventual domination. More-
over, we will also replace mere positivity and domination with somewhat stronger
concepts which are more interesting in applications and which also have several
theoretical advantages; see the beginning of Section 3 for details.
We note that the issue of asymptotic domination between operator semigroups –
which is clearly related to eventual domination – has been studied in [13], but the
focus of this paper was on convergence of the semigroups as t→∞ rather than on
characterisations of eventual or asymptotic domination.
Organisation of the article. In Section 2 we start with two concrete examples
to give some additional motivation for our analysis. In Section 3 we first discuss
several preliminaries and then proceed with the statements and proofs of our main
results. In the final Section 4 we give a variety of examples which illustrate how to
apply our main results and which give evidence of the prevalence of the phenomenon
eventual domination in the realm of concrete evolution equations.
2. Two motivating examples
2.1. The heat equation with different types of boundary conditions. Let
us consider the one-dimensional heat equation
ut(t, x) = uxx(t, x), t ≥ 0, x ∈ (0, 1)
on the interval (0, 1) and discuss two different types of boundary conditions:
• Mixed Dirichlet and Neumann: u(t, 0) = 0 and ux(t, 1) = 0 for all t ≥ 0;
• Periodic: u(t, 0) = u(t, 1) and ux(t, 0) = ux(t, 1) for all t ≥ 0.
The corresponding Cauchy problems on L2(0, 1) are governed by two semigroups:
we will denote them by (et∆
M
)t≥0 and (e
t∆P )t≥0, respectively. Both are strongly
continuous, contractive, and positive. We are interested in the following question:
does one of these semigroups dominate the other one?
A handy characterization of domination for semigroups associated with closed
forms has been discovered by Ouhabaz in the 1990s: let us recall the following
interesting special case [30, Theorem 2.21].
Proposition 2.1. Let (Ω, µ) be a σ-finite measure space and let a, b be accre-
tive, continuous, and closed sesquilinear forms with dense domains D(a), D(b) on
L2(Ω, µ): We denote by (etA)t≥0, (e
tB)t≥0 their associated semigroups, respectively.
Assume (etB)t≥0 to be positive. Then (e
tA)t≥0 is dominated by (e
tB)t≥0 if and only
if the following two assertions are satisfied:
(a) D(a) is an ideal of D(b), meaning that
• u ∈ D(a) implies |u| ∈ D(b) and
• v sgnu ∈ D(a) for all u ∈ D(a) and v ∈ D(b) that satisfy |v| ≤ |u|;
and additionally
(b) Rea(u, v) ≥ b(|u|, |v|) for all u, v ∈ D(a) in such that uv ≥ 0.
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Both generators ∆M and ∆P are associated with a realization of the quadratic
form
(u, v) 7→
∫ 1
0
ux(x)vx(x) dx,
with form domains
{u ∈ H1(0, 1) : u(0) = 0} and {u ∈ H1(0, 1) : u(0) = u(1)}
respectively. Neither of these two form domains is an ideal in the other one, so
neither does (et∆
M
)t≥0 dominate (e
t∆P )t≥0, nor vice versa.
However, it is not difficult to see that we have a certain type of eventual dom-
ination: consider a non-zero function 0 ≤ f ∈ L2(0, 1). Then et∆P f converges to
〈1, f〉1 as t→∞. On the other hand,
∥∥∥et∆Mf∥∥∥
∞
→ 0 as t→∞, so it follows that
et∆
P
f ≥ et∆M f for all t from a certain time t0 on.
In this article we pursue two goals:
(1) We formalize the above observations on an abstract level to characterize un-
der which conditions a semigroup (etB)t≥0 eventually dominates a semigroup
(etA)t≥0;
(2) We give sufficient conditions for this eventual domination to be uniform in the
sense that the time t0 from which on we have e
tBf ≥ etAf can be chosen to be
independent from f .
This uniform eventual domination is indeed satisfied in the above example,
as a consequence of Theorem 3.7 below (see Subsection 4.3 for details).
2.2. Comparing the heat semigroup at different times. Let Ω ⊆ Rd be
a bounded domain with Lipschitz boundary and let ∆D denote the realization
of the Dirichlet Laplacian on L2(Ω). Then et∆
D
converges to 0 with respect to
the operator norm as t → ∞. Moreover, the semigroup generated by twice the
Laplacian, (e2t∆
D
)t∈[0,∞), converges faster to 0 in the sense that∥∥∥e2t∆D∥∥∥∥∥et∆D∥∥ → 0 as t→∞.
Given that we also have
∥∥∥e2t∆D∥∥∥ ≤ ∥∥∥et∆D∥∥∥ for each t ∈ [0,∞), it is thus natural
to wonder whether a domination property of the type
e2t∆
D ≤ et∆D(2.1)
holds. It follows from a simple and very general result on positive semigroups (see
Proposition 4.10 below) that (2.1) can in fact not hold for all times t ∈ [0,∞) since
this would imply that each operator et∆
D
is a multiplication operator. However, it
follows from one of our main results, Theorem 3.7, that (2.1) does indeed hold for
all sufficiently large times t. In other words, the semigroup (et∆
D
)t∈[0,∞) eventually
dominates the semigroup (e2t∆
D
)t∈[0,∞). This will be discussed in more detail –
and in a more general setting – in Subsection 4.9; see in particular Example 4.12.
3. A characterisation of eventual domination
3.1. Setting the stage. In this subsection, we briefly discuss a few notions from
Banach lattice and operator theory which we need throughout the article.
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Banach lattices. Throughout we assume that the reader is familiar with the theory
of Banach lattices; classical references for this theory are for instance [31] and [25].
As a guiding principle one might, in the present article, always think of an Lp-
space over a σ-finite measure space; this example class is particularly important in
Section 4 where we apply our results to various differential operators.
Let E be a complex Banach lattice with positive cone E+. We call the elements
of E+ the positive vectors in E. For two vectors f, g ∈ E we write f ≤ g iff f and
g are both contained in the real part of E and g − f ∈ E+; moreover, we use the
notation f < g shorthand for f ≤ g and f 6= g. Given a vector 0 < u ∈ E and
another vector f ∈ E, then we write f ≫u 0 if there exists a number ε > 0 such
that f ≥ εu.
The concept of principal ideals and of quasi-interior points is of particular im-
portance for us. For each u ∈ E+ we call the set
Eu := {f ∈ E : ∃c ∈ [0,∞) such that |f | ≤ cu}
the principal ideal generated by u in E; it is indeed an ideal in E in the sense of
vector lattices. The ideal Eu becomes itself a complex Banach lattice when endowed
with the gauge norm ‖ · ‖u given by
‖f‖u = inf{c ∈ [0,∞) : |f | ≤ cu}.
The gauge norm is always at least as strong as the norm inherited from E. It is
instructive to keep the following example in mind: if E = Lp(Ω, µ) for a finite
measure space (Ω, µ) and for p ∈ [1,∞], and if u = 1 ∈ Lp(Ω, µ), then the principal
ideal Eu = (L
p(Ω, µ))
1
is exactly the space L∞(Ω, µ), and the gauge norm ‖ · ‖u
is simply the infinity norm. In particular, we see in this example that a principal
ideal in a Banach lattice might or might no be closed and that the gauge norm
might be strictly stronger than or equal to the norm inherited from E.
Let again u ∈ E+. If the principal ideal Eu is dense in E, then the vector u
is called a quasi-interior point of the positive cone E+. For E = L
p(Ω, µ), where
(Ω, µ) is a σ-finite measure space and where p ∈ [1,∞), a vector 0 ≤ u ∈ Lp(Ω, µ)
is a quasi-interior point of the positive cone if and only if u(ω) > 0 for almost all
ω ∈ Ω. On the other hand, a vector 0 ≤ u ∈ L∞(Ω, µ) is a quasi-interior point of
the positive cone of L∞(Ω, µ) if and only if there exists a number δ > 0 such that
u ≥ δ 1.
We call a bounded linear operator T on E positive, and denote this by T ≥ 0, if
TE+ ⊆ E+. For two bounded operators T, S on E we write T ≤ S if both operators
map real elements on E to real elements and if, in addition, S − T ≥ 0.
Operators, spectral theory and C0-semigroups. Let E be a complex Banach space.
We denote the spectrum of any operator A : E ⊇ D(A) → E by σ(A). For
λ ∈ C \ σ(A) we use the notation R(λ,A) := (λ−A)−1 for the resolvent of A at λ.
The value
s(A) := sup{Reλ : λ ∈ σ(A)} ∈ [−∞,∞]
is called the spectral bound if A, and if s(A) ∈ R, then the set
σper(A) := σ(A) ∩
(
iR+ s(A)
)
= {λ ∈ σ(A) : Reλ = s(A)}
is the so-called peripheral spectrum of A. If an operator A : E ⊇ D(A) → E
generates a C0-semigroup, then we denote this semigroup by (e
tA)t≥0.
We denote the dual space of E by E′. The dual operator of a densely defined
linear operator A on E is denoted by A′. For every f ∈ E and every ϕ ∈ E′ we
denote by f ⊗ ϕ the bounded linear operator on E given by (f ⊗ ϕ)g = 〈ϕ, g〉f for
all g ∈ E.
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Real operators. Let E be a complex Banach lattice. Then E possesses an underlying
real Banach lattice ER which we call the real part of E. If E is a (complex-valued)
Lp-space over some measure space, then the real part of E is precisely its subset of
real-valued Lp-functions.
A linear operatorA : E ⊇ D(A)→ E is called real ifD(A) = D(A)∩ER+iD(A)∩
ER and if A maps D(A) ∩ ER to ER. Consequently, a bounded linear operator T
on E is real if and only if it leaves ER invariant. We call a C0-semigroup (e
tA)t≥0
on E real if the operator etA is real for each time t ≥ 0. It is not difficult to see
that a C0-semigroup is real if and only if its generator is real.
Eventual positivity. Here, we recall a few notions from the theory of eventually
positive semigroups. Let E be a complex Banach lattice and let (etA)t≥0 be a C0-
semigroup on E. There are two relevant notions for us – mere eventual positivity
and eventual strong positivity – and for each of them, an individual and a uniform
version exist. Here are the precise definitions:
• Eventual positivity: Our semigroup (etA)t≥0 is called individually eventually
positive if for each 0 ≤ f ∈ E there exists a time t0 ≥ 0 such that etAf ≥ 0
for all t ≥ t0.
If, in addition, t0 can be chosen to be independent of f , then the semi-
group is called uniformly eventually positive.
• Eventual strong positivity: Fix a quasi-interior point u of E+. Our semi-
group (etA)t≥0 is called individually eventually strongly positive with respect
to u if for each 0 < f ∈ E there exists a time t0 ≥ 0 such that etAf ≫u 0
for all t ≥ t0.
If, in addition, t0 can be chosen to be independent of f , then the semi-
group is called uniformly eventually strongly positive with respect to u.
For an in-depth study of these notions, and for the discussion of many examples,
we refer the reader to the series of papers [10, 9, 6, 8, 7] and to [18, Part III].
3.2. Individual eventual domination. The following theorem is our first main
result.
Theorem 3.1. Let E be a complex Banach lattice and let u be a quasi-interior point
of E+. Consider two distinct real C0-semigroups (e
tA)t∈[0,∞) and (e
tB)t∈[0,∞) on
E which satisfy the following assumptions:
• Spectral theoretic assumptions: Both generators A and B have non-empty
spectrum and the peripheral spectra σper(A) and σper(B) consist of poles of
the resolvents R( · , A) and R( · , B), respectively;
• Smoothing assumptions: Both semigroups (etA)t∈[0,∞) and (etB)t∈[0,∞) are
analytic; moreover, there exists a time t0 ∈ [0,∞) such that et0AE ⊆ Eu
and et0BE ⊆ Eu; and
• Positivity assumptions: The semigroup (etA)t∈[0,∞) is individually even-
tually positive, and the semigroup (etB)t∈[0,∞) is individually eventually
strongly positive with respect to u.
Then the following assertions are equivalent:
(i) For all 0 < f ∈ E there exists a time t1 ∈ [0,∞) such that etBf ≥ etAf ≥ 0
for all t ≥ t1, i.e. (etB)t∈[0,∞) individually eventually dominates (etA)t∈[0,∞).
(ii) For all 0 < f ∈ E there exists a time t1 ∈ [0,∞) such that etBf ≫u etAf ≥ 0
for all t ≥ t1.
(iii) We have s(B) > s(A).
Assertions (i) and (ii) in the above theorem both state in a way that the semi-
group (etB)t∈[0,∞) eventually dominates the semigroup (e
tA)t∈[0,∞); we introduced
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the terminology “individually eventually dominates” in the theorem since the time
t1 from which on this happens can depend on the initial value f .
Remark 3.2. If we consider two positive semigroups (etA)t∈[0,∞) and (e
tB)t∈[0,∞),
Theorem 3.1 shows in particular that, under the various technical assumptions made
in the theorem, the property s(A) < s(B) is a necessary condition for domination
between (etB)t∈[0,∞) and (e
tA)t∈[0,∞).
This is reminiscent of a classical theme in Perron–Frobenius theory where one
considers operators 0 ≤ S ≤ T with the same spectral radius and proves that this
implies S = T under appropriate technical assumptions; see for instance [17] and
the references therein for an overview.
Before we prove Theorem 3.1 it is certainly worthwhile to discuss its assumptions
in a bit more detail:
Spectral theoretic assumptions: The assumption that both spectra σ(A) and
σ(B) are non-empty is rather mild and only required for technical reasons; besides,
it excludes trivial cases such nilpotent semigroups, which are of course eventually
dominated by any other semigroup. The assumption is for instance satisfied for
most (though not all) differential operators occurring in applications and, in par-
ticular, for all self-adjoint operators on Hilbert spaces. The assumption that σper(A)
and σper(B) consist of poles of the resolvents of A and B, respectively, is for in-
stance satisfied if A and B have compact resolvent – a condition which is satisfied
by a large class of differential operators on bounded domains in Rd. We note that
if E is an Lp-space for p ∈ [1,∞), or more generally a Banach lattice with order
continuous norm, then the smoothing conditions et0AE ⊆ Eu and et0BE ⊆ Eu im-
ply that the semigroups (etA)t∈[0,∞) and (e
tB)t∈[0,∞) are eventually compact and
thus, all spectral values of A and B are poles of their resolvents, respectively [6,
Corollary 2.5].
Smoothing assumptions: Analyticity is an assumption which is met by many
semigroups appearing in applications. In particular, if E is an L2-space and A and
B are self-adjoint, then the semigroups generated by A and B are automatically
analytic.
The assumptions et0AE ⊆ Eu and et0BE ⊆ Eu are a bit more subtle. In order to
properly understand them, let us first focus on the semigroup (etB)t∈[0,∞) and let
us discuss how u is related to certain spectral properties of the generator B. Since
(etB)t∈[0,∞) is assumed to be individually eventually positive, the spectral bound
s(B) is a spectral value of B according to [10, Theorem 7.6]; thus s(B) is, again by
assumption, a pole of R( · , B) and therefore even an eigenvalue of B with a positive
eigenvector w (see [10, Theorem 7.7] or [6, Corollary 3.3]). Now we have, on the
one hand, w = e−t s(B)etBw ≫u 0 for sufficiently large t and, on the other hand,
w = e−t0 s(B)et0Bw ∈ et0BE ⊆ Eu, so u≫w 0. This shows that
c1w ≤ u ≤ c2w
for two real numbers c1, c2 > 0. Hence, we may interpret u as a sort of “deformed”
eigenvector of B for the eigenvalue s(B) (see also [7, Section 3] for a closely related
discussion). Note that a similar reasoning as above shows that s(A) is a spectral
value and a pole of the resolvent for A with a positive eigenvector v. We also have
v ∈ Eu, so d1v ≤ u for an appropriate number d1 > 0. However, we cannot bound
u from above by a multiple of v since we did not assume the individual eventual
positivity of (etA)t∈[0,∞) to be strong with respect to u.
Now we elaborate a bit more on the conditions et0AE ⊆ Eu and et0BE ⊆ Eu
themselves. In a prototypical example we have E = Lp(Ω, µ) for a finite measure
space (Ω, µ) and u = 1Ω. In this case, Eu = L
∞, and the condition et0AE ⊆ Eu
(and likewise for et0B) can sometimes by verified by means of kernel estimates (see
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for instance [7, Theorem 4.1]). Alternatively, we note that analyticity of (etA)t∈[0,∞)
implies that etAE ⊆ D(A∞) := ⋂n∈ND(An) for every t > 0, so it suffices to show
that D(An) ⊆ Eu for at least one n ∈ N to conclude that et0A ⊆ Eu at some (even
every) time t0 > 0. The condition D(A
n) ⊆ Eu often comes down to a Sobolev
embedding theorem (see the subsection on The Laplace operator with non-local
Robin boundary conditions of [9, Section 6] for several examples of this).
Recall from above that u behaves similarly to the eigenvector w of B. Hence,
if B is a differential operator on a bounded set Ω ⊆ Rd subject to, say, Dirichlet
boundary conditions, then u vanishes on the boundary of Ω. It order to prove that
D(An) ⊆ Eu for some n ∈ N one thus has to show that all functions in D(An)
vanish at least as fast as u at the boundary of Ω; we refer to [9, Proposition 6.5] for
an example where this is checked. Also see Subsection 4.6 for a related example.
Finally, we discuss the case where E is a space C(K) of continuous complex-
valued functions on a compact Hausdorff spaceK. Then the assumption that u be a
quasi-interior point of E+ implies that u ≥ ε1K for a real number ε > 0, so we have
Eu = E and the assumptions e
t0AE ⊆ Eu and et0BE ⊆ Eu are trivial. We note in
passing that this is essentially the reason why it is easier to characterise eventually
strong positivity on C(K)-spaces (as done in [10]) than on general Banach lattices
(as done in [9]).
Positivity assumptions: For the theory of eventually positive semigroups we
refer to the series of papers [10, 9, 6, 8, 7] and to [18]; numerous examples of
eventually positive semigroups can be found in [10, Section 6], [9, Section 6], [7,
Section 4] and [18, Chapter 11]. However, we point out that our characterisation of
eventual domination above seems to be new even in the case that both semigroups
(etA)t∈[0,∞) and (e
tB)t∈[0,∞) are positive.
Proof of Theorem 3.1. There is no loss of generality in assuming throughout the
proof that s(B) = 0.
“(i) ⇒ (iii)” Let s(A) = s(B) = 0. We show that this implies (etA)t∈[0,∞) =
(etB)t∈[0,∞), which contradicts the assumption that both semigroups are distinct.
As the semigroup (etB)t∈[0,∞) is eventually positive and its generator B has non-
empty spectrum, it follows from [10, Theorem 7.6] that the spectral bound s(B) = 0
is a spectral value of B. According to [6, Theorem 5.1] our assumptions on the
semigroup (etB)t∈[0,∞) now imply that the spectral projection P that corresponds
to the eigenvalue 0 of B satisfies Pf ≫u 0 for all 0 < f ∈ E. This in turn implies,
according to [9, Corollary 3.3], that 0 is a first order pole of the resolvent of B.
Hence, the range of P coincides with the kernel of B and the range of the dual
operator P ′ coincides with the kernel of the dual operator B′ of B. By using again
[9, Corollary 3.3] we see that both kerB and kerB′ are one-dimensional, that the
first of those spaces is spanned by a vector v ≫u 0 and that the latter space is
spanned by a strictly positive functional ϕ ∈ E′. We may choose v and ϕ such that
〈ϕ, v〉 = 1 and such that ‖ϕ‖ = 1, and then P can be written in the form P = ϕ⊗v.
By [18, Proposition 6.3.1] all poles of the resolvent of B on the imaginary axis
have order 1; eventual norm continuity of the semigroup (etB)t∈[0,∞) (which is
a consequence of the analyticity) thus implies that this semigroup is bounded.
Hence, the semigroup (etA)t∈[0,∞) is bounded, too, due to the eventual domination
condition in assertion (i). Therefore, the eventual positivity of (etA)t∈[0,∞) implies
that the latter semigroup is individually asymptotically positive in the sense of [9,
Definition 8.1(a)]. Since the assumptions on A imply that this operator has only
finitely many spectral values in the imaginary axis, [9, Theorem 8.3] now shows that
the spectral bound s(A) = 0 of A is a spectral value of A, that the corresponding
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spectral projection Q is a positive operator and that etA converges strongly to Q
as t→∞.
The eventual domination condition in (i) implies that P ≥ Q ≥ 0. From this we
conclude that Q = QPQ, since we have
0 ≤ QPQ−QQQ = Q(P −Q)Q ≤ P (P −Q)Q = PQ− PQ = 0;
this argument is taken from [12, Proposition 2.1.3]. In particular, the rank of Q is
dominated by the rank of P . As P has rank 1 and Q is non-zero, we conclude that
Q also has rank 1. Thus, Q can be written in the form Q = ψ ⊗ w, where w ∈ E
and ψ ∈ E′ are non-zero vectors. We note that w is a fixed vector of (etA)t∈[0,∞)
and ψ is a fixed vector of the dual semigroup. Since Q is positive, we can choose
both ψ and w to be positive, too, and of course we can choose ψ to have norm 1.
Note that 〈ψ,w〉 = 1 since Q is a projection.
Our next goal is to show that ϕ = ψ. If we apply the inequality Q′ ≤ P ′ to
the functional ψ we obtain ψ ≤ 〈ψ, v〉ϕ. Hence, the functional 〈ψ, v〉ϕ − ψ ∈ E′ is
positive, and one readily checks that this functional yields 0 when tested against
the vector v. Since v is a quasi-interior point of E+ (which follows from v ≫u 0),
this implies that actually 〈ψ, v〉ϕ − ψ = 0. Thus, the functionals ϕ and ψ are
linearly dependent; since they are both positive and of norm 1, we conclude that
they actually coincide.
We can use the identity ϕ = ψ to finally show that the semigroups (etA)t∈[0,∞)
and (etB)t∈[0,∞) coincide. To this end, let 0 < f ∈ E and consider any time
t ≥ t1, where the f -dependent time t1 ∈ [0,∞) is chosen as in assertion (i). Then
etBf − etAf ≥ 0 and, moreover,
〈ϕ, etBf − etAf〉 = 〈(etB)′ϕ, f〉 − 〈(etA)′ψ, f〉 = 〈ϕ, f〉 − 〈ψ, f〉 = 0.
Since the functional ϕ is strictly positive, we conclude that etBf − etAf = 0. The
analyticity of both semigroups now implies that we actually have etBf = etAf for
all times t ∈ (0,∞). Since f > 0 was arbitrary and since the positive cone E+
spans E we conclude that both semigroups coincide.
“(iii) ⇒ (ii)” It follows from the assumptions on B and from [9, Theorem 5.2]
that etB converges strongly to an operator P as t→∞, and this operator P satisfies
Pf ≫u 0 for every f > 0. Moreover, it follows from et0BE ⊆ Eu and from the
closed graph theorem that et0B is a bounded operator from the Banach space E to
the Banach space Eu, where the latter is endowed with the gauge norm ‖ · ‖u with
respect to u. Now fix 0 < f ∈ E. We then obtain
∥∥etBf − Pf∥∥
u
=
∥∥∥et0Be(t−t0)Bf − et0BPf∥∥∥
u
≤ ∥∥et0B∥∥
E→Eu
∥∥∥e(t−t0)Bf − Pf∥∥∥
E
→ 0 as t→∞;
for the first equality we used that the range of P coincides with the fixed space
of (etB)t∈[0,∞). We have Pf ≥ εu for some ε > 0, and we have just shown that∣∣etBf − Pf ∣∣ ≤ ε2u for all sufficiently large t, say t ≥ t2. Since the semigroup
(etB)t≥0 is real, we conclude that e
tBf ≥ ε2u for all t ≥ t2.
On the other hand, the generator A of the analytic semigroup (etA)t∈[0,∞) has
spectral bound s(A) < s(B) = 0, so etA converges to 0 with respect to the operator
norm as t→∞ (see e.g. [14, Corollary IV.3.12] or [3, Theorem 5.1.12]). Similarly as
above we now use that et0AE ⊆ Eu, which implies that et0A is a bounded operator
from E to Eu due to the closed graph theorem. Hence,∥∥etA∥∥
E→Eu
≤
∥∥et0A∥∥
E→Eu
∥∥∥e(t−t0)A∥∥∥
E→E
→ 0 as t→∞.
EVENTUAL DOMINATION 9
Therefore, there exists a time t3 ∈ [0,∞) such that
∥∥etAf∥∥
u
≤ ε4 for all t ≥ t3,
and thus we have
∣∣etAf ∣∣ ≤ ε4u for all t ≥ t3. Using that the semigroup (etA)t∈[0,∞)
is real, we thus conclude that etAf ≤ ε4u for all t ≥ t3.
Consequently, we have etBf−etAf ≥ ε2u− ε4u≫u 0 for all t ≥ t1 := max{t2, t3}.
This proves assertion (ii).
“(ii) ⇒ (i)” Obvious. 
Remark 3.3. In the proof of Theorem 3.1, the analyticity assumption on the semi-
groups is only needed in its full strength to employ the identity theorem for analytic
mappings at the end of the proof of implication “(i)⇒ (iii)”. The implication “(iii)
⇒ (ii)” remains true if we only assume that both semigroups (etA)t≥0 and (etB)t≥0
are eventually norm continuous rather than analytic.
The assumptions et0AE ⊆ Eu and et0BE ⊆ Eu in Theorem 3.1 can be omitted for
the implication “(i)⇒ (iii)”. We do not know whether the assumption et0BE ⊆ Eu
is really needed for the converse implication “(iii)⇒ (ii)” to hold; but the following
example shows that at least the assumption et0AE ⊆ Eu cannot be dropped, in
general.
Example 3.4. Let E = L2(0, π), let A be the Neumann Laplace operator on
E and let B = ∆ + 2 idE with Dirichlet boundary conditions. Both semigroups
(etA)t∈[0,∞) and (e
tB)t∈[0,∞) are positive (thus, in particular, real) and analytic.
Moreover, the peripheral spectra σper(A) = {0} and σper(B) = {1} consist of poles
of the resolvents of A and B, respectively.
Consider the function sin ∈ E; we have etB sin = et sin for each t ∈ [0,∞)
and, on the other hand, etA sin ≫
1
0 for each t ∈ (0,∞). Hence, etB sin does not
dominate etA sin for any t ∈ (0,∞), in spite of the fact that s(B) = 1 > 0 = s(A).
Hence, there cannot be any quasi-interior point u of E+ such that the assumptions
of Theorem 3.1 are satisfied.
It is illuminating to discuss this in a bit more detail for two particular quasi-
interior points:
• Let u = 1. Then all assumptions of Theorem 3.1 are satisfied except that
(etB)t∈[0,∞) is not individually eventually strongly positive with respect to
1.
• Let u = sin. Then all assumptions of Theorem 3.1 are satisfied except that
we do not have et0AE ⊆ Eu for any t0 ∈ [0,∞).
Under the assumptions of Theorem 3.1, if s(A) = s(B) and t0 ∈ [0,∞), then there
exist vectors 0 < f1, f2 ∈ E and times t1, t2 ≥ t0 such that et1Af1 > et1Bf1 and
et2Bf2 > e
t2Af2. We stress that this does not imply lack of eventual domination for
individual orbits. Indeed, it may still happen that, for each f ≥ 0, either the orbit
(etAf)t≥0 eventually dominates the orbit (e
tBf)t≥0 or vice versa. Let us illustrate
this by means of the following example.
Example 3.5. On the Banach lattice E = C2, let u = (1, 1)T , and consider the
projections
P =
1
3
(
1 2
1 2
)
and Q =
1
3
(
2 1
2 1
)
.
For each vector 0 ≤ x ∈ C2 we have Px ≥ Qx iff x2 ≥ x1 and Px ≤ Qx iff x2 ≤ x1.
Now consider the operator semigroups (etA)t≥0 and (e
tB)t≥0 given by
etA := P + e−t(id−P ) = e−t id+(1− e−t)P,
and etB := Q+ e−t(id−Q) = e−t id+(1− e−t)Q
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with generators A = P − id and B = Q − id, respectively. Both semigroups are
strongly positive (in the sense that all entries of etA and etB are strictly positive for
each t > 0), and both generators have spectral bound 0. Let us show that E+ can
be written as the union of two (non-disjoint) cones C1, C2 such (e
tA)t≥0 dominates
(etB)t≥0 on C1, and vice versa on C2.
Indeed, let 0 ≤ x ∈ C2. If x2 ≥ x1, then Px ≥ Qx and thus, etAx = e−tetPx ≥
e−tetQx = etBx for all t ≥ 0, so the orbit of x under the semigroup (etA)t≥0
dominates the orbit of x under the semigroup (etB)t≥0. If instead x2 ≤ x1, then
we conversely obtain etAx ≤ etBx for all t ≥ 0.
The above example is somewhat special in the sense that the positive cone can
be written as the union of two cones C1 and C2 such that (e
tA)t≥0 eventually
dominates (in this particular example even dominates) (etB)t≥0 on C1, and vice
versa on C2. This is a very special situation that cannot be expected in general.
Here is a simple counterexample.
Example 3.6. Consider the orthonormal basis (u1, u2, u3) of C
3 given by
u1 =
1√
3

11
1

 , u2 = 1√
2

−10
1

 , u3 = 1√
6

 1−2
1


und let U ∈ C3×3 be the matrix with columns u1, u2 and u3. Then the operators
A := U

0 0 00 −1 0
0 0 −1

U−1 and B := U

0 0 00 −1 1
0 −1 −1

U−1
both have spectral bound 0 (more precisely, σ(A) = {0,−1} and σ(B) = {0, i −
1,−i−1}). Both semigroups (etA)t∈[0,∞) and (etB)t∈[0,∞) are uniformly eventually
strongly positive with respect to the vector u1 since both semigroups converge to
the projection u1u
T
1 ; we conclude from Theorem 3.1 that (e
tB)t∈[0,∞) does not
eventually dominate (etA)t∈[0,∞), nor vice versa.
Moreover, we do not have such a splitting of the positive cone (C3)+ as in
Example 3.5. To see this, let x := 2u1 + u2 ≥ 0. Then etAx = 2u1 + e−tu2 and
etBx = 2u1 + e
−t(cos(t)u2 − sin(t)u3) for all t ∈ [0,∞). In particular, we have
etBx = 2u1 + e
−tu3 whenever t ∈ 2πZ + 32π, so we neither have etBx ≥ etAx nor
vice versa for those particular times t.
3.3. Uniform eventual domination. Our second main result gives criteria for
eventual domination where the time t1 from which on e
tBf dominates etAf does
not depend on f . We formulate the result in the setting of self-adjoint semigroups
on Hilbert spaces.
Theorem 3.7. Let L2 := L2(Ω, µ) for a σ-finite measure space (Ω, µ) and let
u ∈ (L2)+ be a function which is strictly positive almost everywhere. Consider two
distinct real C0-semigroups (e
tA)t∈[0,∞) and (e
tB)t∈[0,∞) on L
2 which satisfy the
following assumptions:
• Self-adjointness assumption: Both operators A and B are self-adjoint;
• Smoothing assumptions: There exists a time t0 ∈ [0,∞) such that et0AL2 ⊆
(L2)u and e
t0BL2 ⊆ (L2)u; and
• Positivity assumptions: The semigroup (etA)t∈[0,∞) is uniformly eventually
positive, and the semigroup (etB)t∈[0,∞) is uniformly (equivalently: individ-
ually) eventually strongly positive with respect to u.
Then the following assertions are equivalent:
(i) For all 0 < f ∈ L2 there exists a time t1 ∈ [0,∞) such that etBf ≥ etAf ≥ 0
for all t ≥ t1.
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(ii) There exists a time t1 ∈ [0,∞) and a number δ > 0 such that etB ≥ etA +
δu⊗ u ≥ etA for all t ≥ t1.
(iii) We have s(B) > s(A).
In the situation of Theorem 3.7 we can also add a fourth assertion to the list of
equivalent statements:
(iv) There exists a time t1 ∈ [0,∞) such that etB ≥ etA for all t ≥ t1.
Formally, this assertion is stronger than (i) and weaker than (ii), so it is – under
the assumptions of Theorem 3.7 – equivalent to (i)–(iii). We use the terminology
“(etB)t∈[0,∞) uniformly eventually dominates (e
tA)t∈[0,∞)” to describe the situation
in (iv).
The fact mentioned in the positivity assumptions of Theorem 3.7 that uni-
form and individual eventual strong positivity with respect to u are equivalent for
(etB)t∈[0,∞) is a consequence of the self-adjointness of B; see [7, Corollary 3.5] (and
see also [18, Theorem 10.2.1] for a closely related result). Note that assertions (i)
and (iii) above are the same as in Theorem 3.1, but assertion (ii) is stronger than
the corresponding assertion in Theorem 3.1.
For the proof of Theorem 3.7 we adapt a method that is used to characterise uni-
form eventual strong positivity of self-adjoint C0-semigroups in [18, Theorem 10.2.1].
We suspect that, by using techniques from [7], it should be possible to prove uniform
eventual domination results in the spirit of Theorem 3.7 above for non-self-adjoint
semigroups; however, such results would contain even more technical assumptions
involving the dual semigroups of (etA)t∈[0,∞) and (e
tB)t∈[0,∞). Thus, in order to
keep our results as comprehensible as possible – and since we are mainly interested
in the case of self-adjoint semigroup in the subsequent section on applications – we
restrict ourselves to the self-adjoint case here.
Proof of Theorem 3.7. “(ii) ⇒ (i)” This implication is obvious.
“(i)⇒ (iii)” We claim that this implication follows from Theorem 3.1; to see this
we have to check that all assumptions of this theorem are satisfied. Since A and
B are self-adjoint, their spectra are non-empty, and the semigroups (etA)t∈[0,∞)
and (etB)t∈[0,∞) are analytic. Moreover, since L
2 is reflexive, it follows from the
smoothing assumptions et0AL2 ⊆ (L2)u and et0BL2 ⊆ (L2)u that the operators
et0A and et0B are compact [6, Theorem 2.3(ii)]. Hence, the semigroups generated
by A and B are eventually compact, so all spectral values of A and B are poles of
the resolvents of A and B, respectively [14, Corollary V.3.2(i)]. Thus, Theorem 3.1
is applicable.
“(iii) ⇒ (ii)” There is no loss of generality in assuming that s(B) = 0, so let
s(B) = 0 > s(A). For the rest of the proof we also assume, for the sake of notational
simplicity, that L2 is infinite-dimensional. Over finite-dimensional spaces, we can
use the same proof but we have to replace all the infinite eigenvalue expansions in
the following with finite sums.
We have already noted above that the semigroups (etA)t∈[0,∞) and (e
tB)t∈[0,∞)
are eventually compact and analytic; hence, they are immediately compact (apply
the identity theorem for analytic functions in the Calkin algebra over L2) and thus,
A and B have compact resolvent according to [14, Theorem II.4.29]. In particular,
the domainD(B) (endowed with the graph norm) embeds compactly into L2. Thus,
the unit ball of D(B) is a relatively compact subset of L2 and thus separable with
respect to the norm on L2. As the span of the unit ball of D(B) is dense in L2 we
conclude that L2 is separable.
Due to the self-adjointness ofA and B and, again, due to the compactness of their
resolvents, it now follows from the spectral theorem that the eigenvalues of A and
B are given by sequences 0 > −λ1 ≥ −λ2 ≥ . . . and 0 = −µ0 ≥ −µ1 ≥ −µ2 ≥ . . . ,
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respectively, which both converge to −∞; moreover, we can find orthonormal bases
(en)n∈N and (fn)n∈N0 of L
2 such that each vector en is an eigenvector of A for
the eigenvalue −λn and such that each vector fn is an eigenvector of B for the
eigenvalue −µn. Note that all vectors en and fn can be chosen to be real-valued
functions since the operators A and B are real. Moreover, due to the eventual
strong positivity of (etB)t∈[0,∞) with respect to u it follows, for instance, from
[7, Corollary 3.5] that the eigenspace kerB is one-dimensional and spanned by a
function w ≫u 0; thus, we have 0 = −µ0 > −µ1, and the eigenvector f0 can be
chosen such that f0 ≫u 0, i.e., we have f0 ≥ cu for an appropriate number c > 0.
The operators et0A and et0B are continuous from L2 to (L2)u as a consequence
of the closed graph theorem; let M denote the maximum of their operator norms∥∥et0A∥∥
L2→(L2)u
and
∥∥et0B∥∥
L2→(L2)u
. For every n ∈ N we have ‖fn‖u = et0µn
∥∥et0Bfn∥∥u,
and likewise for ‖en‖u, so
‖fn‖u ≤Met0µn and ‖en‖u ≤Met0λn for all n ∈ N,
and thus, |fn| ≤ Met0µnu and |en| ≤ Met0λnu for all n ∈ N. Now fix 0 ≤ g ∈ L2.
For every t ∈ [0,∞)
etBg − etAg = 〈g, f0〉f0 +
∞∑
n=1
(
e−tµn〈g, fn〉fn − e−tλn〈g, en〉en
)
.(3.1)
Let us show that, for sufficiently large t, the series on the right is even absolutely
convergent with respect to the gauge norm ‖ · ‖u: we observe that
∞∑
n=1
∥∥e−tµn〈g, fn〉fn − e−tλn〈g, en〉en∥∥u
≤
∞∑
n=1
[
e−tµn〈g, |fn|〉 ‖fn‖u + e−tλn〈g, |en|〉 ‖en‖u
]
≤M2〈g, u〉
∞∑
n=1
[
e(−t+2t0)µn + e(−t+2t0)λn
]
(3.2)
for every t ∈ [0,∞). Now we note that et0A and et0B are Hilbert–Schmidt oper-
ators. Indeed, it follows from the assumption et0BL2 ⊆ (L2)u that the restriction
of et0B to the real Hilbert space of all real-valued functions on L2 is a so-called
majorising operator, see [31, Definition IV.3.1]; hence, this operator is Hilbert–
Schmidt according to [31, Theorem IV.6.9], which in turn implies that the operator
et0B on the complex space L2 is Hilbert–Schmidt. By the same reasoning we can
see that et0A is Hilbert–Schmidt.
Hence, we know that the eigenvalues of et0A and et0B are square summable,
i.e., we have
∑∞
n=1 e
−2t0λn < ∞ and ∑∞n=0 e−2t0µn < ∞. In particular, the series
in (3.2) is finite for all t ≥ 4t0; moreover, the number
∑∞
n=1
[
e(−t+2t0)µn + e(−t+2t0)λn
]
even converges to 0 as t→∞ as a consequence of the dominated convergence the-
orem, so we can find a time t1 ≥ 4t0 such that
∞∑
n=1
[
e(−t+2t0)µn + e(−t+2t0)λn
]
≤ c
2
2M2
for all t ≥ t1. We have thus proved that, for all t ≥ 4t0, the series in (3.1) is
absolutely convergent with respect to the gauge norm in (L2)u and that its value is
thus an element of (L2)u; moreover, the gauge norm of this value can by estimated
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as ∥∥∥∥∥
∞∑
n=1
(
e−tµn〈g, fn〉fn + e−tλn〈g, en〉en
)∥∥∥∥∥
u
≤ c
2
2
〈g, u〉.
for all t ≥ t1. Thus, we conclude from (3.1) that, for all t ≥ t1,
etBg − etAg ≥ 〈g, f0〉f0 − c
2
2
〈g, u〉u ≥ c2〈g, u〉u− c
2
2
〈g, u〉u = c
2
2
〈g, u〉u.
Since t1 does not depend on g, this proves (ii) for δ = c
2/2. 
4. Applications
In this section we discuss several examples where our results can be applied. We
point out once again that, to the best of our knowledge, Theorems 3.1 and 3.7 are
new even if both semigroups (etA)t∈[0,∞) and (e
tB)t∈[0,∞) are positive. Thus, we
also consider examples of positive semigroups in this section.
4.1. The finite dimensional case. In the related field of eventual positivity, a
large part of the literature is devoted to the study of the finite-dimensional case.
For detailed references, we refer for instance to the introduction of the recent article
[32], and also to the introduction of [19] and to [18, Section 6.4].
As a connection to the finite-dimensional literature, let us explicitly formulate
Theorem 3.1 in the special case of matrices; we are using the fact that in finite
dimensions individual and uniform eventual positivity are equivalent, and – as can
easily be seen – the same is true for individual and uniform eventual domination.
Hence, we use the term eventual domination synonymously with individual eventual
domination and with uniform eventual domination in finite dimensions.
Theorem 4.1. Let A,B be two distinct n× n-matrices with real entries. Assume
that:
(1) The semigroup (etA)t≥0 is individually (equivalently: uniformly) eventually pos-
itive.
(2) s(B) is a dominant and geometrically simple eigenvalue of B; moreover, the
eigenspaces ker(s(B)−B) and ker(s(B)−BT ) contain vectors x and y respec-
tively, such that xi > 0 and yi > 0 for all i = 1, . . . , n.
Then the following assertions are equivalent:
(i) There exists a time t1 ∈ [0,∞) such that (etBx)i ≥ (etAx)i for all t ≥ t1,
all 0 < x ∈ Rn and all i = 1, . . . , n (i.e. (etB)t∈[0,∞) eventually dominates
(etA)t∈[0,∞)).
(ii) There exists a time t1 ∈ [0,∞) such that (etBx)i > (etAx)i for all t ≥ t1, all
0 < x ∈ Rn and all i = 1, . . . , n.
(iii) We have s(B) > s(A).
Note that Assumption (2) is equivalent to eventual strong positivity of the semi-
group (with respect to the vector (1, . . . , 1)) by [18, Thm. 11.1.2]; it is in particular
satisfied if B generates a positive irreducible semigroup. Assumption (1) is for in-
stance satisfied if A generates a positive semigroup (i.e., if all off-diagonal entries
of A are ≥ 0).
4.2. The Laplacian on finite graphs. Let A,B be two real n× n matrices that
generate positive semigroups. A straightforward application of Ouhabaz’ criterion
in Proposition 2.1 shows that (etB)t≥0 dominates (e
tA)t≥0 if and only if aij ≤ bij for
all i, j = 1, . . . , n. As an immediate consequence, if G = (V,E) is a finite connected
undirected graph and G′ is a further graph with same vertex set V′ = V, then
the semigroup generated by the adjacency matrix of G dominates the semigroup
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generated by the adjacency matrix of G′ if and only if G′ is a subgraph of G. An
analogous assertion holds in the case of directed graphs D = (V, ~E).
This is no more true if the semigroup generated by the discrete Laplacian is
considered, instead. We will now show, as an application of Theorem 4.1, that
we do not even have eventual domination in this case. Let us consider the ad-
vection matrix ~LD (sometimes called: “directed discrete Laplacian”) of a strongly
connected directed graph D, defined as in [27, § 2.1.6]. Such advection matrices
are real and satisfy the assumptions of Theorem 4.1: indeed, they are positive and
irreducible [27, Lemma 4.57], and it is known [27, Cor. 2.22] that all their eigen-
values have non-negative real part. Because furthermore 1 lies in the kernel of any
advection matrix and any Laplace matrix, we deduce the following.
Proposition 4.2. (1) If D1 = (V, ~E1), D2 = (V, ~E2) are two distinct finite and
strongly connected directed graphs, then neither does (e−t
~LD1 )t∈[0,∞) eventually
dominate (e−t
~LD2 )t∈[0,∞), nor vice versa.
(2) If G1 = (V,E1), G2 = (V,E2) are two distinct finite and connected undirected
graphs, then neither does (e−tL
G1
)t∈[0,∞) eventually dominate (e
−tLG2 )t∈[0,∞),
nor vice versa.
(3) Let G = (V,E) be a finite and connected graph and D = (V, ~E) any strongly con-
nected orientation of G. Then neither does (e−tL
G
)t∈[0,∞) eventually dominate
(e−t
~LD)t∈[0,∞), nor vice versa.
4.3. The one-dimensional Laplace operator with mixed and with periodic
boundary conditions. Here, we briefly revisit the example from Section 2: let
∆M denote the Laplace operator on L2(0, 1) with domain
D(∆M ) = {u ∈ H2(0, 1) : u(0) = 0 and ux(1) = 0}
(i.e., we have mixed Dirichlet and Neumann boundary conditions), and let ∆P
denote the Laplace operator on L2(0, 1) with domain
D(∆P ) = {u ∈ H2(0, 1) : u(0) = u(1) and ux(0) = ux(1)}
(i.e., we have periodic boundary conditions). Then s(∆M ) = −π24 < 0 = s(∆P ).
Let u := 1 ∈ L2(0, 1) denote the constant function with value 1. Then the principal
ideal (L2(0, 1))u is the space L
∞(0, 1) and all assumptions of Theorem 3.7 are
satisfied. Hence, we obtain the following result:
Proposition 4.3. The semigroup (et∆
P
)t≥0 does not dominate the semigroup (e
t∆M )t≥0,
but we have uniform eventual domination in the sense that et∆
P ≥ et∆M for all suf-
ficiently large times t.
4.4. The one-dimensional Laplace operator with Dirichlet and with non-
local boundary conditions. In this subsection, we consider the Dirichlet Laplace
operator ∆D on L2(0, 1) with domain
D(∆D) = {u ∈ H2(0, 1) : u(0) = u(1) = 0}
and a Laplace operator ∆NL on L2(0, 1) with non-local boundary conditions whose
domain is given by
D(∆NL) = {u ∈ H2(0, 1) : ux(0) = −ux(1) = u(0) + u(1)}.
This is an interesting example of an operator with non-local boundary conditions
since −∆NL is associated with the form
(u, v) 7→
∫ 1
0
ux(x)vx(x) dx+
(
u(0) u(1)
)(1 1
1 1
)(
v(0)
v(1)
)
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on H1(0, 1). The operator −∆NL has already occurred on several occassions in
the literature as an example for eventual positivity; see [9, Theorem 6.11], [18,
Theorem 11.7.3] and [8, Example 4.10]. In fact, it follows from [18, Theorem 11.7.3]
that the semigroup (et∆
NL
)t≥0 on L
2(0, 1) is not positive, but uniformly eventually
strongly positive with respect to u := 1. The non-positivity of this semigroup
is also discussed in detail in [1, Section 3]. Now we show that the semigroup
eventually dominates the Dirichlet Laplace semigroup (et∆
D
)t≥0. We find this
example particularly interesting since the dominated semigroup is positive, while
the dominating semigroup is only eventually positive.
Theorem 4.4. There exists a time t1 > 0 such that e
t∆NL ≥ et∆D for all t ≥ t1.
Proof. We first note that all assumptions of Theorem 3.7 are satisfied for u = 1
(the smoothing assumption follows from the fact that both semigroups map into
H1(0, 1) ⊆ L∞(0, 1)). So it only remains to show that s(∆D) ≤ s(∆NL).
It is well-known (and easy to check) that s(∆D) = −π2. On the other hand,
the mapping (0, 1) ∋ x 7→ cos(πx) ∈ R is contained in D(∆NL) and is thus an
eigenvector of ∆NL for the eigenvalue −π2. This shows that s(∆NL) ≥ −π2. To
see that this inequality is actually strict, we use once again that the semigroup
(et∆
NL
)t≥0 is uniformly eventually strongly positive with respect to u = 1 [18,
Theorem 11.7.3]; according to [9, Theorem 5.2 and Corollary 3.3] this implies that
s(∆NL) is an eigenvalue of ∆NL whose eigenspace is spanned by a vector which
is positive almost everywhere. Hence, this eigenspace cannot contain the function
(0, 1) ∋ x 7→ cos(πx) ∈ C, so s(∆NL) 6= −π2.
We have thus proved that s(∆D) < s(∆NL), so the assertion follows from Theo-
rem 3.7. 
4.5. Comparison of elliptic operators with Neumann boundary condi-
tions. Let Ω ⊆ Rd be a bounded domain with Lipschitz boundary or, more gen-
erally, with the extension property (i.e., every function in H1(Ω) can be extended
to a function in H1(Rd)). Let A, Aˆ : Ω → Rd×d be measurable and essentially
bounded mappings. Assume moreover that there exists a constant ν > 0 such that
the ellipticity conditions
〈ξ,A(x)ξ〉 ≥ ν ‖ξ‖2 and 〈ξ, Aˆ(x)ξ〉 ≥ ν ‖ξ‖2 for all ξ ∈ Rd
hold for almost all x ∈ Ω.
Then we can define elliptic operators AN and AˆN in divergence form that are
associated with the coefficient functions A and Aˆ, respectively, and have Neumann
boundary conditions. More precisely, we let −AN and −AˆN denote the operators
on L2(Ω) associated with forms
(u, v) 7→
∫
Ω
A∇u∇v dx and (u, v) 7→
∫
Ω
Aˆ∇u∇v dx
on H1(Ω), respectively.
Both operators AN and AˆN generate positive, irreducible, contractive and im-
mediately compact semigroups on L2(Ω), their spectral bounds equal 0, and the
eigenspaces kerAN and ker AˆN are spanned by the constant function 1 with value
1. As Ω has the extension property, it follows from ultracontractivity theory (see
for instance [2, Sections 7.3.2 and 7.3.6]) that etA
N
and etAˆ
N
map L2(Ω) into
L∞(Ω) = (L2(Ω))
1
for each t > 0.
As a consequence of Theorem 3.1, the semigroup (etA
N
)t≥0 does not eventually
dominate the semigroup (etAˆ
N
)t≥0 (nor vice versa), unless the operators A
N and
AˆN coincide:
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Theorem 4.5. If the semigroup (etAˆ
N
)t≥0 individually eventually dominates the
semigroup (etA
N
)t≥0, then the operators Aˆ
N and AN coincide.
Proof. It follows for instance from [9, Corollary 3.3 and Theorem 5.2] that both
semigroups are individually eventually strongly positive with respect to 1. Hence,
the assumptions of our Theorem 3.1 are satisfied. So if AˆN and AN are distinct
and if (etAˆ
N
)t≥0 individually eventually dominates (e
tAN )t≥0, then s(Aˆ
N ) > s(AN ).
But this cannot be true since s(AˆN ) = 0 = s(AN ). 
4.6. Comparison of elliptic operators with Dirichlet boundary conditions.
The situation of the previous subsection changes dramatically if we consider Dirich-
let instead of Neumann boundary conditions. We consider the same situation as in
Subsection 4.5, with the following three changes:
• We assume that Ω has Lipschitz boundary.
• We consider Dirichlet boundary conditions now, i.e., the form domain is no
longer H1(Ω) but H10 (Ω) instead.
• We assume that the matricesA(x) and Aˆ(x) are symmetric for almost every
x ∈ Ω. (This assumption is only needed in order to apply Theorem 3.7
instead of Theorem 3.1, so that we obtain uniform rather than individual
eventual domination.)
Denote the corresponding elliptic operators by AD and AˆD. Let 0 ≤ u ∈ L2(Ω)
and uˆ ≤∈ L2(Ω) denote eigenfunctions of AD and AˆD for the eigenvalues s(AD)
and s(AˆD), respectively. Then u and uˆ are strictly positive almost everywhere. We
have the following domination result:
Theorem 4.6. If cuˆ ≥ u for a number c > 0, then there exists a number d > 0
and a time t1 > 0 such that e
tAˆD ≥ etdAD for all t ≥ t1.
Proof. Choose d > 0 such that s(AˆD) > s(dAD). Since Ω has Lipschitz boundary,
it follows from [11, Lemma 2] that the operators etAˆ
D
and etdA
D
map L2(Ω) into
the principal ideals (L2(Ω))uˆ and (L
2(Ω))u ⊆ (L2(Ω))uˆ, respectively. Hence, the
semigroup (etAˆ
D
)t≥0 is uniformly eventually strongly positive with respect to uˆ
according to [7, Corollary 3.5] and therefore, we can apply Theorem 3.7 to conclude
that etAˆ
D ≥ etdAD for all sufficiently large times t. 
Let the function δ ∈ L2(Ω) be given by
δ(x) = dist(x, ∂Ω)
for all x ∈ Ω. If Ω has sufficiently smoothing boundary and the coefficients A and Aˆ
are sufficiently smooth, it follows that the eigenfunctions u and uˆ are both bounded
above and below by strictly positive multiples of δ (see for instance [11, Section 3]).
Hence, the assumption of Theorem 4.6 that cuˆ ≥ u for some c > 0 is satisfied in
this situation, and so is the converse inequality c˜u ≥ uˆ for some c˜ > 0. Thus, in
this situation Theorem 4.6 implies the existence of numbers b1, b2 > 0 such that
eb1tAˆ
D ≤ etAD ≤ eb2tAˆD
for all sufficiently large times t.
4.7. Squares of generators. This subsection is loosely inspired by [10, Subsec-
tion 6.3] and [9, Theorem 6.1]. We show how our results can be used to derive
eventual domination between a semigroup (etA)t∈[0,∞) and the semigroup gener-
ated by the square A2 of A. We formulate our result in the setting of self-adjoint
operators on Hilbert spaces.
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Theorem 4.7. Let (Ω, µ) be a σ-finite measure space and set L2 := L2(Ω, µ) and
let 0 ≤ u ∈ L2 be a function such that u(ω) > 0 for almost all ω ∈ Ω. Consider
a real and self-adjoint operator A : L2 ⊇ D(A) → L2 which satisfies the following
two assumptions:
• Smoothing assumption: There exists a time t0 ∈ [0,∞) such that et0AL2 ⊆
(L2)u.
• Spectral assumptions: The spectral bound s(A) satisfies s(A) ≤ 0; moreover,
s(A) is a geometrically simple eigenvalue of A and the eigenspace ker(s(A)−
A) is spanned by a vector v ≫u 0.
Then both semigroups (etA)t∈[0,∞) and (e
−tA2)t∈[0,∞) are uniformly eventually strongly
positive with respect to u. Moreover, those semigroups exhibit the following be-
haviour:
(a) If s(A) = 0 and −A2 6= A, then (e−tA2)t≥0 does not individually eventually
dominate (etA)t≥0, nor vice versa.
(b) If s(A) ∈ (−1, 0), then there exists a time t1 ∈ [0,∞) such that e−tA2 ≥ etA for
all t ≥ t1.
(c) If s(A) ∈ (−∞,−1), then there exists a time t1 ∈ [0,∞) such that etA ≥ e−tA2
for all t ≥ t1.
Proof. First we note that it follows, for instance, from the spectral theorem that the
range of e−t0A
2
is contained in the range of et0A, so we know that e−t0A
2
L2 ⊆ (L2)u.
Next, we observe that s(−A2) = − s(A)2 and hence,
ker
(
s(−A2)− (−A2)) = ker (A2 − s(A)2) = ker(s(A)−A);
for s(A) < 0 the second equality follows from the fact that − s(A) > 0 is not an
eigenvalue of A, and for s(A) = 0 the second equality follows from the fact that every
eigenvalue of a self-adjoint operator is semi-simple (i.e., its algebraic multiplicity
coincides with its geometric multiplicity).
We conclude that the spectral bound of −A2 is a geometrically simple eigenvalue
of −A2 and that the corresponding eigenspace is spanned by the vector v ≫u 0.
We can now employ the characterization results from [7, Corollary 3.5] which tells
us that both semigroups (etA)t∈[0,∞) and (e
−tA2)t∈[0,∞) are uniformly eventually
strongly positive with respect to u.
Assertion (a) now follows Theorem 3.7. Assertions (b) and (c) also follow from
this theorem since we have s(−A2) > s(A) in (b) and s(A) > s(−A2) in (c). 
We note in passing that the assumption −A2 6= A in assertion (a) of the above
theorem is not redundant: consider for instance the case L2 = C2 and
A =
1
2
(−1 1
1 −1
)
.
Then all assumptions of Theorem 4.7 are satisfied (for u = (1, 1)T ) and we have
s(A) = 0 and −A2 = A. However, as the assumptions of Theorem 4.7 imply that A
has compact resolvent, we always have −A2 6= A if L2 is infinite-dimensional (and
also if L2 is finite-dimensional and the spectrum of A is not a subset of {−1, 0}).
As an example for Theorem 4.7 we consider the Laplace operator ∆P and the
bi-Laplace operator on L2(0, 1) with periodic boundary conditions. The latter
operator is precisely given as −(∆P )2 (note that this does not simply work for
other types of boundary conditions). As a consequence of Theorem 4.7(a) (for
u = 1) we obtain the following result:
Proposition 4.8. The semigroups (et∆
P
)t≥0 and (e
−t(∆P )2)t≥0 are uniformly even-
tually strongly positive with respect to 1, but neither of those two semigroup domi-
nates the other one individually eventually.
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We note in passing the well-known fact that actually et∆
P
f ≫
1
0 for each 0 <
f ∈ L2(0, 1) and each time t > 0, i.e., the semigroup (et∆P )t≥0 is even immediately
strongly positive with respect to 1. However, it is worthwhile noting that the bi-
Laplace semigroup (e−t(∆
P )2)t≥0 is not positive for small times.
4.8. Diffusion on networks. We consider a finite connected graph G = (V,E).
Upon fixing an arbitrary orientation of G each edge e ≡ (v,w) can be identified
with an interval [0, ℓe] and its endpoints v,w with 0 and ℓe, respectively. In such
a way one naturally turns the G into a metric measure space G: a network whose
underlying discrete graph is precisely G [26, Chapter 2].
We shall be interested in the Laplacian ∆G on G, which is defined edgewise as
the second derivative and whose domain consists in the space of all functions that
are in the Sobolev space H2(0, ℓe) on each edge e and which satisfy so-called natural
conditions on a V : we impose (i) continuity of the functions v ∈ V as well as (ii) the
Kirchhoff condition: at each vertex the normal derivatives along all neighbouring
edges sum up to 0.
It is well-known that ∆G is associated with the form
(u, v) 7→
∑
e∈E
∫ ℓe
0
u′(x)v′(x) dx, u, v ∈ H1(G);
this is well-known to be a Dirichlet form [23], hence the associated heat semigroup
is positive. (Here H1(G) denotes the space of all functions in⊕
e∈EH
1(0, ℓe), which
are in addition continuous at the vertices.) Indeed, this semigroup is stochastic on
all G, hence the heat content of any two graphs of same total length is the same at
each time.
If G′ is obtained from G by identifying two vertices, then ∆G′ and ∆G act on the
Hilbert space L2(G) ≃ L2(G′) = ⊕
e∈E L
2(0, ℓe), and by [27, Prop. 6.70] they have
the same spectral bound. Hence, we conclude from Theorem 3.7 the following.
Proposition 4.9. Let G be a network whose underlying graph is finite and con-
nected. If G′ is obtained from G by identifying two vertices, then neither does
(et∆
G
)t∈[0,∞) eventually dominate (e
t∆G
′
)t∈[0,∞) nor vice versa.
A few graph operations that do strictly reduce the lowest non-zero eigenvalue of
∆G and hence enforce eventual domination are known: they are more technical and
discussing them goes beyond the scope of this note. We refer the interested reader
to [4, § 3].
4.9. Non-monotonicity of semigroups. We conclude the article by getting back
to the discussion from Subsection 2.2 (in a more general setting). First we note
that a positive semigroup (etA)t∈[0,∞) on a Banach lattice E cannot dominate the
semigroup (etcA)t∈[0,∞) for any c ∈ (1,∞) unless the semigroup operators have a
very special structure:
Proposition 4.10. Let E be a (real or complex) Banach lattice and let (etA)t∈[0,∞)
be a positive C0-semigroup on E. If there exists a number c ∈ (1,∞) such that
etcA ≤ etA for all times t ∈ [0,∞), then 0 ≤ etA ≤ idE for all t ∈ [0,∞).
The inequality 0 ≤ etA ≤ idE means that etA is an element of the so-called
center of the space of bounded linear operators on E. If E = Lp(Ω, µ) for p ∈ [1,∞]
and for a σ-finite measure space (Ω, µ), then this center consists precisely of the
multiplication operators (which are given by multiplication with a fixed function
from L∞(Ω, µ)). For a few more details we refer for instance to [28, Section C-I-9].
Proof of Proposition 4.10. By replacing t with t/cn+1 we obtain for each n ∈ N0
the inequality et/c
nA ≤ et/cn+1A for all t ∈ [0,∞). Iteration of this inequality yields
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that etA ≤ et/cnA for all n ∈ N0, so the assertion etA ≤ idE follows by taking the
strong operator limit as n→∞. 
On the other hand Theorem 3.7 implies that, in the Hilbert space case and under
appropriate technical assumptions, we have etcA ≥ etA for all sufficiently large times
t. Let us state this explicitly in the following theorem.
Theorem 4.11. Let L2 := L2(Ω, µ) for a σ-finite measure space (Ω, µ) and let
u ∈ (L2)+ be a function which is strictly positive almost everywhere. Consider a real
and self-adjoint C0-semigroups (e
tA)t∈[0,∞) whose generator A satisfies s(A) < 0.
Suppose that ker(s(A) −A) is one-dimensional and contains a vector v ≫u 0, and
assume that et0AL2 ⊆ (L2)u for at least one time t0.
Then, for every number c ∈ (1,∞), there exists a time tc ∈ [0,∞) such that
0 ≤ etcA ≤ etA for all t ≥ tc.
Proof. Fix c ∈ (1,∞) and consider the self-adjoint operators A and cA. The semi-
groups (etA)t∈[0,∞) and (e
tA)t∈[0,∞) are uniformly eventually strongly positive with
respect to u according to [7, Corollary 3.5], and we have s(cA) = c s(A) < s(A).
Thus, Theorem 3.7 yields the assertion. 
Example 4.12. Let Ω ⊆ Rd be a bounded domain with Lipschitz boundary. Let
A : Ω→ Rd×d be a measurable and essentially bounded mapping. Assume moreover
that the matrix A(x) is symmetric for almost every x ∈ Ω and that there exists a
constant ν > 0 such that the ellipticity condition
〈ξ,A(x)ξ〉 ≥ ν ‖ξ‖2 for all ξ ∈ Rd
holds for almost all x ∈ Ω. Let AD denote the realization of the operator v 7→
div(A∇v) on L2(Ω) with Dirichlet boundary conditions.
Then AD is self-adjoint, and its first eigenspace is one-dimensional and spanned
by an eigenfunction u that is strictly positive almost everywhere. Since Ω has Lip-
schitz boundary, it follows from [11, Lemma 2] that the operator etA
D
maps L2(Ω)
into the principal ideal (L2(Ω))u for each t > 0. Thus, it follows from Theorem 4.11
that, for every number c ∈ (1,∞), there exists a time tc such that etcAD ≤ etAD
for all t ≥ tc. Moreover, we cannot have tc = 0 according to Proposition 4.10.
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