ABSTRACT Motivation: A k-point mutant of a given RNA sequence s = s 1 , . . . , s n is an RNA sequence s 0 ¼ s
To understand the effect of pointwise mutation in RNA, we consider the distribution of energies of all secondary structures of k-point mutants of a given RNA sequence. Results: Here we describe a novel algorithm to compute the mean and standard deviation of energies of all secondary structures of k-point mutants of a given RNA sequence. We then focus on the tail of the energy distribution and compute, using the algorithm AMSAG, the k-superoptimal structure; i.e. the secondary structure of a <k-point mutant having least free energy over all secondary structures of all k 0 -point mutants of a given RNA sequence, for k 0 < k. Evidence is presented that the k-superoptimal secondary structure is often closer, as measured by base pair distance and two additional distance measures, to the secondary structure derived by comparative sequence analysis than that derived by the Zuker minimum free energy structure of the original (wild type or unmutated) RNA. Contact: clote@bc.edu Supplementary information: http://clavius.bc.edu/~clotelab/ RNAmutants/
INTRODUCTION
A k-point mutant of a given RNA sequence s ¼ s 1 , . . . , s n is an RNA sequence s 0 ¼ s 0 1 ‚. . . ‚s 0 n obtained by mutating exactly k-positions in s, i.e. the Hamming distance between s and s 0 equals k, denoted by d H (s, s 0 ) ¼ k. To understand the effect of pointwise mutation in RNA secondary structure (Schuster et al., 1994; Clote et al., 2005b) , we consider the distribution of energies of all secondary structures of k-point mutants of a given RNA sequence. In this section, we describe an algorithm to compute the mean and standard deviation of energies of all secondary structures of all k-point mutants of a given RNA sequence. Since there are exponentially many sequence/structure pairs, the energies cannot in general be enumerated; hence we introduce a novel algorithm to compute the partition function Z k (T ) for all k-point mutants of a given RNA at temperature T in Kelvin. By dynamic programming, our algorithm computes Z k (T ) for fixed k in time O(n 3 ), and additionally computes Z k (T ) for all k simultaneously in time O(n 4 ). From statistical mechanics, we see that the average free energy hE k i of all secondary structures of all k-point mutants of a given RNA molecule is equal to RT 2 times the partial derivative of ln Z k (T), and hence can be approximated for all k in time O(n 4 ). Although the current algorithm uses the Nussinov-Jacobson energy model (Nussinov and Jacobson, 1980) , our novel partition function and energy computation for k-point mutants is non-trivial and gives biologically interesting results. In future work, we will extend our algorithm to the Turner energy model (Xia et al., 1999) . The current paper establishes proof of concept for a novel tool to explore aspects of RNA sequence and structure evolution.
In Section 2.2, we focus on the tail of the energy distribution of all secondary structures of k-point mutants of a given RNA sequence. By extending the S-attribute grammar formalism for the AMSAG software tool of Waldispühl et al. (2002) , we effectively compute the minimum free energy (mfe), with respect to (a technical restriction of) the Turner energy model (Matthews et al., 1999) , over all secondary structures of all k 0 -point mutants of a given RNA sequence, where k 0 k. We present evidence that the mfe structure of certain k-point mutants is closer, as measured by base pair distance and two other metrics, 1 to the secondary structure derived by comparative sequence analysis than that derived by the Zuker mfe structure (Zuker and Stiegler, 1981; Zuker, 2003) of the original (unmutated or wild type) RNA.
2 One reason that the mfe structure of a k-point mutant is at times closer to the structure derived by comparative sequence analysis could be that non-canonical base pairing and elements of tertiary structure are captured by the mutation of certain bases.
Before proceeding to the next section, we recall the formal definition of secondary structure. DEFINITION 1. A secondary structure S on RNA sequence s 1 , . . . , s n is defined to be a set of ordered pairs corresponding to base pair positions, which satisfies the following requirements.
(1) Watson-Crick or GU wobble pairs: If (i, j) belongs to S, then pair (s i , s j ) must be one of the following canonical base pairs: (A, U), (U, A), (G, C), (C, G), (G, U), (U, G).
Ã To whom correspondence should be addressed.
1
Analysis using base pair distance is presented in this paper. See Web Supplement for additional analysis using two alternative metrics (coarse tree edit distance and weighted coarse tree edit distance), both supported by RNAdist from the Vienna RNA Package.
2
In (Ding et al., 2005) it is shown that often the structure derived by comparative sequence analysis is closer to the centroid of low-energy RNA structures obtained by sampling or stochastic backtracking. The approach in this paper is quite different from that of Ding et al. (2005) .
(2) Threshold requirement: If (i, j) belongs to S, then j À i > .
(3) Non-existence of pseudoknots: If (i, j) and (k, ') belong to S, then it is not the case that i < k < j < '.
(4) No base triples: If (i, j) and (i, k) belong to S, then j ¼ k; if (i, j) and (k, j) belong to S, then i ¼ k.
Generally the threshold , or minimum number of unpaired bases in a hairpin loop, is taken to be 3. For more background on dynamic programming, RNA secondary structure, energy and partition functions see Clote and Backofen (2000) . For reasons of space, certain technical details and additional data relevant to this paper can be found at the Web Supplement http://clavius.bc.edu/~clotelab/ RNAmutants/
METHODS

Partition functions of k-point mutants
An RNA sequence s ¼ s 1 , . . . , s n is a word over the alphabet {A, C, G, U}; here n denotes the length of s. Throughout this section, s ¼ s 1 , . . . , s n will denote a fixed RNA sequence, which, when clear from context, may be omitted as an explicit parameter in certain functions. For any 1 i j n, let s(i, j) denote the subsequence of s from positions i to j; i.e. s(i, j) ¼ s i , . . . , s j . The Hamming ball H k (s(i, j)) of radius k is defined as the set of k-point mutants of s(i, j). Note that the number of elements |H k (s(i, j))| equals
number of ways to choose a k-element subset of {i, . . . , j}; for each fixed choice of k positions, a k-mutant is produced by replacing each of k chosen nucleotides of s i , . . . , s j by one of three different nucleotides. For any RNA sequence s, let SS(s) denote the set of all secondary structures for s, and let E(s, S) denote the energy of secondary structure S for sequence s. In this section, the energy function E is given for the Nussinov-Jacobson model (Nussinov and Jacobson, 1980; Clote and Backofen, 2000) . With this notation, for a given RNA sequence s ¼ s 1 , . . . , s n , and for any 0 k n, we define Z T k i‚ j ð Þto be the partition function at absolute temperature T of the collection of all secondary structures on all subsequences
, where the Hamming distance between s(i, j) and s 0 (i, j) equals k; i.e.
Finally, we define
) denote the set of all sequence/structure pairs S ¼ (u, U), where the length of u is j À i + 1, d H [s(i, j), u] ¼ k and U is a valid secondary structure for u; we can equi-
ð Þ=RT in place of Equation (1).
We now describe an efficient algorithm to compute the partition function
ð Þ=RT , where the sum is over all sequence/structure pairs for 0-mutants of s i , . . . , s j . For 1 k n and 1 i j n, if
ð Þ ¼ 0, since sequence length is too small to allow k distinct mutations. For 1 k n and 1 i j n, if
k . In this case, since i j i + ¼ i + 3, the empty secondary structure is the only possible structure; when j À i + 1 ! k, we must account for all possible k-point mutants, where each has only the empty secondary structure.
Þhas been defined for all values 0 k n and all
Þfor 1 k n by the recursive definition given in Figure 1 .
Here the energy contribution a x,y due to base pairing nucleotides x, y is given by
Equation (2) in Figure 1 is the contribution to the partition function when the nucleotide at position j + 1 does not base pair. In particular, Z T k i‚ j ð Þis the contribution made by subsequence s i , . . . , s j+1 , where there are k pointwise mutations in the region s i , . . . , s j . By mutating s j+1 to one of three other nucleotides and considering only k À 1 pointwise mutations in the region s i , . . . , s j , we have the term 3Z T kÀ1 i‚ j ð Þ. Equation (3) in Figure 1 is the contribution to the partition function made by base pairing s j+1 to some intermediate nucleotide s r , where neither has been mutated, and recursively considering the contribution due to c mutations in the region s i , . . . , s rÀ1 and k À c mutations in the region s r+1 , . . . , s j . Equation (4) in Figure 1 is the contribution to the partition function made by mutating the nucleotide s j+1 and enforcing a base pairing with an intermediate unmutated nucleotide s r , where c mutations occur in the region s i , . . . , s rÀ1 and k À 1 À c mutations occur in s r+1 , . . . , s j . Similarly, Equation (5) in Figure 1 is the contribution to the partition function where the intermediate position s r has been mutated, and which base pairs with the unmutated nucleotide s j+1 . Finally Equation (6) in Figure 1 is the contribution when there is a base pairing between positions j + 1 and intermediate position r, yet both nucleotides s j+1 and s r at these positions have been mutated.
It is well known that rates of mutation differ between transitions (purines to purines, or pyrimidines to pyrimidines) and transversion (purines to pyrimidines, or pyrimidines to purines). By adding appropriate weights in Fig. 1 . Recursive computation of the Boltzmann partition function of k-point mutants according to the Nussinov-Jacobson model. 3 The values of a x, y could all equal À1, or in fact arbitrary negative values, if x, y can base pair. If x, y cannot base pair, then a x,y ¼ 1, which prevents any contribution for this pair to the partition function in Figure 1 . the summation over x 2 {A, C, G, U} À {s r }, resp. x 2 {A, C, G, U} À {s j+1 } in Equations (4-6) of Figure 1 , it is possible to incorporate such mutation rates into the partition function calculation.
Ostensibly it is the case that Z T k 1‚n ð Þcan be computed simultaneously for all values of k 2 {0, . . . , n} in O(n 4 ) time and O(n 3 ) space by using dynamic programming. Indeed, for each value of k, we fill in a table for all 1 i < j n by increasing order of |j À i|. For small values of k k 0 , the algorithm runs in O(n 3 ) time and O(n 2 ) space. Let Z k (T ) denote the partition function at absolute temperature T for the free energy of all secondary structures of all k-point mutants of a given RNA sequence s, where R denotes the universal gas constant 8.3146
ð Þ=RT , where S k denotes the set of all sequence/ structure pairs S ¼ (u, U), where u is a k-point mutants of RNA sequence s and U is a secondary structure for u. Assume that energy E(S) of any given sequence/structure pair S is independent of temperature. 4 Let hE k i denote the expected energy of all sequence/structure pairs S 2 S k , and let Pr k,T [S] denote the Boltzmann probability of the sequence/structure pair S. THEOREM 1. Given any RNA sequence s ¼ s 1 , . . . , s n , for each 0 k n,
The proof of the following theorem is identical to that of Theorem 1.
THEOREM 2. Let U k ( T ) denote the partition function at absolute temperature T for the square of the free energy of all k-point mutants of RNA sequence s; i.e.
ð Þ=RT , where S k denotes the set of sequence/structure pairs (s 0 , S 0 ), where S 0 ranges over all secondary structures of s 0 , where s 0 ranges over all k-point mutants of RNA sequence s. Then given any RNA sequence s ¼ s 1 , . . . , s n , for each 0 k n,
Note that by this method, we could in principle compute all higher order moments of the energy function; our current experiments suggest that numerical instability due to floating point precision renders the computation of hE 2 k i infeasible except for small toy examples. Given an RNA sequence s ¼ s 1 , . . . , s n , our previous discussion entails that we can compute in time O(n 4 ) for all k both Z k (T ) and U k (T ). Let s(E k ) denote the standard deviation of the distribution of energies E(S) of all minimum free structures S of k-point mutants. By Theorems 1 and 2 we have
algorithm to approximately compute for all 0 k n simultaneously both the mean hE k i and the standard deviation s(E k ) of the energy of all mfe secondary structures of k-point mutants of s at fixed temperature T.
PROOF. Using the definition of the derivative, we can approximate
for small DT, e.g. DT ¼ 0.0001. The quality of our approximation depends of course on the function Z k ( T ), for which we have no analytical, closed formula. At present we have no knowledge of the modulus of continuity of Z k ( T ), and hence no current possibility of algorithmically returning an approximation of @=@T ln Z k T ð Þ which is provably within error bound e. By algorithmically sampling values ln Z k (T) within a d-neighborhood of a fixed temperature T, one could provide some sense of the accuracy in the approximate computation of hE k i. As pointed out by one of the referees, our work is related to certain investigations in physics concerning the average free energy of disordered systems and spin glasses, where one computes the quenched average free energy and the annealed free energy; See Guerra and Toninelli (2002) is the probability of state s and the summation is taken over all states s in the microcanonical ensemble. In the context of this paper, a state corresponds to a k-point mutant of a given RNA sequence; the quenched average corresponds to the average ensemble free energy over all k-point mutants and the annealed energy to the ensemble free energy with respect to the average partition function. Since the log of a sum is unequal to the sum of the logs, the quenched average free energy is in general distinct from the annealed free energy, except in self-averaging systems. In computing energy from the partition function, following Theorem 3, we take
hence from the physics viewpoint of quenched average versus annealed average, we seem to be computing a value analogous to the annealed average energy of all k-point mutants.
Superoptimal RNA structures
In Section 2.1, we considered the mean and standard deviation of the energy distribution of k-point mutants using the Nussinov-Jacobson energy model. The technical novelty of our approach relies on an efficient computation of the partition function Z k (T ) for k-point mutants of a given RNA sequence at a given absolute temperature. By defining
4 Energy E(S) of a structure is independent of temperature under the Nussinov-Jacobson energy model (Nussinov and Jacobson, 1980; Clote and Backofen, 2000) . In the Turner energy model (Matthews et al., 1999; Xia et al., 1999) Xia et al. (1999) , while formal temperature designates the term T appearing in RT and in Z k (T).
5
Alternatively, one can compute a least squares quadratic or small-degree polynomial fit for ln Z k ( T ), and subsequently compute the derivative of the fitting polynomial. Current version of our software does not yet compute this, but instead computes the previously mentioned finite difference approximation.
same approach allows a computation of the expected energy of k-point mutants, i.e. the average energy of all k 0 -point mutants, for k 0 k (see Web Supplement for sample graphs).
Furthermore, the minimum energy with respect to the Nussinov-Jacobson energy model over all k-point mutants of a given RNA sequence s of length n can be computed in time O(n 4 ) and space O(n 3 ) by replacing each occurrence in Figure 1 of a sum (resp. product resp. e Àasx‚sy=RT ) by a minimization (resp. sum resp. a si‚sj ). By backtracking, one could output for each k that secondary structure of a k-point mutant, which has least energy over all secondary structures of all k-point mutants. For economy of space, we suppress formal details (see Web Supplement).
This discussion leads naturally to the novel concept of superoptimal secondary structure, defined as follows. Given RNA sequence s and integer k, a k-superoptimal structure for s is that secondary structure for a k-point mutant of s having least energy over all secondary structures for all k 0 -point mutants, for k 0 k. Since the k-superoptimal structure is a secondary structure for a sequence s 0 which differs from s in at most k positions, we add a post-processing step where mutated bases in s 0 are replaced by the original bases of s and unauthorized base pairs are removed [e.g. if a base pair (i, j) occurs where mutated nucleotides s
We define the resulting secondary structure after this post-processing step to be the k-superoptimal structure.
In future work, we intend to develop the approach just described to compute k-superoptimal structures with respect to the Turner energy model, for the most recent energy parameters (Xia et al., 1999) , including dangles; however, in the present paper, we apply the general software tool, AMSAG, of Waldispühl et al. (2002) to compute k-superoptimal secondary structures in time O(k 2 n 3 ) and space O(kn 2 ), where n is the length of an input RNA sequence.
The AMSAG framework, pioneered by Lefebvre (1995) , computes the optimal parse tree for a given sequence and S-attribute grammar. For an application of S-attribute grammars to predict transmembrane protein supersecondary structure, see Waldispühl and Steyaert (2005) . Here, an S-attribute grammar (Waldispühl et al., 2002) is an extension of a context free grammar, where terminal symbols are assigned an attribute a 2 A (attributes are possibly numerical), and for each production or grammar rule A ! a 1 Á Á Á a r , an associated rule f: A r ! A is given which is used to compute the attribute of A from the attributes of a 1 Á Á Á a r . [See Definition 2 of Waldispühl et al. (2002) for a formal definition.] In this manner, the root attribute can be computed inductively from the leaf attributes in a parse tree, and hence a numerical value (the root attribute) can be associated with any valid parse tree. In addition to showing that AMSAG efficiently computes the optimal S-attribute parse tree for any given input sequence and S-attribute grammar, Waldispühl et al. (2002) give an application of AMSAG for RNA secondary structure prediction using energy minimization. While the energy model for RNA in Waldispühl et al. (2002) is a refinement of the NussinovJacobson energy model (energies for base pairs, rather than stacked base pairs, affine costs given to loops), for this paper we have developed an S-attribute grammar for a technical restriction of the Turner energy model (Matthews et al., 1999) -specifically, the energy rules are those of mfold 3.0 (Zuker and Stiegler, 1981; Zuker, 2003) , whose values are taken from Matthews et al. (1999) including tetraloop bonus. However, AMSAG, in contrast to mfold 3.0, does not include energies for dangles; moreover, for computational efficiency, AMSAG currently considers pointwise mutations at every nucleotide position, but only retains those mutations which form base pairs. In particular, the algorithm does not retain mutated positions in tetraloops which improve the tetraloop bonus (such positions are in the loop region, hence do not base pair).
Although this paper focuses on Hamming distance between RNA sequences, it should be noted that AMSAG can handle more general sequence distance measures, such as edit distance, which then allow mutant sequences to be obtained by insertion and deletion of nucleotides. As well, though tables and figures in this paper concern base pair distance between RNA secondary structures, we have performed additional analysis using two forms of tree edit distance between secondary structures (see Web Supplement for data).
DISCUSSION
Expected energy using the partition function
As shown in Table 1 , the method of Theorem 3 efficiently computes expected energy values hE k i for all k-point mutants, which are quite close to those computed by brute force enumeration. Indeed, following a suggestion of one of the referees, we have computed Z T k for the special case where base pairing energy a x,y from Equation ( k correspond to the number of k-point mutants, while the exhaustive determination of the free energy of every secondary structure requires $1.8 n steps.) Table 1 shows that for moderate to large absolute temperature T, Expected energy hEi is computed by the method of Theorem 3 using , and D T is in the range from 0.00001 to 0.1.) NumSeqSecStr designates the number of sequence/structure pairs actually enumerated in the brute force computation of expected energy. Note that this number is very close to the Boltzmann partition function value. Indeed, as explained below, the Boltzmann probability Pr k,T [S] at absolute temperature T ¼ 10 4 is very close to the (uniform) so for large temperature, the Boltzmann weighted expected energy is very close to the arithmetic average energy. Figure 2a depicts superposed histograms of Nussinov-Jacobson energies of all secondary structures of k-point mutants, for even 0 k 10, given the 10mer initial portion CCUCGAGGGG of the selenocysteine insertion sequence (SECIS) element fruA. Figure 2b graphs the expected energy, using our Boltzmann approach, of all k-point mutants of poly-A, poly-C, poly-G and poly-U sequences of length 30, where 0 k 30. Note the order of the curves, where the poly-C curve is on the bottom and poly-U curve on the top. In the data on the Web Supplement, we have computed the same curves, except that for a given value of k on the x-axis, the value on the y-axis is the expected energy for all k-point mutants. The general form of the curves and their order remain the same (data not shown). Type III Hammerhead ribozyme AF170517 and random RNA "AF170517" "RNA1" "RNA2" "RNA3" "RNA4"
(a) (b) Fig. 3 . This figure depicts the relation between k number of mutations (x-axis) and average energy of all k-point mutants for a SECIS element and for a hammerhead ribozyme. Average energy values obtained at T ¼ 310 K using our new method to compute the partition function. (a) k-point mutants of the 37 nt are considered. SECIS element formylMFR with nucleotide sequence AUGUUGGAGGGGAACCCUGUAAGGGACCCUCCAACAU four random RNAs of the same dinucleotide frequency, as produced by the implementation in (Clote et al., 2005a) of the algorithm of (Altschul and Erikson, 1985) . (b) k-point mutants of the type III hammerhead ribozyme with Rfam accession number AF170517 from Rfam (Griffiths-Jones et al., 2003) and four random RNAs of the same dinucleotide frequency, as produced by the implementation in (Clote et al., 2005a) of the algorithm of (Altschul and Erikson, 1985) are shown. Note in both cases that the curve for real RNA generally lies below that of random RNA, and that the average energy of the 0-point mutant (wild type) is less than that of 1-point mutants, which is less than that of 2-point mutants, etc. suggesting that wild-type sequences have undergone selection against pointwise mutants. Curves for kmutants (where the y-axis displays the expected energy of all k 0 -point mutants for k 0 k) are similar, except for their convergence toward a single curve when k approaches sequence length. See Web Supplement for k-mutants and additional data.
well as for type III hammerhead ribozyme with Rfam accession number AF170517 from Rfam (Griffiths-Jones et al., 2003) . The random sequences were produced using the first author's implementation Clote et al. (2005a) of the algorithm of Altschul and Erikson (1985) (See Clote et al. (2005a) for a variety of new results on how structural RNA differs from random RNA). Note that the general tendency for random RNA is to have higher average energy for its k-mutants, perhaps a general feature for which RNA sequence is under selective pressure (Clote et al., 2005a) .
Experiments using AMSAG
Here, we present results from computer experiments using AMSAG with RNA sequences from the RNaseP database (Brown, 1999 )-namely Beta Purple Bacteria and Green Non-Sulfur Bacteria. (These classes were selected because the mfe structure obtained by mfold predicts a rather different structure than that of the secondary structure obtained by comparative sequence analysis; as shown later. Results for additional classes are available on the Web Supplement). For each RNA sequence s and each k 10, we compute the k-superoptimal free energy (before the post-processing replacement of mutated by wild-type nucleotides and the removal of subsequent unauthorized base pairs) and associated k-superoptimal secondary structure (after the post-processing step). Here, note that the 0-superoptimal structure is just the mfe structure, as determined by Zuker's method. For our experiments, 6 Gb of memory and 2 h of cpu time on a 666 MHz DEC-alpha were required to compute the k-superoptimal secondary structures and their energies, for k 10, for a given RNA sequence of 300 nt.
In the data on the web supplement, we show that there is an approximately linear relation between k, the number of mutations, and k-superoptimal free energy d k , provided that k ( n, where n denotes RNA sequence length. The slope for graphs of Beta Purple Bacteria and Green Non-Sulfur Bacteria for values 0 k 10 is similar and approximately equal to À4.93 ± 0.65. This means that on average À4.93 kcal/mol are gained per mutation. Contrasting this amount with the energy gain of À3.3 kcal/mol per additional GC stacked base pair, it follows that multiloops and interior loops must be (radically) modified in the mfe structure for the RNA sequence having an additional mutation-this presents additional evidence of the restructuring of secondary structure for k-mutants. While experimentally determined RNA secondary structures form the absolute standard, in the absence of a crystal structure, comparative sequence analysis is thought to provide a very close approximation to the real structure. Indeed, Gutell et al. (2002) show that 97% of the base pairs predicted on the basis of comparative sequence analysis are found in the crystal structures of ribosomal RNA. It is thus standard practice (Mathews, 2004) , when measuring the accuracy of energy minimization secondary structure algorithms, that a comparison of predicted structure is made with that obtained by comparative sequence analysis. Figure 4 displays (a) the structure obtained by comparative sequence analysis (Gutell et al., 2002) , (b) the 0-superoptimal structure produced by AMSAG, i.e. mfe structure using energies from Zuker's mfold 3.0 but without dangles (see Section 2.2 for precise description of energy model), (c) the 12-superoptimal structure produced by AMSAG. Although it is possible that Zuker's mfold 3.0 or Vienna RNA Package RNAfold could produce a better structure than the 0-superoptimal structure obtained by AMSAG (since mfold and RNAfold support dangles), this is not the case for the sequence from Figure 4 . For this 5S rRNA from Escherichia coli with accession V00336 from (Gutell et al., 2002) , the structure produced by RNAfold 1.4, although different than (2) of Figure 4 , still has an overall topology quite different than that of (a) and (c) (see Web Supplement).
Motivated by the striking overall improvement of topology produced by the superoptimal structure, in Table 2 (see Web Supplement for similar tables for other classes), we analyze sensitivity and specificity when comparing k-superoptimal structures with structures derived by comparative sequence analysis, for value of 0 k 10. Here, sensitivity is defined to be the number of correctly predicted base pairs in the k-superoptimal structure divided by the number of base pairs in the structure derived from comparative sequence analysis. As well as, specificity is defined to be the number of correctly predicted base pairs in the k-superoptimal structure divided by the number of base pairs in the k-superoptimal structure. In some cases (see for example B-bronchiseptica RNA in the Beta Purple Bacteria class, or SMB-B3 RNA in the Green Non-Sulfur Bacteria class), the k-superoptimal structure is quite close to the secondary structure derived by comparative sequence analysis. Moreover, the upper-bound of k 10 is often not required to obtain the best results, although in Figure 4 , we had to take k ¼ 12 to find an (Gutell et al., 2002) . (a) Secondary structure obtained by comparative sequence analysis (Gutell et al., 2002) . (b) 0-Superoptimal structure from AMSAG, i.e. mfe structure using energies from Zuker's mfold 3.0 without dangles (see text). (c) 12-Superoptimal structure from AMSAG.
approximate resemblance for 5S rRNA with accession number V00336. Our data suggest that competing secondary structures often appear when one admits only a small number of mutations for structural RNA. Figure 5 displays hierarchical clustering obtained by Ward's algorithm for the secondary structure obtained by comparative sequence analysis with k-superoptimal structures, for 0 k 10. Note that specificity values may be poorer than in reality, because of the fact that structures derived by comparative sequence analysis are determined by covariation of base pairs in high quality multiple sequence alignments, and hence include only a proper subset of the set of experimentally determined base pairs. In particular, the latter structures are generally not saturated as shown by Zuker and Sankoff (1984) or locally optimal as shown by Clote (2005) . While Ding et al. (2005) provide a method for improving accuracy of RNA secondary structure prediction, we make no such claim in this paper. In contrast, our interest in this paper is to explore the secondary structure landscape of RNA k-point mutants.
CONCLUSION
In this paper, we have described new tools to explore the energy landscape of k-point mutants of a given RNA molecule. Although much is known about the ensemble of low energy structures at thermodynamic equilibrium (McCaskill, 1990; Ding and Lawrence, 2003; Ding et al., 2005) , little is known about the energy distribution for secondary structures of k-point mutants. In Section 2.1, we describe a novel algorithm to compute the Boltzmann partition function over all secondary structures of k-point mutants, according to the Nussinov-Jacobson energy model. Using this, we present an efficient method to compute the mean and the standard deviation of the secondary structure energy for k-point mutants. The algorithms to compute the partition function and expected energy, and to compare with brute force enumeration were originally implemented in Python by P.C. and subsequently translated to C by A. Schreiner. In the future, we intend to extend our partition function and mean energy computation to the newest parameters for For each value of 0 k 10, we report the sensitivity, i.e. the number of correctly predicted base pairs in the k-superoptimal structure divided by the number of base pairs in the structure derived by comparative sequence analysis. Additionally, we report the specificity, i.e. the number of correctly predicted base pairs in the k-superoptimal structure divided by the number of base pairs in the k-superoptimal structure. The last column gives the score obtained at the level where highest sensitivity is observed. 5 . Clustering of the mfe structure (i.e. 0-superoptimal), the structure derived by comparative sequence analysis and k-superoptimal structures for 1 k 10 for one RNA from each of the families Beta Purple Bacteria and Green Non-Sulfur Bacteria, using Ward's method of hierarchical clustering, as implemented in R. Additional examples for both Ward's method and for average linkage analysis are available on the web server. Base pair distance between each two pairs of structures is first computed, with subsequent application of Ward's method. the Turner energy model (Xia et al., 1999) . One application of this will be to compute the base pairing probability at positions i, j in all k-point mutants. While McCaskill's algorithm (McCaskill, 1990) allows one to compute the probability that positions i, j base pair in a given RNA sequence, our approach would allow one to explore critically important base pairing positions and structurally important folds critical for the function of certain classes of RNAs. More generally, since structural RNA produces different curves from random RNA when graphing the energy of k-point mutants (Fig. 3) , a direction of potential application of our work lies in the design of (artificial) RNA sequences that guaranteed to have a certain secondary structure (inverse folding), but the secondary structure is largely maintained for most k-point mutants. Since the current partition function is non-trivial, we focus on basic concepts in this paper and plan to consider applications and the extension to the Turner energy model in a sequel paper, which will perhaps provide us a better understanding of RNA sequence evolution. In Section 2.2, we used AMSAG (Waldispühl et al., 2002 ) that supports the general framework of (multitape) S-attribute grammars to compute k-superoptimal secondary structures for a technical restriction of the Turner energy model (Matthews et al., 1999) . Building on an early program of F. Lefebvre (Lefebvre, 1995) , the AMSAG program was designed and implemented in C by J.W., B.B. and J.-M.S. Clustering using Ward's method was carried out in R by M. Schuler. Our web server provides a link to the Web Supplement and computes the expected energy for all k-point mutants, as well as the k-superoptimal secondary structures for a given RNA.
Observing that the k-superoptimal structure is often closer to the phylogenetic structure than the (Zuker) mfe structure, we applied machine learning measures of sensitivity and specificity to quantify this phenomenon. Use of superoptimal structures is not meant to be an accurate algorithm for improving RNA secondary structure prediction, but rather a means to provide alternative potentially important candidate structures. In future work, we plan to compute superoptimal secondary structures with respect to the Turner energy model (Xia et al., 1999) (with dangles and without technical restrictions) using the approach described at the beginning of Section 2.2. We intend to provide a better understanding of superoptimal structures to determine the location of pointwise mutations in the sequence associated with the superoptimal structure, as well as to characterize the structural changes which occur in k-superoptimal structures as they near the phylogenetic structure.
