Methods
Methods

Estimation of recombination rates
We use a reversible jump Markov Chain Monte Carlo (RJMCMC) scheme (S1) to fit a recombination map composed of a series of intervals each of constant rate, employing a composite likelihood approximation to the coalescent likelihoods (S2, S3) . The "parameter" here can be thought of as the values of the estimated recombination rate between each successive pair of SNPs (there is no information to detect a change of rate between adjacent SNPs), or equivalently as a function (which is constant between SNPs) giving the estimated rate at each position in the sequence. Partly on a priori grounds, we use prior distributions on these rate functions which encourage smoothness, or discourage rate changes. This has the added advantages of avoiding over-fitting of estimated rates, and improving the quality of rate estimation at a point, effectively by borrowing information from nearby estimation of the recombination rate. Consequences of varying the amount of smoothing are explored below.
Our family of prior distributions for the rates is as follows. The number, C, of changes in rate across the interval has a Poisson distribution with mean (S -2)exp( ), where S is the number of SNPs. Conditional on the number of changes, the positions of the changes are chosen uniformly without replacement from the (S -2) internal SNPs, and the (C + 1) values of the population recombination rate between these change points are independent exponential random variables with a mean of 4N e r = 1 per kb. The urhhrrÃ pyÃurÃhÃsÃuvtÃvuÃyhtrÃhyrÃsÃ ÃprqvtÃÃhÃuvturÃrhy for rate changes. At any point in the MCMC, we propose one of four events (change the Last modified: 22/04/2004 rate of a region, extend a region 5' or 3' by one SNP, split a region into two, or merge two adjacent regions). The acceptance rate for the proposed change from a function
where the terms on the right-hand side are, respectively, the composite likelihood ratio, the Hasting's ratio, the ratio of priors, and the Jacobian of the matrix of partial derivatives relating the novel parameter values to existing parameter values and the random deviates, u, drawn when proposing changes in dimension (only required for the split and merge steps). When a split is proposed, the location of the split within a region is chosen uniformly amongst internal SNPs in the region and new rates are proposed for the 5' and 3' regions (ρ 5' , ρ 3' ) such that
where u ~ U(0,1), with the constraint that the total recombination distance over the combined blocks is unaltered. The use of RJMCMC within a standard Bayesian setting enables the estimation of the posterior distribution of parameters. However, because of the nonindependence introduced by the composite likelihood, RJMCMC will underestimate the uncertainty about model parameters. We therefore report the marginal posterior mean recombination rate for each SNP interval as a point estimate, obtain percentiles of the sampling distribution by a parametric bootstrap (described below), and perform statistical tests for local recombination rate variation (described below).
Performance of the estimator
Coalescent simulations were used to explore the properties of the method under the standard neutral model using parameters typical of studies from human populations. When there is no penalty to changes in recombination rate, the method overestimates the recombination rate and detects spurious recombination rate variation. Introducing a penalty corrects the estimator bias and reduces spurious detection of rate variation ( Fig. S1 and Table S1 ). We have also explored by simulation the properties of the estimator under various deviations from the assumed model; including population growth, population bottlenecks, and gene conversion ( Fig. S2 and Table S1 ). In short, the ability of the method to estimate recombination rates, and to detect recombination rate variation, appears robust to the biologically and evolutionarily oversimplistic assumptions of the underlying model.
AÃhyyÃirrÃhhyrÃrÃrÃurÃuvtÃhhrrÃ ÃÃ!
We also empirically assessed the robustness of the method to demographic processes and SNP density. Figures S1B and S1C show a 1-Mb detail from the analysis of a dense SNP survey of 10 Mb on chromosome 20 (average SNP spacing of 2.3 kb) from unrelated African American and European populations (S4) . Rate estimates and assessments of rate heterogeneity from European and African American samples are similar, demonstrating robustness to changes in demographic processes underlying the data. We can assess the dependence of population genetic rate estimates on SNP density by deleting some SNPs from a data set and reestimating rates from the resulting data. With half the density of SNPs in the European chromosome 20 data (average spacing 4.6 kb), the magnitude of estimated rate heterogeneity decreases, as would be expected, but the effect is small (Fig. S3) . This suggests that, at least at the density of markers soon to be available for humans from the HapMap project, estimated rates are reasonably robust to SNP density.
Obtaining estimates of uncertainty
Due to the nonindependence introduced into the calculation of coalescent likelihoods, standard likelihood theory cannot be used to estimate uncertainty about point estimates (e.g. two-unit support intervals). We have therefore used a parametric bootstrap approach to obtain the sampling distribution of the estimated genetic map. Coalescent simulations are performed using the estimated genetic map, and conditioning on the location and allele frequency of SNPs (as obtained in the empirical survey). For each simulated ARG, SNPs are placed on a branch i in the underlying genealogy with probability
where b i is the branch length, k i is the sample minor allele count of mutations occurring on the branch, j is the minor allele count of the SNP in the empirical data and the function g is the marginal probability that a locus with MAF of j in a sample of size n is found to have a MAF of k in a second sample, also of size n
Although the procedure is ad hoc, simulating data sets conditional on a set of marginal allele frequencies under the coalescent is currently computationally unfeasible. As with previous studies, all simulations are given equal weight (S5). For each simulation, the finescale recombination rate estimation procedure is repeated, and the point estimate of the genetic map is recorded. Figure 3A shows the estimated recombination rates for the chromosome 20 data in the European population, and for each SNP interval, the 2.5 and 97.5 percentiles of the sampling distribution for the rate estimate.
Rejecting the null model of recombination rate uniformity
To formally reject the hypothesis of no recombination rate variation across the entire region analyzed we find the difference between the composite log likelihood of the best-fitting model that includes recombination rate variation with the composite log likelihood of the best-fitting model that assume rate uniformity, and compare this to the distribution of the same statistic to data simulated (100 replicates) under the null hypothesis of no rate variation (with marginal allele frequencies matched as above and fixing the cumulative recombination rate over the interval to be the same as that estimated). For the analysis of the chromosome 20 data in Europeans, no simulated data set had a difference in composite likelihood as great as the empirical data, hence we conclude that we have evidence of significant rate variation (P < 0.01).
To assess the statistical significance of local features of rate variation, specifically recombination hotspots, the data were analyzed in overlapping windows of 200 kb (moved 1 kb at each step). For each window, the maximum composite likelihood was obtained under a model of no rate variation and under a model in which the central 2 kb was allowed a rate greater than or equal to the background rate. The log composite likelihood ratio was compared with the distribution of the test statistic under the null model of no rate variation by simulating data (1000 replicates using the mksamples software of S9) under the standard coalescent model, conditioning on the observed number of segregating sites, the empirical estimate of the recombination rate under the model of no rate variation, and the ascertainment strategy used in SNP selection (a panel of eight chromosomes from which a Poisson number with mean 1.1 is analyzed at each potential SNP site, plus the reference sequence). In Fig. 3 , we have marked positions along the sequence where there is at least a fivefold increase in estimated local (within 10 kb) recombination rate, and also strong statistical evidence for a recombination hotspot (P < 0.001). Where multiple adjacent tests are significant, we represent only the point corresponding to the highest local recombination rate.
To address multiple-testing issues, we assessed the region-wide false-positive rate by repeating the full sliding-window assessment just described on each of 100 data sets simulated with constant recombination rate as described in the preceding subsection. The number of false positive hotspots over the 10-Mb region obtained in these simulations was 0.5 on average, with an upper 95th percentile of 2. We conclude that the vast majority of hotspots illustrated in Fig. 3 are likely to reflect true rate variation. Table S1 . Properties of the estimator. Properties of the estimator under the standard neutral model for different penalties (with no recombination rate variation), and under deviations from the standard neutral model (for a fixed penalty of 20). Each set represents the results of 100 simulations of 50 chromosomes with θ = 100 and 4N e r = 200, where SNPs have been ascertained in a randomly chosen sample of size 2. Parameters are chosen to represent an average 500-kb region of human sequence with SNP spacing of 5 kb. f 2 is the proportion of all simulations where the average posterior estimate for 4N e r over the entire region is within a factor of 2 of the truth (S8). φ is the average over simulations of the proportion of SNP intervals at which a change in rate occurs (averaged over samples from the RJMCMC chain). f * x is the proportion of SNP intervals where the estimated local recombination rate is within a factor of x of the region-wide average. Details of simulations as for Fig. S2 .
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