Abstract. Regression methods aim at inducing models of numeric data. While most state-of-the-art machine learning methods for regression focus on inducing piecewise regression models (regression and model trees), we investigate the predictive performance of regression models based on polynomial equations. We present Ciper, an efficient method for inducing polynomial equations and empirically evaluate its predictive performance on standard regression tasks. The evaluation shows that polynomials compare favorably to linear and piecewise regression models, induced by standard regression methods, in terms of degree of fit and complexity. The bias-variance decomposition of predictive error shows that Ciper has lower variance than methods for inducing regression trees.
Introduction
Regression methods [9] aim at inducing accurate predictive models that relate the value of a target or dependent numeric variable to the values of a set of independent variables. In the last decade or so, most machine learning studies of regression as well as most state-of-the-art regression methods are concerned with inducing piecewise models. These methods partition the training set and induce a simple model in each part. Piecewise models are typically based on simple constant and linear models (as in regression and model trees [15] and MARS models [7] ) or polynomials [2] .
In this paper, we evaluate the usability and performance of simple models based on polynomial equations on standard regression tasks. Despite the fact that piecewise regression models prevail over simple ones in machine learning literature, we claim here that simple polynomial equations can be efficiently induced and have competitive performance with piecewise models. To approach the regression task efficiently, we develop Ciper 1 , a method for inducing polynomial equations. The method performs heuristic search through the space of candidate polynomial equations. The search heuristic combines model degree of fit to the data with model complexity. We evaluate the performance of Ciper on thirteen standard regression data sets from two public repositories [1, 13] . Empirical evaluation includes comparison with standard regression methods for inducing linear and piecewise linear models, implemented within Weka data mining suite [6] . We compared different methods in terms of predictive error and complexity of the induced models. We also performed empirical bias-variance decomposition of the predictive error on some of the data sets.
The paper is organized as follows. In Section 2, we present the Ciper method for heuristic search through the space of polynomial equations and discuss its relation to stepwise regression methods. Section 3 presents the results of the empirical evaluation of the proposed method and its comparison to standard regression methods. Section 4 discusses related work. Finally, Section 5 concludes the paper with a summary and directions for further work.
Inducing Polynomial Equations with Ciper
In this section, we present a heuristic search algorithm Ciper that searches through the space of polynomial equations and finds the one that has an optimal value of the heuristic function. First, we introduce a refinement operator that orders the space of polynomial equations. Then, we present the heuristic function used to measure the quality of each equation considered during the search along with the stopping criterion. After presenting the search algorithm based on beam search strategy, we discuss the relation of Ciper to stepwise regression methods.
The Language of Polynomial Equations
We focus here on inducing polynomial equations that can be used to predict the value of a dependent variable v d . Given a set of variables V , and a dependent variable v d ∈ V , a polynomial equation has the form v d = P , where P is a polynomial over V \ {v d }, i.e., P = r i=1 const i · T i , where each T i is a multiplicative term, r is the number of such terms, and const i are real-valued constants. Each term is a finite product of variables from V \ {v d }:
is (a non-negative integer) degree of the variable in the term. The degree of 0 denotes that the variable does not appear in the term. The sum of degrees of all variables in a term is called the degree of the term, i.e., deg(
The degree of a polynomial is the maximum degree of a term in that polynomial, i.e., deg(P ) = max r i=1 deg(T i ). The length of a polynomial is the sum of the degrees of all terms in that polynomial, i.e., len(P ) = r i=1 deg(T i ). For example, consider a set of variables V = {x, y, z}, where z is chosen to be a dependent variable. The term x (that is equivalent to x 1 y 0 ) has degree 1, the term x 2 y has degree 3, while x 2 y 3 is a term of degree 5. An example polynomial equation is z = 1.2x 2 y + 3.5xy 3 . It has degree 4 and length 7.
The Refinement Operator
In order to apply heuristic search methods to the task of inducing polynomial equations, we first have to order the search space of candidate equations.
We introduce a refinement operator that orders this space according to equation Table 1 . The refinement operator for ordering the space of polynomial equations.
original (current) equation
consti · Ti refined equations that increase r (one for each
consti · Ti + constr+1 * v, where ∀i : v = Ti refined equations that increase d (one for each Tj and
complexity. Starting with the simplest possible equation and iteratively applying the refinement operator, all candidate polynomial equations can be generated. Assume we measure the complexity of the polynomial equation v d = P as len(P ). The refinement operator increases the complexity of the equation by 1, either by adding a new linear term or by adding a variable to an existing term. First, we can add an arbitrary linear (first degree) term (that is a single variable from V \ {v d }) to the current equation as presented in the first (upper) part of Table 1 . Special care is taken that the newly introduced term is different from all the terms in the current equation. Second, we can increase the complexity len(P ) by adding a variable to one of the terms T j in the current polynomial equation. Again, care should be taken that the changed term is different from all the other terms in the current equation. Note that the refinements of a given polynomial P are super-polynomials of P . They are minimal refinements in the sense that they increase the complexity of P by one unit.
The branching factor of the presented refinement operator depends on the number of variables |V | and number of terms in the current equation r. The upper bound of the branching factor is O((|V |−1)(r +1)) = O(|V |r), since there are at most |V | − 1 possible refinements that increase r and at most (|V | − 1)r possible refinements that increase d.
The ordering of the search space of polynomial equations, defined on the set of variables V = {x, y, z}, where z is the dependent variable, is presented in Figure 1 . It shows that the defined refinement operator is not optimal, in sense that each polynomial equation can be derived more than once. This is due to the commutativity of the addition and multiplication operators. An optimal refinement operator can be easily obtained by taking into account the lexical ordering of the variables in V . Then, only variables (and/or terms) with higher lexical rank should be added to the terms and/or equations. The dotted nodes in the graph in Figure 1 denote equations that would not be generated by the refinement operator that takes into account lexical order. However, the redundancy due to the sub-optimality of the refinement operator can be avoided during the search procedure, as we will point out in the following section.
While an optimal refinement operator is desired for complete/exhaustive search, it may prevent the generation of good equations in greedy heuristic search. Suppose the polynomials x and z have low heuristic value, while y has a high heuristic value and x + y is actually the best. Greedy search would choose y Fig. 1 . The search space of polynomial equations over the set of variables V = {x, y, z}, where z is the dependent variable, as ordered by the refinement operator from Table 1 . Note that for simplicity, real-valued constants are omitted from the equations.
and the optimal refinement operator that takes into account lexicographic order would not generate x + y.
The Search Heuristic
Each polynomial equation structure considered during the search contains a number of generic constant parameters (denoted by const i ). In order to evaluate the quality of an equation, the values of these generic constants has to be fitted against training data consisting of the observed values of the variables in V . Since the polynomial equations are linear in the constant parameters, the standard linear regression method can be used for this purpose.
The quality of the obtained equation is evaluated using a degree of fit measure that measures the discrepancy between the observed values of v d and the values predicted using the equation. One such measure is mean squared error (MSE), calculated as: Ciper uses an MDL (minimal description length) based heuristic function for evaluating the quality of equations that combines the degree of fit with the complexity of the equation. In the literature, the following combination has been considered: based on Akaike and Bayesian information criteria for regression model selection [9] :
where len(P ) is the length of the P , and m number of training examples. While the second term the MDL heuristic function measures the degree of fit of a given equation, the first term introduces a penalty for complexity of the equation. Through this penalty the MDL heuristic function introduces preference toward simpler equations.
The Search Algorithm
Ciper employs beam search through the space of possible equations using the search algorithm presented in Table 2 . The algorithm takes as input a training data set D containing the values of independent variables and the dependent variable v d . The output of Ciper consists of the b best polynomial equations according to the MDL heuristic function defined in the previous section. 
Before the search procedure starts, the beam Q is initialized with the simplest possible polynomial equations of the form v d = const. The value of the constant parameter const is fitted against the training data D using linear regression. In each search iteration, the refinements of the equations in the current beam are generated (using the refinement operator from Table 1 ) and collected in Q r (line 5). In case when redundant equations are generated due to the suboptimality of the refinement operator, the duplicate equations are filtered out from the set Q r . Again, linear regression is used to fit the constant parameters of the refinements against the training data D (lines [6] [7] [8] . Finally, at the end of each search iteration, only the best b equations, according to the MDL heuristic function, are kept in the beam (line 10). The search stops when the performed iteration does not change the beam.
Stepwise Regression
The Ciper search algorithm is similar in spirit to the forward stepwise method for linear regression [9] . As Ciper, the stepwise regression method also starts with the simplest model v d = const and sequentially adds those independent variables to the model that most significantly improve its fit to the training data. To avoid overfitting, stepwise regression methods test the significance of the MSE improvement gained by refining the current equation and do not take into account those refinements that do not lead to significant improvements. The significance of the MSE improvement is based on F statistic:
where v d = P is the current equation, v d = P is the candidate equation with the newly added term, r is the number of terms in the current equation, and m is the number of training examples. The improvement is significant, if the obtained F value is greater than the 95th percentile of the F (1, m − r − 2) distribution [9] . Stepwise regression method proceed with greedy search by choosing the best significant improvement and stops, if no significant improvement is available.
Ciper can be viewed as a stepwise method for polynomial regression with MDL heuristic function. However, there are several other important differences between Ciper and the stepwise regression method.
The
The huge number of precomputed higher degree terms is reflected in the high branching factor of the stepwise refinement operator. Since it adds a new term to the current equation, its branching factor equals the number of independent variables, i.e., O(|V | d ). Note that the branching factor of Ciper's refinement operator (O(|V |r)) is linear with regards to the number of independent variables. The lower branching factor of the refinement operator permits the use of higher beam widths in Ciper, which is in contrast with beam width of one used for stepwise regression methods.
Experimental Evaluation
The main goal of the performed experiments is to evaluate the predictive performance of Ciper especially in comparison with the standard regression methods for inducing linear and piecewise models, implemented in the data mining suite Weka [6] . The performance of the methods is evaluated on thirteen data sets from the UCI Repository [1] and another publicly available collection of regression data sets [13] . These data sets have been widely used in other comparative studies. Table 3 presents the basic properties the data sets.
Experimental Methodology and Settings
In all the experiments presented here, we estimate the regression performance on unseen examples using 10-fold cross validation. The regression performance of a model M is measured in terms of relative mean squared error (RE) defined as RE(M ) = MSE(M )/VAR(v d ), where VAR(v d ) is the variance of the dependent We compare the performance of our approach based on polynomial equations to the performance of three standard regression methods implemented in Weka [6] : linear regression, regression trees, and model trees. The tree-based models are induced with the M5' algorithm [15] . All algorithms have been used with their default parameters' settings. The default beam width in Ciper is 16. For pairwise comparison of methods, we calculate relative error reduction achieved for a given data set by using method M 1 as compared to using method M 2 : 1−RE(M 1 )/RE(M 2 ). The statistical significance of the difference is tested using the paired t-test (with the sample size equal to the number of folds; the same folds are used for all methods) with significance level of 99%: +/− to the right of a figure in the tables with results means that the difference is significant.
We also perform bias-variance decomposition of the predictive error following the Monte Carlo procedure from [8] . Following this procedure, we first randomly sample (with replacements) 100 sets from the original data set, build 100 models using method M , and use these models to obtain 100 predictions for each example in the training set. Let us denote with v d k (i) the prediction of the model induced on the k-th sampled set and v d * (i) the average prediction of these models. Then, the bias-variance decomposition of the squared error (SE) can be approximated as:
where the first term represent the bias and the second term represents the variance of the regression method M . We calculate then the average percentage of variance in the mean squared error. 
Experimental Results
We present the results of the experiments in Tables 4-6. The first table compares the regression methods in terms of their predictive error, the second compares the complexity of the induced models, and the third percentage of variance in the bias-variance decomposition of the predictive error.
Predictive Error Ciper clearly outperforms linear regression and stepwise linear regression (d = 1) on most of the experimental data sets (and significantly on five of them). The stepwise regression methods gain higher accuracy with increasing the maximal degree of precomputed terms d, but they tend to overfit the training data -compare, for example, the results on house 8l, pw linear, and cal housing data sets. Although insignificant, these differences are still considerably large, especially for d = 3. In terms of significant differences, they are comparable to Ciper. Results of stepwise regression indicate further improvement with increasing d, however this is intractable for large data sets. Also, as we show later, stepwise regression method tend to induce more complex models. Note also that the performance of stepwise polynomial regression is very sensitive to the value of d. Selecting the optimal d value for stepwise polynomial regression is a nontrivial problem, since it can differ from one data set to another and would be, for practical reasons, guided by computational complexity issues (number of precomputed higher degree terms). Note that the computational complexity of Ciper compares favorably to the stepwise regression method with d = 3: the Ciper search procedure, on average, considers 10 times fewer candidate equations then stepwise regression search procedure. The overall accuracy of Ciper compares favorably to the accuracy of regression trees -Ciper is significantly better than RT in five data sets. The graph on the left-hand side of Figure 2 depicts the relative improvement of Ciper when compared to regression trees. It shows that the relative accuracy improvement is higher for smaller data sets. A possible explanation for this is that Ciper induces a single equation/model over the entire data set, as opposed to a number of partial models induced for data subsets in model trees. Finally, to our surprise, the overall accuracy of Ciper is comparable to the accuracy of model trees -note that model trees significantly outperform polynomial equations on a single data set.
Note that we also compared the predictive error of models induced using Ciper with MDL heuristic to the error of models induced using Ciper with F statistics as heuristic (used in stepwise regression methods, see Section 2.5). The results, which due to lack of space are not included in the paper, show that Ciper with MDL outperforms Ciper with F .
Model Complexity
We assess the complexity of models based on polynomial equations in terms of number of constant parameters #P, length LEN (as defined in Section 2.1), and polynomial degree DEG. The complexity of tree-based models is measured in number of constant parameters in the leaf nodes #P, and number of decision nodes #DN. Table 5 presents the results of the model complexity comparison. Ciper produces less complex polynomials than stepwise regression method with maximal degree of precomputed terms d = 2. Despite the (two times) higher overall degree of equations induced with Ciper, they are shorter and have two times fewer number of parameters than the equations induced with stepwise regression methods. The complexity of the polynomial models is much lower than the complexity of piecewise tree-based models. The factor of complexity reduction is of order of a hundred for both regression and model trees.
Bias-Variance Decomposition For eight of the thirteen data sets we performed bias-variance decomposition of the predictive error. As expected, the results from Table 6 show that Ciper has much lower variance than methods for inducing tree-based models.
Related Work
Equation discovery [10] aims at developing methods for computational discovery of quantitative laws or models, expressed in the form of equations, in collections off measured numeric data. These methods are mainly used for automated modeling of real-world systems from measurements and observations. Since they operate on numeric data, they are strongly related to regression methods. However, note that there is an important difference in focus. While equation discovery methods focus on inducing general, comprehensible, and explanatory models of observed systems or phenomena [11, 5] , regression methods focus on the task of inducing accurate model for predicting the value of a specific designated dependent variable. While the comprehensibility, generality, explanatory power of the induced model are more important for the performance of equation discovery methods than their accuracy and predictive power, the later is the most (or the only) important evaluation criterion for the regression methods. The refinement operator in Ciper is very similar in spirit to forward stepwise methods for linear regression [9] . However, as discussed in Section 2.5, the Ciper refinement operator is much more suited for stepwise polynomial regression. Similar refinement operator has been also used in the MARS (multivariate adaptive regression splines) method [7] . The difference is however that the MARS refinement operator adds all possible piecewise linear terms of a form max(v − t, 0) or max(t − v, 0), where v is an independent variable v ∈ V \ {v d } and t is one of its values, to a current equation. Since each example in the training set defines a potential break point (knot) t in the piecewise linear term, the branching factor of MARS refinement operator is much higher since it also depends on the number of examples in the training set m. The branching factor of MARS refinement operator is of order O(|V |rm), which can be quite prohibitive for large data sets.
Finally, note that we have already presented other aspects of Ciper elsewhere. [12] focuses on the efficient implementation of the linear regression procedure (used in Ciper for constant parameter fitting) that benefits from the incremental nature of the refinement operator. In [4] , we evaluate Ciper on the task of inducing ordinary differential equations.
Conclusions and Further Work
This paper presents Ciper, a method for efficient induction of polynomial equations that can be used as predictive regression models. Ciper employs heuristic beam search through the space of candidate polynomial equations. The search is based on a refinement operator with low branching factor that makes it much more suitable for polynomial regression compared to much complex refinement operators used in stepwise regression methods and MARS. Evaluation of Ciper on a number of standard predictive regression tasks shows that it is superior to linear regression and stepwise regression methods as well as regression trees. Ciper appears to be competitive to model trees too. The complexity of the induced polynomials, in terms of number of parameters, is much lower than the complexity of piecewise models. Finally, Ciper greatly reduce the variance of tree induction methods.
Directions for further research include integration of efficient methods for partitioning the data set in Ciper and use them to induce piecewise polynomial models (one piece for each partition). The partitioning of the data set can be based on Euclidean proximity of training examples: clustering methods can be used for this purpose as in [14, 5] . Furthermore, since linear regression method is used for fitting the model parameter in Ciper, it is fairly straightforward to develop a version of Ciper that is capable of incremental induction of regres-sion models from numeric data streams. The development can be based on the incremental linear regression method presented in [3] .
