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A new, two-dimensional Markov process, discrete in time and in space, that yields the results of 
both a random walk and a quantum random walk is introduced. This model describes the 
distribution of four coin states |1>, -|1>, |0> , -|0>  in space without interference, instead of two 
coin states |1>, |0> . Similar to a Markov process, the model conserves the probability 
distribution of the states, and by using a proper transformation, yields the amplitude distributions 
of the two quantum states |1>, |0> , similar to a unitary operator. The model shows that the 
asymptotic behaviour of the distribution of each coin state behaves like a Gaussian distribution, 
thus revealing that a quantum random walk is not so different from a symmetric random walk, 
when looking at the distribution of each of the four coin states. The model can be further 
extended with different boundary conditions. Mathematical formalism and numerical results that 
relate the Markov process to a Hadamard walk will be presented. 
 
 
 
 
 
 
 
 
  
Various problems of quantum random walks have been investigated by several groups. For 
example, Aharonov et al. [1] explored the notion of quantum random walks; Ambainis et al. [2-
4] examined quantum walks on graphs; Bach et al. [5] investigated one-dimensional quantum 
walks with absorbing boundary conditions; Dür et al. [6] discuss quantum random walks in 
optical lattices; Konno et al. [7] examined absorption problems and recently also the eigenvalues 
of two-state quantum walks [8]; Mackay et al. [9] explored quantum walks in higher dimensions; 
and Bartlet et al. [10] examined quantum topology identification and other various problems 
[11,12].   
There are also several studies discussing the differences between random walks and quantum 
random walks, such as those conducted by A.M. Childs et al. [13] and Keith R. Motes et al. [14]. 
The differences are manifested in various distribution functions that influence all the moments of 
the dynamics. For example, the probability distribution function of a symmetric random walk 
starting at the origin behaves like a Gaussian distribution around the origin, namely there is a 
high  probability of the walker being found at the origin, while in the case of a quantum random 
walk, there is a low probability of being found at the origin when starting in any combination of 
quantum states at the origin, mainly because of interference and the shift operator [1,7].  
 
Here a new, two-dimensional Markov model, discrete in time and in space, that yields the results 
of both a random walk and a quantum random walk is introduced. This model describes the 
distribution of four coin states |1>, -|1>, |0> , -|0>  in space without interference, instead of two 
coin states |1>, |0> .  As in a Markov process, the model conserves the probability distribution of 
the states. Using a proper transformation—which will be introduced—on the four coin state 
distributions yields the amplitude distributions of the two quantum states |1>, |0> , similar to a 
unitary operator.  
The model shows that the asymptotic behaviour of the distribution of each coin state behaves 
like a Gaussian distribution, thereby revealing that when looking specifically the quantum 
random walk is similar to a symmetric random walk. In the following paragraph, the model is 
described step-by-step.  
 
 
 
Equivalents between a Hadamard operator and a 1D Markov chain 
The discrete-time quantum random walk is defined by two operators: the coin flip operator and 
the shift operator, where the Hilbert space that governs the walk is a tensor product of 
  ℋ𝑇 = ℋ𝐶 ⊗ ℋ𝑆, so that 𝐻𝐶 is a Hilbert space that can be defined by two canonical bases  
|0 >  and  |1 >   as follows: 
|0 >= (1
0
)        |1 >= (0
1
) ,      (1) 
  
and 𝐻𝑆 is a Hilbert space defined by an infinite canonical base   
|𝑘 >= (0,0,0, … 1,0,0)𝑇 , where 1 stands for the kth position.  
The amplitude of a particle at location kth at any time step 𝑛, defined by a 2D vector, is as follows:  
(2) |𝜓𝑘(𝑛) >= 𝛼|0 >𝑐+ 𝛽|1 >𝑐   
The subscript c denotes that these states belongs to 𝐻𝐶 space. 
and probability that the particle is at location k at time step 𝑛 is given by the square of the 
modulus of |𝜓𝑘(𝑛) > namely: ||𝜓𝑘(𝑛) >|
2      
The Hadamard operator defined by the following unitary operator:  
𝐻 =
1
√2
𝐻𝑑 , 
(3) 
where 𝐻𝑑 is the Hadamard matrix: 
𝐻𝑑 = [
1 1
1 −1
] ,  (4) 
In order to build our model, the 𝐻 operator is applied to the following four coin states: 
|0 >𝑐 , |1 >𝑐 ,−|1 >𝑐 , − |0 >𝑐    which yields:  
 
𝐻|0 >𝑐=
√2
2
(|0 >𝑐+ |1 >𝑐) ,      
(5) 
 
𝐻|1 >𝑐=
√2
2
(|0 >𝑐− |1 >𝑐) ,      
(6) 
 
(7) 𝐻(−|1 >𝑐) =
√2
2
(−|0 >𝑐+ |1 >𝑐) ,   
 
(8)  𝐻(−|0 >𝑐) =
√2
2
(−|0 >𝑐− |1 >𝑐) , 
 
Using these results, the Hadamard operator can be described by the following 1D Markov chain 
with two reflecting points and transition probabilities of  𝑝 = 𝑞 = 0.5 . 
 
FIG. 1. A four-site Markov chain that represents the transitions between the coin states 
|0 >𝑐 , |1 >𝑐 ,−|1 >𝑐 , − |0 >𝑐 . 
 
The analogy between a Hadamard operator and the model depicted in FIG. 1 is explained as 
follows:  
When starting at coin state   |0 >𝑐 ,  the walker can stay at |0 >𝑐   or jump to state  |1 >𝑐 (Eq. 
(5)) 
When starting at coin state     |1 >𝑐 , the walker can jump backward to state |0 >𝑐 or jump to 
state    −|1 >𝑐 (Eq. (6)) 
When starting at coin state  −|1 >𝑐 ,  the walker can jump backward to state |1 >𝑐 or jump to 
state   −|0 >𝑐 (Eq. (7))  
When starting at coin state   −|0 >𝑐 , the walker can stay at that state or jump to state    −|1 >𝑐 
(Eq. (8))  
Stated formally: The transition probabilities matrix that represents the 1D Markov chain depicted 
in FIG. 1 is: 
(9) 
𝐴 = [
0.5 0.5 0 0
0.5 0 0.5 0
0 0.5 0 0.5
0 0 0.5 0.5
] ,  
Note that this irreducible matrix has two reflecting points and a steady-state solution. 
In order to present the mathematical relation between 𝐴 and the Hadamard operator, the 
interference matrix 𝐵 is defined as follows: 
(10) 𝐵 = [
1 0 0 −1
0 1 −1 0
] ,  
Several properties of the interference matrix will be utilized, including the following:  
and  
𝐵𝑇𝐵 = [
1 0 0 −1
0 1 −1 0
0 −1 1 0
−1 0 0 1
] = 𝐼4 − 𝐽4 ,  
(12) 
where  𝐼4 is the identity matrix,  𝐽4  is a reversal matrix, and the subscript denotes its dimension.  
Using the interference matrix B, the Hadamard matrix can be presented as: 
(13) 𝐻 =
1
√2
𝐵𝐴𝐵𝑇 ,  
which can be shown explicitly by multiplication as follows: 
(14) 
1
√2
[
1 0 0 −1
0 1 −1 0
] [
0.5 0.5 0 0
0.5 0 0.5 0
0 0.5 0 0.5
0 0 0.5 0.5
] [
1 0
0 1
0 −1
−1 0
] =
1
√2
[
1 1
1 −1
] .  
 
In other words:  
The unitary Hadamard operator mapped onto a higher dimension of a symmetric Markov process. 
(Note that Det(𝐻) ≠ 0 , while  Det(𝐴) = 0). 
 
The power of matrices  𝑯𝒏 𝒗𝒔. 𝑨𝒏 
The mathematical relation between  𝐻𝑛  𝑣𝑠 𝐴𝑛 , where 𝑛 is the step number, is explained in the 
following equations.: 
 Based on Eq. (13), the following equation can be written:  
(15) 
𝐻2𝐵 = (
1
√2
)
2
(𝐵𝐴𝐵𝑇)(𝐵𝐴𝐵𝑇)𝐵 ,  
and since 𝐵𝑇𝐵  commutes with the symmetric matrix 𝐴 [15], Eq. (15) can be rearranged as follows: 
(16) 
𝐻2𝐵 = (
1
√2
)
2
 𝐵(𝐵𝑇𝐵)2𝐴2 ,  
similar to Eq. (16), the following relation can be written for any positive integer 𝑛: 
(17) 𝐻𝑛𝐵 = (
1
√2
)
𝑛
𝐵(𝐵𝑇𝐵)𝑛𝐴𝑛 ,   
(11) 𝐵𝐵𝑇 = 2 [
1 0
0 1
] = 2𝐼2 ,  
 
Note that   𝐵𝑇𝐵/2 =
1
2
(𝐼4 − 𝐽4)   from Eq. (12), and  (𝐵
𝑇𝐵/2)2   satisfies: 
(18) (𝐵𝑇𝐵/2)2 =
1
4
(𝐼4𝐼4 − 𝐼4𝐽4 − 𝐽4𝐼4 + 𝐽4𝐽4) =
1
4
(𝐼4 − 2𝐽4 + 𝐼4) =
1
2
(𝐼4 − 𝐽4)  ,   
which means that  𝐵𝑇𝐵/2 is an idempotent matrix (M is idempotent if  𝑀2 = 𝑀), 
and in general (𝐵𝑇𝐵/2)𝑛 = 𝐵𝑇𝐵/2 , which yields: 
  (𝐵𝑇𝐵)𝑛 = 2𝑛−1𝐵𝑇𝐵 (19) 
Substitute Eq. (19)  into Eq. (17) yields: 
(20) 𝐻𝑛𝐵 = (
1
√2
)
𝑛
2𝑛−1𝐵𝐵𝑇𝐵𝐴𝑛 ,  
and using the property that  𝐵𝐵𝑇 = 2𝐼  (Eq. 11) ultimately yields: 
(21)  𝐻𝑛𝐵 = 𝐵√2
𝑛
𝐴𝑛 .   
Consider the following arbitrary initial condition of the Markov chain:   
(22) 
𝑃(0) = (
𝛼
𝛽
𝛾
𝛿
) ,   
where 𝑃(0) describes the four coin states  
|0 >𝑐 , |1 >𝑐 ,−|1 >𝑐 , − |0 >𝑐  at step 𝑛 = 0  
Specifically, the initial condition of the quantum system is:  
(23) |𝜓(0) >= 𝛼|0 >𝑐+ 𝛽|1 >𝑐− 𝛾|1 >𝑐− 𝛿|0 >𝑐 ,   
Applying the initial condition to Eq. (21) yields: 
(24) 𝐻𝑛𝐵𝑃(0) = 𝐵√2
𝑛
𝐴𝑛𝑃(0) ,  
Rearranging the left side yields: 
(25) 
𝐻𝑛 (
𝛼 − 𝛿
𝛽 − 𝛾
) = 𝐻𝑛|𝜓(0) >= 𝐵√2
𝑛
𝐴𝑛𝑃(0) ,  
and in general  
 (26) |𝜓(𝑛) >= 𝐻𝑛|𝜓(0) >= 𝐵√2
𝑛
𝐴𝑛𝑃(0) = √2
𝑛
𝐵𝑃(𝑛) . 
  
To summarize the 1D Model:  
 (a)  The interference matrix operates only at the end of the process. 
 (b) There is an equivalence between the Markov chain solution, 𝑃(𝑛), and the    
        quantum state  |𝜓(𝑛) >  , similar to a unitary operator.  
 
(c) For a large 𝑛, (𝑛 ≫ 1), the Markovian-system approach to a steady state and the difference 
between states |0 >𝑐, −|0 >𝑐  (described by   𝛼 and 𝛿) and the states |1 >𝑐 ,−|1 >𝑐  (described 
by  𝛽 and 𝛾)  both tend  to  1/√2
𝑛
; in other words, for a large 𝑛 they approach zero.  
In summary,  
the solution of the 1D Markov chain conserves the distribution of the coin states: 
(27) [1,1,1,1]𝑃(𝑛) = [1,1,1,1]𝑃(0) .  
and by using the interference matrix on the distribution of states (note that this operator reduces 
the dimensionality of 𝑃(𝑛)), the square modulus of the quantum state |𝜓(𝑛) > is preserved as a 
unitary operator: 
(28) 
|√2
𝑛
𝐵𝑃(𝑛)|
2
= |𝜓(𝑛) >|2 = |𝜓(0) >|2 .  
 
2D model for a random walk and a quantum random walk  
The process of a quantum random walk includes a shift operator [1], which is a unitary operator 
like a Hadamard, but which acts on a different Hilbert space, 𝐻𝑆. The two processes, Hadamard 
and the shift operators, can be described by the following 2D Markov, where the horizontal 
direction (x axis) describes the movements due to the shift operator, and the vertical direction (y 
axis) describes the movements due to the Hadamard operator: 
 
FIG. 2. A two-step Markovian model. The horizontal direction (x axis) describes the movements 
due to the shift operator, and the vertical direction (y axis) describes the movements due to the 
Hadamard operator. 
 The main points of the 2D Markov model are as follows:  
1. The shift operator is responsible for the movement in the horizontal direction described by 
a simple birth and death process 
2. The Hadamard operator presented by the transition matrix 𝐴 is responsible for movements 
in the vertical direction.  
3. The movements in the horizontal direction and vertical direction occur one after the other 
rather than simultaneously.  
4. The same state can be populated without interference. Thus, it is possible to propagate 
|0 >𝑐, −|0 >𝑐   at the same time. 
5. The interference occurs at the end of the dynamics, when the system collapses into the two 
quantum states. 
6. In order to obtain the amplitude of the quantum state after the 𝑛 steps, the distribution of 
states should be multiplied by a factor of  √2
𝑛
 (Eq. 26)  
 
Returning now to the quantum random walk, the following equation describes the dynamics of the 
quantum random walk [7]:  
(29) |𝜓𝑘(𝑛 + 1) >= |0 >𝑐< 0|𝐻|𝜓𝑘−1(𝑛) > + |1 >𝑐< 1||𝐻|𝜓𝑘+1(𝑛) >  , 
In this equation, the shift operator “moves” the coin state |0> to the right and |1> to the left, whereas 
the sign of the quantum state does not change its direction.  
Similarly, the shift operator described in FIG. 2 moves the coin state |0> and -|0>  to the right and 
|1> and -|1> to the left, so that the dynamics of this system can be formulated as follows: 
(30) 𝑃𝑘(𝑛 + 1) = |𝑈1 >< 𝑈1|𝐴𝑃𝑘−1(𝑛) + |𝑈4 >< 𝑈4|𝐴𝑃𝑘−1(𝑛) +
                         |𝑈2 >< 𝑈2|𝐴𝑃𝑘+1(𝑛) + |𝑈3 >< 𝑈3|𝐴𝑃𝑘+1(𝑛) , 
  𝑈1 ,𝑈2, 𝑈3, 𝑈4 are the canonical bases of the Markovian system, specifically:   
< 𝑈1| = [1 , 0 , 0, 0] , < 𝑈2| = [0 ,1 , 0, 0], < 𝑈3| = [0 , 0 , 1, 0], < 𝑈4| = [0 , 0 , 0, 1] 
Each of these bases represents the coin states |0 > , |1 >,−|1 > , − |0 > correspondingly. 
Multiplying both sides of Eq. (30) by the interference matrix 𝐵 yields: 
(31) 𝐵𝑃𝑘(𝑛 + 1) = 𝐵|𝑈1 >< 𝑈1|𝐴𝑃𝑘−1(𝑛) + 𝐵|𝑈4 >< 𝑈4|𝐴𝑃𝑘−1(𝑛) +
                            𝐵|𝑈2 >< 𝑈2|𝐴𝑃𝑘+1(𝑛) + 𝐵|𝑈3 >< 𝑈3|𝐴𝑃𝑘+1(𝑛) ,   
Using the following equalities, which can be proved explicitly by multiplication [16] 
(32) 𝐵(|𝑈1 >< 𝑈1| + |𝑈4 >< 𝑈4|) = |0 >𝑐< 0|𝐵 ,  
(33) 𝐵(|𝑈2 >< 𝑈2| + |𝑈3 >< 𝑈3|) = |1 >𝑐< 1|𝐵 ,  
into Eq. (32,33) and multiplying both sides by  √2
𝑛+1
   yields: 
(34) √2
𝑛+1
𝐵𝑃𝑘(𝑛 + 1) = √2
𝑛
(|0 >𝑐< 0|𝐵√2𝐴|𝑃𝑘−1(𝑛) > + |1 >𝑐< 1|𝐵√2𝐴|𝑃𝑘+1(𝑛)) > 
Substituting  𝐻𝐵 = 𝐵√2𝐴   obtained from Eq. (21) for  𝑛 = 1 yields: 
(35) √2
𝑛+1
𝐵𝑃𝑘(𝑛 + 1) = √2
𝑛
(|0 >𝑐< 0|𝐻|𝐵𝑃𝑘−1(𝑛) > + |1 >𝑐< 1|𝐻|𝐵𝑃𝑘+1(𝑛) >) ,  
Finally, using the relation of Eq. (26)    |𝜓(𝑛) >= √2
𝑛
𝐵𝑃(𝑛)  returns the same dynamics as in 
Eq. (29):  
(36) |𝜓𝑘(𝑛 + 1) >= |0 >𝑐< 0|𝐻|𝜓𝑘−1(𝑛) > +|1 >𝑐< 1|𝐻|𝜓𝑘+1(𝑛 + 1) > . 
 
Numerical results of the 2D Markov model 
A numerical result is presented that shows the relation between the solution of the 2D Markov 
process and a quantum random walk. The following figures describe the numerical results after 
100 steps, starting at the origin with the following initial condition: 
  |𝜓𝑘=0(0) >= 1|0 >𝑐+ 0|1 >𝑐− 0|1 >𝑐− 0|0 >𝑐 . 
The three graphs in the first row describe: 
(a) The distribution of states |0>  in space:  < 𝑈1|𝑃𝑘(𝑛) > . 
     (The amplitude distribution of states |0> in space is  √2
𝑛
< 𝑈1|𝑃𝑘(𝑛)> ). 
(b) The distribution of state -|0> in space:  < 𝑈4|𝑃𝑘(𝑛) >  . 
     (The amplitude distribution of states -|0>  in space is √2
𝑛
< 𝑈4|𝑃𝑘(𝑛) >). 
(c)  The probability distribution of the quantum state |0>  being at the kth site:  
 2𝑛(< 𝑈1|𝑃𝑘(𝑛) > −< 𝑈4|𝑃𝑘(𝑛) >)
2 . 
 In the same way, the second row of the graphs describes: 
(d)  The distribution of states |1>  in space, namely:  < 𝑈2|𝑃𝑘(𝑛) >. 
(e) The distribution of states -|1>  in space, which is  < 𝑈3|𝑃𝑘(𝑛) >.  
(f)  The probability of the quantum state |1> being at the kth site: 
2𝑛(< 𝑈2|𝑃𝑘(𝑛) > − < 𝑈3|𝑃𝑘(𝑛) >)
2 .  
 
 FIG. 3. Graphs (a), (b), (d), (e) are the distribution of the four coin 
states |0 >𝑐 , −|0 >𝑐 ,−|1 >𝑐 , − |1 >𝑐  correspondingly. Graphs (c), (f) describe the square 
amplitude distributions of the coin states |0 >𝑐 , |1 >𝑐 .  
 
The probabilities of a random walk and quantum random walk are depicted in FIG. 4. as follows: 
(a) The sum of graphs (a) +(b)+(c)+(d) of  FIG. 3.  describes the probability of finding the 
random walk at the kth site (depicted as the black line in FIG. 4) 
(b) The sum of graphs (c)+(f)  of FIG. 3 describes the probability of the quantum random walk     
being at the kth site in any of the quantum states (depicted as the blue line in FIG. 4). 
 
 FIG. 4. A random walk vs. a quantum random walk after 100 steps starting at the origin. 
 
Summary 
A new 2D Markovian model was presented here that mapped both a random walk and a quantum 
random walk onto the same system. The system conserves the distribution of states, and by using 
a proper transformation yields the amplitude distribution of the two quantum states |1>, |0> , 
similar to a unitary operator. The model shows that for a large 𝑛 ≫ 1 , a quantum random walk 
looks similar to a random walk, and the amplitudes of the quantum states behaves like a Gaussian 
distribution, similar to symmetric random walks.  The preservation of the population allows us to 
monitor each of the coin states and enables propagating opposite states such as  |0 >𝑐, −|0 >𝑐   at 
the same time without interference. The model also enables extending and embedding different 
boundary conditions on the system. 
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