Variational Autoencoder (VAE) is an efficient framework in modeling natural images with probabilistic latent spaces. However, when the input spaces become complex, VAE becomes less effective, potentially due to the oversimplification of its latent space construction. In this paper, we propose to integrate recurrent connections across channels to both inference and generation steps of VAE. Sequentially building up the complexity of high-level features in this way allows us to capture global-to-local and coarse-to-fine structures of the input data spaces. We show that our channel-recurrent VAE improves existing approaches in multiple aspects:
Introduction
Synthesizing diverse natural images is challenging due to abundant details to attend and a wide range of content to cover. Deep generative models sample from latent spaces that capture the details of the observed data in a generalizable way to generate realistic images. In Variational Autoencoder (VAE) [1] , a bottom-up inference network and a top-down generation network parameterized by deep neural networks are jointly trained to maximize the variational lower-bound (VLB) of the data log-likelihood. The lower-bound sums two terms: a reconstruction term that asks for better fitting of the data with latent representations, and the KL-divergence that pushes the approximated posteriors towards a specified prior. In many situations, the specified prior is mathematically elegant but often too simple to model the true latent space accurately.
Efforts have been made to improve the performance of VAE by improving the approximate posterior [2, 3, 4] and prior [5] , tightening the variational lower-bound [6] , or resolving under-utilization of model capacities [7, 8, 9] . An orthogonal direction is to improve the latent space through network architecture design. A predominant architecture [1] models the latent space using the activation of a fully-connected (FC) layer, which is too rigid to model rich local details well due to excessive global constraints. VAE with convolutional latent space [10] or convolutional VAE (cVAE), with fewer global constraints on the latent space, better preserves the visual details of its reconstructed samples (Figure 2(c) ), however its generated samples (Figure 2 (g)) appear to be chaotic due to lack of high-level consistency. One remedy is to impose complicated graphical structures to the latent space, which can significantly increase the number of model parameters and pose challenges in optimization. We propose to model the global structure while preserving the local details via our channel-recurrent VAE, or crVAE. Similar to cVAE, to preserve local details, the latent space is directly built upon convolutional features without FC layers. On the other hand, the channels of the latent space (latent channels) are progressively generated via recurrent networks (LSTMs), driven by noise following standard Multivariate Gaussian (standard MVN) distribution. This incorporates global structures of the input images through channel-wise communications. Interestingly, crVAE learns to assign latent channels located in early/late generation order with different semantically meaningful factors of variation in an unsupervised manner. In particular, latent channels that are generated first focus on global structures (e.g., face or hair silhouette), whereas later ones on the details (e.g., expressions or accessories).
Our crVAE model significantly improves the test set negative log-likelihood (NLL) on MNIST over baseline VAE, from 82.04 to 80.84. We then integrate crVAE into the state-of-the-art image generation framework VAE-GAN [11] , which we refer to as crVAE-GAN, and present several qualitative studies, such as image completion and synthesis of high-resolution (128×128) faces and birds. Our crVAE exhibits disentangling effects in an unsupervised manner as we sequentially build up the latent space. Moreover, crVAE-GAN achieves a competitive classification accuracy of 75.86% on STL-10 dataset in the semi-supervised setting, comparing against 74.91% from VAE-GAN baseline. Finally, our model can be further enhanced by combining with other advanced techniques in training deep latent Gaussian models (DLGMs), such as a training protocol of importance weighted autoencoder [6] ( Table 1 ).
Related Works
Improving variational inference in deep generative models has recently gained interest in the machine learning community. To enable flexible approximated posterior or prior, the family of normalizing flows [3] iterates an initial estimated posterior density through a sequence of invertible mappings to eventually reach a complex distribution, potentially more faithful to the true posterior. A specific form of normalizing flow is proposed in [4] based on a series of inverse autoregressive transformations and has attained close to state-of-the-art density estimation performance. Furthermore, variational lossy autoencoder [5] transforms a simple standard MVN prior to some more complex distribution via similar autoregressive flow. Our proposed approach is similar in explicitly manipulating the inference and generation networks in the hope of reaching a more compatible posterior approximation and prior. However, rather than following these restricted sets of invertible transformation flows, we construct the mappings with more flexible (e.g., not necessarily invertible) and scalable neural network modules namely LSTMs across latent channels, which leads to efficient modeling of large scale datasets and generating high-resolution images of size 128×128. It is also worth noting that our method is complementary and can be easily combined with normalizing flow-based distribution transformation methods.
The channel-recurrent construction also shares the spirit of deep autoregressive networks (DARN) [12] in the sense of building lateral latent variable connections. In DARN, latent variables are sequentially sampled conditioned on previously-drawn samples through shared weights. However, in crVAE, channels of latent representations are sampled independently and simultaneously from a simple standard MVN before being connected via LSTMs.
(a) ground truth Disentangling factors of variation in an unsupervised manner, an essential topic in representation learning, has been explored through deep generative models. For example, InfoGAN [13] shows unsupervised discovery of basic visual concepts by maximizing mutual information between the inputs and the predicted latent variables. β-VAE [14] shows similar behaviors with VAEs by applying stronger regularizations on the KL-divergence term to enforce individual latent variable to account for a specific factor of variation. Our model, on the other hand, achieves a natural disentanglement by sequentially processing convolutional features and latent variables via LSTMs, allowing general outlines to be described at early stages and detailed attributes to be adjusted later on during the generation process.
Channel-Recurrent VAE
In this section, we progressively develop our proposed crVAE. We start from standard VAE model of [1] , followed by discussions and experiments on cVAE to explore spatially-correlated latent spaces. Inspired by our observations detailed below, we reach another intermediate step, bcVAE that imposes spatial structure to blocks of latent channels independently. Finally, we build our crVAE by adding recurrent connections to bcVAE.
VAE [1] . Variational autoencoder (VAE) approximates the intractable posterior of directed graphical models with deep neural networks (Figure 1(a) ). The variational lower bound (VLB) of the log likelihood yields the training objective:
where the approximate posterior, q φ (z|x) is modeled as diagonal MVNs and the prior p(z) as standard MVNs. Conventionally, q φ (z|x) is referred to as an inference network and p θ (x|z) as a generation network. One drawback of VAE is the simple treatment of the posterior approximations. Thus, the associated prior does not necessarily reflect the complicated structure of the true input space [15] . As a consequence, the content from VAE samples lacks in variety, resulting in overly smoothed reconstruction or generation of images (see Figure 2 (b) and Figure 2 (f), trained on CelebA faces [16] ).
convolutional VAE. Standard VAE discards an ineligible amount of spatial information from latent variables since it flattens µ and σ into vectors using a fully-connected (FC) layer. To preserve more spatial information, we explore convolutional VAE [10] (cVAE, Figure 1 (b)), whose inference and generation networks are fully convolutional [17] . We observe improved image reconstruction quality using cVAE in Figure 2 (c) compared to those from standard VAE in Figure 2 (b). However, for image generation as shown in Figure 2 (g), cVAE ignores global structure of face shapes. We hypothesize that, since cVAE embeds the spatial information in its approximate posterior (or inference network activation), the embedded spatial information cannot be effectively retrieved when samples are drawn from the simple standard MVN prior.
In effort to resolve such incoherence and verify our hypothesis, we perform additional exploratory experiments by estimating empirical MVN prior of a trained cVAE model using samples drawn from approximate posteriors. Specifically, the mean vector (μ k ∈ R w×h , k = 1, · · · , c) and the covariance matrix (Σ k ∈ R (w×h)×(w×h) , k = 1, · · · , c) of each sliced convolutional latent channel are estimated separately for computational efficiency, as follows:
With estimatedμ k andΣ k , we draw samples from the following new prior:
We refer the model as an empirical cVAE in Figure 2 (h). To our surprise, assigning the empirical MVN prior to the latent space manages to preserve much more essential spatial information and results in substantially enhanced image generation quality.
block-covariance VAE. Our exploratory experiments with cVAE suggest that using an appropriate and potentially more complex prior, such as MVN prior, is important in attaining globally coherent image generation. Moreover, rather than employing an FC layer that transforms convolutional features of the inference networks into flattened vectors, learning correlations among latent variables, especially across spatial dimension, is essential for the global structure. Although appealing, training a model with MVN prior or by adding direct lateral connection between latent variables can significantly complicate the optimization of the DLGMs [18, 12] .
Instead, we explore the possibility of achieving similar effects by augmenting the network architecture for inference and generation. Specifically, we propose to factorize the convolutional features (at inference, connecting to σ i ) or latent variables (at generation, connecting to (Figure 1(c) ) and connect each block with an FC layer individually. In addition, inspired by the effectiveness of the mean estimation from the empirical cVAE, we subtract the mean before the inference and add it back after the generation. The samples that bcVAE generates in Figure 2 (i) demonstrate significant improvement over cVAE.
channel-recurrent VAE. In bcVAE, different blocks are processed independently and they may end up learning inefficient and duplicated representations that hamper generating high quality images. To prevent such behavior, we further allow communications between 3D convolutional feature maps or latent variable blocks of size w × h × c T . Specifically, we propose to connect the blocks via LSTMs [19] , both in the inference and generation networks of VAE to encourage channel-level interaction, as shown in Figure 1(d) . We refer to this model as channel-recurrent VAE, or crVAE. During inference, we substract the mean as in bcVAE and feed the convolution output σ i 's sequentially into an LSTM layer to output σ rnn i , as the variances of the approximated posteriors (MVN). During generation, the MVN samples z = [z 1 , z 2 , · · · z T ] are passed through another LSTM layer to obtain a more involved representation u = [u 1 , u 2 , · · · u T ]. We argue that the channel-recurrency on the generation network also contributes to the performance lift. To give an intuition, consider the directed graphical model from z to u (red box in Figure 1(d) ). We derive the VLB of log
where Equation (2) implies that the above graphical structure has p(z i ) as an approximation to the posterior conditioned on u i and u i−1 , instead of directly tackling the approximation to the joint posterior p(z|u) altogether. In other words, since the posterior at time step i does not need to explicitly consider u j for j < i − 1, which should have been addressed by earlier time steps, or u j for j > i, which will be attended to in the future steps, it can potentially present a simpler distribution than the joint posterior and can be better approximated. Therefore, by imposing the above sequential structure, we introduce more flexible transformation of simple priors to construct complex representations. We further discuss the empirical advantages of our proposed design in Section 4.1. As shown in Figure 2 (e) and 2(j), crVAE both reconstructs and generates images with higher visual quality than other VAE variants.
Experiments
In this section, we first introduce datasets and describe important implementation details of our setup.
Next we assess different model designs via ablation studies on MNIST. Then we provide results on faces and birds generations, image completion, disentangling factors of variation and semi-supervised object recognition tasks.
Datasets. MNIST [20] is composed of 60, 000 images of 28×28 handwritten digits for training and 10, 000 for testing. CelebA [16] Implementation Details. All models share the standard VAE work flow and are optimized with SGD using ADAM [25] . For MNIST, we augment the input data by randomly binarizing the training examples based on their pixel intensities. For CelebA and Birds, we augment the input data by random horizontal flips. We refer to Section G and H in the Supplementary Materials for more details.
Weighting KL Objective. Due to the nature of LSTM, later time steps are under heavy influence from earlier ones, hence it is hard to distinguish their contributions. Nonetheless, our unique channel recurrency design allows us to weight the KL objective differently on each time step. For CelebA and Birds only, we use larger weights on the first few time steps and less on the later time steps to balance the influence. Such weighting not only resolves the imbalance caused by LSTM but also acts as an additional venue to manipulate the latent space, providing the flexibility of having a desired time step to be more influential than the others.
Ablation Studies on MNIST
We ablate our model architecture on MNIST, by comparing models including standard VAE, cVAE, bcVAE, crVAEs with channel recurrency on the inference path only, the generation path only and on both paths. The negative log-likelihood (NLL) of MNIST has been used as a benchmark to evaluate probabilistic generative models. NLL is approximated via importance sampling [26] , i.e. for each image from the statistically binarized MNIST test set [27] , we sample from its approximated posterior 10K times. We keep the same latent dimension for all models. The results are summarized in Table 1 .
The baseline, standard VAE [1] , obtains 82.04 NLL. As expected, cVAE shows worse performance (83.12), because it can not well capture globally coherent patterns. Albeit bcVAE reduces the NLL to 82.17, it is still inferior to crVAE models where lateral connections across subsets of channels are implemented. Among crVAE models, positioning the recurrency on either the inference path or the generation path marginally improves upon the baseline standard VAE. The most substantial improvement happens when the two are combined, achieving 80.84 NLL. From now on, crVAE refers to the framework with LSTM on both paths. Since our crVAE advances deep variational inference in a novel direction, it is compatible with many other advanced training methods of directed graphical models. For example, by integrating k-sample importance weighted estimation [6] , we can improve the NLL to 80.02. In terms of NLL performance, crVAE is competative to other related methods (Table 1) , such as the family of normalizing flows [3, 2, 4] that aim at closing the gap between true and approximated posteriors, DRAW [28] and DARN [12] that autoregress on the entire latent space and on individual latent variables, respectively.
Generating Images of Faces and Birds
As pointed out in [15] , the KL divergence term in VAE objective hampers realistic image generation ( Figure 2 ) since it focuses on stretching the latent space over the entire training set in case of assigning too low probability to any of them. On the other hand, the Jensen-Shannon divergence of GAN [29] concentrates on a limited, but high probability regions, resulting in crispier images. Towards preserving the expressiveness of the latent space while generating realistic images, we extend crVAE into crVAE-GAN by regularizing the generation output with an adversarial discriminator:
We compare our crVAE-GAN against the VAE-GAN [11] for generating 128×128 images in Figure 3 .
Although the baseline VAE-GAN generates sharp face images (Figure 3(b) ), our crVAE-GAN produces visibly more realistic and highly versatile facial parts such as skin tone, age, accessories, hair style, and expressions (Figure 3(c) ). Modeling bird images is much more difficult than faces since bird images are more spatially diverse, e.g., not well aligned. The baseline VAE-GAN generates colorful and sharp images (Figure 3(b) ), but the details are largely unrealistic, implying that the latent space conveys mostly low-level features such as color and edges but not as much high-level semantic information. By clear contrast, crVAE-GAN, as shown in Figure 3 (c), grants significantly more realistic bird images with decent diversity in terms of color, background and shape. We provide more examples in Section F of the Supplementary Materials. Our results corroborate that channel recurrency empowers the latent spaces to better encode both abstract semantic information and fine-grained details of the input spaces. 
Image Completion on CelebA
To verify how faithfully the latent manifold from crVAE-GAN reflects the semantic meaning of the input space, we perform image completion experiments on 64×64 CelebA dataset. Specifically, we occlude parts such as right-half of the face, eye or mouth regions of each validation image and optimize their latent representations z's to fill in the missing parts [30] :
where gen(·) refers to the output of the generation network, m ∈ {0, 1} 3×64×64 is a mask whose entries are 0 if corresponding pixel locations are occluded and 1 otherwise, and represents elementwise multiplication. The ground truth images x, occluded x and the final outputs gen(z * ) (1 − m) + x m of each model are visualized in Figure 4 . The baseline VAE-GAN model struggles to reason the missing regions, e.g., right half of the faces in Figure 4 (a) and sunglasses in Figure 4 (c). By contrast, crVAE-GAN is more competent in retracting off-orbit latent points back to the actual manifold by better embedding the high-level semantic information to the latent manifold.
Disentangling Factors of Variation on CelebA
Another interesting aspect of crVAE is that the latent variables are processed sequentially. This allows variables in each time step to learn a global-to-local and coarse-to-fine visual concepts as time step evolves. For example, in Figure 5 (a), we set all latent variables to be zero at t = 0 and progressively add contents to the latent blocks at each time step by randomly drawing samples from standard MVN, while fixing the samples drawn at the previous time step. We observe that latent variables at different time step discover different semantic factors of variation, such as global facial structure in an early stage and expression changes later on. To further verify the disentangling property of our model, we first draw random samples from standard MVN prior across 8 time steps, denoted by z = [z 1 , · · · , z t , · · · , z 8 ]. We then select a time step t and draw a new samplẽ z = [z 1 , · · · ,z t , · · · , z 8 ] that shows semantically meaningful changes from z. We finally generate images by interpolating between z t andz t while fixing other z i 's. Visualizations of the generated samples are in the middle row of Figure 5 . Hairstyle in Figure 5 (b) (t = 1), facial expression in Figure 5 (c) (t = 7), and pose in Figure 5 (d) (t = 5) are manipulated distinctively. Here,z t are shared by the two rows of each figure, and can also be used to manipulate aforementioned visual attributes of other samples.
In addition, we note that, unlike other unsupervised disentangling methods such as β-VAE [14] or InfoGAN [13] , our model associates a latent subspace instead of a single latent unit to each factor, which grants more freedom for semantic variations. By distributing interpretation to subspaces instead of individual latent units, our model manages to host a high dimensional latent space (1024) than the other unsupervised disentangling methods (≈10) and thus encodes a more complex data space. This allows us to generate different styles of the same factor by sampling different z t 's while fixing the other z i 's, whereas existing algorithms are limited to shift the factor along a single direction only. The bottom figures in Figure 5 demonstrates this aspect of our model. For instance, Figure 5 (e) not only shows the glasses on/off but also switches from eyeglasses to sunglasses, from thin frame to thick frame; the same person wearing a variety of hair styles in Figure 5 (f); a young girl can grow up to have pointed chin or squared chin while an elderly man could have had different looks back in the day (Figure 5(g) ); finally, we display several distinguished expressions in Figure 5 In the meanwhile, channel recurrency is not perfect in disentangling factors of variation. Certain time steps appear to dominate the control of explanatory factors over some other time steps. There also lacks a principled way in determining the direction that manipulates a single factor of variation for a specific example besides visual inspection. Nonetheless, the experimental demonstrations of this intriguing property of crVAE-GAN shed light on important future research directions, such as better disentangling each attribute into a single time step and systematically classifying subspace directions representing a certain attribute within each time step.
Semi-Supervised Object Recognition on STL-10
Inspired by recent works on GAN-based [31, 32] and autoencoder-based [33, 34] semi-supervised learning, we adapt the VAE-GAN framework to STL-10 object recognition task. Our experimental setup, such as architecture, training/evaluation protocol, hyperparameters and data preprocessing, closely follows [32] , where the discriminator not only classifies real-fake images but also the category. Additionally, to simplify the pipeline, our inputs do not have random patches removed and the discriminator takes the fully reconstructed instead of inpainted images. We replace the generator in this framework with our proposed crVAE, comparing against models that have deterministic autoencoders [32] or standard VAE as generators ( Table 2 ). Our crVAE outperforms other autoencoding systems as generators, achieving 75.86% mean classification accuracy, on par with the current state-of-the-art 75.40% from Exemplar CNNs [35] . 
Conclusion
We propose a channel recurrent scheme, i.e. crVAE, to learn flexible latent representations inside the VAE framework. Channel recurrency improves over standard VAE on a variety of tasks. Moreover, we explore the latent manifold that our crVAE shows that it is able to naturally disentangle explanatory factors into latent subspaces, allowing for richer semantic variations for each kind of attribute. Future research includes building more interpretable features via channel recurrency and extrapolating our framework to other domain such as videos.
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A Variational Lower Bound Figure S1 : A simple directed graphical model that refelcts our channel-recurrent design. In practice, we treat u as a determinisc value for simplicity.
Proposition A.1. For the graphical model in Figure S1 , we have
Proof.
where the inequality is from Jensen's inequality and the last equality is from the fact that z i and u i−1 are independent when u i is not observed.
B Interpolation along Latent Manifolds. 
and project back the interpolations to the pixel space through the generators. As shown in Figure S2 Figure S4 : Interpolations between z = [z 1 , · · · , z t , · · · , z 8 ] andz = [z 1 , · · · ,z t , · · · , z 8 ]. All figures are generated from standard MVN prior; all figures in each block share the samez t , i.e. ending at the same latent representation for time step t. (a)(b)(c) are additional samples of those appear in the main text. We can see how traversing along one direction at one time step gradually shifts a certain factor of variation. Though due to the high dimensionality of the subspaces we are manipulating, at times highly correlated factors can interwine. For example, (f) shows that beard is correlated with gender: reducing the amount of facial hair can cause change of gender. 
E Interpretable Subspace Samples

G Details of Network Architecture
This section describes the building blocks used to construct the networks in our experiments. Throughout this section, we adapt the following notations:
• C s n refers to a convolutional layer with n filters and stride s. • D n refers to a deconvolutional layer with n filters; in our networks, deconv layers are of stride 2 and kernel size 4×4.
• FC n refers to a fully-connected layer with n filters.
• P k refers to k × k pooling.
• LSTM t n refers to a T -time-step LSTM with n hidden units. • BN refers to Batch Normalization.
• ReLU refers to ReLU activation, CReLU CReLU activation and Leaky Leaky ReLU activation with 0.1 slope.
G.1 Inference Feature Extractor Architecture
The following models are used to extract convolutional features for inference:
MNIST. All convolutions are of 3×3 kernel size except for the first one (5×5). We have the following architecture: bcVAE. For variance, we slice the convolutional features into T (T = 64 for celebA and T = 8 for MNIST) subsets along the channel direction, then connect each subset with an independent FC layer. Same with decoding z. Also, we add an additional element-wise addition to mean inference and after the FC layers for decoding path.
• mean inference: C 1 64 − µ 0 • variance inference: (FC 1024/T ) × T • decoding z: (FC 256×4×4/T ) × T + µ 0 crVAE. Similar to bcVAE, but instead of FC layers, we use LSTM to connect the sliced subsets. For MNIST, we use FC layer instead of conv layer for mean inference path due to MNIST's simple content is more suitable for FC layer. where all conv kernels are of size 5×5 except for the last one (3×3), Dropout ratio 0.5, Norm(1) refers to normalizing L 2 norm of the incoming vectors to 1 and BD refers to Batch Discrimination layer [S39].
G.5 STL-10 Models
For STL-10, we closely follow the model presented by [S32]. Instead of using deterministic autoencoders, we replace it with standard VAE as another baseline and our crVAE. The latent dimension is 2048 for all models and T = 8 for LSTM.
H Implementation Details
Optimization. Our experiments are optimized with ADAM [S25], where we set = 1 × 10 −8 , β 1 = 0.9, β 2 = 0.999. For the discriminator, we use a variation of ADAM with additional thresholding [S40]: if the classification accuracy of a batch consisting of half real and half fake images is over 90%, then we do not backprop.
Objectives. Recall the VAE objective:
Conventionally, for RGB images, p θ (x|z), a diagonal MVN, is assumed to have fixed variance σ and only the mean values are estimated which correspond to pixel values. We follow this convention, practically apply MSE loss at the pixel level, which we find adequately effective without feature matching, and defer σ to be adjusted through weighting the L prior , i.e. the KL-divergence term, by introducing an additional hyperparamter α. Moreover, for VAE-GAN framework, there is an additional adversarial loss, which is weighted by another hyperparameter β. Together, we have the following training objective for RGB images:
where L D = − log(D(x)) − log(1 − D(gen(z))), z ∼ p(z).
Note that L recon is divided not only by the batch size, but also by the channel, width and height of the images for implementation convenience, while L prior or L D are divided by the batch size only. We set α = 0.0003 3 for celebA and Birds and progressively reduces it to 0.0002 over time for crVAE-GAN models. For β values, celebA works the best with β = 0.01 and Birds β = 0.025.
Other hyperparameters. All the other initial learning rates are 0.0003 except for crVAE and crVAE-GAN, where lr = 0.003. We decay learning rate by half every 50 epochs. MNIST are trained over 200 epochs and the other 150 epochs. We use batch size of 128. For 128×128 images, we use batch size of 32 and lr = 0.0003.
STL-10.
We maintain most hyperparameters and training/evaluation protocols from [S32]. But we set the initial learning rate for crVAE to 0.002. We set β = 0.001 and α = 0.0001. Also, the fake examples for the discriminator in this case all come from reconstructed samples.
