This paper presents a novel and effective method for facial expression recognition including happiness, disgust, fear, anger, sadness, surprise, and neutral state. The proposed method utilizes a regularized discriminant analysis-based boosting algorithm (RDAB) with effective Gabor features to recognize the facial expressions. Entropy criterion is applied to select the effective Gabor feature which is a subset of informative and nonredundant Gabor features. The proposed RDAB algorithm uses RDA as a learner in the boosting algorithm. The RDA combines strengths of linear discriminant analysis (LDA) and quadratic discriminant analysis (QDA). It solves the small sample size and ill-posed problems suffered from QDA and LDA through a regularization technique. Additionally, this study uses the particle swarm optimization (PSO) algorithm to estimate optimal parameters in RDA. Experiment results demonstrate that our approach can accurately and robustly recognize facial expressions.
Introduction
Human-computer interaction (HCI) technologies have attracted more and more attention. The traditional interface devices such as the keyboard and mouse are constructed to transmit explicit messages. The implicit information about the user, such as changes in the affective state, is ignored. However, HCI is moving gradually from computercentered designs toward human-centered designs [1, 2] . Designs for human-centered computing should focus on the human portion of the HCI context, like nonlinguistic conversational signal, emotion, and affective states. Humancentered interfaces must have the ability to detect human affective behavior because it conveys fundamental components of human-human communication. These affective states motivate human actions and enrich the meaning of human communication.
Previous research [3] shows that 55% of face-to-face human communication is relied on facial expressions, indicating that facial expressions play an important role in social interactions between human beings. As a result, facial expressions are also an important part of HCI. Thus, automatic facial expression recognition in the humancomputer environment is an essential and challenging task.
Various techniques have been developed for automatic facial expression recognition. Three recent surveys [4] [5] [6] [7] on this topic indicate that facial expression recognition has grown more sophisticated. Facial expression recognition techniques can be categorized based on recognition targets or data sources. With respect to recognition targets, most techniques attempt to recognize a small set of prototypic emotional expressions, that is, happiness, surprise, anger, sadness, fear, and disgust, as well as the neutral state. This practice is based on the work of Darwin [8] and more recently Keltner and Ekman [9] who proposed that basic emotions have corresponding prototypic facial expressions. Ekman and Friesen [10] developed the Facial Action Coding System (FACS) for describing facial expressions in terms of action units (AUs). FACS consists of 46 AUs, which describe basic facial movements based on muscle activities. Various researchers engage in AUs recognition to model facial actions [11] .
Facial expression recognition techniques can generally be divided into two categories based on their data sources: static images and image sequences. In sequence-based methods, an image sequence displays one expression. Thus, a neutral face must be identified first to serve as a baseline face. Then, expression recognition depends on the difference between the baseline face and the following input face image. Optical flow estimation is a typical method of extracting facial features. Yacoob and Davis [12] used the optical flow approach to track the motion of facial features from image sequences and classified the extracted facial features into six basic expressions. Bartlett et al. [13] used a method combining principal component analysis (PCA) with optical flow for facial expression recognition. Essa and Pentland [14] used optical flow in a physical model of the face with a recursive framework to classify facial expressions. Xiang et al. [15] used Fourier transform to extract facial features and represent expressions. These features are then processed using fuzzy C means clustering to generate a spatiotemporal model for each expression type.
If the baseline image in the sequence-based methods is not identified correctly, it is difficult to identify the facial expression for a given image frame. However, facial expression recognition using static images is more difficult than that using image sequences because less information is available. Psychologists often use single images for expression recognition. Therefore, facial expression recognition using static images has attracted a lot of attention. Chen and Huang [16] proposed a clustering-based feature extraction method for facial expression recognition. They used the AR database, created by Aleix Martinez and Robert Benavente, to classify three facial expressions: neutral, smiling, and angry. Zhi and Ruan [17] proposed a method called the twodimensional discriminant locality preserving projections (2D-DLPPs) algorithm and applied the method to facial expression recognition in a Japanese female facial expression database (JAFFE) and the Cohn-Kanade database. Shin et al. [18] combined the two-dimensional learning discriminant analysis (2D-LDA) and support vector machine (SVM) methods to recognize seven basic expressions. Feng et al. [19] divided face images into small regions and extracted local binary pattern (LBP) histograms as features and then used a linear programming technique to classify seven facial expressions.
This paper proposes a novel regularized discriminant analysis-based boosting algorithm (RDAB) to recognize seven expressions, including happiness, surprise, anger, sadness, fear, disgust, and a neutral state, from static images. The proposed method also employs an entropy criterion to select effective Gabor features for facial image representation which is a subset of informative and non-redundant Gabor features. In RDAB, regularized discriminant analysis (RDA) acts as a learner in the boosting algorithm. RDA combines the strengths of linear discriminant analysis (LDA) and quadratic discriminant analysis (QDA) and solves the small sample size and ill-posed problems of QDA and LDA by regularizing parameters. This study also uses a particle swarm optimization (PSO) algorithm to estimate the optimal parameters in RDA. Experiment results demonstrate that the proposed RDAB facial expression method achieves a high recognition rate and outperforms other facial expression recognition systems.
The rest of this paper is organized as follows. Section 2 provides an overview of the proposed method. Section 3 describes each component of the proposed method. Section 4 presents experiment results. Finally, conclusions are summarized in Section 5.
Overview of the Proposed Method
The overall process of the proposed facial expression recognition method is displayed in Figure 1 . First, the preprocessing step is applied to input images to produce standardized facial images for subsequent processing. Facial images are detected using the Viola and Jones face detector [20] . The original images are cropped into face images and resized to 128 × 96. Then, a histogram equalization method is applied to eliminate variations in illumination. Several previous studies [21] show that classification using downsampled images in pattern recognition produces a higher accuracy than using the original images. Using downsampled images also reduces the computation complexity. Thus, the following feature extraction step uses facial images that have been downsampled by a factor of two.
Automated facial expression recognition must solve two basic problems: facial feature extraction and facial expression classification. Facial feature extraction methods can be categorized in terms of image sequences or static images. Motion extraction approaches directly focus on facial changes that occur due to facial expressions, whereas static image-based methods do not rely on neutral face images to extract facial features. Gabor features are widely used in image analysis because they closely model the receptive field properties of cells in the primary visual cortex [22] [23] [24] . Therefore, this study uses Gabor features to recognize facial expressions from static images.
In practice, the dimensionality of a Gabor feature vector is so high that the computation and memory requirements are very large. For example, if an image measures 128 × 96 pixels, the dimensionality of the Gabor feature vector with three frequencies and eight orientations is 294912 (128 × 96 × 3 × 8). Some of these features are similar. In other words, using the Gabor features with all frequencies and orientations is redundant. For this reason, several sampling methods have been proposed to determine the "optimal" subset for extracting Gabor features. Liu et al. [25] proposed an optimal sampling of Gabor features using PCA for face recognition. Additionally, AdaBoost has been widely used for feature selection [26] [27] [28] . This study proposes an effective Gabor feature selection to extract the informative Gabor features representing the facial characteristics. Entropy is used as a criterion to measure the importance of the feature. This approach reduces the feature dimensionality without losing much information and also decreases computation and storage requirements.
In the facial expression classification step, several classifiers have been proposed to cope with the facial expression classification problem, including neural networks, support vector machines (SVMs), and boosting algorithms. SVMs and boosting algorithms are both large margin classifiers primarily designed for two-class classification problems. SVMs often adopt one-against-one strategy or one-againstall procedure to deal with multiclass problems. On the other hand, boosting algorithms can solve multiclass problems using a multiclass learner. Thus, several researchers have used boosting algorithms with different learners to process multiclass problems. Yang et al. [29] adopted the AdaBoost algorithm to learn the combination of optimal discriminative features to construct the classifier and classify seven expressions and several AUs. Lu et al. [30] developed a novel boosting algorithm combined with LDA-based learners for face recognition. This paper proposes an RDA-based boosting algorithm to recognize facial expressions. RDA combines the benefits of LDA and QDA to achieve a higher recognition rate.
Automatic Facial Expression Recognition System
The block diagram of the automatic facial expression recognition system is shown in Figure 1 . The key components of the proposed approach include (1) preprocessing, (2) effective Gabor feature selection, and (3) RDAB classification. The details of proposed method are described as follows.
Preprocessing.
This preprocessing is an important step because the input images usually have some slight differences, such as head tilt and head size. The preprocessing phase takes the segmented face, normalizes the face images, reduce lighting variations, and downsamples the face images. The preprocessing phase contains the following steps.
(1) It detects faces from input images.
(2) It normalizes the face regions with respect to a 128 × 96 face image by using the eyes and nose as reference points.
(3) It performs histogram equalization to reduce the nonuniformity in the pixel distributions that may occur due to various imaging situations.
(4) It downsamples the face images to obtain the lowfrequency images. In this way, the noise and the computation complexity will be reduced.
Effective Gabor Feature Extraction.
The Gabor filter is a very useful tool in computer vision and image analysis because it has optimal localization properties in both spatial and frequency analysis. A 2D Gabor filter is a complex field sinusoidal grating modulated by a 2D Gaussian function in the spatial domain. The 2D Gabor filter G(x, y) is defined as
where (x , y ) = (x cos φ + y sin φ, −x sin φ + y cos φ) are rotated coordinates, in which the major axis is oriented at an angle φ from the x-axis, (U, V ) represents a particular 2D frequency, and
where σ x and σ y represent the spatial extent and bandwidth of the filter, and η is the aspect ratio between x and y axes. For convenience, we assume that σ x = σ y = σ, the aspect ratio is η = 1, and the x-axis of the Gaussian has the same orientation as the frequency; hence, (1) can be simplified to
where F = √ U 2 + V 2 is called the modulation frequency. This study considers a class of self-similar functions called Gabor wavelets. Using (3) as the mother Gabor wavelet, the self-similar filter bank can be derived by dilations and rotations of h(x, y) through the generating function:
where
, and φ n = π(n − 1)/T. The subscripts m and n represent the index for scale (dilation) and orientation (rotation). S is the total number of scales and T is the total number of orientations.
For a given input image I(x, y), the magnitude of a filtered image F mn (x, y) can be obtained as
where * indicates 2-D convolution, and hR mn (x, y) and hI mn (x, y) represent the real and imaginary parts of the Gabor filters from (4). The real part of Gabor filters with three scales and eight orientations is shown in Figure 2 . Entropy is a measure of the uncertainty associated with a random variable X in information theory, defined as
The less uncertainty there is, the less entropy there is. Conversely, more uncertainty produces more entropy. The objective of feature selection is to select a subset of features that gives as much information as possible. Thus, this study formulates an effective feature selection scheme based on the feature position probability distribution to select the informative Gabor features. Let O m,n,x,y (r) denote the occurrence of Gabor magnitude response r in F mn (x, y) for all training images. The feature position probability is defined as where
The entropy of the feature position probability distribution is defined as
where R is a random variable of the occurrence of Gabor magnitude response. The value of the entropy H m,n,x,y (R) indicates that the uncertainty of the feature at the pixel position (x, y) of the Gabor features with mth scale and nth orientation for all training images. A larger value of H m,n,x,y (R) means that the feature magnitudes vary from different images. Thus, features along this range of the feature space can improve the discriminating power between different expression classes. On the other hand, a smaller value of the entropy H m,n,x,y (R) indicates the corresponding features tend toward the same magnitude. That is, features along this range contribute less to discrimination. To reduce the feature space, these features should not be considered in the classification phase. Accordingly, sort H m,n,x,y (R) in descending order and use the first M ≤ N Gabor features as the feature vector to form a lower M-dimensional subspace, where N is the dimensionality of the original feature space and M is that of the effective feature space. Figure 3 shows an example of effective Gabor filters of a face image with three scales and eight orientations. Figure 3(a) shows the magnitudes of the Gabor features. Figure 3(b) shows the points of the top 10 percent of the Gabor features.
RDA-Based Boosting
Algorithm. RDA combines the strengths of LDA and QDA, offering several advantages compared to the conventional LDA and QDA. LDA and QDA are well known and popular methods in classification and recognition. However, these approaches often suffer from the small sample size problem (SSS) that exists in high-dimensional pattern recognition tasks. To solve the SSS problem, the traditional solution adopts a two-phase framework PCA plus LDA for feature compression and selection. However, the PCA may discard dimensions that contain important discriminative information [31] . Thus RDA, an intermediate method between LDA and QDA, is proposed to deal with this problem [32] .
Regularized Discriminant Analysis.
Given a set of objects Z, the purpose of classification or discriminant is to assign objects to one of several K classes. The classification rule is based on a quantity called the discriminant score for the kth class, defined as
with
where k denotes the kth class, and μ k and Σ k are mean and covariance matrix of the kth class, respectively. In the case of LDA, variables are normally distributed in each class with different mean vectors and a common covariance matrix.
On the other hand, the variables in QDA are assumed to be normally distributed in each class with different mean vectors and different covariance matrices. Compared with LDA, which shares the same covariance structure between different classes, QDA better fits the data distribution because it allows for different covariance matrices. However, QDA needs more parameters to estimate EURASIP Journal on Advances in Signal Processing covariance matrices. Hence, classification based on QDA requires larger samples than those based on LDA. Additionally, in small-sample classification, reducing the number of estimated parameters by using the pooled covariance estimate may lead to superior performance, even if the class covariance matrices are substantially different. That is, LDA generally outperforms QDA in SSS problems. For these reasons, RDA provides a regularization mechanism to shrink the separate covariance of QDA toward a common covariance as in LDA. The regularized covariance matrix of kth class is
where Σ k is the covariance of the kth class and S w is the pooled covariance matrix used in LDA, which is also known as the within-class scatter matrix. However, the regularization in (12) is not enough. If the total sample size, n, is less than the data dimensionality, QDA and LDA are ill-posed. Additionally, biasing the class covariance matrices toward commonality may not be an effective shrinkage way. According to [33] , ridge regression regularizes ordinary linear least squares regression by shrinking toward a multiple of the identity matrix. Therefore, the regularization should be 
Model Selection.
A good pair of values for λ and γ is not likely to be known in advance. Selecting an optimal value for a parameter pair such as (λ, γ) is called model selection. Because model selection is a type of optimization problem, this study uses a PSO algorithm [34] to obtain the optimal parameters. The basic concept of PSO algorithm is described as follows.
Suppose that the ith particle of the swarm is denoted by X i = (x i1 , x i2 , . . . , x id ), and the velocity vector of the ith particle is denoted by V i = (v i1 , v i2 , . . . , v id ) . Equations (14) shows the particle position and the velocity vector updating:
where rand( ) is a random number generated within (0,1). The terms c 1 and c 2 are positive constant parameters which control the maximum step size.
is the best solution achieved so far by X i particle, and P g = (p g1 , p g2 , . . . , p gd ) is the best solution achieved so far for the whole particles. The velocity vector V i is confined within [V min , V max ], and it is set equal to the corresponding threshold if the velocity vector exceeds the threshold V min or V max . The PSO procedure is given as follows.
(1) Randomly initialize X i and V i of all particles.
(2) Evaluate the fitness values of all particles, and update P i and P g .
(3) Update X i and V i according to (14) . (4) Evaluate the fitness values of all particles, and update P i and P g .
(5) If the convergence condition is not reached, go back to step (3).
Boosting Procedure.
The ability of a boosting algorithm to reduce the overfitting and generalization errors of classification problems is quite interesting. In the traditional AdaBoost algorithm, the learner is weak and just slightly better than random guessing. In contrast, the proposed RDAbased boosting algorithm uses Direct LDA (DLDA) [35] to reduce dimensionality and extract discriminative features. RDA then performs the classification tasks. Algorithm 1 illustrates the proposed RDA-based boosting algorithm. Given a training set
consists of a number of examples x i j and their corresponding class labels y i j . N = C i=1 L i is the total number of examples in the set. Let X be the sample space: x i j ∈ X and at Y = {1, . . . , C} be the label set: y i j ∈ Y . The goal of learning is to estimate a classifier h(x) : X → Y, which will correctly classify unseen examples. It works by repeatedly applying a given learner to a weighted version of the training set in T iterations and combining these learners {h t } t=1,...,T at each iteration into a single strong classifier.
Experiment Results
The current study evaluates the proposed algorithm using the JAFFE database ( Figure 5 ) which is commonly used for facial expression recognition tasks. The database includes 210 facial expression images of ten people. Each person has seven expressions (anger, disgust, fear, happiness, sadness, surprise, and the neutral state) and there are three examples of each expression. These images are grayscale and have a resolution of 256×256. In the preprocessing step, face images are detected by the Viola and Jones face detector, cropped, and resized to 128 × 96. Histogram equalization is then applied to eliminate the illumination variation. Afterwards, the resolution of the face images is downsampled to 64 × 48.
The current study uses the leave-one-out strategy in the training procedure, as in [18] . The database is divided randomly into thirty segments for each expression. Then, EURASIP Journal on Advances in Signal Processing (a) Update the pseudo sample distribution:
randomly choose n samples per class to form a learning set R 1 ⊂ X (c) else: choose n hardest samples per class based on D t to form R t ⊂ X (d) Train a DLDA feature extractor P, which is a projection matrix, to obtain discriminative feature set (ψ t , {x i,t } C i=1 ) (e) Use PSO to find the optimal parameters (λ, γ) of covariance matrix in RDA.
), apply it into the entire training set X, and normalize the classified result from 0 to 1 by (r max − r x,i )/(r max − r min ). (g) Calculate the pseudo-loss produced by h t :
Algorithm 1: RDA-based boosting algorithm.
twenty-nine segments per class are used to train and the remaining segment is used to test. The procedure of training and testing is repeated thirty times until each segment has been used in test. Finally, all the recognition rates are averaged to obtain an overall recognition rate for the proposed method.
The performance of the proposed system can be affected by two factors. One is the effective Gabor feature selection and the other is the number of hardest-to-classify samples in RDAB algorithm. Table 1 compares different levels of the effective Gabor features. Results show that the top ten percent of the selected Gabor features with three scales and eight orientations achieve the highest recognition rate of 96.67%. This means that there was a 10-fold reduction in the number of Gabor filters used. The results also clearly show that the Gabor features with three scales and eight orientations outperform those with five scales and eight orientations. In this experiment, the number of iterations in RDAB algorithm is 25. The number of hardest-to-classify images per class is 12.
The RDAB algorithm selects many hardest-to-classify samples to train the learner in each iteration. The number of hardest-to-classify samples affects the learner's capacity. Consequently, the optimal number of hardest-to-classify samples can improve the classifier efficiency. Figure 6 compares the recognition rates for different numbers of hardestto-classify samples. This figure shows that the highest recognition rate, 96.67%, is achieved when the number of hardest-to-classify is samples 12 for the top ten percent of the selected Gabor features with three scales and eight orientations. As the number of hardest-to-classify samples increases, the recognition rate decreases due to the overfitting problem. These results also indicate that Gabor features with three scales and eight orientations perform better than those with five scales and eight orientations. The number of iterations in RDAB algorithm in this experiment is 25, and the top ten percent of the selected Gabor features are used. 
Methods
Recognition rates (%) Zhi and Ruan [17] 95.91 Shin et al. [18] 95.71 Feng et al. [19] 93.8 Zhao et al. [36] 93.72 Qi and Jiang [37] 94.64 Liejun et al. [38] 95.7 Our proposed method 96.67
It is not easy to directly compare our results with others because different research groups conducted different types of tests using different data sets. As mentioned in the introduction, previous experiments can be classified into two main categories: those using static images or image sequences. This study only compares experiments using JAFFE static images, as Table 2 shows. In [17] , facial expression classification performance was tested on feature vectors derived from two-dimensional discriminant locality preserving projections, producing a 95.91% recognition rate. Shin et al. [18] investigated various feature representation and expression classification schemes to recognize seven different facial expressions. Their experiment results show that the method of combining 2D-LDA (Linear Discriminant Analysis) and SVM outperforms other methods, producing a 95.71% recognition rate using the leave-one-out strategy. Feng et al. [19] reported an accuracy of 93.8% based on local binary pattern histograms and linear programming techniques. In [36] , a method for facial expression recognition with Non-negative Matrix Factorization (NMF) and PCA-NMF is presented, and their best recognition rate is 93.72%. The work reported in [37, 38] produced recognition rates of 94.64% and 95.7%, respectively. In this study, we use a leave-one-out strategy similar to that in [18] to verify our algorithm. Our recognition rate of 96.67% outperforms other methods tested on the same database. Table 3 shows the confusion matrix, indicating that anger, happiness, and the neutral state are recognized with very high accuracy, but other expressions (disgust, fear, sadness, surprise) are sometimes confused.
Conclusion
This paper proposes a novel facial expression recognition method based on RDA and a boosting algorithm. Since full facial images provide confusing and redundant information for identifying facial expressions, this study proposes an effective Gabor feature selection based on an entropy criterion. This effective Gabor feature is a subset of informative and nonredundant Gabor features. This approach reduces the feature dimensionality without losing much information and decreases computation and storage requirements. This study adopts RDA as a learner in the boosting algorithm. RDA provides a regularization technique to combine the strengths of QDA and LDA. Meanwhile, a PSO algorithm is EURASIP Journal on Advances in Signal Processing 9 adopted to cope with the modal selection problem in RDA. The results of this study show that the proposed method has a high recognition rate of 96.67%, which is better than other reported results. The confusion matrix also shows that anger, happiness, and the neutral state are recognized with very high accuracy.
