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CHAPTER I. INTRODUCTION 
The Model and Alternative Estimation Criteria 
Consider the linear model 
Model 1.1. y = + e 
where 
y = {y.}?_. is a vector of n observations on a 
— 1 1—x 
dependent variable 
X  =  { x . i s  a n  n x p  ( n > p )  f i x e d  d e s i g n  m a t r i x  
^ j=l,i=l 
of n observations on each of p inde­
pendent or explanatory variables 
P 
~ is a vector of p fixed, but unknown, 
parameters 
e = {e.}^_T is an n-vector (unknown) of disturbances 
— 1 1—-L 
or deviations from fit which are assumed 
to be independent and identically distribu­
ted according to some common distribution 
function F. 
The problem of linear regression of y_ upon X is to estimate 
the coefficient vector ^ such that the deviations of the 
observed from the fit, X^, are in some sense minimized. 
Since there is no unique criterion for minimizing a vector, 
we are generally satisfied to minimize some functional, 
typically some vector norm, of the residual vector (y-X^). 
Thus, given an appropriate vector norm ]].] j, the solution 
2 
set of the linear regression problem is given by 
I |y-XS*| I < I |y-3^| 1 V beE^} 
where E^ denotes Euclidean p-space. 
Classically, the minimization criterion employed 
is the Euclidean norm which leads to the least squares 
estimation procedure of minimizing the sum of squared 
residuals. That is, we determine £ such that 
^ i = l i  <  Z i = l ( y - X b ) i  V beE^ 
While the class of all vector norms is indeed limitless, 
an interesting subclass of alternatives is given by the 
so-called norms. Since we use p throughout to denote 
the number of parameters or independent variables in a 
model, we shall henceforth refer to this class of norms 
as L norms. q 
The L„ norm of an n-vector v is defined for 1 < q < «> q — — 
as 
Lq(X) = 
t 
Of particular interest is the limiting case as q goes to 
infinity. This defines the norm as 
L^(v) = max |v.I 
l£i£n 
The norm is also commonly known as the uniform or 
3 
Chebyshev norm. Commonly considered estimation criteria 
which are members of the class of Lg norms are the 
criterion (q=l) of minimizing the sum of absolute residuals 
and, or course, the familiar (q=2) or least squares 
criterion. 
The justification for studying alternative estimation 
criteria lies in the theory of errors. As emphasized by 
Rice and White (1964), the effectiveness of an norm in 
estimation depends essentially on the distribution of 
errors, i.e. - the distribution of the elements of e. A 
well-known (see e.g. Rice and White (1964), Barter (1974, 
1975)), but useful, result which establishes the connection 
between estimation and a familiar subfamily of the 
exponential family of distributions is given by the fol­
lowing theorem. 
Theorem 1.1. Under the assumptions of Model 1.1, if the 
common distribution of the elements of the error vector e 
is of the exponential type with probability density func­
tion of the form 
f(e^) = c exp{ -je^l^}, i=l,2,...,n, l£q<<» 
then the maximum-likelihood estimator of ^  in Model 1.1 
is given as 
{g*: ^i=i I (y-X6*) 1 ^i=il (y-2^) il^ V bsE^}. 
4 
i.e., the L estimator of g. q — 
In view of this result, it is clear that estimation 
is optimal under a Laplace distribution of errors and least 
squares is optimal for normally distributed errors. Further­
more, as will be proven in the following section, the 
estimator is maximum-likelihood in the case of uniformly 
distributed errors. 
It is instructive to consider a special case of 
Model 1.1. Consider the following simple location model. 
Model 1.2. y = a + e with all the same assumptions as 
Model 1.1. 
Note that Model 1.2 is just a special case of Model 1.1 with 
p=l, 3]^=a, and X£]^=l (i=l,2,... ,n) . Let us denote the Lg 
estimator of a as a*. Rice and White (1964) have tabled the 
asymptotic variance of a* as a function of the sample size, 
n, for q=l,2,<» and for several distributions of the error 
vector e. This table is reproduced as Table 1.1. 
In viewing Table 1.1, it is apparent that L^ estimation 
is most effective for heavy-tailed distributions of error, 
L estimation is most efficient for error distributions 
00 
with sharply defined extremes, while léast squares is opti­
mal for the normal distribution and performs well for error 
distributions with reasonably light tails. 
For the remainder of the thesis, we shall be concerned 
5 
with the or Chebyshev estimation criterion of minimizing 
the maximum absolute residual. The remaining two sections 
of this chapter will deal with optimality properties of 
Chebyshev estimation and possible applications of the 
Chebyshev criterion, respectively. 
Table 1.1. Asymptotic variance of L estimators of location 
for q = 1/2,00 q 
Error Distribution Norm L_ Norm L Norm 1 2 CO 
Uniform _1_ 1 4n 12n 
Triangle -
Normal 
japlace 
Cauchy 
1 (4-7r) 
4n 
2 
TT 1 TT 
2n n 12 log n 
1 if 
2n n 12 
2 ÏÏ 
00 00 
4n 
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Optimality Properties of Chebyshev Estimation 
The motivation for considering Chebyshev estimation is 
possibly best done in view of its optimality properties 
when the error distribution is uniform with expectation 
zero. Hence we shall begin by proving the following theorem 
which extends the result of Theorem 1.1 to the limiting 
case 
Theorem 1.2. Under the assumptions of Model 1.1, let 
®1'^2'* * *'®n independent identically distributed uni­
formly on some symmetric interval [-e,e] where e is fixed, 
but unknown. Then the Chebyshev or estimator ^  of the 
unknown parameter vector is the maximum-likelihood 
estimator of 
Proof. It is an immediate consequence of the distribution 
of e and the assumption that X and ^ are fixed, that 
y^ 'V U[(X£)^-e, (X^) ^ + e] V i=l,2,...,n. That is 
f(y,-; 3, e) = ~ if (X6) < y. < (X6) . + e 
1 — ze — 1 — 1 — — 1 
= 0 otherwise. 
And, since the errors are assumed to be independent, we may 
express the joint likelihood of (g,e) given the sample 
7 
yi/y2 as 
L(6yE; ^  z) 
(2e) ^.nJ^^4j[(Y-X6) j, ,e] (1.1) 
where 
1 if [t^l < tg 
0 otherwise. 
It is clear that the likelihood function L(£, e; y) is 
maximized by minimizing e subject to the constraint that 
jjj [ (y-XB) . , E]=l for all i=l,2, . . . ,n. That is, L(3,£; y) is 
maximized by minimizing e subject to the constraint that 
the maximum absolute residual is less than or equal to e. 
Thus, the joint maximum-likelihood estimator (£,e) is 
given by 
But this is exactly the Chebyshev criterion of minimizing 
the maximum absolute residual. Thus the result is proved. 
There does not in general exist any closed-form 
solution for ^  in Model 1.1 under the Chebyshev criterion. 
Thus the Chebyshev estimator must be found iteratively. 
This not only presents computational difficulties for 
{(B,i): max |(y-X0)^j 
j< max 
l<i<n 
I (y-Xb) . 1 V beE^, e = max | (y-X_B) . [ } . 
^ l<i<n 
8 
those who wish to apply the Chebyshev criterion iii practice, 
but also provides severe stumbling blocks to the development 
of a distribution theory. These difficulties, which are 
common to all alternative norm problems, represent a major 
reason for the favored role of least squares estimation in 
regression analysis. However, in the case of the simple 
location model. Model 1.2, a closed-form solution for the 
Chebyshev estimator is guaranteed to exist. 
It is necessary, before proceeding, to establish that 
for Model 1.2 a closed-form solution always exists and is 
given by 
a = ^(1) 2^^*) (1.2) 
where denotes the r^^ smallest value of ^yi»y2' • * * 
This is accomplished in the following lemma. 
Lemma 1.1. Under the assumptions of Model 1.2, the 
Chebyshev estimator of location is given by (1.2). 
Proof. Consider the equivalent problem of minimizing 
max ly--(a+ô)| with respect to 
l<i<n 
9 
max ly-~(ct+6)| 2^ max{ |y -, v-à-Ô |, ] y , .-S-6 | } 
l£i<n ^ ^ ^ ' 
= max{|[y -y ]/2-ô | , | \ ] / 2 - & \ }  (1) (n) X"' vj-/ 
= max{|-[y(^)-y(^)]/2-6|, 
= :y(n)-y (1)3/2 + |6| 
= max |yj-a| + |6| 
l<i<n 
^ max |y.-a| with equality iff 6=0 . 
l<i<n 
Thus max |y.-a| is minimized, with respect to a, for 
l<i<n ^ 
a = a = 
2 
Thus, it is established that the Chebyshev estimator 
of location is given by the sample midrange (1.2). The 
following lemma establishes sufficient conditions on the 
distribution of errors for the Chebyshev estimator of a 
to be unbiased. 
Lemma 1.2. Under Model 1.2, assume e^,e2,...,e^ are inde­
pendent identically distributed according to a distribution 
F which is symmetric about zero and such that EEe^] < <». 
Then E[a] = a, i.e. 5 is an unbiased estimator of a. 
10 
Proof. First of all, note that the existence of E[e^] is 
sufficient to guarantee the existence of E[e^^j] for all n (see 
e.g. David (1970)). Then 
E[à] = 
= j{a+E[e^j] + a + E[e^^j3} 
= a + |{-E[e,^)] + 
= a 
where the identity Efe^^^] = -E[e^^j] follows from the 
symmetry assumption (see e.g. David (1970)). 
Corollary 1.1. Under Model 1.2, if e^,e2,...,e^ are inde­
pendent identically distributed as Uniform [-e,e]. Then a, 
the sample midrange,is an unbiased estimator of a. 
The next result we wish to prove is that ct is the 
minimum variance unbiased estimator (MVUE) of a- Before 
doing this we staté, without proof, two classical theorems 
in minimum variance unbiased estimation. 
Theorem 1.3. (Factorization Theorem of Sufficiency) 
Let X,,X-,...,X be a random sample of size n from the 1 / n 
density f(x;0), where the parameter 0 may be vector valued. 
A statistic T = t(X^,X2,•..,X^) is sufficient for e if and 
only if the joint density of X^/X^,.-.,X^, which is 
11 
II^_T f (x. ; 6) , factors as 
1.—J- i 
= g(t(x^,x2 / • • • f X ) ; 6) h(XwX„ n 12 / • • • r 
= g{t;0)h(x^,x2 
where htx^fXgf.-.fX^) is nonnegative and does not depend 
upon 0 and g(t(x^,x2,...,x^);9) is nonnegative and depends 
on x^,x2 / . • ./X^ only through the function t(x^,x2, •. • ,x^) . 
Theorem 1.4. (Lehmann-Scheffé) Let X^,X2,...,X^ be a 
random sample of size n from a density f(x;0). If 
S = s(X^,X2,...,X^) is a complete sufficient statistic for 9 
and if T = t(S), a function of S, is an unbiased estimator 
of T(9)/theniTis the unique minimum variance unbiased 
estimator of t(0). 
Theorem 1.5. For Model 1^2,the simple location model, if 
®l'^2'***'^n independent identically distributed as 
Uniform [-e,e], the sample midrange is a 
minimum variance unbiased estimator of the location 
parameter a. 
Proof: From (1.1), the joint probability density function 
of fixed a is given by 
f (y;a, e) = (2e) (y.-a, e) 
— 1—i 1 
12 
where r 
if'(ti,t2) = 
1 if It^l < tg 
0 otherwise. 
But f(y;a,e) can be re-expressed as 
f (y;a, e) =(2e) % [y^- (a-s) ] (j) [ (a+e)-y ] (1.3) 
where ( 
1 if t ^  0 
4)(t) = i 
I 0 otherwise, 
since n^_^^(y\-a;E) = 1 if and only if a-e ± ± ct+e 
for all i=l,2,..,n; that is, if and only if a-e £ y^^ and 
y, . < a+£. Thus, usina the factorization of f(y;a,e) (n) — " — 
given in (1.3), it follows from Theorem 1.3 that (?(%)'?(%)) 
are jointly sufficient for (a,e). The completeness of 
(^(l)'^(n)^ can be verified by taking partial derivatives 
of the equation 
•a+e 
a-e-' a-e 
with respect to a and e to obtain the necessary implication 
that g(y(2),y(^)) = 0. That is, the only unbiased estimator 
of zero that is a function of (y ^^(n) ^ a statistic that 
is identically zero with probability one. Furthermore, by 
Corollary 1.1, the sample midrange is an unbiased estimator 
of a and is a function of the joint complete sufficient 
statistic for (a,e). Therefore, by Theorem 1.4, the sample 
•y ^ 
"  g C y i ' Y * ) d Y i d y ^  = 0  V  C a , e )  
13 
midrange is the minimum variance unbiased 
estimator of the location parameter a when the error 
distribution is uniform. 
In this section, we have established two key opti-
mality properties of Chebyshev estimation under the assump­
tion of a uniform error distribution, symmetric about zero. 
First, that the Chebyshev estimator is maximum-likelihood 
and second, that the Chebyshev estimator is a minimum vari­
ance unbiased estimator for. the location model. While this 
has not been an exhaustive treatment of the statistical 
properties of Chebyshev estimation, its intent is to moti­
vate the study of Chebyshev estimation. Further results 
on the distribution of Chebyshev estimates are treated in 
Chapter iv. 
Possible Applications of Chebyshev Estimation 
In view of the optimality of the Chebyshev estimator 
under the assumption of independent identically distributed 
uniform errors, it is clear that Chebyshev estimation is a 
natural candidate whenever this situation is believed to 
exist. Uniformity of errors can be detected in delta 
analytic situations through a half-normal plot of the 
least squares residuals. That is, if one plots the 
ordered absolute values of the least squares residuals versus 
14 
the corresponding expected order statistics from a standard 
normal parent, uniformity manifests itself in this curve 
as a sigmoid shape, as opposed to the straight line which 
is expected under normality. 
A key situation where uniformity of errors is known 
to be an appropriate assumption is in the approximation of 
a tabled function. Suppose that a function y = f(x) has 
been computed or measured quite accurately and that rounded 
values have been tabulated. Then the only source of 
error in the tabled values is due to roundoff. Roundoff 
error is known to be uniformly distributed between -0.5 and 
+0.5, in units of the last digit retained in the tabulated 
values. Thus, the Chebyshev criterion would be appropriate 
in the fitting of a function to approximate the tabled 
function. Even under more general conditions, the Chebyshev 
norm is the accepted norm of tabling. Even when there are 
possibly other sources of error which are not necessarily 
uniform, computer approximations of standard mathematical 
functions are routinely assessed in terms of their maximum 
error. 
In many industrial applications where errors are 
controlled in some way, the Chebyshev criterion can be 
efficient. If errors are small relative to'the "signal", 
uniformity is often a reasonable assumption. Suppose in 
some application, units must meet certain specifications 
15 
within a given tolerance or else they are rejected. This 
procedure would produce a truncated distribution of errors 
with limited range in the accepted population. Depending 
on the flatness of the untruncated error distribution and 
upon the degree of truncation, Chebyshev estimation is 
again potentially very efficient. This contention will be 
supported by the results of a Monte Carlo study of relative 
efficiency to be reported in Chapter V. 
Overview of the Remaining Chapters 
To this point we have attempted to introduce Chebyshev 
estimation and to provide some insight as to its properties 
and potential usefulness. In the chapters which remain, 
we shall present algorithms for the solution of the Cheby­
shev problem^distributional results and characterizations 
of the Chebyshev solution, as well as a more extensive 
coverage of applications. 
Chapter II will first deal lightly with the classical 
exchange algorithms of approximation theory. We shall then 
proceed to develop the linear programming formulation of 
the Chebyshev problem and to prove several properties of 
Chebyshev solutions which arise naturally out of the linear 
programming context. 
The third chapter will discuss the algorithm of Barrodale 
16 
and Phillips (1974 and 1975). This algorithm is based on 
linear programming, but takes advantage of the special 
structure of the Chebyshev problem to produce considerable 
gains in efficiency over more general linear programming 
procedures. Chapter III will proceed on the basic assump­
tion that the algorithm of Barrodale and Phillips (1974 and 
1975) is the most efficient known. Two major types of 
modifications to their algorithm are proposed. The first 
type of modification involves the use of initial approxima­
tions to the Chebyshev solution to obtain a scaling and 
centering of the dependent variable ^  which improves the 
rate of convergence of Barrodale and Phillips' algorithm. 
While the solution procedure is not changed significantly 
by this modification, a simulation study will demonstrate 
that considerable improvement in the rate of convergence 
is frequently obtained- The second type of modification 
involves the examination of alternative variable selection 
criteria which perform well in spite of the degeneracy 
which exists in the initial phase of Barrodale and Phillips* 
algorithm. In particular, we propose a variable selection 
technique which is based on a nonlinear optimization technique 
known as "gradient projection." Again, the improvements 
which can be expected in rate of convergence are demon­
strated by a Monte Carlo study. 
17 
The question of "what is the exact distribution of the 
Chebyshev estimator?" remains and will continue to remain, 
making the derivation of exact tests of significance 
intractable. Of course, a major source of the difficulty 
is due to the nonexistence of a closed-form solution for 
the Chebyshev estimator. Chapter IV will present what is 
known about the distribution of the Chebyshev estimator. 
We are able to treat this theory rather thoroughly for the 
case of the simple location model (Model 1.2), but for 
the general linear model (Model 1.1) we must be satisfied 
to merely identify the nature of the distribution. Charac­
terizations of the Chebyshev solution are derived which 
seem to have potential in the discovery of an asymptotic 
sampling theory; much in analogy to the work of Koenker 
and Bassett (1978) with respect to the estimator. 
Chapter V will deal more extensively with applications 
of Chebyshev estimation, including a discussion of its use 
in tabling problems and for truncated error distributions 
as well as in standard data analytic problems where residual 
analysis indicates uniformity of errors. The efficiency 
of Chebyshev estimation relative to least squares for several 
different error distributions is examined via simulation 
study. 
The purpose of Chapter VI is to present and discuss 
some of the most important unanswered questions which 
18 
remain in Chebyshev estimation. These are, most notably, 
the lack of significance tests and such questions as model 
selection and interpretation of coefficient estimates. 
19 
CHAPTER II. THE BASIC THEORY OF SOLUTION PROCEDURES 
FOR CHEBYSHEV ESTIMATION AND ITS NATURAL 
CONSEQUENCES 
It was mentioned several times in the previous chapter 
that, in general, no closed-form solution exists for the 
Chebyshev problem. Thus., the solution must be obtained 
iteratively. Therefore, it is only natural that develop­
ment of algorithms for Chebyshev estimation is a problem 
of considerable interest- The Chebyshev norm has long held 
a central position in classical approximation theory and 
the early work in algorithm development came primarily 
from researchers in this field. The principal objective 
of this chapter will be to provide, along with some measure 
of historical development, the necessary groundwork for 
the discussion of algorithm enhancements which are proposed 
in Chapter III. 
The Classical Exchange Algorithm for 
Chebyshev Approximation 
We begin by giving a brief survey of the classical 
theory of Chebyshev approximation adapted from Obsorne 
and Watson (1967). The key assumption of the classical 
theory is that (with respect to Model 1.1) the design matrix, 
X, satisfies the Haar condition. 
20 
Definition 2.1» A matrix X with n rows and p colmns is 
said to satisfy a Haar condition if any pxp submatrix of X 
is nonsingular. 
Consider a slight rewriting of the model equations of 
Model 1.1 
X^ = y-e (2.1) 
Any set of p+l equations from (2.1) will be termed a 
reference. Any reference will have corresponding a sub-
matrix and two subvectors which we denote as X , y , and 
P "^P 
Sp respectively. By the Haar condition on X, X^ must 
have rank p and therefore there exists a unique vector ^  
(up to a scalar multiplier), each of whose components is 
different from zero, satisfying 
=  0  ( 2 . 2 )  
— P — 
where 0^ denotes a null vector of appropriate dimension. 
In (2.1) j3 is called a reference vector if 
sgn[(^^] = ô.sgn(X^) V i = 1,2,...,p+l 
where 6 is +1 and sgn is defined as 
if t>0 
if t=0 
if t<0. 
Define a vector in as = sgn(X^) ¥ i = 1,2,...,p+l. Then 
sgn(t) = 
21 
i 
the matrix (X^ln) is nonsingular so that the vector [^] is 
uniquely defined by the equations 
X 6 = ^-en. (2.3) 
In this case, ^  is termed a levelled reference vector and 
E is termed a reference deviation. 
It is interesting to note that in multiplying (2.3) 
through by A' we obtain 
A'yp = 
and that for any reference vector 
0 -
so that I s I lies between the least and the greatest of 
the 1 ( ep) 1 .. 
The whole point of the foregoing development is that 
in the presence of a Haar condition on X, the Chebyshev 
approximation can be expressed as the unique solution to 
Equation (2.3), a system of p+1 equations in p+1 unknowns, 
for an appropriate choice of p+1 equations from (2.1). 
This result was first obtained by De la Vallée-Poussin 
(1911) and is summarized in the following. 
22 
Theorem 2.1» Assuming that the coefficient matrix X satis­
fies a Haar condition, the Chebyshev solution to Equation 
(2.1) is a levelled reference vector for some reference. 
Furthermore, max |e.| = |e| where e is the corresponding 
l<i<n 1 
reference deviation for this reference. 
The following theorem, the Exchange Theorem, proved 
by Stiefel (1959) provides the necessary basis for what is 
known as the Stiefel exchange algorithm. 
Theorem 2.2. Given any reference (set of p+1 equations 
from (2.1)) and a corresponding reference vector, it is 
possible to add to the reference any other equation and to 
drop an appropriate equation from the reference so that the 
given vector is also a reference vector for the new reference. 
In computational practice, the chosen vector would be 
the levelled reference vector for the given reference, 
and the equation to be added would be that associated with 
the component of e with maximum modulus. If this equation 
is already in the reference then the calculation is complete. 
It was shown by Stiefel (1959) that, under this procedure, 
the reference deviation rises monotonically. Since there 
are but a finite number of references, the procedure is 
guaranteed to converge to the Chebyshev solution in a 
finite number of iterations. 
It should be understood that the entire development 
23 
of the classical theory is done under the assumption of a 
Haar condition on the coefficient matrix X. In practice, 
particularly in the statistical context, this assumption 
is unrealistic and, as emphasized by Osborne and Watson 
(1967), completely unnecessary. Although the linear pro­
gramming formulation of the program is fundamentally 
equivalent to the classical theory, it requires none of 
the restrictive assumptions. 
The Linear Programming Formulation of 
the Chebyshev Problem 
It is well-known that the Chebyshev problem can be 
formulated and solved as a linear programming problem. 
This has been shown by many authors (see e.g. Kelley (1958), 
Wagner (1959), Stiefel (1960), Appa and Smith (1973), and 
Sposito (1976)). Even though the linear programming formu­
lation of the Chebyshev problem is equivalent to the classi­
cal theory, it represents a significant advance in the de­
velopment of Chebyshev algorithms. Not only does the linear 
programming framework provide an improvement in the compu­
tational aspect of the problem, but it also greatly simpli­
fies the theory involved. Thus, the statement and proof 
of many of the properties and characterizations of Chebyshev 
estimation have been deferred until this development is 
complete. 
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Let us again consider Model 1.1 as introduced in 
Chapter I. Recall that the objective is to determine (£,e) 
such that 
i = max 1J I < max |(y-Xb).| V beE^. (2.4) 
l<i<n ' ^ 1 - i<i<n - - 1 -
Objective (2.4) can easily be re-expressed as 
or 
minimize %-
subject to max | (y-X^) • | £ e 
l<i<n 
minimize e 
subject to l{y-X^)^l _<e v i = 1,2, ...,n 
or 
minimize 
subject to (y-X3)- < e Vi=l,2,—,n. (2.5) 
(y-Xg)i  >  - E  
Rearrangement of the constraints in (2.5) leads to what 
is easily recognized to be a linear programming problem in 
primal form, that is, a problem of minimization of a function 
subject to linear equality or inequality constraints. We 
present the problem here as 
Problem 2.1. Minimize e 
subject to - (X^) + E -y^ V i = 1,2,...,n. 
(XB)^ + e 1 Yi 
e^,...3 ,E unrestricted 
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The Dual Formulation of the 
Chebyshev Problem 
It is a well-known result of linear duality theory, 
that every well-formulated linear programming problem 
possesses an equivalent dual problem. While a full exposi­
tion of duality theory will not be attempted here, we shall 
instead present a very illuminating geometric example given 
by Luenberger (1969, page 9). 
Example 2.1. Duality principles are based on the geometric 
relation illustrated in Figure 2.1. The shortest distance 
from a point to a convex set is equal to the maximum of 
the distances from the point to a hyperplane separating 
the point from the convex set. 
Figure 2.1. Duality 
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Before proceeding to derive the dual form of Problem 
2.1, we ought to justify our interest in so doing. We may 
ables. The corresponding dual problem will necessarily 
have p+1 constraints in 2n variables. While there are no 
strong theoretical results to cite, extensive computational 
experience (see e.g., Kuhn and Quandt (1963)) suggests that 
it is generally more efficient to solve the problem with the 
least number of constraints. It is a condition on Model 
1.1 that the number of observations, n, is greater than 
the number of explanatory variables, p. In practice 2n 
is generally much greater than p+1 and thus we prefer to 
solve the Chebyshev dual problem. 
It is convenient, at this point, to introduce shortened 
notation for some of the expressions of Problem 2.1. Define 
notice that Problem 2.1 involves 2n constraints in p+1 vari-
k' = (0,0 0,1), a (p+l)-vector 
— {Q-^r Q 2' ' ' ' fE), / •••
1' = (1,1,...,1), an n-vector. / • • • / 
-X 1 
A' 
X 1 
In this notation Problem 2.1 becomes 
minimize k'6 ( 2 . 6 )  
subject to A'^ >_ c 0 unrestricted. 
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Sposito (1975) gives rules for obtaining the dual prob­
lem from the primal problem. The rules are tô transpose the 
constraint matrix A', change minimization to maximization, 
interchange k and c, and reverse the inequality sign in 
the constraints. Sposito (1975) also shows that if the 
i^ variable, 6^, is unrestricted in sign then the i""^ dual 
constraint is an equality. Applying these rules to (2.6) 
we obtain the Chebyshev dual problem, 
maximize c'd 
subject to Ad = k (2.7) 
d > 0 
where d is a 2n-vector denoting the dual variables. It is 
advantageous to think of d as partitioned as d' =(t',s') = 
(.t^,t^,.. .. . ,s^) . Reverting back to the longer, 
but more descriptive, notation we have 
Problem: 2.2. maximize -y't + y'£ 
subject to -X't + X'^ = £ 
t-,s- > 0 V i = 1,2,...,n. 
We have previously mentioned the equivalence of solving 
the primal and dual problems. Equivalence is used in the 
sense that, given the solution to the dual problem^ one can 
easily obtain the solution to the primal. In theory, there 
28 
is a simple transformation from one solution to the other. 
In practice, not even this small amount of additional cal­
culation is necessary since the primal solution can be 
read directly from the optimal dual tableau. 
Properties of the Chebyshev Solution 
Numerous properties of the Chebyshev solution are 
stated and proved quite naturally in the linear programming 
framework. We begin by first stating the Existence 
Theorem of linear programming, which we shall use to prove 
that an optimal solution for the Chebyshev problem always 
exists. 
Theorem 2.4. (Existence Theorem of Linear Programming) 
If Problem 2.1 and 2.2 each have at least one feasible 
solution (i.e. - at least one solution which satisfies the 
constraint equations) 6^* and d*, respectively, then each 
problem possesses an optimal solution. Furthermore, the 
optima are equal. 
Theorem 2.5. An optimal solution to the Chebyshev estimation 
problem always exists. 
0 
Proof. Consider the vector 0* = [ *] where e* = max |y\|. 
0* satisfies the constraints of Problem 2.1. Furthermore, 
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d* = [— ] where t*' = s*' = (0,0,...,0,1/2), is a feasible 
a* 
solution for Problem 2.2. Therefore, by Theorem 2,4, an 
optimal solution to the Chebyshev problem always exists. 
The next result provides a very useful interpretation 
of the optimal dual solution. 
Theorem 2.6. Let (^, e) be the optimal solution to Problem 
2.1. Consider the dual problem 
maximize 
subject to 
(-y ' rZ' ) (t' ) ' 
- — 
- — 
-X' X' t 0 
1' 1' s 1 
w _ 
( 2 . 8 )  
t, s > 0. 
Denote the optimal solution of (2.8) as [g]. If t^>0 
(or s ->0) , then the maximum deviation e = max | (y-xB^) . | 
l<i<n ^ 
occurs at the i^ sample point. Furthermore, the i^^ 
observation, y^, will lie below (above) the fitted surface 
xB. 
Proof. By the principle of complementary slackness (see 
e.g. Cooper and Steinberg (1974), pp. 174-177) the cross 
product between the dual solution vector and the primal 
constraint must be the zero vector. 
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That is, (t',s•) 
-y + X|_ -
y — xB - 1 e 
0 
or componentwise 
t.(-y + Xg - le). = 0 1 *- — — 1 
V i = 1, 2,..., n. (2.9) 
Sj(y - xg - Is) . = 0 1 — — — 1 
In (2.9), if t^>0, for some fixed i, then (-y + X^ - le)^ 
must be equal to zero. But this implies that 
sample point is equal to the maximum deviation, i, and 
that y^ lies below (X^) . The corresponding result for 
i^>0 follows similarly. 
Theorem 2.7. For Model 1.1, there exists an optimal Chebyshev 
hyperplane, X^, which is vertically equidistant, at a 
distance s,from at least p+1 of the y^'s, provided that the 
design matrix X has at least p distinct rows. 
Proof. While the result holds as long as X has p distinct 
rows, the proof will be provided only for the case where 
the Chebyshev solution is unique. 
Consider, Problem 2.2, the Chebyshev dual problem. 
By the linear programming formulation, there exists a 
(Xg-y). = è > 0. (2.10) 
It is immediate from (2.10) that the deviation at the i . th 
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basic optimal solution; that is, an optimal solution with 
at most p+1 of the dual variables strictly greater than 
zero. At the same time, the assumption of uniqueness 
implies that none of the basic variables may be in the solu­
tion at a zero level, otherwise alternate optimal solutions 
exist. Therefore, it must be the case that exactly p+1 
t 
of the components of [g] are strictly greater than zero. 
Thus, by Theorem 2.6, the maximum deviation, e, occurs for 
at least p+1 of the y^'s. 
The foregoing result. Theorem 2.7, is the equivalent 
of the classical characterization of De La Vallée-Poussin 
(1911) given in Theorem 2.1. The very simple idea that 
runs through these characterization results is that, as 
an alternative to solving Problem 2.1 for the optimal values 
of (|_, i) we may, equivalently, solve the dual problem of 
determining the points at which the maximum deviation is 
to occur and, for each of these points, whether it is to 
lie above or below the fitted hyperplane, X^. 
Definition 2.2. The convex hull of n points in Euclidean 
p-space is defined as the smallest convex set in which 
contains each of the n points. 
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Corollary 2.1. With respect to Model 1.1, the p+1 rows of 
the design matrix, X, which correspond to the observation 
points that determine the optimal Chebyshev hyperplane, 
X^, are vertices of the convex hull of the n rows of X in 
eP .  
Proof. Consider the two hyper planes parallel to. X3, one at a 
vertical distance of e and the other at a vertical distance 
of -£. The optimality of (3.,e) implies that the constraints 
of Problem 2.1 are binding; that is, (Xg) .- s < y. < (XB) • +e. 
— 1 — 1 — — 1 
But, the p+1 points which determine x£ lie on x£-e and 
xB_+i, and thus, are vertices of the convex hull. 
An extremely important consequence of Corollary 2.1, 
one which must be borne in mind especially by statisticians, 
is that the Chebyshev estimator is completely determined by 
the convex hull of the observations. That is, the Cheby­
shev estimator is determined by the most extremal observa­
tions. At first glance, this may appear a very undesirable 
property. For those who would apply an estimation criterion 
indiscriminantly without knowing something about the 
distribution of errors, the Chebyshev criterion can be 
extremely inefficient. 
As an example of the effects of extremal observations 
upon the Chebyshev estimator, consider the following example 
adapted from Appa and Smith (1973). Consider nine collinear 
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points and a single outlying observation configured as in 
Figure 2.2. If one was interested in fitting the linear 
model Y = 3q + examination of the data would certainly 
indicate an estimated slope parameter of about one. But 
under the Chebyshev criterion and in the presence of an 
outlier the estimate would be more on the order of minus one, 
completely counter to what one would expect. 
The point is not that Chebyshev estimation is not 
useful. The optimality results obtained in Chapter I indi­
cate the use of Chebyshev estimation under uniformity of 
errors and a simulation study presented in Chapter V will 
demonstrate the efficiency of Chebyshev estimation for other 
finite-range distributions. The point is that the Chebyshev 
estimator is extremely sensitive to outlying observations 
and errors should be checked for approximate uniformity 
before applying the Chebyshev estimation. 
It is appropriate that we say something about conditions 
under which the Chebyshev estimator, is unique. In the 
theory of least squares, there is a very simple condition 
for the uniqueness of the least squares estimator, ^ is 
unique, provided the design matrix, X, has full column 
rank, p. And, even when ^  is not unique, the optimal least 
squares hyperplane is always unique. The corresponding 
conditions for Chebyshev estimation are not so nice. 
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Figure 2.2. The effect of an outlying observation on the 
Chebyshev estimator 
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The weakest known condition sufficient for the unique­
ness of the Chebyshev estimator, is that the design 
matrix, X, satisfy a Haar condition. This is an extremely 
stringent condition not often satisfied by designed experi­
ments. But, the difficulties arising are primarily 
theoretical, not practical. In practice, the Haar condi­
tion, is far from necessary. That is, unique solutions 
are obtained for a large number of problems which do not 
satisfy the Haar condition on X. Furthermore, any linear 
programming based solution procedure for Chebyshev esti­
mation provides, as a by-product, an indication of whether 
or not the solution obtained is unique. Thus, in practice, 
once the Chebyshev solution is obtained it is simple to 
determine if alternate optimal solutions exist. 
In this chapter, we have discussed the linear pro­
gramming formulation of the Chebyshev problem and properties 
which are natural consequences of this formulation. In 
Chapter III, the computational details of linear programming 
based Chebyshev algorithms will be covered. In addition, the 
efficient algorithm of Barrodale and Phillips (1974 and 1975) 
will be presented, as well as several proposed modifications. 
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CHAPTER III. DEVELOPMENT OF EFFICIENT ALGORITHMS FOR 
CHEBYSHEV ESTIMATION 
All the algorithms and modifications thereof to be 
proposed in this chapter are based on the simplex algorithm 
of linear programming developed by Dantgig (1951). In order 
to effectively convey the concepts involved in the develop­
ment of Chebyshev algorithms, it is unavoidable that we 
briefly discuss the simplex method. An excellent brief 
description of the simplex method is given by Kuhn and 
Quandt (1963). We shall follow this description quite 
closely. For more thorough discussions see Dantzig (1951), 
Hadley (1962), Dantzig (1963), Cooper and Steinberg (1974), 
and Sposito (1975). 
The Simplex Algorithm 
Consider the linear programming problem 
Problem 3.1. maximize c'x 
subject to Ax ^  b 
X ^  0^ 
where the definitions and assumptions of the problem 
elements are described in the following exposition. 
For the purposes of this exposition, with no loss of 
generality, the objective of a linear program is to determine 
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the maximum value of a linear form (the objective function) 
over a convex polyhedral set (the set of feasible vectors 
or feasible region). If a maximum is attained for some 
vector in the feasible region and if the feasible region 
has extreme points (basic feasible vectors) then the 
maximum is attained at an extreme point. An extreme 
point, which we shall also call a basic feasible vector, is 
simply a vertex of the feasible region. For a linear pro­
gram with at least one extreme point, the simplex method 
examines a finite sequence of extreme points, passing from 
vertex to vertex along edges of the polyhedron while never 
decreasing the objective function. The algorithm terminates 
at the maximum or with the information that the objective 
function is unbounded. 
The central feature of the algorithm is an operation 
(pivoting) which transforms an algebraic description of the 
set of feasible vectors with a specified extreme point into 
another algebraic description of the set specifying either 
the same or a neighboring extreme point. In order to intro­
duce appropriate notation, assume that the feasible region 
is described as the solution set of a system of m linear 
inequalities in the positive orthant of an n-dimensional 
space. It is then possible to choose, as an initial extreme 
point, coordinates xi,x2''''%n such that the objective 
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function is z = c^x^ + 02^2 +...+ c^x^ + t, and the 
constraints are satisfied as 
-*11*1 - *12*2 ----- Sln^n + > 0 
-aml=l - %2==2 ----- Vn + Z. « 
where the constants /b^, .. . ,b^ are nonnegative. The 
description is abbreviated conveniently in the condensed 
simplex tableau as in Figure 3.1. 
-^1 • • • -^n 1 
^11 ^In ^1 
^ml ... a mn ^m 
1—1 0 1 
-^n 
t 
= V, 
= V 
m 
Figure 3.1. Condensed simplex tableau 
Notice that the variables Xj (j=l,2,...,n) and = 
-a^j^x^-a^2^2 "•••" ^ in^n ^i ' 2,. .. ,m) are restricted 
to be nonnegative. 
The pivot operation of the simplex algorithm effects an 
exchange of the roles of some basic variable, v^, and some 
nonbasic variable, x^, in this tableau. If the variables to 
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be exchanged are and Xg, then this is accomplished by 
solving for in the equation 
- - ^rs^s -•••" ®rn==n "r 
and substituting the result in the remaining equations. 
This produces the new tableau of Figure 3.2. 
—X^ . « 
• -^n 
1 
a'l,. • 4s •• • 4n 4 
1—1 
•
 •
 
-
 
•
 i 
• ^rs " 
^ml •• • 4.3 • • ^mn . 
-c^ . -c ' 
s • 
b' 
= V, 
= X 
= V 
m 
Figure 3.2. Transformed simplex tableau 
The rules for calculating the entries in the new 
tableau follow: 
{ ^
rj = ^ j/^rs for jf^s 
(3.1) 
(3.2) 
K = V^rs 
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for if^r (3.3) 
< 
(3.4) 
for j^s 
^is^r^^rs for i^r 
These rules have been organized into four types apply­
ing (3.1) to the pivot element a^^; (3.2) to the pivot row; 
(3.3) to the pivot column; and (3.4) to elements which are 
in neither the pivot row nor the pivot column. 
The transformed tableau can be interpreted exactly 
as the original. The updated coordinates are x^,...,v^, 
...,x^. The objective function becomes 
And, under the new coordinate system, the feasible region 
is described by the m inequalities 
a ' x + b ' > 0. 
mn n m — 
41 
If the pivot element , is chosen so that the updated 
right hand sides are nonnegative, then the 
origin = ... = =...= = 0 (with respect to the 
transformed coordinate system) is an extreme point of the 
feasible region. If the pivot is such that t'^t, then the 
objective function has not been decreased by the pivot 
operation. Selection of a pivot element satisfying both 
conditions and performing the pivot operation corresponds 
to a single iteration of the simplex algorithm. 
All that remains to complete the description of the 
algorithm is a procedure for selecting a pivot element, a^^ « 
While there is in general no unique choice of a pivot ele­
ment, there do exist some very simple conditions which are 
necessary and sufficient to insure that feasibility is main­
tained and that the objective function does not decrease. 
To maintain feasibility in the updated tableau, all 
that is required is that the right hand sides 
remain nonnegative. That is. 
must be greater than or equal to zero for i=l,2,...,m. 
elenent. We might also notice from (3.4) that, in this 
(3.5) 
If b^=0, the program is said to be degenerate. In this 
case, any a^j ^  0 in the row of b^ may serve as a pivot 
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case, the objective function is not increased. If b^>0 
for all i=l,2f...,m, it is clear from (3.5) that the pivot 
element must be positive and that 
b^ £ b^ for all i with a^^ >0. (3.6) 
^rs ^is 
This condition (3.6), leads to a rule which, given the 
pivot column, determines the pivot row, essentially unique­
ly. This rule is often referred to as the minimum ratio 
rule. In the case that ties occur for the minimum ratio, 
any method for breaking ties is acceptable. 
To satisfy the requirement that the objective function 
not decrease, it is sufficient (from (3.4)) that 
t' = t + 1 t 
or 
In the case of degeneracy, there are no restrictions other 
than a^g^O. But, in the typical case of strictly positive 
right hand sides and positive pivot, it is necessary that 
-c < 0. (3.8) 
s — 
If there are no negative marginal costs in the current 
tableau - that is, if -c^ ^ 0 V j = 1,2,...,n - then the 
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current tableau is optimal. 
The Construction of Effective Pivot 
Selection Rules 
In general, there may be, for each step of the simplex 
algorithm, a number of legal pivot choices. The prolifera­
tion of possible pivot choices leads to a wide variation 
in the number of iterations required to solve a given 
linear program. Thus one ought to be interested in deriving 
criteria for choosing pivot elements which will cause the 
iterative procedure to converge rapidly. Possibly the 
most natural criterion is to maximize the increase in the 
objective function at each iteration. 
We must emphasize that, given any candidate pivot 
column, the pivot row must be selected by the minimum ratio 
rule if feasibility is to be maintained. Assuming that 
some rule (any rule) has been devised for breaking ties among 
ratios, the pivot row is then determined as a function of 
the pivot column. Thus, the selection of a pivot element 
essentially reduces to the selection of a pivot column. The 
notation r(s) will be used, whenever it is needed for 
clarity, to denote the selection of the r^^ row by the 
minimum ratio rule applied in the s^^ column. 
Two pivot selection rules which are in common use 
are known as the maximum increase rule and the standard 
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simplex rule. The maximum increase rule chooses a pivot 
a , . such that the objective function is increased as 
r(s),s 
much as possible at each iteration. The maximum increase 
rule is given by 
The standard simplex pivot selection rule is given by 
That is, we select the column with the most negative cost 
coefficient. While this rule does not in general increase 
the objective function as rapidly as (3.9), it requires 
considerably less calculation at each iteration. The 
standard simplex rule was recommended by Dantzig (1951) 
and studies as well as computational experience with the 
simplex method indicate that (3.10) may be more efficient 
than (3.9) in terms of total computation time for general 
applications (see e.g. Kuhn and Quandt (1963)). 
Note that neither of the two pivot selection rules 
we have described can effect an increase in the objective 
function if any of the right hand sides b^,b2/...,b^ are 
zero. In this case, the selection of a pivot element re­
quires much more thought. The rules described by (3.9) and 
(3.10) can still be applied to obtain a new feasible 
(3.9) 
(3-10) 
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extreme point, but there is no guarantee that a pivot so 
chosen moves in a direction approaching the maximum. In 
the Chebyshev problem, initially p of the right hand sides 
are zero. Thus the problem of degenerate tableaux is one 
we shall give further consideration in the context of the 
Chebyshev problem. 
The Simplex Method Applied to the 
Chebyshev Problem 
In Chapter II, we discussed the linear programming 
formulation of the Chebyshev problem. Earlier in this 
chapter, the groundwork was laid for the description of 
computational procedures for the solution of the Chebyshev 
problem via linear programming. The goal of the current 
section is to treat the computational details associated 
with the Chebyshev problem. 
Consider the Chebyshev dual problem. Problem 2.2. 
Problem 2.2 can be expressed as a condensed simplex 
tableau, just as Problem 3.1 was expressed in Figure 3.1. 
The condensed tableau for Problem 2.2 is expressed here, 
in matrix notation, as Figure 3.3. 
There are two major points to be made at this stage 
of the development. First of all, it is necessary to 
identify an initial feasible extreme point. Also, we may 
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t ' s ' R 
-X', X' , (pxn) (pxn) 
1 ' 1 ' 
— (Ixn) —(Ixn) 
—(pxl) 
1 
— (Ixn) —(Ixn) 0 
Figure 3.3. Condensed simplex tableau for Chebyshev 
dual problem (matrix notation) 
notice that all but one of the right hand sides in Figure 
3.3 are zero. This indicates a high degree of degeneracy 
in the initial tableau. While this degeneracy will prove 
not to pose a serious difficulty in obtaining a solution via 
the standard simplex algorithm, it is possible that 
recognition of this degeneracy can lead to solution pro­
cedures which are more efficient. 
The description of the simplex method is based on the 
assumption that one has identified an initial feasible 
extreme point and that the initial tableau is represented 
in terms of the corresponding basis. That is, before the 
simplex algorithm can be initiated it is necessary to 
either identify or create an identity matrix structure in 
the tableau. When no natural starting basis exists, it is 
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possible to build one by adjoining artificial variables and 
applying a two^phase solution procedure. We shall not 
discuss artificial variables in any generality, but rather 
just in the context of the Chebyshev problem. For more 
general treatments see Hadley (1962), Dantzig (1963), 
Cooper and Steinberg (1974), and Sposito (1975). 
There is, in fact, no natural starting basis for the 
Chebyshev dual problem (Problem 2.2, Figure 3.3). We can 
create an artificial basis by adjoining, to the dual 
tableau (Figure 3.3), a (p+1) x (p+1) identity matrix whose 
columns are to correspond to p+1 artificial variables. 
Let us denote the artificial variables by 
Then the dual tableau can be expressed in matrix notation 
as in Figure 3.4, where we have now added a column on the 
left to indicate which variables are in the current basis. 
B £l aV R 
a 
^ (pxn) 
(Ixn) 
^ (pxn) 
— (Ixn) 
^(p+1)x(p+l) 
0 
1 
-
^ (Ixn) ^ (Ixn) 0* 0 
Figure 3.4. Simplex tableau with artificial 
variables adjoined 
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Starting with the tableau given in Figure 3.4, an 
initial feasible basis can be created by replacing each 
artificial variable in the basis by some legitimate vari­
able from tors. This replacement is done by the appropriate 
pivoting operation. Once an artificial variable has left 
the basis, it is not allowed to reenter. Thus we obtain 
a two-phase procedure which builds an initial feasible 
basis in the first phase and then proceeds to solve the 
problem by the standard simplex algorithm. The solution 
B2/•••/Bp/£ - to the primal problem is obtained from 
the optimal tableau as the final marginal costs associated 
with a^,a2,..,ap,ap^^, respectively. 
The method of adjoining artificial variables is a 
standard method in linear programming. Thus it is possible 
to obtain solutions to the Chebyshev problem using completely 
general procedures. We have yet to exploit any of the 
specific structure of the Chebyshev problem. The general 
algorithm can, in fact, be specialized to obtain considerable 
gains in efficiency. Barrodale and Phillips (1974 and 1975) 
constructed an efficient three-stage algorithm which makes 
use of the peculiarities of the Chebyshev problem. This 
algorithm will be the subject of the next section. 
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The Algorithm of Barrodale 
and Phillips 
Barrodale and Phillips (1974 and 1975) describe a 
three-stage algorithm for the solution of the Chebyshev 
approximation problem which is very efficient, both in 
terms of computer storage and solution time. In their 
algorithm, they exploit the structure of the Chebyshev 
problem to achieve a gain in efficiency. They begin by 
noticing that, of the 2n + p+1 columns representing t, 
s, and a in the dual tableau (Figure 3.4), only n of 
them need be retained in storage since the remaining 
columns can be easily reconstructed. It is immediate that 
the p+1 columns in the current basis can always be suppressed 
since they always take the form of a (p+l)x(p+l) identity 
matrix. Furthermore, the right hand side vector, R, is 
equal to the column corresponding to a^^^ and t^ can be 
reconstructed as 2ap_^^-s^ for each i = l,2,...,n. Thus, 
we need store only the columns of the tableau corresponding 
to s^,s2,..,s^. In retrospect, while the use of those 
relationships is certainly clever, unless the problem is 
extremely large, the savings in storage is not likely 
to be worth the additional time and inconvenience required 
to reconstruct suppressed columns. The algorithm can be 
described analogously for either the full or condensed 
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tableau. We prefer to deal in terms of the full tableau, 
as pictured in Figure 3.4. 
In the description of Barrodale and Phillips' algo­
rithm, it may be helpful to have a full representation 
of the tableau being employed. The full tableau is given 
in Figure 3.5. The algorithm can be divided into three 
consecutive stages, the first consisting of p simplex 
iterations, the second being just a single simplex itera­
tion, with the third stage consisting of the remaining 
simplex iterations required to attain optimality. 
In the first stage, only legitimate variables, d^, 
(recall d' = (s'|t')) are allowed to enter the basis, while 
only artificial variables, a^^, are allowed to leave. 
Specifically, in each of the first p iterations, the vari­
able to enter the basis is selected as that having the most 
negative marginal cost. This corresponds with the standard 
simplex rule (3-10), but the row selection is somewhat 
different. The pivot element is selected from the first p 
elements of the pivot column as that having the largest 
absolute value opposite an artificial variable, a^, in 
the basis. Note that there is no problem in selecting a 
negative pivot element since each of the right hand sides 
is zero. It doesn't really matter which artificial vari­
able is removed at each iteration since, eventually, all of 
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them will be replaced. Thus the pivot is chosen as the 
maximum column pivot to provide a degree of numerical 
stability. 
At the completion of the first stage we have done 
nothing more than establish an initial feasible extreme 
point. Because of the degeneracy in the tableau (zero 
right hand sides), there is no indication that we have 
selected the initial feasible extreme point efficiently with 
respect to progress toward the optimum. In fact, the pivot 
selection is governed primarily by numerical stability 
considerations rather than optimality considerations. Of 
course, the standard pivot selection rules, (3.9) and (3.10), 
simply are not meaningful in the presence of degeneracy. 
We underscore this point here, since we shall later propose 
two modifications which attempt to construct "good" initial 
feasible extreme points. 
After the completion of stage one, it is possible 
to iterate the resulting tableau, by the standard simplex 
rule, (3.10) , until optimality is attained. But, no in­
crease in the objective function is possible as long as 
we pivot in rows with zero right hand sides. Thus, we would 
St like to pivot on an element in the (p+1) row. This would 
allow an increase in the objective function and would also 
resolve most, if not all, of the degeneracy by changing 
Basis 
^2 • • • t n "l S2 .. 
S 
n ^2 % ^p+1 R 
•*11 -*21 • • • "*nl *11 *21 •• • *nl 
1 0 ... 0 0 0 
^2 "*12 "*22 ... "*n2 *12 *22 •• ' *n2 
0 1 ... 0 0 0 
a 
P "*lp -*2p 
. . . -X 
np *1P '^ P " 
X 
np 0 0 ... 1 0 0 
^p+1 1 1 1 1 1 . 1 0 0 ... 0 1 1 
Marginal 
costs ?! ^2 • • • -^ 1 -^ 2 • • -^ n 
0 0 ... 0 0 0 
Figure 3.5. Full dual Chebyshev tableau 
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the right hand sides. Stage two consists of a single 
St 
simplex iteration, pivoting in the (p+1) row. The pivot 
column is selected as that with the most negative marginal 
cost. 
In stage two the pivot row has been selected without 
regard to the minimum ratio rule. Thus, there is no guaran­
tee that feasibility will be maintained after pivoting. 
In fact, feasibility is lost unless each of the first p 
elements in the pivot column is nonpositive. Due to the 
special structure of the Chebyshev problem, this can 
easily be arranged. For each of the first p rows of the 
tableau for which the pivotal column element is positive, 
St 
add twice the row to the pivotal row (the p+1 row) and 
change the sign of each element of the original row. 
This operation corresponds to replacing a variable s^ 
(or tj) in the basis by its corresponding t^ (or s^). 
The labels of the basis variables should be changed ac­
cordingly. 
In the thitd stage, we simply apply the standard 
simplex pivot selection rule (3.10); that is, the pivot 
column is determined by the most negative marginal cost 
and the pivot column is determined by the minimum ratio 
rule. The algorithm remains in stage three, iterating 
until optimality is attained. 
This completes the description of Barrodale and 
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Phillips* algorithm. In order to simplify the description, 
we have omitted some minor details which pertain to special 
cases. It is worthwhile to consider the interpretation of 
quantities in the intermediate tableaux. Each iteration 
produces a basic feasible solution, b, to the primal prob­
lem (Problem 2.1). This feasible solution can be found as 
the marginal costs corresponding to the columns containing 
the artificial variables. The remaining updated marginal 
costs have a nice interpretation in terms of residuals 
about the primal solution. 
For convenience, let us define the notation c(u). 
c(u) = the marginal cost corresponding to the (3.11) 
column in the dual tableau labelled u. 
Thus, c(t^), with respect to the original tableau (Figure 
3.4), is y^. The result is that 
= 'Vl' • = c(ti) - c(ap+i) = 
= (y-Xb) . (V i = 1,2,... ,n) , (3.12) 
the i^^ residual of ^ about the feasible hyperplane, Xb. 
It follows from (3.12) that the dual variable chosen to 
enter the basis at each iteration corresponds to selecting 
the point of largest deviation about the current feasible 
primal solution. In fact, stage three is equivalent to 
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the classical exchange algorithm described in Chapter 
II. 
While the algorithm of Barrodale and Phillips is 
very efficient and converges quite rapidly, it is felt that 
improvements can be made, particularly with respect to 
the construction of an initial feasible basis in stage one. 
The following two sections will deal with modifications 
proposed to improve the algorithm. 
Using an Approximate Chebyshev Estimator to 
Accelerate Convergence in the Algorithm 
of Barrodale and Phillips 
In this section we shall show that if one has an 
approximation, _B, to the optimal Chebyshev estimator, B./ 
the approximation can be used as a starting point for 
Barrodale and Phillips' algorithm and can thereby reduce 
the number of iterations required to obtain the optimal 
Chebyshev estimator. Although the least squares estimator 
is a natural initial approximation, we emphasize that the 
notation is used here to denote any initial approximation. 
After discussing the procedure for incorporating an initial 
approximation into the algorithm, we shall present the 
results of a simulation study which examines the effect of 
using the least squares estimator as a starting point. 
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The basis for the modification to be proposed is 
provided by the following theorem. 
Theorem 3.1. Consider the general linear model. Model 
1.1, and the estimation of under the criterion of 
minimizing | ! where | | .| | is any vector norm. Let 
£ be any p-vector taken as an estimate of Define e 
as ê = y-X^, 'the residuals about the approximate solution. 
If a is the minimum norm estimator (with respect to the 
same norm, | |.| |) of a in the model 
ê = Xa + ^ , (3.13) 
then the minimum norm estimator £ of ^  is given by 
B = £ + a. 
Proof. min My-X^] | = min | |y-X(_B + a) 1 1 
i -
= min 1|ê - Xa|I 
a 
= 1 li - Xa 1 1 
= I |y-x|-xa 1 I 
= I l^-x(0^+5) 1 1. 
Thus, S = B + a. 
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A consequence of Theorem 3.1 is that, in the formu­
lation of Barrodale and Phillips' algorithm, we can take 
any initial approximation, to the Chebyshev estimator, 
replace the vector of dependent variables, y, by the 
residuals about X^, solve the resulting modified problem, 
and then recover the solution to the original problem 
by adding the initial approximation, back on. Further­
more, the adjustment of the final solution for ^  can be 
done automatically by inserting • * *'^p the initial 
tableau (Figure 3.5) as the marginal costs corresponding 
to respectively. Thus, what is suggested 
is that, if an initial approximation, 6^, to the estimator, 
can be obtained, the initial tableau (Figure 3.5) is 
modified as in Figure 3.6. 
Within the framework we have set up for using an 
initial approximation, Barrodale and Phillips' unmodified 
algorithm can be viewed as a special case with = 0_. In 
the discussion to follow, this situation will be referred 
to as using a null starting value. 
While it should be clear, at this point, that it is 
possible to use an initial approximation as described, it 
may not be so obvious why such a procedure is likely to be 
beneficial. We have noticed that both the classical 
exchange algorithm and Barrodale and Phillips' algorithm 
Basis tl ^2 *" t n ^1 "2 • s n '2 • a P %+l R 
-*11 -*21 ••• *11 *21 • •• *nl 1 0 0 0  0 
^2 -*12 -*22 '' ~\2 ^2 *22 '  "  *n2 0 1  0 0 0  
a 
P "*1P -*2p ' ' *np *lp "2p * 
X 
np 0 0 1  0 0 
^p+1 1 1 1  1  1  . .  1  0 0 0 1  1  
Marginal 
costs 
®1 ®2 ê n -®1 -®2 • .. -ê n ^2 " Gp 0 0 
Figure 3.6. Chebyshev dual tableau, modified for an initial 
approximation to ^ 
59 
operate by attempting to identify the sample points at 
which the maximum residual occurs. Variables which exhibit 
the largest deviations about some intermediate approxima­
tion are selected for entry into the basis. When a vari­
able which will not be present in the optimal basis is 
selected for entry we will refer to it as a selection 
error. If one observes the iteration process for a number 
of different problems, it is seen that a large number of 
selection errors are made in the early stages, but as the 
approximation is improved the selection error rate de­
creases. Thus it is reasonable to assume that if a good 
initial approximation is supplied, the number of selection 
errors, and hence iterations, are likely to be reduced. 
Essentially all that is being proposed is a scaling and 
centering of y which is likely to have better convergence 
properties. 
A small simulation study was conducted to assess the 
performance of Barrodale and Phillips' algorithm with a 
null starting value versus the least squares estimator as 
a starting value. In order to determine if the effect of 
the starting values depends in any way on the problem size, 
the study was conducted for a number of different values 
of n (number of observations) and p (number of parameters 
or explanatory variables). The conduct of the study is 
as follows. 
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For each fixed n and p, 250 random problems were 
generated for solution under each of two starting values; 
^ = 0^ and £ = {the least squares estimator}. For each 
problem a true solution, ' = (3^^/$2'• • • f , was generated 
at random such that 3^,$2' * * *'independent identical­
ly distributed as Uniform (-3,3). The design matrix, X, 
was also generated at random for each problem such that 
x^2=l for i=l,2,...,n and are independent and 
identically distributed as Uniform (-10,10) for i = 
l,2....,n and j = 2,3,...,p. Finally, the dependent vari­
ables were generated as y^ = (X£)^ + e^ where e^ are inde­
pendent identically distributed as Uniform (-1,1) for i = 
l,2,...,n. Each of the problems so generated was solved 
using both the null starting value and the least squares 
starting value. The problems were solved on an IBM 370/ 
Model 158 using double precision arithmetic by the computer 
program published by Barrodale and Phillips (1975) . 
Tables 3.1, 3.2, and 3.3 summarize the results of the 
simulation study for the values p = 2, 5, and 10, respective­
ly. Procedure I denotes the use of the null starting value, 
while Procedure II denotes the use of the least squares 
starting value. Quantities exhibited in the tables are 
the minimum, maximum, mean and median number of iterations 
required for the set of problems solved by each procedure 
for each problem size. Also included are comparison 
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figures which indicate the number of times Procedure II 
required fewer, the same, or more iterations for solution 
than Procedure I. The dominance ratio is defined as the 
fraction of the cases in which the given procedure re­
quired as few or fewer iterations for solution. Natural­
ly, the procedure with the higher dominance ratio is to 
be preferred on the basis of iteration counts. 
The total central processor time required to solve 
250 problems under each procedure was recorded. The first 
set of time figures includes for Procedure II, the amount 
of time required to calculate the least squares starting 
value. The second set of time figures have the time 
required to calculate the least squares estimator subtracted 
out. That is, the second set of figures assume that the 
least squares estimator is known. Finally, CPU efficiency 
ratios are calculated. Each is simply the amount of CPU 
time required for Procedure I divided by the amount of CPU 
time required for Procedure II. Values less than one 
favor Procedure I. Values greater than one favor Pro­
cedure II. 
The results of the study show very clearly that 
iterations are saved by using the least squares starting 
value. But, in terms of CPU time, the savings are offset 
by the additional time required to obtain the least squares 
estimator. However, considering the dominant role of 
Table 3.1. Comparison summary for null (I) versus least squares (II) starting 
values (p=2) 
Observations (n) 10 50 100 
Procedure I II I II I II 
Min Iteration 3 3 4 3 3 3 
Max Iteration 9 7 9 8 9 9 
Mean Iteration 4.48 4.01 5.18 4.82 5.84 5.14 
Median Iteration 4.42 4.01 5.68 4.87 5.69 5.13 
Compared to (I) 
Fewer Iterations - 101 - 14 8 - 141 
Same - 131 - 75 - 67 
More Iterations - 18 - 27 - 42 
Dominance Ratio .56 .93 .41 .89 .44 .83 
CPU Time (sec) 4.34 4.96 20.58 20.50 39.51 40.98 
CPU Eff Ratio - .88 - 1.00 - 1.04 
CPU Time, 3 4.34 4.15 20.58 17.52 39.51 36.44 
CPU Eff Ratio, 6 - 1.05 - 1.18 - 1.08 
Table 3.2. Comparison summary for null (I) versus least squares (II) starting 
values (p=5) 
Observations (n) 15 50 100 
Procedure I II I II I II 
Min Iteration 6 6 8 7 11 7 
Max Iteration 14 14 19 18 21 21 
Mean Iteration 10.05 8.94 13.35 11.60 14.56 12.47 
Median Iteration 10.02 8.82 13.20 11.42 14.52 12.37 
Compared to (I) 
Fewer Iterations - 152 - 186 - 215 
Same - 61 - 29 - 28 
More Iterations - 37 - 35 - 8 
Dominance Ratio . 40 .95 . 26 . 86 .14 .97 
CPU Time 17.44 19. 31 61.60 66.49 133.38 135.15 
CPU Eff Ratio - .90 -
.93 - .99 
CPU Time, g 17. 44 15.61 61.60 56.27 133.38 116.67 
CPU Eff Ratio, f - 1.12 - 1. 10 - , 1.14 
Table 3.3. Comparison summary for null (I) versus least squares (II) starting 
values (p=10) 
Observations (n) 
Procedure 
20 50 100 
I II I II I II 
Min Iteration 12 12 17 15 21 16 
Max Iteration 26 26 38 33 40 35 
Mean Iteration 18.34 16.41 25.58 22.30 29. 64 25.50 
Median Iteration 18.19 16.16 25.46 21.99 29.33 25.35 
Compared to (I) 
Fewer Iterations - 179 - 192 - 196 
Same - 30 - 17 - 11 
More Iterations - 41 - 41 - 43 
Dominance Ratio .28 .84 .23 .84 .22 .83 
CPU Time 53.82 67. 28 170.31 191.56 376.86 394.05 
CPU Eff Ratio - . 80 - .89 - .96 
CPU Time, B 53.82 50.50 170.31 158.39 376.86 326.78 
CPU Eff Ratio, B - 1.07 — 1.08 — 1.15 
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least squares estimation in regression estimation, it 
would not be unusual to assume that as a matter of routine 
one would wish to have the least squares estimator for 
comparison purposes. Thus, if the least squares estimator 
were required, it could be used to obtain the Chebyshev 
estimator more efficiently. In any event, the workability 
of the principle is confirmed. -As was previously empha­
sized, any initial approximation to the Chebyshev esti­
mator may be used. 
The Gradient Projection Pivot Selection 
Technique 
In an attempt to discover efficient algorithms for 
Chebyshev estimation, it is natural to examine some of the 
classical techniques of nonlinear optimization. A large 
class of techniques, known as gradient methods, would seem 
to have some potential. Gradient methods are based on 
the well-known fact that, in the optimization of some 
function f(x), the direction of maximum increase at a 
point Xq given by Vf(x^), the gradient vector. The prob­
lem is, when x is constrained to lie within some feasible 
region, Q., the direction of the gradient vector may not 
be feasible. Thus, it is necessary to determine a direction 
which not only improves the value of f (x) , but one which 
also remains in the feasible region. This is generally 
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accomplished by projecting, in some sense, the gradient 
vector upon the boundary of the feasible region. Excellent 
general treatments of the concepts of gradient methods 
are given by Hadley (1964), Kunzi and Krelle (1966), and 
Cooper and Steinberg (1970). While these treatments allow 
a very general objective function and feasible region, we 
shall need only to deal with the case of a linear objective 
function subject to linear constraints. 
Consider the Chebyshev primal problem given by Problem 
2.1 . 
6 
minimize (0,0,...,0,1) (g) (3.14) 
subject to '-X 1 " 
-z 
> 
^ X 1 _ _ e_ 
Before proceeding, consider a very simple example problem. 
Example 3.1. Consider the linear model 
Y_ = 3^ x. Ê. (3.15) 
with 
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Problem 2.1 becomes 
minimize e (3.16) 
subject to 6^ + e ^ 1 
23^ + E 2. 3 
36^ + E > 6 
-3i + E 2 -1 
-2g^ + e _> -3 
-33^ + E > -6 
Figure 3.7 presents a graphical representation of the 
feasible region defined as the intersection of the six 
half-planes identified by the inequality constraints of 
In Example 3.1, the feasible region is convex and 
open-ended at the top. This will always be the case. 
It is clear that any value of 3^ is feasible provided 
that e is chosen large enough. We now leave the example 
to consider a more general case. 
Let us define, for ease of exposition, the matrix 
notation 
(3.16) . 
k' = (0,0 / • • • / 0,1), a (p+1) vector (3.17) 
6 ' (32/ ^2' ' * ' 
(-yi'-fz -yn'ri'^z 
/ ••• / 
c / • • • / 
-X 1 
A 
X 1 
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C 
(1.75, 0.75) 
Figure 3.7. Feasible region for Chebyshev primal problem 
of Example 3.1 
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Where 1 denotes a vector each of whose components is one. 
The objective is, given any feasible solution determine 
a direction vector, , and scalar magnitude, À>0, such 
that 0, =6^ + XÔ satisfies 
Naturally, if it is possible, we would like to move in the 
direction of minus the gradient, or & = -k, to achieve 
—u — 
the maximum decrease in kBut, it is clear from 
Figure 3.7 that once the boundary of the feasible region 
is reached,the negative gradient, -k' = (0,0,...,0,-1), 
points straight down or out of the feasible region. Thus 
it becomes necessary to project the negative gradient upon 
the boundary of the feasible region to obtain a feasible 
direction. There are a number of feasible directions which 
could be taken in the boundary of the feasible region. 
We shall consider the orthogonal projection of -k upon the 
boundary of the feasible region as proposed by Rosen (1960). 
At a feasible solution, ^ , on the boundary of the 
feasible region, the boundary is defined by the equations 
in the system >. £ which are satisfied as equalities or 
are binding. Let us denote the i^^ row of the matrix A 
as a{. Then, if the i^^ constraint of A^^ ^  c is binding 
at ^ Q, we may write 
—1 —0 0 
k'^ 1 < k'^ Q and A£^  > c (3.18) 
= Ci (3.19) 
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The orthogonal projection of the negative gradient upon the 
boundary of the feasible region at is given by 
ic = 'Ip+l-Mo '»0> <-S (3-20) 
where denotes a (p+l)x(p+l) identity matrix, Mq 
denotes a (p+l)xr matrix whose columns are the rows of A 
which correspond to the r constraints which are binding 
at the point . That is, 
Mo = (a. I a 1... I a ) (3.21) 
1 ^2 r 
where 
a! 
'"t " "t 
/ = c^ t = l,2,...,r < p+1. 
(MqMq) is defined as any generalized inverse of the 
{p+l)x(p+l) matrix (MqMq). 
The expression (3.20) can be easily recognized as 
the residual vector resulting from the least squares re­
gression of -k upon the columns of Mq. This observation 
provides a convenient procedure for calculating the direction 
^, since numerous subroutines are available to perform 
least squares fitting. Thus, we have determined the direction 
we wish to move in. The next issue is the determination 
of X, or how far we can move in the given direction, 6^. 
Once the direction, ^ , is determined, the only 
factor restricting the choice of X is that feasibility be 
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maintained. That is, we wish to choose X as large as 
possible such that 
that is, as the maximum move, X, such that none of the 
constraints in (3.22) are violated. 
Thus we have described an iterative procedure. A 
single iteration from a feasible solution, to an im­
proved feasible solution 2^ is defined by 8^ = 8^ + 
where is given by (3.20) and A is given by (3.23). It 
must be noted that this procedure can be applied so long 
as the number of binding constraints r is less than p+1. 
When p+1 constraints are binding, we are at a vertex of 
the feasible region which is simply a point in 
The projection of the gradient upon a vertex will always 
result in the null vector, Once we are at a vertex 
of the feasible region, the rules for obtaining an improved 
feasible solution must be modified. The modified rules 
are completely equivalent to the classical exchange 
algorithm or stage three of Barrodale and Phillips' algo­
rithm. 
A possible algorithm for the solution of the Chebyshev 
A(È0 + (3.22) 
Thus, choose X as 
mm (3.23) 
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problem would be to operate on the primal problem (3.14) 
according to Rosen's gradient projection technique until 
p+1 constraints are binding, then use the resulting ap­
proximation f Eg) as a starting value (as described 
in the previous section) to initiate Barrodale and Phillips' 
algorithm. While this idea is certainly workable, a 
slightly closer examination of how the gradient projection 
technique operates, will reveal a more efficient procedure 
for integrating these concepts into a Chebyshev algorithm. 
At each stage of gradient projection, we begin with 
r constraints binding. Since we choose to move in a 
feasible direction which is along the boundary of the 
feasible region and move as far as possible in that 
direction without violating any constraints, at the end 
of each iteration, the original r constraints remain 
binding as well as one additional constraint. Hence, what 
is really occurring at each step of gradient projection is 
that a new primal constraint is selected to become binding. 
But this is equivalent to selecting the corresponding dual 
variable for entry into the basis of the dual tableau 
(see Figure 3.5). 
With respect to Barrodale and Phillips' algorithm for 
the solution of the Chebyshev dual problem, a stage one 
column selection rule is obtained by running a primal 
gradient projection procedure in parallel, simply noting 
which new primal constraint becomes binding at each itera­
tion, and entering the corresponding dual variable into 
the dual basis. The technique appears rather involved, 
but the computations can be organized so that the algo­
rithm is surprisingly efficient. A computer program has 
been written to implement this algorithm. The results 
of a simulation study of the algorithm will be reported 
later in this section. 
We have described an algorithm which, although it 
is somewhat intricate, assures us that we are moving in the 
direction of the optimum in the Chebyshev dual problem; in 
spite of the fact that the objective function can not in­
crease as long as the tableau is degenerate. Henceforth, 
we shall refer simply to the gradient projection pivot 
selection technique for the Chebyshev dual problem. 
One other minor modification was made to Barrodale 
and Phillips' algorithm to accommodate gradient projection 
pivot selection. Barrodale and Phillips (1974 and 1975) 
employed the standard simplex pivot selection rule. (3.10), 
in stage three of their algorithm. It was observed that 
much of the benefit of the gradient projection was lost 
in stage three under the standard simplex rule. A number 
of dual variables which would eventually appear in the 
optimal dual basis were correctly selected by gradient 
projection, but the correct variables were being replaced 
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in the basis and would ultimately have to reenter before 
optimality could be attained. This problem was largely 
remedied by the incorporation of the more rigorous maximum 
increase pivot selection rule, (3.9), in stage three. 
Lastly, it was found that a carefully chosen starting 
value, ^ Q, was fairly important to the efficient operation 
of the gradient projection pivot selection rule. The 
least squares estimator and the maximum least squares 
residual were found to perform satisfactorily for this 
purpose. 
In summary, we arrive at an algorithm which we shall 
refer to as the gradient projection algorithm. The algo­
rithm is built around the algorithm of Barrodale and 
Phillips with a least squares starting value, gradient 
projection pivot selection in stage one, and maximum in­
crease pivot selection in stage three. 
A small simulation study was conducted to assess the 
performance of the gradient projection algorithm relative 
to that of Barrodale and Phillips' algorithm. In order to 
determine if the relative performance of these algorithms 
varied with problem size parameters, the study was conducted 
for a number of different values of n (number of observations) 
and p (number of parameters or explanatory variables). 
The conduct of the study was as follows. 
For each fixed combination of n and p, 50 random 
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problems were generated for solution by each of the algo­
rithms. For each problem, the true solution was fixed as 
= (1/1,..,1). The design matrix, X, was also generated 
at random for each problem such that x^^=l for i=l,2,...,n 
and x^j are independent and identically distributed as 
Uniform (-5,5) for i=l,2,...,n and j=2,3,...,p. Finally, 
the dependent variables were generated as y^  ^ = (X&) ^ + e^  ^
where the e^ are independent and identically distributed 
as Uniform (-1/2, 1/2) for i=l,2,...,n. Each problem 
was solved by each of the two algorithms;. 
Tables 3.4, 3.5, and 3.6 summarize the results of 
the simulation study for the values p = 2, 5, and 10, 
respectively. Procedure I denotes Barrodale and Phillips' 
algorithm, while Procedure II denotes the gradient pro­
jection algorithm. Quantities exhibited in the tables are 
the minimum, maximum, mean, and median number of iterations 
required for the set of problems solved by each procedure 
for each problem size. Also included are comparison figures 
which indicate the number of times Procedure II required 
fewer, the same, or more iterations for solution than 
Procedure I. The dominance ratio is defined as the fraction 
of the cases in which the given procedure required as few 
or fewer iterations for solution. Naturally, the procedure 
with the higher dominance ratio is to be preferred on the 
basis of iteration counts. 
Table 3.4. Comparison smmary for standard (I) versus gradient projection 
(II) pivot selection techniques (p=2) 
Observations (n) 10 50 100 
Procedure I II I II I II 
Min Iteration 3 3 4 3 4 3 
Max Iteration 6 5 9 7 9 6 
Mean Iteration 4.48 3.62 5.88 3.82 6.04 3.86 
Median Iteration 4.43 3.72 5.82 3.83 5.96 3.88 
Compared to (I) 
Fewer Iterations - 31 - 48 - 45 
Same — 18 — 2 — 3 
More Iterations - 1 - 0 - 2 
Dominance Ratio .38 .98 .04 1.00 .10 .96 
Table 3.5. Comparison summary for standard (I) versus gradient projection 
(II) pivot selection techniques (p=5) 
Observations (n) 15 50 100 
Procedure I II I II I II 
Min Iteration 7 6 10 6 11 7 
Max Iteration 14 9 17 14 19 16 
Mean Iteration 10.24 7.00 13.08 8.64 14.60 10.48 
Median Iteration 10.38 6.97 13.00 8.33 14.46 10. 35 
Compared to (I) 
Fewer Iterations - 46 - 48 - 42 
Same - 3 - 0 - 5 
More Iterations - 1 - 2 - 3 
Dominance Ratio .08 .98 .04 .96 .16 .94 
Table 3.6. Comparison summary for standard (I) versus gradient projection 
(II) pivot selection techniques (p=10) 
Observations (n) 
Procedure 
20 50 100 
I II I II I II 
Min Iteration 14 12 19 13 20 17 
Max Iteration 26 23 36 27 40 35 
Mean Iteration 18.72 15.04 25.20 19.90 29.80 23.42 
Median Iteration 18.15 14.39 24.42 19.31 30.08 22.35 
Compared to (I) 
Fewer Iterations - 44 - 44 - 41 
Same - 1 - 2 - 4 
More Iterations - 5 - 4 - 5 
Dominance Ratio .12 .90 .12 .92 .18 .90 
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No comparison of the algorithms was attempted on 
the basis of total CPU time required. The differences 
between the programs with respect to amount of computer 
storage required, form of tableau operated upon, and 
level of refinement of the respective computer codes 
would have rendered any such comparison meaningless. 
The results of the study show very clearly that 
iterations are saved by using the gradient projection 
algorithm, with a 20-30 percent reduction in the number 
of iterations required for gradient projection uniformly 
over all problem sizes tested. It should be borne in mind 
that gradient projection requires more computational effort 
per iteration than does the algorithm of Barrodale and Phil­
lips. Thus the results are not totally conclusive. Yet 
it would seem that a worthwhile step has been made in 
the integration of the best features of two different 
optimization techniques for the solution of the Chebyshev 
estimation problem. 
The Chebyshev Solution of a 
Sample Problem 
In this section we shall illustrate the algorithms 
that have been discussed in this chapter. First we shall 
examine a very small problem with five observations on 
one independent variable. The sequence of simplex tableaux 
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required to obtain an optimal solution will be displayed 
for Barrodale and Phillips' algorithm with both a null 
starting value and a least squares starting value. Then 
we shall wish to make a comparison of Barrodale and 
Phillips' algorithm versus the gradient projection algo­
rithm. It is difficult at best to see the difference 
in these two algorithms for small problems. So, rather 
than present the whole sequence of tableaux for some small 
problem, we have instead chosen to solve a much larger 
problem and display iteration logs which show how the 
bases change with each iteration along with the optima. 
Consider the data 
0 
2 
6 
7 
6 
and the model 
X = 3 
2 
0 
- 2  
-3 
y = Bq + 6lX + e 
The least squares estimator of is given by 
(60,6^,2) = (4.200, -1.077, 1.8), 
while the Chebyshev estimator of (6Q,8^,e) is given by 
81 
= (4.500, -1.000, 1.5). 
The simplex tableaux for Barrodale and Phillips' algorithm 
under a null starting value and a least squares starting value 
are given in Figure 3.8 and Figure 3.9, respectively. 
It is interesting to observe the differences in the ini­
tial tableau for each procedure. Notice that the starting 
values for the parameter estimates can be read as the marginal 
costs corresponding to a^ and a2. The marginal costs 
corresponding to the legitimate variables are simply the 
residuals about the starting values. Barrodale and Phillips' 
algorithm required only three iterations to attain optimality 
under the least squares starting value as opposed to four 
under the null starting value. It is also apparent from 
Figure 3.9 that the scaling and centering of y given by the 
least squares residuals isolates the critical dual variables 
quite rapidly. In the initial tableau of Figure 3.9, the 
three most negative marginal costs correspond to the dual 
variables S3, tg, and t^; the dual variables which exist 
in the optimal basis. As was mentioned previously, it is 
difficult to observe any difference between Barrodale and 
Phillips' algorithm and the gradient projection procedure 
for small problems. In fact, the sequence of simplex 
tableaux for the sample problem under the gradient projection 
algorithm is exactly the same as for Barrodale and Phillips' 
ITERATION 0  
1  BASIS 1  Tl  T2  T3  T4  T5  1  SI  
1 A1  1 - 1  .000  -1  .000  -1 .000  -1 .000  -1 .000  1  1 .000  
1 A2 I  -3  .00  0  -2 .000  0 .0  2 .000  3 .  000  i  3 .000  
1 A3  I  1  .OOO 1 .000  1 .000  1 .000  1 .000  1  1 .000  
1  MC 1  0 .0  2 .000  6 .000  7 .090  6 .  000  1  0 .0  
ITERATION 1  
I  BASIS 1  T l  T2 T3  T4  T5  1  SI  
1  A1 J  -2 .500  -2 .000  -1 .000  0 .0  0 .500  1 2 .500  
1 54  1 1  . 500  1  .000  0 .0  -1  .000  -1 .500  1 - 1 .500  
1 A3  1 —0.50  0  0 .  0  1 .000  2 .000  2 .500  1 2 .500  
1  MC 1  10 .500  9 .000  6 .000  0 .0  —4.500  1 - 10 .500  
ITERATION 2  
1  B A S I S  1  Tl  T2  T3  T4  T5  1 S I  
1 S I  1  -1  .000  -0 .800  -0 .400  0  .0  0 .200  1 1 .000  
1 S4  1 0 .0  -0 .200  -0 .600  -1 .000  -1 .200  1 0 .0  
1  A3 1  2 .000  2 .000  2 .000  2 .000  2 .000  1  0 .0  
1 MC 1 o
 1 
I*
 1
 
o
 1 
0 .600  1 .800  0
 
•
 
0
 
-2 .400  1  0 .0  
ITERATION 3  
1  BASIS 1  Tl  T2  T3  T4  T5  1  SI  
1  T1 1 1 .000  0 .833  0 .500  0 .167  0 .0  1  -0 .833  
1 S4 1  0 .0  —0.000  — 0 .000  -0 .000  0 .  0  1  1 .000  
1  T5 J  0 .0  0 .167  0-500  0 .833  1  .000  1 0 .833  
1 MÇ , I 
1 o
 
I 
# 
1 o
 
O
 
o
 
o
 
•
 
1 
1 2 .000  01Q 1 2fP00 
ITERATION 4  
BASIS 1 T l  T2  T3  T4  T5  1 S I  
T l  1 1 .000  0 .833  0 .500  0 .167  0 .0  I -0 .500  
S3  1 0 .0  -0 .000  -0 .000  -0 .000  0 . 0  1 1  .  000  
_T5 1 0 .0  0 .  167  0 .500  0 .833  1  .000 i  o . soo  
1 _5JIS 3 t Q P 9  .  -2*Q20__  0 • 
0
 1  3 , 4 9 0  
Fig-ore 3.8. Simplex tableaux for sample problem under 
Barrodale and Phillips' algorithm initiated 
with a null starting value 
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ITERATION 0  
BASIS i  T1  T2  T3  T4  T5  SI  
A1 1 - 1  .000  -1 .000  -1 .000  —1.000  —1•000  1 1 .000  
A2 1 - 3 .000  -2 .000  0 .0  2 .000  3 .000  1 3 .000  
A3 1 1 .000  1  . 000  1 .000  1  . 000  1 .000  1 1 .000  
MC 1 - 0 .969  -0 .046  1. 800  0  *646  -1 .431  1 0 .969  
ITERATION 1  
1 
1 
m
 1 r T1 T2  T3  T4  T5  J SI  
S3  1 - 1  .000  —1.0  00  -1 .000  -1 .000  -1 .000  1 1 .000  
A2 1 - 3 .00  0  -2 .0  00  0 .0  2 .000  3 .000  1 3 .000  
A3 1 2 .000  2 .000  2 .  OOO 2 .000  2 .000  I . 0*0 ,  
MC 1 -2 .769  -1 .846  0 .0  -1 .154  
1 
1 
1 
W 
1 
*
 
1 
w
 M
 
2 .769  
ITERATIGN 2  
BASIS 1 T1  T2  T3  T4  T5  1 S I  
S3  1 -2 .000  - I .667  -1 .000  -0 .333  
o
 • 
o
 2 .000  
T5 1 - 1  .000  -0 .667  0 .  0  0 .667  1 .000  1 1 .000  
A3 1 4  .000  3 .333  2 .000  0 .667  0 .0  1 —2.000  
MC i —6.000  -4 .000  O.O 1 -000  0 .0  !  6 .000  
ITERATION 3  
BASIS 1 T1  T2  T3  T4  T5  1 S I  
S3  1 0 .0  o
 
•
 o
 
0 .0  0 .000  0 .  0  1 1 .000  
T5 1 0 .0  0 .167  0 .500  0 .833  1 .000  ]  0 .500  
1  . 00  0  0 .833  0 .5  00  0 .167  0 .0  1 —0.500  
MÇ.  .  ,1  , . 1 ,909  3 .000  2 .000  0 .0  !  3 .000  
Figure 3.9. Simplex tableaux for sample problem under 
Barrodale and Phillips* algorithm initiated 
with a least squares starting value 
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_S2 S3 S4 SS L AI A2 A3 
1*000  1 .000  1 .000  1 .000  i  1 .000  0 .0  0 .0  
2.000 0.0 -2.000 -3.000 J 0.0 1.000 0.0 
1-^00 1*000 1.000 1.000 1 O.O 0.0 I .000 
Oi.046 =1.800 -0.646 1.431 I 4^200 ^1.077 0-0 
__S2 S3 S4 S5 L A1 A2 A3 
1 .000  1 .000  1 .000  1 .000  !  1 .000  0 .0  0 .0  
2 .000  0 .0  -2 .000  -3 .000  I 0 . 0  1 .000  0 .0  
_Oiâ  Oiû 0 .0  0 .0  L ZL La ÛOO a^O liOOO, 
-liêM 0^0 1 .154  3 .231  I 6 .000  -1 .077  0 .0  
32  S3  S4  55  1 A2  A3  1 
1 .667  1 .000  0 .333  0 .  0  } 1  .000  0 .333  0 .0  1 
0 .667  0 .0  -0 .667  -1 .000  I 0 .0  0 .333  0 .0  1 
- 1 .333  O « 
o
 1 ! 1-333  2 .000  1 -1 .000  —0.667  1 .000  (  
4 .000  
1 1 o
 
o
 
1 ! 
-1 .000  0 .0  1 6 .000  -0 .000  0 .0  i  
52  S3  _ _  54  S5  1 Al  A2 A3 1 
1 .000  1 .000  1 .000  1 .000  1 0 .500  0 .000  0 .500  1 
0 .333  0 .  0  -0 .333  — 0 .  500  1 - 0 .250  0 .167  0 .250  i  
- 0 .333  0 .0  0 .333  0 .500  1 -0 .250  -0 .167  0 .250  1 
_2^ooa_  1 1 lo
 
1 . 000  3 .  000  1 4 .500  -1 .000  1. 500  1 
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algorithm with a least squares start, given by Figure 3.9. 
In order to demonstrate, in an example, the effective­
ness of the gradient projection algorithm we have simply 
selected one of the problems generated at random for the simu­
lation study of the previous section and displayed iteration 
logs produced by the two algorithms. The problem selected for 
the example is one involving 100 observations on each of five 
explanatory variables. The iteration log produced by each 
algorithm is simply a list of the dual variables in the 
basis at each iteration along with the value of the dual 
objective function. A considerable amount of information 
is available from these logs. First of all we can monitor 
the increase of the objective function. Also it is possible 
to determine when selection errors are made; that is, when a 
vector which will not be present in the optimal basis is 
entered into the current basis. Of course, we are particularly 
interested in the stage one iterations since the modifications 
proposed for the gradient projection algorithm were designed 
specifically to improve the generation of an initial feasible 
extreme point in stage one. 
The iteration log for Barrodale and Phillips' algorithm 
is given by Figure 3.10, while the iteration log for the 
gradient projection algorithm is presented as Figure 3.11. 
Under Barrodale and Phillips' algorithm the problem required 
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ation Basis Optimum 
0 
^1 ^2 ^3 a4 as a6 0.0 
1 
^1 ^58 ^3 a4 as a6 0.0 
2 
^1 ^58 ^3 ^87 as a6 0.0 
3 
^1 ^58 ^3 ^87 S48 ae 0.0 
4 
^1 ^58 S62 ^87 S48 a6 0.0 
5 S9 ^58 S62 ^87 S48 ae 0.0 
6 S9 ^58 S62 ^87 S48 t20 0.3195 
7 Sg ^26 S62 ^87 S48 ^20 0.3403 
8 Sg ^26 S62 536 S48 ^20 0.3701 
9 
^61 ^26 S62 S36 S48 t20 0.4183 
10 
^61 ^26 ^62 S36 S81 ^20 0.4231 
11 ®61 ^26 S62 ^36 S81 t60 0.4628 
12 ®61 ^26 ® 89 S36 s 81 ^60 0.4780 
13 ®61 ^26 ^89 S 4 4  S81 ^60 0.4791 
14 
^61 ^26 ^89 S 4 4  t43 ^60 0.4819 
15 
^61 ^26 ^89 S 4 4  ^93 ^60 0.4877 
16 
^61 ®55 s 89 S 4 4  ^93 t60 0.4881 
17 
^61 s 55 s 89 S 4 4  ^93 t7 0.4892 
Figure 3.10. Iteration log for a random Chebyshev problem 
solved by Barrodale and Phillips' algorithm 
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Iteration 
0 a^ ^2 
1 a^ 32 
2 ^2 
3 S44 a2 
4 S44 t26 
5 S44 t26 
^ ®44 ®26 
S44 ^60 
8 S44 tgo 
9 S 4 4  ty 
Basis 
as 34 
S3 ^61 
^3 ^61 
^3 ®61 
^3 ^61 
^93 ®61 
^93 ®61 
^93 ®61 
^93 ®61 
^93 ®61 
^5 ^6 
^5 ^6 
®89 ^6 
^89 ^6 
®89 ^6 
®89 ^6, 
^89 ^70 
®89 ^70 
®89 ®55 
®89 S55 
Optimum 
0 . 0  
0 . 0  
0 . 0  
0 . 0  
0 . 0  
0 . 0  
0.3211 
0.4879 
0.4881 
0.4892 
Figure 3.11. Iteration log for a random Chebyshev 
problem solved by the gradient projection 
algorithm 
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seventeen iterations to attain optimality as compared to 
only nine for the gradient projection algorithm. But even 
more striking is the comparative performances in stage one. 
In stage one, the gradient projection algorithm correctly 
selected four of the dual variables which were present in 
the eventual optimal basis, while the algorithm of Barro-
dale and Phillips was able to select none. 
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CHAPTER IV. ASPECTS OF THE STATISTICAL DISTRIBUTION 
OF CHEBYSHEV ESTIMATORS 
In this chapter we shall discuss certain distributional 
properties of Chebyshev estimators. In the theory of least 
squares estimation, we are fortunate indeed to have a simple 
closed-form solution for the estimator of ^ in Model 1.1 
In fact, ^  = Cy is a linear function of y, where C=CX*X) X'. 
Furthermore, any linear function of normally distributed 
random variables is again normally distributed. Hence, by 
assuming normally distributed errors, the whole distribution 
theory of least squares begins to unfold with sums of squares 
being distributed as Chi-square and ratios thereof following 
an F-distribution. Thus under the assumption of normality, 
we can very readily obtain tests of significance and confi­
dence intervals for least squares estimates. 
For Chebyshev estimation, in contrast to least squares, 
there is no closed-form solution for the Chebyshev esti­
mator of ^  in Model 1.1, except for the special case of the 
simple location model. Model 1.2. This means that we must 
attempt to derive the distribution of the solution to a 
linear programming problem. No matter what assumptions are 
made about the distribution of the error vector e, and 
hence the dependent variable vector v. it is not possible 
to translate these assumptions simply into a statement 
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about the distribution of since ^  is not a simple func­
tion of y. 
While not wishing to become deeply involved with the 
principles of functional analysis, it is worth mentioning 
the fundamental concepts from which many of the nice 
properties of least squares derive. Recall the definition of 
an Lq norm of an n-dimensional vector v, 
n a 1/g 
LqCv) = {Z |v. } , l<q<oo. (4.1) 
^ - i=l 1 
A normed vector space is simply a vector space having a 
norm defined upon it. We shall refer to n-dimensional 
vector space with an Lg norm as Lg space. It is a well-
known result in functional analysis (see e.g. Royden (1968) , 
p. 121) that, for q strictly between one and infinity, the 
dual space of Lq space is (isometrically isomorphic to) Lj-
space where r = q/(q-l). A consequence of this result is 
that the L2 space is self-dual; that is, r=q for q=2. The 
li2 space of least squares estimation is the only of the Lq 
spaces which is self-dual. 
A fact closely related to this is that the L2 space is 
the only space of the Lg spaces whose norm can be defined 
as an inner product. Such a space is referred to as a 
Hilbert space. A key notion which exists in Hilbert space, 
but not more generally in normed vector spaces, is that 
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of orthogonality. Two elements of a vector space are said to 
be orthogonal if their inner product is zero. Hilbert 
spaces, equipped with their inner products, possess a wealth 
of structural properties which generalize many geometrical 
concepts; for example, the orthogonal decomposition of a vector 
y with respect to the column space of a matrix X. The last 
example is, of course, just a functional analytic description 
of least squares estimation. It is the rich structure of 
Hilbert space which leads to a nice distribution theory for 
least squares that is so sadly lacking for estimation under 
other Lq criteria. 
It is clear that we should not expect to obtain the 
exact sampling distribution of the Chebyshev estimator. 
This does not rule out the possibility of developing an 
asymptotic theory. It may be possible to obtain a limiting 
distribution for the Chebyshev estimator as the sample size 
approaches infinity which could serve as an approximation 
for large, but finite, samples. There are two very natural 
directions to explore in searching for an asymptotic theory. 
Huber (1964) in a paper on robust estimation of location de­
fined what he called M-estimators of location and proved their 
asymptotic normality under fairly general regularity condi­
tions. He extended his results to the multiparameter case, 
which includes multiple regression, in Huber (1967). Huberts 
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results are applicable to Lg estimation and could possibly 
lead to the asymptotic distribution in the limiting case of 
Chebyshev estimation. Koenker and Bassett (1978) provide a 
proof of the asymptotic normality of the or least 
sum of absolute error estimator. Their technique of proof 
seems to have great potential as a direction for obtaining the 
asymptotic distribution of the Chebyshev estimator. 
A Survey of the Theory of 
M-Estimation 
Given a set of n observations Yi,Y2''•'consider an 
estimator T^ of a parameter 9 defined by 
n 
min Z pCyift) (4.2) 
t i=l 
or by an implicit equation of the form 
n 
Z Tjj(y£;Tj^) =0 (4.3) 
i=l 
where p is an arbitrary function and 
^(y^zG) = — p{yi-,Q) . (4.4) 
30 
The estimator T^, defined by (4.2) or (4.3) is called an 
M-estimator or maximum-likelihood type estimator. The class 
of M-estimators is easily seen to contain all ordinary maximum-
likelihood estimators simply by taking Y2.'^ 2' " ' be a 
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random sample from a common distribution with density £(y;9) 
and p(y;9) = -log f(y;6). Furthermore, all Lg estimators of 
location (a in Model 1.2) are expressible as M-estimators by 
q 
taking p(y;a) = |y-a| . Then (4.2) becomes 
n q 
min 2 ly^-aj . (4.5) 
a i=l 
which is equivalent to minimizing the Lg norm of the 
residual vector. 
Ruber (1964) showed, under fairly general conditions 
involving the continuity and convexity of p and ip, that M-
estimators of location are asymptotically normal. The regu­
larity conditions for limiting normality are satisfied for 
all Lg estimators of location where q is strictly between one 
and infinity. In Ruber (1967), the normality results were 
extended to include the case of multiple regression. Thus, 
in the search for the asymptotic distribution of Lg esti­
mators, only the boundary cases, estimation and Chebyshev 
estimation remain. Koenker and Bassett (1978), prove that the 
estimator has a limiting normal distribution, by methods 
completely apart from those of Ruber. While one would hope, 
for the sake of simplicity, that Chebyshev estimators are 
asymptotically normal, it appears that such a result is not 
forthcoming. One can see why asymptotic normality will not 
hold in general simply by examining the Chebyshev estimator 
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of location, the midrange. 
The Limiting Distribution of the 
Sample Midrange 
Consider the location model. Model 1.2 
^ = a + e. (4.6) 
The Chebyshev estimator of a is given by the sample midrange 
Since there is a closed-form solution for a, we can examine 
the distribution of it in a fairly straightforward way, 
applying some of the asymptotic theory of order statistics. 
Let us assume that e2,e2,are independent 
identically distributed with common probability density func­
tion f which is symmetric about zero. Let e(i) £ e (2) £ 
... £ e(n) denote the ordered values of e2,e2,...fe^. Then 
That is, for a symmetric parent distribution, the distribution 
of the sample minimum is the mirror image of the distribution 
of the sample maximum. It is also well-known that as the 
sample size n tends toward infinity that the sample minimum 
and sample maximum are asymptotically independently distribu­
ted (see e.g. David (1970), p. 211). Suppose the limiting 
distribution of the sample maximum from a parent distribution. 
y  + y  
a = (1) (n) (4.7) 
2 
d 
®{1) " (n)• (4.8) 
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with probability density function, f, exists and let us 
denote the cumulative distribution function of the limiting 
distribution by A. Then, in view of the symmetry result, 
(4.8)/ and the asymptotic independence of the extremes, the 
sample midrange is asymptotically distributed like D/2 where 
D is distributed as the difference of two independent identical­
ly distributed random variables with cumulative distribution 
function A. That is, D has a cumulative distribution function 
which is expressible as the convolution of A with the cumu­
lative distribution function corresponding to the limiting 
distribution of 
All that is really needed to complete the description 
of the asymptotic distribution of a, the sample midrange, 
is a discussion of the limiting distribution of the sample 
maximum, e^^j. The distribution of the sample maximum 
in finite samples of size n is given by 
A(n) (e) = [F(e) ]^. (4.9) 
While a limiting distribution for (4.9) is not guaranteed to 
exist for all parent distributions, F, if a limiting distribu­
tion does exist it is necessarily one of just three types. That 
is, for suitably chosen constants a >0 and b , [F(a e+b_) 
n n n n 
converges to one of the following types of limiting 
distribution : 
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Aj^ (t) = 0 t<0, Y>0 (4.10) 
-Y 
= exp(-t ) t>0 
= exp[-(-t)^] t<0, Y>0 (4.11) 
1 t>0 
Agft) = exp [-exp(-t) ] -™<t<= . (4.12) 
For details of this result and further references see 
David (1970). 
It is clear that no convolution of limiting distributions 
of the types given in (4.10), (4.11), (4.12) results in a 
normal distribution. The fact that Lg estimators of loca­
tion are asymptotically normal for l£q<«> while the Chebyshev 
estimator is not is very much analogous to a result in order 
statistics that certain well-behaved functions of the central 
order statistics, or quantiles, possess an asymptotic 
normal distribution, while the corresponding functions of the 
extremes do not. 
Admittedly, the foregoing discussion has been rather 
general and lacking in specifics. The only point to be made 
is that the limiting distribution of Chebyshev estimators is 
not normal and that this is due to the fact that the Chebyshev 
estimator is determined wholly by the extremal observations. 
Further details on the distribution of extreme values and 
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functions thereof can be found in Gumbel (1944), Gumbel 
(1958), Gumbel et al. (1965), and David (1970). In order to 
fix some of the ideas presented in this section we shall 
consider the following concrete example. 
Example 4.1. Consider the location model. Model 1.2. Let 
independent and identically distributed as 
Uniform [-e.e]. Then y^,y2/•••^yn are independent and 
identically distributed as Uniform [a-e,a+e]. The exact 
density of the sample midrange of the y]_ ,y2 / • • • f y^ is given 
The first two moments of the sample midrange, a, are given 
by 
by 
a-e < a< a+e 
26% 
0 otherwise. 
E(a) = a (4.13) 
(n+1) (n+2) 
(4.14) 
A small simulation study was done to confirm that the 
distribution of the sample midrange in Example 4.1 does 
not converge toward normality. For each of five sample 
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sizes n=10, 25, 50/ 100, 500; 100 samples of size n were 
drawn from a Uniform [-1/2, 1/2] population and standardized 
midranges were calculated as 
To = (y(i) + y(a)) * /(n+1)(n+2)/2 . (4.15) 
The expression (4.15) results from the standardization of 
the sample midrange by subtracting its expected value (4.13), 
and dividing by the square root of the variance (4.14). For 
each sample size, n, a chi-square goodness-of-fit test 
was done against the standard normal distribution, using eleven 
equiprobable classes. The results of the study are summarized 
in Table 4.1. 
Table 4.1 presents, for each sample size, the resulting 
Chi-square statistic from each goodness-of-fit test as well 
as the corresponding critical level. The critical level is 
simply the probability of observing a Chi-square value as 
large as that observed, under the null hypothesis that the 
midrange is normally distributed. We observe that the 
critical level is a decreasing function of n. That is, the 
study gives clear evidence that the distribution of the 
sample midrange in Example 4.1 converges away from normality. 
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Table 4.1. Summary of 
the sample 
goodness-of-fit tests for normality of 
midrange from samples of size n 
Sample size (n) Chi-square Critical level 
10 13.52 0.1960 
25 15.72 0.1079 
50 19.24 0.0373 
100 22.10 0.0146 
500 29.14 0.0012 
The Results of Koenker and Bassett 
for Lj Estimation 
Rosenberg and Carlson (ca. 1972) studied, via Monte 
Carlo methods, a normal approximation for the limiting distri­
bution of the estimator. Their sampling results agreed 
very closely with the approximation and led to the conjecture 
that the estimator possesses an asymptotically normal 
distribution. Koenker and Bassett (1978) proved this con­
jecture. Their techniques of proof seem to be very much 
applicable to the similar problem of deriving the asymptotic 
distribution of the Chebyshev estimator. The problem for 
Chebyshev estimation is somewhat more complicated since we 
know we are looking for some nonnormal limiting distribution, 
possibly some multivariate generalization of an extreme value 
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distribution. We shall describe the proof of Koenker and 
Bassett (1978), commenting as we go on the analogous results 
for Chebyshev estimation. 
The proof centers around a well-known characterization of 
the estimator. Koenker and Bassett first define 
ri]_ = {1/2, — ,n} 
and let!f( ^  denote the set of p-eleraent subsets of . 
Then elements h^E^^ have relative complement h^ = n^-h^, 
and serve to partition the rows of y and X. That is, 
yCh^) denotes the p-vector whose elements are given by 
{y^; ieh^} and X(h^) denotes an (n-p)xp matrix whose rows are 
given by ieh^} where x| denotes the i'^h J-Q^  of the 
design matrix X. ^ denotes a p-vector each of whose ele­
ments is one. Finally, they define 
= {h^ E^ I^ rank X^ h^ ) = p}. 
Then some fundamental properties of ^*, the elements of the 
solution set, B*, are derived. 
Lemma 4.1. If X is of full rank p, then the solution set B* 
to the problem has at least one element of the form, 
B* = X(hi)"l%(hi) 
for some h^EH^. 
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Lemma 4.1 simply states the well-known property of L^ 
estimation that there exists an optimal L^ hyperplane which 
interpolates (passes through) at least p observation points 
(see Appa and Smith (1973)). Thus the L]_ solution can be 
characterized by the p observation points which it inter­
polates . 
The corresponding characterization for the Chebyshev 
estimator is given by Theorem 2.1 and Theorem 2.7; chat 
is, there exists an optimal Chebyshev hyperplane which is 
equidistant from p+1 observation points. This characteriza­
tion can be expressed in a form analogous to Lemma 4.1. 
Define 
— —' 
-X 
—n 
y 6 
A = ' 2. = ' i = 
X 1 -y E 
— — 
Also define 
ri2 = {1,2, ,2n} 
and letj{2 denote the set of all (p+1)-element subsets of . 
Then elements h2ej(2 have relative complement h^ = ^2~^2' 
serve to partition the rows of c and A. Finally, define 
^2 ~ {h2E%2 I rank A(h2) = p+1 and i£h23 (i+n)^h }. 
Let ^  denote the elements of the Chebyshev solution set, £ 
Then the analogue of Lemma 4.1 for the Chebyshev problem is 
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given by Lemma 4.2. 
Lemma 4.2. If A (in (4.16)) has rank p+1 then the solution 
set B of the Chebyshev problem has at least one element of 
the form 
-1 
^ = A (h2)c(h2) 
for some h2EH2. 
Koenker and Bassett (1978) next give a necessary and 
sufficient condition for, given h^ EH^ , = X(hj^ ) 
to be a unique optimal L^ estimator. 
Lemma 4.3. If F, the cumulative distribution function of the 
errors, is continuous then, with probability one, = 
X(hj^) is the unique optimal L]_ estimator if 
and only if 
-i; < Z. _ sgn(y.-x!6*)x,x(hi)-l < 1^ 
i Eh^ 
where the inequalities are interpreted componentwise. 
A corresponding condition for the Chebyshev problem 
is given by Lemma 4.4. 
Lemma 4.4. If F, the cumulative distribution function of 
the errors, is continuous then, with probability one, 
-1 
^ = Afh^) c(h2) is the unique optimal Chebyshev estimator if 
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and only if 
k/AChg)"^ > 0^+1' (4.17) 
c(h_)-A(hp)A(h2)"lc(h2) > 0 
- 2 2 2 _ 2 -
where k' = (0,0,...,0,1) and 0 ,. = (0,0,...,0) are 
— —P+i 
(p+1)-vectors and the system of inequalities is interpreted 
componentwise• 
The conditions given by (4.17) simply say that each 
component of the optimal dual solution vector (see Problem 
2.2) is strictly positive, while the marginal costs 
corresponding to nonbasic vectors are nonnegative. 
Koenker and Bassett (1978) then consider the probability 
element 
g*(i)dô^,... ,dôp = Pr{5<yS (6*(y,X)-6) < 6 + d 5} (4.18) 
where d^' = (dô^,...,d6p) and g* (^) is the density of 
/n (^^-§_) . They then show that g*(8) converges to a 
specified Gaussian density. 
The proof of the convergence of (4.18) is critically 
dependent upon the characterization and uniqueness conditions 
of Lemma 4.1 and Lemma 4.3 which allow (4.18) to be reexpressed 
as 
g*(ô)d6,,...,dô^ = Z Pr{6< X(h )"^e(h.)<Ô+d 6 } 
n  -  1  P  h  E H  "  i - l - -
1 1 
• < Z sgn [e (h, ) .-x! 5/»^] x! X(h, ) "1<^} 
-p . ^ 11 —X— —1 1 -P 
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where e = ^-X^. The remainder of the proof is not of interest 
to us since it does not apply to the Chebyshev problem. 
Once again we give the analogue of (4.18) for the 
Chebyshev estimator. 
{^ ) dSi/.. . ,dôp+i = Pr{^ <n (y,X)-£) <^ +d^ } (4.19) 
Notice that in (4.18) a normalizing constant of viï is used, 
while we conjecture that n is the appropriate normalizing 
constant for the Chebyshev estimator. We can reexpress 
(4.19) as 
gn(^)dSi,...,d5p+i = E Pr{5<nA(h2)"^efh^)<S+d5} 
.Pr{k'A(h2)-l>02,i, c(h-)-A(h_)A(hT)-lc(h,) >0 } 
_^+l _ 2 2 . - 2 --2n-p_i 
(4.20) 
The results of Koenker and Bassett (1978), the 
analogous results for Chebyshev estimation, and (4.20) appear 
to provide a good starting point for continuing research on 
the limiting distribution of the Chebyshev estimator. 
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CHAPTER V. APPLICATIONS OF CHEBYSHEV ESTIMATION 
In Chapter I we discussed possible applications of 
Chebyshev estimation. We shall expand on that in this chap­
ter. Of course, with respect to Model 1.1, if the error 
vector e follows a uniform distribution, the Chebyshev esti­
mator is natural. But, as will be seen, the Chebyshev esti­
mator is preferable to least squares for a number of low-
kurtosis error distributions. We shall also demonstrate how 
Chebyshev estimation might be used in data analytic situa­
tions . 
The Chebyshev Criterion in 
Approximating Functions 
Consider some y = ^(t2,t2,...,t^^) which is either tabled 
or some function which can be given by an explicit formula, 
but for practical or theoretical reasons is difficult to com­
pute. We might wish to approximate y as a function of 
several dependent variables x^^,X2, • . • ,Xp where some of the 
X2_ ,X2,.. . ,Xp may just be some of the t^,t2,...,t^. It is 
easy to visualize a linear approximation of y as in Model 
1.1, but we may wish to consider a more general approximating 
function or we may wish to approximate y continuously, as 
opposed to the discrete linear approximation given by Model 
1.1. In any of these cases, the Chebyshev criterion is a 
107 
favorite for the :fitting of approximating functions, for 
reasons that have nothing to do with the distribution of 
errors. 
Certainly, if the tabled values of y contain small 
roundoff errors one would consider Chebyshev approximation, 
but in general there is a much more significant source of 
error which we will call modeling error. Modeling error 
is nonrandom and reflects the inability of the approximating 
function to accurately represent the true function y. We 
emphasize that the character of the errors is not random, 
simply unknown. Under such circumstances a natural most 
conservative criterion of fit is given by the Chebyshev cri­
terion. Minimizing the maximum error insures that the approxi­
mation obtained is uniformly good over the entire range of 
independent variables x^fX^/.-./Xp considered. Other criteria 
of fit necessarily yield approximations which are somewhat 
better than the Chebyshev estimator in some regions at the 
cost of being less accurate in others. 
Philosophical issues aside, the Chebyshev criterion 
is the accepted criterion in the approximation of functions. 
Statisticians have long been dependent upon tables of 
statistical functions. With the increasing use of computers 
to perform routine statistical analyses, approximation of 
statistical functions is an attractive alternative to storage 
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of tables or more cumbersome direct calculations. Thus, 
the Chebyshev criterion ought to receive increasing use by 
statisticians in the solution of what are basically non-
statistical, but still very important, problems. 
Coming back to modeling error, one may raise a largely 
philosophical question. The optimality properties of various 
methods of estimation are derived under the tacit assumption 
that the model is known, when, in fact the model is essentially 
never known. Thus, besides sampling error which is generally 
random with some distribution there is, confounded with 
sampling error, some degree of modeling error which is not 
random. For purposes of pure fitting no assumptions about the 
errors are needed, but for purposes of interpreting an analysis 
the assumption of randomness is crucial. It is suggested that 
if sampling error is small relative to modeling error, the 
Chebyshev criterion is perhaps more appropriate for fitting, 
since we are then essentially back to the problem of approxi­
mation as opposed to estimation. By using the Chebyshev cri­
terion in this situation it may appear that the fit obtained 
is not as good, but we are not deluded into believing that 
predictions made from the model will be better than they 
really are. 
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The Efficiency of Chebyshev Estimation 
Just as one rarely observes a perfect normal distribution 
(some would say never), it is unlikely that one would be con­
fronted with a perfectly uniform distribution of errors. Thus, 
it is natural to ask for what types of error distributions is 
Chebyshev estimation more efficient than least squares esti­
mation, in the sense that the mean square error of the 
estimates of 6^,6?,...,6 are smaller. We shall consider the J- P 
results of a small simulation study to determine the effi­
ciency of Chebyshev estimation relative to least squares for 
several different error distributions. We shall also consider 
the results of Rider (1957) who studied the sample midrange as 
an estimator of location for symmetric distributions. 
In order to compare the efficiency of Chebyshev estima­
tion relative to least squares estimation for estimating ^  in 
Model 1.1, a simulation study was conducted. The factors that 
were controlled in the experiment were the distribution of the 
errors e,,e2,...,e^ and the problem size parameters; n, the 
number of observations and p, the number of explanatory vari­
ables. The levels of n considered were {25- 50, 100}, while 
the levels of p considered were {2, 4, 6}. Four different 
error distributions were considered: 
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Uniform 
f^ft) = 1 for -/3<t</3 (5.1) 
2/3 
= 0 otherwise 
— exp{^} 
Truncated Normal fgtt) = for -2<t<2 (5.2) 
$(1)-0(-l) 
= 0 otherwise 
where 0 denotes the standard normal c.d.f. 
Triangle 
fgft) = ~ for -/6<t</6 (5.3) 
= 0 otherwise 
Normal 
2 
f^(t) = —i— exp{—} -oo<t<<» . (5.4) 
/2? 
Fifty problems were generated, at random, for each 
of the 36 combinations of n, p, and error distribution. For 
each fixed combination of n, p, and f let k = 1,2,...,50 
index the 50 problem replicates. Denote the ( j=l,2,. .. ,p) 
parameter in the (k=l2 ,.. . , 50) problem as Sjj,-
Ill 
Similarly-/ denote the corresponding Chebyshev and least 
squares estimators as Band 0., , respectively. Then for 
each fixed combination of n, p, and f we can calculate 
^ j = l,2,...,p; k = 1,2,..., 50 (5.5) 
and the mean square errors 
50 
M. = (50)-Iz 
: k=l 
j = 1,2,...,p. (5.6) 
50 
M. = 
From each of the mean square errors , M^, we can calculate a 
relative efficiency of Chebyshev estimation relative to least 
squares for each coefficient 32/^2/-••/Bp as 
M. 
R. = , j = 1,2,...,p. (5.7) 
J M. 
] 
And finally, in order to get a single number for each 
fixed n, p, and f, we average the p relative efficiencies 
as 
, P 
A = p-lz R.. (5.8) 
j=l ] 
We shall refer to this quantity as the average relative 
efficiency of Chebyshev estimation relative to least squares 
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for the given combination of n, p, and f or simply, the 
average relative efficiency of Chebyshev estimation. The 
average relative efficiency of Chebyshev estimation is tabled 
in Table 5.1 for each of the 36 combinations of n, p, and 
error distribution. 
Before discussing the results of the study, we shall 
clear up a few details of its conduct heretofore omitted. For 
each problem in the study, an error vector e was generated 
according to the appropriate density from (5.1)-(5.4) and a 
random design matrix X = was constructed such that 
for i = l,2,...,n and the remaining Xj_j were independent 
identically distributed as Uniform (-5,5). The problem 
e = Xa + ^ 
was then solved both by the Chebyshev criterion and by 
least squares to obtain the solutions & ^ .nd d, respectively. 
It is a straightforward consequence of Theorem 3.1 that 
(^-6_) =5 p 
for all ^eE 
(i-6) = S 
where 0_ denote the true parameter value, the Chebyshev 
estimator, and the least squares estimator, respectively, 
for Model 1.1. That is, the errors in the estimators 6, § do 
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not depend on the true value of This fact was used to 
reduce computations considerably. 
Table 5.1 displays the average relative efficiencies 
of Chebyshev estimation relative to least squares for the 
problem sizes indicated and for each of the four error 
distributions, (5.1)-(5.4) where these average relative 
efficiencies are computed according to (5.5)-(5.8). Entries 
greater than one indicate the superiority of Chebyshev 
estimation, while values less than one indicate the superiority 
of least squares. The results indicate that Chebyshev esti­
mation is preferred for uniform and truncated normal error 
distributions. For these two error distributions, the 
relative efficiency is an increasing function of n for 
fixed p and a decreasing function of p for each n. The 
least squares estimator is preferred for triangle and 
normal distributions of error. For normally distributed 
errors, the relative efficiency is a decreasing function of 
n for fixed p and an increasing function of p for fixed 
n. We may note that trends with respect to n and p which 
are exhibited for the other three error distributions are 
not so clear for the triangle distribution. This, we 
conjecture, is in analogy to the location case where the 
table of Rice and White (1964) (see Table 1.1) indicates 
that the asymptotic relative efficiencies ought to be 
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Table 5.1. Average relative efficiencies of Chebyshev 
estimation relative to least squares for several 
different problem sizes and for each of four 
error distributions 
Number of Explanatory Variables 
Observations (n) 2 4 6 
UN^ 2. 9257 UN 1. 0814 UN 0. 9430 
TN^ 1. 3468 TN 0. 9003 TN 0. 8189 
rpRC 0. 5574 TR 0. 6074 TR 0. 6310 
NR^ 0. 2578 NR 0. 4674 NR 0. 4772 
UN 4. 4594 UN 2. 0901 UN 1. 6965 
TN 1. 8417 TN 1. 3709 TN 1. 0853 
TR 0. 4491 TR 0. 4411 TR 0. 5475 
NR 0. 2295 NR 0. 2946 NR 0. 3152 
UN 6. 6898 UN 2. 7497 UN 2. 9570 
TN 4. 2354 TN 1. 6801 TN 1. 5957 
TR 0. 7998 TR 0. 5638 TR 0. 5387 
NR 0. 0885 NR 0. 1636 NR 0. 2061 
a 
UN specifies Uniform error distribution (see (5.1)). 
^TN specifies Truncated Normal error distribution 
(see (5.2)). 
^TR specifies Triangle error distribution (see (5.3)). 
^NR specifies Normal error distribution (see (5.4)). 
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infinity for the uniform and truncated normal distributions, 
zero for the normal distribution and some constant between 
zero and one for the triangle distribution. 
The fact that Chebyshev estimation is preferred for 
the truncated normal distributions confirms our claims about 
the applicability of Chebyshev estimation for truncated 
error distributions. Of course, the goodness of the Cheby­
shev estimator necessarily depends upon the flatness of the 
peak of the distribution as well as the degree of truncation. 
We shall continue our discussion of the efficiency of 
Chebyshev estimation relative to least squares by considering 
a study done by Rider (1957). Rider (1957) compares the 
sample midrange to the sample mean as an estimator of 
location for five different symmetric, low-kurtosis error 
distributions. It was found that the efficiency of the 
midrange relative to the mean was an increasing function 
of the kurtosis (standardized fourth central moment) of 
the error distribution. The midrange was found to be more 
efficient than the mean for each of the error distributions 
studied. The error distributions considered by Rider were 
Cosine f(t) cos (t) 2 (5.9) 
kurtosis = 2.19 
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Parabolic f(t) = ^ ~l£t£l (5.10) 
kurtosis = 2.14 
Uniform f(t) = 1/2, -l^t^l 
kurtosis = 1.8 
2 
Inverted Parabolic f(t) = , -l<t<l 
2 
kurtosis = 1.19 
Dichotomous f(t) = 1/2, t = + 1 (5.13) 
kurtosis = 1.00. 
Table 5.2 presents the relative efficiency of the 
midrange to the mean as an estimator of location for 
several small sample sizes for each of the five error 
distributions. These relative efficiencies were derived 
analytically and not as the result of a simulation experi­
ment. Clear trends are present in the table with relative 
efficiency being a decreasing function of kurtosis and an 
increasing function of n for the error distributions studied. 
The results of Rider (1957) suggest that the sample 
kurtosis be used as a guideline in deciding whether or 
not the use of Chebyshev is indicated for a given sample. 
(5.11) 
(5.12) 
Table 5.2. Relative efficiency of the sample midrange relative to the sample 
mean as an estimator of location for each of five error distributions 
Population 
Sample Cosine Parabolic Uniform Inverted Dichotomous 
Size Parabolic 
(n) K^=2.19 K=2.14 K=l. 8 K=1.19 M 
2  1 . 0 0 0  1 . 0 0 0  1 . 0 0 0  1 . 0 0 0  1 . 0 0 0  
3 1.016 1.027 1.111 1.316 1.333 
4 1.030 1.052 1.250 1.898 2.000 
5 1.038 1.073 1.401 2.825 3.200 
6 1.046 - 1.555 - 5.333 
denotes kurtosis. 
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A sample estimate of kurtosis is given by 
n _ 
ns (y.-y)4 
g = . (5.14) 
{z (yi-y)2}2 
i=l 
We have seen from Table 1.1 and Table 5.1 that least squares 
is more efficient than Chebyshev estimation for a triangle 
distribution (5.3) of errors which has kurtosis equal to 
2.4. On the other hand. Table 5.2 demonstrates that 
Chebyshev estimation is more efficient for the cosine 
distribution (5.9) of errors which has kurtosis equal to 
2.19. Thus it would seem a reasonable rule to employ 
Chebyshev estimation whenever the sample kurtosis is less 
than some preassigned value, say 2.2. 
Application of Chebyshev Estimation 
in Data Analysis 
In this section we shall examine the mechanics of 
Chebyshev estimation in data analytic situations for a 
hypothetical data set. Consider the data set given by 
Table 5.3 and the model 
y = ^ qXQ + 01X1+62-1^ + Ê (5.15) 
The data in Table 5.3 are simply two "observations" at 
each of 51 equally-spaced values from -12.5 to +12.5 
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Table 5.3. A hypothetical data set with a uniform error 
distribution 
y ^0 ^ 
-21.549 1 -5.5 30.25 
9.983 1 4.0 16.00 
12.154 1 9.0 81.00 
-49.050 1 -10.0 100.00 
11.797 1 9.5 90.25 
9.298 1 3.5 12.25 
-2.047 1 -1.0 1.00 
12.309 1 8.5 72.25 
-9.647 1 -3.0 9.00 
-27.077 1 -6.5 42.25 
-67.861 1 -12.5 156.25 
12.502 1 6.5 42.25 
12.743 1 7.5 56.25 
-52.355 1 -10.5 110.25 
-18.800 1 -5.0 25.00 
—0.65 8 1 -0.5 0.25 
-3.698 1 -1.5 2.25 
-29.600 1 -7.0 49.00 
-36.014 1 -8.0 64.00 
10.447 1 4.5 20.25 
-55.975 1 -11.0 121.00 
-26.716 1 -6.5 42.25 
8.095 1 12.5 156.25 
10.285 1 4.0 16.00 
-6.073 1 -2.0 4.00 
-33.091 1 -7.5 56.25 
8.167 1 12.5 156.25 
9.091 1 12.0 144.00 
11.266 1 10.5 110.25 
4.803 1 1.5 2.25 
-67.356 1 -12.5 156.25 
-55.788 1 -11.0 121.00 
7.803 1 2.5 6.25 
8.769 1 3.0 9.00 
3.483 1 1.0 1.00 
9.066 1 11.5 132.25 
-24.695 1 — 6.0 36.00 
11.196 1 5.5 30.25 
-41.671 1 -9.0 81.00 
10.370 1 10.5 110.25 
1.998 1 0.5 0.25 
12.620 1 6.0 36.00 
o m m o m m o O o m m o o m m o o o o Lfl o m O m m o o o m O If) m O lfl m o o O lfl m O lfl o o <N (N o CN rg o O o r>i CN o o CN CN o o o o CN o (N o CN CN o o o (N o CN CN o CN CN o o O CN CN O CN o 
rH o LO m o 1—! -f LO o CM CN rH m o m O o (N CTv CN CN o CM <D O o o O CN <x> m en O CN 1—1 CN M* 00 in a\ 00 U) LO CTl w CO CO CN CN o CN CN o Tf CO rH en CN o CO r-H 1—1 CN CN r-
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Table 5.3 (Continued) 
y 
^0 ^1 
-4.559 1 -2.0 4.00 
-61.149 1 -11.5 132.25 
-22.982 1 — 6.0 36.00 
13.669 1 8.5 72.25 
-1.759 1 -0.5 0.25 
10.529 1 3.5 12.25 
7.059 1 3.0 9.00 
-9.020 1 -2.5 6.25 
-13.245 1 -3.5 12.25 
5.231 1 1.0 1.00 
7.692 1 2.0 4.00 
-0.300 1 0.0 0.00 
13.122 1 5.5 30.25 
10.618 1 6.0 36.00 
11.003 1 7.0 49.00 
-50.977 1 -10.5 110.25 
by 0.5. Also included in the model are and Xq=1, 
an intercept term. A true solution 
~ (1.2, 3.0, —0.2) (5.16) 
was chosen and the y^ were generated as 
Yi = So + BiXii + * ®i 
where the are independent and identically distributed 
as Uniform (-1.5, 1.5). 
The model, (5.15), was first fit using least squares. 
The least squares estimator is given by 
(gQ,8l,$2) = (1.0856, 3.0217, -0.1987). (5.17) 
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Figure 5.1. Half-normal plot of least squares residuals 
for a sample problem 
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In examining the least squares residuals, we may first 
notice that the sample kurtosis of the residuals is 1.9274. 
The maximum absolute least squares residual is 
e = 1.5677. 
Figure 5.1 gives a half-normal plot of the least squares 
residuals. A half-normal plot is simply a plot of the 
ordered absolute least squares residuals versus the 
expected absolute standard normal order statistics. A 
uniform error distribution manifests itself as a somewhat 
sigmoid shaped curve which is convex for small values of 
the abscissa and concave for larger values of the abscissa. 
While the concavity at the upper end of the curve is easily 
distinguishable, there is not a nicely defined convex 
pattern at the lower end of the curve. But, in view of the 
sample kurtosis of 1.9274, the application of Chebyshev 
estimation is suggested. 
The Chebyshev estimator of the parameters in the 
model (5.15) is given by 
(go,6 fëg) = (1.1487, 3.0097, -0.1993), 
The maximum absolute Chebyshev residual is 
E = 1.4484. 
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While we have no explicit formula for the variance of 
the Chebyshev estimator, we would expect, by interpolating 
in Table 5.1, that the variance of the Chebyshev estimator 
is roughly one-fourth that of the least squares estimator. 
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CHAPTER VI. CONCLUSIONS AND SUMMARY 
In the preceding chapters we have attempted to motivate 
the study of alternatives to least squares in regression 
estimation, in particular, the criterion of minimizing the 
maximum absolute residual. Chapters II and III make up a 
significant portion of the thesis in dealing with algorithms 
for Chebyshev estimation. Chapter IV has collected some 
pertinent results concerning the limiting distribution of 
the Chebyshev estimator. Lastly, we have tried to give 
some discussion and make recommendations on the use of 
Chebyshev estimation. The motivating force has been to 
present Chebyshev estimation as a viable alternative to 
least squares in the appropriate situations. 
As in almost any research, there are significant ques­
tions which remain unanswered. The most crucial of un­
answered questions is that of the sampling distribution of 
the Chebyshev estimator. This is a seemingly intractable 
problem. There does seem to be some hope for the dis­
covery of an asymptotic distribution theory for Chebyshev 
estimation, particularly by the methods employed by Koenker 
and Bassett (1978) in deriving the limiting distribution of 
the L^ estimator. 
Even the development of an approximation to the distribu­
tion of the Chebyshev estimator would be a significant 
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contribution to the theory of Chebyshev estimation. Rosen­
berg and Carlson (ca. 1972) studied a normal approximation 
to the distribution of the estimator. They approximated 
the distribution of the estimator of ^ as a multivariate 
normal distribution with mean vector £ and variance-
covariance matrix w^(X'X)~^ where to^ denotes the variance of 
the sample median from a sample of size n from the given 
error distribution. Their simulation study showed that the 
normal approximation performed very well and eventually 
Koenker and Bassett (19 78) proved that the approximation of 
Rosenberg and Carlson (ca. 1972), in fact, gave the asymptotic 
distribution of the estimator. 
The development of a distribution theory for Chebyshev 
estimation - v.nether it is exact, asymptotic, or approxi­
mate - is essential to the resolution of many other un­
answered questions. Once the distribution theory is 
treated, it will be possible to derive the variance of the 
Chebyshev estimator, tests of significance for the 
parameter estimates, and confidence regions. It would also 
be interesting to attempt to develop an approximate analysis 
of variance for Chebyshev estimation. We must emphasize that 
any such procedure could be approximate, at best, since the 
concept of orthogonal decomposition does not exist for 
Chebyshev estimation. 
Another topic that deserves considerable attention is 
127 
the development of model building techniques. For example, 
given a set of m explanatory variables, how does one choose 
the best subset of size p? What if one doesn't have a 
particular p in mind? How many explanatory variables should 
be used? Given several candidate models we wish to consider, 
what is a reasonable criterion for choosing one model over the 
others? In least squares there are obvious criteria for 
ruling on these questions, but not so for Chebyshev estima­
tion. These are all very serious issues to the statistical 
practitioner. 
We have examined several aspects of Chebyshev estimation. 
While it would appear that the mechanics of the estimation 
procedure are well-understood, the theoretical implications 
of its use are not. With all the theoretical difficulties 
one encounters in considering alternatives, it is no small 
wonder that least squares is considered the regression cri­
terion. One can hardly justify using alternative procedures 
whose properties are unknown. 
More research is needed on the properties of alternative 
norm estimators. Once these estimators are well-understood, 
there is no question that they will have numerous applications. 
The analysis of residuals is a technique that has been known 
for years (see Anscombe (1961) and Anscombe and Tukey (1963)). 
We feel that residual analysis is not employed often enough 
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in practice, primarily because there are not enough viable 
alternatives to least squares when normality assumptions are 
violated. That is, we feel that blind application of least 
squares is practiced, not because it is always thought to be 
the right thing to do, but for lack of alternatives. There­
fore, alternative norm estimation, and in particular Cheby-
shev estimation, should be the worthwhile subject of signifi­
cant future research. 
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