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Konsep Structural Equation Modeling adalah untuk menjawab 
Penelitian manajemen, teknik industri psikologi,  dan sosial yang 
bersifat multidimensional dalam rangka menjelaskan berbagai 
fenomena praktis melalui berbagai dimensi atau indikator, yang 
impirisnya relatif “rumit”. uraian diatas memunculkan penelitian 
model yang rumit sehingga membawa dampak dalam proses 
pengambilan keputusan yang “rumit” kerumitan tersebut jadi mudah 
karena adanya berbagai pola hubungan kausalitas yang berjenjang. 
Untuk itu dibutuhkan sebuah alat analisis yang mampu memecahkan 
dan memberikan solusi terbaik untuk model “rumit” tersebut. 
Model pada contoh buku ini masih belum ditemukan oleh penulis 
yang lain karena materinya komplek disebabkan variabel endogennya 
(Y) sampai Y5. Penelitian multidimensi membutuhkan alat analisis, 
selama yang ini kita kenal adalah : 
 Analisis regresi berganda 
 Analisis Diskriminan 
 Analisis Faktor Eksploratori 
AMOS-SEM 




Alat analisis di atas mempunyai kelemahan karena hanya dapat 
menganalisis satu hubungan pada satu waktu atau hanya dapat 
menguji satu variabel dependen melalui beberapa variabel 
independen, fakta dilapangan penelitian manajemen, psikologi dan 
teknik industri dihadapkan oleh lebih dari satu variabel dependen yang 
harus saling berhubungan dan berpengaruh. Teknik analisis yang 
gunakan untuk menganalisis masalah “rumit” tersebut ? Teknik 
Structural Equation Modeling ( SEM ) melalui tool Amos yang 
merupakan kombinasi dari beberapa teknik multivariat adalah 
jawabannya. SEM memiliki nama lain seperti causal modeling, causal 
analysis, simultaneous equation modeling dan analisis struktur 
kovarians. SEM adalah sekumpulan teknik – teknik statistik yang 
memungkinkan pengujian sebuah rangkaian hubungan yang relatif 
“rumit” secara berjenjang/simultan. Hubungan rumit tersebut dapat 
diartikan sebagai rangkaian hubungan yang dibangun antara satu 
atau beberapa variabel dependen/endogen dengan satu atau beberapa 
variabel independen/eksogen juga bisa variabel independen/eksogen 
lebih dari satu, di mana setiap variabel dependen/ endogen dan / 
eksogen berbentuk faktor atau konstruk yang dibangun dari beberapa 
indikator yang diobservasi secara langsung. SEM sering disebut 
sebagai Path Analysis atau Confirmatory Factor Analysis. Tool SEM 
sebagai alat analisis mampu menjawab masalah yang bersifat korelasi, 
regresif dan dapat mengidentifikasi dimensi  sebuah konsep 
(dimensional) untuk itu SEM dapat dikatakan sebagai kombinasi 
antara analisis faktor dan analisis regresi berganda. Untuk 




membangun model penelitian harus berpijak pada justifikasi teoritis 
atau proses nalar yang kuat sehingga analisis faktor yang berlaku di 
dalam SEM adalah analisis faktor konfirmatori (Confirmatory Factor 
Analysis) karena bertujuan untuk mengkonfirmasi apakah indikator 
yang digunakan harus mempunyai pijakan teori sehingga dapat 
mengkonfirmasi kontruk/variabelnya (Minto, 2011). 
2. GAMBAR KONVENSI SEM 
Berdasarkan tool Amos konvensi SEM yang berlaku dalam diagram 
SEM adalah sebagai berikut : 
 Faktor /Variabel/konstruk . 
      Faktor/Variabel/konstruk disebut juga latent variable karena 
merupakan variabel bentukan atau unobserved variable. 
Faktor/Variabel/konstruk adalah variabel bentukan yang 
dibentuk melalui indikator – indikator yang diamati. 
Faktor/Variabel/konstruk digambarkan sebagai elips atau oval  
   
 
 Variabel terukur (Measured Variable). 
Variabel terukur biasa disebut Indikator digambarkan dalam 
bentuk segi-empat atau bujur sangkar. 
Indikator ini disebut juga indicator variable, observed 
variable, atau manifest variable. Indikator tersebut datanya 
dicari melalui penelitian lapangan, misalnya melalui 
instrumen survey dengan dasar teori yang kuat.  
 X1 
Y1 




 Hubungan antar variabel. 
      Hubungan antar variabel dinyatakan dalam garis dua panah. 
Bila tidak ada garis dua panah berarti tidak ada hubungan. 
      Beberapa bentuk – bentuk garis  yang ada pada tool Amos 
yang diaplikasikan pada    model SEM antara lain : 
1. Garis anak panah satu arah 
 
                  Garis anak panah satu arah menunjukkan adanya 
kausalitas (regresi) yang dihipotesakan, di mana variabel yang 
dituju oleh garis anak panah satu arah ini adalah variabel 
endogen (dependen) dan yang tidak dituju/ditinggal oleh anak 
panah satu arah adalah variabel eksogen (independen). 
2. Garis  anak panah 2 arah 
 
 
     Garis anak panah 2 arah menunjukkan adanya korelasi 
antar dua variabel, bila peneliti ingin meregresi dua/lebih 
buah variabel independen terhadap satu atau beberapa 
variabel dependen, maka syarat yang harus dipenuhi yakni 
korelasi antar variabel independen tidak signifikan, bila  
korelasinya antar variabel independen sama-sama signifikan 
pilih yang terkuat. Jadi garis ini bertujuan untuk menguji ada 
tidaknya korelasi dan kemudian layak atau tidak dilakukan 
regresi antar variabel. 




Untuk penggambaran model, variabel dependen baik yang diobservasi 
maupun yang tidak diobservasi semuanya mempunyai panah dari 
lingkaran kecil berlabel “e” dan “z”. e (error) menuju variabel terukur 
(indikator) dan z (disturbance) menuju pada variabel laten. Hal ini 
dikarenakan dalam model regresi tidak ada prediksi yang sempurna, 
selalu terdapat error. (Minto, 2011). 
3. Macam-macam Model 
Penelitian bidang manajemen, psikologi, sosial dan teknik 
manajemen industri, peneliti dapat menggunakan dua macam model 
yaitu model deskriptif dan model prediktif, pendekatan SEM kedua 
model tersebut dapat dianalisis sebagai berikut : 
a. Model Deskriptif : Measurement Model 
Measurement model atau model pengukuran fungsinya untuk 
mengukur kuatnya struktur dari dimensi – dimensi yang membentuk 
sebuah  faktor/Variabel/konstruk. Model deskriptif  adalah model 
yang ditujukan untuk mendeskripsikan sebuah konsep atau 
pembentukan Faktor/Variabel/konstruk. Measurement model adalah 
proses pemodelan dalam penelitian yang diarahkan untuk menyelidiki 
unidimensionalitas dari indikator – indikator yang menjelaskan 
sebuah variabel laten/bentukan. Measurement model berhubungan 
dengan  Faktor/Variabel/konstruk baik itu endogen maupun eksogen, 
analisis yang dilakukan sesungguhnya sama dengan analisis faktor 
hanya disini menganalisis hubungan, peneliti memulai penelitiannya 
dengan menentukan terlebih dahulu beberapa variabel yang bisa 
menyelesaikan dipandang bisa menyelesaikan masalah 




multidimensional termasuk indikatornya untuk mengkonfirmasi model 
tersebut, teknik analisis ini disebut confirmatory factor analysis. 
Measurement model akan menghasilkan penilaian mengenai validitas 
konvergen (convergent validity) dan validitas diskriminan 
(discriminant validity). 
Measurement model/ pengukuran secara impiris dapat dilakukan 
secara menyeluruh maupun secara parsial, berikut akan dijelaskan 
dibawah ini. 
b. Measurement Model Menyeluruh/simultan 
Peneliti membuat model pengukuran berdasarkan justifikasi teori, 
semua hubungan antara konstruk dengan konstruk digambarkan 
dengan bentuk garis panah dua arah yang bertujuan untuk 
menganalisis korelasinya. Korelasi antar variabel eksogen 
/independen  tidak Signifikan, apabila terjadi korelasinya signifikan 
antara kedua variable independen maka dipilih yang nilainya 
terbesar, sedangkan variabel independen dengan dependen korelasi 
diharapkan Signifikan .  
Model yang disajikan pada bab ini tidak menutup kemungkinan 
yang tadinya jadi variabel endogen/dependen menjadi variabel 
eksogen/independen akibat proses pemodelan secara simultan 
(menyeluruh). Unidimensionalitas dari dimensi – dimensi yang 
membentuk konstruk juga dapat dianalisis. 
Gambar di bawah ini adalah contoh dari measurement model 
yang dilakukan secara menyeluruh, tahap ini harus dilakukan 
dulu sebelum analisis SEM dioperasikan. 
 







Measurement Model Menyeluruh 
 
c. Measurement Model Secara Parsial 
Model pengukuran dilakukan secara terpisah atau dilakukan pada tiap 
konstruk (single measurement model) atau dapat juga dilakukan antara 
konstruk dengan konstruk  atau lebih (multidimensional model). 
Gambar di halaman berikut merupakan jenis – jenis dari measurement 
model yang dilakukan secara parsial. ( materi ini juga dibahas pada 
minto 2009 sifatnya penekanan supaya peneliti focus tidak seperti 
buku pertama contohnya lebih dari satu) 
  











Single Measurement Model 
 
d. Model Prediktif : Structural Model (Causal Model) 
Garis dengan anak panah satu arah menunjukkan adanya 
hubungan kausalitas (regresi) yang dihipotesakan, model ini 
terdapat hubungan kausalitas yang dihipotesiskan antar konstruk. 
Model struktural akan menghasilkan penilaian mengenai validitas 
prediktif (predictive validity). Berikut adalah contoh gambar 
structural model.                   
 








( Gambar ini juga dibahas pada minto 2009 sifatnya penekanan supaya 
peneliti focus) 
 
4. Pengujian Hipotesis 
a. Hipotesis  
H0 : Tidak ada perbedaan antara matriks kovarians populasi yang 
diestimasi dengan  matriks kovarians sampel. 
H1 : Ada perbedaan antara matriks kovarians populasi yang 
diestimasi dengan matriks kovarians sampel. 
Pada pengujian hipotesis ini, hipotesis satu diterima atau dengan kata 
lain H1 diterima, sehingga hipotesis nol tidak bisa diterima atau 
dengan kata lain H0 ditolak. 
 




b. Hipotesis mengenai nilai Lambda () 
Nilai lambda ini digunakan untuk menilai kecocokan, kesesuaian 
atau unidimensionalitas dari indikator – indikator yang 
membentuk sebuah faktor. Analisis faktor konfirmatori untuk 
model pengukuran akan dihasilkan koefisien yang disebut Loading 
Factor atau nilai Lambda (). Gambar di bawah ini adalah contoh 
pengujian analisa faktor konfirmatori.  
 
Gambar 1.5 
Analisis Faktor Konfirmatori (1) 
    ( Gambar ini juga dibahas pada minto 2009 sifatnya penekanan 
supaya peneliti focus) 
 
Pada gambar 1.5 terlihat bahwa semua parameter goodness of 
fit yang dihasilkan model sudah memenuhi, kemudian dilihat 











Regression Weight Masurement Model X1 
 
( Gambar ini juga dibahas pada minto 2009 sifatnya penekanan supaya peneliti focus) 
 
Lihat Tabel 1.1, dapat disimpulkan bahwa semua indikator dari 
X1 s/d X4 signifikan kecuali indikator X1.5, di mana 
probabilitasnya di atas 5% atau secara statistik dapat 
dinyatakan sebagai berikut : 
Uji terhadap indikator x1.5 
H0 : λ1.5 = 0 untuk H1 : λ1.5 > 0 
Nilai t – hitung dari λ1.5 = 1,071 
t – tabel pada level 0,05 dengan df sebesar 5 adalah 2,571 
Dapat dilihat bahwa  tabel uji – t terhadap λ1.5 adalah 
1,071 < 2,571 t – hitung lebih kecil dari t – tabel 
Oleh karena itu dapat disimpulkan bahwa hipotesis nol 
yang menyatakan bahwa koefisien λ1.5 adalah sama 
dengan nol diterima, karena itu nilai λ1.5 adalah tidak 
signifikan. 
Untuk menguji loading factor dari indikator lainnya caranya 
sama, berdasarkan pertimbangan di atas, dapat melakukan 
revisi terhadap terhadap analisis faktor konfirmatori dengan 
membuang  indikator X1.5, setelah itu proses perhitungan 
Amos.22 dimulai lagi dan didapatkan hasil seperti gambar 1.6. 




Peneliti juga bisa tidak melakukan pembuangan indikator 
tetapi bila diteruskan gambar model modifikasinya tidak bagus 
( ruwet ) sehingga pembahasannya maupun gambar modelnya 
jadi lebih rumit. Penulis sarankan kalau untuk penelitian 
indikator yang tidak valid dibuang saja sehingga measurement 
model jadi bagus yang nantinya akan mendukung strukturalnya 




Single Measurement Model (2) 
 
Parameter goodness of fit pada gambar 1.6 terlihat bahwa 
semua yang dihasilkan model sudah memenuhi, selanjutnya 
lihat loading factor dari tiap indikator yang disajikan dalam 











Regression Weight Masurement Model X1 
 
 
Tabel 1.2 di atas dapat disimpulkan bahwa semua indikator dari 
X1 signifikan, probabilitasnya di bawah 5% atau secara statistik 
dapat dinyatakan sebagai berikut : 
Uji terhadap indikator X1.3 
H0 : λ1.3 = 0 untuk H1 : λ1.3 > 0 
Nilai t – hitung dari λ1.3 = 11,287  (CR= Nilai t – hitung ) 
t – tabel pada level 0,05 dengan df sebesar 4 adalah 2,766 
Dapat dilihat bahwa uji – t terhadap λ1.3 adalah 
11,287 > 2,766   ╣► t – hitung lebih besar dari t – tabel 
 
Uraian diatas dapat disimpulkan bahwa hipotesis satu 
(H1 )yang menyatakan bahwa koefisien λ1.3 adalah tidak 
sama dengan nol jadi signifikan, karena itu H0 ditolak.  
 
Untuk menguji loading factor caranya sama dilakukan pada 
indikator lainnya. Analisis faktor konfirmatori ditujukan untuk 
mengkonfirmasi apakah variabel – variabel yang diobservasi 
mempunyai ciri yang sama antara satu dengan lainnya. Apabila 
peneliti ingin melakukan single measurement model maka jumlah 
indikator yang digunakan minimal empat indikator, karena  
aplikasi pada single measurement model, amos tidak dapat 




mengestimasi model yang mempunyai indikator kurang dari tiga 
bila prosesnya partial, tetapi bila prosesnya simultan modelnya 
terestimasi. 
Penelitian menggunakan pemodelan SEM, data yang digunakan 
sebagai input adalah matriks kovarians dari data sampel (data 
empiris), selanjutnya matriks kovarians data sampel itu digunakan 
untuk menghasilkan sebuah matriks kovarians populasi yang 
diestimasi (estimated population covariance matrix), sehingga 
menghasilkan estimated population covariance matrix yang konsisten 
dengan matriks kovarians yang dihasilkan oleh sampel data”. (Minto, 
2011). 
 
5. Parameter pengujian Model  
Pernyataan diatas memunculkan pertanyaan dalam operasi SEM 
parameter seperti koefisien regresi, varians dan kovarians akan 
diestimasi untuk menghasilkan estimated population covariance 
matrix. Bila model yang dikembangkan baik maka parameter estimasi 
akan menghasilkan sebuah estimated covarians matrix medekati 
sample covariance matrix,untuk evaluasi pertamanya dengan uji chi – 
square dan fit index. Chi – square tergantung pada ukuran sampel, 
maka diperlukan beberapa indeks kesesuaian dan kecukupan model 
yang tidak sensitif terhadap ukuran sampel. Indeks – indeks tersebut 
adalah GFI, AGFI, CMIN/DF, TLI, CFI dan RMSEA. Berikut akan 
dijelaskan semuanya. ( materi ini juga dibahas pada minto 2009 
sifatnya penekanan supaya peneliti focus)  




CHI – SQUARE (X
2
) 
Chi – square (X2) merupakan alat ukur yang fundamental untuk 
mengukur    overall fit. Pengujian Chi – square (X2) bersifat sensitif 
terhadap besarnya sampel yang digunakan, bila jumlah sampel cukup 
besar yaitu kurang dari 200 sampel, maka chi – square harus 
didampingi oleh alat uji lainnya (Hair et al., 1995 ; Tabachnick & 
Fidell, 1996). Model yang diuji akan dipandang memuaskan dan baik 
bila nilai chi – squarenya rendah dalam tabel 1.3 dituliskan diharapkan 
kecil. Semakin kecil nilai X
2
 maka semakin baik model itu ( karena 
dalam uji beda chi – square, X2 = 0, berarti benar – benar tidak ada 
perbedaan, H0 diterima ) dan diterima berdasarkan probabilitas dengan 
cut off value sebesar p > 0,05 atau p > 0,10 (Hulland et al, 1996), 
pengalaman penulis bila nilai p > 0,05 semua Parameter pengujian 
Model baik. Uji Chi – square (X2) bertujuan untuk menguji sebuah 
model dan mengembangkannya, yang sesuai atau fit dengan data, 
maka yang dibutuhkan justru sebuah nilai X
2
 yang tidak signifikan 
yang menguji hipotesa nol bahwa estimated population covariance 
tidak sama dengan sample covariance. Pengujian Chi – square (X2) 
nilai  yang rendah akan menghasilkan sebuah tingkat signifikansi yang 
lebih besar dari 0,05 yang akan mengindikasikan tidak adanya 
perbedaan yang signifikan antara matriks kovarians populasi dan 








GOODNESS OF FIT INDEX  (GFI) 
GFI adalah analog dari R
2
 dalam regresi berganda (Tanaka & 
Huba, 1989). GFI dapat diadjust terhadap degrees of freedom untuk 
menguji diterima atau tidaknya model. 
Proporsi tertimbang dari Indeks kesesuaian untuk menghitung  varians 
dalam matriks kovarians sampel yang dijelaskan oleh matriks 
kovarians popelasi yang terestimasi (Bentler, 1983 ; Tanaka & Huba, 
1989). Ukuran non – statistikal dari GFI mempunyai rentang nilai 
antara 0 ( poor fit ) sampai 1,0 (perfect fit). Nilai yang tinggi dalam 
indeks ini menunjukkan sebuah “ better fit ”. GFI yang diharapkan 
adalah sebesar 0,90. 
 
ADJUSTED GOODNESS OF FIT INDEX (AGFI)  
Tingkat penerimaan yang direkomendasikan apabila AGFI 
mempunyai nilai sama dengan atau lebih besar dari 0,90. Nilai sebesar 
0,95 dapat diintepretasikan sebagai tingkatan yang baik ( good overall 
model fit ) sedangkan nilai antara 0,90 – 0,95 menunjukkan tingkatan 
cukup ( adequate model fit ). Indeks ini diperoleh dengan rumus 
sebagai berikut : 
d
d
GFIAGFI b)1(1   











freedomofreesd deg  
 




CMIN/DF atau Relative X
2
 
CMIN/DF merupakan salah satu indikator untuk mengukur 
tingkat fit sebuah model, dihasilkan dari statistik Chi – Square 
(CMIN) dibagi dengan Degree of Freedom (DF). CMIN/DF yang 
diharapkan adalah sebesar ≤ 2,0 yang menunjukkan adanya 
penerimaan dari model. 
 
TUCKER LEWIS INDEX (TLI) 
Nilai TLI yang diharapkan sebagai acuan untuk diterimanya sebuah 
model adalah sebesar ≥ 0,95 dan nilai yang mendekati 1,0 
menunjukkan a very good fit. Indeks ini diperoleh dengan rumus 















di mana : 
C  = diskrepansi dari model yang dievaluasi  
d = degrees of freedom 
Cb dan db = diskrepansi dan degrees of freedom dari basline 
model yang dijadikan   pembanding.   
Nilai indeks TLI merupakan pembanding dari sebuah model 
yang diuji dengan sebuah baseline model (Baumgartner & Homburg, 
1996). Baseline model dalam output AMOS  ada dua model baseline 
bersama dengan model yang diuji (default model) yaitu: 
 




1. Saturated Model 
Saturated Model disebut juga full atau perfect model,  diprogram 
dengan jumlah parameter yang diestimasi sama dengan jumlah 
“distinct sample momentsnya”, sehingga diperoleh degrees of 
freedomnya sebesar nol (0), karena itu saturated model  akan 
menghasilkan chi – square = 0,00 dan df = 0. 
2. Independence Model 
Independence Model  diprogram supaya semua variabelnya dibuat 
tidak berkorelasi. Model ini jumlah parameter sama dengan 
jumlah variabel yang diobservasi, karena itu hasil dari model 
independen ini adalah “poor fit” terhadap satu set data yang 
digunakan. Nilai chi – square yang dihasilkan akan menjadi sangat 
besar. 
 
COMPARATIVE FIT INDEX ( CFI ) 
Besaran indeks CFI berada pada rentang 0 – 1, di mana 
semakin mendekati 1 mengindikasikan tingkat penerimaan model 
yang paling tinggi. CFI tidak dipengaruhi oleh ukuran sampel karena 
itu sangat baik untuk mengukur tingkat penerimaan sebuah model 
(Hulland, 1996 & Tanaka, 1993). Indeks CFI identik dengan Relative 
Noncentrality Index (RNI) dari MCDonald dan Marsh (1990). Nilai 
CFI yang diharapkan adalah sebesar ≥ 0,95. Indeks ini diperoleh 






 1  




Indeks TLI dan CFI dalam Pengujian model sangat dianjurkan untuk 
digunakan karena indeks – indeks ini relatif tidak sensitif terhadap 
besarnya sampel dan kurang dipengaruhi pula oleh kerumitan model. 
(Minto, 2011). 
 
THE ROOT MEAN SQUARE ERROR OF APPROXIMATION ( 
RMSEA ) 
Nilai RMSEA yang lebih kecil atau sama dengan 0,08 
merupakan indeks untuk dapat diterimanya model. Indeks RMSEA 
dapat digunakan untuk mengkompensasi statistik chi – square dalam 
sampel yang besar. Nilai RMSEA menunjukkan goodness of fit yang 
dapat diharapkan bila model diestimasi dalam populasi (Hair, et al., 
2006).  
Indeks – indeks yang dapat digunakan untuk menguji kelayakan 
sebuah model adalah seperti yang diringkas dalam tabel berikut ini. 
 
Tabel 1.3 
Goodness of Fit Indices 
Goodness of Fit Indices Cut – Off Value 
X
2
 Chi Square Diharapkan Kecil 
Probabilitas ≥ 0,05 
CMIN/DF ≤ 2,00 
RMSEA ≤ 0,08 
GFI ≥ 0,90 
AGFI ≥ 0,90 
TLI ≥ 0,95 








6. URUTAN LANGKAH SEM 
Urutan Langkah SEM yang benar pada dasarnya terdiri dari 
Measurement Model dan Structural Model. Measurement Model atau 
Model Pengukuran ditujukan untuk mengkonfirmasi sebuah dimensi 
atau faktor berdasarkan indikator – indikator empirisnya. Structural 
Model adalah model mengenai struktur hubungan yang membentuk 
atau menjelaskan kausalitas antara faktor/konstuk/variabel. 
Untuk membuat pemodelan yang lengkap, beberapa langkah berikut 
ini perlu dilakukan. 
1. Model dikembangan berbasis teori 
2. Hubungan kausalitas ditunjukan dengan  diagram alur.  
3. Konversi diagram alur ke dalam serangkaian persamaan 
struktural dan spesifikasi model pengukuran 
4. Matriks input dan teknik estimasi atas model yang dibangun 
5. Menilai problem identifikasi 
6. Evaluasi model 
7. Interpretasi dan Modifikasi model. 
Uraian perlangkahnya sebagai berikut,( materi ini juga dibahas pada 
minto 2009 sifatnya penekanan supaya peneliti focus) 
6. 1 Langkah Pertama : Model dikembangan berbasis teori 
Pengembangan model berbasis teoritis, untuk membuat model 
peneliti harus melakukan serangkaian eksplorasi ilmiah melalui telaah 
pustaka yang intens guna mendapatkan justifikasi atas model teoritis 
yang dikembangkannya, tanpa dasar teoritis yang kuat SEM tidak 
dapat digunakan ( jangan menggunakan tool SEM ). Hal ini 




disebabkan karena SEM tidak digunakan untuk menghasilkan sebuah 
model, tetapi digunakan untuk mengkonfirmasi model teoritis 
tersebut, melalui data empirik. Justifikasi teoritis yang kuat menambah 
keyakinan peneliti untuk mengajukan sebuah model kausalitas dengan 
menganggap adanya hubungan sebab akibat antara dua atau lebih 
variabel, bukan didasarkan pada metode analisis yang digunakan. 
Kebenaran adanya kausalitas teoritis melalui uji data empirik karena 
SEM bukanlah untuk menghasilkan kausalitas. Itulah sebabnya uji 
hipotesis mengenai perbedaan dengan menggunakan uji chi – square. 
Aplikasi SEM syarat mutlaknya adalah telaah teori yang mendalam 
untuk mendapatkan sebuah justifikasi teori dari model yang akan 
diuji. Teknik ini digunakan untuk menguji sebuah “teori” mungkin 
sebuah teori yang baru dikembangkan sendiri oleh peneliti atau teori 
yang sudah dikembangkan sejak lama.Pengembangan model yang 
dikembangkan peneliti berdasarkan pijakan teoritis yang cukup, 
membangun hubungan – hubungan mengenai sebuah fenomena. 
Peneliti mempunyai kebebasan  untuk membangun hubungan 
sepanjang terdapat justifikasi teoritis yang kuat, disinilah mungkin 
terjadi apa yang disebut kesalahan spesifikasi. Kesalahan paling kritis 
dalam pengembangan model yang memiliki pijakan teoritis yang 
cukup adalah kurang atau terabaikannya satu atau beberapa variabel 
prediktif dalam menjelaskan sebuah model, kesalahan semacam ini 
disebut kesalahan spesifikasi (spesification error). Kesalahan ini harus 
sedapat mungkin dihindari dengan cara merumuskan dan mencari 
dukungan atau justifikasi teoritis yang memadai/kuat. Hal ini penting 




karena kesalahan spesifikasi membawa implikasi pada biasnya 
penilaian yang dilakukan. (Minto, 2011) 
 
6. 2 Langkah Kedua : Hubungan kausalitas ditunjukan dengan  
diagram alur  ( Path Diagram ) 
Path Diagram merupakan model teoritis yang telah dibangun 
pada langkah pertama akan digambarkan dalam sebuah path diagram 
sehingga mempermudah peneliti melihat hubungan – hubungan 
kausalitas yang ingin diujinya. Hubungan kausal biasanya dinyatakan 
dalam bentuk persamaan tetapi dalam SEM hubungan kausalitas itu 
cukup digambarkan dalam sebuah path diagram dan selanjutnya 
bahasa program akan mengkonversi gambar menjadi persamaan dan 
persamaan menjadi estimasi. 
Pemodelan SEM peneliti akan bekerja dengan “konstruk” atau 
“faktor” yaitu konsep – konsep yang memiliki pijakan teoritis yang 
cukup untuk menjelaskan berbagai hubungan. Contoh dari path 

















Konstruk/varabel/faktor yang dibangun dalam gambar di atas dapat 
dibedakan dalam 2 kelompok Konstruk/varabel/faktor, yaitu konstruk 
eksogen dan konstruk endogen yang diuraikan sebagai berikut : 
Konstruk eksogen (exogenous construct) dikenal juga sebagai 
source variable atau independent variable yang tidak diprediksi oleh 
variabel lain dalam model, secara diagramatis, konstruk eksogen bila 
dilihat dari gambar adalah konstruk yang ditinggalkan oleh garis 
berupa satu ujung anak panah. Konstruk eksogen dalam gambar 1.1 di 
atas adalah supplier. Dalam gambar terlihat adanya sebuah garis 
lengkung dengan anak panah 2 ujung. Garis lengkung ini tidak 
menjelaskan sebuah kausalitas melainkan untuk mengindikasikan 
adanya korelasi,  karena konstruk eksogen hanya satu  syarat yang 
harus dipenuhi dalam uji korelasi antara supplier dan manufactur 
harus signifikan. 
Konstruk endogen (endogenous construct) adalah faktor yang 
diprediksi oleh satu atau beberapa konstruk eksogen. Konstruk 
endogen dapat memprediksi oleh  satu atau beberapa konstruk 
endogen lainnya sebagai konstruk eksogen proses(contoh.manufaktur 
sebagai konstruk eksogen focus pada konstruk distribusi, konstruk 
distribusi sebagai konstruk eksogen focus pada konstruk costumer.. 
dst). Antar konstruk berdasarkan pijakan teoritis, seorang peneliti 
dapat menentukan mana yang akan diperlakukan sebagai konstruk 
endogen dan mana sebagai konstruk eksogen. Dalam model di depan 
yang termasuk dalam konstruk endogen adalah manufaktur, 
distributor, costumer, kinerja perusahaan dan keunggulan bersaing 




berkelanjutan bila prosesnya secara parsial tetapi bila prosesnya 
simultan seperti uraian diatas).    
6. 3 Langkah Ketiga : Konversi Diagram Alur ke dalam 
Persamaan 
Setelah model teoritis dikembangkan dan digambarkan dalam 
sebuah diagram alur, peneliti dapat mulai mengkonversi model 
tersebut ke dalam rangkaian persamaan yang terdiri dari : 
1. Persamaan struktural (structural equation) 
Persamaan ini untuk menyatakan hubungan kausalitas antar 
berbagai konstruk. Pedoman dalam persamaan struktural 
contohnya adalah sebagai berikut : 
Konstruk endogen 1 = f (Konstruk eksogen ) + Error 
Konstruk endogen 1 = Konstruk eksogen 1 + Error 
Apabila dalam model terdapat lebih dari satu  konstruk endogen, 
maka persamaan strukturalnya adalah sebagai berikut :  
Konstruk endogen 2 = f (Konstruk endogen 1) + Error.......... 
dan seterusnnya 
2. Persamaan model pengukuran (measurement model)  
Peneliti dalam membuat persamaan model pengukuran hanya 
melibatkan indikator dari pengukur konstruk. Dalam model 
sebelumnya dapat diambil salah satu contoh persamaan model 
pengukuran, yaitu : 
Harga  = 1 Supplier + e1 
Tepat Jumlah  = 2 Supplier + e2 
Tepat Waktu  = 3 Supplier + e3 




      Mutu = 4 Supplier + e4, ( materi ini juga dibahas pada 
minto 2009 sifatnya penekanan supaya peneliti focus) 
 
6. 4 Langkah Keempat : Memilih Matriks Input dan Teknik 
Estimasi 
Data pengolahan SEM menggunakan matriks varian / kovarian 
sebagai input data untuk estimasi yang dilakukannya,  inilah menjadi 
perbedaan SEM dengan teknik – teknik multivariat lainnya. Data 
individual digunakan dalam program ini, tetapi data itu akan segera 
dikonversi ke dalam bentuk matriks varian / kovarian sebelum 
estimasi dilakukan. Pengelolaam tool Amos pada metode SEM 
bukanlah pada data individual tetapi pada pola hubungan antar 
responden. Matriks varian / kovarian digunakan karena memiliki 
keunggulan dalam menyajikan perbandingan yang valid antara 
populasi yang berbeda atau sampel yang berbeda. Matriks kovarian 
umumnya lebih banyak digunakan dalam penelitian mengenai 
hubungan, sebab bila menggunakan matriks korelasi sebagai input, 
standar error yang dilaporkan dari berbagai penelitian umumnya 
menunjukkan angka yang kurang akurat. Hair dkk (2006) juga 
menyarankan agar peneliti menggunakan matriks varian / kovarian 
pada saat pengujian teori untuk memvalidasi hubungan – hubungan 
kausalitas karena lebih memenuhi asumsi – asumsi metodologi 
penelitian. 
Ukuran sampel juga memegang peranan penting dalam 
estimasi dan interpretasi hasil SEM walaupun seperti yang 




dikemukakan di atas bahwa data individual tidak menjadi input 
analisis. Hair dkk menemukan bahwa ukuran sampel yang sesuai 
adalah antara 100 – 200 sampel untuk teknik maximum likelihood 
estimation, karena teknik yang dipilih Maximum Likelihood 
Estimation (ML) maka sampel minimumnya adalah 100 karena sesuai 
dengan apa yang dikemukakan oleh Hair dkk. Jadi asumsi ukuran 
sampel untuk SEM yang harus dipenuhi minimal sebesar 100 sampel.  
Program komputer yang dapat digunakan untuk mengestimasi model 
antara lain LISREL, EQS, COSAM, PLS dan AMOS. Sampai saat ini 
versi AMOS yang terbaru adalah AMOS 22. di mana berada di bawah 
lisensi SPSS. 
Teknik estimasi yang tersedia dalam AMOS adalah sebagai berikut : 
 Unweighted Least Square Estimation (ULS) 
 Scale Free Least Square Estimation (SLS) 
 Asymptotically Distribution – Free Estimation (ADF) 
 Maximum Likelihood Estimation (ML) 
 Generalized Least Square Estimation (GLS) 
Pemilihan teknik estimasi berdasarkan pada jumlah sampel yang 
digunakan berikut akan diuraikan dalam tabel. 
Tabel 1.4 Memilih Teknik Estimasi 
Pertimbangan Teknik yang 
dapat dipilih 
Keterangan 
Bila ukuran sampel adalah 
kecil (100 – 200) dan 
asumsi normalitas dipenuhi. 




karena itu tidak menarik 
perhatian peneliti. 
Bila asumsi normalitas 
dipenuhi dan ukuran sampel 
ML atau GLS Bila ukuran sampel kurang 
dari 500, hasil GLS cukup 




sampai dengan antara 200 – 
500. 
baik. 
Bila asumsi normalitas 
kurang dipenuhi dan ukuran 
sampel lebih dari 2500. 
ADF ADF kurang cocok bila 
ukuran sampel kurang dari 
2500. 
Sumber : Ferdinand , 2002 
6. 5 Langkah Kelima: Menilai Problem Identifikasi  
Problem identifikasi pada prinsipnya adalah problem mengenai 
ketidak mampuan dari model yang dikembangkan untuk 
menghasilkan estimasi yang baik. Problem identifikasi dapat muncul 
melalui gejala – gejala berikut ini : 
1. Muncul angka – angka yang aneh seperti adanya varians error yang 
negatif. 
2. Program tidak mampu menghasilkan matriks informasi yang 
seharusnya disajikan. 
3. Standard error untuk satu atau beberapa koefisien adalah sangat 
besar. 
4. Munculnya korelasi yang sangat tinggi antar koefisien estimasi 
yang didapat (misalnya lebih dari 0,9). 
Tool AMOS dapat mengatasi langsung bila terjadi problem 
identifikasi, bila estimasi tidak dapat dilakukan, maka program akan 
memberikan pesan pada monitor komputer mengenai kemungkinan 
sebab – sebab mengapa program tidak dapat melakukan estimasi. 
Salah satu solusi untuk problem identifikasi adalah dengan 
memberikan lebih banyak constraint pada model yang dianalisis atau 
dengan mengurangi konstruk. (Minto, 2011) 









6. 6 Langkah Keenam : Evaluasi Model  
Pada langkah ini ketepatan model dievaluasi apakah model 
sudah memenuhi kriteria goodness of fit. Evaluasi terhadap ketepatan 
model pada dasarnya telah dilakukan pada waktu model diestimasi 
oleh AMOS. Secara lengkap evaluasi terhadap model dapat dilakukan 
sebagai berikut : 
1) Evaluasi ukuran sampel 
Menurut Hair, et al. yang dikutip Ferdinand (2002 ) ukuran sampel 
(data observasi) yang sesuai adalah antara 100 – 200, sampel yang 
dianalisis sebagai input adalah 100 sampel. 
2) Evaluasi asumsi normalitas dan linearitas  
Model SEM apabila diestimasi dengan menggunakan Maximum 
Likelihood Estimation mempersyaratkan dipenuhinya asumsi 
normalitas. Uji normalitas yang paling mudah adalah dengan 
mengamati skewness value. Nilai statistik untuk menguji 
normalitas itu disebut sabagai z-value (Zhitung) yang dihasilkan 
melalui rumus berikut ini : 
 
 
      di mana N adalah ukuran sampel 
  
  
Bila Zhitung > Ztabel (nilai kritis) maka distribusi data tidak normal. 
Ztabel dapat ditentukan berdasarkan tingkat signifikansi yang 
dikehendaki. Misalnya, bila nilai yang dihitung lebih besar dari ± 
2,58 berarti kita dapat menolak asumsi normalitas pada tingkat 




0,01 (1%). Nilai kritis lainnya yang umum digunakan adalah nilai 
kritis sebesar ± 1,96 yang berarti bahwa asumsi normalitas ditolak 
pada tingkat signifikansi 0,05 (5%). 
Asumsi normalitas univariate dan multivariate data dapat 
dilakukan dengan mengamati nilai kritis hasil pengujian assesment 
of normality dari program AMOS. Nilai diluar ring -1,96 ≤ c.r ≤ 
1,96 atau bila dilonggarkan menjadi -2,58 ≤ c.r ≤ 2,58, dapat 
dikategorikan distribusi data tidak normal, oleh karenanya untuk 
kasus yang tidak memenuhi asumsi tersebut tidak diikutsertakan 
dalam analisis selanjutnya. Asumsi normalitas multivariate 
diamati pada baris terakhir assesment of normality dengan melihat 












P  = Jumlah Indikator 
      N  =adalah ukuran sampel 
  
Asumsi linearitas data dapat dilakukan dengan menggunakan 
program SPSS di mana gambar garis linier antara variabel X dan 
Y yang baik adalah di mulai dari kiri bawah menuju ke kanan atas. 
Pada Tabel 1.4 bila menggunakan teknik ekstimasi Maximum 
Likelihood asumsi normalitas terpenuhi. 
 
 




3) Evaluasi atas outliers 
Outliers adalah observasi yang memiliki karakteristik unik yang 
terlihat sangat berbeda jauh dari observasi lainnya dan muncul 
dalam bentuk nilai ekstrim untuk sebuah variabel tunggal 
(univariate outliers) atau variabel kombinasi (multivariate 
outliers). 
- Evaluasi atas univariate outliers dapat dilakukan dengan cara 
mengkonversi data penelitian ke dalam z-score yang 
mempunyai rata – rata nol dengan standar deviasi sebesar satu. 
Ukuran sampel besar (100) pedoman evaluasi adalah bahwa 
nilai ambang batas dari z-score itu berada pada rentang -3 
sampai dengan 3 (Hair dkk, 1995), oleh karena itu kasus yang 
mempunyai -3 ≥ z-score ≥ 3 akan dikategorikan sebagai 
outliers dan tetap akan diikutsertakan dalam analisis 
selanjutnya bila tidak terdapat alasan khusus untuk 
mengeluarkan kasus tersebut. Cara ini dapat menggunakan 
program SPSS di mana langkah – langkahnya dijelaskan pada 
buku yang sudah diterbitkan lebih dulu. 
4) Evaluasi atas multivariate outliers perlu dilakukan sebab 
walaupun data yang dianalisis menunjukkan tidak terdapat 
univariate outliers tetapi bila sudah saling dikombinasikan bisa 
terjadi multivariate outliers. Hal ini dapat diamati pada output dari 
program AMOS 22. yang akan terlihat pada angka – angka jarak 
mahalanobis( lihat output structural pada sub mahalanobis. Jarak 
mahalonobis untuk tiap observasi dapat dihitung dan akan 




menunjukkan jarak sebuah observasi dari rata – rata semua 
variabel dalam ruang multidimensional (Hair dkk, 1995 ). Uji 
multivariate outliers dilakukan pada tingkat p < 0,001 bila 
mahalanobis d-squared pada komputasi AMOS 22. ada yang lebih 
besar dari nilai chi-square pada derajad bebas sebesar jumlah 
variabel dan pada tingkat signifikansi 0,001 maka data tersebut 
menunjukkan adanya multivariate outliers dan tetap akan 
diikutsertakan dalam analisis selanjutnya bila tidak terdapat alasan 
khusus untuk mengeluarkan kasus tersebut. 
X2 
(jumlah indikator ; 
0,001) dapat dilihat pada excel yang diuraikan langkahnya pada  
buku yang telah diterbitkan.  
5) Evaluasi asumsi atas multikolinearitas dan singularitas 
Asumsi atas multikolinearitas dan singularitas dapat dideteksi dari 
nilai determinan matriks kovarians. Determinan yang sangat kecil 
(extremely small) mengindikasikan adanya multikolinearitas dan 
singularitas (Tabachnick & Fidell, 1998 ) sehingga data tidak 
dapat digunakan untuk analisis yang sedang dilakukan. Program 
AMOS 22. telah menyediakan fasilitas “Warning” apabila 
terdapat indikasi multikolinearitas dan singularitas. Bila benar – 
benar terjadi multikolinearitas dan singularitas data treatment 
yang dapat diambil adalah keluarkan variabel yang menyebabkan 
terjadinya multikolinearitas dan singularitas dan kemudian 
ciptakan sebuah “composite variable” lalu gunakan untuk analisis 
selanjutnya. 
 




6) Evaluasi atas kriteria goodness of fit 
Model SEM akan menghasilkan angka parameter yang akan 
dibandingkan dengan cut – off value dari goodness of  fit , lihat 
berikut : 
Tabel 1.5 
Goodness of Fit Indices 
Goodness of Fit Indices Cut – Off Value 
X
2
 Chi Square Diharapkan Kecil 
Probabilitas ≥ 0,05 
CMIN/DF ≤ 2,00 
RMSEA ≤ 0,08 
GFI ≥ 0,90 
AGFI ≥ 0,90 
TLI ≥ 0,95 
CFI ≥ 0,95 
 
7) Analisis direct efect, indirect efect dan total efect 
Peneliti juga dapat menganalisis kekuatan hubungan / pengaruh 
antar konstruk baik hubungan langsung, tidak langsung maupun 
hubungan totalnya.  
Efek langsung (direct effect) adalah koefisien dari garis dengan anak 
panah satu ujung dan terjadi pada dua konstruk yang dituju oleh garis 
anak panah satu arah. 
Efek tidak langsung (indirect effect) adalah efek yang muncul 
melalui sebuah variabel antara dan terjadi pada dua konstruk yang 
tidak dituju oleh garis anak panah satu arah. 
Efek total (total effect) adalah efek dari berbagai hubungan, efek total 
merupakan gabungan antara efek langsung dan efek tidak langsung. ( 




materi ini juga dibahas pada minto 2009 sifatnya penekanan supaya 
peneliti focus) 
 
6. 7 Langkah Ketujuh : Interpretasi dan Modifikasi Model 
Apabila estimasi model dilakukan hasil masih kurang baik, 
penulis masih dapat melakukan modifikasi terhadap model yang 
dikembangkan bila ternyata estimasi yang dihasilkan memiliki 
residual yang besar, langka modifikasi hanya dapat dilakukan bila 
peneliti mempunyai justifikasi teoritis yang cukup kuat, sebab SEM 
bukan ditujukan untuk menghasilkan teori, tetapi menguji model yang 
mempunyai pijakan teori yang benar, oleh karena itu untuk 
memberikan interpretasi apakah model berbasis teori yang diuji dapat 
diterima langsung atau perlu pemodifikasian, maka peneliti harus 
mengarahkan perhatiannya pada kekuatan prediksi dari model yaitu 
dengan mengamati besarnya residual yang dihasilkan. Apabila pada 
standardized residual covariances matrix terdapat nilai diluar ring -
2,58 ≤ standardized residual ≤ 2,58 dan probabilitas (P) bila < 0,05 
maka model yang diestimasi perlu dilakukan modifikasi. 
Salah satu alat untuk membuat sebuah model menjadi baik salah satu 
cara adalah melalui indeks modifikasi, indeks ini dapat menjadi 
pedoman untuk menerapi  model caranya perhatikan Indeks 
modifikasi (M I) nilai terbesar dan landasan teorinya kuat itulah yang 
dipilih untuk dikorelasikan/regresikan, indikasi ini yang diestimasi, 
proses tersebut  akan terjadi pengecilan nilai chi square (X
2
) yang 
signifikan. Dalam program AMOS 22, indeks modifikasi yang 




dicantumkan dalam output sehingga peneliti tinggal memilih koefisien 
mana yang akan diestimasi. Apabila nilai chi square (X
2
) belum 
signifikan dicari nilai MI terbesar selanjutnnya dan seterusnnya. ( 
materi ini juga dibahas pada minto 2009 sifatnya penekanan supaya 
peneliti focus) 
 
7. VALIDITAS DAN RELIABILITAS 
 Peneliti dapat mengukur validitas dan reliabilitas data yang 
digunakan dalam penelitiannya,  teknik validitas SEM yang digunakan 
adalah validitas konvergen dan validitas diskriminan di mana sudah 
dijelaskan sebelumnya bahwa kedua validitas ini dihasilkan dari 
Structural Model. Berikut akan dijelaskan masing – masing : 
 
7. 1 Validitas Konvergen 
 Validitas konvergen diukur dengan menentukan apakah setiap 
indikator yang diestimasi secara valid mengukur dimensi dari konsep 
yang diukur, sebuah indikator menunjukkan validitas konvergen yang 
signifikan apabila koefisien variabel indikator labih besar dari dua kali 
standar errornya (C.R > 2.SE). Bila setiap indikator memiliki critical 
ratio (C.R) yang lebih besar dari dua kali standar errornya, hal ini 
menunjukkan bahwa indikator itu secara valid mengukur apa yang 
seharusnya diukur dalam model. 
 
7. 2 Validitas Diskriminan 
 Validitas diskriminan dilakukan untuk menguji apakah dua 
atau lebih konstruk yang diuji merupakan sebuah konstruk yang 
independen (bebas). Hal ini dapat dilakukan dengan memberikan 
konstrain pada parameter korelasi antar kedua konstruk yang 




diestimasi (Φij) sebesar 1,0 dan selanjutnya dilakukan pembandingan 
antara chi-square yang diperoleh dari model yang dikonstrain dengan 
chi-square yang diperoleh dari model yang tidak dikonstrain. 
Validitas diskriminan dilakukan secara terpisah yaitu antara konstruk 
eksogen dengan konstruk eksogen atau antara konstruk endogen 
dengan konstruk endogen. Gambar di bawah ini adalah contoh 
melakukan validitas diskriminan. Uji validitas diskriminan dapat 
dilakukan dengan menguji dua konstruk dengan melihat angka 
korelasinya. Hubungan kausalitas antar dua variabel terjadi bila kedua 
variabel tersebut mempunyai hubungan atau angka korelasi antar dua 
variabel tersebut besar. Sedangkan antar variabel independen harus 
tidak mempunyai hubungan atau angka korelasi antar kedua variabel 
tersebut harus kecil/ tidak signifikan. 
  
 
Gambar 1.8 Model tidak dikontrain (Free model) 
 
Model yang tidak dikonstrain menghasilkan parameter sebagai 
berikut: 
Chi-square = 9,117 
Probabilitas = 0,332 
Degrees of freedom = 8 
 
 





Gambar 1.9 Model dikontrain 
 
Model yang dikonstrain menghasilkan parameter sebagai berikut : 
Chi-square = 18,441 
Probabilitas = 0,030 
Degrees of freedom = 9 
Nilai chi-square yang lebih rendah pada model yang tidak dikonstrain 
(free model) menunjukkan bahwa kedua konstruk tidak berkorelasi 
secara sempurna karena itu validitas diskriminan dapat dicapai. 
Gambar 1.8 dan 1.9. ( materi ini juga dibahas pada minto 2009 
sifatnya penekanan supaya peneliti focus) 
 
7. 3 Reliabilitas 
Setelah kesesuaian model diuji dan validitas diukur evaluasi 
lain yang harus dilakukan adalah penilaian unidimensionalitas dan 
reliabilitas. Reliabilitas adalah ukuran mengenai konsistensi internal 
dari indikator – indikator sebuah konstruk yang menunjukkan derajad 
sampai di mana masing – masing indikator itu mengindikasikan 
sebuah konstruk yang umum dengan kata lain bagaimana hal – hal 
yang spesifik saling membantu dalam menjelaskan sebuah fenomena 
yang umum. Penggunaan ukuran reliabilitas seperti α-Cronbach tidak 
mengukur unidimensionalitas melainkan mengasumsikan bahwa 
unidimensionalitas itu sudah ada pada waktu α-Cronbach dihitung, 
dalam teknik SEM reliabilitas konstruk dinilai dengan menghitung 




indeks reliabilitas instrumen yang digunakan dari model. Rumus yang 
digunakan untuk menghitung reliabilitas konstruk adalah sebagai 
berikut : 










di mana : 
 Std. Loading diperoleh langsung dari standardized loading 
untuk tiap – tiap indikator (diambil dari perhitungan komputer 
AMOS 22.) yaitu nilai lambda yang dihasilkan oleh masing – 
masing indikator. 
 φ adalah measurement error dari tiap – tiap indikator. 
Measurement error adalah sama dengan 1 – reliabilitas 
indikator yaitu pangkat dua dari standardized loading setiap 
indikator yang dianalisis. 
Nilai batas yang digunakan untuk menilai sebuah tingkat reliabilitas 
yang dapat diterima adalah 0,70, walaupun angka itu bukanlah sebuah 
ukuran yang “mati” artinya bila penelitian bersifat eksploratori maka 
nilai di bawah 0,70 pun masih dapat diterima sepanjang disertai 
dengan alasan empirik yang terlihat dalam proses eksploratori. 
Nunally dan Bernstein ( 1994) menyatakan bahwa dalam penelitian 
eksploratori, reliabilitas antara 0,5 – 0,6 sudah dapat diterima. ( materi 




1. Apa yang anda ketahui tentang konsep dasar SEM ? 
2. Apa perbedaan SEM dengan SPSS ? 
3. Buat langkah-langkah pemodelan SEM ? 
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Sebetulnya penulis ingin membahas aplikasi AMOS pada bab 2, 
tetapi pada buku pertama sudah dibahas secara lengkap dan mudah, 
untuk itu bila pembaca membutuhkan lihat buku pertama. (Perlu 
pembaca ketahui dan tidak perlu ragu semakin tinggi seri Amos hanya 
sebagai perbaikan tampilan untuk menyikapi perkembangan 
computer). 
Pembahasan  bab ini merupakan contoh penelitian, banyak buku 
membahas variable endogennya dua atau tiga, buku ini menyajikan 
model one step approach dengan satu variabel eksogen/independent 
dengan lima variabel dependent/endogen dan model one step seperti 
inilah yang sering dipakai peneliti . 
Perkembangan industri pada dekade terakhir ini, baik jasa 
maupun manufaktur telah berkembang pesat akibat perkembangan 
teknologi dan globalisasi, kondisi ini menyebabkan banyak 
perusahaan khususnya perusahaan sejenis  melakukan perbaikan atau 
menyusun kembali strategi dan taktik bisnisnya. meneliti banyak 
AMOS-SEM 




variable semata untuk mendekati permasalahan seperti yang ada 
dilapangan dengan proses tersinergi toh Amos siap menyelesaikan, 
pendek kata perusahaan berlomba  mencari akal dan cara agar tetap 
hidup dan berkembang sehingga dapat mempertahankan sekaligus 
meningkatkan pangsa pasar. 
Diera sekarang ini manajemen perusahaan fokus pada supply 
chain dan bahkan mensinergikan dengan kinerja  perusahaan dan 
keunggulannya. Banyak perusahaan yang memilih supply chain untuk 
mengatur proses bisnisnya karena supply chain merupakan faktor 
kunci dalam meningkatkan efektifitas organisasi untuk mencapai 
tujuan perusahaan yaitu untuk memenangkan persaingan, 
meningkatkan cutomer service, serta meningkatkan keuntungan 
perusahaan. 
Pada penelitian ini kinerja perusahaan  dipengaruhi oleh 
fraktor-faktor supply chain bukan mengukuran kinerja supply chain 
yang hasilnya tertuju pada suatu prosentase, sedangkan pada 
penelitian untuk mencari signifikansinya, dalam menjawab hubungan 
dan kausalitas.  
Definisi suply chain  adalah logistic network. Dalam hubungan ini ada 
beberapa pemain utama yang merupakan perusahaan – perusahaan 
yang mempunyai kepentingan yang sama yaitu : Suplyer, Manufactur, 
Distribution dan Customers.  
PT. X adalah perusahaan manufaktur yang produksinya cukup 
besar. PT. X. merupakan perusahaan yang berorientasi pada produksi 
makanan kecil (snack). Selama ini di PT. X lebih mengutamakan 




produk yang dihasilkan artinya lebih mengarah pada masalah financial 
contohnya berapa laba yang dihasilkan dalam setiap tahunnya tanpa 
mengetahui bagaimana pengaruh variabel supply chain terhadap 
kinerja perusahaan yang berorientasi kepada keunggulan bersaing 
berkelanjutan. Sebetulnya PT. X sudah memperhatikan faktor-faktor 
supply chain hanya saja mereka belum fokus, oleh karena itu harapan 
peneliti ini dapat jadi masukan yang positif sehingga dunia usaha jadi 
lebih kondusif dan menjanjikan. Suply Chain Manajemen merupakan 
faktor kunci untuk meningkatkan efektivitas organisasi dalam 
mencapai tujuan perusahaan dalam rangka memenangkan persaingan 
serta meningkatkan customers service. 
Skala pengukuran dalam buku ini menggunakan skala 
perbedaan semantik ( tujuh skala) ( M.Nasir,2005)  
 
2. TELAAH PUSTAKA DAN PENGEMBANGAN MODEL 
2. 1 Supplier 
Bagian pembeli perusahaan PT. X harus mengembangkan 
kebijakan dalam menentukan spesifikasi para pemasok, kemudian 
menilai mereka dan memilih mana yang sanggup menyediakan 
kombinasi terbaik termasuk kualitasnya, keterandalan dalam 
pengiriman bahan, kredit, jaminan dan biaya yang rendah. Para 
pemasok adalah perusahaan-perusahaan dan individu yang 
menyediakan sumber daya yang dibutuhkan oleh perusahaan dan para 
pesaing untuk memproduksi barang dan jasa tertentu. Perusahaan juga 
harus memperoleh tenaga kerja, peralatan, bahan bakar, listrik dan 
faktor-faktor produksi lain untuk melaksanakan kegiatan 




perusahaannya. Bagian pembelian bahan-bahan harus memutuskan 
bahan baku manakah yang akan diolah dan manakah yang akan dibeli 
dari luar.  
Lingkungan “pemasok” perkembangannya begitu pesat dapat 
memberikan pengaruh yang amat berarti terhadap pelaksanaan 
pemasaran suatu perusahaan,apabila terjadi kenaikan harga bahan 
baku bisa menyebabkan peningkatan harga produk, yang selanjutnya 
akan mengurangi volume penjualan yang telah diramalkan 
sebelumnya. Kekurangan sumber-sumber bahan mentah, pemogokan 
buruh dan berbagai kejadian lainnya dapat mengganggu pemenuhan 
atas janji penyerahan kepada para pelanggan dan menurunnya 
penjualan dalam jangka pendek dan merusak kepercayaan para 
pelanggan dalam jangka panjang.  
Perusahaan diera sekarang ini lebih suka membeli bahan-
bahan dari berbagai sumber untuk menghindari ketergantungan yang 
berlebihan pada satu pemasok saja, yang mungkin menaikkan harga 
sewenang-wenang atau membatasi jumlah penyediaan bahan. Para 
agen pembelian suatu perusahaan mencoba untuk membangun 
hubungan yang baik dalam jangka panjang dengan para pemasok 
terpenting. Bagian pembelian menghadapi kenyataan bahwa mereka 
juga “memasarkan” perusahaan mereka kepada para pemasok agar 
dapat memperoleh berbagai pertimbangan yang menguntungkan, 
khususnya pada masa kekurangan bahan. (Kotler, 2010). 
 
 




      Menurut (Kotler, 2010) bahwa supplier diindikatori oleh : 
a. Mutu 
 Mutu bahan baku yang ditawarkan supplier juga akan menjadi 
bahan pertimbangan perusahaan sehingga proses produksi 
mutunya terjamin. 
b. Tepat jumlah 
Perusahaan memesan sejumlah bahan kepada pemasok maka 
jumlah yang diterima perusahaan itu juga sebanyak jumlah yang 
dipesan, ini mempunyai arti perusahaan akan 
mempertimbangkan pilihan suppliernya pada ketepatan jumlah 
yang dipesan dengan yang diterima. 
c. Tepat waktu 
Perusahaan memperhatikan ketepatan waktu pengiriman akan 
pesanan yang diberikan kepada supplier sehingga proses 
produksi berjalan dengan normal. 
d.  Harga  
Persaingan harga semakin kompetif untuk pengendaliannya 
dengan banyaknya supplier sehingga bersaing cukup positif. 
Perusahaan akan memilih harga yang murah dengan 
mempertimbangkan a, b dan c. 
2.2 Manufacturer (Produsen) 
Proses produksi diartikan sebagai kegiatan yang dapat 
menimbulkan tambahan manfaat atau penciptaan faedah baru. Apabila 




terdapat suatu kegiatan yang dapat menimbulkan manfaat baru, atau 
mengadakan penambahan dari manfaat yang sudah ada, maka kegiatan 
tersebut akan disebut sebagai kegiatan produksi. (Ahyari, 2002 ) 
Sedangkan menurut (Assauri, 1999 ), produksi dapat diartikan 
sebagai kegiatan yang mentransformasikan masukan (input) menjadi 
keluaran (output), tercakup semua aktivitas atau kegiatan yang 
menghasilkan barang atau jasa, serta kegiatan-kegiatan lain yang 
mendukung atau menunjang usaha untuk menghasilkan produk 
tersebut. 
Dalam perusahaan banyak departemen yang mengurusi 
bagiannya masing-masing. Indikator – indikator yang diambil juga 
berasal dari fungsi masing-masing departemen dalam perusahaan, 
untuk PT. X memperhatikan indikator dibawah ini : 
a. Spesifikasi  
Spesifikasi produk yang dihasilkan perusahaan sesuai dengan 
standart perusahaan. 
b. Mutu 
 Merupakan kualitas dari produk itu sendiri yang sesuai standart . 
c. Tepat jumlah 
Perusahaan juga mempertimbangkan jumlah barang yang 
dikeluarkan/diproduksi agar tidak terjadi penimbunan terhadap 
barang yang diproduksi 
2.3 Distribution 
Pendistribusian dapat diartikan sebagai kegiatan pemasaran 
yang berusaha memperlancar dan mempermudah penyampaian barang 




dan jasa dari produsen kepada konsumen, sehingga penggunaannya 
sesuai dengan yang diperlukan (jenis, jumlah, harga, dan saat 
dibutuhkan). 
Pelaksanaan aktivitas distribusi, perusahaan seringkali harus 
bekerja sama dengan berbagai perantara (middleman) dan saluran 
distribusi (distribution channel) untuk menawarkan produknya ke 
pasar. (Tjiptono, 1997 ), yang dimaksud dengan perantara adalah 
orang atau perusahaan yang menghubungkan aliran barang dari 
produsen ke konsumen akhir dan konsumen industrial (Stanton, et al. 
1990), dalam hal ini produsen dan konsumen dihubungkan dalam 
kegiatan pembelian dan penjualan kembali barang yang dihasilkan 
produsen kepada konsumen. Secara umum perantara terbagi atas 
merchant middleman dan agent middleman, dua bentuk dari merchant 
middleman adalah wholesaler (disebut juga distributor atau jobber) 
dan retailer (dealer). merchant middleman adalah perantara yang 
memiliki barang (dengan membeli dari produsen) untuk kemudian 
dijual kembali. Agent middleman (broker) adalah perantara yang 
hanya mencarikan pembeli, menegosiasikan dan melakukan transaksi 
atas nama produsen, jadi agent middleman tidak memiliki sendiri 
barang yang dinegosiasikan. Contoh broker real estate dan sales 
agent. 









 Layanan distributor kepada pelanggan berupa garansi atas 
kerusakan barang, pemberian hadiah atas sejumlah pembelian barang 
agar dapat menarik minat pelanggan. 
b. Kreativitas 
Distribusi yang kreatif diminati  banyak perusahaan dalam 
penyampaian produk ke pelanggan, yaitu dengan sistem FOB (Free 
On Board) dimana penyampaian produk hanya sampai di tempat 
penjualan (di atas kendaraan) dan yang satunya pengiriman produk 
sampai ke tangan pelanggan langsung ( jauh-dekat sama). 
c. Relasi 
 Relasi distributor diharuskan mempunyai relasi yang luas 
sehingga produk dapat disebarkan secara luas. 
 
2.4 Costumer 
Sikap para pelanggan juga tidak boleh diabaikan dan harus 
diperhatikan dengan sungguh – sungguh. Para pelanggan cenderung 
bersikap seperti berikut : 
1. Menghindari penjual yang pernah mengecewakan 
2. Ingin mengalami proses pembelian barang dan jasa yang 
menyenangkan 
3. Menyenangi pendekatan penjualan yang kreatif, ramah, dan 
murah (pengecualian bagi pembeli yang mengejar brand 
yang berprestise) 
 




4. Menuntut “more for less” 
5. Mencari toko yang serba ada (department store, shopping 
mall, supermarket, dan sebagainya) karena makin 
terbatasnya waktu berbelanja 
6. Menghendaki barang yang aman dari segala hal 
7. Pokoknya menghendaki harga, mutu, dan pelayanan yang 
lebih baik lagi. 
Berdasarkan uraian diatas maka indikator – indikator dari 
costumer adalah (Indrajit, 2002) : 
1. Harga 
Harga menurut konsumen diharapkan yang kompetitif dan 
murah 
2. Kebutuhan Konsumen (pilihan brand) 
Konsumen membutuhkan barang sesuai yang diharapkan 
dengan pilihan brand yang lebih banyak 
3. Mutu  
Konsumen menuntut adanya mutu barang yang lebih baik, 
misal seperti rasa maupun aromanya dan kondisi produk 
baik. 
 
2.5 Kinerja Perusahaan 
            Kinerja Perusahaan mempunyai tujuan tertentu dalam 
memenuhi kepentingan anggota-anggotanya,untuk menilai apakah 
tujuan yang telah ditetapkan dapat dicapai tidaklah mudah dilakukan 
karena menyangkut beberapa aspek yang harus dipertimbangkan. 




Salah satu cara untuk mengetahui apakah kinerja perusahaan  dalam 
menjalankan operasinya telah sesuai dengan rencana yang telah 
ditetapkan dan sesuai dengan tujuannya. Menurut (Helfert, 1996 ) 
Kinerja Perusahaan adalah hasil dari banyak kepentingan individual 
yang dibuat secara terus – menerus oleh pihak manajemen dalam 
mencapai tujuan.  
Kinerja perusahaan (Indrajit, 2002) diukur dalam hal: 
a. Kepuasan pelanggan 
Kepuasan pelanggan akan merasa puas apabila keinginan atau 
harapan atas suatu produk sesuai dengan kenyataan yang 
diinginkan. 
b. Motivasi Kerja 
 Motivasi kerja adalah keadaan pribadi seseorang yang mendorong 
keinginan individu untuk melakukan kegiatan – kegiatan tertentu 
guna mencapai suatu tujuan. 
c. Sistem Informasi 
System informasi salah satu kunci keberhasilan supply chain 
dengan pengadaan system informasi terpadu dan transparan. 
d. Volume penjualan 
Besarnya volume penjualan menjadi tolak ukur dalam menilai 
kondisi perusahaan. 
e. Pertumbuhan pelanggan 
     Prosentase Pertumbuhan pelanggan merupakan  perubahan (naik-
turun) jumlah      pelanggan selama 1 (satu) periode selanjutnya. 
 




f. Pertumbuhan penjualan 
     Prosentase Pertumbuhan penjualan merupakan perubahan (naik-
turun) jumlah penjualan   selama 1 (satu) periode selanjutnya.  
Supaya perusahaan tetap exis harus terus berbena karena dunia usaha 
dituntut punya pengukuran kinerja perusahaan dengan demikian 
kemajuan dan kemunduran dapat terdeteksi itu semua digunakan 
untuk mensiasati strateginya, karena perusahaan mengeterapkan 
element – element suply chain untuk itu pengaruh – pengaruh yang 
mempengaruhi kinerjanya harus diketahui supaya perusahaan dapat 
bersaing secara berkelanjutan  
 
2. 6 Keunggulan Bersaing Berkelanjutan 
Keunggulan bersaing berkelanjutan adalah sustainbilitas 
(pendukung) dari atribut-atribut kunci sebuah produk dan durabilitas 
(daya tahan) serta superioritas (keunggulan)  
sumber daya intangible (tidak berwujud) yang kita miliki dibanding 
pesaing. (Ferdinand, 2002 : 154). 
Salah satu kunci keberhasilan suatu perusahaan adalah 
kemampuannya untuk memiliki dan mempertahankan satu atau 
beberapa keunggulan kompetitif (competitive advantage) yang 
didefinisikan sebagai berikut : 
Competitive advantage is a position of enduring superiority 
over competitors in terms of customer preference. 
Keunggulan kompetitif ini dapat dicapai melalui berbagai 
jalan, dan salah satunya adalah melalui manajemen supply chain. 
Sumber dari keunggulan kompetitif tersebut terletak pertama – tama 




pada kemampuan perusahaan untuk membedakan dirinya sendiri di 
depan mata konsumen tekankan image secara psikologi  dipelayanan  
yang terkesan positif , Harga dan  Mutu sesuai harapan sehingga 
pesaing kurang kompetitif. 
Seperti diketahui, bahwa kompetisi antar perusahaan berkisar 
pada 3 (tiga) elemen atau faktor penting, yaitu : Mutu, Harga, dan 
Layanan (waktu) 
 
3. HIPOTESIS PENELITIAN 
 Berdasarkan pada rumusan masalah, tujuan penelitian dan 
kerangka konseptual yang telah dijeladan skan dapat diajukan hi 
potesis sebagai berikut : 
1. Hipotesis pertama (H-1) 
Supplier (X1) berpengaruh signifikan terhadap 
Produsen/manufaktur (Y1). 
2. Hipotesis kedua (H-2) 
Produsen/ manufaktur (Y1) berpengaruh signifikan terhadap 
Distributor (Y2). 
3. Hipotesis ketiga (H-3) 
Distributor (Y2) berpengaruh signifikan terhadap Costumer  
(Y3). 
4. Hipotesis Keempat (H-4) 
Costumer (Y3) berpengaruh signifikan terhadap Kinerja 
Perusahaan (Y4). 
5. Hipotesis kelima (H-5) 
Kinerja Perusahaan (Y4) berpengaruh signifikan terhadap 
Keunggulan Bersaing Berkelanjutan (Y5). 
 
 




Dari lima hipotesi diatas merupakan hipotesis 1 (H1), hipotesis 
0 (H0) kebalikannya, 
bangunan model yang dikembangkan berdasarkan teori – teori yang 
relevan akan diuji lebih lanjut, pengujian model akan dilakukan 
dengan menggunakan Structural Equation Modeling langkah – 
langkah pengujiannya akan diuraikan sebagai berikut. 
 
4. PENGUJIAN MODEL 
 Dalam pengujian model dengan menggunakan SEM, terdapat 
tujuh langkah yang harus ditempuh seperti yang sudah dijelaskan pada 
BAB 1, yaitu : 
1. Pengembangan model berbasis teori 
2. Pengembangan diagram alur untuk menunjukkan hubungan 
kausalitas 
3. Konversi diagram alur ke dalam serangkaian persamaan 
struktural dan spesifikasi model pengukuran 
4. Pemilihan matriks input dan teknik estimasi atas model yang 
dibangun 
5. Menilai problem identifikasi 
6. Evaluasi model 
7. Interpretasi dan Modifikasi model. 
Uraiannya pada bagian berikut : 
4. 1 Pengembangan Model Berbasis Teori 
Model yang dibangun secara teoritis berdasarkan telaah 
pustaka merupakan syarat mutlak bagi pengembangan model SEM. 
Penelitian ini bertujuan untuk menguji hubungan antara 




supplier,manufaktur, distributor, costumer terhadap kinerja 
perusahaan yang berorientasi pada persaingan yang mempunyai 
keunggulan bersaing berkelanjutan. Konstruk yang akan diteliti akan 
diuraikan dalam tabel di bawah ini. 
 
Tabel 2.1 





2) Tepat Jumlah  




1) Tepat Jumlah 
2) Spesifikasi 








1) Kebutuhan Konsumen  
2) Mutu 
3) Harga  
 
Kinerja perusahaan 
1) Volume penjualan 
2) Pertumbuhan pelanggan 
3) Pertumbuhan penjualan 
4) Sistem Informasi 
5) Motivasi Kerja 







Sumber: data primer &sekunder diolah 
 
4. 2 Pengembangan Diagram Alur  
Setelah model berbasis teori dikembangkan pada langkah 
pertama, kemudian langkah kedua model akan disajikan dalam sebuah 




pathdiagram untuk menunjukkan hubungan kausalitas. Tampilan 












Gambar 2.1 Path diagram 
 
Dari pathdiagram di atas terlihat adanya konstruk eksogen dan 
konstruk endogen yang diuraikan sebagai berikut : 
Konstruk eksogen 
(1) Supplier 
Supplier dalam penelitian ini di indikatori oleh Harga, Tepat 
Jumlah, Tepat Waktu, Mutu 
Konstruk endogen 
(1) Manufaktur 
Manufaktur dalam penelitian ini di indikatori oleh Tepat Jumlah, 
Spesifikasi, Mutu. 
Konstuk ini bisa jadi Konstruk eksogen bila prosesnya simultan focus 
pada konstruk Distributor 





Distributor  ini di indikatori oleh Kreativitas, Layanan, Mutu. 
Konstuk ini bisa jadi Konstruk eksogen bila prosesnya simultan focus 
pada konstruk Costumer 
(3) Costumer 
Costumer  ini di indikatori oleh Kebutuhan Konsumen, Harga, 
Mutu. 
Konstuk ini bisa jadi Konstruk eksogen bila prosesnya simultan focus 
pada konstruk Kinerja Perusahaan 
(4) Kinerja Perusahaan 
Kinerja Perusahaan  ini di indikatori oleh Kepuasan Pelanggan, 
Motivasi Kerja, Sistem Informasi, Volume Penjualan, 
Pertumbuhan Pelanggan, Pertumbuhan Penjualan. 
Konstuk ini bisa jadi Konstruk eksogen bila prosesnya simultan focus 
pada konstruk Kinerja Perusahaan 
(5) Keunggulan Bersaing Berkelanjutan 
      Keunggulan Bersaing Berkelanjutan ini di indikatori oleh 
Layanan, Mutu, Harga. 
4. 3 Konversi diagram alur ke dalam serangkaian persamaan 
struktural dan spesifikasi model pengukuran 
Pada langkah ini, model yang sudah disajikan dalam bentuk 
pathdiagram akan dikonversi ke dalam dua persamaan yaitu 
persamaan pengukuran (measurement model) dan persamaan 
struktural (structural model) di mana bentuk persamaannya adalah 
sebagai berikut : 




Persamaan Pengukuran (Measurement Model) 
 Spesifikasi model pengukuran (measurement model) 
dilakukan terlebih dahulu pada konstruk eksogen yang pertama yaitu 
Supplier adalah sebagai berikut : 
 
Harga  = 1 Supplier + e1; 
Tepat Jumlah = 2 Supplier + e2; 
Tepat Waktu = 3 Supplier + e3; 




Model Pengukuran supplier 
 
Spesifikasi model pengukuran (measurement model) pada konstruk 
endogen yang pertama yaitu manufaktur adalah sebagai berikut : 
Tepat Jumlah  = 5 Manufaktur + e5; 
Spesifikasi = 6 Manufaktur + e6; 
Mutu  = 7 Manufaktur + e7; 
 






Model Pengukuran Manufaktur 
 
Spesifikasi model pengukuran (measurement model) pada konstruk 
endogen yang kedua yaitu distributor adalah sebagai berikut : 
Kreativitas  = 8   Distributor + e8; 
Layanan  = 9   Distributor + e9; 




Model Pengukuran Distributor 
 
Spesifikasi model pengukuran (measurement model) pada konstruk 
endogen yang ketiga yaitu costumer adalah sebagai berikut : 
 




Kebutuhan Konsumen   = 11 costumer + e11; 
Mutu = 12 costumer + e12; 




Model Pengukuran Costumer 
 
Kemudian dilanjutkan dengan spesifikasi model pengukuran 
(measurement model) pada konstruk endogen yang keempat yaitu 
kinerja perusahaan adalah sebagai berikut : 
Kepuasan Pelanggan  = 14 Kinerja perusahaan + e14; 
Motivasi Kerja  = 15 Kinerja perusahaan + e15; 
Sistem Informasi  = 16 Kinerja perusahaan + e16; 
Volume Penjualan = 17 Kinerja perusahaan + e17; 
Pertumbuhan Pelanggan = 18 Kinerja perusahaan + e18; 
Pertumbuhan Penjualan = 19 Kinerja perusahaan + e19; 
 
 







Model Pengukuran Kinerja Perusahaan 
 
Spesifikasi model pengukuran (measurement model) pada konstruk 
endogen yang keenam yaitu keunggulan bersaing berkelanjutan adalah 
sebagai berikut : 
Layanan  = 20 Keunggulan bersaing berkelanjutan + e20; 
Mutu  = 21 Keunggulan bersaing berkelanjutan + e21; 
Harga = 22 Keunggulan bersaing berkelanjutan + e22; 
 
Gambar 2.7 
Model Pengukuran Keunggulan Bersaing Berkelanjutan 
 
 




Persamaan Struktural (Structural Model) 
 Persamaan struktural dari model yang dibuat dalam 
penelitian ini adalah sebagai berikut : 
a. Y1 = f (X) + Z1  
b. Y2 = f (Y1) + Z2  
Y2 = ff (Y1) + Z2  
c. Y3 = f (Y2) + Z3  
Y3 = fff (Y1) + Z3  
d. Y4 = f (Y3) + Z4  
Y4 = ffff (Y1) + Z4  
e. Y5 = f (Y4) + Z5  
Y5 = fffff (Y1) + Z5 
Y5 = ffffff (X) + Z5  
 
4. 4 Pemilihan matriks input dan teknik estimasi atas model 
yang dibangun 
Model setelah dispesifikasikan secara lengkap, langkah 
berikutnya adalah memilih jenis input yang sesuai. Bila yang diuji 
adalah hubungan kausalitas maka jenis input yang digunakan adalah 
kovarians (Hair dkk, 1995). Penelitian ini akan menguji hubungan 
kausalitas, maka matriks kovarianslah yang digunakan sebagai input 
untuk operasi SEM. Tehnik estimasi yang digunakan adalah maximum 
likelihood estimation method yang telah menjadi default dari program 
ini. Estimasi akan dilakukan secara bertahap yaitu : 
 




Measurement  Model (Confirmatory Factor Analysis) 
Tehnik Measurement  Model ini ditujukan mengestimasi 
penguji unidimensionalitas dari konstruk eksogen dan konstruk 
endogen. Model pengukuran terhadap dimensi – dimensi yang 
membentuk variabel laten / konstruk laten dalam model ini dapat 
dilihat pada CD yang ada. Unidimensionalitas dari dimensi – dimensi 
itu diuji melalui confirmatory factor analysis. Terdapat dua uji dasar 
dalam confirmatory factor analysis yaitu : 
(a) Uji Kesesuaian Model (Goodness of Fit Test) 
Pengujian dilakukan dengan menggunakan parameter yang 
disajikan pada Tabel 2.2. 
Tabel 2.2 
Goodness Of Fit Indices 
Goodness of Fit Indices Cut – Off Value 
X
2
 Chi Square Diharapkan Kecil 
Probabilitas ≥ 0,05 
CMIN/DF ≤ 2,00 
RMSEA ≤ 0,08 
GFI ≥ 0,90 
AGFI ≥ 0,90 
TLI ≥ 0,95 
CFI ≥ 0,95 
Sumber : Ferdinand Hal. 61. 
Output dari confirmatory factor analysis dapat dilihat pada lampiran 










Goodness Of Fit, Hasil Uji Model dan Cut Off Value 









 Chi Square 241,216 Kecil* Tidak baik 
Probabilitas 0,012 ≥ 0,05 Tidak Baik 
CMIN/DF 1,243 ≤ 2,00 Baik 
RMSEA 0,050 ≤ 0,08 Baik 
GFI 0,816 ≥ 0,90 Tidak Baik 
AGFI 0,761 ≥ 0,90 Tidak Baik 
TLI 0,932 ≥ 0,95 Marginal 
CFI 0,943 ≥ 0,95 Marginal 
Sumber : Lampiran, diolah. 
Keterangan (*) : X
2 dengan df = 194 dengan α = 0,05 adalah 
227,4964. ( lihat output Measurement  Model ) 
Tabel 2.3 dapat disimpulkan bahwa dimensi – dimensi yang 
digunakan dalam penelitian ini belum mencerminkan variabel laten 
yang dianalisis. 
(b) Uji Validitas Konvergen 
 Uji validitas konvergen dinilai dari measurement model yang 
dikembangkan dalam penelitian dengan menentukan apakah setiap 
indikator yang diestimasi secara valid mengukur dimensi dari konsep 
yang diujinya, bila setiap indikator memiliki C.R > 2.SE, hal ini 
menunjukkan bahwa indikator itu secara valid mengukur apa yang 
sebenarnya diukur dalam model yang disajikan.  
Tabel 2.4, secara keseluruhan menunjukkan nilai C.R > 2.SE, jadi 
setiap indikator yang diestimasi secara valid mengukur dimensi dari 
konsep yang diuji (Anderson & Gerbing, 1988)(dikutip dari 
Ferdinand, 2002 : 187). 




(c) Uji Signifikansi 
 Variabel dapat digunakan untuk mengkonfirmasi sebuah 
variabel laten bersama – sama dengan variabel lainnya dengan 
menggunakan angka probabilitas serta tahapan analisis sebagai 
berikut: 
1. Nilai Lambda atau Loading Factor 
Nilai lambda yang dipersyaratkan adalah sig , bila nilai lambda 
atau loading factor tidak sig maka variabel itu tidak 
berdimensi sama dengan variabel lainnya untuk menjelaskan 
sebuah variabel laten. Penelitian ini sudah mendapatkan nilai 
lambda sig  di setiap indikator – indikator yang digunakan 
penelitian ini untuk mengkaji variabel laten. 
Tabel 2.4 
Regression Weight Measurement Model 
 
        Sumber : Lampiran, diolah. 
 




(d) Uji Signifikansi 
 Variabel dapat digunakan untuk mengkonfirmasi sebuah 
variabel laten bersama – sama dengan variabel lainnya dengan 
menggunakan angka probabilitas serta tahapan analisis sebagai 
berikut : 
1. Nilai Lambda atau Loading Factor 
Nilai lambda yang dipersyaratkan adalah sig , bila nilai lambda 
atau loading factor tidak sig maka variabel itu tidak 
berdimensi sama dengan variabel lainnya untuk menjelaskan 
sebuah variabel laten. Penelitian ini sudah mendapatkan nilai 
lambda sig  di setiap indikator – indikator yang digunakan 
penelitian ini untuk mengkaji variabel laten. 
2. Bobot Faktor (Regression Weight) 
Kuat tidaknya dimensi – dimensi dalam membentuk variabel 
latennya dapat dianalisis dengan menggunakan uji – t terhadap 
regression weight yang dapat dilihat pada Tabel 2.5. 





Regression Weight Measurement Model 
 
                 Sumber : Lampiran, diolah. 
 
Dari Tabel 2.5 dapat dilihat bahwa semua  indikator nilai C.R 
> 2,074 (t-tabel df 22,t=0,025), sehingga dapat disimpulkan bahwa 
indikator-indikator itu secara signifikan merupakan dimensi dari 
variable laten yang dibentuk. 
(a) Uji Validitas Diskriminan 
 Uji Validitas diskriminan dilakukan untuk menguji dua 
konstruk apakah memang berbeda dan masing – masing merupakan 
sebuah konstruk yang independen (bebas). Proses ini dilakukan 
dengan memberikan konstrain pada parameter korelasi antar kedua 
konstruk yang diestimasi sebesar 1,0 dan setelah itu dilakukan “chi 




square different test” terhadap nilai yang diperoleh dari model yang 
dikonstrain serta model yang tidak dikonstrain. Validitas diskriminan 
dilakukan terpisah antara konstruk eksogen dengan konstruk eksogen 
dan antara konstruk endogen dengan konstruk endogen. Uji validitas 
diskriminan ini banyak buku tidak melakukan, bila pembaca 
melakukan lihat desertasi minto (2005) . Korelasi antar konstruk dapat 
dilihat pada output measurement model atau tabel 2.6. 
Tabel 2.6 
Angka Korelasi Measurement Model 
 
           Sumber : Lampiran, diolah. 
 
Hubungan/korelasi  antar dua variabel eksogen dan endogen harus 
signifikan dan ini terbukti signifikan. 
Angka korelasi antara variabel Distributor dengan variabel Customer, 
antara variabel Customer dengan variabel Kinerja Perusahaan dan 
antara variabel Kinerja Perusahaan dengan variabel Keunggulan 




Bersaing Berkelanjutan sudah mempunyai hubungan kausalitas yang 
signifikan. 
Structural Equation Model (SEM) 
 Analisis ini digunakan untuk mengetahui pengaruh antara 
konstruk eksogen dengan konstruk endogen yang rumit dan sulit 
dipecahkan oleh analisis yang lain. Pengujian structural equation 
model juga dilakukan dua macam pengujian seperti halnya dalam 
confirmatory factor analysis yaitu : 
(a) Uji Kesesuaian Model (Goodness of Fit Test) 
 Hasil rekapitulasi data dimasukkan ke dalam program SPSS 
15.0 yang merupakan akses entry data dari SEM kemudian diolah, 
didapatkan nilai chi-squarenya sebesar 241,216; nilai probabilitasnya 
adalah 0,012; nilai CMIN/DF adalah 1,243; nilai RMSEA adalah 
0,050; nilai GFI adalah 0,816; nilai AGFI adalah 0,761; nilai TLI 
adalah 0,932 dan nilai CFI adalah 0,943. Hasil tersebut dilakukan 
evaluasi berdasarkan Goodness of Fit Indices seperti pada Tabel 2.7 di 
bawah ini : 
Tabel 2.7 
Goodness Of Fit Indices dan Cut Off Value  
Goodness of Fit Indices Cut – Off Value 
X
2
 Chi Square Diharapkan Kecil 
Probabilitas ≥ 0,05 
CMIN/DF ≤ 2,00 
RMSEA ≤ 0,08 
GFI ≥ 0,90 
AGFI ≥ 0,90 
TLI ≥ 0,95 
CFI ≥ 0,95 
Sumber : Ferdinand Hal. 61. 




Uraian sebelumnya dapat dibuatkan Tabel 2.8 seperti di bawah ini : 
Tabel 2.8 
Goodness Of Fit, Hasil Uji Model dan Cut Off Value (structural) 









 Chi Square 241,216 Kecil (*) Tidak Baik 
Probabilitas 0,012 ≥ 0,05 Tidak Baik 
CMIN/DF 1,243 ≤ 2,00 Baik 
RMSEA 0,050 ≤ 0,08 Baik 
GFI 0,816 ≥ 0,90 Tidak Baik 
AGFI 0,761 ≥ 0,90 Tidak Baik 
TLI 0,932 ≥ 0,95 Marginal 
CFI 0,943 ≥ 0,95 Marginal 
Sumber : Lampiran, diolah. 
 
Keterangan (*) didapat dengan program excel : X
2 
dengan df = 204 
dengan α = 0,05 adalah 238,220. 
Tabel 2.8 menunjukkan bahwa separuh kriteria yang digunakan 
mempunyai nilai yang baik (walaupun masih terdapat beberapa 
persyaratan uji model yang di bawah standar, namun nilainya 
merupakan nilai yang sudah paling mendekati standar), untuk 
mengharap model jadi baik ada satu cara lagi yaitu memodifikasi 
model supaya model ini dapat diterima dengan baik. 
 
(b) Uji Kausalitas (Regression Weight) 
Hasil uji model tersebut di atas bila telah memenuhi persyaratan, 
maka selanjutnya uji Regression Weight, hasil uji seperti pada 
lampiran 3 dan direkap pada tabel di halaman berikut. 





Hasil Uji Regression Weight 
 
 Sumber : Lampiran , diolah. 
 
Untuk melihat hubungan antar variabel apakah positif atau negative 
dapat dilihat pada kolom Standardize Reg. Weight (λ). Apabila tidak 
terdapat tanda “ - “ maka hubungan antar variabel tersebut adalah 
positif. Sedangkan untuk melihat uji signifikansinya  dapat dilihat 
pada kolom CR dengan ketentuan apabila signifikan, hasil dari nilai 
CR-nya  2.074 (t-tabel) didapat dari df = 22 ( jumlah indikator) dan 
 = 0,025. 
 Berdasarkan Tabel 2.9 di atas dapat diketahui bahwa 
Supplier (X) memiliki pengaruh positif dan signifikan terhadap 
Manufaktur (Y1), Manufaktur (Y1) berpengaruh positif dan signifikan 
terhadap Distributor (Y2), Distributor (Y2) berpengaruh positif dan 




signifikan terhadap Customer (Y3), Customer (Y3) berpengaruh positif 
dan signifikan terhadap Kinerja Perusahaan (Y4) dan Kinerja 
Perusahaan (Y4) berpengaruh positif dan signifikan terhadap 
Keunggulan Bersaing Berkelanjutan (Y5). (lihat lampiran pada 
standardized regression weight). 
4. 5 Menilai kemungkinan munculnya Identification Problem 
 Proses operasi program AMOS 22, bila estimasi tidak dapat 
dilakukan program akan memberikan pesan pada monitor komputer 
mengenai kemungkinan sebab – sebab mengapa program tidak dapat 
melakukan estimasi. Penelitian ini selama melakukan pengolahan data 
dengan program AMOS 22., tidak menemukan pesan pada monitor 
komputer yang menunjukkan adanya problem identifikasi.  
4. 6 Evaluasi Model 
 Evaluasi model pada dasarnya sudah dibahas di depan pada 
waktu model diestimasi oleh program AMOS 22. Evaluasi terhadap 
model secara lebih lengkap dapat dilakukan sebagai berikut : 
1) Ukuran sampel 
Ukuran sampel minimal. Menurut Hair, et al. yang dikutip 
Ferdinand (2002) ukuran sampel (data observasi) yang sesuai 
adalah antara 100-200 karena menggunakan teknik estimasi 
Maximum Likelihood Estimation (ML). Responden yang menjadi 
sampel dalam penelitian ini berjumlah 100, yang berarti asumsi 
untuk sampel telah terpenuhi. 
2) Asumsi normalitas dan linearitas. Asumsi normalitas univariate 
dan multivariate data dapat dilakukan dengan mengamati nilai 




kritis hasil pengujian assesment of normality dari program AMOS 
22.. Nilai diluar ring -2,58 ≤ SR ≤ 2,58, dapat dikategorikan 
distribusi data tidak normal, oleh karenanya untuk kasus yang 
tidak memenuhi asumsi tersebut tidak diikutsertakan dalam 
analisis selanjutnya, hasil data menunjukkan normalitas terpenuhi 
(lihat tabel 2.11). Asumsi linearitas data dapat dilakukan dengan 
menggunakan program SPSS 15.0 di mana gambar garis linier 
antara variabel X dan Y yang baik adalah di mulai dari kiri bawah 
menuju ke kanan atas. 
3) Evaluasi atas outliers 
 Evaluasi atas univariate outliers dapat dilakukan dengan 
menggunakan program SPSS 15.0 dengan mengamati data 
yang memiliki -3 ≤ z-score ≤ 3, jika dari hasil pengamatan 
terdapat kasus yang diluar nilai -3 ≤ z-score ≤ 3, maka tidak 
akan diikutsertakan dalam analisis selanjutnya. Lihat lampiran 
3 z-score masih diantara    -3 ≤ z-score ≤ 3, jadi tidak ada 
univariate outliers. ( lamp. Z score ) 
 Evaluasi atas Multivariates Outliers dapat diamati pada output  
dari program AMOS 22. yang akan terlihat angka-angka Jarak 
Mahalonobis, bila Mahalonobis d-Squared  pada komputasi 
AMOS 22. ada yang lebih besar dari nilai Chi-Square pada 
derajad bebas sebesar jumlah variabel dan pada tingkat 
signifikansinya 0,001 maka data tersebut menunjukkan adanya 
Multivariate Outliers. X
2
 (22; 0,001) = 48,268. Sedang pada 
Mahalonobis d-Squared yang tertinggi 43,426, sehingga dapat 




disimpulkan tidak terdapat Multivariate Outliers (lihat 
lampiran L). 
4) Asumsi atas multikolinearitas dan singularitas 
Asumsi atas multikolinearitas dan singularitas dapat dideteksi dari 
nilai determinan matriks kovarians yang sangat kecil (extremely 
small). Program AMOS 22. telah menyediakan fasilitas 
“Warning” apabila terdapat indikasi multikolinearitas dan 
singularitas, dari hasil output tidak ada “Warning” jadi asumsi 
multikolinearitas dan singularitas terpenuhi. 
5) Evaluasi atas kriteria goodness of fit 
Berdasarkan komputasi AMOS 22. untuk model SEM ini, 
dihasilkan indeks – indeks goodness of  fit sebagai berikut : 
Tabel 2.10 









 Chi Square 241,216 Kecil* Tidak Baik 
Probabilitas 0,012 ≥ 0,05 Tidak Baik 
CMIN/DF 1,243 ≤ 2,00 Baik 
RMSEA 0,050 ≤ 0,08 Baik 
GFI 0,816 ≥ 0,90 Tidak Baik 
AGFI 0,761 ≥ 0,90 Tidak Baik 
TLI 0,932 ≥ 0,95 Marginal 
CFI 0,943 ≥ 0,95 Marginal 
      Sumber : Lampiran, diolah. 
 
Keterangan (*) : didapat dari program excel : X
2 
dengan df = 204 
dengan   α = 0,05 adalah 238,220. 
Tabel 2.10 menunjukkan bahwa separuh kriteria yang dihasilkan 
mempunyai nilai yang baik, untuk supaya model ini dapat diterima 
dengan baik perlu melakukan modifikasi. 




4. 7 Interpretasi dan Modifikasi Model 
 Model setelah dilakukan estimasi masih dapat dilakukan 
modifikasi terhadap model yang dikembangkan, bila hasil estimasi 
model mempunyai residual yang besar. Modifikasi hanya dapat 
dilakukan bila peneliti mempunyai justifikasi teoritis yang cukup 
kuat. Standardized residual matrix pada Tabel 2.11 akan diamati 
untuk melihat apakah model perlu dilakukan modifikasi atau tidak. 
Nilai residual yang lebih besar dari 2,58 menunjukkan bahwa model 
perlu dilakukan modifikasi. Tabel 2.11 dapat dilihat bahwa nilai 
residual ada yang lebih besar dari 2,58 maupun lebih kecil dari - 2,58 
sehingga dapat disimpulkan bahwa model yang dikembangkan studi 
ini belum dapat diterima secara bulat  oleh karena itu perlu dilakukan 


















Standardized Residual Covariances 
 
Sumber : Lampiran,, diolah 
. 
Nilai modifikasi indeks ( M I ) pada lampiran struktural 
diketahui MI Regression Weight Y1       Y4 nilainnya 16,743 dan      
Y2        Y4 nilainnya 16,174 dan MI covariances     e8          e11 dan     
e7              e14 nilainnya 11,07 dan 9,482 mempuyai nilai terbesar serta 
dasar teorinnya kuat. Setelah dilakukan modifikasi hasil Goodness Of 
Fit, Hasil Uji Model dan Cut Off Value dapat dilihat pada tabel 2.12.  






Covariances:                   M.I.  Par Change 
                               ----   --------- 
              z4  <------> z1  5.742    0.187 
              e20 <------> z1     4.196    -0.100 
               e18 <-----> e19     4.262     -0.128 
               e17 <-------> X     4.517       -0.062 
               e15 <------> z2     4.200       -0.098 
                    e14 <------> z1     7.580        0.214 
                    e14 <-----> e18     4.446         0.132 
                    e14 <-----> e16     7.949         -0.165 
                    e12 <------> z1     4.239         0.119 
                   e8  <------> z3     4.511      -0.066 
                  e8 <------> e19     4.739         0.106 
                    e8 <------> e11    11.037      -0.080 
                    e5 <-------> z4     5.938         0.145 
                    e6 <------> e22     5.312         0.065 
                    e7 <------> e20     4.815        -0.066 
                    e7 <------> e14     9.482         0.147 
                    e4 <-------> z1     7.178       -0.085 
                    e4 <------> e11     5.055         0.044 
                e3 <-------> e8     4.672         0.079 
                  e2 <-------> z1     5.056         0.083 
                    e1 <------> e16     6.913       -0.065 




Variances:                      M.I.    Par Change 
       ----   ---------- 
Regression Weights:             M.I.    Par Change 
       ----   ---------- 
Y3 <-------- Y1     4.401       0.157 
Y4 <-------- Y1    16.743         0.306 
                   y5.1 <------ Y1     4.073       -0.149 
                    y5.3 <---- y1.2     5.066         0.232 
                    y4.4 <------- X     4.517       -0.371 
                    y4.4 <----- x.2     4.631       -0.226 
                    y4.2 <---- y3.3     4.791       -0.220 
                    y4.1 <------ Y1     7.574        0.324 
                    y4.1 <---- y4.3     5.298       -0.331 
                    y4.1 <---- y3.3     4.590         0.281 
                    y4.1 <---- y1.3     7.077         0.326 
                    y3.1 <---- y2.1     6.406       -0.147 
                    y3.2 <------ Y1     4.441        0.184 
                    y3.2 <------ Y2     4.046       0.212 
                    y3.2 <---- y2.1     4.539        0.187 
                    y3.2 <---- y1.3     4.676        0.196 
                    y2.1 <---- y3.1    11.634       -0.298 




         y2.1 <----- x.1     4.362    -0.191 
                    y1.1 <---- y4.4     5.985         0.184 
                    y1.1 <---- y4.3     4.057         0.176 
                    y1.1 <---- y4.2     5.291         0.146 
       y1.2 <---- y5.3     5.323         0.138 
               y1.3 <---- y4.1     6.553         0.093 
              x.4 <------- Y1     6.701       -0.124 
                  y.4 <------- Y2    16.174      -0.144 
             x.4 <----- y2.3     4.343       -0.148 
                    x.4 <----- y2.1     6.911       -0.127 
                    x.4 <----- y1.3     6.728       -0.130 
                   x.2 <------- Y1     4.717         0.121 
                 x.2 <------- Y2     4.899         0.148 
         x.2 <------- Y3     4.593         0.185 
                   x.2 <----- y4.6     5.557         0.088 
                    x.2 <----- y3.2     4.770         0.115 
                   x.2 <----- y2.1     5.365         0.130 
          x.2 <----- y1.3     4.664         0.125 
                  x.1 <----- y5.3     4.053       -0.106 




Goodness Of Fit, Hasil Uji Model dan Cut Off Value (modifikasi) 









 Chi Square 227,537 Kecil* Baik 
Probabilitas 0,081 ≥ 0,05 Baik 
CMIN/DF 1,143 ≤ 2,00 Baik 
RMSEA 0,038 ≤ 0,08 Baik 
GFI 0,828 ≥ 0,90 Marginal 
AGFI 0,782 ≥ 0,90 Marginal 
TLI 0,960 ≥ 0,95 Baik 
CFI 0,965 ≥ 0,95 Baik 
Keterangan 
 (*) : X
2 











Standardized Residual Covariances (modifikasi) 
 
Sumber : Lampiran , diolah 
 
Setelah dilakukan modifikasi  nilai Standardized Residual Covariances 
tidak ada  nilai residual ada yang lebih keci dari -2,58 atau yang lebih 
besar dari 2,58, untuk aplikasi modelnya seperti gambar dibawah 
 






























Tabel: 2.14 Hasil Uji Regression Weight Modifikasi 
 
 Estimate S.E C.R p 
 
 
Y1 <-- X 0.492150 0.214265 2.296922 0.021623 
Y2 <-- Y1 0.575775 0.102096 5.639553 0.000000 
Y3 <-- Y1 0.218890 0.113083 1.935660 0.052909 
Y3 <-- Y2 0.257278 0.120881 2.128359 0.033307 
Y4 <-- Y1 0.500775 0.198537 2.522327 0.011658 
Y4 <-- Y2 -0.166407 0.201248 -0.826873 0.408309 
Y4 <-- Y3 0.761928 0.262383 2.903878 0.003686 
Y5 <-- Y4 0.235925 0.071797 3.285981 0.001016 
x.1 <-- X 1.000000    
x.2 <-- X 1.135252 0.171890 6.604528 0.000000 
x.3 <-- X 1.418483 0.243010 5.837141 0.000000 
x.4 <-- X 1.035892 0.153302 6.757195 0.000000 
y1.3 <-- Y1 1.000000    
y1.2 <-- Y1 0.499830 0.073652 6.786324 0.000000 
y1.1 <-- Y1 0.613744 0.094372 6.503479 0.000000 
y2.1 <-- Y2 1.000000    
y2.2 <-- Y2 0.970417 0.100513 9.654654 0.000000 
y2.3 <-- Y2 0.628443 0.064076 9.807837 0.000000 
y3.2 <-- Y3 0.991784 0.178573 5.553947 0.000000 
y3.1 <-- Y3 0.585558 0.112340 5.212365 0.000000 
y4.1 <-- Y4 1.000000    
y4.2 <-- Y4 0.623635 0.097014 6.428332 0.000000 
y4.3 <-- Y4 0.363192 0.070811 5.129058 0.000000 
y4.4 <-- Y4 0.495018 0.081663 6.061724 0.000000 
y4.5 <-- Y4 0.395549 0.076206 5.190513 0.000000 
y4.6 <-- Y4 0.844895 0.128429 6.578711 0.000000 
y5.3 <-- Y5 1.000000    
y5.2 <-- Y5 0.918201 0.146935 6.249017 0.000000 
y5.1 <-- Y5 1.029387 0.166296 6.190098 0.000000 









4. 8 Uji Reliabilitas 
 Model setelah diuji kesesuaiannya (model fit), evaluasi lain 
yang harus dilakukan adalah uji reliabilitas model menunjukkan 
bahwa dalam sebuah model, indikator – indikator yang digunakan 
memiliki derajad kesesuaian yang baik. 
 
 Uji reliabilitas dilakukan dengan menggunakan rumus : 










di mana : 
 Std. Loading diperoleh langsung dari standardized loading 
untuk tiap – tiap indikator (diambil dari perhitungan komputer 
AMOS 22.) yaitu nilai lambda yang dihasilkan oleh masing – 
masing indikator. 
 φ adalah measurement error dari tiap – tiap indikator. 
Measurement error adalah sama dengan 1 – reliabilitas 
indikator yaitu pangkat dua dari standardized loading setiap 
indikator yang dianalisis. 
Misal menghitung reliabilitas supplier (X) : 
 
  
Perhitungan di atas dilakukan dengan cara yang sama untuk konstruk 
– konstruk lainnya. 
Perhitungan reliabilitas yang disajikan pada Tabel 2.15 dapat 
disimpulkan bahwa semua konstruk yang digunakan peneliti sudah 













Hasil uji reliabilitas dapat dilihat pada Tabel 2.15. 
 
  
4. 9 Menilai kemungkinan munculnya Identification Problem 
modifikasi 
 Problem identifikasi dalam operasi program AMOS 22., akan 
diatasi langsung oleh program, bila estimasi tidak dapat dilakukan 
program akan memberikan pesan pada monitor komputer mengenai 
kemungkinan sebab – sebab mengapa program tidak dapat melakukan 
estimasi. Penelitian ini selama melakukan pengolahan data dengan 
program AMOS 22, tidak menemukan pesan pada monitor komputer 









4. 10 Evaluasi Model Modifikasi 
 Evaluasi model pada dasarnya sudah dibahas di depan pada 
waktu model diestimasi oleh program AMOS 22. Evaluasi terhadap 
model secara lebih lengkap dapat dilakukan sebagai berikut : 
6) Ukuran sampel 
Ukuran sampel minimal. Menurut Hair, et al. yang dikutip 
Ferdinand (2002) ukuran sampel (data observasi) yang sesuai 
adalah antara 100-200 karena menggunakan teknik estimasi 
Maximum Likelihood Estimation (ML). Responden yang menjadi 
sampel dalam penelitian ini berjumlah 100, yang berarti asumsi 
untuk sampel telah terpenuhi. 
7) Asumsi normalitas dan linearitas. Asumsi normalitas univariate 
dan multivariate data dapat dilakukan dengan mengamati nilai 
kritis hasil pengujian assesment of normality dari program AMOS 
22.. Nilai diluar ring -2,58 ≤ SR ≤ 2,58( Lihat table 2.13), dapat 
dikategorikan distribusi data tidak normal, oleh karenanya untuk 
kasus yang tidak memenuhi asumsi tersebut tidak diikutsertakan 
dalam analisis selanjutnya, hasil data menunjukkan normalitas 
terpenuhi (lihat lampiran). Asumsi linearitas data dapat dilakukan 
dengan menggunakan program SPSS 15.0 di mana gambar garis 
linier antara variabel X dan Y yang baik adalah di mulai dari kiri 
bawah menuju ke kanan atas. 
8) Evaluasi atas outliers 
 Evaluasi atas univariate outliers dapat dilakukan dengan 
menggunakan program SPSS 15.0 dengan mengamati data 




yang memiliki -3 ≤ z-score ≤ 3, jika dari hasil pengamatan 
terdapat kasus yang diluar nilai -3 ≤ z-score ≤ 3, maka tidak 
akan diikutsertakan dalam analisis selanjutnya. Lihat lampiran 
3 z-score masih diantara    -3 ≤ z-score ≤ 3, jadi tidak ada 
univariate outliers. ( lihat lamp. Z score ) 
 Evaluasi atas Multivariates Outliers dapat diamati pada output  
dari program AMOS 22. yang akan terlihat angka-angka Jarak 
Mahalonobis, bila Mahalonobis d-Squared  pada komputasi 
AMOS 22. ada yang lebih besar dari nilai Chi-Square pada 
derajad bebas sebesar jumlah variabel dan pada tingkat 
signifikansinya 0,001 maka data tersebut menunjukkan adanya 
Multivariate Outliers. X
2
 (22; 0,001) = 48,268. Sedang pada 
Mahalonobis d-Squared yang tertinggi 43,426, sehingga dapat 
disimpulkan tidak terdapat Multivariate Outliers (lihat 
lampiran L). 
9) Asumsi atas multikolinearitas dan singularitas 
Asumsi atas multikolinearitas dan singularitas dapat dideteksi dari 
nilai determinan matriks kovarians yang sangat kecil (extremely 
small). Program AMOS 22. telah menyediakan fasilitas 
“Warning” apabila terdapat indikasi multikolinearitas dan 
singularitas, dari hasil output tidak ada “Warning” jadi asumsi 
multikolinearitas dan singularitas terpenuhi. 
Apabila peneliti melakukan uji modelnya sampai modifikasi data 
yang dipakai untuk hipotesis dan aplikasinya menggunakan output 
modifikasi. 




Dari contoh aplikasi structural equation modeling diatas, dapat 















Sumber : Waluyo Minto,2009 
 
POST TEST 
1. Sejauh mana pemahaman aplikasi dan pengembangan SEM serta 
outputnya? 
2. Bila output SEM didapat model kurang baik lakukan inovasi 
(modifikasi index sebagai rujukan) sehingga model jadi baik. 
3. Buat pengembangan model, ditambah konstruk retail diantara 
distributor dan costumer. 
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3.1 UJI  HIPOTESIS  
 Berdasarkan hipotesis  yang diajukan, sebagai berikut : 
1. Hipotesis pertama (H-1) 
Ho : Supplier (X1) tidak berpengaruh signifikan terhadap 
Produsen (Y1). 
 H1 : Supplier (X1) berpengaruh signifikan terhadap Produsen 
(Y1). 
 Hasil uji hipotesisanya H1,  diterima,  
  Supplier (X1) berpengaruh signifikan terhadap Produsen (Y1) 
degan koefisien regresi sebesar 0,262, dengan nilai 
probabilitasnya < 0,05 (0.021623)  (lihat tabel 2.14) . Dapat 
diartikan bahwa angka 0,262 mempunyai arti apabila Supplier 
(X1) naik sebesar 1 unit aplikasinya berupa kegiatan 
negoisasi harga degan adanya kesepaktan yang saling 
menguntungkan, proses pengiriman bahan baku/bahan 
pembantu tepat jumlah dan waktu serta mutu bahan baku 
sesuai dengan kesepakatan. Maka akan menyebabkan 
kontribusi terhadap Produsen/manufaktur (Y1) naik sebesar 
0,262 kali. Hasil jawaban responden menunjukkan Supplier 
(X1) dengan Kinerja indicator berupa deal negoisasi harga 
yang saling menguntungkan, proses pengiriman tepat jumlah 
AMOS-SEM 




dan waktu serta mutu bahan baku sesuai dengan kesepakatan 
menunjukan prosentase frekuensi kwisioner dominan berada 
pada kisaran sedang. Untuk itu perlu lebih focus pada 
peningkatan kegiatan indikator Supplier diatas. 
 
2. Hipotesis Ke-dua  ( H-2) 
Ho : Produsen/manufaktur (Y1)  tidak berpengaruh signifikan 
terhadap Distributor  (Y2). 
H1 : Produsen /manufaktur (Y1) berpengaruh signifikan 
terhadap Distributor (Y2). 
  Hasil uji hipotesisanya H1 , diterima,  
  Produsen /manufaktur (Y1) berpengaruh signifikan terhadap 
Distributor (Y2) degan koefisie regresi sebesar 0.600 degan 
nilai probabilitas < 0,05 (0.000000 )  (lihat tabel 2.14).  Dapat 
diartikan bahwa angka 0.600 mempunyai arti apabila 
Produsen /manufaktur (Y1) naik sebesar 1 unit, aplikasinya 
berupa kegiatan yakni memproduksi produknya tepat jumla , 
sesuai  spesifikasi produk dan mutunya sesuai standart maka 
akan menyebabkan kontribusi terhadap Distributor (Y2) naik 
sebesar 0.600 kali. Hasil jawaban frekuensi responden 
menunjukkan Produsen /manufaktur (Y1), dengan Kinerja 
indicator yakni memproduksi produknya tepat jumlah ,sesuai  
spesifikasi produk dan mutunya sesuai standart menunjukan 
nilai prosentase frekuensi dominan ada dikisaran tinggi. 
Untuk itu perlu dipertahankan kegiatan pada indikator 
Produsen /manufaktur (Y1) 
3. Hipotesis ke-tiga (H-3) 
Ho : Distributor (Y2)  tidak berpengaruh signifikan terhadap 
Costumer  (Y3). 




H1 : Distributor (Y2) berpengaruh signifikan terhadap 
Costumer  (Y3). 
Hasil uji hipotesisanya H1 ,  diterima,  
Distributor (Y2) berpengaruh signifikan terhadap Costumer  
(Y3). dengan koefisien regresi sebesar 0.320.  juga dikuatkan 
dengan nilai probabilitasnya < 0,05 (0.033307) (lihat tabel 2.14) . 
Dapat diartikan bahwa angka 0.320 mempunyai arti apabila 
Distributor (Y2)  naik sebesar 1 unit, aplikasinya berupa 
kegiatan pelaksanaan distribusi yang kreatif , layanan yang 
baik  dan relasi yang luas maka akan menyebabkan kontribusi 
terhadap Costumer  (Y3).naik sebesar 0.320 kali. Hasil 
jawaban frekuensi responden menunjukkan Distributor (Y2)  
dengan indikator berupa kegiatan pelaksanaan distribusi yang 
kreatif , layanan yang baik  dan relasi yang luas menunjukan 
nilai prosentase frekuensi dominan ada dikisaran sedang. 
Untuk itu perlu peningkatan kegiatan pada indikator 
Distributor (Y2). 
4. Hipotesis keempat (H-4) 
Ho : Costumer (Y3) tidak berpengaruh signifikan terhadap 
Kinerja Perusahaan (Y4). 
H1 : Costumer (Y3) berpengaruh signifikan terhadap Kinerja 
Perusahaan (Y4). 
      Hasil uji hipotesisanya H1 ,  diterima,  
 Costumer (Y3) berpengaruh signifikan terhadap Kinerja 
Perusahaan (Y4) dengan koefisien regresi sebesar 0.370, 
dengan nilai probabilitasnya < 0,05 (0.011658)  (lihat tabel 2.14) 
. Dapat diartikan bahwa angka 0.370 mempunyai arti apabila 
Costumer (Y3) naik sebesar 1 unit, aplikasinya berupa 
kegiatan yang dapat memenuhi kebutuhan konsumen dengan 




mutu dan harga bersaing maka akan menyebabkan kontribusi 
terhadap Kinerja Perusahaan (Y4) naik sebesar 0.370kali. 
Hasil jawaban responden menunjukkan Costumer (Y3) dengan 
indikator berupa kegiatan yang dapat memenuhi kebutuhan 
konsumen dengan mutu dan harga bersaing menunjukan nilai 
prosentase frekuensi dominanya ada dikisaran sedang. Untuk 
itu perlu peningkatan kegiatan pada indikator Costumer (Y3). 
5. Hipotesis ke-lima (H-5) 
Ho : Kinerja Perusahaan (Y4) tidak berpengaruh signifikan 
terhadap Keunggulan   Bersaing Berkelanjutan (Y5). 
            H1 : Kinerja Perusahaan (Y4) berpengaruh signifikan terhadap 
Keunggulan Bersaing Berkelanjutan (Y5). 
Hasil uji hipotesisanya H1 , diterima,  
            Kinerja Perusahaan (Y4) berpengaruh signifikan terhadap 
Keunggulan Bersaing Berkelanjutan (Y5) sebesar 0.419 dengan 
nilai probabilitasnya <0,05 (0.001016)  (lihat tabel 2.14). Dapat 
diartikan bahwa angka 0.419 mempunyai arti apabila Kinerja 
Perusahaan (Y4) naik sebesar 1 unit berupa kegiatan peningkatan  
volume penjualan, pertumbuhan pelanggan dan penjualan  termasuk 
system informasi, motivasi kerja dan kepuasan pelanggan maka 
akan menyebabkan kontribusi terhadap Keunggulan Bersaing 
Berkelanjutan (Y5).  naik sebesar 0.419 kali. Hasil jawaban 
responden menunjukkan  variable Kinerja Perusahaan (Y4) dengan 
indikator berupa peningkatan  volume penjualan, pertumbuhan 
pelanggan dan penjualan termasuk system informasi, motivasi kerja 
dan kepuasan pelanggan menunjukan nilai prosentase frekuensi 
kuisioner dominan terletak pada kisaran tinggi. Untuk itu perlu 
dipertahankan kegiatan pada indikatornya. 
 




Variable Keunggulan Bersaing Berkelanjutan (Y5) indikator yang 
ada diberi penekanan secara Psikologi yang unik berupa layanan 
yang lebih baik (dibanding pesaing) dengan mutu dan harga yang 
unik juga difokuskan supaya pelanggan mempunyai kesan positif 
baik produk yang dibeli maupun perusahaan sehingga akan terjadi 
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Your model contains the following variables 
 
x.1                            observed   endogenous 
x.2                            observed   endogenous 
x.3                            observed   endogenous 
x.4                            observed   endogenous 
y1.3                           observed   endogenous 
y1.2                           observed   endogenous 
y1.1                           observed   endogenous 
y2.1                           observed   endogenous 
y2.2                           observed   endogenous 
y2.3                           observed   endogenous 
y3.3                           observed   endogenous 
y3.2                           observed   endogenous 
y3.1                           observed   endogenous 
y4.1                           observed   endogenous 
y4.2                           observed   endogenous 
y4.3                           observed   endogenous 
y4.4                           observed   endogenous 
y4.5                           observed   endogenous 
y4.6                           observed   endogenous 
y5.3                           observed   endogenous 
y5.2                           observed   endogenous 
y5.1                           observed   endogenous 
 
Y1                             unobserved endogenous 
Y2                             unobserved endogenous 
Y3                             unobserved endogenous 
Y4                             unobserved endogenous 
Y5                             unobserved endogenous 
 
X                              unobserved exogenous 
e1                             unobserved exogenous 
e2                             unobserved exogenous 
e3                             unobserved exogenous 
e4                             unobserved exogenous 
e7                             unobserved exogenous 
e6                             unobserved exogenous 
e5                             unobserved exogenous 
e8                             unobserved exogenous 
e9                             unobserved exogenous 
e10                            unobserved exogenous 
e13                            unobserved exogenous 
e12                            unobserved exogenous 
e11                            unobserved exogenous 
e14                            unobserved exogenous 
e15                            unobserved exogenous 
e16                            unobserved exogenous 
e17                            unobserved exogenous 
e18                            unobserved exogenous 
e19                            unobserved exogenous 
e22                            unobserved exogenous 
e21                            unobserved exogenous 
e20                            unobserved exogenous 
z3                             unobserved exogenous 
z4                             unobserved exogenous 
z2                             unobserved exogenous 
z1                             unobserved exogenous 
z5                             unobserved exogenous 





Number of variables in your model:   55 
Number of observed variables:        22 
Number of unobserved variables:      33 
Number of exogenous variables:       28 
Number of endogenous variables:      27 
 
Summary of Parameters 
 
    Weights   Covariances   Variances  Means Intercepts   Total 
     ------     -------     -------    -----  ---------   ----- 
Fixed:   33          0   0    0        0 33 
Labeled:   0           0        0        0          0      0 
Unlabeled:   24          2       28        0          0        54 
     -----      -------     ------- -----   ---------     ----- 
Total:   57          2       28        0          0        87 
 
NOTE: 
The model is recursive. 
 
 
Assessment of normality 
         min      max     skew      c.r.  kurtosis    c.r.  
       -------- -------- -------- -------- -------- -------- 
y5.1    3.000    7.000    0.037    0.150   -0.147   -0.299 
y5.2    5.000    7.000   -0.214   -0.873   -0.949   -1.938 
y5.3    4.000    7.000   -0.924   -2.573    0.580    1.185 
y4.6    2.000    7.000   -0.317   -1.296   -0.019   -0.040 
y4.5    4.000    7.000   -0.084   -0.343   -0.334   -0.682 
y4.4    4.000    7.000   -0.462   -1.888   -0.426   -0.869 
y4.3    4.000    6.000   -0.632   -2.572   -0.734   -1.498 
y4.2    3.000    7.000   -0.491   -2.003   -0.066   -0.134 
y4.1    3.000    7.000   -0.690   -2.517   -0.783   -1.598 
y3.1    4.000    6.000   -0.794   -2.242   -0.373   -0.762 
y3.2    4.000    7.000   -0.048   -0.195   -0.732   -1.494 
y3.3    5.000    7.000    0.016    0.067   -1.245   -2.542 
y2.3    5.000    7.000   -0.540   -2.203   -0.987   -2.016 
y2.2    4.000    7.000   -0.237   -0.967   -1.168   -2.385 
y2.1    2.500    5.500   -0.177   -0.721   -0.536   -1.095 
y1.1    4.000    7.000   -0.841   -2.433    0.005    0.011 
y1.2    5.000    7.000   -0.969   -2.556   -0.063   -0.129 
y1.3    4.000    7.000   -0.526   -2.146   -0.672   -1.372 
x.4     4.000    6.000   -0.012   -0.050    0.332    0.679 
x.3     3.000    7.000   -0.286   -1.169   -0.554   -1.130 
x.2     5.000    7.000   -1.145   -2.476    0.222    0.453 
x.1     4.000    6.500   -0.325   -1.325   -0.170   -0.348 
Multivariate                        -2.461   -0.794 
 
Observations farthest from the centroid (Mahalanobis distance) 
 
Observation  Mahalanobis   
number     d-squared          p1             p2 
--------  -------------  -------------  -------------  
54          43.426          0.004          0.342 
9           40.686          0.009          0.227 
88          40.651          0.009          0.063 
3           39.998          0.011          0.024 
44          38.963          0.014          0.015 
24          37.173          0.023          0.026 
5           35.507          0.034          0.057 
73          34.370          0.045          0.082 
69          34.091          0.048          0.052 
66          34.036          0.049          0.024 
75          33.489          0.055          0.023 




36          32.806          0.065          0.028 
72          32.774          0.065          0.013 
68          32.720          0.066          0.006 
1           31.805          0.081          0.014 
48          30.791          0.100          0.041 
50          29.375          0.134          0.183 
86          28.302          0.166          0.392 
4           27.805          0.182          0.460 
34          27.508          0.193          0.465 
25          27.446          0.195          0.389 
40          27.422          0.196          0.306 
43          27.049          0.209          0.343 
59          26.933          0.214          0.297 
77          26.911          0.215          0.226 
92          26.581          0.228          0.253 
33          25.825          0.259          0.441 
51          25.803          0.260          0.362 
19          25.702          0.265          0.318 
70          25.645          0.267          0.262 
16          25.366          0.280          0.284 
11          25.328          0.282          0.227 
38          25.252          0.285          0.188 
52          25.172          0.289          0.155 
58          24.836          0.305          0.191 
45          24.497          0.322          0.236 
81          24.460          0.324          0.187 
55          24.381          0.328          0.156 
49          24.287          0.332          0.132 
60          23.974          0.349          0.165 
89          23.545          0.372          0.243 
18          23.188          0.391          0.311 
74          23.187          0.391          0.243 
2           22.704          0.419          0.368 
39          22.414          0.435          0.422 
14          21.944          0.463          0.565 
20          21.927          0.464          0.493 
6           21.439          0.494          0.646 
99          21.148          0.512          0.703 
31          20.892          0.527          0.742 
17          20.698          0.539          0.756 
56          20.687          0.540          0.693 
90          20.493          0.552          0.709 
93          19.840          0.593          0.881 
47          19.644          0.605          0.891 
46          19.426          0.619          0.905 
8           19.348          0.624          0.887 
30          19.020          0.644          0.924 
28          18.513          0.675          0.971 
21          18.375          0.684          0.970 
53          18.115          0.699          0.978 
76          18.011          0.705          0.974 
57          17.951          0.709          0.965 
37          17.860          0.714          0.958 
23          17.713          0.723          0.956 
79          17.573          0.731          0.954 
22          16.900          0.769          0.991 
83          16.359          0.798          0.998 
64          16.338          0.799          0.997 
29          16.288          0.801          0.995 
65          16.280          0.802          0.990 
63          16.203          0.806          0.986 
7           15.938          0.819          0.990 
15          15.578          0.836          0.995 
42          15.455          0.842          0.994 
27          15.313          0.848          0.993 
67          15.118          0.857          0.993 




96           15.092          0.858          0.988 
35           15.005          0.862          0.983 
87           14.758          0.872          0.986 
85           14.702          0.875          0.977 
61           14.700          0.875          0.959 
82           14.645          0.877          0.938 
95           14.590          0.879          0.909 
32           14.470          0.884          0.885 
13           14.298          0.891          0.871 
12           14.287          0.891          0.802 
41           14.282          0.891          0.709 
91           14.150          0.896          0.655 
100          13.949          0.903          0.626 
71           12.859          0.937          0.901 
78           12.624          0.943          0.884 
26           12.100          0.955          0.920 
62           11.675          0.964          0.928 
94           11.240          0.971          0.930 
97           11.210          0.972          0.844 
84           10.523          0.981          0.875 
80           10.252          0.984          0.781 
10            9.966          0.987          0.612 
98            8.049          0.997          0.743 
 






        y5.1   y5.2    y5.3   y4.6    y4.5    y4.4   y4.3     
       -----   -----   -----  ------ ------ ------  ----- 
y5.1   0.652 
y5.2   0.327   0.487 
y5.3   0.359   0.305   0.617 
y4.6   0.261   0.244   0.351  1.578 
y4.5   0.019   0.091   0.114  0.262  0.548 
y4.4   0.047   0.131   0.076  0.438  0.202  0.636 
y4.3   0.129   0.135   0.155  0.375  0.170  0.198  0.473 
y4.2   0.181   0.181   0.192  0.636  0.254  0.308  0.292 
y4.1   0.138   0.226   0.181  0.852  0.513  0.549  0.255 
y3.1  -0.009  -0.001  -0.024  0.108  0.132  0.148  0.080 
y3.2   0.063   0.130   0.128  0.359  0.126  0.188  0.164 
y3.3   0.042   0.051   0.032  0.250  0.115  0.181  0.084 
y2.3   0.008  -0.003   0.038  0.148  0.082  0.080  0.020 
y2.2  -0.008  -0.029  -0.008  0.160  0.125  0.131  0.064 
y2.1   0.027   0.033   0.082  0.312  0.073  0.170  0.105 
y1.1   0.052   0.053   0.077  0.227  0.153  0.205  0.155 
y1.2   0.037   0.036   0.121  0.218  0.062  0.106  0.083 
y1.3  -0.015   0.066   0.083  0.344  0.156  0.160  0.131 
x.4    0.004   0.003   0.025  0.011  0.069 -0.029  0.057 
x.3    0.087   0.061   0.106  0.168  0.042 -0.054  0.108 
x.2    0.005  -0.006   0.029  0.187  0.088 -0.014  0.089 
x.1   -0.025  -0.041  -0.036  0.037  0.048 -0.034 -0.016 
 
         y4.2    y4.1    y3.1   y3.2   y3.3   y2.3   y2.2     
        -----   -----  ------  -----  -----  ------ ----- 
y4.2   0.900 
y4.1  -0.617   1.774 
y3.1   0.086   0.257   0.328 
y3.2   0.134   0.404   0.164  0.789 
y3.3   0.089   0.437   0.245  0.345  0.570 
y2.3   0.054   0.205   0.083  0.182  0.144  0.324 
y2.2   0.029   0.247   0.095  0.305  0.180  0.324  0.790 
y2.1   0.091   0.260   0.022  0.293  0.156  0.344  0.541 
y1.1   0.271   0.380   0.057  0.193  0.106  0.081  0.176 




y1.2   0.198   0.214   0.038  0.173  0.096  0.105  0.116 
y1.3   0.252   0.530   0.084  0.325  0.222  0.228  0.352 
x.4    0.057   0.004   0.021  0.001 -0.010 -0.042  0.010 
x.3    0.108   0.029  -0.052 -0.022 -0.009 -0.005  0.051 
x.2    0.070   0.157   0.002  0.108  0.076  0.016  0.106 
x.1    0.030   0.092   0.007  0.028  0.016 -0.014  0.031 
 
       y2.1  y1.1  y1.2  y1.3   x.4    x.3    x.2      
      ----- ----- ----- ------ ------ ------ ------ 
y2.1  0.699 
y1.1  0.144 0.564 
y1.2  0.155 0.195 0.346 
y1.3  0.367 0.367 0.290 0.654 
x.4  -0.058 0.022 0.031 0.023  0.300 
x.3   0.075 0.025 0.106 0.130  0.231  0.796 
x.2   0.079 0.059 0.091 0.159  0.201  0.276  0.385 
x.1  -0.038 0.064 0.081 0.094  0.181  0.246  0.175 
 
        x.1      
x.1   -------- 
       0.300 
 
Eigenvalues of Sample Covariances 
 
7.693e-002  8.336e-002  1.002e-001  1.177e-001  1.395e-001  1.754e-001 
1.800e-001  2.131e-001  2.329e-001  2.847e-001  3.263e-001  3.306e-001 
3.806e-001  4.025e-001  5.307e-001  6.266e-001  7.264e-001  8.165e-001 
1.133e+000  1.312e+000  1.684e+000  4.639e+000 
 
Condition number of Sample Covariances = 6.029884e+001 
Sample Correlations 
 
        y5.1   y5.2  y5.3  y4.6  y4.5   y4.4    y4.3     
       -----  ----- ------ ----- ----- ------ ------ 
y5.1   1.000 
y5.2   0.580  1.000 
y5.3   0.567  0.557  1.000 
y4.6   0.258  0.278  0.355 1.000 
y4.5   0.031  0.176  0.196 0.281 1.000 
y4.4   0.073  0.235  0.122 0.437 0.343  1.000 
y4.3   0.232  0.280  0.287 0.434 0.333  0.360   1.000 
y4.2   0.236  0.273  0.258 0.533 0.362  0.407   0.447 
y4.1   0.129  0.244  0.173 0.509 0.520  0.516   0.278 
y3.1  -0.019 -0.002 -0.054 0.151 0.310  0.323   0.203 
y3.2   0.088  0.210  0.184 0.321 0.192  0.266   0.268 
y3.3   0.069  0.098  0.054 0.264 0.205  0.300   0.161 
y2.3   0.017 -0.008  0.086 0.207 0.194  0.176   0.050 
y2.2  -0.011 -0.046 -0.011 0.144 0.189  0.184   0.104 
y2.1   0.041  0.057  0.124 0.297 0.118  0.255   0.183  
y1.1   0.086  0.101  0.130 0.240 0.276  0.343   0.301 
y1.2   0.077  0.088  0.262 0.294 0.143  0.227   0.205 
y1.3  -0.023  0.117  0.131 0.338 0.261  0.249   0.235 
x.4    0.010  0.008  0.057 0.016 0.171 -0.066   0.152 
x.3    0.120  0.098  0.151 0.149 0.064 -0.075   0.176 
x.2    0.009 -0.013  0.059 0.240 0.191 -0.029   0.209 
x.1   -0.057 -0.106 -0.084 0.054 0.118 -0.078  -0.042 
 
          y4.2   y4.1   y3.1  y3.2 y3.3   y2.3   y2.2     
         ----- ------ ------ ----- ----- -----  ------ 
y4.2     1.000 
y4.1     0.488  1.000 
y3.1     0.157  0.337   1.000 
y3.2     0.159  0.342   0.322 1.000 
y3.3     0.124  0.435   0.567 0.515 1.000 
y2.3     0.100  0.271   0.255 0.361 0.336  1.000 
y2.2     0.034  0.209   0.187 0.387 0.268  0.641  1.000 




y2.1     0.115  0.233   0.046  0.394  0.247  0.723 0.728 
y1.1     0.381  0.380   0.132  0.289  0.187  0.191 0.263 
y1.2     0.355  0.272   0.111  0.331  0.215  0.313 0.221 
y1.3     0.329  0.492   0.180  0.453  0.363  0.495 0.489 
x.4      0.110  0.005   0.066  0.001 -0.025 -0.134 0.020 
x.3      0.128  0.024  -0.102 -0.027 -0.014 -0.010 0.064 
x.2      0.119  0.190   0.006  0.196  0.162  0.044 0.192 
x.1      0.057  0.126   0.023  0.057  0.038 -0.046 0.063 
       
         y2.1  y1.1   y1.2   y1.3   x.4    x.3    x.2      
        ------ ----- -----  -----  ----- ------ ------ 
y2.1    1.000 
y1.1    0.229  1.000 
y1.2    0.315  0.442  1.000 
y1.3    0.543  0.605  0.610  1.000 
x.4    -0.128  0.053  0.097  0.052 1.000 
x.3     0.101  0.038  0.203  0.181 0.473  1.000 
x.2     0.153  0.128  0.249  0.316 0.593  0.498  1.000 
x.1    -0.083  0.157  0.251  0.212 0.605  0.503  0.515 
 
        x.1      
x.1   -------- 
       1.000 
 
Eigenvalues of Sample Correlations 
 
1.597e-001 1.787e-001 2.096e-001 2.686e-001 2.808e-001 3.022e-001 
3.415e-001 3.568e-001 4.194e-001 4.549e-001 5.257e-001 5.488e-001 
6.362e-001 6.724e-001 7.799e-001 8.347e-001 1.038e+000 1.308e+000 
1.751e+000 2.529e+000 2.681e+000 5.723e+000 
 
Condition number of Sample Correlations = 3.582769e+001 
Determinant of sample covariance matrix = 1.7813e-010 
 
Model: Default model 
Computation of degrees of freedom 
 
Number of distinct sample moments   :  253 
Number of distinct parameters to be estimated :   54 
                                                    ------- 
Degrees of freedom    :  199 
 
Minimum was achieved 
Chi-square   = 227.537 
Degrees of freedom  = 199 
Probability level  = 0.081 
 
Maximum Likelihood Estimates 
--------------------------- 
 Estimate S.E C.R P 
Y1 <-- X 0.492150 0.214265 2.296922 0.021623 
Y2 <-- Y1 0.575775 0.102096 5.639553 0.000000 
Y3 <-- Y1 0.218890 0.113083 1.935660 0.052909 
Y3 <-- Y2 0.257278 0.120881 2.128359 0.033307 
Y4 <-- Y1 0.500775 0.198537 2.522327 0.011658 
Y4 <-- Y2 0.166407  0.201248 -0.826873 0.408309 
Y4 <-- Y3 0.761928 0.262383 2.903878 0.003686 
Y5 <-- Y4 0.235925 0.071797 3.285981 0.001016 
x.1 <-- X 1.000000    
x.2 <-- X 1.135252 0.171890 6.604528 0.000000 
x.3 <-- X 1.418483 0.243010 5.837141 0.000000 
x.4 <-- X 1.035892 0.153302 6.757195 0.000000 
y1.3 <-- Y1 1.000000    
y1.2 <-- Y1 0.499830 0.073652 6.786324 0.000000 
y1.1 <-- Y1 0.613744 0.094372 6.503479 0.000000 




y2.1 <-- Y2 1.000000    
y2.2 <-- Y2 0.970417 0.100513 9.654654 0.000000 
y2.3 <-- Y2 0.628443 0.064076 9.807837 0.000000 
y3.2 <-- Y3 0.991784 0.178573 5.553947 0.000000 
y3.1 <-- Y3 0.585558 0.112340 5.212365 0.000000 
y4.1 <-- Y4 1.000000    
y4.2 <-- Y4 0.623635 0.097014 6.428332 0.000000 
y4.3 <-- Y4 0.363192 0.070811 5.129058 0.000000 
y4.4 <-- Y4 0.495018 0.081663 6.061724 0.000000 
y4.5 <-- Y4 0.395549 0.076206 5.190513 0.000000 
y4.6 <-- Y4 0.844895 0.128429 6.578711 0.000000 
y5.3 <-- Y5 1.000000    
y5.2 <-- Y5 0.918201 0.146935 6.249017 0.000000 
y5.1 <-- Y5 1.029387 0.166296 6.190098 0.000000 
y3.3 <-- Y3 1.000000    
 
   Standardized Regression Weights:     Estimate 
    --------------------------------    -------- 
                     Y1 <--------- X       0.262 
                     Y2 <-------- Y1       0.600 
                     Y3 <-------- Y1       0.283 
                     Y3 <-------- Y2       0.320 
                     Y4 <-------- Y1       0.370 
                     Y4 <-------- Y2      -0.118 
                     Y4 <-------- Y3       0.435 
                     Y5 <-------- Y4       0.419 
                     x.1 <-------- X       0.747 
                     x.2 <-------- X       0.748 
                     x.3 <-------- X       0.650 
                     x.4 <-------- X       0.774 
                     y1.3 <------ Y1       0.952 
                     y1.2 <------ Y1       0.652 
                     y1.1 <------ Y1       0.628 
                     y2.1 <------ Y2       0.891 
                     y2.2 <------ Y2       0.805 
                     y2.3 <------ Y2       0.815 
                     y3.2 <------ Y3       0.662 
                     y3.1 <------ Y3       0.612 
                     y4.1 <------ Y4       0.766 
                     y4.2 <------ Y4       0.683 
                     y4.3 <------ Y4       0.549 
                     y4.4 <------ Y4       0.645 
                     y4.5 <------ Y4       0.555 
                     y4.6 <------ Y4       0.699 
                     y5.3 <------ Y5       0.745 
                     y5.2 <------ Y5       0.769 
                     y5.1 <------ Y5       0.746 
                     y3.3 <------ Y3       0.786 
 
 




Covariances:    Estimate     S.E.      C.R.     Label  
 ---------  --------   -------   -------    
e8 <------> e11    -0.081     0.025    -3.221    par-22  
e7 <------> e14     0.130     0.053     2.454    par-26  
 
Correlations:              Estimate 
-------------              -------- 
e8 <------> e11           -0.480 
e7 <------> e14             0.604 
 
 
Variances        
              Estimate S.E. C.R. P Label 
  X 0.167 0.042 3.959 0.000 par-27 
  z1 0.549 0.099 5.520 0.000 par-28 
  z2 0.348 0.070 4.953 0.000 par-29 
  z3 0.250 0.070 3.574 0.000 par-30 
  z4 0.659 0.168 3.934 0.000 par-31 
  z5 0.282 0.077 3.685 0.000 par-32 
  e1 0.133 0.026 5.101 0.000 par-33 
  e2 0.170 0.033 5.082 0.000 par-34 
  e3 0.460 0.077 5.935 0.000 par-35 
  e4 0.120 0.025 4.736 0.000 par-36 
  e7 0.061 0.053 1.155 0.248 par-37 
  e6 0.199 0.032 6.312 0.000 par-38 
  e5 0.342 0.053 6.436 0.000 par-39 
e8 0.141 0.040 3.525 0.000 par-40 
  e9 0.278 0.051 5.443 0.000 par-41 
  e10 0.109 0.021 5.309 0.000 par-42 
  e13 0.218 0.057 3.831 0.000 par-43 
  e12 0.443 0.081 5.477 0.000 par-44 
  e11 0.201 0.035 5.787 0.000 par-45 
  e14 0.759 0.147 5.162 0.000 par-46 
  e15 0.480 0.082 5.880 0.000 par-47 
  e16 0.331 0.051 6.472 0.000 par-48 
  e17 0.372 0.061 6.098 0.000 par-49 
  e18 0.379 0.059 6.453 0.000 par-50 
  e19 0.807 0.140 5.772 0.000 par-51 
  e22 0.275 0.058 4.726 0.000 par-52 
  e21 0.199 0.046 4.342 0.000 par-53 
  e20 0.289 0.061 4.706 0.000 par-54 
 
Squared Multiple Correlations:      Estimate 
------------------------------      -------- 
                                  Y1       0.069 
                                  Y2       0.359 
                                  Y3       0.291 
                                  Y4       0.390 
                                  Y5       0.176 
                                y5.1       0.557 
                                y5.2       0.592 
                                y5.3       0.555 
                                y4.6       0.489 
                                y4.5       0.308 
                                y4.4       0.416 
                                y4.3       0.301 
                                y4.2       0.467 
                                y4.1       0.587 
                                y3.1       0.375 
                                y3.2       0.439 
                                y3.3       0.618 
                                y2.3       0.664 
                                y2.2       0.648 
                                y2.1       0.794 




                                y1.1       0.394 
                                y1.2       0.425 
                                y1.3       0.906 
                                 x.4       0.599 
                                 x.3       0.423 
                                 x.2       0.560 
                                 x.1       0.557 
 
 
Implied (for all variables) Covariances 
   X     Y1     Y2     Y3     Y4      Y5    y5.1     
------ ------ ------ ------ ------ ------ ------- 
X      0.167 
Y1     0.082  0.590 
Y2     0.047  0.339  0.544 
Y3     0.030  0.216  0.214  0.352 
Y4     0.056  0.404  0.243  0.341  1.081 
Y5     0.013  0.095  0.057  0.080  0.255  0.342 
y5.1   0.014  0.098  0.059  0.083  0.262  0.352  0.652 
y5.2   0.012  0.087  0.053  0.074  0.234  0.314  0.324 
y5.3   0.013  0.095  0.057  0.080  0.255  0.342  0.352 
y4.6   0.048  0.341  0.205  0.288  0.913  0.215  0.222 
y4.5   0.022  0.160  0.096  0.135  0.428  0.101  0.104 
y4.4   0.028  0.200  0.120  0.169  0.535  0.126  0.130 
y4.3   0.020  0.147  0.088  0.124  0.393  0.093  0.095 
y4.2   0.035  0.252  0.151  0.213  0.674  0.159  0.164 
y4.1   0.056  0.404  0.243  0.341  1.081  0.255  0.262 
y3.1   0.018  0.127  0.125  0.206  0.200  0.047  0.048 
y3.2   0.030  0.215  0.212  0.349  0.338  0.080  0.082 
y3.3   0.030  0.216  0.214  0.352  0.341  0.080  0.083 
y2.3   0.030  0.213  0.342  0.135  0.153  0.036  0.037 
y2.2   0.046  0.329  0.528  0.208  0.236  0.056  0.057 
y2.1   0.047  0.339  0.544  0.214  0.243  0.057  0.059 
y1.1   0.051  0.362  0.208  0.133  0.248  0.058  0.060 
y1.2   0.041  0.295  0.170  0.108  0.202  0.048  0.049 
y1.3   0.082  0.590  0.339  0.216  0.404  0.095  0.098 
x.4    0.173  0.085  0.049  0.031  0.058  0.014  0.014 
x.3    0.237  0.117  0.067  0.043  0.080  0.019  0.019 
x.2    0.190  0.093  0.054  0.034  0.064  0.015  0.016 
x.1    0.167  0.082  0.047  0.030  0.056  0.013  0.014 
 
        y5.2   y5.3   y4.6   y4.5   y4.4   y4.3    y4.2     
       ------ ------ -----  -----  -----  ------ ------ 
y5.2   0.487 
y5.3   0.314  0.617 
y4.6   0.198  0.215  1.578 
y4.5   0.093  0.101  0.361  0.548 
y4.4   0.116  0.126  0.452  0.212  0.636 
y4.3   0.085  0.093  0.332  0.155  0.194  0.473 
y4.2   0.146  0.159  0.569  0.267  0.334  0.245  0.900 
y4.1   0.234  0.255  0.913  0.428  0.535  0.393  0.674 
y3.1   0.043  0.047  0.169  0.079  0.099  0.072  0.124 
y3.2   0.073  0.080  0.286  0.134  0.167  0.123  0.211 
y3.3   0.074  0.080  0.288  0.135  0.169  0.124  0.213 
y2.3   0.033  0.036  0.129  0.060  0.076  0.055  0.095 
y2.2   0.051  0.056  0.199  0.093  0.117  0.086  0.147 
y2.1   0.053  0.057  0.205  0.096  0.120  0.088  0.151 
y1.1   0.054  0.058  0.209  0.098  0.123  0.090  0.154 
y1.2   0.044  0.048  0.170  0.080  0.100  0.073  0.126 
y1.3   0.087  0.095  0.341  0.160  0.200  0.147  0.252 
x.4    0.013  0.014  0.049  0.023  0.029  0.021  0.036 
x.3    0.017  0.019  0.068  0.032  0.040  0.029  0.050 
x.2    0.014  0.015  0.054  0.025  0.032  0.023  0.040 
x.1    0.012  0.013  0.048  0.022  0.028  0.020  0.035 
 
 




        y4.1   y3.1   y3.2   y3.3   y2.3   y2.2   y2.1     
       -----   ----   ----  ------  ----  -----  ----- 
y4.1   1.840 
y3.1   0.200  0.322 
y3.2   0.338  0.204  0.789 
y3.3   0.341  0.206  0.349  0.570 
y2.3   0.153  0.079  0.133  0.135  0.324 
y2.2   0.236  0.122  0.206  0.208  0.332  0.790 
y2.1   0.243  0.044  0.212  0.214  0.342  0.528  0.685 
y1.1   0.248  0.078  0.132  0.133  0.131  0.202  0.208 
y1.2   0.202  0.063  0.107  0.108  0.107  0.165  0.170 
y1.3   0.534  0.127  0.215  0.216  0.213  0.329  0.339 
x.4    0.058  0.018  0.031  0.031  0.031  0.048  0.049 
x.3    0.080  0.025  0.043  0.043  0.042  0.065  0.067 
x.2    0.064  0.020  0.034  0.034  0.034  0.052  0.054 
x.1    0.056  0.018  0.030  0.030  0.030  0.046  0.047 
 
          
       y1.1   y1.2   y1.3   x.4   x.3    x.2      x.1      
     ------  ------ -----  -----  ----- -----   ------ 
y1.1  0.564 
y1.2  0.181  0.346 
y1.3  0.362  0.295  0.650 
x.4   0.052  0.043  0.085  0.300 
x.3   0.072  0.058  0.117  0.246  0.796 
x.2   0.057  0.047  0.093  0.197  0.269  0.385 




Implied (for all variables) Correlations 
        X     Y1     Y2     Y3     Y4      Y5    y5.1     
----- -----   ----- ------ ------  ------ ------ 
X     1.000 
Y1    0.262  1.000 
Y2    0.157  0.600  1.000 
Y3    0.125  0.475  0.490  1.000 
Y4    0.133  0.506  0.317  0.553  1.000 
Y5    0.056  0.212  0.133  0.232  0.419  1.000 
y5.1  0.041  0.158  0.099  0.173  0.313  0.746  1.000 
y5.2  0.043  0.163  0.102  0.178  0.323  0.769  0.574 
y5.3  0.041  0.158  0.099  0.173  0.312  0.745  0.556 
y4.6  0.093  0.354  0.221  0.386  0.699  0.293  0.219 
y4.5  0.074  0.281  0.176  0.307  0.555  0.233  0.174 
y4.4  0.086  0.326  0.204  0.357  0.645  0.270  0.202 
y4.3  0.073  0.278  0.174  0.303  0.549  0.230  0.172 
y4.2  0.091  0.345  0.216  0.378  0.683  0.286  0.214 
y4.1  0.102  0.388  0.243  0.424  0.766  0.321  0.240 
y3.1  0.076  0.291  0.300  0.612  0.338  0.142  0.106 
y3.2  0.082  0.315  0.324  0.662  0.366  0.153  0.115 
y3.3  0.098  0.373  0.385  0.786  0.434  0.182  0.136 
y2.3  0.128  0.488  0.815  0.399  0.258  0.108  0.081 
y2.2  0.127  0.483  0.805  0.394  0.255  0.107  0.080 
y2.1  0.140  0.534  0.891  0.436  0.282  0.118  0.088 
y1.1  0.165  0.628  0.376  0.298  0.317  0.133  0.099 
y1.2  0.171  0.652  0.391  0.310  0.330  0.138  0.103 
y1.3  0.250  0.952  0.571  0.452  0.481  0.202  0.151 
x.4   0.774  0.203  0.122  0.096  0.103  0.043  0.032 
x.3   0.650  0.170  0.102  0.081  0.086  0.036  0.027 
x.2   0.748  0.196  0.118  0.093  0.099  0.042  0.031 










        y5.2   y5.3   y4.6   y4.5   y4.4   y4.3   y4.2     
       -----  -----  ------ ------ ------ ------ ----- 
y5.2   1.000 
y5.3   0.573  1.000 
y4.6   0.226  0.218  1.000 
y4.5   0.179  0.173  0.388  1.000 
y4.4   0.208  0.201  0.451  0.358  1.000 
y4.3   0.177  0.171  0.384  0.305  0.354  1.000 
y4.2   0.220  0.213  0.478  0.379  0.441  0.375  1.000 
y4.1   0.247  0.239  0.536  0.426  0.494  0.421  0.524 
y3.1   0.109  0.106  0.237  0.188  0.218  0.186  0.231 
y3.2   0.118  0.114  0.256  0.203  0.236  0.201  0.250 
y3.3   0.140  0.136  0.304  0.241  0.280  0.238  0.297 
y2.3   0.083  0.081  0.180  0.143  0.166  0.142  0.176 
y2.2   0.082  0.080  0.178  0.142  0.164  0.140  0.174 
y2.1   0.091  0.088  0.197  0.157  0.182  0.155  0.193 
y1.1   0.102  0.099  0.222  0.176  0.205  0.174  0.217 
y1.2   0.106  0.103  0.231  0.183  0.213  0.181  0.225 
y1.3   0.155  0.150  0.337  0.267  0.311  0.264  0.329 
x.4    0.033  0.032  0.072  0.057  0.066  0.056  0.070 
x.3    0.028  0.027  0.060  0.048  0.056  0.047  0.059 
x.2    0.032  0.031  0.069  0.055  0.064  0.054  0.068 
x.1    0.032  0.031  0.069  0.055  0.064  0.054  0.068 
 
       y4.1   y3.1   y3.2   y3.3   y2.3   y2.2   y2.1     
      ------ ------ ------ ------ ------ ------ ------- 
y4.1   1.000 
y3.1   0.259  1.000 
y3.2   0.281  0.406  1.000 
y3.3   0.333  0.481  0.521  1.000 
y2.3   0.198  0.244  0.264  0.313  1.000 
y2.2   0.195  0.241  0.261  0.310  0.656  1.000 
y2.1   0.216  0.095  0.289  0.343  0.726  0.717  1.000 
y1.1   0.243  0.183  0.198  0.234  0.307  0.303  0.335 
y1.2   0.253  0.190  0.205  0.243  0.318  0.315  0.348 
y1.3   0.488  0.277  0.300  0.355  0.465  0.460  0.509 
x.4    0.079  0.059  0.064  0.076  0.099  0.098  0.108 
x.3    0.066  0.050  0.054  0.064  0.083  0.082  0.091 
x.2    0.076  0.057  0.062  0.073  0.096  0.095  0.105 
x.1    0.076  0.057  0.062  0.073  0.096  0.094  0.105 
 
       y1.1   y1.2    y1.3   x.4    x.3    x.2    x.1      
      ------  ----- ------ ------ ------ ------ ------ 
y1.1   1.000 
y1.2   0.409  1.000 
y1.3   0.598  0.621  1.000 
x.4    0.127  0.132  0.193  1.000 
x.3    0.107  0.111  0.162  0.503  1.000 
x.2    0.123  0.128  0.187  0.579  0.486  1.000 




        y5.1   y5.2   y5.3   y4.6   y4.5   y4.4   y4.3     
      ------- ------ ------ ------ ------ ------ ------ 
y5.1   0.652 
y5.2   0.324  0.487 
y5.3   0.352  0.314  0.617 
y4.6   0.222  0.198  0.215  1.578 
y4.5   0.104  0.093  0.101  0.361  0.548 
y4.4   0.130  0.116  0.126  0.452  0.212  0.636 
y4.3   0.095  0.085  0.093  0.332  0.155  0.194  0.473 
y4.2   0.164  0.146  0.159  0.569  0.267  0.334  0.245 
y4.1   0.262  0.234  0.255  0.913  0.428  0.535  0.393 
y3.1   0.048  0.043  0.047  0.169  0.079  0.099  0.072 
y3.2   0.082  0.073  0.080  0.286  0.134  0.167  0.123 




y3.3   0.083  0.074  0.080  0.288  0.135  0.169  0.124 
y2.3   0.037  0.033  0.036  0.129  0.060  0.076  0.055 
y2.2   0.057  0.051  0.056  0.199  0.093  0.117  0.086 
y2.1   0.059  0.053  0.057  0.205  0.096  0.120  0.088 
y1.1   0.060  0.054  0.058  0.209  0.098  0.123  0.090 
y1.2   0.049  0.044  0.048  0.170  0.080  0.100  0.073 
y1.3   0.098  0.087  0.095  0.341  0.160  0.200  0.147 
x.4    0.014  0.013  0.014  0.049  0.023  0.029  0.021 
x.3    0.019  0.017  0.019  0.068  0.032  0.040  0.029 
x.2    0.016  0.014  0.015  0.054  0.025  0.032  0.023 
x.1    0.014  0.012  0.013  0.048  0.022  0.028  0.020 
            
        y4.2   y4.1   y3.1   y3.2   y3.3   y2.3   y2.2     
       -----  ------ ------ ------ ------ ------ ------ 
y4.2   0.900 
y4.1   0.674  1.840 
y3.1   0.124  0.200  0.322 
y3.2   0.211  0.338  0.204  0.789 
y3.3   0.213  0.341  0.206  0.349  0.570 
y2.3   0.095  0.153  0.079  0.133  0.135  0.324 
y2.2   0.147  0.236  0.122  0.206  0.208  0.332  0.790 
y2.1   0.151  0.243  0.044  0.212  0.214  0.342  0.528 
y1.1   0.154  0.248  0.078  0.132  0.133  0.131  0.202 
y1.2   0.126  0.202  0.063  0.107  0.108  0.107  0.165 
y1.3   0.252  0.534  0.127  0.215  0.216  0.213  0.329 
x.4    0.036  0.058  0.018  0.031  0.031  0.031  0.048 
x.3    0.050  0.080  0.025  0.043  0.043  0.042  0.065 
x.2    0.040  0.064  0.020  0.034  0.034  0.034  0.052 
x.1    0.035  0.056  0.018  0.030  0.030  0.030  0.046 
 
       y2.1   y1.1   y1.2    y1.3   x.4    x.3    x.2      
      ------  ----- ------  ----- ------ ------ ------- 
y2.1   0.685 
y1.1   0.208  0.564 
y1.2   0.170  0.181  0.346 
y1.3   0.339  0.362  0.295  0.650 
x.4    0.049  0.052  0.043  0.085  0.300 
x.3    0.067  0.072  0.058  0.117  0.246  0.796 
x.2    0.054  0.057  0.047  0.093  0.197  0.269  0.385 
x.1    0.047  0.051  0.041  0.082  0.173  0.237  0.190 
 
          x.1      
        -------- 
x.1      0.300 
 
Implied Correlations 
         y5.1   y5.2   y5.3   y4.6   y4.5   y4.4   y4.3     
       ------- ------ ------ ------ ------ ------ ------ 
y5.1    1.000 
y5.2    0.574  1.000 
y5.3    0.556  0.573  1.000 
y4.6    0.219  0.226  0.218  1.000 
y4.5    0.174  0.179  0.173  0.388  1.000 
y4.4    0.202  0.208  0.201  0.451  0.358  1.000 
y4.3    0.172  0.177  0.171  0.384  0.305  0.354  1.000 
y4.2    0.214  0.220  0.213  0.478  0.379  0.441  0.375 
y4.1    0.240  0.247  0.239  0.536  0.426  0.494  0.421 
y3.1    0.106  0.109  0.106  0.237  0.188  0.218  0.186 
y3.2    0.115  0.118  0.114  0.256  0.203  0.236  0.201 
y3.3    0.136  0.140  0.136  0.304  0.241  0.280  0.238 
y2.3    0.081  0.083  0.081  0.180  0.143  0.166  0.142 
y2.2    0.080  0.082  0.080  0.178  0.142  0.164  0.140 
y2.1    0.088  0.091  0.088  0.197  0.157  0.182  0.155 
y1.1    0.099  0.102  0.099  0.222  0.176  0.205  0.174 
y1.2    0.103  0.106  0.103  0.231  0.183  0.213  0.181 
y1.3    0.151  0.155  0.150  0.337  0.267  0.311  0.264 




x.4     0.032  0.033  0.032  0.072  0.057  0.066  0.056 
x.3     0.027  0.028  0.027  0.060  0.048  0.056  0.047 
x.2     0.031  0.032  0.031  0.069  0.055  0.064  0.054 
x.1     0.031  0.032  0.031  0.069  0.055  0.064  0.054 
 
         y4.2  y4.1   y3.1   y3.2   y3.3   y2.3   y2.2     
        -----  ----   ----   ----  -----  -----   ----- 
y4.2    1.000 
y4.1    0.524  1.000 
y3.1    0.231  0.259  1.000 
y3.2    0.250  0.281  0.406  1.000 
y3.3    0.297  0.333  0.481  0.521  1.000 
y2.3    0.176  0.198  0.244  0.264  0.313  1.000 
y2.2    0.174  0.195  0.241  0.261  0.310  0.656  1.000 
y2.1    0.193  0.216  0.095  0.289  0.343  0.726  0.717 
y1.1    0.217  0.243  0.183  0.198  0.234  0.307  0.303 
y1.2    0.225  0.253  0.190  0.205  0.243  0.318  0.315 
y1.3    0.329  0.488  0.277  0.300  0.355  0.465  0.460 
x.4     0.070  0.079  0.059  0.064  0.076  0.099  0.098 
x.3     0.059  0.066  0.050  0.054  0.064  0.083  0.082 
x.2     0.068  0.076  0.057  0.062  0.073  0.096  0.095 
x.1     0.068  0.076  0.057  0.062  0.073  0.096  0.094 
 
          
        y2.1     y1.1     y1.2     y1.3     x.4      x.3      x.2      
            -------- -------- -------- -------- -------- -----  ----- 
y2.1         1.000 
y1.1         0.335    1.000 
y1.2         0.348    0.409    1.000 
y1.3         0.509    0.598    0.621    1.000 
x.4          0.108    0.127    0.132    0.193    1.000 
x.3          0.091    0.107    0.111    0.162    0.503   1.000 
x.2          0.105    0.123    0.128    0.187    0.579   0.486  1.000 
x.1          0.105    0.123    0.128    0.186    0.578   0.485  0.559 
 
        x.1      
 x.1 -------- 




             y5.1     y5.2     y5.3     y4.6     y4.5     y4.4    y4.3     
          -------- -------- -------- -------- -------- -------- -------- 
y5.1         0.000 
y5.2         0.003    0.000 
y5.3         0.007   -0.009    0.000 
y4.6         0.039    0.046    0.135   -0.000 
y4.5        -0.085   -0.002    0.013   -0.100   -0.000 
y4.4        -0.083    0.015   -0.050   -0.014   -0.009   -0.000 
y4.3         0.033    0.049    0.062    0.044    0.015    0.003   -0.000 
y4.2         0.017    0.035    0.033    0.066   -0.012   -0.025    0.047 
y4.1        -0.124   -0.008   -0.074   -0.061    0.085    0.014   -0.138 
y3.1        -0.057   -0.044   -0.071   -0.060    0.053    0.049    0.008 
y3.2        -0.019    0.057    0.048    0.073   -0.008    0.021    0.041 
y3.3        -0.041   -0.022   -0.048   -0.038   -0.020    0.012   -0.040 
y2.3        -0.029   -0.036    0.002    0.019    0.021    0.004   -0.036 
y2.2        -0.065   -0.080   -0.063   -0.039    0.031    0.014   -0.022 
y2.1        -0.032   -0.020    0.024    0.107   -0.023    0.050    0.017 
y1.1        -0.008   -0.001    0.018    0.017    0.055    0.083    0.065 
y1.2        -0.012   -0.008    0.074    0.047   -0.017    0.007    0.010 
y1.3        -0.113   -0.021   -0.012    0.003   -0.003   -0.039   -0.016 
x.4         -0.010   -0.010    0.011   -0.039    0.046   -0.058    0.036 
x.3          0.067    0.044    0.087    0.100    0.011   -0.093    0.079 
x.2         -0.011   -0.019    0.014    0.133    0.062   -0.046    0.066 
x.1         -0.039   -0.053   -0.049   -0.010    0.026   -0.062   -0.036 
 




             y4.2     y4.1     y3.1     y3.2     y3.3     y2.3     y2.2     
          -------- -------- -------- -------- -------- -------- -------- 
y4.2        -0.000 
y4.1        -0.057   -0.066 
y3.1        -0.039    0.058    0.006 
y3.2        -0.077    0.066   -0.041    0.000 
y3.3        -0.124    0.096    0.039   -0.004    0.000 
y2.3        -0.041    0.053    0.004    0.049    0.010    0.000 
y2.2        -0.118    0.011   -0.026    0.099   -0.028   -0.007    0.000 
y2.1        -0.060    0.017   -0.023    0.080   -0.058    0.002    0.013 
y1.1         0.117    0.132   -0.021    0.061   -0.027   -0.050   -0.026 
y1.2         0.073    0.012   -0.026    0.066   -0.013   -0.002   -0.049 
y1.3         0.001   -0.004   -0.043    0.111    0.005    0.014    0.022 
x.4          0.021   -0.055    0.002   -0.030   -0.041   -0.072   -0.038 
x.3          0.059   -0.051   -0.077   -0.064   -0.052   -0.047   -0.015 
x.2          0.030    0.093   -0.018    0.074    0.041   -0.018    0.053 
x.1         -0.005    0.035   -0.010   -0.002   -0.015   -0.044   -0.015 
 
 
             y2.1     y1.1     y1.2     y1.3     x.4      x.3      x.2      
          -------- -------- -------- -------- -------- -------- -------- 
y2.1         0.014 
y1.1        -0.065    0.000 
y1.2        -0.014    0.014    0.000 
y1.3         0.028    0.005   -0.004    0.004 
x.4         -0.107   -0.031   -0.011   -0.062    0.000 
x.3          0.008   -0.046    0.048    0.014   -0.015    0.000 
x.2          0.026    0.002    0.044    0.065    0.005    0.006    0.000 
x.1         -0.085    0.014    0.040    0.011    0.008    0.009   -0.015 
 
          x.1      
x.1     -------- 
         0.000 
 
Standardized Residual Covariances 
 
             y5.1     y5.2     y5.3     y4.6     y4.5     y4.4     y4.3     
          -------- -------- -------- -------- -------- -------- -------- 
y5.1         0.000 
y5.2         0.053    0.000 
y5.3         0.096   -0.139    0.000 
y4.6         0.378    0.511    1.333   -0.000 
y4.5        -1.394   -0.031    0.225   -0.993   -0.000 
y4.4        -1.259    0.264   -0.779   -0.131   -0.146   -0.000 
y4.3         0.588    1.009    1.131    0.468    0.271    0.059   -0.000 
y4.2         0.217    0.513    0.433    0.498   -0.162   -0.304    0.671 
y4.1        -1.098   -0.078   -0.669   -0.313    0.775    0.112   -1.355 
y3.1        -1.237   -1.105   -1.583   -0.818    1.225    1.048    0.193 
y3.2        -0.258    0.912    0.685    0.632   -0.112    0.285    0.656 
y3.3        -0.657   -0.418   -0.800   -0.378   -0.350    0.188   -0.748 
y2.3        -0.636   -0.900    0.054    0.265    0.502    0.093   -0.901 
y2.2        -0.899   -1.271   -0.899   -0.339    0.471    0.194   -0.352 
y2.1        -0.468   -0.336    0.371    1.002   -0.366    0.742    0.298 
y1.1        -0.127   -0.013    0.305    0.180    0.973    1.344    1.242 
y1.2        -0.254   -0.185    1.576    0.618   -0.391    0.135    0.230 
y1.3        -1.711   -0.374   -0.187    0.024   -0.052   -0.582   -0.274 
x.4         -0.220   -0.251    0.250   -0.556    1.130   -1.312    0.955 
x.3          0.930    0.697    1.239    0.886    0.162   -1.300    1.275 
x.2         -0.217   -0.444    0.282    1.695    1.351   -0.920    1.533 










             y4.2     y4.1     y3.1     y3.2     y3.3     y2.3     y2.2     
          -------- -------- -------- -------- -------- -------- -------- 
y4.2        -0.000 
y4.1        -0.393   -0.253 
y3.1        -0.700    0.723    0.141 
y3.2        -0.878    0.526   -0.743    0.000 
y3.3        -1.651    0.885    0.823   -0.050    0.000 
y2.3        -0.750    0.666    0.131    0.931    0.212    0.000 
y2.2        -1.375    0.092   -0.505    1.209   -0.396   -0.121    0.000 
y2.1        -0.749    0.148   -0.479    1.043   -0.880    0.038    0.145 
y1.1         1.593    1.254   -0.482    0.891   -0.462   -1.103   -0.376 
y1.2         1.262    0.143   -0.753    1.229   -0.273   -0.052   -0.890 
y1.3         0.008   -0.032   -0.903    1.471    0.080    0.285    0.280 
x.4          0.397   -0.729    0.079   -0.622   -0.996   -2.304   -0.770 
x.3          0.687   -0.421   -1.521   -0.806   -0.770   -0.927   -0.183 
x.2          0.504    1.093   -0.505    1.331    0.877   -0.511    0.961 
x.1         -0.102    0.472   -0.335   -0.042   -0.348   -1.404   -0.311 
 
             y2.1     y1.1     y1.2     y1.3     x.4      x.3      x.2      
          -------- -------- -------- -------- -------- -------- -------- 
y2.1         0.141 
y1.1        -0.983    0.000 
y1.2        -0.279    0.299    0.000 
y1.3         0.369    0.075   -0.076    0.043 
x.4         -2.347   -0.738   -0.350   -1.374    0.000 
x.3          0.107   -0.686    0.904    0.186   -0.265    0.000 
x.2          0.493    0.043    1.191    1.277    0.119    0.104    0.000 
x.1         -1.866    0.333    1.214    0.254    0.234    0.157   -0.378 
 
             x.1      
x.1       -------- 
            0.000 
 
 
Factor Score Weights 
 
             y5.1     y5.2     y5.3     y4.6     y4.5     y4.4     y4.3     
          -------- -------- -------- -------- -------- -------- -------- 
X            0.000    0.000    0.000    0.001    0.001    0.001    0.001 
Y1           0.005    0.007    0.006    0.029    0.029    0.037    0.030 
Y2          -0.000   -0.000   -0.000   -0.001   -0.001   -0.001   -0.001 
Y3           0.003    0.004    0.003    0.015    0.015    0.019    0.016 
Y4           0.033    0.043    0.034    0.176    0.175    0.224    0.185 
Y5           0.238    0.308    0.243    0.010    0.010    0.012    0.010 
 
             y4.2     y4.1     y3.1     y3.2     y3.3     y2.3     y2.2     
          -------- -------- -------- -------- -------- -------- -------- 
X            0.001   -0.003    0.001    0.000    0.000    0.000    0.000 
Y1           0.036   -0.104    0.020    0.007    0.013    0.014    0.008 
Y2          -0.001   -0.012    0.179   -0.008   -0.016    0.300    0.181 
Y3           0.019    0.017    0.264    0.164    0.337   -0.020   -0.012 
Y4           0.218    0.226    0.053    0.033    0.067   -0.004   -0.002 
Y5           0.012    0.013    0.003    0.002    0.004   -0.000   -0.000 
 
             y2.1     y1.1     y1.2     y1.3     x.4      x.3      x.2      
          -------- -------- -------- -------- -------- -------- -------- 
X            0.001    0.002    0.002    0.021    0.248    0.089    0.192 
Y1           0.029    0.065    0.091    0.819    0.008    0.003    0.006 
Y2           0.470    0.004    0.006    0.065    0.001    0.000    0.000 
Y3           0.127    0.005    0.007    0.011    0.001    0.000    0.001 
Y4           0.025    0.050    0.070   -0.027    0.006    0.002    0.005 








              x.1      
          -------- 
X            0.216 
Y1           0.007 
Y2           0.000 
Y3           0.001 
Y4           0.005 
Y5           0.000 
 
Total Effects 
              X        Y1       Y2       Y3       Y4       Y5       
          -------- -------- -------- -------- -------- -------- 
Y1           0.492    0.000    0.000    0.000    0.000    0.000 
Y2           0.283    0.576    0.000    0.000    0.000    0.000 
Y3           0.181    0.367    0.257    0.000    0.000    0.000 
Y4           0.337    0.685    0.030    0.762    0.000    0.000 
Y5           0.079    0.162    0.007    0.180    0.236    0.000 
y5.1         0.082    0.166    0.007    0.185    0.243    1.029 
y5.2         0.073    0.148    0.006    0.165    0.217    0.918 
y5.3         0.079    0.162    0.007    0.180    0.236    1.000 
y4.6         0.285    0.578    0.025    0.644    0.845    0.000 
y4.5         0.133    0.271    0.012    0.301    0.396    0.000 
y4.4         0.167    0.339    0.015    0.377    0.495    0.000 
y4.3         0.122    0.249    0.011    0.277    0.363    0.000 
y4.2         0.210    0.427    0.018    0.475    0.624    0.000 
y4.1         0.337    0.685    0.030    0.762    1.000    0.000 
y3.1         0.106    0.215    0.151    0.586    0.000    0.000 
y3.2         0.179    0.364    0.255    0.992    0.000    0.000 
y3.3         0.181    0.367    0.257    1.000    0.000    0.000 
y2.3         0.178    0.362    0.628    0.000    0.000    0.000 
y2.2         0.275    0.559    0.970    0.000    0.000    0.000 
y2.1         0.283    0.576    1.000    0.000    0.000    0.000 
y1.1         0.302    0.614    0.000    0.000    0.000    0.000 
y1.2         0.246    0.500    0.000    0.000    0.000    0.000 
y1.3         0.492    1.000    0.000    0.000    0.000    0.000 
x.4          1.036    0.000    0.000    0.000    0.000    0.000 
x.3          1.418    0.000    0.000    0.000    0.000    0.000 
x.2          1.135    0.000    0.000    0.000    0.000    0.000 
x.1          1.000    0.000    0.000    0.000    0.000    0.000 
 
Standardized Total Effects 
              X        Y1       Y2       Y3       Y4       Y5       
          -------- -------- -------- -------- -------- -------- 
Y1           0.262    0.000    0.000    0.000    0.000    0.000 
Y2           0.157    0.600    0.000    0.000    0.000    0.000 
Y3           0.125    0.475    0.320    0.000    0.000    0.000 
Y4           0.133    0.506    0.021    0.435    0.000    0.000 
Y5           0.056    0.212    0.009    0.182    0.419    0.000 
y5.1         0.041    0.158    0.007    0.136    0.313    0.746 
y5.2         0.043    0.163    0.007    0.140    0.323    0.769 
y5.3         0.041    0.158    0.007    0.136    0.312    0.745 
y4.6         0.093    0.354    0.015    0.304    0.699    0.000 
y4.5         0.074    0.281    0.012    0.241    0.555    0.000 
y4.4         0.086    0.326    0.014    0.280    0.645    0.000 
y4.3         0.073    0.278    0.012    0.239    0.549    0.000 
y4.2         0.091    0.345    0.014    0.297    0.683    0.000 
y4.1         0.102    0.388    0.016    0.333    0.766    0.000 
y3.1         0.076    0.291    0.196    0.612    0.000    0.000 
y3.2         0.082    0.315    0.212    0.662    0.000    0.000 
y3.3         0.098    0.373    0.251    0.786    0.000    0.000 
y2.3         0.128    0.488    0.815    0.000    0.000    0.000 
y2.2         0.127    0.483    0.805    0.000    0.000    0.000 
y2.1         0.140    0.534    0.891    0.000    0.000    0.000 
y1.1         0.165    0.628    0.000    0.000    0.000    0.000 
y1.2         0.171    0.652    0.000    0.000    0.000    0.000 
y1.3         0.250    0.952    0.000    0.000    0.000    0.000 




x.4          0.774    0.000    0.000    0.000    0.000    0.000 
x.3          0.650    0.000    0.000    0.000    0.000    0.000 
x.2          0.748    0.000    0.000    0.000    0.000    0.000 
x.1          0.747    0.000    0.000    0.000    0.000    0.000 
 
Direct Effects 
              X        Y1       Y2       Y3       Y4       Y5       
          -------- -------- -------- -------- -------- -------- 
Y1           0.492    0.000    0.000    0.000    0.000    0.000 
Y2           0.000    0.576    0.000    0.000    0.000    0.000 
Y3           0.000    0.219    0.257    0.000    0.000    0.000 
Y4           0.000    0.501   -0.166    0.762    0.000    0.000 
Y5           0.000    0.000    0.000    0.000    0.236    0.000 
y5.1         0.000    0.000    0.000    0.000    0.000    1.029 
y5.2         0.000    0.000    0.000    0.000    0.000    0.918 
y5.3         0.000    0.000    0.000    0.000    0.000    1.000 
y4.6         0.000    0.000    0.000    0.000    0.845    0.000 
y4.5         0.000    0.000    0.000    0.000    0.396    0.000 
y4.4         0.000    0.000    0.000    0.000    0.495    0.000 
y4.3         0.000    0.000    0.000    0.000    0.363    0.000 
y4.2         0.000    0.000    0.000    0.000    0.624    0.000 
y4.1         0.000    0.000    0.000    0.000    1.000    0.000 
y3.1         0.000    0.000    0.000    0.586    0.000    0.000 
y3.2         0.000    0.000    0.000    0.992    0.000    0.000 
y3.3         0.000    0.000    0.000    1.000    0.000    0.000 
y2.3         0.000    0.000    0.628    0.000    0.000    0.000 
y2.2         0.000    0.000    0.970    0.000    0.000    0.000 
y2.1         0.000    0.000    1.000    0.000    0.000    0.000 
y1.1         0.000    0.614    0.000    0.000    0.000    0.000 
y1.2         0.000    0.500    0.000    0.000    0.000    0.000 
y1.3         0.000    1.000    0.000    0.000    0.000    0.000 
x.4          1.036    0.000    0.000    0.000    0.000    0.000 
x.3          1.418    0.000    0.000    0.000    0.000    0.000 
x.2          1.135    0.000    0.000    0.000    0.000    0.000 
x.1          1.000    0.000    0.000    0.000    0.000    0.000 
 
Standardized Direct Effects 
              X        Y1       Y2       Y3       Y4       Y5       
          -------- -------- -------- -------- -------- -------- 
Y1           0.262    0.000    0.000    0.000    0.000    0.000 
Y2           0.000    0.600    0.000    0.000    0.000    0.000 
Y3           0.000    0.283    0.320    0.000    0.000    0.000 
Y4           0.000    0.370   -0.118    0.435    0.000    0.000 
Y5           0.000    0.000    0.000    0.000    0.419    0.000 
y5.1         0.000    0.000    0.000    0.000    0.000    0.746 
y5.2         0.000    0.000    0.000    0.000    0.000    0.769 
y5.3         0.000    0.000    0.000    0.000    0.000    0.745 
y4.6         0.000    0.000    0.000    0.000    0.699    0.000 
y4.5         0.000    0.000    0.000    0.000    0.555    0.000 
y4.4         0.000    0.000    0.000    0.000    0.645    0.000 
y4.3         0.000    0.000    0.000    0.000    0.549    0.000 
y4.2         0.000    0.000    0.000    0.000    0.683    0.000 
y4.1         0.000    0.000    0.000    0.000    0.766    0.000 
y3.1         0.000    0.000    0.000    0.612    0.000    0.000 
y3.2         0.000    0.000    0.000    0.662    0.000    0.000 
y3.3         0.000    0.000    0.000    0.786    0.000    0.000 
y2.3         0.000    0.000    0.815    0.000    0.000    0.000 
y2.2         0.000    0.000    0.805    0.000    0.000    0.000 
y2.1         0.000    0.000    0.891    0.000    0.000    0.000 
y1.1         0.000    0.628    0.000    0.000    0.000    0.000 
y1.2         0.000    0.652    0.000    0.000    0.000    0.000 
y1.3         0.000    0.952    0.000    0.000    0.000    0.000 
x.4          0.774    0.000    0.000    0.000    0.000    0.000 
x.3          0.650    0.000    0.000    0.000    0.000    0.000 
x.2          0.748    0.000    0.000    0.000    0.000    0.000 
x.1          0.747    0.000    0.000    0.000    0.000    0.000 





              X        Y1       Y2       Y3       Y4       Y5       
          -------- -------- -------- -------- -------- -------- 
Y1           0.000    0.000    0.000    0.000    0.000    0.000 
Y2           0.283    0.000    0.000    0.000    0.000    0.000 
Y3           0.181    0.148    0.000    0.000    0.000    0.000 
Y4           0.337    0.184    0.196    0.000    0.000    0.000 
Y5           0.079    0.162    0.007    0.180    0.000    0.000 
y5.1         0.082    0.166    0.007    0.185    0.243    0.000 
y5.2         0.073    0.148    0.006    0.165    0.217    0.000 
y5.3         0.079    0.162    0.007    0.180    0.236    0.000 
y4.6         0.285    0.578    0.025    0.644    0.000    0.000 
y4.5         0.133    0.271    0.012    0.301    0.000    0.000 
y4.4         0.167    0.339    0.015    0.377    0.000    0.000 
y4.3         0.122    0.249    0.011    0.277    0.000    0.000 
y4.2         0.210    0.427    0.018    0.475    0.000    0.000 
y4.1         0.337    0.685    0.030    0.762    0.000    0.000 
y3.1         0.106    0.215    0.151    0.000    0.000    0.000 
y3.2         0.179    0.364    0.255    0.000    0.000    0.000 
y3.3         0.181    0.367    0.257    0.000    0.000    0.000 
y2.3         0.178    0.362    0.000    0.000    0.000    0.000 
y2.2         0.275    0.559    0.000    0.000    0.000    0.000 
y2.1         0.283    0.576    0.000    0.000    0.000    0.000 
y1.1         0.302    0.000    0.000    0.000    0.000    0.000 
y1.2         0.246    0.000    0.000    0.000    0.000    0.000 
y1.3         0.492    0.000    0.000    0.000    0.000    0.000 
x.4          0.000    0.000    0.000    0.000    0.000    0.000 
x.3          0.000    0.000    0.000    0.000    0.000    0.000 
x.2          0.000    0.000    0.000    0.000    0.000    0.000 
x.1          0.000    0.000    0.000    0.000    0.000    0.000 
 
Standardized Indirect Effects 
              X        Y1       Y2       Y3       Y4       Y5       
          -------- -------- -------- -------- -------- -------- 
Y1           0.000    0.000    0.000    0.000    0.000    0.000 
Y2           0.157    0.000    0.000    0.000    0.000    0.000 
Y3           0.125    0.192    0.000    0.000    0.000    0.000 
Y4           0.133    0.136    0.139    0.000    0.000    0.000 
Y5           0.056    0.212    0.009    0.182    0.000    0.000 
y5.1         0.041    0.158    0.007    0.136    0.313    0.000 
y5.2         0.043    0.163    0.007    0.140    0.323    0.000 
y5.3         0.041    0.158    0.007    0.136    0.312    0.000 
y4.6         0.093    0.354    0.015    0.304    0.000    0.000 
y4.5         0.074    0.281    0.012    0.241    0.000    0.000 
y4.4         0.086    0.326    0.014    0.280    0.000    0.000 
y4.3         0.073    0.278    0.012    0.239    0.000    0.000 
y4.2         0.091    0.345    0.014    0.297    0.000    0.000 
y4.1         0.102    0.388    0.016    0.333    0.000    0.000 
y3.1         0.076    0.291    0.196    0.000    0.000    0.000 
y3.2         0.082    0.315    0.212    0.000    0.000    0.000 
y3.3         0.098    0.373    0.251    0.000    0.000    0.000 
y2.3         0.128    0.488    0.000    0.000    0.000    0.000 
y2.2         0.127    0.483    0.000    0.000    0.000    0.000 
y2.1         0.140    0.534    0.000    0.000    0.000    0.000 
y1.1         0.165    0.000    0.000    0.000    0.000    0.000 
y1.2         0.171    0.000    0.000    0.000    0.000    0.000 
y1.3         0.250    0.000    0.000    0.000    0.000    0.000 
x.4          0.000    0.000    0.000    0.000    0.000    0.000 
x.3          0.000    0.000    0.000    0.000    0.000    0.000 
x.2          0.000    0.000    0.000    0.000    0.000    0.000 












Covariances:                                      M.I.    Par Change 
                                               ---------  ---------- 
                         e17 <-------> X          5.067      -0.066 
                         e15 <------> z2          4.670      -0.105 
                         e15 <------> z3          4.334      -0.094 
                         e14 <-----> e18          4.706       0.129 
                         e14 <-----> e16          7.587      -0.152 
                         e12 <------> z1          4.465       0.119 
                         e10 <-----> e16          4.086      -0.044 
                         e5 <-------> z4          5.083       0.128 
                         e6 <------> e22          4.613       0.059 
                         e4 <-------> z1          6.216      -0.078 
                         e2 <-------> z1          4.704       0.078 
                         e1 <------> e16          7.440      -0.067 
                         e1 <------> e14          4.008       0.077 
                         e1 <-------> e8          5.631      -0.046 
 
Variances:                                  M.I.    Par Change 
                                               ---------  ---------- 
Regression Weights:                             M.I.    Par Change 
                                               ---------  ---------- 
                         y5.3 <---- y1.2          4.855       0.227 
                         y4.4 <------- X          5.067      -0.393 
                         y4.4 <----- x.2          4.999      -0.234 
                         y4.2 <------ Y3          4.007      -0.284 
                         y4.2 <---- y3.3          4.846      -0.218 
                         y4.1 <---- y4.3          5.039      -0.306 
                         y3.2 <------ Y1          4.676       0.213 
                         y3.2 <---- y1.3          4.162       0.185 
                         y2.1 <----- x.1          4.821      -0.188 
                         y1.1 <---- y4.4          4.745       0.164 
                         y1.3 <---- y4.4          4.062      -0.119 
                         x.4 <------- Y1          5.717      -0.130 
                         x.4 <------- Y2          5.308      -0.133 
                         x.4 <----- y2.3          4.451      -0.150 
                         x.4 <----- y2.1          7.283      -0.132 
                         x.4 <----- y1.3          6.772      -0.130 
                         x.2 <------- Y1          4.322       0.131 
                         x.2 <------- Y3          4.719       0.193 
                         x.2 <----- y4.6          5.409       0.087 
                         x.2 <----- y3.2          4.693       0.114 
                         x.2 <----- y2.1          5.327       0.131 
                         x.2 <----- y1.3          4.746       0.126 
                         x.1 <----- y5.3          4.172      -0.108 
                         x.1 <----- y4.3          6.617      -0.155 
 
Variance-covariance Matrix of Estimates 
             par-1    par-2    par-3    par-4    par-5    par-6    par-7    
            -------- -------- -------- -------- -------- -------- -------- 
par-1       0.0295 
par-2       0.0185   0.0591 
par-3       0.0135   0.0170   0.0235 
par-4       0.0064   0.0080   0.0059   0.0459 
par-5       0.0000   0.0000  -0.0000  -0.0005   0.0104 
par-6       0.0000   0.0000   0.0000  -0.0004   0.0020   0.0054 
par-7       0.0000   0.0000  -0.0000  -0.0005   0.0024   0.0022   0.0089 
par-8       0.0000   0.0000   0.0000  -0.0000  -0.0020   0.0000   0.0000 
par-9       0.0000   0.0000   0.0000   0.0000  -0.0013   0.0000  -0.0000 
par-10     -0.0000  -0.0000  -0.0000  -0.0000  -0.0002   0.0000   0.0000 
par-11     -0.0000  -0.0000  -0.0000  -0.0000  -0.0012   0.0000   0.0000 
par-12      0.0000   0.0000   0.0000  -0.0004   0.0006   0.0006   0.0007 
par-13      0.0000   0.0000   0.0000  -0.0002   0.0004   0.0003   0.0004 
par-14      0.0000   0.0000   0.0000  -0.0003   0.0005   0.0005   0.0006 
par-15      0.0000   0.0000   0.0000  -0.0002   0.0004   0.0004   0.0004 




par-16      0.0000   0.0000   0.0000  -0.0005   0.0009   0.0008   0.0010 
par-17      0.0000  -0.0000   0.0000  -0.0000   0.0000   0.0000   0.0000 
par-18     -0.0000  -0.0000   0.0000  -0.0000  -0.0000   0.0000  -0.0000 
par-19      0.0000   0.0000   0.0000  -0.0002   0.0007   0.0010   0.0013 
par-20      0.0000   0.0000   0.0000   0.0001  -0.0010  -0.0005  -0.0007 
par-21      0.0000   0.0000   0.0000  -0.0001   0.0002   0.0002   0.0003 
par-22      0.0000   0.0000   0.0000   0.0000  -0.0000  -0.0000  -0.0000 
par-23      0.0000   0.0000  -0.0000   0.0001   0.0024   0.0018   0.0023 
par-24     -0.0000  -0.0000  -0.0000   0.0000  -0.0006  -0.0011  -0.0013 
par-25     -0.0000  -0.0000  -0.0000   0.0003  -0.0018  -0.0012  -0.0015 
par-26      0.0000   0.0000  -0.0000  -0.0001   0.0003   0.0002   0.0003 
par-27     -0.0044  -0.0054  -0.0040  -0.0018   0.0000  -0.0000   0.0000 
par-28      0.0000  -0.0000   0.0000  -0.0009  -0.0028  -0.0024  -0.0030 
par-29     -0.0000  -0.0000  -0.0000   0.0001  -0.0002  -0.0005  -0.0006 
par-30      0.0000   0.0000   0.0000   0.0000   0.0002  -0.0001  -0.0001 
par-31     -0.0000  -0.0000  -0.0000   0.0006  -0.0015  -0.0013  -0.0016 
par-32     -0.0000   0.0000  -0.0000   0.0000  -0.0000  -0.0000  -0.0000 
par-33      0.0013   0.0016   0.0013   0.0005  -0.0000   0.0000   0.0000 
par-34     -0.0017  -0.0001   0.0001  -0.0001  -0.0000  -0.0000  -0.0000 
par-35      0.0000  -0.0040   0.0001  -0.0001  -0.0000  -0.0000  -0.0000 
par-36      0.0000  -0.0001  -0.0013  -0.0001   0.0000   0.0000   0.0000 
par-37      0.0000   0.0000  -0.0000  -0.0003   0.0023   0.0020   0.0025 
par-38     -0.0000  -0.0000   0.0000   0.0001  -0.0005  -0.0006  -0.0005 
par-39     -0.0000  -0.0000   0.0000   0.0001  -0.0007  -0.0006  -0.0011 
par-40      0.0000   0.0000   0.0000  -0.0000  -0.0004   0.0000   0.0000 
par-41     -0.0000  -0.0000  -0.0000   0.0000   0.0003  -0.0000  -0.0000 
par-42     -0.0000  -0.0000  -0.0000  -0.0000   0.0001  -0.0000   0.0000 
par-43     -0.0000  -0.0000  -0.0000  -0.0000  -0.0002   0.0000   0.0000 
par-44      0.0000   0.0000   0.0000  -0.0000  -0.0000  -0.0000  -0.0000 
par-45      0.0000   0.0000   0.0000   0.0000   0.0001  -0.0000  -0.0000 
par-46      0.0000   0.0000   0.0000  -0.0002   0.0005   0.0004   0.0005 
par-47     -0.0000   0.0000  -0.0000   0.0000  -0.0000  -0.0000  -0.0000 
par-48     -0.0000  -0.0000  -0.0000   0.0000  -0.0000  -0.0000  -0.0000 
par-49     -0.0000  -0.0000  -0.0000   0.0000  -0.0000  -0.0000  -0.0000 
par-50     -0.0000  -0.0000   0.0000   0.0000  -0.0000  -0.0000  -0.0000 
par-51     -0.0000  -0.0000  -0.0000   0.0001  -0.0001  -0.0001  -0.0001 
par-52     -0.0000  -0.0000   0.0000  -0.0000   0.0000   0.0000   0.0000 
par-53     -0.0000   0.0000  -0.0000   0.0000  -0.0000  -0.0000  -0.0000 
par-54      0.0000   0.0000  -0.0000  -0.0000   0.0000   0.0000   0.0000 
 
            par-8    par-9    par-10   par-11   par-12   par-13   par-14   
          -------- -------- -------- -------- -------- -------- -------- 
par-8       0.0101 
par-9       0.0026   0.0041 
par-10      0.0002   0.0001   0.0319 
par-11      0.0017   0.0011   0.0081   0.0126 
par-12     -0.0000  -0.0000  -0.0000  -0.0000   0.0094 
par-13     -0.0000   0.0000  -0.0000  -0.0000   0.0022   0.0050 
par-14     -0.0000   0.0000   0.0000   0.0000   0.0029   0.0017   0.0067 
par-15      0.0000   0.0000  -0.0000   0.0000   0.0023   0.0014   0.0019 
par-16     -0.0000   0.0000  -0.0000  -0.0000   0.0050   0.0029   0.0040 
par-17     -0.0000   0.0000  -0.0000   0.0000   0.0000  -0.0000   0.0000 
par-18     -0.0000  -0.0000   0.0000   0.0000   0.0000   0.0000   0.0000 
par-19      0.0000   0.0000  -0.0026  -0.0009  -0.0002  -0.0001  -0.0001 
par-20      0.0012   0.0008  -0.0026  -0.0021   0.0002   0.0001   0.0002 
par-21      0.0000   0.0000  -0.0000  -0.0000   0.0014   0.0008   0.0011 
par-22      0.0000   0.0000  -0.0001  -0.0001   0.0000   0.0000   0.0000 
par-23     -0.0000  -0.0000  -0.0004  -0.0002  -0.0039  -0.0023  -0.0031 
par-24     -0.0011  -0.0007  -0.0011  -0.0012   0.0015   0.0009   0.0012 
par-25      0.0006   0.0004   0.0113   0.0068  -0.0037  -0.0021  -0.0029 
par-26      0.0000   0.0000  -0.0000  -0.0000   0.0004   0.0002   0.0003 
par-27     -0.0000  -0.0000   0.0000  -0.0000   0.0000  -0.0000  -0.0000 
par-28     -0.0000   0.0000  -0.0000  -0.0000  -0.0010  -0.0006  -0.0008 
par-29     -0.0027  -0.0017  -0.0001  -0.0009  -0.0001  -0.0000  -0.0001 
par-30     -0.0003  -0.0002  -0.0065  -0.0038   0.0001   0.0000   0.0000 
par-31     -0.0000  -0.0000  -0.0005  -0.0004  -0.0073  -0.0042  -0.0057 




par-32      0.0000   0.0000   0.0000  -0.0000  -0.0000  -0.0000  -0.0000 
par-33      0.0000   0.0000  -0.0000  -0.0000   0.0000   0.0000   0.0000 
par-34     -0.0000  -0.0000   0.0000   0.0000  -0.0000  -0.0000  -0.0000 
par-35      0.0000  -0.0000   0.0000   0.0000   0.0000  -0.0000  -0.0000 
par-36     -0.0000  -0.0000  -0.0000  -0.0000  -0.0000  -0.0000   0.0000 
par-37      0.0000   0.0000   0.0000   0.0000   0.0004   0.0002   0.0003 
par-38     -0.0000  -0.0000  -0.0000  -0.0000  -0.0001  -0.0000  -0.0000 
par-39     -0.0000  -0.0000  -0.0000  -0.0000  -0.0001  -0.0001  -0.0001 
par-40      0.0015   0.0010   0.0000   0.0004  -0.0000  -0.0000  -0.0000 
par-41     -0.0015  -0.0003   0.0000  -0.0002   0.0000  -0.0000   0.0000 
par-42     -0.0002  -0.0004   0.0000  -0.0001   0.0000  -0.0000  -0.0000 
par-43      0.0002   0.0001   0.0044   0.0027  -0.0000  -0.0000   0.0000 
par-44      0.0001   0.0000  -0.0048  -0.0005   0.0000   0.0000  -0.0000 
par-45     -0.0002  -0.0001  -0.0003  -0.0012  -0.0000  -0.0000  -0.0000 
par-46      0.0000   0.0000  -0.0000  -0.0000   0.0034   0.0019   0.0026 
par-47      0.0000   0.0000   0.0000   0.0000  -0.0017  -0.0001  -0.0001 
par-48      0.0000  -0.0000   0.0000   0.0000  -0.0000  -0.0005  -0.0000 
par-49      0.0000  -0.0000  -0.0000  -0.0000  -0.0000  -0.0000  -0.0010 
par-50     -0.0000  -0.0000   0.0000  -0.0000  -0.0000  -0.0000  -0.0000 
par-51      0.0000  -0.0000   0.0000   0.0000  -0.0001  -0.0001  -0.0001 
par-52     -0.0000  -0.0000  -0.0000   0.0000   0.0000   0.0000   0.0000 
par-53      0.0000  -0.0000   0.0000   0.0000  -0.0000   0.0000  -0.0000 
par-54      0.0000   0.0000  -0.0000  -0.0000   0.0000  -0.0000  -0.0000 
 
            par-15   par-16   par-17   par-18   par-19   par-20   par-21   
          -------- -------- -------- -------- -------- -------- -------- 
par-15      0.0058 
par-16      0.0032   0.0165 
par-17      0.0000   0.0000   0.0216 
par-18      0.0000   0.0000   0.0124   0.0277 
par-19     -0.0001  -0.0002  -0.0000  -0.0000   0.0128 
par-20      0.0001   0.0003   0.0000  -0.0000  -0.0084   0.0146 
par-21      0.0009   0.0019  -0.0029  -0.0032  -0.0001   0.0001   0.0052 
par-22     -0.0000   0.0000  -0.0000  -0.0000   0.0002  -0.0003   0.0000 
par-23     -0.0025  -0.0053  -0.0000  -0.0000  -0.0014   0.0009  -0.0015 
par-24      0.0009   0.0020  -0.0000  -0.0000   0.0015  -0.0035   0.0006 
par-25     -0.0023  -0.0050  -0.0000  -0.0000  -0.0017  -0.0001  -0.0014 
par-26      0.0003   0.0006   0.0000   0.0000   0.0001  -0.0001   0.0001 
par-27     -0.0000  -0.0000  -0.0000  -0.0000  -0.0000  -0.0000  -0.0000 
par-28     -0.0007  -0.0014  -0.0000   0.0000  -0.0014   0.0007  -0.0004 
par-29     -0.0000  -0.0001  -0.0000   0.0000   0.0001  -0.0009  -0.0000 
par-30      0.0000   0.0001  -0.0000  -0.0000   0.0008   0.0002   0.0000 
par-31     -0.0046  -0.0098  -0.0000  -0.0000  -0.0000  -0.0002  -0.0027 
par-32     -0.0000  -0.0000  -0.0069  -0.0076   0.0000  -0.0000   0.0009 
par-33      0.0000   0.0000   0.0000  -0.0000   0.0000   0.0000   0.0000 
par-34     -0.0000  -0.0000  -0.0000   0.0000  -0.0000  -0.0000  -0.0000 
par-35     -0.0000  -0.0000   0.0000   0.0000  -0.0000  -0.0000  -0.0000 
par-36      0.0000  -0.0000  -0.0000  -0.0000   0.0000  -0.0000  -0.0000 
par-37      0.0002   0.0005   0.0000  -0.0000   0.0013  -0.0007   0.0001 
par-38     -0.0000  -0.0001  -0.0000   0.0000  -0.0003   0.0001  -0.0000 
par-39     -0.0001  -0.0001  -0.0000   0.0000  -0.0004   0.0002  -0.0000 
par-40      0.0000  -0.0000   0.0000  -0.0000  -0.0001   0.0005  -0.0000 
par-41     -0.0000   0.0000   0.0000   0.0000  -0.0001  -0.0000  -0.0000 
par-42     -0.0000  -0.0000  -0.0000   0.0000  -0.0000  -0.0000  -0.0000 
par-43      0.0000  -0.0000   0.0000   0.0000  -0.0006  -0.0003  -0.0000 
par-44      0.0000   0.0000   0.0000  -0.0000   0.0003   0.0004   0.0000 
par-45     -0.0000   0.0000   0.0000  -0.0000   0.0001   0.0002  -0.0000 
par-46      0.0021   0.0046   0.0000   0.0000  -0.0001   0.0001   0.0012 
par-47     -0.0001  -0.0001  -0.0000   0.0000   0.0000  -0.0000  -0.0000 
par-48     -0.0000  -0.0000   0.0000  -0.0000   0.0000  -0.0000  -0.0000 
par-49     -0.0000  -0.0000  -0.0000  -0.0000   0.0000  -0.0000  -0.0000 
par-50     -0.0007  -0.0000  -0.0000  -0.0000   0.0000  -0.0000  -0.0000 
par-51     -0.0001  -0.0041  -0.0000  -0.0000   0.0001  -0.0001  -0.0001 
par-52      0.0000   0.0000   0.0033   0.0035  -0.0000   0.0000  -0.0006 
par-53     -0.0000  -0.0000  -0.0028   0.0000   0.0000  -0.0000   0.0003 
par-54     -0.0000  -0.0000   0.0002  -0.0037  -0.0000  -0.0000   0.0002 





            par-22   par-23   par-24   par-25   par-26   par-27   par-28   
          -------- -------- -------- -------- -------- -------- -------- 
par-22      0.0006 
par-23     -0.0001   0.0394 
par-24      0.0003  -0.0199   0.0405 
par-25     -0.0003  -0.0110  -0.0197   0.0688 
par-26     -0.0000  -0.0017   0.0008   0.0001   0.0028 
par-27     -0.0000  -0.0000   0.0000   0.0000   0.0000   0.0018 
par-28      0.0000  -0.0019   0.0013   0.0017  -0.0003   0.0000   0.0099 
par-29     -0.0000  -0.0010   0.0012  -0.0001  -0.0001   0.0000   0.0007 
par-30      0.0001   0.0006   0.0017  -0.0068  -0.0000  -0.0000   0.0001 
par-31      0.0000   0.0060   0.0014  -0.0024  -0.0002   0.0000   0.0021 
par-32      0.0000   0.0000  -0.0000   0.0000  -0.0000   0.0000   0.0000 
par-33      0.0000   0.0000  -0.0000  -0.0000   0.0000  -0.0003  -0.0000 
par-34     -0.0000  -0.0000  -0.0000   0.0000  -0.0000   0.0001  -0.0000 
par-35     -0.0000  -0.0000  -0.0000   0.0000   0.0000   0.0001  -0.0000 
par-36     -0.0000   0.0000   0.0000  -0.0000   0.0000   0.0001  -0.0000 
par-37     -0.0000   0.0025  -0.0014  -0.0012   0.0009   0.0000  -0.0026 
par-38      0.0000  -0.0006   0.0003   0.0003  -0.0000  -0.0000   0.0005 
par-39      0.0000  -0.0009   0.0005   0.0004  -0.0001  -0.0000   0.0008 
par-40     -0.0004   0.0001  -0.0004   0.0001   0.0000  -0.0000  -0.0000 
par-41     -0.0000   0.0001  -0.0000   0.0001  -0.0000   0.0000   0.0000 
par-42     -0.0000   0.0000  -0.0000   0.0000  -0.0000   0.0000  -0.0000 
par-43     -0.0001  -0.0004  -0.0010   0.0042  -0.0000   0.0000  -0.0000 
par-44     -0.0000  -0.0001  -0.0003  -0.0004   0.0000  -0.0000   0.0000 
par-45     -0.0003  -0.0001   0.0000  -0.0002   0.0000   0.0000   0.0000 
par-46      0.0000  -0.0030   0.0012  -0.0023   0.0034  -0.0000  -0.0008 
par-47     -0.0000   0.0002  -0.0001   0.0004  -0.0001  -0.0000   0.0001 
par-48     -0.0000   0.0001  -0.0000   0.0001  -0.0000   0.0000   0.0000 
par-49     -0.0000   0.0001  -0.0000   0.0002  -0.0001   0.0000   0.0000 
par-50      0.0000   0.0001  -0.0000   0.0001  -0.0000   0.0000   0.0000 
par-51     -0.0000   0.0004  -0.0001   0.0008  -0.0002   0.0000   0.0001 
par-52     -0.0000  -0.0000  -0.0000  -0.0000   0.0000  -0.0000  -0.0000 
par-53      0.0000   0.0000   0.0000   0.0000  -0.0000   0.0000   0.0000 
par-54      0.0000  -0.0000   0.0000  -0.0000  -0.0000  -0.0000  -0.0000 
 
 
            par-29   par-30   par-31   par-32   par-33   par-34   par-35   
          -------- -------- -------- -------- -------- -------- -------- 
par-29      0.0049 
par-30      0.0002   0.0049 
par-31      0.0003   0.0004   0.0281 
par-32     -0.0000  -0.0000   0.0000   0.0059 
par-33     -0.0000   0.0000  -0.0000  -0.0000   0.0007 
par-34      0.0000  -0.0000   0.0000   0.0000  -0.0001   0.0011 
par-35      0.0000  -0.0000   0.0000  -0.0000  -0.0001  -0.0001   0.0060 
par-36      0.0000   0.0000   0.0000   0.0000  -0.0001  -0.0001  -0.0001 
par-37     -0.0007  -0.0001  -0.0010  -0.0000   0.0000   0.0000   0.0000 
par-38      0.0001   0.0000   0.0002   0.0000  -0.0000  -0.0000  -0.0000 
par-39      0.0002   0.0000   0.0003   0.0000  -0.0000  -0.0000  -0.0000 
par-40     -0.0009  -0.0001  -0.0000   0.0000   0.0000  -0.0000  -0.0000 
par-41      0.0003  -0.0000  -0.0000  -0.0000  -0.0000   0.0000  -0.0000 
par-42      0.0002  -0.0000  -0.0000  -0.0000  -0.0000   0.0000   0.0000 
par-43     -0.0001  -0.0019  -0.0005  -0.0000  -0.0000   0.0000   0.0000 
par-44     -0.0000   0.0005  -0.0001  -0.0000   0.0000  -0.0000  -0.0000 
par-45      0.0001   0.0002  -0.0000   0.0000   0.0000  -0.0000  -0.0000 
par-46     -0.0001   0.0000  -0.0060  -0.0001   0.0000  -0.0000  -0.0000 
par-47     -0.0000  -0.0000   0.0003  -0.0000  -0.0000   0.0000  -0.0000 
par-48     -0.0000  -0.0000   0.0001  -0.0000  -0.0000   0.0000   0.0000 
par-49     -0.0000  -0.0000   0.0002  -0.0000  -0.0000   0.0000   0.0000 
par-50     -0.0000  -0.0000   0.0001  -0.0000  -0.0000   0.0000   0.0000 
par-51     -0.0000  -0.0000   0.0006  -0.0000  -0.0000  -0.0000  -0.0000 
par-52     -0.0000  -0.0000  -0.0000  -0.0016   0.0000   0.0000   0.0000 
par-53      0.0000  -0.0000   0.0000   0.0004  -0.0000   0.0000  -0.0000 
par-54     -0.0000   0.0000   0.0000   0.0004   0.0000  -0.0000  -0.0000 





            par-36   par-37   par-38   par-39   par-40   par-41   par-42   
          -------- -------- -------- -------- -------- -------- -------- 
par-36      0.0006 
par-37      0.0000   0.0028 
par-38     -0.0000  -0.0005   0.0010 
par-39     -0.0000  -0.0008   0.0002   0.0028 
par-40     -0.0000   0.0000   0.0000   0.0000   0.0016 
par-41      0.0000   0.0000  -0.0000  -0.0000  -0.0005   0.0026 
par-42      0.0000  -0.0000   0.0000   0.0000  -0.0002   0.0000   0.0004 
par-43     -0.0000   0.0000  -0.0000  -0.0000   0.0000   0.0000   0.0000 
par-44      0.0000  -0.0000   0.0000   0.0000   0.0000   0.0000   0.0000 
par-45      0.0000  -0.0000   0.0000   0.0000   0.0001   0.0000   0.0000 
par-46      0.0000   0.0008  -0.0001  -0.0001   0.0000  -0.0000  -0.0000 
par-47      0.0000  -0.0000   0.0000   0.0000   0.0000  -0.0000  -0.0000 
par-48      0.0000  -0.0000   0.0000   0.0000   0.0000   0.0000   0.0000 
par-49     -0.0000  -0.0000   0.0000   0.0000   0.0000  -0.0000   0.0000 
par-50     -0.0000  -0.0000   0.0000   0.0000  -0.0000   0.0000   0.0000 
par-51      0.0000  -0.0001   0.0000   0.0000  -0.0000  -0.0000   0.0000 
par-52     -0.0000   0.0000  -0.0000  -0.0000  -0.0000   0.0000   0.0000 
par-53      0.0000  -0.0000   0.0000   0.0000  -0.0000  -0.0000   0.0000 
par-54      0.0000   0.0000  -0.0000  -0.0000   0.0000  -0.0000  -0.0000 
 
 
            par-43   par-44   par-45   par-46   par-47   par-48   par-49   
          -------- -------- -------- -------- -------- -------- -------- 
par-43      0.0032 
par-44     -0.0008   0.0065 
par-45     -0.0003  -0.0001   0.0012 
par-46     -0.0000   0.0000  -0.0000   0.0216 
par-47     -0.0000   0.0000   0.0000  -0.0008   0.0067 
par-48      0.0000   0.0000  -0.0000  -0.0002  -0.0001   0.0026 
par-49      0.0000  -0.0000  -0.0000  -0.0004  -0.0001  -0.0000   0.0037 
par-50     -0.0000   0.0000  -0.0000  -0.0002  -0.0001  -0.0000  -0.0000 
par-51     -0.0000   0.0000   0.0000  -0.0015  -0.0004  -0.0001  -0.0002 
par-52      0.0000   0.0000  -0.0000   0.0000  -0.0000  -0.0000  -0.0000 
par-53      0.0000  -0.0000  -0.0000  -0.0000   0.0000   0.0000   0.0000 
par-54     -0.0000   0.0000   0.0000  -0.0000   0.0000  -0.0000   0.0000 
 
            par-50   par-51   par-52   par-53   par-54   
          -------- -------- -------- -------- -------- 
par-50      0.0035 
par-51     -0.0001   0.0195 
par-52     -0.0000   0.0000   0.0034 
par-53      0.0000   0.0000  -0.0005   0.0021 
par-54      0.0000   0.0000  -0.0005  -0.0006   0.0038 
 
Critical Ratios for Differences between Parameters 
             par-1    par-2    par-3    par-4    par-5    par-6    par-7    
          -------- -------- -------- -------- -------- -------- -------- 
par-1        0.000 
par-2        1.247    0.000 
par-3       -0.616   -1.735    0.000 
par-4       -2.570   -3.104   -2.265    0.000 
par-5       -2.798   -3.197   -2.498    0.349    0.000 
par-6       -3.398   -3.618   -3.152    0.034   -0.698    0.000 
par-7       -2.660   -3.087   -2.345    0.514    0.316    1.138    0.000 
par-8       -0.828   -1.704   -0.357    2.021    2.524    3.776    2.587 
par-9       -2.763   -3.144   -2.452    0.609    0.403    1.317    0.129 
par-10      -0.579   -1.415   -0.187    1.791    2.014    2.547    1.872 
par-11      -2.677   -3.111   -2.369    0.386    0.061    0.638   -0.192 
par-12      -2.592   -3.038   -2.272    0.555    0.351    1.058    0.076 
par-13      -4.153   -4.169   -3.984   -0.569   -1.754   -1.382   -2.189 
par-14      -3.364   -3.602   -3.114    0.012   -0.637   -0.046   -0.987 
par-15      -3.934   -4.017   -3.740   -0.423   -1.452   -1.017   -1.856 
par-16      -1.353   -2.087   -0.955    1.401    1.697    2.419    1.509 




par-17      -0.960   -1.762   -0.554    1.640    1.914    2.545    1.743 
par-18      -0.443   -1.321   -0.029    1.981    2.325    2.912    2.174 
par-19      -4.454   -4.476   -4.289   -1.124   -2.419   -2.212   -2.853 
par-20      -4.178   -4.278   -3.988   -0.956   -1.938   -1.669   -2.262 
par-21      -4.828   -4.667   -4.726   -1.131   -2.766   -2.620   -3.248 
par-22      -7.001   -6.137   -7.189   -2.656   -6.244   -7.463   -7.113 
par-23      -2.416   -2.924   -2.133    0.030   -0.353    0.005   -0.540 
par-24      -4.918   -5.023   -4.752   -2.241   -3.249   -3.037   -3.419 
par-25      -1.190   -1.836   -0.902    0.799    0.646    0.947    0.522 
par-26      -5.589   -5.181   -5.586   -1.639   -3.953   -4.190   -4.576 
par-27      -4.836   -4.677   -4.756   -1.433   -3.697   -3.917   -4.318 
par-28      -2.952   -3.311   -2.664    0.237   -0.166    0.346   -0.411 
par-29      -4.238   -4.231   -4.077   -0.639   -1.816   -1.419   -2.159 
par-30      -4.774   -4.623   -4.668   -1.077   -2.671   -2.451   -3.084 
par-31      -1.982   -2.572   -1.658    0.620    0.411    0.839    0.227 
par-32      -4.534   -4.460   -4.399   -0.923   -2.300   -2.048   -2.728 
par-33      -6.036   -5.403   -6.136   -1.684   -4.204   -4.698   -4.912 
par-34      -5.233   -5.082   -5.538   -1.486   -3.782   -4.085   -4.438 
par-35      -3.582   -3.544   -3.362   -0.142   -0.904   -0.374   -1.260 
par-36      -5.843   -5.303   -5.600   -1.722   -4.331   -4.875   -5.051 
par-37      -5.976   -5.460   -6.015   -1.944   -5.539   -6.792   -6.719 
par-38      -5.357   -4.976   -5.346   -1.355   -3.389   -3.464   -3.971 
par-39      -4.412   -4.330   -4.280   -0.684   -1.937   -1.627   -2.315 
par-40      -5.632   -5.186   -5.647   -1.610   -3.830   -4.278   -4.609 
par-41      -4.781   -4.593   -4.691   -0.973   -2.665   -2.476   -3.130 
par-42      -5.929   -5.370   -5.994   -1.781   -4.533   -5.114   -5.228 
par-43      -5.067   -4.810   -5.002   -1.237   -3.023   -3.029   -3.592 
par-44      -3.645   -3.809   -3.421   -0.215   -1.018   -0.521   -1.375 
par-45      -5.326   -4.958   -5.309   -1.340   -3.508   -3.665   -4.101 
par-46      -1.662   -2.321   -1.302    1.024    1.041    1.603    0.847 
par-47      -3.443   -3.661   -3.200   -0.053   -0.731   -0.179   -1.069 
par-48      -4.488   -4.381   -4.365   -0.734   -2.147   -1.887   -2.637 
par-49      -4.188   -4.179   -4.027   -0.542   -1.715   -1.339   -2.152 
par-50      -4.161   -4.156   -3.999   -0.508   -1.666   -1.278   -2.106 
par-51      -1.482   -2.182   -1.104    1.231    1.332    1.938    1.142 
par-52      -4.742   -4.577   -4.642   -0.979   -2.562   -2.398   -3.058 
par-53      -5.264   -4.932   -5.231   -1.338   -3.368   -3.469   -3.955 
par-54      -4.637   -4.507   -4.524   -0.912   -2.408   -2.200   -2.886 
 
            par-8    par-9    par-10   par-11   par-12   par-13   par-14   
          -------- -------- -------- -------- -------- -------- -------- 
par-8        0.000 
par-9       -3.618    0.000 
par-10       0.105    1.923    0.000 
par-11      -2.770   -0.356   -2.412    0.000 
par-12      -2.482   -0.041   -1.812    0.257    0.000 
par-13      -4.939   -2.778   -3.272   -1.675   -2.589    0.000 
par-14      -3.671   -1.285   -2.530   -0.652   -1.273    1.450    0.000 
par-15      -4.558   -2.339   -3.071   -1.400   -2.223    0.360   -1.063 
par-16      -0.770    1.508   -0.668    1.520    1.757    3.848    2.838 
par-17      -0.293    1.808   -0.318    1.798    1.673    3.403    2.517 
par-18       0.303    2.250    0.154    2.212    2.108    3.686    2.884 
par-19      -4.968   -3.152   -3.464   -2.224   -2.698   -1.076   -1.967 
par-20      -4.773   -2.833   -3.230   -1.852   -2.384   -0.760   -1.642 
par-21      -5.946   -4.079   -3.927   -2.622   -3.573   -1.376   -2.643 
par-22     -10.185  -10.364   -5.934   -5.731   -7.031   -5.911   -6.741 
par-23      -2.108   -0.612   -1.828   -0.370   -0.516    0.622    0.025 
par-24      -4.948   -3.705   -4.241   -3.193   -3.647   -2.531   -3.125 
par-25      -0.747    0.497   -0.822    0.677    0.473    1.427    0.936 
par-26      -7.398   -5.997   -4.627   -3.669   -4.627   -2.720   -3.886 
par-27      -7.366   -6.009   -4.493   -3.485   -4.313   -2.376   -3.565 
par-28      -2.980   -0.671   -2.166   -0.243   -0.510    1.464    0.400 
par-29      -4.361   -2.506   -3.341   -1.702   -2.287   -0.149   -1.356 
par-30      -5.763   -3.905   -3.330   -2.123   -3.144   -1.147   -2.295 
par-31      -1.591    0.172   -1.346    0.363    0.157    1.454    0.764 
par-32      -5.447   -3.468   -3.652   -2.232   -2.762   -0.777   -1.900 




par-33      -8.067   -7.165   -4.760   -3.926   -4.886   -3.053   -4.225 
par-34      -7.562   -6.352   -4.526   -3.550   -4.426   -2.474   -3.690 
par-35      -4.023   -1.677   -2.733   -0.921   -1.319    0.921   -0.312 
par-36      -8.202   -7.376   -4.833   -4.041   -5.021   -3.232   -4.384 
par-37      -8.015   -6.842   -5.000   -4.228   -5.256   -3.520   -4.609 
par-38      -7.322   -6.011   -4.371   -3.312   -4.137   -2.104   -3.358 
par-39      -5.533   -3.449   -3.491   -1.964   -2.532   -0.243   -1.564 
par-40      -8.885   -7.967   -4.654   -3.823   -4.597   -2.729   -3.890 
par-41      -5.539   -4.078   -3.845   -2.467   -3.154   -0.977   -2.254 
par-42      -8.222   -7.121   -4.913   -4.151   -5.191   -3.450   -4.586 
par-43      -6.624   -4.886   -4.761   -3.587   -3.608   -1.599   -2.784 
par-44      -4.103   -1.804   -2.504   -1.006   -1.431    0.741   -0.454 
par-45      -7.126   -5.741   -4.304   -3.023   -4.098   -2.052   -3.309 
par-46      -1.185    0.815   -1.005    0.939    0.870    2.620    1.742 
par-47      -3.787   -1.430   -2.606   -0.760   -1.028    1.076   -0.129 
par-48      -5.676   -3.636   -3.560   -2.067   -2.669   -0.350   -1.705 
par-49      -5.095   -2.905   -3.287   -1.675   -2.194    0.089   -1.113 
par-50      -5.077   -2.865   -3.258   -1.627   -2.150    0.175   -1.148 
par-51      -0.950    1.160   -0.816    1.234    1.072    2.819    1.917 
par-52      -5.991   -4.087   -3.818   -2.457   -3.084   -0.965   -2.197 
par-53      -6.985   -5.453   -4.301   -3.187   -3.959   -1.948   -3.162 
par-54      -5.787   -3.827   -3.722   -2.318   -2.916   -0.793   -2.018 
 
            par-15   par-16   par-17   par-18   par-19   par-20   par-21   
          -------- -------- -------- -------- -------- -------- -------- 
par-15       0.000 
par-16       3.559    0.000 
par-17       3.158    0.376    0.000 
par-18       3.465    0.878    0.710    0.000 
par-19      -1.289   -3.632   -3.772   -4.030    0.000 
par-20      -0.974   -3.361   -3.474   -3.756    0.183    0.000 
par-21      -1.664   -4.557   -3.778   -4.009    0.127   -0.152    0.000 
par-22      -5.938   -7.075   -6.703   -6.602   -2.623   -2.695   -4.165 
par-23       0.470   -1.334   -1.690   -2.041    1.203    1.066    1.215 
par-24      -2.666   -4.395   -4.353   -4.580   -1.720   -1.701   -1.906 
par-25       1.301   -0.269   -0.520   -0.861    1.862    1.746    1.899 
par-26      -2.951   -5.305   -5.047   -5.154   -0.717   -0.962   -1.211 
par-27      -2.620   -5.012   -4.912   -5.025   -0.428   -0.703   -0.824 
par-28       1.177   -1.730   -2.080   -2.479    2.069    1.918    2.489 
par-29      -0.454   -3.377   -3.499   -3.773    0.976    0.623    1.115 
par-30      -1.418   -4.089   -4.111   -4.324    0.242   -0.056    0.136 
par-31       1.272   -0.732   -1.161   -1.567    2.178    1.939    2.153 
par-32      -1.049   -3.762   -3.129   -3.386    0.463    0.174    0.479 
par-33      -3.262   -5.434   -5.263   -5.326   -0.742   -1.006   -1.350 
par-34      -2.717   -5.090   -4.969   -5.070   -0.419   -0.700   -0.838 
par-35       0.592   -2.567   -2.759   -3.104    1.758    1.411    2.120 
par-36      -3.429   -5.536   -5.352   -5.405   -0.852   -1.110   -1.521 
par-37      -3.712   -5.798   -5.492   -5.552   -1.384   -1.431   -2.000 
par-38      -2.368   -4.860   -4.785   -4.905   -0.165   -0.470   -0.468 
par-39      -0.578   -3.599   -3.691   -3.941    0.958    0.646    1.178 
par-40      -2.954   -5.231   -5.102   -5.193   -0.643   -0.938   -1.152 
par-41      -1.283   -4.102   -4.116   -4.320    0.473    0.157    0.477 
par-42      -3.633   -5.659   -5.455   -5.494   -0.954   -1.210   -1.701 
par-43      -1.868   -4.464   -4.444   -4.617   -0.007   -0.290   -0.197 
par-44       0.426   -2.649   -2.834   -3.172    1.636    1.303    1.914 
par-45      -2.319   -4.837   -4.748   -4.874   -0.150   -0.450   -0.434 
par-46       2.383   -0.503   -0.764   -1.217    2.907    2.645    3.353 
par-47       0.753   -2.389   -2.607   -2.965    1.875    1.525    2.238 
par-48      -0.707   -3.717   -3.778   -4.017    0.900    0.558    1.072 
par-49      -0.245   -3.322   -3.437   -3.714    1.190    0.843    1.436 
par-50      -0.158   -3.292   -3.405   -3.686    1.259    0.907    1.543 
par-51       2.572   -0.181   -0.549   -1.024    3.276    2.969    3.622 
par-52      -1.260   -4.044   -4.755   -4.868    0.440    0.131    0.395 
par-53      -2.212   -4.738   -4.206   -4.816   -0.164   -0.452   -0.451 
par-54      -1.090   -3.906   -3.988   -3.757    0.544    0.233    0.577 
 





            par-22   par-23   par-24   par-25   par-26   par-27   par-28   
          -------- -------- -------- -------- -------- -------- -------- 
par-22       0.000 
par-23       2.901    0.000 
par-24      -0.424   -1.928    0.000 
par-25       3.185    0.724    2.407    0.000 
par-26       3.598   -1.735    1.452   -2.366    0.000 
par-27       5.049   -1.643    1.623   -2.238    0.551    0.000 
par-28       6.140    0.209    3.270   -0.776    3.633    3.535    0.000 
par-29       5.736   -0.709    2.482   -1.522    2.459    2.206   -1.729 
par-30       4.544   -1.212    2.029   -1.734    1.364    1.008   -2.479 
par-31       4.375    0.673    3.218   -0.322    2.996    2.847    0.601 
par-32       4.505   -1.028    2.083   -1.756    1.633    1.314   -2.127 
par-33       5.907   -1.837    1.475   -2.386    0.049   -0.617   -4.045 
par-34       5.997   -1.645    1.647   -2.240    0.633    0.044   -3.614 
par-35       6.639   -0.192    2.904   -1.104    3.515    3.356   -0.707 
par-36       5.632   -1.902    1.413   -2.435   -0.167   -0.995   -4.174 
par-37       2.429   -2.281    1.060   -2.578   -1.121   -1.575   -3.662 
par-38       6.944   -1.478    1.809   -2.138    1.108    0.604   -3.529 
par-39       7.195   -0.759    2.468   -1.579    2.786    2.569   -1.966 
par-40       4.095   -1.778    1.486   -2.344    0.169   -0.448   -3.803 
par-41       6.249   -1.089    2.140   -1.812    2.011    1.670   -2.425 
par-42       5.782   -1.965    1.361   -2.482   -0.371   -1.243   -4.334 
par-43       4.715   -1.357    1.796   -2.156    1.132    0.715   -2.890 
par-44       6.170   -0.269    2.794   -1.155    3.238    3.021   -0.828 
par-45       5.629   -1.484    1.802   -2.112    1.126    0.622   -3.300 
par-46       5.630    0.999    3.787   -0.009    4.743    3.868    1.157 
par-47       6.568   -0.097    2.973   -1.031    3.559    3.403   -0.539 
par-48       7.229   -0.832    2.393   -1.616    2.712    2.463   -1.957 
par-49       6.866   -0.624    2.556   -1.454    2.966    2.755   -1.526 
par-50       7.199   -0.588    2.602   -1.426    3.135    2.929   -1.472 
par-51       6.251    1.269    3.965    0.152    4.489    4.380    1.510 
par-52       5.616   -1.092    2.106   -1.813    1.842    1.496   -2.380 
par-53       5.356   -1.482    1.770   -2.114    0.985    0.508   -3.197 
par-54       5.576   -1.020    2.164   -1.756    1.961    1.632   -2.226 
 
 
            par-29   par-30   par-31   par-32   par-33   par-34   par-35   
          -------- -------- -------- -------- -------- -------- -------- 
par-29       0.000 
par-30      -1.021    0.000 
par-31       1.727    2.287    0.000 
par-32      -0.636    0.315   -2.049    0.000 
par-33      -2.873   -1.566   -3.105   -1.846    0.000 
par-34      -2.296   -1.033   -2.867   -1.348    0.827    0.000 
par-35       1.067    2.017   -1.080    1.631    3.946    3.384    0.000 
par-36      -3.052   -1.742   -3.181   -2.009   -0.328   -1.107   -4.091 
par-37      -3.013   -2.131   -3.297   -2.380   -1.224   -1.742   -4.258 
par-38      -1.982   -0.660   -2.720   -1.003    1.620    0.644   -3.117 
par-39      -0.078    1.053   -1.828    0.637    3.530    2.744   -1.260 
par-40      -2.275   -1.329   -3.006   -1.631    0.175   -0.544   -3.653 
par-41      -0.849    0.328   -2.176   -0.046    2.531    1.777   -1.961 
par-42      -3.364   -1.931   -3.260   -2.186   -0.723   -1.549   -4.379 
par-43      -1.418   -0.290   -2.456   -0.673    1.360    0.734   -2.517 
par-44       0.881    1.895   -1.159    1.443    3.649    3.125   -0.152 
par-45      -1.903   -0.638   -2.674   -0.962    1.575    0.658   -3.045 
par-46       2.515    3.135    0.402    2.869    4.193    3.910    1.801 
par-47       1.223    2.145   -0.971    1.765    4.052    3.521    0.179 
par-48      -0.204    0.936   -1.882    0.525    3.448    2.639   -1.394 
par-49       0.251    1.316   -1.623    0.912    3.603    2.908   -0.896 
par-50       0.339    1.422   -1.582    1.006    3.833    3.103   -0.828 
par-51       2.931    3.565    0.685    3.287    4.740    4.435    2.171 
par-52      -0.805    0.278   -2.168   -0.066    2.228    1.570   -1.910 
par-53      -1.779   -0.606   -2.650   -0.983    1.254    0.518   -2.899 
par-54      -0.636    0.424   -2.076    0.071    2.340    1.708   -1.730 





            par-36   par-37   par-38   par-39   par-40   par-41   par-42   
          -------- -------- -------- -------- -------- -------- -------- 
par-36       0.000 
par-37      -1.013    0.000 
par-38       1.951    1.986    0.000 
par-39       3.764    3.309    2.411    0.000 
par-40       0.444    1.213   -1.136   -3.013    0.000 
par-41       2.768    2.958    1.313   -0.864    1.895    0.000 
par-42      -0.345    0.849   -2.398   -4.089   -0.651   -3.096    0.000 
par-43       1.570    2.026    0.289   -1.589    1.112   -0.786    1.805 
par-44       3.808    3.958    2.809    1.048    3.347    1.726    4.004 
par-45       1.885    2.224    0.046   -2.211    1.165   -1.246    2.298 
par-46       4.282    4.621    3.715    2.663    4.054    3.091    4.379 
par-47       4.210    4.300    3.210    1.423    3.726    2.099    4.410 
par-48       3.690    3.669    2.189   -0.149    2.917    0.729    4.027 
par-49       3.810    3.846    2.514    0.372    3.159    1.178    4.086 
par-50       4.048    4.027    2.701    0.477    3.347    1.302    4.344 
par-51       4.834    4.981    4.241    3.113    4.578    3.554    4.940 
par-52       2.438    2.726    1.144   -0.848    1.892   -0.040    2.691 
par-53       1.504    1.977   -0.004   -2.034    0.948   -1.152    1.794 
par-54       2.541    2.819    1.301   -0.649    2.015    0.137    2.781 
 
 
            par-43   par-44   par-45   par-46   par-47   par-48   par-49   
          -------- -------- -------- -------- -------- -------- -------- 
par-43       0.000 
par-44       2.110    0.000 
par-45      -0.234   -2.719    0.000 
par-46       3.432    1.885    3.692    0.000 
par-47       2.634    0.323    3.142   -1.617    0.000 
par-48       1.473   -1.175    2.092   -2.730   -1.543    0.000 
par-49       1.843   -0.705    2.427   -2.394   -1.053    0.513    0.000 
par-50       1.973   -0.636    2.606   -2.375   -0.995    0.624    0.091 
par-51       3.902    2.254    4.204    0.226    1.989    3.185    2.827 
par-52       0.699   -1.688    1.085   -3.063   -2.048   -0.720   -1.149 
par-53      -0.260   -2.625   -0.041   -3.637   -3.003   -1.919   -2.265 
par-54       0.848   -1.517    1.242   -2.951   -1.872   -0.522   -0.956 
 
            par-50   par-51   par-52   par-53   par-54   
          -------- -------- -------- -------- -------- 
par-50       0.000 
par-51       2.804    0.000 
par-52      -1.264   -3.514    0.000 
par-53      -2.421   -4.133   -0.939    0.000 
par-54      -1.064   -3.393    0.156    1.075    0.000 
 
 
Summary of models 
----------------- 
 
               Model  NPAR        CMIN    DF           P     CMIN/DF 
    ----------------  ----   ---------    --   ---------   --------- 
       Default model    54     227.537   199       0.081       1.143 
     Saturated model   253       0.000     0 
  Independence model    22    1055.205   231       0.000       4.568 
 
               Model         RMR         GFI        AGFI        PGFI 
    ----------------  ----------  ----------  ----------  ---------- 
       Default model       0.048       0.828       0.782       0.652 
     Saturated model       0.000       1.000                         
  Independence model       0.186       0.394       0.336       0.359 
 
 




                        DELTA1        RHO1      DELTA2        RHO2                   
Model                 NFI          RFI        IFI         TLI    CFI 
    ----------------  ----------      --------  ----------  ----------  ------ 
       Default model       0.784       0.750       0.967       0.960   .965 
     Saturated model       1.000                   1.000               .000 
  Independence model       0.000       0.000       0.000       0.000   .000 
  
               Model      PRATIO        PNFI        PCFI 
    ----------------  ----------  ----------  ---------- 
       Default model       0.861       0.676       0.832 
     Saturated model       0.000       0.000       0.000 
  Independence model       1.000       0.000       0.000 
 
               Model         NCP       LO 90       HI 90             
    ----------------  ----------  ----------  ---------- 
       Default model      28.537       0.000      69.944 
     Saturated model       0.000       0.000       0.000 
  Independence model     824.205     727.085     928.848 
 
               Model        FMIN          F0       LO 90       HI 90 
    ----------------  ----------  ----------  ----------  ---------- 
       Default model       2.298       0.288       0.000       0.707 
     Saturated model       0.000       0.000       0.000       0.000 
  Independence model      10.659       8.325       7.344       9.382 
 
               Model       RMSEA       LO 90       HI 90      PCLOSE 
    ----------------  ----------  ----------  ----------  ---------- 
       Default model       0.038       0.000       0.060       0.800 
  Independence model       0.190       0.178       0.202       0.000 
 
            Model       AIC     BCC     BIC        CAIC 
    -------------  --------  --------  -------  -------- 
  Default model     335.537   368.221  643.132   530.216  
Saturated model     506.000   659.132 1947.142  1418.108 
Independence model 1099.205  1112.521 1224.522  1178.519 
 
          Model          ECVI    LO 90    HI 90       MECVI 
       --------        -------   ------   -------  ---------- 
  Default model         3.389    3.101     3.808      3.719 
  Saturated model       5.111    5.111     5.111      6.658 
  Independence model   11.103   10.122    12.160     11.238 
 
                          OELTER     HOELTER 
               Model         .05         .01 
    ----------------  ----------  ---------- 
       Default model         102         109 
  Independence model          26          27 
 
 
Execution time summary: 
 
          Minimization: 0.511 
         Miscellaneous: 1.361 
             Bootstrap: 0.000 
                 Total: 1.872 
 
 





100 4.0 6.5 5.570 .5506
100 5.0 7.0 6.570 .6237
100 3.0 7.0 5.060 .8969
100 4.0 6.0 4.980 .5501
100 4.0 7.0 5.580 .7545
100 5.0 7.0 6.560 .5915
100 4.0 7.0 6.160 .8130
100 2.5 5.5 4.080 .8400
100 4.0 7.0 5.990 .8932
100 5.0 7.0 6.420 .5717
100 4.0 6.0 5.540 .5759
100 4.0 7.0 5.530 .8928
100 5.0 7.0 5.990 .7587
100 3.0 7.0 5.690 1.3386
100 3.0 7.0 4.860 .9537
100 4.0 6.0 5.370 .6913
100 4.0 7.0 6.060 .8018
100 4.0 7.0 5.460 .7443
100 2.0 7.0 5.040 1.2627
100 3.0 7.0 5.220 .8113
100 5.0 7.0 6.150 .7017
























Valid N (listw ise)













100 -2.85157 1.68915 .0000000 1.00000000
100 -2.51727 .68944 .0000000 1.00000000
100 -2.29678 2.16299 .0000000 1.00000000
100 -1.78145 1.85416 .0000000 1.00000000
100 -2.09406 1.88200 .0000000 1.00000000
100 -2.63726 .74384 .0000000 1.00000000
100 -2.65674 1.03318 .0000000 1.00000000
100 -1.88088 1.69041 .0000000 1.00000000
100 -2.22784 1.13071 .0000000 1.00000000
100 -2.48371 1.01447 .0000000 1.00000000
100 -2.67385 .79868 .0000000 1.00000000
100 -1.71373 1.64653 .0000000 1.00000000
100 -1.30483 1.33119 .0000000 1.00000000
100 -2.00958 .97864 .0000000 1.00000000
100 -1.95035 2.24395 .0000000 1.00000000
100 -1.98181 .91134 .0000000 1.00000000
100 -2.56933 1.17241 .0000000 1.00000000
100 -1.96165 2.06914 .0000000 1.00000000
100 -2.40759 1.55226 .0000000 1.00000000
100 -2.73640 2.19405 .0000000 1.00000000
100 -1.63881 1.21129 .0000000 1.00000000
























Valid N (listw ise)




















Tabel Statistik Untuk Distribusi t 
Df t 0,10 t 0,05 t 0,025 t 0,01 t 0,005 
1 3.078 6.314 12.706 31.821 63.657 
2 1.886 2.920 4.303 6.965 9.925 
3 1.638 2.353 3.182 4.541 5.841 
4 1.533 2.132 2.776 3.747 4.604 
5 1.476 2.015 2.571 3.365 4.032 
6 1.440 1.943 2.447 3.143 3.707 
7 1.415 1.895 2.365 2.998 3.499 
8 1.397 1.860 2.306 2.896 3.355 
9 1.383 1.833 2.262 2.821 3.250 
10 1.372 1.812 2.228 2.764 3.169 
11 1.363 1.796 2.201 2.718 3.106 
12 1.356 1.782 2.179 2.681 3.055 
13 1.350 1.771 2.160 2.650 3.012 
14 1.345 1.761 2.145 2.624 2.977 
15 1.341 1.753 2.131 2.602 2.947 
16 1.337 1.746 2.120 2.583 2.921 
17 1.333 1.740 2.110 2.567 2.898 
18 1.330 1.734 2.101 2.552 2.878 
19 1.328 1.729 2.093 2.539 2.861 
20 1.325 1.725 2.086 2.528 2.845 
21 1.323 1.721 2.080 2.518 2.831 
22 1.321 1.717 2.074 2.508 2.819 
23 1.319 1.714 2.069 2.500 2.807 
24 1.318 1.711 2.064 2.492 2.797 
25 1.316 1.708 2.060 2.485 2.787 
26 1.315 1.706 2.056 2.479 2.779 
27 1.314 1.703 2.052 2.473 2.771 
28 1.313 1.701 2.048 2.467 2.763 
29 1.311 1.699 2.045 2.462 2.756 
30 1.310 1.697 2.042 2.457 2.750 
31 1.309 1.696 2.040 2.453 2.744 
32 1.309 1.694 2.037 2.449 2.738 
33 1.308 1.692 2.035 2.445 2.733 
34 1.307 1.691 2.032 2.441 2.728 
35 1.306 1.690 2.030 2.438 2.724 
36 1.306 1.688 2.028 2.434 2.719 
37 1.305 1.687 2.026 2.431 2.715 
38 1.304 1.686 2.024 2.429 2.712 
39 1.304 1.685 2.023 2.426 2.708 
40 1.303 1.684 2.021 2.423 2.704 
41 1.303 1.683 2.020 2.421 2.701 
42 1.302 1.682 2.018 2.418 2.698 
43 1.302 1.681 2.017 2.416 2.695 
44 1.301 1.680 2.015 2.414 2.692 
45 1.301 1.679 2.014 2.412 2.690 
46 1.300 1.679 2.013 2.410 2.687 
47 1.300 1.678 2.012 2.408 2.685 
48 1.299 1.677 2.011 2.407 2.682 
49 1.299 1.677 2.010 2.405 2.680 
50 1.299 1.676 2.009 2.403 2.678 




51 1.298 1.675 2.008 2.402 2.676 
52 1.298 1.675 2.007 2.400 2.674 
53 1.298 1.674 2.006 2.399 2.672 
54 1.297 1.674 2.005 2.397 2.670 
55 1.297 1.673 2.004 2.396 2.668 
56 1.297 1.673 2.003 2.395 2.667 
57 1.297 1.672 2.002 2.394 2.665 
58 1.296 1.672 2.002 2.392 2.663 
59 1.296 1.671 2.001 2.391 2.662 
60 1.296 1.671 2.000 2.390 2.660 
61 1.296 1.670 2.000 2.389 2.659 
62 1.295 1.670 1.999 2.388 2.657 
63 1.295 1.669 1.998 2.387 2.656 
64 1.295 1.669 1.998 2.386 2.655 
65 1.295 1.669 1.997 2.385 2.654 
66 1.295 1.668 1.997 2.384 2.652 
67 1.294 1.668 1.996 2.383 2.651 
68 1.294 1.668 1.995 2.382 2.650 
69 1.294 1.667 1.995 2.382 2.649 
70 1.294 1.667 1.994 2.381 2.648 
71 1.294 1.667 1.994 2.380 2.647 
72 1.293 1.666 1.993 2.379 2.646 
73 1.293 1.666 1.993 2.379 2.645 
74 1.293 1.666 1.993 2.378 2.644 
75 1.293 1.665 1.992 2.377 2.643 
76 1.293 1.665 1.992 2.376 2.642 
77 1.293 1.665 1.991 2.376 2.641 
78 1.292 1.665 1.991 2.375 2.640 
79 1.292 1.664 1.990 2.374 2.640 
80 1.292 1.664 1.990 2.374 2.639 
81 1.292 1.664 1.990 2.373 2.638 
82 1.292 1.664 1.989 2.373 2.637 
83 1.292 1.663 1.989 2.372 2.636 
84 1.292 1.663 1.989 2.372 2.636 
85 1.292 1.663 1.988 2.371 2.635 
86 1.291 1.663 1.988 2.370 2.634 
87 1.291 1.663 1.988 2.370 2.634 
88 1.291 1.662 1.987 2.369 2.633 
89 1.291 1.662 1.987 2.369 2.632 




90 1.291 1.662 1.987 2.368 2.632 
91 1.291 1.662 1.986 2.368 2.631 
92 1.291 1.662 1.986 2.368 2.630 
93 1.291 1.661 1.986 2.367 2.630 
94 1.291 1.661 1.986 2.367 2.629 
95 1.291 1.661 1.985 2.366 2.629 
96 1.290 1.661 1.985 2.366 2.628 
97 1.290 1.661 1.985 2.365 2.627 
98 1.290 1.661 1.984 2.365 2.627 
99 1.290 1.660 1.984 2.365 2.626 
100 1.290 1.660 1.984 2.364 2.626 
101 1.290 1.660 1.984 2.364 2.625 
102 1.290 1.660 1.983 2.363 2.625 
103 1.290 1.660 1.983 2.363 2.624 
104 1.290 1.660 1.983 2.363 2.624 
105 1.290 1.659 1.983 2.362 2.623 
106 1.290 1.659 1.983 2.362 2.623 
107 1.290 1.659 1.982 2.362 2.623 
108 1.289 1.659 1.982 2.361 2.622 
109 1.289 1.659 1.982 2.361 2.622 
110 1.289 1.659 1.982 2.361 2.621 
111 1.289 1.659 1.982 2.360 2.621 
112 1.289 1.659 1.981 2.360 2.620 
 
 
