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a b s t r a c t
The level of a module over a differential graded algebra measures the number of steps
required to build themodule in an appropriate triangulated category. Based on this notion,
we introduce a new homotopy invariant of spaces over a fixed space, called the level of a
map. Moreover, we provide a method to compute the invariant for spaces over aK-formal
space. This enables us to determine the level of the total space of a bundle over the 4-
dimensional sphere with the aid of Auslander–Reiten theory for spaces due to Jørgensen.
We also discuss the problem of realizing an indecomposable object in the derived category
of the sphere by the singular cochain complex of a space. The Hopf invariant provides a
criterion for the realization.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Categorical representation theory yields suitable tools for studying certain problems in finite group theory, algebraic
geometry and algebraic topology. For example, the Auslander–Reiten quiver of a triangulated category is an interesting
combinatorial invariant; see [15–18,33]. The singular (co)chain complex functor is a necessary ingredient in developing
algebraic model theory for topological spaces; see [1,3,10,14,28].Wewill advertise here the idea that this functor, combined
with tools from categorical representation theory of the kind just mentioned, is likely to provide new insights into the
relationship between algebra and topology. To this end, we introduce and study a homotopy invariant that we call the level
of a map.
The notion of levels of objects in a triangulated category was originally introduced by Avramov et al. in [2]. Roughly
speaking, the level of an objectM in a triangulated category T counts the number of steps required to buildM out of a fixed
object via triangles in T .
Let X be a space and T OPX the category of spaces over X . The singular cochain complex functor C∗( ;K)with coefficients
in a field K gives rise to a contravariant functor from T OPX to the derived category D(C∗(X;K)) of DG (that is, differential
graded) modules over the DG algebra C∗(X;K). Observe that D(C∗(X;K)) is a triangulated category with shift functor
Σ; (ΣM)n = Mn+1. We then define the level of a space Y over X to be the level of the DG C∗(X;K)-module C∗(Y ;K);
see Section 2 for the exact definition.
In the rest of this section, we survey our main results.
After showing that the level of a space is aweak homotopy invariant onT OPX , we give a reduction theorem (Theorem2.5)
for computing the level of a pullback of K-formal spaces. An explicit calculation using this theorem tells us that a ‘nice’
space such as the total space E of a bundle over the sphere Sd is of low level; see Propositions 2.6 and 2.7. This means that
the object C∗(E;K) in D(C∗(Sd;K)) is built out of indecomposable objects of low level in the full subcategory of compact
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objects Dc(C∗(Sd;K)). These indecomposable objects, whichwe callmolecules of C∗(E;K), are visualizedwith black vertices
in the Auslander–Reiten quiver of Dc(C∗(Sd;K)) as drawn below.
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Here, only the component of the quiver containing Z0 = C∗(Sd;K) is illustrated. Thus, one has a new algebraic aspect of a
topological object. For more details of the Auslander–Reiten quiver of a space, we refer the reader to Theorem 2.13, which
is a remarkable result due to Jørgensen.
The level of a map Y → B provides a lower bound on the number of spherical fibrations required to construct Y from
B; see Proposition 2.8 and Theorem 2.9. A topological description of the level is given here. Moreover, Theorem 2.9 and
Proposition 3.5 imply that there exists at least one molecule in each row of the Auslander–Reiten quiver of Dc(C∗(Sd;Q)),
which is a summand of C∗(X;Q) for some space X over Sd.
Intriguing properties of the notion level are investigated in followups to this article [25,26]. In particular, we show in [25]
that the dual, chain-type level of a map f : X → Y provides an upper bound on the Lusternik–Schnirelmann category of X ,
at least over Q. In [26], we explain that cochain-type and chain-type levels are related by a sort of Eckmann–Hilton duality.
We dealwith the problemof realizing a vertex (molecule) in an Auslander–Reiten quiver by the singular cochain complex
of a space. It turns out that almost all molecules which appear in the quiver over the sphere are not realized by finite CW
complexes. In fact, Theorem 2.18 states that, in the Auslander–Reiten quiver mentioned above, only the arrow
Z0 • / • Σ−(d−1)Z1
is realizable. Proposition 2.17 asserts that a map φ : Sd → S2d−1 realizes the arrow if and only if the Hopf invariant of φ is
non-trivial. This gives a new topological perspective on the Auslander–Reiten quiver.
Statements of all our results can be found in Section 2, while the proofs are found in Sections 3 to 7.
2. Results
We fix some terminology. Throughout this article, differential graded objects are written in the cohomological notation,
that is, the differential increases degree by 1. We say that a graded vector spaceM is locally finite ifM i is of finite dimension
for any i. Moreover, M is said to be non-negative if M i = 0 for i < 0. A DG algebra A over a field K is simply-connected
if it is non-negative and satisfies the condition that H0(A) = K and H1(A) = 0. We refer to a morphism between DG A-
modules as a quasi-isomorphism if it induces an isomorphism on the homology. Note that unspecified DG A-modules are
right DG A-module. Unless otherwise explicitly stated, it is assumed that a space has the homotopy type of a CW complex,
whose cohomology with coefficients in the underlying field is locally finite. Observe that the cochain algebra C∗(X;K) of a
simply-connected space X is simply-connected.
The goal of this section is to state our results in more detail.
Let T be a triangulated category. To introduce the notion of the level, we first recall from [2] the definition of the
thickening of T . For a given object C in T , we define the 0th thickening by thick0T (C) = {0} and denote by thick1T (C)
the smallest strict full subcategory which contains C and is closed under taking finite coproducts, retracts and all shifts.
Moreover, for n > 1 define inductively the nth thickening thicknT (C) to be the smallest strict full subcategory of T which
is closed under retracts and contains objectsM admitting an exact triangle
M1 → M → M2 → ΣM1
in T for whichM1 andM2 are in thickn−1T (C) and thick1T (C), respectively.
By definition, a full subcategory C of T is thick if it is additive, closed under retracts, and every exact triangle in T with
two vertices inC has its third vertex inC. As mentioned in [2, 2.2.4], the thickenings provide a filtration of the smallest thick
subcategory thickT (C) of T containing the object C:
{0} = thick0T (C) ⊂ · · · ⊂ thicknT (C) ⊂ · · · ⊂ ∪n≥0thicknT (C) = thickT (C).
For an objectM in T , we define a numerical invariant levelCT (M), which is called the C-level of M , by
levelCT (M) := inf{n ∈ N ∪ {0} |M ∈ thicknT (C)}.
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It is worth noting that levelCT (M) is finite if and only if M is finitely built from C in the sense of Dwyer et al. [6, 3.15];
see also [5].
Let A be a DG algebra over a field K. Let D(A) be the derived category of DG A-modules, namely the localization of the
homotopy category H(A) of DG A-modules with respect to quasi-isomorphisms; see [20] and [22, PART III]. Observe that
D(A) is a triangulated category with the shift functorΣ defined by (ΣM)n = Mn+1 and that a triangle in D(A) comes from
a cofibre sequence of the form M
f→ N → Cf → ΣM in the homotopy category H(A). Here Cf denotes the mapping cone
of f . In what follows, for any objectM in D(A), we may write levelD(A)(M) for the A-level levelAD(A)(M) ofM .
Let X be a simply-connected space and T OP X the category of connected spaces over X , that is, objects are maps to the
space X and morphisms from α : Y → X to β : Z → X are maps f : Y → Z such that βf = α. For an object α : Y → X in
T OP X , the singular cochain complex C∗(Y ;K) is considered a DG module over the DG algebra C∗(X;K) via the morphism
of DG algebras induced by α. We may write C∗(Y ;K)α for this DG-module. Thus, we have a contravariant functor
C∗( ;K) : T OP X → D(C∗(X;K)).
Definition 2.1. Let α : Y → X be an object in T OP X . The level of the map α, denoted levelX (Y )K, is the C∗(X;K)-level of
C∗(Y ;K)α in the triangulated category D(C∗(X;K)), namely levelC∗(X;K)D(C∗(X;K))(C∗(Y ;K)α).
When there is no danger of confusion, we will write levelX (Y ) in place of levelX (Y )K. Note that, in [25], we call the level
of a map α : Y → X the cochain type level of the space Y and write levelD(C∗(X;K))(Y ) for levelX (Y )K.
A straightforward argument shows that the level is a weak homotopy invariant on T OP X .
Proposition 2.2. Let α : Y → X and β : Z → X be objects in T OP X . If there exists a weak homotopy equivalence f : Y → Z
such that α ≃ β ◦ f , then
levelX (Z) = levelX (Y ).
Proof. Let H : Y × I → X be a homotopy from α to β ◦ f and εi : Y → Y × I the inclusion defined by ε(y) = (y, i) for
i = 0, 1. We consider C∗(Y × I;K) a DG C∗(X;K)-module via the induced map H∗ : C∗(X;K)→ C∗(Y × I;K). Moreover,
C∗(Y ;K) is endowed with a DG C∗(X;K)-module structure via the map (H ◦ εi)∗ : C∗(X;K)→ C∗(Y ;K) for each i = 0, 1.
Then there exists a sequence of quasi-isomorphisms of DG C∗(X;K)-modules
C∗(Z;K)β f
∗
≃
/ C∗(Y ;K)H◦ε1 C∗(Y × I;K)Hε
∗
1
≃
o
ε∗0
≃
/ C∗(Y ;K)H◦ε0 = C∗(Y ;K)α.
Thus we have the result. 
It is natural to ask what aspect of topological spaces is captured by the notion of level. To begin to answer this question,
it is helpful to compute the level of various interesting maps. As an aid to computation, we provide a reduction theorem for
levels of certain maps of K-formal spaces.
Let mX : TVX ≃→ C∗(X;K) be a minimal TV-model for a simply-connected space in the sense of Halperin and Lemaire
[14], that is, TVX is a DG algebra whose underlying K-algebra is the tensor algebra generated by a graded vector space VX
and, for any element v ∈ VX , the image of v by the differential is decomposable; see also Appendix.
Recall that a space X is K-formal if it is simply-connected and there exists a sequence of quasi-isomorphisms of DG
algebras
H∗(X;K) TVXφX≃o
mX
≃
/ C∗(X;K),
where mX : TVX → C∗(X;K) denotes a minimal TV -model for X . Observe that if d > 1, then the sphere Sd is K-formal, for
any field K [7,31]. Moreover, a simply-connected space whose cohomology with coefficients in K is a polynomial algebra
generated by elements of even degree is K-formal [30, Section 7].
Definition 2.3. Let q : E → B and f : X → B be maps between K-formal spaces. The pair (q, f ) is relatively K-formalizable
if there exists a commutative diagram up to homotopy of DG algebras
H∗(E;K) TVEφE≃o
mE
≃
/ C∗(E;K)
H∗(B;K)
H∗(q)
O
H∗(f )

TVB
φB
≃
o mB
≃
/
qO
f

C∗(B;K)
q∗
O
f ∗

H∗(X;K) TVXφX≃o
mX
≃
/ C∗(X;K),
in which horizontal arrows are quasi-isomorphisms.
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In general, for given quasi-isomorphisms φE , mE , φB and mB as in Definition 2.3, there exist DG algebra mapsq1 andq2,
which make the right upper square and the left upper square homotopy commutative, respectively. However, in general,
one cannot choose a mapq which makes upper two squares homotopy commutative simultaneously even if the maps φE ,
mE , φB andmB are replaced by other quasi-isomorphisms; see Remark 6.3.
The following proposition, which is deduced from the proof of [24, Theorem 1.1], gives examples of relatively K-
formalizable pairs of maps.
Proposition 2.4. A pair of maps (q, f ) with a common target is relatively K-formalizable if each of the maps satisfies either of
the two conditions below on a map π : S → T .
(i) H∗(S;K) and H∗(T ;K) are polynomial algebras with at most countably many generators in which the operation Sq1 vanishes
when the characteristic of the field K is 2. Here, Sq1x = Sqn−1x for x of degree n; see [30, 4.9].
(ii) H i(S;K) = 0 for any i with dimH i−1(ΩT ;K)− dim(QH∗(T ;K))i ≠ 0.
Let q : E → B be a fibration over a space B and f : X → B a map. Let F denote the pullback diagram
E ×B X /

E
q

X
f
/ B.
Our main theorem on the computation of the level of a space is stated as follows.
Theorem 2.5. Suppose that the spaces X, B and E in the diagram F areK-formal and the pair (q, f ) is relativelyK-formalizable.
Then
levelX (E ×B X) = levelD(H∗(X;K))(H∗(E;K)⊗LH∗(B;K) H∗(X;K)).
As Example 4.3 illustrates, the condition thatX , B and E inF areK-formal is not sufficient.We refer the reader to Section 3
for the definition of the left derived functor−⊗L −.
By virtue of Theorem 2.5 and Proposition 2.4, we have the following.
Proposition 2.6. Let G be a simply-connected Lie group and G → Ef → S4 a G-bundle with the classifying map f : S4 → BG.
Suppose that H∗(BG;K) is a polynomial algebra on generators of even degree. Then
levelS4(Ef ) =

2 if H4(f ;K) ≠ 0,
1 otherwise.
Proposition 2.7. Let G be a simply-connected Lie group and H a maximal rank subgroup. Let G/H → Eg → S4 be the pullback
of the fibration G/H → BH π→ BG by a map g : S4 → BG. Suppose that H∗(BG;K) and H∗(BH;K) are polynomial algebras on
generators with even degree. Then
levelS4(Eg) = 1.
As an introduction of the meaning of the level of a maps f , we show that it provides a lower bound on the number of
stages in a factorization
Y = Yc πc−→ Yc−1 πc−1−→ · · · π2−→ Y1 π1−→ Y0 π0−→ B
of f , where each πi is a fibration with an odd sphere as fibre.
Proposition 2.8. Suppose that there exists a sequence of fibrations
S2m1+1 → Y1 π1−→ B× (×si=1S2ni+1), S2m2+1 → Y2
π2−→ Y1, . . . ,
S2mc+1 → Yc πc−→ Yc−1
in which B is simply-connected and ni,mj ≥ 1 for any i and j. We regard Yc as a space over B via the composite π0 ◦ π1 · · · ◦ πc ,
where π0 : B× (×li=1S2ni+1)→ B is the projection onto the first factor. Then
levelB(Yc)Q ≤ c + 1.
By using Proposition 2.8 and the homological information of each vertex of the Auslander–Reiten quiver of D(C∗(Sd;K))
described in Theorem 2.13, we can construct an object in T OP Sd of arbitrary level, provided that K = Q.
Theorem 2.9. For any integers l ≥ 1 and d > 1, there exists an object Pl → Sd in T OP Sd such that
levelSd(Pl)Q = l.
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The map Pl → Sd in the statement above is constructed iteratively by spherical fibrations, as in Proposition 2.8.
Proposition 2.8 also clarifies a link between the level of a rational space X and the codimension of X due to Greenlees
et al. [13].
Definition 2.10 ([13, 7.4(i)]). A space X is spherically complete intersection (sci) if it is simply-connected and there exists
a sequence of spherical fibrations
Sm1 −→ X1−→KV , Sm2 −→ X2−→Y1, . . . , Smc −→ Xc−→Xc−1
in which Xc = X and KV is a regular space, namely the Eilenberg–MacLane space on a finite-dimensional graded vector
space V with V odd = 0. The least such integer c is called the codimension of X , denoted codim(X).
The result [13, Lemma 8.1] asserts that the spheres which appear in the definition of a sci space may be taken to be of
odd dimension by replacing the regular space KV by another regular space. Thus if X is sci, by composing the projections in
the fibrations, we have a new fibration F → X π→ KV such that
codim(X) = dimπ∗(F)⊗ Q = dimπodd(X)⊗ Q.
We call this fibration a standard fibration of X . Proposition 2.8 yields immediately the following result.
Theorem 2.11. Let X be sci with a standard fibration of the form F → X → KV . Then one has
levelKV (X)Q ≤ codim(X)+ 1.
We next focus on the problem of realizing objects in the triangulated category D(C∗(Sd;K)) as the singular cochain
complexes of spaces. To this end, we describe Jørgensen’s result in [17] briefly.
Let T be a triangulated category. An object in T is said to be indecomposable if it is not a coproduct of non-trivial objects.
Recall that a triangle
L
u→ M v→ N w→ ΣL
in T is an Auslander–Reiten triangle [15,16] if the following conditions are satisfied:
(i) L and N are indecomposable.
(ii) w ≠ 0.
(iii) Each morphism N ′ → N which is not a retract factors through v.
We say that a morphism f : M → N in T is irreducible if it is neither a section nor a retraction, but satisfies that in any
factorization f = rs, either s is a section or r is a retraction.
The category T is said to have Auslander–Reiten triangles if, for each object N whose endomorphism ring is local, there
exists an Auslander–Reiten triangle with N as the third term from the left. Recall also that an object K in T is compact if the
functor HomT (K , ) preserves coproducts; see [32, Chapter 4].
Definition 2.12. The Auslander–Reiten quiver of T has, as vertices, the isomorphism classes [M] of indecomposable objects.
It has one arrow from [M] to [N]when there is an irreducible morphismM → N and no arrow from [M] to [N] otherwise.
Let A be a locally finite, simply-connected DG algebra over a fieldK. Assume further that dimH∗(A) <∞. We denote by
Dc(A) the full subcategory of the derived category D(A) consisting of the compact objects. For a DG A-moduleM , let DM be
the dual HomK(M,K) toM .
Put d := sup{i | H iA ≠ 0}. One of the main results in [17] asserts that both Dc(A) and Dc(Aop) have Auslander–Reiten
triangles if and only if there are isomorphisms of graded H∗A-modules H∗A(DH∗A) ∼= H∗A(ΣdH∗A) and (DH∗A)H∗A ∼=
(ΣdH∗A)H∗A, that is, H∗(A) is a Poincaré duality algebra. In other words, A is Gorenstein in the sense of Félix et al. [8]. In
this case, the form of the Auslander–Reiten quiver of Dc(A)was determined in [17,18].
The key lemma [17, Lemma 8.4] for proving results in [17, Section 8] is obtained by using the rational formality of the
spheres. Since the spheres are alsoK-formal for any fieldK, the assumption concerning the characteristic of the underlying
field is unnecessary for all the results in [17, Section 8]; see [19,33]. In particular, we have the following theorem.
Theorem 2.13 ([17, Theorem 8.13][17, Proposition 8.10]). Let Sd be the d-dimensional sphere with d > 1 and K an arbitrary
field. Then the Auslander–Reiten quiver of the category Dc(C∗(Sd;K)) consists of d − 1 components, each isomorphic to the
translation quiver ZA∞; see [15, 5.6]. The component containing Z0 ∼= C∗(Sd;K) is of the form
...
Z3
...
...
...
· · · ◦
@
@@
@@ ◦
Z2
@
@@
@@ ◦
@
@@
@@ ◦
Σ−2(d−1)Z2
@
@@
@@ · · ·
◦
 @
@@
@@
?~~~~~ ◦
Z1
 @
@@
@@
?~~~~~ ◦
Σ−(d−1)Z1
 @
@@
@@
?~~~~~ ◦ · · ·
◦
 @
@@
@@
?~~~~~ ◦
 @
@@
@@
?~~~~~ ◦
Σd−1Z0
 @
@@
@@
?~~~~~ ◦
Σ−(d−1)Z0
 @
@@
@@
?~~~~~
· · · ◦
?~~~~~ ◦
?~~~~~ ◦ Z0
?~~~~~ ◦ · · ·
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Moreover, the cohomology of the indecomposable objectΣ−lZm has the form
H i(Σ−lZm) ∼=

K for i = −m(d− 1)+ l and d+ l,
0 otherwise.
In what follows, we call an indecomposable object in Dc(C∗(X;K)) a molecule.
Remark 2.14. Let A be a DG algebra with dimH(A) < ∞. Then Dc(A) is a Krull–Remak–Schmidt category, that is, each
object decomposes uniquely into indecomposable objects; see [19, Proposition 2.4].
Remark 2.15. The latter half of Theorem 2.13 implies that molecules in Dc(C∗(Sd;K)) are characterized by their
cohomology. Moreover, those objects are also classified by the amplitude of their cohomology of the objects, up to shifts.
Here the amplitude of a DG moduleM , denoted ampM , is defined by
ampM := sup{i ∈ Z |M i ≠ 0} − inf{i ∈ Z |M i ≠ 0}.
The cohomology of Σ−(d−1)Z1 is isomorphic to H∗(S2d−1;K) as a graded vector space and that there is an irreducible
map Σ−(d−1)Z1 → Z0 that induces H∗(Sd;K) = H∗(Z0) → H∗(Σ−(d−1)Z1) = H∗(S2d−1;K) a morphism of H∗(Sd;K)-
modules. Thus one might expect that the topological realizability of the morphism in the quiver is related to the Hopf
invariant H : π2d−1(Sd)→ Z. We define realizability as follows.
Definition 2.16. An objectM in the category Dc(C∗(X;K)) is realizable by an object f : Y → X in T OPX ifM is isomorphic
to the cochain complex C∗(Y ;K) endowed with the C∗(X;K)-module structure via the map f ∗ : C∗(X;K) → C∗(Y ;K),
that is,M ∼= C∗(Y ;K)f in Dc(C∗(X;K)).
We establish the following proposition.
Proposition 2.17. Let φ : S2d−1 → Sd be a map. The DG module C∗(S2d−1;K)φ over C∗(Sd;K) is in Dc(C∗(Sd;K)) if and only
if H(φ)K is non-zero, where H(−)K denotes the composite of the Hopf invariant with the reduction Z→ Z⊗K. In that case, the
induced map φ∗ : C∗(Sd;K)→ C∗(S2d−1;K) coincides with the irreducible map Z0 → Σ−(d−1)Z1 up to scalar multiple.
Since the 0th cohomology of a space is non-zero and the negative part of the cohomology is zero, only indecomposable
objects of the formΣ−m(d−1)Zm (m ≥ 0) may be realizable; see the beginning of the proof of Theorem 2.18. Observe that the
objectsΣ−m(d−1)Zm lie in the line connecting Z0 andΣ−(d−1)Z1. However, the following proposition states that most of the
molecules in Dc(C∗(X;K)) are not realizable by finite CW complexes.
Theorem 2.18. Suppose that the characteristic of the underlying field is greater than 2 or zero. A molecule of the form Σ−iZl in
Dc(C∗(Sd;K)) is realizable by a finite CW complex if and only if i = d− 1, l = 1 and d is even, or i = 0 and l = 0.
The rest of this paper is organized as follows. Section 3 contains a brief introduction to semifree resolutions.We also recall
some results on the levels which we use later on. Section 4 is devoted to proving Theorem 2.5, while Proposition 2.8 and
Theorem 2.9 are proved in Section 5. In Section 6, we prove Proposition 2.17 and Theorem 2.18. The explicit computations
of levels described in Propositions 2.6 and 2.7 are made in Section 7.
We conclude this section with comments on our work.
Remark 2.19. Let X be a simply-connected space whose cohomology with coefficients in a field K is a Poincaré duality
algebra. The Auslander–Reiten quiver of Dc(C∗(X;K)) then graphically depicts irreducible morphisms andmolecules in the
full subcategory. Even if a molecule in Dc(C∗(X;K)) is not realizable, it may be needed to construct C∗(Y ;K) for a space Y
over X as a C∗(X;K)-module. In fact, it follows from the proofs of Propositions 2.6 and 2.7 that some molecules are retracts
of the C∗(S4;K)-modules C∗(Ef ;K) and C∗(Eg;K), even though they are not realizable; see also Example 7.3.
Remark 2.20. A CW complex Z is built out discs, which are called cells, by iterated attachment of them. It is well-known
that the dual to the cellular chain complex of a CW complex Z is quasi-isomorphic to the singular cochain complex C∗(Z;K).
Thus C∗(Z;K) is also regarded as ‘a set of cells’ and hence it seems a creature in some sense. When we describe images by
the functor C∗(−;K) in terms of representation theory, we may need objects in Dc(C∗(X;K)) which are not necessarily
realizable. Therefore, one might regard such an object as structurally smaller than a cell. This is the reason why we give
indecomposable objects in Dc(C∗(X;K)) the name ‘molecules’.
3. Semifree resolutions and the levels
We begin by recalling the definition of the semifree resolution.
Let A be a DG algebra over K.
Definition 3.1 ([2, 4.1][8][11, Section 6]). A semifree filtration of a DG A-module M is a family {F n}n∈Z of DG submodules of
M satisfying the condition: F−1 = 0, F n ⊂ F n+1, ∪n≥0F n = M and F n/F n−1 is isomorphic to a direct sum of shifts of A. A DG
A-moduleM admitting a semifree filtration is called semifree. We say that the filtration {F n}n∈Z has class at most l if F l = M
for some integer l. Moreover, {F n}n∈Z is called finite if each subquotient is finitely generated.
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Let M be a DG A-module. We say that a quasi-isomorphism of A-modules F
≃→ M is a semifree resolution of M if F is
semifree. For example, the bar resolution B(M; A; A) ofM is A-semifree, and its canonical augmentation ε : B(M; A; A) ≃→ M
is therefore a semifree resolution ofM .
Let N be a left DG A-module. We observe that the left derived functor−⊗LA N is defined by M ⊗LA N := F ⊗A N for any
right DG module M over A, where F
≃→ M is a semifree resolution of M . We see that by definition, H∗(M ⊗LA N) is exactly
TorA(M,N).
The following result is useful for computing the A-level of an object in D(A).
Theorem 3.2 ([2, Theorem 4.2]). Let M be a DGmodule over a DG algebra A and l a non-negative integer. Then levelAD(A)(M) ≤ l
if and only if M is a retract in D(A) of some DG module admitting a finite semifree filtration of class at most l− 1.
In order to study Auslander–Reiten triangles, in [18], Jørgensen introduced the function ϕ : D(A)→ Z∪ {∞} defined by
ϕ(M) := dimH∗(M ⊗LA K).
This yields a criterion for a given object in D(A) to be compact.
Proposition 3.3 ([2, Theorem 4.8][12, Proposition 2.3][20, Theorem 5.3]). Let A be a simply-connected DG algebra. An object M
in D(A) is compact if and only if ϕ(M) <∞. In that case, levelAD(A)(M) <∞.
In particular, for a map φ : Y → X from a connected space Y to a simply-connected space X, if the total dimension of the
cohomology of the homotopy fibre of the map φ is finite, then C∗(Y ;K) is in Dc(C∗(X;K)) and hence levelX (Y ) <∞.
Remark 3.4. Let Fφ be the homotopy fibre of a map φ : Y → X . The latter half of Proposition 3.3 follows from the fact that
H∗(Fφ;K) ∼= TorC∗(X;K)(C∗(Y ;K),K) ∼= H∗(C∗(Y ;K)⊗LC∗(X;K) K) as a graded vector space; see [34], [11, Theorem 7.5].
We conclude this section with a result due to Schmidt, about the levels of molecules in Dc(C∗(Sd;K)), which is used in
the proof of Theorem 2.9.
Proposition 3.5 ([33, Proposition 6.6]). Let Zi be the molecule in Dc(C∗(Sd;K)) described in Theorem 2.13. Then
levelD(C∗(Sd;K))(Zi) = i+ 1.
4. Proof of Theorem 2.5
In what follows, we write C∗( ) and H∗( ) for C∗( ;K) and H∗( ;K), respectively if the coefficients are clear from the
context.
Let X be a simply-connected formal space and mX : TVX ≃→ C∗(X;K) be a minimal model. We then have the following
equivalences of triangulated categories; see [22, Proposition 4.2],
D(C∗(X;K)) ≃
m∗X / D(TVX )
−⊗LTVX H
∗(X;K)
≃
/ D(H∗(X;K)),
wherem∗X is the pullback functor, that is, for a C∗(X;K)-moduleM ,m∗XM is defined to be the moduleM endowed with the
TVX -module structure viamX . We denote by FX the composite of the functors: FX = −⊗LTVX H∗(X;K)◦m∗X . Observe that the
functor FX leaves the cohomology of an object unchanged; see [11, Proposition 6.7] for example.
Lemma 4.1. Under the same hypothesis as in Theorem 2.5, the differential graded module FX (C∗(E ×B X;K)) is isomorphic to
H∗(E;K)⊗LH∗(B;K) H∗(X;K) in the category D(H∗(X;K)).
Proof. We use the same notation as in Definition 2.3. Let H : TVB ∧ I → C∗(E) and K : TVB ∧ I → C∗(X) be homotopies
from q∗ ◦ mB to mE ◦q and from f ∗ ◦ mB to mE ◦f , respectively. Here, TVB ∧ I denotes the cylinder object due to Baues
and Lemaire [9] in the category of DG algebras; see Appendix. The homotopies H and K make C∗(E) and C∗(X) into a right
TVB∧ I-module and a left TVB∧ I-module, respectively, so there exists a right C∗(X)-module of the form C∗(E)⊗LTVB∧I C∗(X).
Then there exists a sequence of quasi-isomorphisms of TVX -modules
C∗(E ×B X) C∗(E)⊗LC∗(B) C∗(X)≃
EMo C∗(E)⊗LTVB C∗(X)
1⊗ε01≃ 
1⊗mB1
≃
o
TVE ⊗LTVB TVX ≃
mE⊗1mX / C∗(E)⊗LTVB C∗(X)
1⊗ε11
≃
/ C∗(E)⊗LTVB∧I C∗(X),
where EM denotes the Eilenberg–Moore map; see [34, Theorem 3.2]. Therefore we see that m∗X (C∗(E ×B X)) is isomorphic
to TVE ⊗LTVB TVX in D(TVX ). By considering the bar resolution of TVE as a TVB-module, we see that, as objects in D(H∗(X)),
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(TVE ⊗LTVB TVX )⊗LTVX H∗(X) is isomorphic to TVE ⊗LTVB H∗(X). Then a sequence of quasi-isomorphisms similar to that above
connects TVE ⊗LTVB H∗(X)with H∗(E)⊗LH∗(B) H∗(X) in D(H∗(X)). In fact, we have quasi-isomorphisms
TVE ⊗LTVB H∗(X) ≃
φE⊗1 / H∗(E)⊗LTVB H∗(X) ≃
1⊗ε01 / H∗(E)⊗LTVB∧I H∗(X)
H∗(E)⊗LH∗(B) H∗(X) H∗(E)⊗LTVB H∗(X).
≃
1⊗φB1
o
1⊗ε11≃
O
This completes the proof. 
Proof of Theorem 2.5. We see that in D(H∗(X))
FXC∗(X) = (m∗XC∗(X))⊗LTVX H∗(X) = TVX ⊗LTVX H∗(X) = H∗(X).
Then the result [2, Proposition 3.4(1)] allows us to deduce that levelD(C∗(X;K))(M) = levelD(H∗(X;K))(FXM) for any objectM in
D(C∗(X,K)). By virtue of Lemma 4.1, we have the result. 
We recall a fundamental property of an object laying in the thickening of D(A). The result follows from the fact that a
triangle induces a long exact sequence in homology.
Lemma 4.2. Let A be a DG algebra, M a DG A-module and n a positive integer. Suppose that dimH(A) <∞. Then dimH(M) <
∞ for any object M ∈ thicknD(A)(A).
Example 4.3. Let ν : S7 → S4 be the Hopf map and Eν the pullback of ν : S7 → S4 over itself, giving rise to a fibration
S3 → Eν → S7. We prove now that
levelS7(Eν) ≠ levelD(H∗(S7;K))(H∗(S7;K)⊗LH∗(S4;K) H∗(S7;K)). (4.1)
Indeed, there is a Koszul resolution of the form
(Γ [w] ⊗ ∧(s−1x4)⊗ H∗(S4;K), δ)→ K→ 0
with δ(s−1x4) = x4 and δ(ω) = s−1x4⊗ x4, where x4 denotes the generator of H∗(S4;K), and Γ the divided powers algebra
functor; see [23, Proposition 1.2]. This gives rise to a semifree resolution
H∗(S7;K)⊗ Γ [w] ⊗ ∧(s−1x4)⊗ H∗(S4;K)→ H∗(S7;K)→ 0
of H∗(S7;K) as an H∗(S4;K)-module. Thus we have
M := H∗(S7;K)⊗LH∗(S4;K) H∗(S7;K) = (H∗(S7;K)⊗ Γ [w] ⊗ ∧(s−1x4)⊗ H∗(S7;K), 0).
Since dimH(M) = ∞, it follows from Lemma 4.2 thatM is not in the thickening thicknD(H∗(S7;K))(H∗(S7;K)) for any n ≥ 0.
This implies that the right hand side of (4.1) is infinite.
On the other hand, by Proposition 3.3, we see that levelS7(Eν) < ∞ because the dimension of the cohomology of the
fibre S3 is finite. We refer the reader to Example 7.2 for the explicit calculation of the level of Eν .
5. Proofs of Proposition 2.8 and Theorem 2.9
In this section, we work in rational homotopy theory and use Sullivan models for spaces and fibrations extensively. For
a thorough introduction to these models, we refer the reader to the book [11].
As mentioned in the Introduction, Theorem 2.9 is deduced from Proposition 2.8. The proof of the proposition is given
first.
Proof of Proposition 2.8. Let Y0 be the space B× (×si=1S2ni+1) andΛVB a minimal model for B. Then the Sullivan model for
the fibration S2mi+1 → Yi πc→ Yi−1 has the form ∧Vi−1 → ∧(xi)⊗ ∧Vi−1 = ∧Vi, where ∧V0 = ∧VB ⊗ ∧(y01, . . . , y0s) with
d(y0i) = 0. Since the DG algebras C∗(B;Q) and∧VB are connectedwith quasi-isomorphisms, it follows from [22, Proposition
4.2] and [2, Lemma 2.4] that levelBYc = levelD(∧VB) ∧ Vc .
Define a filtration {Fl}0≤l≤c of the ∧VB-module ∧Vc by
Fl = ΛVB ⊗ Q{yε0101 · · · yε010s xε11 · · · xεll | ε0i and εj are 0 or 1}.
It is immediate that Fl/Fl−1 is a finitely generated free ∧VB-module for each l ≥ 0. Then it follows that {Fl}0≤l≤c is a finite
semifree filtration of class at most c . By virtue of Theorem 3.2, we have levelD(∧VB) ∧ Vc ≤ c + 1. 
We now establish a weaker version of Theorem 2.9.
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Lemma 5.1. For any positive integer l, there exists an object Pl → Sd in T OP Sd such that
levelSd(Pl) ≥ l.
Proof. In the case where l = 1, the sphere Sd is the space we desire. In what follows, we assume that l ≥ 2. Let m be an
integer sufficiently larger than ld.
Assume that d is even. We have a minimal model B = (∧(x, ξ), δ) for Sd with δ(ξ) = x2, where deg x = d. Consider a
Koszul–Sullivan extension of the form
B → (∧(x, ξ , ρ,w0, . . . , wl−1),D) =: Ml+1
for which the differential D is defined by
D(ρ) = x, D(w0) = 0 and D(wi) = (ρx− ξ)wi−1
for i ≥ 1, where degwi = i(2d− 1)+ (2m− 1)− i. Let π : Pl+1 → Sd be the pullback of the fibration |Ml+1| → |B| = SdQ,
which is the spatial realization of the extension, by the localizing map Sd → SdQ; see [11, Proposition 7.9]. Since Ml+1 is
a semifree B-module, it follows that H∗(Ml+1 ⊗LB Q) = H∗(Ml+1 ⊗B Q) = H∗(∧(ρ,w0, w1, . . . , wl−1),D). The cochain
complex Ml+1 ⊗B Q is generated by elements with odd degree so that its homology is of finite dimension. It follows from
Proposition 3.3 that C∗(Pl+1;Q) is in Dc(C∗(Sd;Q)).
By using themanner in [27, Section 7] for computing the homology of a DG algebra (or by the direct calculation), we have
elements 1, ξ ,w0 and (ρx−ξ)wl−1, which forma basis ofH∗(Ml+1) of degree less than or equal to l(2d−1)+(2m−1)−(l−1).
Let Z be an indecomposable direct summand (a molecule) of C∗(Pl+1;Q) in Dc(C∗(Sd;Q)) containing a cocycle of degree
zero; see Remark 2.14. By virtue of Theorem 2.13, we see that Z = Σ−k(d−1)Zk for some k ≥ 0; see Remark 2.15. Suppose
that Z contains a representative ofw0, (ρx−ξ)wl−1 or a cohomology class of degree greater than l(2d−1)+(2m−1)−(l−1).
Theorem 2.13 implies that H i(Z) = Q if and only if i = (k+1)d−k or i = 0. It follows that (k+1)d−k ≥ 2m−1 ≥ 2ld−1
and hence k ≥ 2l− 1 ≥ l. Then Proposition 3.5 allows us to conclude that levelSd(Pl+1) ≥ l+ 1.
Suppose that Z contains a representative of the element ξ . By Theorem 2.13, we see that Z = Σ−(d−1)Z1. In that case,
let Z ′ be a molecule of C∗(Pl+1;Q) containing a representative ofw0. Observe that Z ′ ≠ Z . If Z ′ contains a representative of
the element (ρx − ξ)wl−1, then Z ′ = Σ−(2m−1)Σ−(2l−1)(d−1)Z2l−1 since dimH∗(Z ′) = 2 and the amplitude of Z ′ should be
2ld− 2l+ 1. If Z ′ contains a representative of the cohomology class of degree greater than l(2d− 1)+ (2m− 1)− (l− 1),
then Z ′ = Σ−(2m−1)Σ−(2l−1)(d−1)Zk for some k ≥ 2l− 1. Proposition 3.5 yields that levelSd(Pl+1) ≥ 2l.
Suppose that d is odd. We have a Koszul–Sullivan extension of the form
(∧(x), 0)→ (∧(x, w0, w1, . . . , wl−1),D) =: Nl
for which the differential D is defined by D(x) = D(w0) = 0 and D(wi) = xwi−1 for i ≥ 1, where deg x = d and degw0
= 2m−1.We assume that the integerm is sufficiently larger than ld. Observe that degwi = id+(2m−1)−i. Letπ : Pl → Sd
be the pullback of the fibration |Nl| → |(∧(x), 0)| = SdQ by the localizing map Sd → SdQ. The same argument as above works
again to show that levelSd(Pl) ≥ l. This completes the proof. 
Proof of Theorem 2.9. Let Pl → Sd be the fibration constructed in the proof of Lemma 5.1.We have a sequence of fibrations
S|ρ| → Y1 π1−→ Sd × S|w0|, S|w1| → Y2 π2−→ Y1, . . . , S|wl−1| → Yl πl−→ Yl−1
in which Yl = Pl+1 if d is even, where |w| denotes the degree of an elementw. If d is odd, we have a sequence of fibrations
S|w1| −→ Y1 π1−→ Sd × S|w0|, S|w2| → Y2 π2−→ Y1, . . . , S|wl−1| → Yl−1 πl−1−→ Yl−2
in which Yl−1 = Pl. Observe that the integers |ρ| and |wi| are odd. It follows from Proposition 2.8 that levelSdPl ≤ l. By
combining the result with Lemma 5.1, the proof is now completed. 
6. Realization of molecules in Dc(C∗(Sd;K))
We recall briefly the Hopf invariant. Let φ : S2d−1 → Sd be a map. Choose generators [x2d−1] ∈ H2d−1(S2d−1;Z) and
[xd] ∈ Hd(Sd;Z). Let ρ be an element of C∗(S2d−1;Z) such that φ∗(xd) = dρ. Since [xd]2 = 0 in H∗(Sd;Z), there exists an
element ξ of C∗(Sd;Z) such that dξ = x2d . We then have a cocycle of the form ρφ∗(xd) − φ∗(ξ) in C2d−1(S2d−1). The Hopf
invariant H(φ) ∈ Z is defined by the equality
[ρφ∗(xd)− φ∗ξ ] = H(φ)[x2d−1].
Remark 6.1. If d is odd, then H(φ) is always zero.
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We prove Proposition 2.17 by using Proposition 3.3. To this end, we need to consider whether the cohomologyH∗(Fφ;K)
is of finite dimension, where Fφ denotes the homotopy fibre ofφ : S2d−1 → Sd. Observe that Fφ fits into the pullback diagram
F ′:
ΩSd

ΩSd

Fφ /

PSd
π

S2d−1
φ
/ Sd.
HereΩSd → PSd π→ Sd is the path-loop fibration. The pullback diagram gives rise to the Eilenberg–Moore spectral sequence
{E∗,∗r , dr} converging to H∗(Fφ;K)with
E∗,∗2 ∼= Tor∗,∗H∗(Sd;K)(H∗(S2d−1;K),K).
The Koszul resolution of K as an H∗(Sd;K)-module allows us to compute the E2-term. It turns out that
E∗,∗2 ∼=

H∗(S2d−1;K)⊗∧(s−1xd)⊗ Γ [τ ] if d is even,
H∗(S2d−1;K)⊗ Γ [s−1xd] if d is odd,
where bideg s−1xd = (−1, d) and bideg τ = (−2, 2d); see [35, Lemma 3.1] and also [23, Proposition 1.2].
We relate the Hopf invariant with a differential of the Eilenberg–Moore spectral sequence (EMSS).
Recall that the Eilenberg–Mooremap induces an isomorphism from the homology of the bar complex (B(C∗(S2d−1;K), C∗
(Sd;K),K), δ1+ δ2) to H∗(Fφ;K). Here δ1 denotes the part of the differential coming from the multiplication of the algebra
and its action on the module, which decreases bar-length, while δ2 is induced by the differentials of the algebra andmodule
and does not change bar-length. By the definitions of differentials δ1 and δ2, we see that
δ1([xd|xd]) = (−1)dφ∗(xd)[xd] + (−1)d(−1)d+1[x2d]
= δ2((−1)dρ[xd] + 1[ξ ]),
δ1((−1)dρ[xd] + 1[ξ ]) = (−1)d{(−1)d−1ρφ∗xd} + φ∗ξ
= −(ρφ∗(xd)− φ∗ξ).
It follows from [21, Lemma 2.1] that d2([xd|xd]) = H(φ)Kx2d−1 in the E2-term of the EMSS.
We denote by TorH∗(Sd;K)(H∗(S2d−1;K),K)bar the torsion product as computed by the bar complex, which is necessarily
isomorphic to the torsion product computed by the Koszul resolution.
By the same argument as in [23, Lemma 1.5], we have the following.
Lemma 6.2. The element [xd|xd] in TorH∗(Sd;K)(H∗(S2d−1;K),K)bar coincides with the element τ ∈ Γ [τ ] up to isomorphism
if d is even and with the element γ2(s−1xd) ∈ Γ [s−1xd] if d is odd. Thus one has d2(τ ) = H(φ)Kx2d−1 if d is even and d2(γ2
(s−1xd)) = H(φ)Kx2d−1 = 0 if d is odd.
Proof of Proposition 2.17. Let {E∗,∗r ,dr} be the EMSS converging to H∗(ΩSd;K). We see that
E∗,∗2 ∼= ∧(s−1xd)⊗ Γ [τ ] if d is even,Γ [s−1xd] if d is odd,
where bideg s−1xd = (−1, d) and bideg τ = (−2, 2d). The result [9, Theorem III] implies that the EMSS for the fibre square
F ′ is a right DG comodule over {E∗,∗r ,dr}, that is, there exists a comodule structure ∆ : E∗,∗r → E∗,∗r ⊗E∗,∗r for any r such
that the diagram
E∗,∗r ⊗E∗,∗r dr⊗1±1⊗dr/ E∗,∗r ⊗E∗,∗r
E∗,∗r
∆
O
dr
/ E∗,∗r
∆
O
is commutative. Since the comultiplication of the bar construction induces the comodule structure, it follows that, in our
case,
∆(xε2d−1γi(τ )) =
−
0≤l≤i
xε2d−1γi−l(τ )⊗ γl(τ ),
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where ε = 0 or 1. For dimensional reasons, we see thatdr = 0 for all r . In fact if i > j, then we have
t-deg γi(τ )+ 1 = 2i(d− 1)+ 1 > (2j+ 1)(d− 1) = t-deg s−1xdγj(τ ), (6.1)
where t-degα denotes the total degree of an element α ∈Es,t2 , namely t-degα = s+ t . This implies thatdr(γi(τ )) = 0 even
if d is even.
Suppose thatH(φ)K is non-zero. Then d is even. The commutativity of the diagram, togetherwith Lemma 6.2, allows us to
deduce that d2(γi(τ )) = H(φ)Kx2d−1γi−1(τ ), whence H∗(Fφ;K) ∼= H∗(Sd−1;K). It follows then that the C∗(Sd;K)-module
C∗(S2d−1;K) is in the category Dc(C∗(Sd;K)).
We show that the converse holds. Assume that C∗(S2d−1;K) is a compact object and d is even. It follows from
Proposition 3.3 that dimH∗(Fφ;K) <∞ so that there exists a non-trivial differential in the EMSS {E∗,∗r , dr}. Let γj(τ ) ∈ E∗,∗2
be an element with the first non-trivial differential, that is, ds = 0 for s < r , dr(γj(τ )) ≠ 0 and dr(γi(τ )) = 0 for i < j. In
view of inequality (6.1), we can write dr(γj(τ )) = αx2d−1γk(τ ), where α ≠ 0. We see that
(dr ⊗ 1± 1⊗dr)∆(γj(τ )) = (dr ⊗ 1)−
0≤t≤j
γt(τ )⊗ γj−t(τ )

=
−
0≤t≤j
dr(γt(τ ))⊗ γj−t(τ ) = dr(γj(τ ))⊗ 1.
Consider the commutative diagram mentioned above. We then have
(dr ⊗ 1± 1⊗dr)∆(γj(τ )) = ∆dr(γj(τ ))
= α

x2d−1 ⊗ γk(τ )+
−
0<t≤k
x2d−1γt(τ )⊗ γk−t(τ )

.
This amounts to requiring that k = 0. Thus we have dr(γj(τ )) = αx2d−1. The comparison between the total degrees allows
us to deduce that j(2(d− 1))+ 1 = 2d− 1 and hence j = 1. For dimensional reasons, we have r = 2. Lemma 6.2 yields that
α = H(φ)K.
In the case where d is odd, the same argument works well to show the result. It follows from Theorem 2.13 that
C∗(S2d−1;K) ∼= Σ−(d−1)Z1 in Dc(C∗(Sd;K)); see also Remark 2.15.
We show the latter half of the assertion. By considering the Auslander–Reiten quiver of Dc(C∗(Sd;K)), we see that there
is an irreducible map from C∗(Sd;K) to C∗(S2d−1;K). Observe that the map is non-trivial.
Suppose that φ∗ : C∗(Sd;K) → C∗(S2d−1;K) is trivial in D(C∗(Sd;K)). Then there exists a C∗(Sd;K)-linear map s :
C∗(Sd;K)→ C∗(S2d−1;K) of degree−1 such that φ∗ = sd+ ds. We see that φ∗(1) = sd(1)+ ds(1) = 0 because d(1) = 0
and deg s = −1. This yields that φ∗ = 0 as a C∗(Sd;K)-linear map. The definition of the Hopf invariant enables us to
conclude that H(φ)K = 0, that is, φ∗ ≠ 0 in D(C∗(Sd;K)) if H(φ)K ≠ 0. Moreover,
HomD(C∗(Sd;K))(C∗(Sd;K), C∗(S2d−1;K)) = H0(C∗(S2d−1;K)) = K.
It follows that the map φ : S2d−1 → Sd with a non-trivial Hopf invariant induces an irreducible map φ∗ which coincides
with the map Z0 → Σ−(d−1)Z1 up to scalar multiple. 
Remark 6.3. If the pair (q, f ) of maps in the fibre square F described before Theorem 2.5 is relativelyK-formalizable, then
the EMSS sequence with coefficients in K for F collapses at the E2-term; see [24, Proposition 3.2].
Let φ : S2d−1 → Sd be a map between spheres and Fφ the homotopy fibre of φ. Then the proof of Proposition 2.17 yields
that the EMSS converging to H∗(Fφ;K) does not collapse at the E2-term if H(φ)K is non-zero. Therefore we see that the pair
(φ, ∗)with the constant map ∗ → Sd is not relativelyK-formalizable if H(φ)K ≠ 0, even though Sd and S2d−1 areK-formal.
Observe that the map φ satisfies neither of the conditions (i) and (ii) in Proposition 2.4.
Proof of Theorem 2.18. Recall from Theorem 2.13 the cohomology of themoleculeΣ−lZm (m ≥ 0). Suppose that d+ l = 0.
It is immediate that −m(d − 1) + l < 0. Thus if Σ−lZm is realizable, then −m(d − 1) + l = 0 so that H∗(Σ−lZm) =
H∗(Σ−m(d−1)Zm) ∼= H∗(S(m+1)d−m;K) as a vector space.
Suppose that Σ−m(d−1)Zm is realized by a finite CW complex X with a map φ : X → Sd. We then claim that m = 0 or
m = 1 and d is even. The ith integral cohomology of X is finitely generated for any i. We see that H∗(X)⊗K = H∗(X;K) =
H∗(Σ−m(d−1)Zm) = H∗(S(m+1)d−m;K) ∼= K⊕Σ−(m+1)d+mK and hence the rank of the ((m+ 1)d−m)th integral homology
of X is at most one. It follows that H∗(X;Q) = Q⊕Σ−(m+1)d+mQ or H∗(X;Q) = Q.
Let {Er , dr} be the EMSS converging to H∗(Fφ;Q). In view of the Koszul resolution of K as an H∗(Sd;K)-module, we see
that
E
∗,∗
2
∼=
∧(s−1xd)⊗ Q[τ ] ⊗ H∗(X;Q) if d is even,
Q[s−1xd] ⊗ H∗(X;Q) if d is odd,
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where bideg τ = (−2, 2d) and bideg s−1xd = (−1, d). Therefore, if d is odd, then the dimension of H∗(Fφ;Q) is infinite
because s−1xd is a permanent cycle for dimensional reasons. Suppose that d is even and m > 1. Since (m + 1)d − m ≥ 3d
− 2 > 2d− 1, it follows that the element τ is a permanent cycle and hence dimH∗(Fφ;Q) = ∞.
The cohomologies H i(X;Z) and H i(ΩSd;Z) are finitely generated for any i. By considering the Leray–Serre spectral
sequence of the fibration ΩSd → Fφ → X , we see that H i(Fφ;Z) is also finitely generated for any i. This implies that
dimH∗(Fφ;K) = ∞. Thus we conclude from Proposition 3.3 that if Σ−m(d−1)Zm is realizable, then m = 1 and d is even or
m = 0.
In order to complete the proof, it suffices to show thatΣ−(d−1)Z1 is realizable if d is even. In that case, for theWhitehead
product [ι, ι] : S2d−1 → Sd of the identity map ι : Sd → Sd, it is well-known that H([ι, ι]) = ±2; see [29, Chapter 4].
Proposition 2.17 implies that for the irreducible map α : Z0 → Σ−(d−1)Z1, there exists an isomorphism Ψ : Σ−(d−1)Z1 →
C∗(S2d−1;K)which fit into the commutative diagram
Σ−(d−1)Z1
Ψ∼=

Z0 = C∗(Sd;K)
α 3hhhhh
[ι,ι]∗ +
VVVV
C∗(S2d−1;K)
in D(C∗(Sd;K)) up to scalar multiple. Thus we have Ψα = k[ι, ι]∗ for some non-zero element k ∈ K. It turns out that the
moleculeΣ−(d−1)Z1 is realizable. This completes the proof. 
Remark 6.4. There exists an element of Hopf invariant one inπ2d−1(Sd) if d = 2, 4 or 8. Therefore, the proof of Theorem2.18
allows us to conclude that the indecomposable elementΣ−(d−1)Z1 is realizable with S2d−1 in Dc(C∗(Sd;K)) for any field K
if d = 2, 4 or 8.
7. Computational examples
Recall the functor FSd : D(C∗(Sd;K)) → D(H∗(Sd;K)) described in Section 4, which gives an equivalence between
triangulated categories. In order to prove Proposition 2.6, we need a lemma concerning this functor.
Lemma 7.1. Suppose that d is even. Then, in Dc(H∗(Sd;K)),
FSd(Σ
−(d−1)Z1) ∼= (∧(τ )⊗ H∗(Sd;K), dτ = xd).
Proof. The functor FSd leaves the cohomology of an object unchanged. Remark 2.15 implies the result. 
Proof of Proposition 2.6. By assumption, the cohomology H∗(BG;K) is a polynomial algebra generated by elements with
even degree, say
H∗(BG;K) ∼= K[x1, x2, . . . , xl],
where deg x1 ≤ deg x2 ≤ · · · ≤ deg xl and each deg xi is even. Since G is simply-connected, it follows that deg x1 ≥ 4. More-
over,H i(S4;K) is non-zero if and only if i = 4, and dimH4−1(ΩBG;K)− dim(QH∗(BG;K))4 = 0. Therefore Proposition 2.4
allows us to deduce that the pair (f , π) of maps is relatively K-formalizable, where π : EG → BG denotes the projection of
the universal G-bundle. Theorem 2.5 implies that
levelS4(Ef ) = levelD(H∗(S4;K))(K⊗LH∗(BG;K) H∗(S4;K)) =: L.
Consider the case whereH4(f ;K) ≠ 0.Without loss of generality, we assume thatH4(f ;K)(x1) = z4 andH∗(f ;K)(xj) =
0 for j ≠ 1. Here z4 is the generator of the algebra H∗(S4;K) of degree 4. We then have
M := K⊗LH∗(BG;K) H∗(S4;K) ∼= ∧((s−1x2, . . . ., s−1xl), 0)⊗ (∧(s−1x1)⊗ H∗(S4;K), δ),
in Dc(H∗(S4;K)), where δs−1x1 = z4. It follows from Lemma 7.1 thatM ∼= ∧((s−1x2, . . . ., s−1xl), 0)⊗ FS4(Σ−(4−1)Z1). This
fact yields thatM is isomorphic to a coproduct of the molecule FS4(Σ
−(4−1)Z1) and certain shifts as an H∗(S4;K)-module.
The functor FS4 is exact and gives an equivalence between the triangulated categories D(C
∗(S4;K)) and D(H∗(S4;K)).
By [2, Theorem 2.4(6)] and Proposition 3.5, we see that L = levelD(C∗(S4;K))Σ−(4−1)Z1 = 2.
Suppose thatH∗(f ;K) = 0. It follows that K ⊗LH∗(BG;K) H∗(S4;K) is isomorphic to the DG module ∧(s−1x1, s−1x2, . . . .,
s−1xl) ⊗ H∗(S4;K) with the trivial differential, which is a coproduct of H∗(S4;K) and certain shifts. We conclude that
L = 1. 
Proof of Proposition 2.7. We observe that (g, π) is a relatively K-formalizable pair. Indeed the maps g and π satisfy the
conditions (ii) and (i), respectively. Thus, Theorem 2.5 yields that the C∗(S4;K)-level of C∗(Eg;K) is equal to the H∗(S4;K)-
level of H∗(BH;K) ⊗LH∗(BG;K) H∗(S4;K). Since H is a maximal rank subgroup of G, it follows from [4, 6.3 Theorem] that
H∗(BH;K) is a free H∗(BG;K)-module. Therefore H∗(BH;K) ⊗LH∗(BG;K) H∗(S4;K) is isomorphic to a coproduct of shifts of
H∗(S4;K). This completes the proof. 
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Example 7.2. Let Eν → S7 be the fibration described in Remark 6.3, namely the pullback of the Hopf map ν : S7 → S4 by
itself. We here compute the level of Eν .
Consider the commutative diagram
S3
#G
GG
G

/ S7

HHH
HH
Eν
π

/ S7
ν

pt
#G
GG
G
/ S4
HH
HH
S7 ν
/ S4.
Let {Er , dr} and {Er , dr} be the Eilenberg–Moore spectral sequences for the front square and the back square, respectively.
Then the diagram above gives rise to a morphism {gr} : {Er , dr} → {Er , dr} of the spectral sequences. Observe that E2 ∼=
H∗(S7;K) ⊗ Γ [w] ⊗ ∧(s−1x4) and E2 ∼= H∗(S7;K) ⊗ Γ [w] ⊗ ∧(s−1x4) ⊗ H∗(S7;K), where bideg w = (−2, 8) and
bideg s−1x4 = (−1, 4). Moreover, it follows that g2(w) = w, g2(s−1x4) = s−1x4, g2(x) = x for x ∈ H∗(S7;K)⊗ 1⊗ 1⊗ 1
and g2(y) = 0 for y ∈ 1⊗ 1⊗ 1⊗ H∗(S7;K).
By the same argument as in the proof of Proposition 2.17, we see that d2(γi(w)) = x7γi−1(w). This implies that d2
(γi(w)) = x7γi−1(w) and hence E∞ ∼= E∗,∗3 ∼= ∧(s−1x4) ⊗ H∗(S7;K) as an H∗(S7;K)-module. For dimensional reasons,
there is no extension problem. Thus it follows that H∗(Eν) ∼= ∧(s−1x4) ⊗ H∗(S7;K) as an H∗(S7;K)-module. We observe
that, by Remark 6.3, the pair (ν, ν) of maps is not relatively K-formalizable.
Define a C∗(S7;K)-module map ϕ : Σ−3C∗(S7;K) → C∗(Eν;K) by ϕ(Σ−3z) = s−1x′4π∗(z), where s−1x′4 is a repre-
sentative element of s−1x4 ∈ H∗(Eν;K). We see that the map ϕ ⊕ π∗ : Σ−3C∗(S7;K) ⊕ C∗(S7;K) → C∗(Eν;K) is a
quasi-isomorphism. The fact allows us to conclude that levelS7(Eν) = 1.
Example 7.3. We denote by Σ iZA∞ the connected component of the Auslander–Reiten quiver containing Σ iZ0 in
Dc(C∗(Sd;K)), where 0 ≤ i ≤ d− 2.
Let G2 be the compact simply-connected simple Lie group of type G2. Consider the principal G2-bundle G2 → X1 → S4
with the classifying map f : S4 → BG2 which represents a generator of π4(BG2) ∼= π3(G2) ∼= Z. It is well-known that
H∗(BG2; F2) ∼= F2[y4, y6, y7], where deg yi = i. Therefore, it follows from a computation similar to that in the proof of
Proposition 2.6 that, in Dc(C∗(S4; F2)),
C∗(X1; F2) ∼= Σ−3Z1 ⊗ F2{s−1y6, s−1y7} ∼= Σ−3Z1 ⊕Σ−3−5Z1 ⊕Σ−3−6Z1.
This yields that C∗(X1; F2) consists of two molecules Σ−3Z1 and Σ−3−6Z1 in ZA∞ and one molecule Σ−3−5Z1 in Σ2ZA∞.
We see that levelS4(X1) = 2.
Consider the principal SU(4)-bundle SU(4) → X2 → S4 with the classifying map representing the generator of π4
(BSU(4)) ∼= Z. We observe that H∗(BSU(4); F2) ∼= F2[c2, c3, c4], where deg ci = 2i. A computation similar to that above
enables us to conclude that
C∗(X2; F2) ∼= Σ−3Z1 ⊕Σ−3−5Z1 ⊕Σ−3−7Z1.
Observe that the molecules Σ−3Z1, Σ−3−5Z1 and Σ−3−7Z1 are in the quivers ZA∞, Σ2ZA∞ and Σ1ZA∞, respectively. This
yields that levelS4(X2) = 2.
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Appendix
We recall briefly the TV -model introduced by Halperin and Lemaire [14].
Let TV be the tensor algebra
∑
n≥0 V⊗n on a graded vector space V over a fieldK and let T≥kV denote its ideal
∑
n≥k V⊗n of
the algebra TV , where V⊗0 = K. As usual, we define the degree of the elementw = v1v2 · · · vl ∈ TV by degw = n1+· · ·+nl
if vni ∈ V ni .
Let V ′ and V ′′ be copies of V . We write sv for the element of ΣV corresponding to v ∈ V . The cylinder object TV ∧
I = (T (V ′ ⊕ V ′′ ⊕ΣV ), d) introduced by Baues and Lemaire [3, Section 1] is a DG algebra with differential d defined by
dv′ = (dv)′, dv′′ = (dv)′′ and dsv = v′′ − v′ − S(dv),
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where S : TV → T (V ′ ⊕ V ′′ ⊕ΣV ) is a map with Sv = sv for v ∈ V and S(xy) = Sx · y′′ + (−1)deg xx′ · Sy for x, y ∈ TV . The
inclusions ε0 : TV → TV ∧ I and ε1 : TV → TV ∧ I are defined by ε0(v) = v′ and ε1(v) = v′′, respectively.
ForDGalgebramapsφ′, φ′′ : TV → A, we say thatφ′ andφ′′ are homotopic if theDGalgebramap (φ′, φ′′) : T (V ′⊕V ′′)→
A extends to a DG algebra map Φ : TV ∧ I → A, that is φ′ = Φε0 and φ′′ = Φε1. We refer the reader to [10, Section 3] for
the homotopy theory of DG algebras.
A TV-model for a differential graded algebra (A, dA) is a quasi-isomorphism (TV , d) → (A, dA). Moreover, the model is
called minimal if d(V ) ⊂ T≥2V . For any simply-connected space whose cohomology with coefficients in K is locally finite,
there exists a minimal TV -model (TV , d) → C∗(X;K) which is unique up to homotopy. Such a model (TV , d) is called a
minimal model for X . It is known that the vector space V n is isomorphic to (Σ−1H˜∗(ΩX;K))n = H˜n−1(ΩX;K) and the
quadratic part of the differential d is the coproduct on H˜∗(ΩX;K) up to the isomorphism V ∼= Σ−1H˜∗(ΩX;K). The reader
is referred to [14] and [31, Introduction] for these facts and more details of TV -models.
References
[1] J.D. Anick, The Adams–Hilton model for a fibration over a sphere, J. Pure Appl. Algebra 75 (1991) 1–35.
[2] L.L. Avramov, R.-O. Buchweitz, S.B. Iyengar, C. Miller, Homology of perfect complexes, Adv. Math. 223 (2010) 1731–1781.
[3] H.J. Baues, J.-M. Lemaire, Minimal model in homotopy theory, Math. Ann. 255 (1977) 219–242.
[4] P.F. Baum, On the cohomology of homogeneous spaces, Topology 7 (1968) 15–38.
[5] W. Dwyer, J.P.C. Greenlees, Complete modules and torsion modules, Amer. J. Math. 124 (2002) 199–220.
[6] W. Dwyer, J.P.C. Greenlees, S. Iyengar, Duality in algebra and topology, Adv. Math. 200 (2006) 357–402.
[7] M. El haouari, p-formalité des espaces, J. Pure Appl. Algebra 78 (1992) 27–47.
[8] Y. Félix, S. Halperin, J.-C. Thomas, Gorenstein spaces, Adv. Math. 71 (1988) 92–112.
[9] Y. Félix, S. Halperin, J.-C. Thomas, Adams’ cobar equivalence, Trans. Amer. Math. Soc. 329 (1992) 531–549.
[10] Y. Félix, S. Halperin, J.-C. Thomas, Differential graded algebras in topology, in: I.M. James (Ed.), Handbook of Algebraic Topology, Elsevier, Amsterdam,
1995, pp. 829–865.
[11] Y. Félix, S. Halperin, J.-C. Thomas, Rational Homotopy Theory, in: Graduate Texts in Mathematics, vol. 205, Springer-Verlag, 2001.
[12] A. Frankild, P. Jørgensen, Homological properties of cochain differential graded algebras, J. Algebra 320 (2008) 3311–3326.
[13] J.P.C. Greenlees, K. Hess, S. Shamir, Complete intersections in rational homotopy theory, Preprint, arXiv:math.AC/0906.3247v1, 2009.
[14] S. Halperin, J.-M. Lemaire, Notions of category in differential algebra, in: Algebraic Topology: Rational Homotopy, in: Springer Lecture Notes in Math.,
Vol. 1318, Springer, Berlin, New York, 1988, pp. 138–154.
[15] D. Happel, On the derived category of a finite-dimensional algebra, Comment. Math. Helv. 62 (1987) 339–389.
[16] D. Happel, Triangulated Categories in the Representation Theory of Finite Dimensional Algebras, in: LondonMathematical Society Lecture Note Series,
vol. 119, Cambridge University Press, Cambridge, 1988.
[17] P. Jørgensen, Auslander–Reiten theory over topological spaces, Comment. Math. Helv. 79 (2004) 160–182.
[18] P. Jørgensen, The Auslander–Reiten quiver of a Poincaré duality space, Algebr. Represent. Theory 9 (2006) 323–336.
[19] P. Jørgensen, Calabi–Yau categories and Poincaré duality spaces, Preprint. arXiv:math.RT/0801.2052v2, 2008.
[20] B. Keller, Deriving DG categories, Ann. Sci. Éc. Norm. Super. 27 (4) (1994) 63–102.
[21] D. Kraines, C. Schochet, Differentials in the Eilenberg–Moore spectral sequence, J. Pure Appl. Algebra 2 (1972) 131–148.
[22] I. Kriz, J.P. May, Operads, algebras, modules and motives, Astérisque (233) (1995).
[23] K. Kuribayashi, On the mod p cohomology of spaces of free loops on the Grassmann and Stiefel manifolds, J. Math. Soc. Japan 43 (1991) 331–346.
[24] K. Kuribayashi, The cohomology of a pull-back on K-formal spaces, Topology Appl. 125 (2002) 125–159.
[25] K. Kuribayashi, Upper and lower bounds of the (co)chain type level of a space, Algebr. Represent. Theory, arXiv:math.AT/1006.2669 (in press).
[26] K. Kuribayashi, Duality on the (co)chain type levels, Preprint, arXiv:math.AT/1108.3890, 2011.
[27] K. Kuribayashi, M. Mimura, T. Nishimoto, Twisted tensor products related to the cohomology of the classifying spaces of loop groups, Mem. Amer.
Math. Soc. 180 (849) (2006).
[28] M. Mandell, E∞ algebras and p-adic homotopy theory, Topology 40 (2001) 43–94.
[29] R.E. Mosher, M.C. Tangora, Cohomology Operations and Applications in Homotopy Theory, Harper & Row, Publishers, New York–London, 1968.
[30] H.J. Munkholm, The Eilenberg–Moore spectral sequence and strongly homotopy multiplicative maps, J. Pure Appl. Algebra 5 (1974) 1–50.
[31] B. Ndombol, J.-C. Thomas, On the cohomology algebra of free loop spaces, Topology 41 (2002) 85–106.
[32] A. Neeman, Triangulated categories, in: Annals of Math. Studies, vol. 148, Princeton Univ. Press, NJ, 2001.
[33] K. Schmidt, Auslander–Reiten theory for simply connected differential graded algebras, Preprint, arXiv:math.RT/0801.0651v1, 2008.
[34] L. Smith, Homological algebra and the Eilenberg–Moore spectral sequence, Trans. Amer. Math. Soc. 129 (1967) 58–93.
[35] L. Smith, On the characteristic zero cohomology of free loop space, Amer. J. Math. 103 (1981) 887–910.
