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Seznam uporabljenih kratic
kratica anglesˇko slovensko
GA genetic algorithm genetski algoritem
RGB red green blue color space rdecˇ, zelen, moder barvni pro-
stor
GPE graphical procesig unit graficˇna procesna enota
CPE central processing unit centralna procesna enota
CIELAB CIELAB color space barvni prostor CIELAB
CLAHE contrast limited adaptive hi-
stogram equalization
prilagodljivo izenacˇevanje z
omejevanjem kontrasta
ARes algorithm for finding more in-
formative resolutions
algoritem za iskanje primer-
nejˇsih locˇljivosti
OpenCV open source computer vision li-
brary
odprtokodna knjizˇnica za
racˇunalniki vid

Povzetek
Naslov: Sˇtetje objektov na slikah z uporabo genetskega algoritma
Avtor: Gregor Babnik
Delo obravnava nacˇin samodejnega sˇtetja objektov na slikah. Uporabljena
metoda za ucˇenje je genetski algoritem, s katerim se iˇscˇe zaporedje ustreznih
operacij, ki se jih nato izvede nad podanimi slikami. Uspesˇnost posamezne
resˇitve se meri z odstopanjem med sˇteviloma presˇtetih in dejanskih objektov.
Za nastavitev locˇljivosti vhodnih slik se uporablja algoritem ARes. Imple-
mentacija procesiranja slik se izvaja z uporabo programskih knjizˇnic Tensor-
flow in OpenCV. Delo je testirano na mnozˇicah slik iz razlicˇnih domen.
Kljucˇne besede: sˇtetje, genetski algoritem, tensorflow, opencv, ares.

Abstract
Title: Counting objects in images using a genetic algorithm
Author: Gregor Babnik
The work deals with the automatic counting of objects in images. A genetic
algorithm is used as a learning method to find appropriate operations used
to process the images. The success of an individual solution is measured as a
difference between the number of counted objects and the real object count.
Algorithm ARes is used to adjust the resolution of input images. The image
processing part is implemented using two libraries TensorFlow and OpenCV.
The work is tested against various sets of images in different domains.
Keywords: counting, genetic algorithm, tensorflow, opencv, ares.

Poglavje 1
Uvod
1.1 O temi
Nasˇe delo obravnava implementacijo samodejnega sˇtetja objektov na slikah.
Obstaja veliko domen, ki imajo mnozˇico slik, te pa vsebujejo veliko kolicˇino
dolocˇenih objektov. Primeri so lahko slike celic, insektov, rastlin, zrn in
podobno. Rocˇno sˇtetje vsega tega je lahko zelo zamudno.
Cilj nasˇe diplomske naloge je bil implementirati program, ki se bo z upo-
rabo manjˇse, ucˇne mnozˇice slik iz neke specificˇne domene naucˇil oziroma
poiskal resˇitev za avtomatsko sˇtetje objektov na vseh slikah v tej domeni.
Iskanje resˇitev na podlagi ucˇne mnozˇice je potekalo z uporabo genetskega
algoritma. Ucˇna mnozˇica slik je bila procesirana z zaporednimi operacijami,
te naj bi ustvarjal genetski algoritem in jih nato postopoma izboljˇseval. Pro-
gram je bil implementiran v programskem jeziku Python, z uporabo program-
skih knjizˇnic TensorFlow in OpenCV, ki sta bili uporabljeni za obdelavo in
procesiranje slik. Program naj bi poiskal potrebne operacije in prav tako
parametre teh operacij samodejno.
Uspesˇnost nasˇega programa smo testirali na slikah iz vecˇ domen po narasˇcˇajocˇi
kompleksnosti.
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Slika 1.1: Primeri slik, primernih za samodejno sˇtetje. Vir: [9]
1.2 Opis poglavij
Poglavja so organizirana tako, da je v poglavju 2 opisan genetski algoritem
na splosˇno in kako je uporabljen v nasˇem delu. Nato sta v poglavju 3 pred-
stavljeni izbrani tehnologiji - Tensorflow in OpenCV, pojasnjeno je, zakaj
smo ju izbrali in kako pripomoreta k nasˇi implementaciji. V poglavju 4 sta
podrobno opisana zgradba in delovanje programa, ki smo ga izdelali v sklopu
nasˇega dela. Testiranje programa in rezultati, ki smo jih pridobili, so pri-
kazani v poglavju 5. Zadnje poglavje 6 zavzema sklepne ugotovitve glede
delovanja, rezultatov in potencialnih izboljˇsav oziroma nadaljnjega dela.
Poglavje 2
Genetski algoritem
Genetski algoritem je optimizacijska metoda, ki na podlagi naravne selekcije
pripelje do dobrih resˇitev. Ideja genetskega algoritma temelji na evoluciji
iz narave, razvoju vrst in prilagoditvi okolju. Deluje z uporabo selekcije,
krizˇanja in mutacije.
2.1 Osebek
Osebek predstavlja eno izmed mogocˇih resˇitev problema. Vsak osebek ima
svojo oceno, ki pove, kako dobra je dejanska resˇitev. Ocena osebka je dolocˇena
s kriterijsko funkcijo in odlocˇa, kaksˇna je verjetnost, da bo osebek uporabljen
pri ustvarjanju novih osebkov. Vsak izbran osebek sluzˇi kot starsˇ in v paru
z nekim drugim osebkom zagotovi osnovo za kreiranje novega osebka.
2.2 Populacija
Populacija je mnozˇica osebkov, ki jo uporabljamo pri genetskem algoritmu.
Sprememba populacije poteka po generacijah. Generacija recˇemo vsakemu
ustvarjanju novih osebkov iz obstojecˇih v populaciji. Cˇe v neki generaciji
dobimo osebek, ki je vsaj tako dober kot trenutni najslabsˇi v populaciji, ga
novi osebek izrine iz populacije. S tem se povprecˇna ocena celotne populacije
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izboljˇsa in tako omogocˇi, da so v naslednji generaciji izboljˇsave sˇe boljˇse. Ko
se povprecˇna ocena celotne populacije priblizˇa najboljˇsemu osebku v popu-
laciji, pomeni, da je populacija konvergirala. Populacija, ki je konvergirala,
vsebuje samo osebke, ki so si tako podobi oziroma celo enaki, da iz njih sko-
raj ni mogocˇe ustvarjati novih, boljˇsih osebkov. Edina mozˇnost napredka pri
konvergirani populaciji ostane pri mutacijah, pri katerih je zelo malo verjetno,
da bi pri svojem nakljucˇju ustvarile novi, boljˇsi osebek.
2.3 Izbira osebkov
Za selekcijo smo izbrali t. i. selekcijo z ruleto. Pri nasˇi implantaciji ge-
netskega algoritma ustvarimo le en osebek na generacijo, ker zˇelimo izbirati
med osebki celotne populacije, in ne le med nekaj najboljˇsimi. Kljub temu
pa moramo boljˇsim osebkom dati prednost, da zagotovimo naravni izbor. Ta
je nujen, cˇe zˇelimo, da populacija napreduje oziroma se razvija. Te pogoje
nam zagotavlja selekcija z ruleto ali sorazmerna selekcija, pri cˇemer ima vsak
osebek toliksˇno verjetnost, da ga izberemo, kot je dobra njegova ocena. Ver-
jetnost izbire posameznega osebka je dolocˇena z enacˇbo 2.1. Verjetnost izbire
posameznega osebka pk je enaka njegovi ocenjeni vrednosti fk deljeno z vsoto
vrednosti vseh osebkov.
pk =
fk∑n
i=1 fi
(2.1)
2.4 Krizˇanje osebkov
Krizˇanje je operacija genetskega algoritma, s katero iz dveh izbranih osebkov
iz populacije naredimo novega. Kakovost novega osebka je odvisna od kako-
vosti izbranih starsˇev. Na podlagi delovanja selekcije je verjetnost, da bosta
dva izbrana osebka dobra, kar pomeni, da vsebujeta dobre lastnosti oziroma
gene. Torej, cˇe kombiniramo lastnosti dveh dobrih osebkov, bo velika verje-
tnost, da bo tudi novi osebek, krizˇanec, imel dobro oceno, ker vsebuje enake
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gene kot njegova t. i. starsˇa. V implementaciji nasˇega genetskega algoritma
smo uporabili dva tipa krizˇanja. Prvo je enotno krizˇanje, pri katerem na-
kljucˇno kopiramo posamezne istolezˇecˇe gene enega ali drugega starsˇa. Drugo
krizˇanje, ki smo ga uporabili, pa uposˇteva zaporedja operacij v osebkih in jih
poskusi celo poravnati med seboj.
2.5 Mutacija novega osebka
Kadar krizˇamo dva osebka in pridobimo novega, ga nato sˇe mutiramo. Maj-
hen del osebka nakljucˇno spremenimo, kar nam zagotovi globalno preiskova-
nje. Mutacija nam lahko prinese nove dobre dele resˇitve (gene), a vendar ne
sme biti prevelika, ker se drugacˇe nasˇ genetski algoritem spremeni v nakljucˇno
preiskovanje prostora resˇitev.
2.6 Kriterijska funkcija
Kriterijska funkcija dolocˇa kvantitativni kriterij uspesˇnosti osebkov. Zmozˇnost
pridobitve dobrih rezultatov pri genetskem algoritmu je zelo odvisna od ka-
kovosti kriterijske funkcije.
Kriterijska funkcija usmerja iskanje genetskega algoritma po prostoru in
tako mocˇno vpliva na konvergenco populacije.
Pri nasˇem programu smo se odlocˇili za naslednjo kriterijsko funkcijo:
f(X) =
1
n
n∑
i=1
∣∣∣∣100 ∗ (xi − yi)xi
∣∣∣∣e (2.2)
pri cˇemer je xi resnicˇna vrednost, yi pa pridobljena vrednost. Vsako
posamezno odstopanje xi od yi se potencira, saj tako kaznujemo osebke, ki
so dobri le v povprecˇju, obenem pa vsebujejo posamezne zelo nadpovprecˇno
slabe rezultate.
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Poglavje 3
Tensorflow in OpenCV
V tem poglavju sta opisani uporabljeni knjizˇnici Tensorflow in OpenCV.
3.1 Tensorflow
Tensorflow [5] je programska knjizˇnica, namenjena strojnemu ucˇenju. Z upo-
rabo Tensorflowa pa lahko izvajamo tudi vrsto matematicˇnih operacij. Ope-
randi so predstavljeni kot tenzorji poljubne stopnje in velikosti. Vsako za-
poredje operacij je predstavljeno kot diagram poteka, kjer so vozliˇscˇa dejan-
ske operacije. V nasprotju z obicˇajnim programiranjem, pri cˇemer potekajo
operacije zaporedno, v Tensorflowu najprej deklariramo vse operacije in jim
dolocˇimo polozˇaj v diagramu poteka. Ko imamo sestavljen celoten diagram
poteka, lahko diagramu podamo vhodne podatke in ga izvrsˇimo. Izvrsˇitev
Tensorflowovega diagrama poteka nam vrne zahtevane izhode oziroma rezul-
tate operacij.
3.1.1 Uporaba Tensorflowa pri nasˇem delu
Velik del nasˇega programa in tudi racˇunsko najbolj intenziven je procesira-
nje slik. Ob vsakem ocenjevanju je treba izvesti vse operacije, ki jih dolocˇa
osebek, nad ucˇno mnozˇico slik. In pri tem nam pomaga Tensorflow, saj ima
vgrajenih zˇe veliko operacij, namenjenih procesiranju slik. Prav tako je na-
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menjen procesiranju sˇtevilnih podatkov naenkrat. In najvecˇja prednost je,
da izvaja procesiranje slik na graficˇnem procesorju, kar precej pohitri oce-
njevanje posamezne resˇitve. Posledicˇno se nasˇ celotni program izvaja hitreje.
Za primer doprinosa hitrosti izvajanja na graficˇnem procesorju primerjamo
cˇas izvedbe ocenjevanj stotih osebkov brez uporabe graficˇnega procesorja in
z uporabo graficˇnega procesorja. Graf na sliki 4.2 prikazuje cˇas izvajanja kri-
terijske funkcije pri ocenjevanju tristotih osebkov pri ucˇnih primerih sˇtetja
celic in muh. Kot vidimo, uporaba graficˇne procesne enote pripomore k vi-
dnemu izboljˇsanju hitrosti. Pri primeru sˇtetja celic se cˇas izvajanja kriterijske
funkcije skrajˇsa za 35 %, pri primeru sˇtetja muh pa za 40 %.
Slika 3.1: Cˇas izvajanja kriterijske funkcije za 300 osebkov
3.2 OpenCV
OpenCV[3] (Open Source Computer Vision Library) je odprtokodna pro-
gramska knjizˇnica, namenjena racˇunalniˇskemu vidu in procesiranju slik. Vse-
buje veliko funkcij za obdelavo in procesiranje slik, ki nam pomagajo pri
nasˇem delu.
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3.2.1 Uporaba OpenCV pri nasˇem delu
OpenCV uporabljamo kot dopolnitev funkcionalnosti Tensorflowa v nasˇem
programu. OpenCV vsebuje potrebne funkcije in algoritme, ki v Tensorflowu
niso implementirani, ali pa so spominsko prezahtevni.
3.3 Programsko okolje
Nasˇ program za izvajane potrebuje okolje in verzije, definirane v tabeli 3.1.
Verzija knjizˇnice CUDA in NumPy sta neposredno odvisni od verzije Ten-
sorflowa.
Verzija
Tensorflow 1.12
OpenCV 3.4.5
Pyhton 3.6.3
CUDA 9.0.1
NumPy 1.15.4+mkl
Tabela 3.1: Programsko okolje
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Poglavje 4
Implementacija
V tem poglavju sta podrobno predstavljena sestava in delovanje nasˇega pro-
grama.
4.1 Opis programa
Celotni program smo napisali v programskem jeziku Python. Za uporabo
Pythona smo se odlocˇili, ker ga hkrati podpirata Tensorflow in OpenCV.
Nasˇ program se deli na tri glavne dele:
• prvi del opravlja predprocesiranje, torej pripravo vhodnih slik na pro-
cesiranje,
• drugi del programa izvaja genetski algoritem in razvija nove osebke
resˇitev,
• tretji del, ki sprejme novonastali osebek in po insˇtrukcijah, vsebovanih v
osebku, obdela mnozˇico slik in tako evalvira podani osebek. Evalvirani
osebek je nato ali vstavljen v populacijo ali zavrzˇen, cˇe je slabsˇi od
vseh, ki so trenutno v populaciji. Tretji del programa je torej evalvacija
osebkov, ki se zgodi v treh fazah: procesiranje z operacijami Tensorflow,
procesiranje z operacijami OpenCV in nato sˇe sˇtetje.
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Slika 4.1: Shema programa
4.2 Predprocesiranje
Preden nasˇ program lahko zacˇne obdelavo slik, kot mu narekuje genetski al-
goritem, je treba te slike primerno pripraviti. Vhodne slike so lahko razlicˇnih
oblik in velikosti. Prav tako so slike obicˇajno barvne, nasˇ algoritem pa obrav-
nava slike v sivinah.
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Pretvorba v sivine
Prvi korak je sprememba vseh slik v sive. Najprej se slike iz RGB-barvnega
prostora konvertirajo v barvni prostor CIELAB [10]. Prednost CIELAB je
namrecˇ njegova komponenta L, ki se nanasˇa na lightness oz. osvetljenost.
Konvertiranje prek vrednosti osvetlitve prinasˇa najboljˇse rezultate pri apli-
kacijah racˇunalniˇskega vida [7].
Izenacˇevanje slik
Ko so slike v sivinah, preidemo na drugi korak predprocesiranja. Zagotoviti je
treba, da se uporabi celoten razpon sivin, ki so na voljo, oziroma izenacˇevanje
histograma sivin posamezne slike. Ker obicˇajno izenacˇevanje ne dosega dovolj
dobrih rezultatov, uporabimo namenski algoritem CLAHE [11], ki mocˇno
izboljˇsa kontrast in vidne podrobnosti na slikah. V primerjavi z obicˇajnim
izenacˇevanjem, ki deluje globalno, CLAHE izenacˇuje vrednosti sivin lokalno
v obsegu 8×8 slikovnih tocˇk in obenem omeji nastanek sˇumov, ki se utegnejo
pojaviti ob tem.
Nastavitev locˇljivosti - ARes
Tretji korak predprocesiranja je nastavitev vseh slik na skupno velikost in
izbiranje primerne locˇljivosti. Ta postopek opravimo z algoritmom ARes
[12]. Algoritem ARes poiˇscˇe primerne locˇljivosti, ki so nizˇje od zacˇetne.
Pridobljena nizˇja resolucija nam omogocˇa hitrejˇse procesiranje slik. Prav
tako nizˇje locˇljivosti potrebujejo manj graficˇnega pomnilnika, ki pa je omejen.
Primerna locˇljivost se smatra za locˇljivost, ki je manjˇsa ali enaka zacˇetni
in pri tem ohrani oziroma izboljˇsa kakovosti resˇitve. Zmanjˇsana primerna
resolucija lahko pripomore k izboljˇsanju resˇitve tako, da odstrani nepotrebne
in motecˇe podrobnosti slike.
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Slika 4.2: Kakovost najdene resˇitve v odvisnosti od locˇljivosti slik, ki jih
najdemo z algoritmom ARes (Test sˇtetja celic)
Kreiranje tenzorja
Pri zadnjem koraku predprocesiranja pa seznam slik spremenimo v 4-dimenzijski
tenzor, ki je nato pripravljen na procesiranje s Tensorflowom.
4.3 Implementacija genetskega algoritma pri
nasˇem programu
Genetski algoritem deluje na populaciji osebkov, ki jo upravlja in nad njo
izvaja selekcijo in krizˇanje, ti pa pripeljeta do novega osebka. Novonastali
osebek se nato sˇe mutira.
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4.3.1 Opis in zgradba osebka
Osebek vsebuje zapis oziroma navodila, katere operacije izvesti nad tenzor-
jem slik v nasˇem programu. Osebek je sestavljen iz dveh delov, vsak del
pa vsebuje zaporedje dolocˇenih operacij. V prvem delu so operacije, ki so
implementirane v Tensorflowu. V drugem pa je zaporedje operacij, ki so
implementirane v OpenCV.
4.3.2 Opis operacij
V nasˇem programu imamo dva tipa operacij. Prvi tip so operacije, ki so
implementirane v Tensorflowu, drugi pa operacije, ki so implementirane v
OpenCV. Prvi tip operacij zato imenujemo operacije Tensorflow, drugega pa
operacije OpenCV. V program smo vkljucˇili pogosto uporabljene operacije
procesiranja slik s podrocˇja avtomatskega sˇtetja objektov [6].
Operacije Tensorflow
Vse operacije Tensorflow so implementirane v Tensorflowu. Vsaka opera-
cija je v programu predstavljena s trimestno kodo. Operacije Tensorflow so
nasˇtete v tabeli 4.1.
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Koda Operacija Kratek opis
1. 0 0 0 NOP Nicˇelna operacija
2. 1 0 0 invert op Inverzija
3. 1 0 1 linear point op Linearna tocˇkovna operacija
4. 1 0 2 power point op Potencˇna tocˇkovna operacija
5. 1 0 3 logarithmic op Logaritemska tocˇkovna operacija
6. 1 0 4 polynomial op Polinomska tocˇkovna operacija
7. 1 0 5 clear range op Odstranitev intervala vrednosti
8. 1 0 6 swap value op Zamenjava vrednosti z drugo
9. 1 1 0 linear filter op Linearna konvolucija
10. 1 1 1 min filter op Minimalni filter
11. 1 1 2 max filter op Maksimalni filter
12. 1 1 3 mean filter op Povprecˇni filter
13. 1 1 4 dual linear filter op Dvojna linearna konvolucija
14. 1 2 0 sobel op Sobelov operator
15. 1 2 1 gauss 5x5 Gaussova zameglitev
16. 1 2 2 unsharp masking Ostrenje
Tabela 4.1: Tabela operacij, implementiranih v Tensorflowu
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Opis posamezne operacije Tensorflow
1. NOP
To je operacija brez ucˇinka in cˇasa izvajanja. S to operacijo omogocˇimo
nasˇemu algoritmu, da lahko preprosto odstrani operacijo v neki resˇitvi,
ne da bi spremenil skupno sˇtevilo operacij. Operacija nima parametrov.
2. invert op
Ta operacija naredi barvni inverz slike. Operacija nima parametrov.
(Vir slike [4])
Slika 4.3: Primer operacije invert op
3. linear point op
To je operacija, ki izvede linearno funkcijo nad posamezno slikovno
tocˇko f(x) = max(0,min(k ∗ x + n, 1). Sprejme dva parametra: k in
n.
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Slika 4.4: Primer operacije linear point op
4. power point op
Ta operacija izvede potencˇno operacijo nad posamezno slikovno tocˇko
f(x) = xk, sprejme pa en parameter: k.
Slika 4.5: Primer operacije power point op
5. logarithmic op
Ta operacija izvede logaritemsko funkcijo nad posamezno slikovno tocˇko
f(x) = logk(x). Sprejme parameter k.
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Slika 4.6: Primer operacije logarithmic op
6. polynomial op
To je operacija, ki izvede polinom druge stopnje nad posamezno sli-
kovno tocˇko in sprejme tri parametre: a, b in c.
Slika 4.7: Primer operacije polynomial op
7. clear range op
Ta operacija nastavi vse vrednosti na intervalu (lower, upper) na 0,
sprejme pa dva parametra: lower in upper.
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Slika 4.8: Primer operacije clear range op
8. swap value op
To je operacija, ki zamenja slikovne tocˇke dolocˇene vrednosti z drugo
vrednostjo. Sprejme dva parametra: a in b.
Slika 4.9: Primer operacije swap value op
9. linear filter op
Ta operacija naredi konvolucijo slike z uporabo filtra velikosti 3 × 3.
Kot parameter sprejme matriko velikosti 3× 3.
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Slika 4.10: Primer operacije linear filter op
10. min filter op
Ta operacija nastavi slikovno tocˇko na najmanjˇso v soseski 3× 3. Ope-
racija nima parametrov.
Slika 4.11: Primer operacije min filter op
11. max filter op
To je operacija, ki nastavi slikovno tocˇko na najvecˇjo v soseski 3 × 3.
Operacija nima parametrov.
22 Gregor Babnik
Slika 4.12: Primer operacije max filter op
12. mean filter op
Ta operacija nastavi slikovno tocˇko na povprecˇno v soseski 3× 3. Ope-
racija nima parametrov.
Slika 4.13: Primer operacije mean filter op
13. dual linear filter op
To je operacija, ki naredi dve konvoluciji slike z uporabo dveh filtrov
velikosti 3 × 3 in nato sesˇteje rezultata. Kot parameter sprejme dve
matriki velikosti 3× 3.
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Slika 4.14: Primer operacije dual linear filter op
14. sobel op
Ta operacija izvede Sobelov operator nad sliko. Operacija nima para-
metrov.
Slika 4.15: Primer operacije sobel op
15. gauss 5x5
Ta operacija izvede Gaussovo zameglitev z uporabo dolocˇenega filtra
velikosti 5× 5. Operacija nima parametrov.
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Slika 4.16: Primer operacije gauss 5x5
16. unsharp masking
To je operacija ostrenja s posebnim staticˇnim filtrom velikosti 5 × 5.
Operacija nima parametrov.
Slika 4.17: Primer operacije unsharp masking
Operacije OpenCV
Vse operacije OpenCV so implementirane v OpenCV. Vsaka operacija OpenCV
je v programu predstavljena z enomestno kodo. OpenCV so namenjene po-
obdelavi in obdelavi predvsem dvobarvnih slik, nasˇtete pa so v tabeli 4.2.
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Koda Operacija Kratek opis
1. 0 NOP Nicˇelna operacija
2. 1 Invert OP Inverzija
3. 2 Median Blur OP Zameglitev z mediano
4. 3 Bilateral Filter OP Dvostranski filter
5. 4 Morphological OP Morfolosˇka operacija
6. 5 Threshold OP Binarizacija
7. 6 Watershed OP Watershed algoritem
Tabela 4.2: Tabela operacij OpenCV
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Opis posamezne operacije OpenCV
1. NOP
To je operacija brez ucˇinka in cˇasa izvajanja, z njo omogocˇimo nasˇemu
algoritmu, da lahko preprosto odstrani operacijo v neki resˇitvi, ne da
bi spremenil skupno sˇtevilo operacij. Operacija nima parametrov.
2. invert op
To je operacija, ki naredi barvni inverz slike, nima pa parametrov.
Slika 4.18: Primer operacije invert op (Vir slike[1])
3. median blur op
To je operacija, ki nastavi slikovno tocˇko na vrednost mediane v soseski
3 × 3. Operacija nima parametrov.
Parameter:
• kernel size ∈ {3, 5, 7}
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Slika 4.19: Primer operacije median blur op
4. bilateral filter op
Ta operacija naredi bilateralni filter nad slikami.
Parametri:
• diameter ∈ [2, 11],Z
• sigma color ∈ [1, 250],Z
• sigma space ∈ [1, 250],Z
Slika 4.20: Primer operacije bilateral filter op
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5. morphological op
Ta operacija izvede razlicˇne morfolosˇke operacije glede na podani pa-
rameter. Operacija izvede metodo OpenCV morphologyEx()[2] me-
todo in ji poda izbrane parametre. Vrste vseh mogocˇih operacij so:
BLACKHAT, CLOSE, CROSS, DILATE, ELLIPSE, ERODE, GRA-
DIENT, OPEN, RECT, TOPHAT.
Parametri:
• type ∈ {0, 1, 2, 3, 4, 5, 6, 7}
• iterations ∈ {1, 2, 3}
• kernel size ∈ {3, 5, 7}
• square kernel ∈ {False, True}
Slika 4.21: Primer operacije morphological op
6. threshold op
To je operacija, ki spremni sliko v sivinah v cˇrno-belo sliko.
Parametra:
• type ∈ {0, 1, 2, 3}
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• threshold value ∈ [0, 255],Z
Slika 4.22: Primer operacije threshold op
7. Watershed op
Ta operacija nad slikami izvede algoritem Watershed, ki je namenjen
locˇevanju prikrivajocˇih se objektov na sliki.
Parametri:
• threshold value ∈ [100, 200],Z
• weight ∈ (0.3, 0.99),R
• kernel size ∈ {3, 5, 7}
• iterations ∈ {1, 2, 3, 4, 5, 6, 7, 8}
• mask size ∈ {0, 3, 5}
• white background ∈ {False, True}
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Slika 4.23: Primer operacije Watershed op
4.3.3 Postopek krizˇanja osebkov
Krizˇanje osebkov deluje v dveh nivojih. Na prvem deluje na nivoju vseh
operacij, na drugem pa na nivoju genov posamezne operacije.
Krizˇanje na nivoju vseh operacij v osebku uporablja dve razlicˇni strategiji:
enostavno enotno krizˇanje in krizˇanje z ujemanjem zaporedja.
Enostavno enotno krizˇanje (uniform crossover)
Pri enostavnem enotnem krizˇanju se novi osebek sestavlja tako, da se is-
tolezˇecˇe operacije starsˇev zaporedno krizˇajo druge z drugo.
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Slika 4.24: Enotno krizˇanje
Krizˇanje z ujemanjem zaporedja
Krizˇanje z ujemanjem zaporedja v nasprotju z enostavnim enotnim krizˇanjem
uposˇteva tipe operacij in poskusˇa ohraniti obstojecˇe zaporedje, vsebovano
v obeh starsˇih, pri novem osebku. Krizˇanje z ujemanjem omogocˇi prenos
mozˇne dobre podresˇitve v novi osebek, kjer je podresˇitev daljˇsa od posame-
zne operacije in je pravzaprav zaporedje operacij. Cilj krizˇanja z ujemanjem
je hitrejˇse konvergiranje genetskega algoritma k resˇitvi. Algoritem z uje-
manjem zaporedja je predstavljen s psevdokodo 4.3.3. Krizˇanje parametrov
operacij se zgodi le pri istolezˇnih operacijah istega tipa. Novi parameter se
dolocˇi z nakljucˇnim izborom enega izmed parametrov starsˇev. Verjetnost,
kateri parameter bo izbran, dolocˇimo z vhodnim parametrom programa pa-
ramter crossover weight. Cˇe istolezˇni operaciji nista istega tipa, se parametri
prepiˇsejo le iz tistega starsˇa, ki je istega tipa kot otrok. Cˇe se tip otroka raz-
likuje od obeh starsˇev, se parametri nakljucˇno generirajo.
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Slika 4.25: Krizˇanje z ujemanjem zaporedja
Algorithm 1 Najdi podobno zaporedje
indexA← 0
indexB ← 0
for all operationA ∈ parentA do
if indexB ≥ length(parentB) then
indexB ← 0
end if
while indexB < length(parentB) do
operationB ← parentB[indexB]
if not sameType(operationA, operationB) then
indexB ← indexB + 1
end if
append the pair {operationA, operationB} to the list commonOPs
end while
if operationA not element of commonOPs then
opeationB ← parentB[indexA]
append the pair {operationA, operationB} to the list commonOPs
end if
indexA← indexA + 1
end for
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Zaporedne pare operacij nato krizˇamo med seboj na nivoju genov.
4.3.4 Postopek mutacije osebkov
Mutacija osebkov se zgodi na dveh nivojih. Mutacija na prvi stopnji ima
mozˇnost spremembe enega ali vecˇ genov vsake operacije, kar spremeni ope-
racijo v neko drugo operacijo. Mutacija na drugi stopnji pa ima mozˇnost
spremeniti parametre vsake operacije v osebku. Mutacija parametrov se
zgodi neodvisno od mutacije genov. Mutacija parametrov poteka tako, da se
jih enostavno nadomesti z drugim nakljucˇno generiranim parametrom. Ali se
zgodi mutacija, je odvisno od verjetnosti, ki jo dolocˇimo kot parameter pro-
grama paramter muatation chance. Ko je novi osebek ustvarjen, se uporabi
pri procesiranju slik, pri cˇemer pridobi tudi oceno.
4.4 Procesiranje slik in sˇtetje
Procesiranje slik poteka z uporabo Tensorflowa in OpenCV. Prvi del pro-
cesiranja, ki je implementiran s Tensorflowom, se osredotocˇa na operacije,
medtem ko se drugi del procesiranja osredotocˇa predvsem na morfolosˇke in
podobne operacije, ki za tem izboljˇsajo opravljeno delo prvega dela procesi-
ranja.
Slike so predstavljene kot 4-dimenzionalni tenzor. Prva dimenzija ten-
zorja predstavlja zaporedje slik, druga in tretja dimenzija predstavljata viˇsino
in sˇirino slik, cˇetrta dimenzija pa barvne kanale slik, ki je v nasˇem primeru
samo eden – sivina ([slika, viˇsina, sˇirina, barvni kanali]).
4.4.1 Procesiranje s Tensorflowom
Na zacˇetku izvajanja programa ustvarimo Tensorflow graf operacij. Graf vse-
buje implementacije vseh operacij Tensorflow nasˇega programa. Razlog za
to je, da graf ustvarjamo samo enkrat na sejo, namesto ob vsakem procesi-
ranju slik. Pri procesiranju pa izvajamo le tisti del grafa, ki izvede zˇeleno
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operacijo. Pri vsakem ocenjevanju osebka nalozˇimo tenzor neobdelanih slik
v spremenljivko Tensorflow, nad katero nato izvrsˇimo podane operacije.
Primer izvorne kode za operacijo linear filter op lahko vidimo v 4.1 in 4.2.
Prvi del izvorne kode 4.1 je kreiranje operacije, drugi del kode 4.2 pa izvrsˇi
operacijo.
Diplomska naloga 35
1 de f l i n e a r f i l t e r ( t image , p f i l t e r ) :
2 re turn t f . nn . conv2d ( t image , p f i l t e r ,
3 s t r i d e s =[1 , 1 , 1 , 1 ] , padding=”SAME” )
4
5 ph batch input= t f . p l a c eho ld e r ( dtype=t f . f l o a t32 ,
6 name=”ph batch input ” )
7 batch var = t f . Var iab le ( t f . z e r o s ( shape=
8 s e l f . cu r r ent batch . images . shape , dtype=t f . f l o a t 3 2 ) ,
9 name=”batch var ” )
10 t f . a s s i gn ( batch var , ph batch input , name=” feed batch ” )
11
12 p h f i l t e r i n p u t= t f . p l a c eho lde r ( dtype=t f . f l o a t32 ,
13 name=” p h f i l t e r i n p u t ” )
14 t l i n e a r f i l t e r o p= f i l t e r o p . l i n e a r f i l t e r ( batch var ,
p h f i l t e r i n p u t )
15 t f . a s s i gn ( batch var , t l i n e a r f i l t e r o p ,
16 name=” a p p l y l i n e a r f i l t e r o p ” )
Izvorna koda 4.1: Kreiranje operacije linear filter op
1 with t f . S e s s i on ( graph=s e l f . g , c on f i g=t f . Conf igProto ( gpu opt ions=
gpu opt ions ) ) as s e s s :
2 ph batch feed= {
3 s e l f . t ( ” ph batch input ” ) : s e l f . cu r r ent batch . images
4 }
5 s e s s . run ( s e l f . op ( ” f e ed batch ” ) , f e e d d i c t= ph batch feed )
6
7 f o r opera t i on in ope ra t i on sequence :
8 cur rent op= operat i on . g e t a c t i o n ( )
9 s e s s . run ( s e l f . op ( cur rent op ) ,
10 f e e d d i c t=s e l f . r e so lve names (
11 opera t ion . f e ed paramete r s ) )
12
13 r e s u l t= s e s s . run ( s e l f . t ( ” batch var ” ) )
14 s e l f . cu r r ent batch . images= r e s u l t
Izvorna koda 4.2: Izvajanje operacije linear filter op
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4.4.2 Procesiranje z OpenCV
Ko je procesiranje s Tensorflowom opravljeno, pride na vrsto procesiranje z
operacijami OpenCV. To je v nasprotju s Tensorflowom preprostejˇse, saj ne
potrebuje vnaprej definiranega grafa operacij in ustvarjanja posebne seje. V
primerjavi s Tensorflowom se slike obdelajo zaporedno.
Primer izvorne kode operacije morphological op. Vidimo, da je koda precej
bolj preprosta kot pri operacijah Tensorflow.
1 c l a s s Morpholog ica l op (Operation OCV) :
2 de f execute ( s e l f , batch ) :
3 p type= s e l f . parameters [ ” type ” ]
4 p i t e r a t i o n s= s e l f . parameters [ ” i t e r a t i o n s ” ]
5 p k e r n e l s i z e= s e l f . parameters [ ” k e r n e l s i z e ” ]
6 p squa r e k e rn e l= s e l f . parameters [ ” s qua r e k e rn e l ” ]
7 re turn cvop . morpho log ica l op ( batch , p type ,
8 p i t e r a t i o n s , p k e r n e l s i z e , p squa r e k e rn e l )
9 .
10 .
11 .
12 f o r opcv in o p c v l i s t :
13 s e l f . cu r r ent batch . images= opcv . execute ( s e l f . cu r r ent batch .
images )
Izvorna koda 4.3: Operacija morphological op
4.4.3 Sˇtetje
Na koncu presˇtejemo skupke slikovnih tocˇk, ki so se prikazali na sprocesiranih
slikah, da dobimo sˇtevilo presˇtetih objektov. Ko imamo presˇtete vse slike iz
mnozˇice, rezultate sˇtetja vrnemo genetskemu algoritmu, da jih uporabi v
kriterijski funkciji za koncˇno oceno osebka.
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4.5 Parametri programa
Nasˇ program vsebuje vecˇ parametrov, ki vplivajo na njegovo delovanje.
Parametri in njihovi opisi so predstavljeni v tabeli 4.3.
Parameter Vrednost
1. ares radius Parameter algoritma ARes
2. solution length TF Najvecˇje sˇtevilo operacij Tensorflow
v enem osebku
3. solution length CV Najvecˇje sˇtevilo operacij OpenCV
v enem osebku
4. generations Sˇtevilo generacij genetskega
algoritma
5. crossover strategy ratio Razmerje med uporabo enotnega
krizˇanja in krizˇanja z ujemanjem
zaporedij
6. gene crossover weight Razmerje verjetnosti izbire gena
pri krizˇanju
7. gene mutation chance Verjetnost mutacije operacije (gena)
8. paramter crossover weight Razmerje verjetnosti izbire
parametra pri krizˇanju
9. paramter muatation chance Verjetnost mutacije parametra
10. population size init Zacˇetna velikost populacije
11. population size max Najvecˇja mogocˇa velikost populacije
Tabela 4.3: Parametri programa
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Poglavje 5
Testiranje in rezultati
5.1 Opis testiranj
Za testne probleme smo izbrali mnozˇice slik, ki so vsebovale veliko dolocˇenih
objektov. Mnozˇicˇne slike smo razdelili na ucˇno in testno mnozˇico. Program
z uporabo genetskega algoritma izdela resˇitev na podlagi ucˇne mnozˇice in jo
na koncu preizkusi na testni mnozˇici.
5.2 Testni problemi
5.2.1 Celice
Testna mnozˇica slik celic [8] vsebuje umetno generirane realisticˇne slike mi-
kroskopskih celic bakterij. Ucˇna mnozˇica vsebuje 140 primerov slik, testna
mnozˇica pa 60.
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Lastnosti testa
Vhodne slike 5.1 vsebujejo veliko sˇtevilo objektov celic, ki so neenakomerno
razprsˇene po posamezni sliki in se tudi precej prekrivajo. Lastnost prekriva-
nja naredi test dokaj zahteven, saj pri nekaterih primerih ni mogocˇe dolocˇiti
jasne meje med posameznimi celicami. Locˇevanje celic od ozadja ni tezˇavno
zaradi dokaj visokega kontrasta med celicami in ozadjem.
Slika 5.1: Celice: primer vhodne slike
Vhodni parametri programa
Vhodne slike so dokaj nezahtevne in ne potrebujejo veliko slikovnega pro-
cesiranja pred sˇtetjem, zato smo omejili iskanje resˇitve na maksimalno pet
operacij, dve Tensorflowovi in tri operacije OpenCV.
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Parameter Vrednost
1. ares radius 30
2. solution length TF 2
3. solution length CV 3
4. generations 2442
5. crossover strategy ratio 0,3
6. gene crossover weight 0,3
7. gene mutation chance 0,03
8. paramter crossover weight 0,5
9. paramter muatation chance 0,03
10. population size init 1200
11. population size max 600
Tabela 5.1: Parametri testa Celice
Predprocesiranje
• Pretvorba barv v sivine.
• Optimizacija locˇljivosti z algoritmom ARes. 84 % locˇljivost originala.
• Kontrastno izenacˇevanje z metodo CLAHE.
42 Gregor Babnik
Slika 5.2: Celice: primer slike po predprocesiranju (84 % locˇljivost)
Resˇitev in rezultati
# Koda Ime operacije Parametri
1 [1, 2, 0] sobel operator /
2 [1, 0, 4] polynomial point op
a : −1, 44
b : 3, 91
c : 0, 23
2 [6] watershed op
threshold value : 160
weight : 0, 42
kernel size : 3
iterations : 7
mask size : 5
white background : False
4 [2] median blur op kernel size : 3
5 [6] watershed op
threshold value : 185
weight : 0, 78
kernel size : 3
iterations : 4
mask size : 0
white background : True
Tabela 5.2: Celice: najdena resˇitev - zaporedje operacij
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Tabela 5.3: Celice: rezultati testne mnozˇice
# Resnicˇno sˇtevilo Presˇteto sˇtevilo Absolutna napaka Relativna napaka
1 267 247 20 7,49 %
2 111 122 11 9,91 %
3 177 184 7 3,95 %
4 260 273 13 5,00 %
5 217 211 6 2,76 %
6 98 104 6 6,12 %
7 100 98 2 2,00 %
8 140 135 5 3,57 %
9 142 159 17 11,97 %
10 308 301 7 2,27 %
11 119 119 0 0,00 %
12 197 180 17 8,63 %
13 257 250 7 2,72 %
14 210 201 9 4,29 %
15 74 86 12 16,22 %
16 317 308 9 2,84 %
17 98 104 6 6,12 %
18 119 125 6 5,04 %
19 133 140 7 5,26 %
20 174 158 16 9,20 %
21 215 196 19 8,84 %
22 297 285 12 4,04 %
23 176 187 11 6,25 %
24 235 222 13 5,53 %
25 202 196 6 2,97 %
26 145 142 3 2,07 %
27 110 119 9 8,18 %
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28 96 109 13 13,54 %
29 162 154 8 4,94 %
30 159 158 1 0,63 %
31 132 134 2 1,52 %
32 136 141 5 3,68 %
33 222 228 6 2,70 %
34 115 115 0 0,00 %
35 102 101 1 0,98 %
36 100 103 3 3,00 %
37 146 136 10 6,85 %
38 155 165 10 6,45 %
39 206 224 18 8,74 %
40 81 96 15 18,52 %
41 86 86 0 0,00 %
42 292 297 5 1,71 %
43 244 260 16 6,56 %
44 218 219 1 0,46 %
45 248 224 24 9,68 %
46 224 215 9 4,02 %
47 95 100 5 5,26 %
48 132 151 19 14,39 %
49 98 108 10 10,20 %
50 273 266 7 2,56 %
51 154 148 6 3,90 %
52 128 129 1 0,78 %
53 200 186 14 7,00 %
54 156 141 15 9,62 %
55 200 207 7 3,50 %
56 84 101 17 20,24 %
57 218 228 10 4,59 %
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58 79 89 10 12,66 %
59 153 168 15 9,80 %
60 124 125 1 0,81 %
Slika 5.3: Celice: histogram relativnih napak
Rezultat testa ima poprecˇno relativno napako 5,88 %, standardna deviacija
je 4,57 %, 95 % interval zaupanja je 5,88 % ± 1,16 %. Algoritem je nasˇel
relativno dobro resˇitev, kjer je v vecˇini primerov nizka relativna napaka.
Rezultat kvarijo predvsem slike, ki vsebujejo veliko prekrivajocˇih se celic.
Problem prekrivajocˇih se celic se resˇuje z uporabo algoritma Watershed, ki
ga nasˇ algoritem tudi uporabi, vendar ima tudi ta svoje omejitve in more
pomagati, ko je prekrivanje previsoko.
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5.2.2 Ribe
Lastnosti testa
Ribe so nekoliko tezˇji test, saj vsebujejo slike [9] globino in razlicˇno orientacijo
posamezne ribe. Globina oziroma oddaljenost je sicer majhna, vendar je
razlika v ostrini rib. Med ribami ni veliko prekrivanja. Ozadje je enobarvno
in monotono. Odsev stekla akvarija nekoliko popacˇi sliko. Velikost ucˇne
mnozˇice je 90 slik, velikost testne pa je 39 slik.
Slika 5.4: Ribe: primer vhodne slike
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Vhodni parametri programa
Parameter Vrednost
1. ares radius 25
2. solution length TF 4
3. solution length CV 4
4. generations 1842
5. crossover strategy ratio 0,3
6. gene crossover weight 0,5
7. gene mutation chance 0,02
8. paramter crossover weight 0,5
9. paramter muatation chance 0,02
10. population size init 1200
11. population size max 900
Tabela 5.4: Parametri testa Ribe
48 Gregor Babnik
Predprocesiranje
• Pretvorba barv v sivine.
• Optimizacija locˇljivosti z algoritmom ARes. 100 % locˇljivost originala.
• Kontrastno izenacˇevanje z metodo CLAHE.
Slika 5.5: Ribe: primer slike po predprocesiranju (100 % locˇljivost)
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Resˇitev in rezultati
# Koda Ime operacije Parametri
1 [1, 1, 0] linear filter op
∣∣∣∣∣∣∣∣
−2, 96 8, 57 −2, 75
−5, 18 −5, 92 −1, 48
7, 43 6, 74 −8, 72
∣∣∣∣∣∣∣∣
2 [1, 0, 1] linear point op
k : −3, 56
n : 0, 19
3 [1, 1, 3] mean filter op /
4 [1, 0, 0] invert op /
5 [1] invert op /
6 [2] median blur op kernel size: 5
7 [3] bilateral filter op
diameter : 3
sigmaColor : 187
sigmaSpace : 51
8 [2] median blur op kernel size: 5
Tabela 5.5: Ribe: najdena resˇitev - zaporedje operacij
Tabela 5.6: Ribe: rezultati testne mnozˇice
# Resnicˇno sˇtevilo Presˇteto sˇtevilo Absolutna napaka Relativna napaka
1 58 49 9 15,52 %
2 55 53 2 3,64 %
3 56 59 3 5,36 %
4 58 61 3 5,17 %
5 62 65 3 4,84 %
6 65 62 3 4,62 %
7 58 54 4 6,90 %
8 58 56 2 3,45 %
9 63 57 6 9,52 %
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10 66 65 1 1,52 %
11 65 67 2 3,08 %
12 65 61 4 6,15 %
13 63 60 3 4,76 %
14 62 68 6 9,68 %
15 66 64 2 3,03 %
16 69 66 3 4,35 %
17 68 67 1 1,47 %
18 66 67 1 1,52 %
19 67 68 1 1,49 %
20 69 65 4 5,80 %
21 64 58 6 9,38 %
22 63 62 1 1,59 %
23 64 66 2 3,13 %
24 60 65 5 8,33 %
25 57 57 0 0,00 %
26 56 51 5 8,93 %
27 55 53 2 3,64 %
28 51 52 1 1,96 %
29 50 52 2 4,00 %
30 52 49 3 5,77 %
31 51 52 1 1,96 %
32 50 46 4 8,00 %
33 51 46 5 9,80 %
34 51 48 3 5,88 %
35 51 50 1 1,96 %
36 50 46 4 8,00 %
37 47 47 0 0,00 %
38 51 50 1 1,96 %
39 52 50 2 3,85 %
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Slika 5.6: Ribe: histogram relativnih napak
Program ni imel vecˇjih tezˇav pri sˇtetju posameznih rib. Napaka sˇtetja je le
pri ribah, ki se prekrivajo ali pa so nagnetene v vecˇje grucˇe. Rezultat testa
ima poprecˇno relativno napako 4,87 %, standardna deviacija je 3,3 %, 95 %
interval zaupanja je 4,87 % ± 1,04 %.
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5.2.3 Muhe
Tretji test vsebuje slike muh [9]. Velikost ucˇne mnozˇice je 70 slik, velikost
testne pa 30 slik.
Slika 5.7: Muhe: primer vhodne slike
Lastnosti testa
Slike 5.7 vsebujejo belo obarvane muhe na cˇrnem ozadju. Na slikah se neka-
tere muhe prekrivajo, kar otezˇi sˇtetje. Slike vsebujejo tudi madezˇe, ki jih je
tezˇko locˇiti od muh.
Vhodni parametri programa
Parameter Vrednost
1. ares radius 14
2. solution length TF 2
3. solution length CV 2
4. generations 2242
5. crossover strategy ratio 0,3
6. gene crossover weight 0,3
7. gene mutation chance 0,03
8. paramter crossover weight 0,5
9. paramter muatation chance 0,03
10. population size init 1400
11. population size max 900
Tabela 5.7: Parametri testa Ribe
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Predprocesiranje
• Pretvorba barv v sivine.
• Optimizacija locˇljivosti z algoritmom ARes. 100 % locˇljivost originala.
• Kontrastno izenacˇevanje z metodo CLAHE.
Slika 5.8: Muhe: primer slike po predprocesiranju (100 % locˇljivost)
Resˇitev in rezultati
Pri tem testu smo omejili sˇtevilo na dve operaciji Tensorflow in prav tako
na dve operaciji OpenCV. Zanimivo je, da program ni potreboval nobene
operacije OpenCV in jih je nadomestil z NOP.
# Koda Ime operacije Parametri
1 [1, 2, 1] gauss 5x5 /
2 [1, 2, 0] sobel operator /
3 [0] NOP /
4 [0] NOP /
Tabela 5.8: Muhe: najdena resˇitev - zaporedje operacij
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# Resnicˇno sˇtevilo Presˇteto sˇtevilo Absolutna napaka Relativna napaka
1 92 93 1 1,09 %
2 98 103 5 5,10 %
3 111 111 0 0,00 %
4 115 139 24 20,87 %
5 114 113 1 0,88 %
6 120 115 5 4,17 %
7 125 110 15 12,00 %
8 128 127 1 0,78 %
9 134 116 18 13,43 %
10 128 123 5 3,91 %
11 145 137 8 5,52 %
12 145 134 11 7,59 %
13 145 131 14 9,66 %
14 138 128 10 7,25 %
15 142 135 7 4,93 %
16 140 139 1 0,71 %
17 131 125 6 4,58 %
18 129 123 6 4,65 %
19 137 132 5 3,65 %
20 136 133 3 2,21 %
21 130 127 3 2,31 %
22 129 107 22 17,05 %
23 114 119 5 4,39 %
24 113 101 12 10,62 %
25 112 113 1 0,89 %
26 99 99 0 0,00 %
27 93 80 13 13,98 %
28 82 76 6 7,32 %
29 76 72 4 5,26 %
30 72 87 15 20,83 %
Tabela 5.9: Muhe: rezultati testne mnozˇice
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Slika 5.9: Muhe: histogram relativnih napak
Rezultat testa ima koncˇno relativno napako 6,52 %, kar pa ni precej
razlicˇno od rocˇnega sˇtetja. Zaradi madezˇev na sliki in prekrivanja nekaterih
muh je tezˇko priti do precej bolj natancˇnega rezultata. Poprecˇna relativna
napaka je 6,52 %, standardna deviacija je 5,89 %, 95 % interval zaupanja je
6,52 % ± 2,11 %.
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5.2.4 Cˇebele
Cˇetrti in zadnji test sˇtetja vsebuje slike cˇebel [9]. Ucˇna mnozˇica vsebuje 93
slik, testna mnozˇica pa 25.
Slika 5.10: Cˇebele: primer vhodne slike
Lastnosti testa
Slike vsebujejo roj cˇebel na neenakomerni podlagi – travi in travnatih ra-
stlinah. Na slikah skorajda ni prekrivanja med cˇebelami. Cˇebele so v zraku
in tako razlicˇno orientirane, kar pomeni, da se njihovi obrisi razlikujejo po
velikosti in obliki.
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Vhodni parametri programa
Glede na tezˇavnost testa v primerjavi s prejˇsnjimi smo tu poviˇsali mozˇno
dolzˇino resˇitve na 6 operacij Tensorflow in prav tako podali vecˇje zacˇetno
sˇtevilo osebkov na 2400.
Parameter Vrednost
1. ares radius 30
2. solution length TF 6
3. solution length CV 2
4. generations 2442
5. crossover strategy ratio 0,25
6. gene crossover weight 0,5
7. gene mutation chance 0,03
8. paramter crossover weight 0,5
9. paramter muatation chance 0,03
10. population size init 2400
11. population size max 900
Tabela 5.10: Parametri testa Cˇebele
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Predprocesiranje
• Pretvorba barv v sivine.
• Optimizacija locˇljivosti z algoritmom ARes. 42 % locˇljivost originala.
• Kontrastno izenacˇevanje z metodo CLAHE.
Slika 5.11: Cˇebele: primer slike po predprocesiranju (42 % locˇljivost)
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Resˇitev in rezultati
# Koda Ime operacije Parametri
1 [1, 0, 3] logarithmic point op a: 2,05
2 [1, 1, 1] min filter op /
3 [1, 0, 0] invert op /
4 [1, 0, 5] clear range op
a : 2, 05
b : 0, 96
5 [1, 0, 0] invert op /
6 [1, 2, 2] unsharp masking /
7 [4] morphological op
type : 4
iterations : 1
kernel size : 3
square kernel : False
8 [6] watershed op
threshold value : 190
weight : 0, 44
kernel size : 5
iterations : 6
mask size : 5
white background : True
Tabela 5.11: Cˇebele: najdena resˇitev - zaporedje operacij
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Tabela 5.12: Cˇebele: rezultati testne mnozˇice
# Resnicˇno sˇtevilo Presˇteto sˇtevilo Absolutna napaka Relativna napaka
1 32 32 0 0,00 %
2 38 33 5 13,16 %
3 42 33 9 21,43 %
4 43 35 8 18,60 %
5 37 34 3 8,11 %
6 39 41 2 5,13 %
7 32 33 1 3,13 %
8 30 31 1 3,33 %
9 30 29 1 3,33 %
10 25 27 2 8,00 %
11 26 25 1 3,85 %
12 27 27 0 0,00 %
13 25 27 2 8,00 %
14 25 25 0 0,00 %
15 28 25 3 10,71 %
16 32 27 5 15,63 %
17 30 32 2 6,67 %
18 29 28 1 3,45 %
19 31 30 1 3,23 %
20 33 29 4 12,12 %
21 31 35 4 12,90 %
22 36 40 4 11,11 %
23 41 34 7 17,07 %
24 38 36 2 5,26 %
25 33 37 4 12,12 %
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Slika 5.12: Cˇebele: histogram relativnih napak
Povprecˇna relativna napaka sˇtetja cˇebel je 8,29 % s standardno deviacijo
6,39 %. 95 % interval zaupanja je 8,29 % ± 2,50 %. To je bil najtezˇji izmed
testov, ki smo jih dali v program. Del tezˇavnosti izvira tudi iz tega, da imajo
pri teh slikah barve pomembno vlogo - rumenkaste cˇebele med zelenkastim
rastlinjem. Pri pretvorbi iz barvnih slik v sivini se je precej podatkov izgubilo.
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5.2.5 Dodatni test: Segmentacija zˇil ocˇesne mrezˇnice
Nasˇemu programu smo zadali sˇe en dodaten test, ki pa v primerjavi s prejˇsnjimi
testi nima naloge sˇtetja objektov. Zanimalo nas je, kako se bo izkazal pri
nalogi, za katero ni bil ustvarjen. Izbrali smo problem segmentacije slike.
Test vsebuje slike[13] ocˇesne mrezˇnice 5.13. Naloga testa je segmentirati in
izlusˇcˇiti zˇile iz slike ocˇesne mrezˇnice. Pri tem testu vsebujeta ucˇna in testna
mnozˇica po 20 slik.
Slika 5.13: Mrezˇnica (segmentacija): primer vhodne slike
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Lastnosti testa
Test vsebuje posnetke mrezˇnic ljudi na cˇrni podlagi, slikanih s posebno ka-
mero [13]. Ozˇilje mrezˇnice je malce temnejˇse od preostalega tkiva, vendar
iste barve.
Vhodni parametri programa
Parameter Vrednost
1. ares radius /
2. solution length TF 4
3. solution length CV 2
4. generations 2442
5. crossover strategy ratio 0,2
6. gene crossover weight 0,5
7. gene mutation chance 0,03
8. paramter crossover weight 0,5
9. paramter muatation chance 0,03
10. population size init 1800
11. population size max 400
Tabela 5.13: Parametri testa Mrezˇnica
Predprocesiranje
• Pretvorba barv v sivine.
• Kontrastno izenacˇevanje z metodo CLAHE.
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Slika 5.14: Segmentacija mrezˇnice: primer slike po predprocesiranju
Resˇitev in rezultati
koda ime operacije parametri
[1, 0, 0] invert op -
[1, 0, 0] invert op -
[1, 0, 0] invert op -
[1, 1, 0] linear filter op
∣∣∣∣∣∣∣∣
0, 0625 0, 125 0, 0625
0, 125 0, 25 0, 125
0, 125 0, 0625 0, 0625
∣∣∣∣∣∣∣∣
[4] morphological op
type : 5
iterations : 2
size : 5
square kernel : True
[5] threshold op
type : 1
threshold value : 172
Tabela 5.14: Mrezˇnica (segmentacija) resˇitev - zaporedje operacij
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# Relativna napaka
1 5,63 %
2 5,64 %
3 8,41 %
4 6,37 %
5 6,03 %
6 6,77 %
7 6,44 %
8 6,71 %
9 6,15 %
10 5,88 %
11 6,03 %
12 7,31 %
13 6,84 %
14 6,02 %
15 5,59 %
16 5,63 %
17 7,41 %
18 5,73 %
19 4,31 %
20 5,11 %
Tabela 5.15: Mrezˇnica (segmentacija): rezultati testne mnozˇice
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Slika 5.15: Mrezˇnica (segmentacija): histogram relativnih napak
Poprecˇna relativna napaka segmentacije zˇil mrezˇnice je 6,20 %, s standar-
dno deviacijo 0,89 %. 95 % interval zaupanja je 6,20 % ± 0,39 %. Nasˇemu
programu je uspelo dobiti relativno dobre rezultate [13], kar prikazˇe upo-
rabnost zunaj domene sˇtetja. Delovanje na domenah zunaj sˇtetja lahko
pripiˇsemo delovanju genetskega algoritma in zmozˇnosti izbire ter prilaganja
operacij po potrebi.
Diplomska naloga 67
Slika 5.16: Mrezˇnica (segmentacija): testni primer #20 (5,11 % rel. napaka,
zeleno - pravilno, rdecˇe - napacˇno
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Poglavje 6
Zakljucˇek
V diplomskem delu smo implementirali program, ki se naucˇi sˇteti objekte na
slikah. Za ucˇenje potrebuje mnozˇico slik, na kateri poteka ucˇenje. Ucˇenje po-
teka tako, da program z uporabo genetskega algoritma iˇscˇe uspesˇno zaporedje
operacij, ki obdelajo slike. Zaporedje operacij je uspesˇno takrat, ko je raz-
lika med presˇtetimi in dejanskimi objekti na slikah zmanjˇsana do zadovoljive
mere. Ta razlika sluzˇi tudi kot vhodna spremenljivka v kriterijski funkciji.
Pri dolocˇanju primernih locˇljivosti slik smo si pomagali z algoritmom ARes.
Za izvedbo operacij nad slikami smo uporabili programski knjizˇnici Tensor-
flow in OpenCV. Uporaba Tensorflowa nam je pospesˇila izvajanje programa
s procesiranjem podatkov (obdelavo slik) na GPE. Delovanje programa smo
testirali na razlicˇnih domenah slik, z razlicˇnimi tezˇavnostmi za ucˇenje. Glede
na obsezˇnost parametrov in kompleksnosti programa je sˇe veliko prostora za
izboljˇsave.
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