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ON ALMOST EVERYWHERE DIVERGENCE OF
BOCHNER-RIESZ MEANS ON COMPACT LIE GROUPS
XIANGHONG CHEN AND DASHAN FAN
Abstract. Let G be a connected, simply connected, compact semisim-
ple Lie group of dimension n. It has been shown by Clerc [6] that, for
any f ∈ L1(G), the Bochner-Riesz mean SδR(f) converges almost every-
where to f , provided δ > (n− 1)/2. In this paper, we show that, at the
critical index δ = (n− 1)/2, there exists an f ∈ L1(G) such that
lim sup
R→∞
∣
∣S
(n−1)/2
R (f)(x)
∣
∣ =∞, a.e. x ∈ G.
This is an analogue of a well-known result of Kolmogorov [17] for Fourier
series on the circle, and a result of Stein [25] for Bochner-Riesz means
on the tori Tn, n ≥ 2. We also study localization properties of the
Bochner-Riesz mean S
(n−1)/2
R (f) for f ∈ L
1(G).
1. Introduction
Let Tn be the n-dimensional torus. For any f ∈ L1(Tn) one can consider
its (formal) Fourier series expansion
(1) f(x) ∼
∑
k∈Zn
f̂(k)e2πi〈k,x〉, x ∈ Tn
where 〈k, x〉 = k1x1 + · · · + knxn, f̂(k) =
∫
Tn f(x)e
−2πi〈k,x〉dx is the k-th
Fourier coefficient of f . To understand the convergence of the Fourier series
(1), Bochner [2] studied its spherical Riesz means of order δ defined by
SδR(f)(x) =
∑
|k|<R
(
1− |k|
2
R2
)δ
f̂(k)e2πi〈k,x〉, R > 1.
It is well known that when δ > δ0 = (n − 1)/2, SδR(f) converges almost
everywhere to f as R →∞. In the case n = 1, δ0 = 0 and Sδ0R (f) becomes
the partial sum of the Fourier series (1). A famous result of Kolmogorov
[17] states that there exists an f ∈ L1(T) such that
lim sup
R→∞
|Sδ0R (f)(x)| =∞, a.e. x ∈ T.
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Stein [25] extended Kolmogorov’s result to n ≥ 2 and revealed several new
features in multiple dimensions (see [27] for an exposition).
For a general compact Lie group G of dimension n, by the Peter-Weyl
theorem, it is natural to consider, for any f ∈ L1(G), the formal Fourier
series expansion
(2) f ∼
∑
λ∈Λ
dλχλ ∗ f
where dλ and χλ are resp. the dimension and character of the corresponding
irreducible representation ofG. In this paper, we will consider the case where
G is noncommutative. The case where G is commutative can be reduced
to the case of torus discussed above. We will further assume that G is
connected, simply connected, and semisimple.
In this setting, Clerc [6] studied the Bochner-Riesz means defined by
SδR(f) =
∑
λ∈Λ:
|λ+ρ|<R
(
1− |λ+ ρ|
2
R2
)δ
dλχλ ∗ f, R > 1
where ρ is half the sum of the positive roots (see Section 2 for details).
Generalizing the result on the torus, he showed that SδR(f) converges almost
everywhere to f , provided δ > (n − 1)/2. At the critical index δ = (n −
1)/2, Zalozˇnik [33] showed that the convergence holds for f belonging to
certain block spaces Bq(G) strictly contained in L
1(G). To the best of our
knowledge, it remains an open question whether the convergence holds for all
f ∈ L1(G). Here we give a negative answer, showing that the Kolmogorov-
Stein divergence theorem extends to this setting.
Theorem 1. There exists an f ∈ L1(G) such that
lim sup
R→∞
∣∣S(n−1)/2R (f)(x)∣∣ =∞, a.e. x ∈ G.
Recall that Stein [25] proved the divergence theorem based on the fact
that the Bochner-Riesz kernel Kδ0R (x) is unbounded almost everywhere, i.e.
lim sup
R→∞
∣∣∣∣∣∣
∑
|k|<R
(
1− |k|
2
R2
)n−1
2
e2πi〈k,x〉
∣∣∣∣∣∣ =∞, a.e. x ∈ Tn.
The situation is quite different in the noncommutative setting. In fact, it
follows from estimates of Clerc [6] that
sup
R>1
∣∣∣∣∣∣∣
∑
λ∈Λ:
|λ+ρ|<R
(
1− |λ+ ρ|
2
R2
)n−1
2
dλχλ(x)
∣∣∣∣∣∣∣ <∞, a.e. x ∈ G.
This prevents us from adapting directly Stein’s argument for Tn, n ≥ 2 to
prove Theorem 1. However, as shown in Clerc [6], one can use the Poisson
summation formula to decompose Kδ0R (x) into a sum of a Dirichlet type
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kernel and a kernel that can be bounded uniformly by an integrable function
on G. By Young’s inequality one can then focus only on the Dirichlet kernel,
a situation reminiscent of Kolmogorov’s divergence theorem for the circle.
While Kolmogorov’s proof in [17] does not seem to carry over to the
current setting, an alternative proof by Stein turns out to be very useful
here. In fact, using an idea of Stein in [25] (see also [27]), to prove Theorem 1
it suffices to obtain a divergence estimate with f replaced by suitable finitely
supported measures. Using a Glivenko-Cantelli theorem, we show that the
empirical measures on G provide the desired estimate. These measures have
also been used by Kahane [15] to give a probabilistic proof of Kolmogorov’s
divergence theorem.
The paper is organized as follows. In Section 2 we introduce some nota-
tions and give some preliminaries that will be used in the proof of Theorem
1. In Section 3 we prove Theorem 1 assuming a divergence estimate in terms
of measures, which is stated as Lemma 8. In Section 4 we prove Lemma 8
using empirical measures on G. In Section 5 we conclude the paper with
some remarks on localization.
The notation A  B means A ≤ CB for some constant C > 0 independent
of the variables being considered. C denotes a constant depending only on
G whose value may change from line to line.
2. Notation and Preliminaries
Throughout the paper, G will be a connected, simply connected, compact
semisimple Lie group of dimension n. Let g be the Lie algebra of G and t
the Lie algebra of a fixed maximal torus T of G of dimension m. Let A be
a system of positive roots for (g, t), so that card(A) = (n −m)/2, and let
ρ = 12
∑
α∈A α.
Let 〈·, ·〉 and | · | denote resp. the inner product and norm on g induced
by the negative of the Killing form B on g
C
, the complexification of g. Note
that 〈·, ·〉 induces a bi-invariant metric d on G. Since B restricted to t
C
is nondegenerate, for any λ ∈ (t
C
)∗ there is a unique ξλ ∈ tC such that
λ(ξ) = B(ξ, ξλ), ∀ξ ∈ tC . We will identify elements in (tC)∗ with elements
in t
C
using this canonical isomorphism.
Let e be the identity in G, and Γ = {γ ∈ t, exp γ = e}. The weight
lattice is defined as P = {λ ∈ t : 〈γ, λ〉 ∈ 2πZ, ∀γ ∈ Γ}, and the set of
dominant weights is defined as Λ = {λ ∈ P, 〈λ, α〉 ≥ 0, ∀α ∈ A}. Note
that Λ parametrizes the set of equivalence classes of unitary irreducible
representations of G.
For λ ∈ Λ, let Uλ be the corresponding representation. By the Weyl
character formula, we have
χλ(exp ξ) = trUλ (exp ξ) =
∑
w∈W ε(w)e
i〈w(λ+ρ),ξ〉
D(ξ)
, ξ ∈ t,
4 XIANGHONG CHEN AND DASHAN FAN
dλ = dimUλ =
∏
α∈A
〈λ+ ρ, α〉
〈ρ, α〉
where W is the Weyl group which acts on T and t, ε(w) is the signature of
w ∈W , and
(3) D(ξ) =
∑
w∈W
ε(w)ei〈w(ρ),ξ〉 = (2i)
n−m
2
∏
α∈A
sin
〈α, ξ〉
2
is the Weyl denominator. Note that |D(ξ)| is Γ-periodic and W -invariant,
therefore can also be defined on G by letting |D(x)| = |D(exp ξ)| whenever
exp ξ ∈ T is conjugate to x ∈ G.
Denote by dx (resp. dt) the normalized Haar measure on G (resp. T ).
For any central function f on G, by the Weyl integration formula, we have
(4)
∫
G
f(x)dx =
1
|W |
∫
T
f(t)|D(t)|2dt.
Note that the central functions on G can be naturally identified with W -
invariant functions on T . Let
Uλ(x) =
[
aλi,j(x)
]
1≤i,j≤dλ
be the matrix coefficients of Uλ. By the Peter-Weyl theorem,{
aλi,j(x) : λ ∈ Λ, 1 ≤ i, j ≤ dλ
}
forms a complete orthogonal system in L2(G). In particular, letting
bλi,j(x) =
√
dλa
λ
i,j(x),
we get an orthonormal basis in L2(G):{
bλi,j(x) : λ ∈ Λ, 0 ≤ i, j ≤ dλ
}
.
Given an f ∈ L1(G), we can consider the Fourier series expansion
(5) f(x) ∼
∑
λ∈Λ
∑
0≤i,j≤dλ
(∫
G
f(y)bλi,j(y)dy
)
bλi,j(x).
Letting
Φλ(x) =
√
dλUλ(x),
we can rewrite (5) as
f(x) ∼
∑
λ∈Λ
tr
(
CλΦλ(x)
⊤
)
where
Cλ =
∫
G
f(y)Φλ(y)dy.
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Using the representation property, we can further write∑
λ∈Λ
tr
(
CλΦλ(x)
⊤
)
=
∑
λ∈Λ
dλtr
(∫
G
f(y)Uλ(y)Uλ(x)
⊤dy
)
=
∑
λ∈Λ
∫
G
f(y)dλtr
(
Uλ(yx−1)
)
dy
=
∑
λ∈Λ
∫
G
f(y)dλtr
(
Uλ(xy
−1)
)
dy
=
∑
λ∈Λ
dλχλ ∗ f(x)
where we denote
(f ∗ g) (x) =
∫
G
f(xy−1)g(y)dy.
Note that, writing
f̂(λ) =
1√
dλ
Cλ,
we have
f̂ ∗ g(λ) = f̂(λ)ĝ(λ).
Moreover, if f is a central function, then
f̂(λ) =
(
1
dλ
∫
G
f(y)χλ(y)dy
)
Iλ
where Iλ is the dλ × dλ identity matrix. From this one can deduce
(6) dλχλ ∗ dλ′χλ′ =
{
0 if λ 6= λ′
dλχλ if λ = λ
′.
The Fourier series (5) has been studied by many authors (cf. [1], [4], [8],
[9], [10], [11], [12], [20], [21], [22], [23], [28], [29], [32] and references therein).
Following [6], we define the Bochner-Riesz means of order δ by
SδR(f)(x) =
∑
λ∈Λ:
|λ+ρ|<R
∑
0≤i,j≤dλ
(
1− |λ+ ρ|
2
R2
)δ (∫
G
f(y)bλi,j(y)dy
)
bλi,j(x).
Equivalently,
SδR(f)(x) =
∑
λ∈Λ:
|λ+ρ|<R
(
1− |λ+ ρ|
2
R2
)δ
dλtr
(
f̂(λ)Uλ(x)
⊤
)
=
∑
λ∈Λ:
|λ+ρ|<R
(
1− |λ+ ρ|
2
R2
)δ
dλχλ ∗ f(x)
= KδR ∗ f(x)
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where
KδR(x) =
∑
λ∈Λ:
|λ+ρ|<R
(
1− |λ+ ρ|
2
R2
)δ
dλχλ(x).
In what follows we will consider
δ = δ0 =
n− 1
2
.
More generally, given a function ϕ ∈ C[0,∞) with compact support, let
KϕR(x) =
∑
λ∈Λ
ϕ
( |λ+ ρ|
R
)
dλχλ(x).
To estimate KϕR(x) we will use the Poisson summation formula. We will
write
J˜ν(r) =
Jν(r)
rν
where Jν(r) is the Bessel function of order ν.
Lemma 2 ([6, Theorem 1]). Let
φ(r) = 2π
∫ ∞
0
ϕ(s)J˜m−2
2
(rs)sm−1ds.
Assume that there is ε > 0 such that∣∣∣∣∣
(
1
r
d
dr
)ℓ
φ(r)
∣∣∣∣∣  r−m−ℓ−ε
for all ℓ with 0 ≤ ℓ ≤ k = n−m2 . Then
(7) KϕR(exp ξ) =
C
D(ξ)
∑
γ∈Γ
( ∏
α∈A
〈α, ξ + γ〉
)
Rn
(
1
r
d
dr
)k
φ(R|ξ + γ|).
Consider ϕ(n)(x) = ϕ(|x|) as a function on Rn. Then
ϕ̂(n)(ξ) =
∫
Rn
e−iξ·xϕ(x)dx
is equal to (cf. [27, p. 155])
ϕ̂(n)(|ξ|) = (2π)n/2
∫ ∞
0
ϕ(s)J˜n−2
2
(|ξ|s)sn−1ds.
Combining this with the formula (cf. [31, p. 45])
d
dr
J˜ν(r) = −rJ˜ν+1(r),
we get (
1
r
d
dr
)k
φ(r) = (−1)k2π
∫ ∞
0
ϕ(s)J˜m+2k−2
2
(rs)sm+2k−1ds(8)
= (−1)k(2π)−n−22 ϕ̂(n)(r).
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This allows us to write (7) as
(9) KϕR(exp ξ) = K˜
ϕ
R(exp ξ) +G
ϕ
R(exp ξ)
where
K˜ϕR(exp ξ) =C1Q0(ξ)
∏
α∈A 〈α, ξ〉
D(ξ)
Rnϕ̂(n)(R|ξ|),
GϕR(exp ξ) =C1Q\Q0(ξ)
∏
α∈A 〈α, ξ〉
D(ξ)
Rnϕ̂(n)(R|ξ|)(10)
+
C
D(ξ)
∑
γ∈Γ\{0}
( ∏
α∈A
〈α, ξ + γ〉
)
Rnϕ̂(n)(R|ξ + γ|).
Here and in what follows, we assume that ξ lies in aW -invariant fundamental
domain Q ⊂ t, and let
Q0 = {ξ ∈ Q : |〈α, ξ〉| < π, ∀α ∈ A} .1
Note that K˜ϕR and G
ϕ
R are both W -invariant. In particular, they can be
extended to the whole group G.
Lemma 3. Suppose ϕ is as in Lemma 2 and satisfies in addition
|ϕ̂(n)(ξ)|  |ξ|−n.
Then ∣∣GϕR(x)∣∣  1|D(x)| , x ∈ G.
Proof. As in (10), we can write
GϕR(x) = I + II.
To bound |I|, it suffices to show that, for all ξ ∈ Q\Q0,∣∣∣ ∏
α∈A
〈α, ξ〉
∣∣∣∣∣Rnϕ̂(n)(R|ξ|)∣∣  1.
However, this follows immediately from∣∣∣ ∏
α∈A
〈α, ξ〉
∣∣∣  |ξ|n−m2  1
and, by the assumption,∣∣Rnϕ̂(n)(R|ξ|)∣∣  |ξ|−n  1
where the last inequality holds because ξ /∈ Q0.
To bound |II|, it suffices to show that, for all ξ ∈ Q,∑
γ∈Γ\{0}
∣∣∣ ∏
α∈A
〈α, ξ + γ〉
∣∣∣∣∣∣Rnϕ̂(n)(R|ξ + γ|)∣∣∣  1.
1Alternatively, one can take Q to be any fundamental domain centered at 0, and Q0 a
sufficiently small ball centered at 0.
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From ξ ∈ Q, γ ∈ Γ\{0}, we get |ξ + γ|  |γ|. On the other hand, we have∣∣∣ ∏
α∈A
〈α, ξ + γ〉
∣∣∣  |ξ + γ|n−m2 ,
and, by the assumption,∣∣Rnϕ̂(n)(R|ξ + γ|)∣∣  |ξ + γ|−n.
Since n− n−m2 > m, the desired bound follows by summing over γ. 
Lemma 4. Suppose ϕ is as in Lemma 2 and satisfies in addition
|ϕ̂(n)(ξ)|  |ξ|−n−ǫ
for some ǫ > 0. Then
sup
R>1
∥∥KϕR∥∥L1(G) <∞.
Proof. By (4), we have∫
G
|KϕR(x)|dx =
1
|W |
∫
T
|KϕR(t)||D(t)|2dt.
By (7), this can be bounded by∫
Q
∑
γ∈Γ
∣∣∣( ∏
α∈A
〈α, ξ + γ〉
)
Rnϕ̂(n)(R|ξ + γ|)
∣∣∣|D(ξ)|dξ.
Using |D(ξ)| = |D(ξ + γ)| and |D(ξ)|  |ξ|n−m2 , we can bound this by∫
Rm
∣∣∣( ∏
α∈A
〈α, ξ〉
)
Rnϕ̂(n)(R|ξ|)
∣∣∣|ξ|n−m2 dξ
=
∫
Rm
∣∣∣( ∏
α∈A
〈α, ξ〉
)
ϕ̂(n)(|ξ|)
∣∣∣|ξ|n−m2 dξ

∫
Rm
|ξ|n−m(1 + |ξ|)−n−ǫdξ
<∞.
This completes the proof. 
Let ν be a finite Borel measure on G. The Hardy-Littlewood maximal
function M(ν) is defined by
M(ν)(x) = sup
r>0
|ν|(B(x, r))
|B(x, r)|
where
B(x, r) = {y ∈ G : d(y, x) < r} .
Note that we have
(11) rn  |B(x, r)|  rn, x ∈ G, 0 < r < 1.
Note also that M(ν)(x) ≥ ‖ν‖, x ∈ G.
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Lemma 5. For any finite Borel measure ν on G, we have∣∣{x ∈ G :M(ν)(x) > t}∣∣  ‖ν‖
t
, t > 0.
In particular,
M(ν)(x) <∞, a.e. x ∈ G.
Proof. The proof is standard, cf. [14, Theorem 2.2]. 
Lemma 6. Suppose ϕ is as in Lemma 2 and satisfies in addition
|ϕ̂(n)(ξ)|  |ξ|−n−ǫ
for some ǫ > 0. Then for any finite Borel measure ν on G,
sup
R>1
∣∣K˜ϕR∣∣ ∗ |ν|(x) M(ν)(x), x ∈ G.
Proof. Note that by (3), we have, for all ξ ∈ Q0,∣∣∣∣∏α∈A 〈α, ξ〉D(ξ)
∣∣∣∣  1.
Therefore it always holds that∣∣K˜ϕR(exp ξ)∣∣  Rn|ϕ̂(n)(R|ξ|)|.
Given R > 1, let j0 ∈ N be the number with
2j0 < R ≤ 2j0+1.
For |ξ| < 1/R, we estimate
Rn|ϕ̂(n)(R|ξ|)|  Rn.
For 2j−1/R ≤ |ξ| < 2j/R, j = 1, · · · , j0, by the assumption,
Rn|ϕ̂(n)(R|ξ|)| 
Rn
(R|ξ|)n+ǫ 
1
2jǫ
(
R
2j
)n
.
For |ξ| ≥ 2j0/R, we have
Rn|ϕ̂(n)(R|ξ|)| 
Rn
(R|ξ|)n 
(
R
2j0
)n
 1.
Combining these we get
Rn|ϕ̂(n)(R|ξ|)| 1 +Rn1{|ξ|<1/R}
+
j0∑
j=1
1
2jǫ
(
R
2j
)n
1{2j−1/R≤|ξ|<2j/R},
which in turn implies, for x ∈ G,∣∣K˜ϕR(x)∣∣  1 + j0∑
j=0
1
2jǫ
(
R
2j
)n
1{d(x,e)<2j/R}.
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From this we obtain, using (11),
∣∣K˜ϕR∣∣ ∗ |ν|(x)  ‖ν‖+ j0∑
j=0
1
2jǫ
M(ν)(x) M(ν)(x),
as desired. 
When ϕ(r) = (1− r2)δ0+ , we have
φ(r) = CJ˜m/2+δ0(r).
In particular, the conditions in Lemma 2 are satisfied, and
ϕ̂(n)(r) = CJ˜n−1/2(r), |ϕ̂(n)(ξ)|  |ξ|−n.
Combining with Lemma 3 we obtain the following.
Lemma 7 ([6, Theorem 2]). The kernel Kδ0R satisfies
Kδ0R (x) = K˜
δ0
R (x) +O
(
1
|D(x)|
)
, x ∈ G
where K˜δ0R is a central function satisfying
K˜δ0R (exp ξ) = C1Q0(ξ)
∏
α∈A 〈α, ξ〉
D(ξ)
RnJ˜n−1/2(R|ξ|), ξ ∈ Q.
3. Proof of Theorem 1
The proof of Theorem 1 relies on the following lemma, whose proof will
be given in Section 4.
Lemma 8. Given L > 1 and ε > 0, there exists a Borel probability measure
µ on G such that
lim sup
R→∞
∣∣K˜δ0R ∗ µ(x)∣∣ > L
holds on a set E ⊂ G with |G\E| < ε.
To prove Theorem 1, we introduce two more functions. Let v(r) be a
smooth function on R satisfying
v(r) = 1, if |r| ≤ 1,
v(r) = 0, if |r| ≥ 2.
Let
VR(x) = K
v
R(x) =
∑
λ∈Λ
v
( |λ+ ρ|
R
)
dλχλ(x).
By the smoothness of v, the conditions in Lemma 4 are satisfied. So we have
Lemma 9.
sup
R>1
∥∥VR∥∥L1(G) <∞.
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Let ϕ¯ be a function on R which is smooth in (−1, 1) and which satisfies
ϕ¯(r) = 1, if |r| ≤ 1/3,
ϕ¯(r) = (1− |r|2)δ0+ , if |r| ≥ 2/3.
Let
K¯δ0R (x) = K
ϕ¯
R(x) =
∑
λ∈Λ
ϕ¯
( |λ+ ρ|
R
)
dλχλ(x).
Since ϕ¯(r) and (1−|r|2)δ0+ differ by a compactly supported smooth function,
by Lemma 2, 3, 6 and 7, for any finite Borel measure ν, we have∣∣(Kδ0R − K¯δ0R ) ∗ ν(x)∣∣ M(ν)(x) + 1|D(·)| ∗ |ν|(x),∣∣K¯δ0R − K˜δ0R ∣∣ ∗ |ν|(x) M(ν)(x) + 1|D(·)| ∗ |ν|(x).
On the other hand, by (4) and (3) we have∫
G
1
|D(x)|dx =
1
|W |
∫
T
|D(t)|dt <∞.
Therefore, by Young’s inequality,
1
|D(·)| ∗ |ν|(x) <∞, a.e. x ∈ G.
Combining with Lemma 5, we get
Lemma 10. (i) For any f ∈ L1(G),
sup
R>1
∣∣∣Kδ0R ∗ f(x)− K¯δ0R ∗ f(x)∣∣∣ <∞, a.e. x ∈ G.
(ii) For any finite Borel measure ν,
sup
R>1
∣∣K¯δ0R − K˜δ0R ∣∣ ∗ |ν|(x) <∞, a.e. x ∈ G.
Using (6) and the definitions of VR and K¯
δ0
R , one can easily verify following
relations.
Lemma 11. (i) If R ≤ R′, then
K¯δ0R ∗ VR′ = K¯δ0R .
(ii) If R ≥ 6R′, then
K¯δ0R ∗ VR′ = VR′ .
We are now ready to prove the theorem.
Proof of Theorem 1. By part (i) of Lemma 10, it suffices to find an f ∈
L1(G) such that
lim sup
R→∞
∣∣K¯δ0R ∗ f(x)∣∣ =∞, a.e. x ∈ G.
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The function f will be taken to be of the form
f =
∞∑
j=1
ηjVRj ∗ µj
where {ηj > 0} is a suitably chosen summable sequence, {Rj > 1} is a suit-
ably chosen increasing sequence, and each µj is a suitable Borel probability
measure chosen from Lemma 8. By Lemma 9 we would have
‖f‖L1(G) 
∞∑
j=1
ηj <∞.
We will choose ηj, Rj , µj inductively. Set η1 = 1/2, R1 = 2, and µ1 = δe
(the Dirac delta at e). Assume that ηj−1, Rj−1, µj−1 have been chosen, we
now choose ηj , Rj , µj . First, we take ηj > 0 to be such that
(12) ηj ≤ ηj−1/2
and such that
(13) ηj sup
1≤R≤Rj−1
∥∥K¯δ0R ∥∥L∞(G) ≤ 1.
With ηj chosen, by Lemma 8 we can find a probability measure µj such that
lim sup
R→∞
∣∣K˜δ0R ∗ µj(x)∣∣ > 2j+1η−1j
holds on a set E˜j ⊂ G with |G\E˜j | < 2−j−1. With such an µj chosen, we
can find Rj large enough so that
Rj > 6Rj−1
and so that
(14) sup
6Rj−1<R<Rj
∣∣K˜δ0R ∗ µj(x)∣∣ > 2jη−1j
holds on a set Ej ⊂ E˜j with
|G\Ej | < 2−j .
By induction, this completes our choice of f .
Now let
E =
∞⋃
k=2
⋂
j≥k
Ej.
It is easy to see that |E| = 1. To finish the proof, it suffices to show
lim sup
R→∞
∣∣K¯δ0R ∗ f(x)∣∣ =∞, a.e. x ∈ E.
Note that x ∈ E implies x ∈ Ej for all sufficiently large j. Fix such an index
j0. For any R satisfying
6Rj0−1 < R < Rj0 ,
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by Lemma 11 we can write
K¯δ0R ∗ f(x) =
∞∑
j=1
ηjK¯
δ0
R ∗ VRj ∗ µj(x)
=
∑
j<j0
ηjVRj ∗ µj(x) + ηj0K¯δ0R ∗ µj0(x) +
∑
j>j0
ηjK¯
δ0
R ∗ µj(x)
= I + II + III.
Notice that, since
|I| ≤
∞∑
j=1
ηj |VRj ∗ µj(x)|
and ∥∥∥ ∞∑
j=1
ηj|VRj ∗ µj |
∥∥∥
L1(G)
<∞,
for a.e. x ∈ E, |I| is bounded independent of j0. Notice also that, by (12)
and (13),
|III| ≤
∑
j>j0
ηj‖K¯δ0R ‖L∞(G)
≤
(∑
j>j0
ηj
)
sup
1≤R≤Rj0
‖K¯δ0R ‖L∞(G)
≤ 2ηj0+1 sup
1≤R≤Rj0
‖K¯δ0R ‖L∞(G)
≤ 2.
To estimate II, we write
II = ηj0K˜
δ0
R ∗ µj0(x) + ηj0
(
K¯δ0R − K˜δ0R
) ∗ µj0(x)
= IIa + IIb.
Notice that ∣∣IIb∣∣ = ∣∣(K¯δ0R − K˜δ0R ) ∗ ηj0µj0(x)∣∣
≤ sup
R>1
∣∣K¯δ0R − K˜δ0R ∣∣ ∗ ν(x)
where ν =
∑∞
j=1 ηjµj . By part (ii) of Lemma 10, the last expression is finite
for a.e. x ∈ G. Thus for a.e. x ∈ E, |IIb| is bounded independent of j0 and
R. On the other hand, by (14) we can find R ∈ (6Rj0−1, Rj0) such that∣∣K˜δ0R ∗ µj0(x)∣∣ > 2j0η−1j0 ,
that is,
|IIa| > 2j0 .
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Combining these estimates, we see that, for a.e. x ∈ E,
lim sup
R→∞
∣∣K¯δ0R ∗ f(x)∣∣ ≥ lim sup
j0→∞
2j0 −Ox(1)
=∞.
This completes the proof of Theorem 1. 
4. Proof of Lemma 8
We now prove Lemma 8. The key ingredient is a generalization of the
classical Glivenko-Cantelli theorem on empirical measures (cf. [30]).
Lemma 12. Let G be a compact Lie group and {yj}∞j=1 a sequence of random
points chosen independently and uniformly from G. Then, almost surely, the
probability measure 1N
∑N
j=1 δyj converges weakly to the Haar measure dy,
as N →∞; that is, for any f ∈ C(G),
lim
N→∞
1
N
N∑
j=1
f(yj) =
∫
G
f(y)dy.
In what follows we will always assume that {yj}∞j=1 is as in Lemma 12.
Lemma 13. Almost surely, we have
lim
N→∞
1
N
N∑
j=1
f(xy−1j ) =
∫
G
f(y)dy
for any f ∈ C(G) and x ∈ G.
Proof. This follows immediately from Lemma 12 by taking the function to
be f(xy−1). 
Let r0 > 0 be small enough that
B(0, 2r0) = {ξ ∈ t : |ξ| < 2r0} ⊂ Q0,
and that
d(exp(ξ), e) = |ξ|, ∀ξ ∈ B(0, 2r0).
For R0 sufficiently large, let ψR0 ∈ C[0,∞) be a nonnegative continuous
function satisfying
ψR0(r) = R
n
0 , if r ≤ 1/R0,
ψR0(r) = r
−n, if 1/R0 ≤ r ≤ r0,
ψR0(r) ≤ r−n, if r0 ≤ r ≤ 2r0,
ψR0(r) = 0, if r ≥ 2r0.
Let
kR0(x) = ψR0(d(x, e)).
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Lemma 14. ∫
G
kR0(x)dx  logR0.
Proof. Since kR0 is a central function, by (4) we have∫
G
kR0(x)dx =
1
|W |
∫
T
kR0(t)|D(t)|2dt.
Changing the variable to ξ ∈ Q, this integral can be bounded below by∫
1/R0≤|ξ|≤r0
|ξ|−n|D(ξ)|2dξ.
Using (3) and polar coordinates, this can be bounded below by∫
1/R0≤|ξ|≤r0
|ξ|−n
∣∣∣ ∏
α∈A
〈α, ξ〉
∣∣∣2dξ  ∫ r0
1/R0
r−n+(n−m)+(m−1)dr
=
∫ r0
1/R0
r−1dr
 logR0.
This completes the proof. 
Combining Lemma 13 and 14, we get
Lemma 15. Almost surely, we have
lim
N→∞
1
N
N∑
j=1
kR0(xy
−1
j )  logR0
for every x ∈ G.
Fix ε > 0. By a standard limiting argument, from Lemma 15 we get
Lemma 16. Almost surely, there exist N ≥ 1 and E ⊂ G such that
1
N
N∑
j=1
kR0(xy
−1
j )  logR0, ∀x ∈ E
and |G\E| < ε.
Pick ξj(x) ∈ Q so that exp(ξj(x)) is conjugate to xy−1j . Note that |ξj(x)|
is independent of the choice of ξj(x). The following lemma will be used in
the proof of Lemma 18.
Lemma 17. Almost surely, for almost every x ∈ G, the numbers {|ξj(x)|}∞j=1
are linearly independent over Q.
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Proof. By Fubini’s theorem, it suffices to show that for every x ∈ G, the
numbers
{|ξj(x)|}∞j=1 are almost surely linearly independent over Q.
Fix x ∈ G. By a standard limiting argument, it suffices to show that for
any N ≥ 2, the numbers {|ξj(x)|}Nj=1 are linearly dependent over Q with
probability 0. To this end, let
ZN =
{
(ξ1, · · · , ξN ) ∈ QN :
|ξ1|, · · · , |ξN | are linearly dependent over Q
}
.
By induction on N and Fubini’s theorem, it is easy to see that
(15)
∫
QN
1ZN (ξ1, · · · , ξN )dξ1 · · · dξN = 0.
Since {xy−1j }Nj=1 and {yj}Nj=1 are equally distributed, by (4) we have
P
(|ξ1(x)|, · · · , |ξN (x)| are linearly dependent over Q)
=C
∫
QN
1ZN (ξ1, · · · , ξN )|D(ξ1)|2 · · · |D(ξN )|2dξ1 · · · dξN .
But by (15), this integral equals 0. This completes the proof. 
We are now ready to prove Lemma 8. Recall that
K˜δ0R (exp ξ) = C1Q0(ξ)
∏
α∈A 〈α, ξ〉
D(ξ)
RnJ˜n−1/2(R|ξ|), ξ ∈ Q.
Note that we have the asymptotic form (cf. [31, p. 199]):
(16) RnJ˜n−1/2(R|ξ|) =
√
2
π
cos(R|ξ| − nπ2 )
|ξ|n +O
(
1
R|ξ|n+1
)
, R|ξ| → ∞.
Lemma 18. Almost surely, there exist N ≥ 1 and E ⊂ G such that
lim sup
R→∞
C
N
N∑
j=1
K˜δ0R (xy
−1
j )  logR0, ∀x ∈ E
and |G\E| < ε.
Proof. Let N and E be as in Lemma 16. By Lemma 17, we may assume that
for any x ∈ E the numbers {|ξj|}Nj=1 = {|ξj(x)|}Nj=1 are linearly independent
over Q; in particular, |ξj| 6= 0, j = 1, · · · , N .
Fix x ∈ E. By (16) we can write
C
N
N∑
j=1
K˜δ0R (xy
−1
j ) =
1
N
N∑
j=1
η(ξj)
cos(R|ξj | − nπ2 )
|ξj|n +O
 1
RN
N∑
j=1
1
|ξj |n+1

= I + II
where η(ξ) is a function satisfying
η(ξ)  1Q0(ξ).
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Since N is fixed, we have
lim
R→∞
II = 0.
On the other hand, since
{|ξj |}Nj=1 are are linearly independent over Q, by
Kronecker’s theorem (cf. [13, Chapter 23]),
lim sup
R→∞
I =
1
N
N∑
j=1
η(ξj)
1
|ξj |n
 1
N
N∑
j=1
1Q0(ξj)
1
|ξj |n
≥ 1
N
N∑
j=1
kR0(xy
−1
j )
 logR0
where we have used Lemma 16 in the last inequality. Combining I and II
now gives the desired result. 
Proof of Lemma 8. Lemma 8 now follows from Lemma 18 by taking
µ =
1
N
N∑
j=1
δyj
and R0 to be sufficiently large. This finishes the proof of Lemma 8. 
5. Remarks on localization
In this section, we make two remarks concerning localization properties
of the Bochner-Riesz mean S
(n−1)/2
R (f) on L
1(G). The first remark (stated
as Proposition 1 below) shows that, as in the case of Tn (n ≥ 2), pointwise
localization fails on G as long as G has rank m 6= 1 (for the case m = 1, cf.
Mayer [18], [19]). This follows from the uniform boundedness principle and
an observation of Bochner [2] and Stein [25]. The second remark (Proposi-
tion 2 below) shows that, although localization fails in the pointwise sense, it
holds in an almost everywhere sense. This a.e. localization property is only
valid in the noncommutative setting. It has been shown by Stein and Weiss
[27] that there exists an f ∈ L1(Tn) (n ≥ 2), supported in an arbitrarily
small neighborhood of 0, such that S
(n−1)/2
R (f) diverges almost everywhere
on Tn.
Proposition 1. Suppose G has rank m 6= 1. Then there exits an f ∈ L1(G)
which vanishes in a neighborhood of e ∈ G and and which satisfies
lim sup
R→∞
∣∣S(n−1)/2R (f)(e)∣∣ =∞.
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Proof. Fix a sufficiently small ε > 0. Assume for a contradiction that
sup
R>1
∣∣S(n−1)/2R (f)(e)∣∣ <∞
holds for all f ∈ L1(G) which vanish in B(e, ε). Since
S
(n−1)/2
R (f)(e) =
∫
G\B(e,ε)
K
(n−1)/2
R (x
−1)f(x)dx,
by the Banach-Steinhaus theorem, we then have
sup
R>1,d(x,e)>ε
∣∣K(n−1)/2R (x)∣∣ <∞.
On the other hand, by the proof of Lemma 7,
K
(n−1)/2
R (exp ξ) =
C
D(ξ)
∑
γ∈Γ
( ∏
α∈A
〈α, ξ + γ〉
)
RnJ˜n−1/2(R|ξ + γ|).
To obtain a contradiction we will show that
sup
ε<|ξ|<2ε
lim sup
R→∞
∣∣K(n−1)/2R (exp ξ)∣∣ =∞.
Indeed, using (16), we can write
K
(n−1)/2
R (exp ξ) =I + II
=
C
D(ξ)
∑
γ∈Γ
∏
α∈A 〈α, ξ + γ〉
|ξ + γ|n cos(R|ξ + γ| −
nπ
2
)
+
C
D(ξ)
∑
γ∈Γ
( ∏
α∈A
〈α, ξ + γ〉
)
O
(
1
R|ξ + γ|n+1
)
, R→∞.
It is easy to see that limR→∞ II = 0 whenever D(ξ) 6= 0. On the other
hand, by Lemma 4.15 and Lemma 4.17 of [27], we have
lim sup
R→∞
|I| = C|D(ξ)|
∑
γ∈Γ
∣∣∏
α∈A 〈α, ξ + γ〉
∣∣
|ξ + γ|n , a.e. ξ.
Choose γ0 ∈ Γ\{0} so that |〈α, γ0〉| ≥ 2|〈α, ξ〉| whenever 〈α, γ0〉 6= 0. Then,
bounding
|〈α, ξ + γ0〉| ≥ |〈α, γ0〉| − |〈α, ξ〉| ≥ 1
2
|〈α, γ0〉|,
we have
lim sup
R→∞
|I| 
∣∣∏
α∈A 〈α, ξ + γ0〉
∣∣
|D(ξ)| 
∣∣∏
α∈A:〈α,γ0〉=0
〈α, ξ〉∣∣
|D(ξ)| , a.e. ξ.
By (3), we have D(ξ) = C
∏
α∈A
sin 〈α,ξ〉2 , and so∣∣∏
α∈A:〈α,γ0〉=0
〈α, ξ〉∣∣
|D(ξ)| 
1∣∣∏
α∈A:〈α,γ0〉6=0
〈α, ξ〉∣∣ .
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Combining these we get
sup
ε<|ξ|<2ε
lim sup
R→∞
∣∣K(n−1)/2R (exp ξ)∣∣  sup
ε<|ξ|<2ε
1∣∣∏
α∈A:〈α,γ0〉6=0
〈α, ξ〉∣∣ =∞,
as desired. 
Proposition 2. If f ∈ L1(G) vanishes in an open set U ⊂ G, then
lim
R→∞
S
(n−1)/2
R (f)(x) = 0, a.e. x ∈ U.
Proof. We will show that
lim
R→∞
S
(n−1)/2
R (f)(x) = 0
whenever x ∈ U satisfies
(17)
1
|D(·)| ∗ |f |(x) <∞.
Note that by Young’s inequality, |D(·)|−1 ∗ |f | ∈ L1(G); in particular (17)
holds for almost every x ∈ U .
To prove the claim, we write
S
(n−1)/2
R (f)(x) =
∫
G
K
(n−1)/2
R (y)f(y
−1x)dy.
By the Weyl integration formula, this equals
(18)
1
|W |
∫
T
K
(n−1)/2
R (t)F (x, t)|D(t)|2dt
where
F (x, t) =
∫
G/T
f(gt−1g−1x)d[g].
By the proof of Lemma 7, we can write (18) as
C
∑
γ∈Γ
∫
Q
∏
α∈A 〈α, ξ + γ〉
D(ξ)
RnJ˜n−1/2(R|ξ + γ|)F (x, exp ξ)|D(ξ)|2dξ.
By periodicity, this equals
(19) C
∫
Rm
∏
α∈A 〈α, ξ〉
D(ξ)
RnJ˜n−1/2(R|ξ|)F (x, exp ξ)|D(ξ)|2dξ.
Since U is an open set, there exists an ε > 0 such that F (x, exp ξ) = 0
whenever |ξ| ≤ ε. Using (16), we can then write
(19) = I + II
where
I = C
∫
|ξ|>ε
cos(R|ξ| − nπ
2
)
∏
α∈A 〈α, ξ〉
|ξ|n F (x, exp ξ)
|D(ξ)|2
D(ξ)
dξ
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and
|II|  1
R
∫
|ξ|>ε
|∏α∈A 〈α, ξ〉|
|ξ|n+1 |F (x, exp ξ)||D(ξ)|dξ, R→∞.
Applying the Riemann-Lebesgue lemma to I, we see that
lim
R→∞
S
(n−1)/2
R (f)(x) = 0
follows if ∫
Q
|F (x, exp ξ)||D(ξ)|dξ <∞.
However, by the Weyl integration formula and (17),∫
Q
|F (x, exp ξ)||D(ξ)|dξ =
∫
Q
|F (x, exp ξ)|
|D(ξ)| |D(ξ)|
2dξ

∫
T
∫
G/T
|f(gt−1g−1x)|
|D(t)| d[g]|D(t)|
2dt
=
∫
G
|f(y−1x)|
|D(y)| dy
=
1
|D(·)| ∗ |f |(x)
<∞.
This completes the proof. 
Finally, we remark that it is possible to generalize the results in this paper
to the n-dimensional spheres Sn, n ≥ 2; we hope to address this in future
work. We also remark that, even though pointwise convergence may fail,
the Bochner-Riesz mean of f ∈ L1 always converges to f in measure; see
Christ and Sogge [5].
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