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Abstract
This paper has two main goals. First, we give a complete, explicit, and computable solution
to the problem of when two simple closed curves on a surface are equivalent under the Johnson
kernel. Second, we show that the Johnson filtration and the Johnson homomorphism can
be defined intrinsically on subsurfaces and prove that both are functorial under inclusions of
subsurfaces. The key point is that the latter reduces the former to a finite computation, which
can be carried out by hand. In particular this solves the conjugacy problem in the Johnson
kernel for separating twists. Using a theorem of Putman, we compute the first Betti number of
the Torelli group of a subsurface.
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1 Introduction
Let S = Sg,1 be a surface of genus g with one boundary component, with basepoint ∗ ∈ ∂S. The
mapping class group Mod(S) is the group of self-homeomorphisms of S fixing ∂S, up to isotopy
fixing ∂S. The mapping class group is filtered by the Johnson filtration Mod(k)(S), consisting of
those mapping classes that act trivially on the universal (k − 1)-step nilpotent quotient of pi1(S, ∗).
Of particular interest are the Torelli group I(S) = Mod(2)(S) and the Johnson kernel Mod(3)(S).
Johnson [J4] proved that Mod(3)(S) is equal to the subgroup K(S) of Mod(S) generated by Dehn
twists about separating curves.
The mapping class group Mod(S) acts on the set of all simple closed curves on S (more precisely,
their isotopy classes), and we say that two curves are equivalent under a subgroup Γ < Mod(S) if
they lie in the same Γ–orbit under this action. Two curves C and D are equivalent under Mod(S)
if and only if the complements S − C and S −D are homeomorphic. One of the main goals of this
paper is to describe precisely two simple closed curves are equivalent under K(S); in other words,
we determine when one simple closed curve can be taken to another by applying a sequence of
separating Dehn twists.
Orbits of nonseparating curves. Our first theorem describes when two nonseparating curves
are equivalent under K(S). Any two nonseparating curves are equivalent under Mod(S), even when
considered as oriented curves. Johnson [J2] proved the deeper result that two oriented nonseparating
curves are equivalent under I(S) if and only if they are homologous.
It is easy to show that if C and D lie in the same K(S)-orbit, then the mapping class TCT−1D
lies in K(S). Our first main result shows that this condition is also sufficient. We also obtain an
alternate condition in terms of based loops γ, δ ∈ pi1(S, ∗) representing the curves C and D. In the
following theorem, Γk(S) denotes the k-th term of the lower central series of pi1(S, ∗), indexed so
that pi1(S, ∗) = Γ1(S) and Γ2(S) is its commutator subgroup. We use the well-known isomorphism
Γ2(S)/Γ3(S) ∼=
∧2H1(S) defined by [ξ, ξ′] 7→ [ξ] ∧ [ξ′], and given a ∈ H1(S) we denote by a∧H1(S)
the subspace spanned by elements of the form a ∧ y.
Theorem 1.1 (K(S)–orbits of nonseparating curves). Let C and D be oriented nonseparating
curves homologous to a ∈ H1(S). The following are equivalent:
1. The nonseparating curves C and D are equivalent under K(S).
2. TCT
−1
D ∈ K(S).
3. For some representatives γ, δ ∈ pi1(S, ∗) of the curves C and D, the class [γδ−1] ∈ Γ2(S)/Γ3(S) ∼=∧2H1(S) lies in the subspace a ∧H1(S).
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4. For any representatives γ, δ of C and D, [γδ−1] ∈ Γ2(S)/Γ3(S) ∼=
∧2H1(S) lies in a ∧H1(S).
Let us apply the theorem to the case when the nonseparating curves C and D are disjoint and
homologous, forming a so-called “bounding pair”. In this case Johnson proved in [J1, Lemma 4B]
that TCT
−1
D 6∈ K(S), so Condition 2 implies that C and D are not equivalent under K(S); this was
previously proved by Farb–Leininger–Margalit [FLM, Proposition 3.2].
As an illustration, we show how Condition 4 would be applied in this case. The union C ∪D
necessarily separates S into two components, say Sk,2 and Sg−k−1,3, and there exists a standard basis
{α1, β1, . . . , αg, βg} for pi1(S, ∗) so that [α1, β1] · · · [αk, βk]αk+1 and αk+1 represent the curves C and
D. If {ai, bi} is the induced symplectic basis for H1(S) we have [γδ−1] = a1 ∧ b1 + · · ·+ ak ∧ bk ∈
Γ2(S)/Γ3(S) ∼=
∧2H1(S). Since this element certainly does not lie in the subspace ak+1 ∧H1(S),
Condition 4 of Theorem 1.1 is verified, giving another proof that disjoint nonseparating curves C
and D never lie in the same K(S)–orbit.
Conditions 3 and 4 are most useful in practice, since to check whether TCT
−1
D ∈ K(S) requires
either computing τ(TCT
−1
D ) by factoring TCT
−1
D as a product of bounding pair maps, or calculating
its action on an entire basis for pi1(S).
Orbits of separating curves. Our next theorem describes when two separating curves C
and D are equivalent under K(S). A separating curve C separates S − C into two components
homeomorphic to Sk,1 and Sg−k,2 for some 1 ≤ k ≤ g, and the Mod(S)–orbit of C is determined
by the genus k. Johnson [J2, Theorem 1A] proved that the I(S)–orbit of C is determined by the
rank-2k symplectic subspace of H1(S) spanned by homology classes supported on the subsurface
Sk,1.
Given such a symplectic subspace V < H1(S), we denote by ωV ∈
∧2V the restriction of the
symplectic form ω to V . There is a natural surjection H1(S)⊗
∧2H1(S) Γ3(S)/Γ4(S) defined by
x⊗ y ∧ z 7→ [x˜, [y˜, z˜]], where x˜, y˜, z˜ ∈ pi1(S, ∗) are any representatives of x, y, z ∈ H1(S). We denote
by H1(S)⊗ωV the subspace of Γ3(S)/Γ4(S) spanned by the images of elements {x⊗ωV |x ∈ H1(S)}.
Theorem 1.2 (K(S)–orbits of separating curves). Let C and D be separating curves cutting off
the same symplectic subspace V < H1(S). The following are equivalent:
1. The separating curves C and D are equivalent under K(S).
2. The separating twists TC and TD are conjugate in K(S).
3. For some representatives γ, δ ∈ pi1(S, ∗) of the curves C and D, the class [γδ−1] ∈ Γ3(S)/Γ4(S)
lies in the subspace H1(S)⊗ ωV .
4. For any representatives γ, δ of C and D, the class [γδ−1] ∈ Γ3(S)/Γ4(S) lies in H1(S)⊗ ωV .
Defining the Johnson filtration for subsurfaces. A standard inductive technique in studying
the mapping class group is to reduce to the stabilizers of curves, which amounts to studying the
mapping class group Mod(S′) of subsurfaces S′ ⊂ S. However, this approach has not been available
for the Johnson filtration: the problem is that the restriction of Mod(k)(S) to a subsurface S
′ is not
intrinsic to S′ as an abstract surface, but gives different subgroups of Mod(S′) depending on how S′
is embedded into S.
In his thesis [P1], Putman took the first step toward resolving this problem. He showed that the
restriction of the Torelli group to a subsurface S′ ⊂ S becomes intrinsic after adding only a small
amount of homological data. A partitioned surface Σ is a surface with nonempty boundary, equipped
with a partition of its boundary components. Any subsurface S′ ⊂ S determines a partitioned
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surface Σ, where the partition records which of the boundary components of S′ become homologous
in the larger surface S. Putman defined the Torelli group I(Σ) of a partitioned surface as the
restriction of I(S), proved this is well-defined regardless of the embedding Σ ⊂ S, and used this to
give natural inductive proofs for many key theorems on the Torelli group. An alternate approach,
which we take in this paper, is to first define H(Σ), a modified version of H1(S
′) which serves as
the “first homology group of the partitioned surface Σ”. It can be thought of as the first homology
of the smallest closed surface into which Σ embeds; see Section 2.2 for details. The mapping class
group Mod(S′) then acts on H(Σ), and we define the Torelli group I(Σ) as the subgroup acting
trivially on H(Σ).
Based on this evidence, one might expect that to describe how the Johnson filtration Mod(k)(S)
restricts to a subsurface S′, it would be necessary to record more and more nilpotent data describing
the restriction of the lower central series Γk(S) to the subsurface S
′. In Section 4 we prove the
surprising result that no additional data is necessary to define the Johnson filtration on subsurfaces.
Given only the data of a partitioned surface Σ, we define in Definition 4.1 the partitioned Johnson
filtration Mod(k)(Σ). The key property, proved in Theorem 4.6, is that Mod(k)(Σ) is natural under
inclusions: if Σ is a subsurface of a larger surface S, then Mod(k)(Σ) is precisely the subgroup
of Mod(Σ) that lies in Mod(k)(S). This makes it possible to apply inductive arguments to any
term of the Johnson filtration. As one example, we prove in Theorem 4.7 a coherence result for
K(S)–stabilizers of subsurfaces; this result has already been used in Bestvina–Bux–Margalit [BBM]
to compute the cohomological dimension of K(S).
Defining and computing the Johnson homomorphism for subsurfaces. To prove Theo-
rems 1.1 and 1.2, it is not enough to understand the Johnson kernel K(S) for subsurfaces; we also
need to understand how the Johnson homomorphism behaves when restricted to subsurfaces. The
Johnson homomorphism
τ : I(S)→ Hom (H1(S),∧2H1(S)),
defined by Johnson in [J1], is constructed from the action on the universal 2-step nilpotent quotient
pi1(S)/Γ3(S). In particular, the kernel of τ is the Johnson kernel K(S) by definition. Johnson proved
that the image of τ is the subspace
∧3H1(S), giving a short exact sequence
1→ K(S)→ I(S)→ ∧3H1(S)→ 0.
The key advance that lets us prove Theorems 1.1 and 1.2 is an intrinsic definition of the Johnson
homomorphism for a partitioned surface, without necessarily embedding it into a larger surface. For
any partitioned surface Σ, we define in Definition 5.2 the partitioned Johnson homomorphism
τΣ : I(Σ)→ Hom
(
H(Σ), N(Σ)
)
.
As in Johnson’s original paper, τΣ is defined from the action of I(Σ) on a 2-step nilpotent quotient
of pi1, but we replace the lower central series of pi1(S, ∗) by a variant depending on the partitioned
surface Σ. In particular, the abelian group N(Σ) is a modification of Γ2(S)/Γ3(S) ∼=
∧2H1(S), just
as H(Σ) is a modification of Γ1(S)/Γ2(S) ∼= H1(S). We prove in Corollary 5.7 that just as in the
classical case, the kernel K(Σ) = ker τΣ is the third term Mod(3)(Σ) of the partitioned Johnson
filtration.
One of our main results on τΣ is the exact computation of its image: we prove in Theorem 5.9
that im τΣ = WΣ for a certain explicitly defined subspace WΣ < Hom(H(Σ), N(Σ)). If the
components of ∂Σ are partitioned into b blocks, the image WΣ can be identified (see (16)) with
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∧3D(Σ)⊥ ⊕ (D(Σ)⊥)⊕b−1, where D(Σ)⊥ is the image of H1(Σ) in H(Σ). This gives a short exact
sequence
1→ K(Σ)→ I(Σ)→WΣ → 0.
In Theorem 5.14 we prove that this partitioned Johnson homomorphism is natural under
inclusions of subsurfaces, so for any mapping class supported on a subsurface, we can compute
the Johnson homomorphism locally. This reduces all of Johnson’s classical computations to trivial
or nearly-trivial computations. For example, any separating twist TC is supported on an annulus
Σ. But if Σ is an annulus then WΣ = 0 by definition, so τΣ(TC) = 0, and naturality then implies
that τS(TC) = 0 for any separating curve on any surface. Similarly, any bounding pair TCT
−1
D is
supported on a pair of pants Σ, so the computation of τ(TCT
−1
D ) reduces to the computation for a
pair of pants, for which WΣ is just Z2.
The characterization of K(S)–orbits in Theorems 1.1 and 1.2 depends on computing the image
under τ of StabI(S)(C), which is closely related to computing im τΣ for the complementary compo-
nents of S − C. From the arguments in Section 7 it will be clear how to compute this image, and
thus the space of K(S)–orbits, for other configurations, such as arbitrary collections of separating
curves or nonseparating collections of nonseparating curves. However, there is no guarantee that the
resulting classification can still be formulated in terms of γδ−1 in these cases; that this is possible
for a single separating curve seems to be a happy coincidence.
First Betti number of I(Σ) and comparison with Putman. By combining the results of
this paper with one of the main theorems of Putman [P2], we prove the following theorem.
Theorem 1.3. Let Σ be a surface of genus g ≥ 3 whose n ≥ 1 boundary components are partitioned
into b blocks, and let D = 2g + n− b. Then the first Betti number b1(I(Σ)) = dimH1(I(Σ);Q) is
b1(I(Σ)) =
(
D
3
)
+Db−1.
Moreover, any finite-index subgroup of I(Σ) that contains K(Σ) also has b1 =
(
D
3
)
+Db−1.
We deduce Theorem 1.3 from [P2, Theorem 1.2], which states that whenever Σ has genus at
least 3, the rational abelianization H1(I(Σ);Q) is isomorphic to im τΣ ⊗Q, and moreover that this
holds for any finite-index subgroup of I(Σ) containing K(Σ). This means that the calculation of
im τΣ in Theorem 5.9 is also a calculation of the first Betti number b1(I(Σ)) of the Torelli group.
In [P2], Putman has independently addressed questions closely related to the focus of this
paper, centered around the question of defining the Johnson kernel K(Σ) for a subsurface Σ of an
ambient closed surface S. However, one key difference is that Putman does not prove that K(Σ) is
well-defined, which forces him to always work relative to a fixed embedding into a closed surface.
Fortunately, Theorem 4.6 guarantees that our definition of K(Σ) agrees with Putman’s definition,
so Corollary 5.7 tells us that K(Σ) is indeed well-defined. In particular, [P2, Theorem 1.1] states
that whenever Σ has genus at least 2, K(Σ) is generated by separating twists (when Σ = Sg,1, this
gives a new proof of the main theorem in Johnson [J4]).
Orbits of curves under the Johnson filtration. We conclude this introduction with a question
that was posed to us by Dan Margalit, inspired by Theorem 1.1.
Question 1.4. Let C and D be nonseparating curves on S. Is it true that
C and D are equivalent under Mod(k)(S) ⇐⇒ TCT−1D ∈ Mod(k)(S)?
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For k = 1 this is trivial, for k = 2 this was proved by Johnson, and for k = 3 this is proved in
Theorem 1.1 as the equivalence of Conditions 1 and 2. For k ≥ 4, although the methods of this
paper do not suffice to answer Question 1.4, they do allow us to reduce it to the following question.
Let τk : Mod(k)(S)→ Hom(H1(S),Lk(S)) denote the kth higher Johnson homomorphism, and note
that Sp(H1(S)) acts on the target of τk (see e.g. [M, Section 2] for details; these maps will not be
used elsewhere in the paper).
Question 1.5. Let C be a nonseparating curve with homology class c ∈ H1(S), and let tc ∈ Sp(H1(S))
be the symplectic transvection x 7→ x+ ω(c, x)c. Is it the case that
τk
(
StabMod(k)(S)(C)
)
= ker(tc − id) ∩ τk(Mod(k)(S))?
Question 1.5 is equivalent to Question 1.4, as can be shown along the same lines as the proof
of Theorem 1.1 in Section 7.1. Note that the image τk
(
StabMod(k)(S)(C)
)
is always contained in
ker(tc − id), since any element stabilizing C commutes with TC . Therefore the question is whether
the right side of the equation is contained in the left side. The difficulty in answering Question 1.5
in general is that for k ≥ 4, although many partial results have been obtained, we still do not know
the image τk(Mod(k)(S)).
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2 Background
2.1 Partitioned surfaces
Let S be a compact connected surface with nonempty boundary, with a partition P of its set of
boundary components pi0(∂S), and a basepoint ∗ ∈ ∂S; we call Σ = (S,P, ∗) a partitioned surface.
This notion was first used by Putman in [P1]. We refer to the elements P ∈ P as blocks of the
partition P; each block is a subset of pi0(∂S). We distinguish the block P0 ∈ P which contains the
component containing ∗.
Basic terminology. The metaphor underlying all our terminology regarding partitioned surfaces
is that S is thought of as being embedded into a larger surface S′, and the partition P records which
components of ∂S can be connected by a path in the complement S′ \ S. (Here and throughout the
paper, by S′ \ S we mean the complement in S′ of the interior of the subsurface S, so that S′ \ S is
itself a compact surface with boundary.) The data of Σ allows us to work intrinsically on S, without
needing to embed it in a larger surface, or to choose between different embeddings.
We say that two boundary components are connected outside Σ if they lie in the same block
P ∈ P . A separating curve γ on S is called P–separating (or just separating if the partition is clear
from context) if each block P ∈ P of boundary components lies entirely on one side or the other
of γ. We say that a boundary component z is separating if {z} ∈ P, and that the partition P is
totally separated if each boundary component is separating. If P consists of a single block (and
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|pi0(∂S)| > 1), we say that Σ is nonseparating, since in this case no curve on S which separates any
boundary components can be P–separating.
Inclusions of partitioned surfaces. If S is a subsurface of a surface S′, we say that a path
lies outside S if it is contained in the complement S′ \ S. If S′ is a closed surface, S inherits a
partition of its boundary components from S′ by defining two components of ∂S to be connected
outside Σ if they can be connected by a path outside S. More generally, if S is a subsurface of a
partitioned surface Σ′ = (S′,P ′, ∗′), the subsurface S inherits the structure of a partitioned surface
Σ = (S,P, ∗) as follows. The partition P is defined by saying that two components z1, z2 ∈ pi0(∂S)
are connnected outside Σ (lie in the same block P ∈ P) if either there is a path outside S from z1 to
z2, or there exist components z
′
1, z
′
2 ∈ pi0(∂S′) with paths outside S from zi to z′i and such that z′1
and z′2 are connected outside Σ′ (they lie in the same block P ′ ∈ P ′). For the basepoint ∗ we choose
any point in ∂S that can be connected to ∗′ by a path outside S. Although the basepoint is not
uniquely defined, the block P0 ∈ P containing it is, and for most purposes this is all that is relevant.
2.2 The Torelli group
In this section, we define the homology of a partitioned surface Σ, which we denote by H(Σ); this
originally appeared in Putman [P1] using a different but equivalent definition.
The totally separated surface Σ̂. Given a partitioned surface Σ, we construct a totally
separated surface Σ̂ = (Ŝ, P̂, ∗̂) with a canonical embedding Σ → Σ̂. For each block P ∈ P with
|P | = n, we take a surface S0,n+1 of genus 0 with n+ 1 boundary components, and glue all but one
of these to the n boundary components in P . (Notice that when n = 1 this operation is effectively
trivial.) The resulting surface Ŝ has |pi0(∂Ŝ)| = |P|; we take the partition P̂ to be the totally
separated partition consisting of singleton blocks. For the basepoint ∗̂ ∈ ∂Ŝ we choose any point so
that ∗ and ∗̂ lie in the same component of Ŝ \ S.
The role of the surface Σ̂ is captured by the property that those components of S that are
connected outside Σ are exactly those that are connected outside S in Ŝ. An important consequence
is that a curve γ in S is P–separating if and only if γ is a separating curve in Ŝ. The embedding
Σ→ Σ̂ is universal, in that any embedding Σ→ Σ′ with Σ′ totally separated factors through Σ→ Σ̂.
As a consequence of this universal property, we see that this construction is idempotent:
̂̂
Σ = Σ̂.
The homology H(Σ) of a partitioned surface. The inclusion of ∂Ŝ into Ŝ gives a map from
H1(∂Ŝ) to H1(Ŝ). (All homology groups in this paper are taken with integral coefficients, except in
Remark 6.9 where we explicitly specify otherwise.) We define H(Σ) to be the cokernel of this map:
H(Σ) := coker
(
H1(∂Ŝ)→ H1(Ŝ)
)
.
A separating curve in Ŝ is homologous to a collection of boundary components, and thus vanishes
in H(Σ). Applying our characterization of P–separating curves above, we conclude that a curve
γ in S is P–separating if and only if [γ] = 0 ∈ H(Σ). The observation above that ̂̂Σ = Σ̂ implies
tautologically that H(Σ) = H(Σ̂).
The Torelli group I(Σ). The mapping class group Mod(S) of S is the group of self-homeomorphisms
of S fixing ∂S pointwise, up to isotopy fixing ∂S pointwise. (We remark that throughout this paper,
Dehn twists are twists to the right.) Given any inclusion i : S ↪→ S′ of surfaces, a homeomorphism
ϕ ∈ Mod(S) can be extended by the identity on the complement S′ \ S to obtain i∗(ϕ) ∈ Mod(S′).
In particular, for any partitioned surface Σ = (S,P, ∗), the natural inclusion Σ → Σ̂ induces
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an embedding Mod(S) → Mod(Ŝ). Since Mod(Ŝ) naturally acts on H(Σ), composing with this
embedding we obtain an action of Mod(S) on H(Σ).
We define the Torelli group of Σ as
I(Σ) := {ϕ ∈ Mod(S) ∣∣ ϕ acts trivially on H(Σ)}.
We obtain an exact sequence
1→ I(Σ)→ Mod(S)→ Aut(H(Σ))
but the latter map is not in general surjective. (It is possible to show that the image is precisely
the symplectic automorphisms preserving the homology classes of all boundary components of
∂S, but we will not need this here. For details, see the earlier version of this paper posted at
arXiv:1108.4511v1.)
An alternate definition of H(Σ). For future reference, we give another definition of H(Σ).
Given a partitioned surface Σ, we define Σ to be the a surface with one boundary component obtained
by gluing a disk to each boundary component of Σ̂ except the component containing the basepoint.
(Equivalently, Σ is obtained from S by gluing an S0,|P0|+1 to the boundary components in the block
P0 and an S0,|P | to each other block P ∈ P in ∂S.) The Mayer–Vietoris sequence implies that
H(Σ) ' H1(Σ), so the action of Mod(S) on H(Σ) factors through the action of Mod(Σ) on H1(Σ).
Since Σ has only one boundary component, the intersection form on H1(Σ) is a Mod(Σ)–invariant
symplectic form. In particular, this implies that H(Σ) is self-dual as a Mod(S)–module.
2.3 The Torelli category
Putman defines a category whose objects are partitioned surfaces and whose morphisms are inclusions
of subsurfaces respecting the partitions. For our purposes, we will need the following refinement of
this category.
Definition 2.1. Given two partitioned surfaces Σ1 = (S1,P1, ∗1) and Σ2 = (S2,P2, ∗2) and an
inclusion i : S1 ↪→ S2 of their underlying surfaces, we say that:
• i respects the partitions if P1–separating and P1–nonseparating curves are taken to P2–
separating and P2–nonseparating curves respectively; and
• i preserves basepoints if ∗1 and ∗2 lie in the same component of S2 \ i(S1).
As we described in Section 2.1, for any inclusion i : S1 ↪→ S2 the subsurface S1 inherits the
structure of a partitioned surface from Σ2. An inclusion satisfies these two properties — that is, it
both respects the partitions and preserves basepoints — exactly when the inherited structure on S1
is Σ1.
The Torelli category. The category T Surf is defined as follows. Its objects are partitioned
surfaces Σ = (S,P, ∗). A morphism ι : Σ1 → Σ2 from Σ1 = (S1,P1, ∗1) to Σ2 = (S2,P2, ∗2) is an
inclusion i : S1 ↪→ S2 of the underlying surfaces that respects the partitions and preserves basepoints,
together with an inclusion î : Ŝ1 ↪→ Ŝ2 extending i. (If we liked, we could identify morphisms
in T Surf when the underlying inclusions are isotopic; for simplicity we elect not to do this, but
everything in this paper would descend nicely to this quotient category.)
The canonical inclusion S ↪→ Ŝ induces a morphism Σ → Σ̂ for any Σ. For any morphism
ι : Σ1 → Σ2, the inclusion î induces a map H1(Σ̂1)→ H1(Σ̂2). The fact that ι respects the partitions
implies that this descends to a map ι∗ : H(Σ1)→ H(Σ2).
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If Σ2 is a partitioned surface, any inclusion i : S1 → S2 gives the subsurface the structure
of a partitioned surface Σ1. This inclusion always extends to a morphism ι : Σ1 → Σ2, but not
canonically; the ambiguity is in the choice of the map î : Ŝ1 → Ŝ2, or equivalently in the choice of
the inclusion ι∗ : H(Σ1)→ H(Σ2).
Given a morphism ι : Σ1 → Σ2, extension by the identity induces a map Mod(S1)→ Mod(S2),
which restricts to a map ι∗ : I(Σ1)→ I(Σ2). Putman showed in [P1] that the Torelli group can be
regarded as a functor I from T Surf to the category of groups and homomorphisms. Our category
T Surf is actually a refinement of the category considered by Putman; one key benefit of this
refinement is that the assignment Σ→ H(Σ) becomes functorial. Moreover, this lets us interpret
the Johnson homomorphism as a natural transformation, as we will show in Theorem 5.16.
Non-collapsing inclusions and simple cappings. When dealing with an inclusion of parti-
tioned surfaces, it is especially convenient if the inclusion does not “close off” any block P ∈ P.
Formally, we make the following definition.
Definition 2.2. A morphism ι : Σ1 → Σ2 is non-collapsing if for each component U of S2 \ S1 we
have ∂U 6⊂ ∂S1.
In other words, every boundary component in ∂S1 can be connected to ∂S2 by an arc lying
outside S1. One convenient property of such inclusions is that if ι is non-collapsing, the map
ι : Mod(S1)→ Mod(S2) is injective (see Section 4.2). Of course, not every morphism of partitioned
surfaces is non-collapsing; the most basic examples of this are a class of morphisms that we will call
“simple cappings”.
Definition 2.3. A morphism ι : Σ1 → Σ2 is a simple capping if S2 \ S1 is a single disk.
Any inclusion can be factored as the composition of a single non-collapsing inclusion with a
sequence of simple cappings, so we can often reduce to considering these special cases separately.
Note that since a simple capping respects the partitions, the boundary component which is capped
off must be separating.
3 The lower central series on a subsurface
When a subsurface S is embedded in a surface S0 with one boundary component, restricting the
lower central series of pi1(S0) to pi1(S) yields a central filtration of pi1(S). In this section we show
that this filtration of pi1(S) depends only on which boundary components of S become homologous
in S0; that is, it can be intrinsically defined in terms of the partitioned surface Σ = (S,P, ∗). One
key consequence is that we can define the Johnson filtration for a partitioned surface, which we will
show in Section 4 using the results of this section.
The main technical idea of this section is that if the associated graded Lie algebra of a central
filtration on a group happens to be a free Lie algebra, then to describe the filtration it suffices to
find a free basis. Moreover, if a purported basis is known to generate the Lie algebra, we can verify
that it is a free basis by mapping to a Lie algebra already known to be free.
The lower central series. Given any group Γ, its lower central series is defined by Γ1 = Γ
and Γj = [Γ1,Γj−1]. If we define Lj := Γj/Γj+1, the fact that [Γi,Γj ] ⊂ Γi+j implies that the
commutator bracket on Γ1 descends to a bilinear map Li ⊗ Lj → Li+j . This makes the associated
graded algebra L := ⊕Lj into a graded Lie algebra. (All Lie algebras are over Z unless otherwise
specified. By a graded Lie algebra, we simply mean a Lie algebra endowed with a grading respected
by the bracket; that is, we do not introduce any signs coming from the grading.) It is well-known
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that if Γ is a free group with basis {x1, . . . , xn}, then L is the free Lie algebra on the same generating
set (Witt [W1]).
The central series ΓTj (Σ). Given a partitioned surface Σ = (S,P, ∗), let pi := pi1(S, ∗). We define
the normal subgroup T (Σ) to be the kernel of the composition pi1(S, ∗)→ H1(S)→ H(Σ).
We define the central series ΓTj = Γ
T
j (Σ) by
ΓT1 = pi, Γ
T
2 = T (Σ), Γ
T
j = 〈[ΓT1 ,ΓTj−1], [ΓT2 ,ΓTj−2]〉 for j ≥ 3.
This is the minimal filtration satisfying ΓT2 = T (Σ) and [Γ
T
i ,Γ
T
j ] ⊂ ΓTi+j .
Explicit generators for T (Σ). It will be very useful to have explicit generators for T (Σ). Let
k = |P| − 1. For each block Pi ∈ P, choose a P–separating curve γi in S so that the boundary
components lying on one side of γi are exactly those lying in the block Pi, and choose ζi ∈ pi
representing γi. There are of course many such curves γi, and many representatives ζi, but the
following lemma tells us that any choice of such elements ζi provides generators for T (Σ).
Lemma 3.1. The normal subgroup T (Σ) is generated by [pi, pi] together with the elements ζ1, . . . , ζk.
Proof. By definition, H(Σ) is the quotient of H1(Ŝ) by H1(∂Ŝ). Each component of Ŝ is a genus
0 homology between the ith component of ∂Ŝ and the |Pi| components of ∂S lying in the block
Pi ∈ P . Let mi = |Pi| − 1, and let aji be the homology classes in H1(S) of the boundary components
in Pi (for 0 ≤ j ≤ mi). The Mayer–Vietoris sequence implies that the image of H1(S) in H(Σ) is the
quotient of H1(S) by the elements a
0
i +a
1
i + · · ·+amii for each i. But our assumption on γi guarantees
that [γi] = a
0
i + a
1
i + · · · + amii ∈ H1(S). It follows that the kernel of the map H1(S) → H(Σ)
is generated by the homology classes [γi] for 0 ≤ i ≤ k. Moreover, the fundamental class of the
surface S itself gives the relation
∑
i, ja
j
i , which can be rewritten as [γ0] + [γ1] + · · · + [γk] = 0.
Thus ker(H1(S)→ H(Σ)) is in fact generated by [γi] for 1 ≤ i ≤ k. It follows that the kernel of the
composition pi1(S)→ H1(S)→ H(Σ) is generated by [pi, pi] together with elements ζi representing
γi for 1 ≤ i ≤ k.
Remark 3.2. Note that if S is a surface with one boundary component, with Σ = (S, {P0}, ∗) the
associated (trivial) partitioned surface, we have S = Ŝ and so H(Σ) ∼= H1(S). It follows that the
kernel T (Σ) of the map pi → H1(S) ∼= H(Σ) is just the commutator subgroup [pi, pi], and so in this
case the central series ΓTj (Σ) is simply the lower central series Γj(S) of the free group pi1(S).
The graded Lie algebra LT (Σ). We set LTj (Σ) := ΓTj (Σ)/ΓTj+1(Σ), and denote by LT (Σ) =⊕LTj (Σ) the associated graded Lie algebra. The fact that ΓTj = 〈[ΓT1 ,ΓTj−1], [ΓT2 ,ΓTj−2]〉 for j ≥ 3
implies that LT (Σ) is generated by LT1 (Σ) and LT2 (Σ).We begin by constructing a generating set
S(Σ) for LT (Σ); we will eventually prove that S(Σ) is a free basis for LT (Σ).
The generating set S(Σ). We first construct a “standard” generating set for pi = pi1(S, ∗).
For 0 ≤ i ≤ k, choose a curve γi cutting off Pi as above, with the additional assumption that the
subsurfaces cut off have genus 0, and that the curves γi are mututally disjoint. Let ζi ∈ pi1(S, ∗) be
a simple loop representing γi, oriented so that the genus 0 subsurface Ri cut off by ζi lies on the
left side of ζi. Choose simple loops α
0
i , α
1
i , . . . , α
mi
i , disjoint from ζi and from each other, so that
αji represents the jth boundary component in Pi. The elements {α0i , . . . , αmii } form a free basis for
pi1(Ri), and we may (uniquely) reorder these elements so that in pi we have the relation
ζi = α
0
iα
1
i · · ·αmii . (1)
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Let Rmain denote the remaining component of S−∪ζi; it has the same genus g as the original surface
S. Choose simple loops ξ1, . . . , ξ2g so that {ξ1, . . . , ξ2g, ζ1, . . . , ζk} form a free basis for pi1(Rmain),
and so that in pi we have the relation
[ξ1, ξ2] · · · [ξ2g−1, ξ2g]ζ1 · · · ζkζ0 = 1. (2)
Applying Van Kampen’s theorem, we conclude that a basis for the free group pi = pi1(S, ∗) is given
by the set {ξ1, . . . , ξ2g} ∪ {αji}, excluding only the element α00.
Let xi and a
j
i be the images of ξi and α
j
i in LT1 (Σ), and let zi be the image of ζi in LT2 (Σ).
Proposition 3.3. LT (Σ) is generated by
S(Σ) := {x1, . . . , x2g} ∪ {aji}j≥1i≥0 ∪ {zi}i≥1. (3)
Proof. Since pi is generated by {ξi}∪ {αji}, the quotient LT1 (Σ) is spanned by {x1, . . . , x2g} together
with {aji}j≥0i≥0 . From (1) we obtain the relation
a0i + a
1
i · · ·+ amii = 0 in LT1 (Σ), (4)
which lets us eliminate the generator a0i . Lemma 3.1 shows that T (Σ) is generated by [pi, pi] together
with ζ1, . . . , ζk, so LT2 (Σ) is spanned by [LT1 (Σ),LT1 (Σ)] together with {z1, . . . , zk}. Since we observed
above that LT (Σ) is generated by LT1 (Σ) and LT2 (Σ), this demonstrates that LT (Σ) is generated by
S(Σ).
Inclusions of partitioned surfaces and LT (Σ). Let Σ′ = (S′,P ′, ∗′) be another partitioned
surface, and let pi′ = pi1(S′, ∗′). Given a morphism ι : Σ → Σ′, the inclusion i : S ↪→ S′ induces a
map pi1(S, ∗)→ pi1(S′, ∗). By concatenating with an arc A in S′ \ S connecting ∗ to ∗′, we obtain a
homomorphism i∗ : pi → pi′.
Lemma 3.4. Any morphism ι : Σ→ Σ′ induces a map ι∗ : LT (Σ)→ LT (Σ′) of graded Lie algebras.
Note that if we had chosen a different arc A from ∗ to ∗′, the resulting map pi → pi′ would
differ from i∗ by conjugation in pi′. Since ΓTj (Σ) is a central filtration, this shows that the map
ι∗ : LTj (Σ)→ LTj (Σ′) does not depend on the arc A.
Proof. As we noted in Section 2.3, any morphism ι : Σ→ Σ′ induces a diagram:
pi1(S, ∗) //
i∗

H1(S) //
i∗

H1(Ŝ) //
î∗

H(Σ)
ι∗

pi1(S
′, ∗′) // H1(S′) // H1(Ŝ′) // H(Σ′)
By induction, it follows that i∗(ΓTj (Σ)) ⊂ ΓTj (Σ′) for all j ≥ 1, so i∗ induces a map LT (Σ)→ LT (Σ′)
of graded Lie algebras.
Injectivity of LT (Σ) → LT (Σ′). The map ι∗ : LT (Σ) → LT (Σ′) is not always injective; for
example, if ι is a simple capping, i∗(ζ1) is nullhomotopic, so we will have ι∗(z1) = 0. However, this
is essentially the only way that injectivity can fail.
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Theorem 3.5. LT (Σ) is the free Lie algebra on the generating set S(Σ) defined in Proposition 3.3.
Furthermore any morphism Σ→ Σ′ such that no component of S′ \ S is a disk induces an injection
LT (Σ) ↪→ LT (Σ′).
Proof. We will show that LT (Σ) is free on the claimed basis in the course of proving that LT (Σ)→
LT (Σ′) is injective. So consider a morphism Σ→ Σ′ such that no component of S′ \ S is a disk.
We begin by reducing to the case when S′ has only one boundary component. Given such a
morphism Σ→ Σ′, let S′′ be obtained from Ŝ′ by attaching a surface S1,1 to each component of Ŝ′
except the one containing the basepoint. This certainly has only one boundary component, so it
remains to check that no component of S′′ \ S is a disk. Each component of S′′ \ Ŝ′ has genus 1,
so any such disk must be contained in Ŝ′. Each component of Ŝ′ \ S′ has at least two boundary
components by definition, so any disk must be contained in S′. This shows that as long as no
component of S′ \ S was a disk, no component of S′′ \ S is a disk. And of course, if we can prove
that the composition LT (Σ)→ LT (Σ′)→ LT (Σ′′) is injective, then the first map LT (Σ)→ LT (Σ′)
is necessarily injective as well.
Assume that S′ is a surface with one boundary component, which we may consider as a (trivial)
partitioned surface Σ′ = (S′, {P0}, ∗′). As we noted in Remark 3.2, LT (Σ′) is the free Lie algebra
L(S′). Recall that a subset Y of a Lie algebra is called independent if the subalgebra generated
by Y is free with basis Y . Given a morphism ι : Σ→ Σ′ so that no component of S′ \ S is a disk,
we will prove that ι∗ : LT (Σ)→ L(S′) takes the generating set S(Σ) to an independent subset of
L(S′). By the universal property, this implies that ι∗ is an isomorphism of LT (Σ) onto its image
ι∗(LT (Σ)). This will simultaneously show that ι∗ is injective, and that S(Σ) is a free basis for LT (Σ).
As in the definition of S(Σ), for 0 ≤ i ≤ k we set mi = |Pi| − 1. Let {ξ1, . . . , ξ2g} ∪ {αji}
(excluding α00) be the basis for pi constructed there. As before, choose disjoint simple closed curves
γi ⊂ S cobounding a genus 0 surface with the boundary components lying in Pi. Let δi be a simple
closed curve in the complement S′ \S that similarly cobounds a genus 0 surface with the components
lying in Pi. Together, γi and δi cobound a surface of genus mi; let gi be the genus of the subsurface
on the other side of δi. Extend the generators {ξ1, . . . , ξ2g}∪{α1i , . . . , αmii }0≤i≤k to a basis for pi1(S′)
of the form
{ξ1, . . . , ξ2g} ∪ {α1i , . . . , αmii }0≤i≤k ∪ {β1i , . . . , βmii }0≤i≤k ∪ {ψ1i , . . . , ψ2gii }0≤i≤k.
By choosing this basis appropriately, we can ensure that
ηi := [ψ
1
i , ψ
2
i ] · · · [ψ2gi−1i , ψ2gii ] (5)
represents δi, and that we have the relation
ηi = α
0
i β
1
i α
1
i · · ·βmii αmii βmii · · ·β1i (6)
where β denotes the inverse β−1.
Let xi, a
j
i , b
j
i , and y
j
i denote the image in L1(S′) of ξi, αji , βji , and ψji respectively; L1(S′) is
the free Lie algebra on the generating set S(S′) = {xi} ∪ {aji} ∪ {bji} ∪ {yji }. For any xi, and for
any aji with i ≥ 1, we have ι∗(xi) = xi and ι∗(aji ) = aji , but for zi the formula is not so simple.
However, comparing the expression (1) for ζi with the expression (6) for ηi, we see that ι∗(zi) can
be expressed as
ι∗(zi)− [ηi] = [a1i , b1i ] + [a2i , b1i + b2i ] + · · ·+ [amii , b1i + · · ·+ bmii ].
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Combining this with (5), we obtain
ι∗(zi) = [a1i , b
1
i ] + [a
2
i , b
1
i + b
2
i ] + · · ·+ [amii , b1i + · · ·+ bmii ] + [y1i , y2i ] + · · ·+ [y2gi−1i , y2gii ]. (7)
Let Q denote the subset Q := ι∗(S(Σ)) = {xi} ∪ {aji} ∪ {ι∗(zi)} of L(S′). We seek to show
that Q is independent, meaning that Q is a free basis for the Lie subalgebra it generates (namely
ι(LT (Σ)) itself). Note that by Shirshov [Sh] and Witt [W2], any subalgebra of the free Lie algebra
L(S′) is itself free on some basis (at least after tensoring with Q).
Let LQ = L(S′)⊗Q, and identify each q ∈ Q with its image in LQ; since L(S′) is torsion free
(Witt [W1, Theorem 4]), the map L(S′)→ LQ is an injection. The following theorem is proved by
Shirshov in the course of proving [Sh, Theorem 2]: if for each q ∈ Q we have that the leading term
of q is not in the subalgebra of LQ generated by the leading terms of Q \ {q}, then Q is independent
as a subset of LQ. (The leading term of q is the highest degree homogeneous component of q. For
an exposition in English of a closely related theorem, see Bryant–Kova´cs–Sto¨hr [BKS].) Since all
our elements q ∈ Q are homogeneous, we must show that q is not in the subalgebra of LQ generated
by Q \ {q}.
For q = xi and q = a
j
i , this is easy. Given any subset X ⊂ S(S′) of the generating set S(S′), the
elimination theorem for free Lie algebras implies that as a vector space, LQ splits as the direct sum
of the algebra generated by X with the ideal generated by S(S′) \X (see e.g. Bourbaki [B, Chapter
II, Section 2.9, Proposition 10]). Since no other element of Q involves the degree 1 generators xi or
aji , this implies that in this case q is not even contained in the ideal generated by Q \ {q}.
For q = ι∗(zi), we argue as follows. It cannot be that both mi = 0 and gi = 0: if mi = 0 we
have |Pi| = 1, in which case the genus gi must be at least 1 (otherwise the corresponding component
of S′ \ S would be a disk). Thus at least one of the generators b1i or y1i appears in the expansion
of ι∗(zi). Since these generators appear in no other elements of Q, the elimination theorem again
implies that q = ι∗(zi) is not contained in the subalgebra of LQ generated by Q \ {q}. Shirshov’s
result thus shows that Q is independent in LQ; since L(S′) is torsion-free, it follows that Q is
independent in L(S′). This completes the proof that ι∗ : LT (Σ)→ L(S′) is injective, and that LT (Σ)
is a free Lie algebra with basis S(Σ).
Remark 3.6. For future reference, we note that the independent set ι∗(S(Σ)) from Theorem 3.5
can be extended slightly, by the same proof as above. These observations will be used in the proof
of Theorem 4.6.
First, if g1 > 0, then ι∗(S(Σ)) ∪ {y11} is independent. Since y11 has degree 1, it is certainly not
contained in ι∗(S(Σ)). The only generator in ι∗(S(Σ)) involving y11 is ι∗(z1), so there is nothing
additional to verify except for this generator. But since ι∗(z1) remains the only generator involving
y21, we see that ι∗(z1) is still not contained in the subalgebra generated by ι∗(S(Σ))∪{y11} \ {ι∗(z1)}.
By Shirshov’s theorem this implies that ι∗(S(Σ)) ∪ {y11} is independent.
Second, if m1 ≥ 2, or if m1 = 1 and g1 ≥ 1, then ι∗(S(Σ)) ∪ {b11} is independent. Again, the
only generator involving b11 is ι∗(z1). If m1 ≥ 2, then ι∗(z1) is the only generator involving b21; if
g1 ≥ 1, then ι∗(z1) is the only generator involving y11. In either case, ι∗(z1) is not contained in the
subalgebra generated by ι∗(S(Σ)) ∪ {b11} \ {ι∗(z1)}, and thus ι∗(S(Σ)) ∪ {b11} is independent.
The filtrations ΓTj are preserved by inclusions. Given any morphism Σ → Σ′, we can
restrict the filtration ΓTj (Σ
′) from pi1(S′) to pi1(S). The content of Theorem 3.5 is that as long as
no component of S′ \ S is a disk, the induced filtration is precisely ΓTj (Σ) itself.
Corollary 3.7. For any morphism ι : Σ→ Σ′ so that no component of S′ \ S is a disk, ΓTj (Σ) =
i−1∗ (ΓTj (Σ
′)); in other words, ΓTj (Σ) = pi1(S) ∩ ΓTj (Σ′).
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Proof. Lemma 3.4 states that ΓTj (Σ) ⊂ i−1∗ (ΓTj (Σ′)) for all j. By Theorem 3.5, ι∗ is injective on
each LTj , which implies that i−1∗ (ΓTj (Σ′)) ⊂ ΓTj (Σ) for all j.
In particular, this corollary implies that we could have defined ΓTj (Σ) by embedding Σ into an
arbitrary surface S′ with one boundary component, and restricting the lower central series Γj(S′) to
pi1(S). However, without Theorem 3.5 there would be no reason to think that this definition would
be well-defined (independent of the choice of embedding Σ→ S′).
Totally separated partitioned surfaces. When Σ is a totally separated partitioned surface, the
generating set S(Σ) consists just of x1, . . . , x2g in degree 1 and z1, . . . , zk in degree 2. We will need
the following proposition in Section 5.5 when we bound the image of the Johnson homomorphism.
Note that for a totally separated surface, LT1 (Σ) coincides with H(Σ); anticipating the notation of
Section 5.2, we write N(Σ) for LT2 (Σ).
Proposition 3.8. If Σ is totally separated, the commutator bracket LT1 (Σ) ⊗ LT2 (Σ) → LT3 (Σ)
induces the short exact sequence
1→ ∧3H(Σ)→ H(Σ)⊗N(Σ)→ LT3 (Σ)→ 1.
The kernel is simply the Jacobi identity between elements of LT1 (Σ) = H(Σ). Formally, the embedding∧3H(Σ)→ H(Σ)⊗N(Σ) is defined by sending x∧y∧z ∈ ∧3LT1 (Σ) to x⊗[y, z]+y⊗[z, x]+z⊗[x, y] ∈
LT1 (Σ)⊗ LT2 (Σ); the Jacobi identity asserts precisely that elements of this form are annihilated by
the Lie bracket.
Proposition 3.8 is not just a corollary of Theorem 3.5, but actually a special case of the
theorem: the proposition states that there are no nontrivial relations among the basis elements
{x1, . . . , x2g, z1, . . . , zk} in degree 3, while Theorem 3.5 states that there are no nontrivial relations
among them at all.
I(Σ) acts trivially on LT (Σ). Theorem 3.5 has another important consequence, which we will
use in Sections 4 and 5.2.
Corollary 3.9. For any partitioned surface Σ, the mapping class group Mod(S) preserves the
filtration ΓTj (Σ) on pi1(S, ∗). Moreover, the action of Mod(S) on LT (Σ) factors through its action
on H(Σ); in particular, I(Σ) acts trivially on LT (Σ).
Proof. As in the proof of Theorem 3.5, given any partitioned surface Σ we may construct an inclusion
Σ→ Σ′ so that Σ′ has a single boundary component and every component of S′−S has genus at least
1. For such an inclusion the map Mod(S)→ Mod(S′) is injective (see Paris–Rolfsen [PR, Corollary
4.2(iii)]). The lower central series of pi1(S
′) is preserved by Mod(S′), and the subgroup pi1(S) is
preserved by the subgroup Mod(S). We conclude that the intersection pi1(S) ∩ Γj(S′) = ΓTj (Σ) is
preserved by Mod(S).
For the second claim, first assume that Σ is totally separated, so that ζi represents a boundary
component of S. Since Mod(S) fixes the boundary components of S, it fixes ζi up to conjugacy,
and thus acts trivially on z1, . . . , zk ∈ LT2 (Σ). Proposition 3.3 shows that LT1 (Σ) and {z1, . . . , zk}
generate LT (Σ), and so we conclude that the action of Mod(S) on LT (Σ) factors through its action
on LT1 (Σ) = H(Σ). In particular, since I(Σ) acts trivially on LT1 (Σ) = H(Σ) by definition, we
see that I(Σ) acts trivially on all of LT (Σ). If Σ is not totally separated, Theorem 3.5 gives us a
Mod(S)–equivariant embedding of LT (Σ) into LT (Σ̂). Thus the action of Mod(S) on LT (Σ) factors
through its action on H(Σ) = H(Σ̂), as desired.
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4 The Johnson filtration
Let Σ be a partitioned surface, and let pi = pi1(S, ∗) as before. By Corollary 3.9, the action of
Mod(S) on pi preserves the central series ΓTi (Σ) defined in Section 3. We will use the action of
Mod(S) on this central series to define the partitioned Johnson filtration
Mod(S) = Mod(1)(Σ) > Mod(2)(Σ) > Mod(3)(Σ) > · · ·
The classical Johnson filtration for a surface with one boundary component consists of those
homeomorphisms acting trivially modulo Γk(S), but for partitioned surfaces we need to impose
another condition.
4.1 The partitioned Johnson filtration
Action on arcs. If A is an arc in S from the basepoint ∗ ∈ ∂S to another point p lying in ∂S,
and ϕ is an element of Mod(S), we define the element dA(ϕ) ∈ pi as follows. We denote by A−1 the
same arc parametrized in reverse, from p to ∗. For any ϕ ∈ Mod(S), the image ϕ(A) is another
arc with the same endpoints as A, so we can consider ϕ(A)A−1 as a loop based at ∗. We define
dA(ϕ) := ϕ(A)A
−1 ∈ pi to be the resulting element of the fundamental group.
For the following definition, we enumerate the boundary components of S, and choose arcs Ai
beginning at ∗ and ending on the ith component of ∂S.
Definition 4.1 (The partitioned Johnson filtration). For k ≥ 1, let Mod(k)(Σ) be the subgroup of
Mod(S) consisting of those ϕ ∈ Mod(S) satisfying the three following conditions:
(i) ϕ acts trivially on pi1(S, ∗) modulo ΓTk (Σ).
(ii) for each arc Ai, the element dAi(ϕ) = ϕ(Ai)A
−1
i is contained in Γ
T
k−1(Σ).
(iii) if Ai and Aj end at two components lying in the same block P ∈ P,
then dAi(ϕ) ≡ dAj (ϕ) modulo ΓTk (Σ).
Remark 4.2. Conditions (ii) and (iii) do not appear in the definition of the classical John-
son filtration Mod(k)(Sg,1), which consists simply of elements ϕ ∈ Mod(Sg,1) acting trivially on
pi1(Sg,1)/Γk(Sg,1), and the reader might wonder if they can be removed. However, if we hope to
restrict the Johnson filtration to subsurfaces S with multiple boundary components, such a condition
on arcs is unavoidable. We can see this just from considering Dehn twists, as follows.
Consider a subsurface S ⊂ Sg,1 with multiple boundary components, let γ be a boundary
component in ∂S not containing the basepoint ∗, and consider the Dehn twist Tγ . We know that
no Dehn twist around any curve ever lies in Mod(4)(Sg,1). But Tγ acts trivially on pi1(S, ∗), so we
cannot exclude it based solely on its action on pi1(S, ∗). Condition (ii) is what guarantees that
Dehn twists behave as we expect: for nonseparating curves we will have Tγ 6∈ Mod(2)(Σ), and for
separating curves we will have Tγ ∈ Mod(3)(Σ) but Tγ /∈ Mod(4)(Σ).
Before moving on, let us establish that Definition 4.1 is well-defined, meaning that it does not
depend on the choice of the arcs Ai. So let A and B be two arcs with the same endpoints in ∂S,
and assume that ϕ acts trivially on pi modulo ΓTk (Σ) and that dA(ϕ) ∈ ΓTk−1(Σ). We can compute
dB(ϕ)dA(ϕ)
−1 as
(ϕ(B)B−1)(ϕ(A)A−1)−1 = ϕ(BA−1)(BA−1)−1[BA−1, ϕ(A)A−1] = ϕ(x)x−1[x, dA(ϕ)]
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where x = BA−1 ∈ pi. Since ϕ acts trivially modulo ΓTk (Σ), the first term ϕ(x)x−1 lies in ΓTk (Σ).
By assumption dA(ϕ) ∈ ΓTk−1(Σ), so [x, dA(ϕ)] ∈ ΓTk (Σ). This shows that dA(ϕ) and dB(ϕ) agree
modulo ΓTk (Σ); in particular, if one lies within Γ
T
k−1(Σ), the other does. Similarly, if dA(ϕ) ≡ dAj (ϕ)
modulo ΓTk (Σ), then dB(ϕ) ≡ dAj (ϕ) modulo ΓTk (Σ) as well.
Fundamental computation. One motivation for defining dA(ϕ) is the following fundamental
computation, which we will use repeatedly throughout the paper. Let γ = AδA−1, where δ is some
loop fixed by ϕ. (For example, if S is contained in a larger surface S′, we might choose δ contained
in S′ \ S.) Then we have
ϕ(γ)γ−1 = ϕ(A)δϕ(A)−1Aδ−1A−1 = ϕ(A)A−1(AδA−1)Aϕ(A)−1(AδA−1) = [dA(ϕ), γ]. (8)
Remark 4.3. If A0 is an arc from ∗ to itself that is nullhomotopic, the same is true of ϕ(A0),
so dA0(ϕ) is trivial for any ϕ ∈ Mod(S). Thus condition (iii) implies that for any arc A from ∗
to a point in P0 (the block containing the basepoint), dA(ϕ) ∈ ΓTk (Σ). Furthermore, when S has
only a single boundary component, the only arc is A0, so conditions (ii) and (iii) are vacuous. By
Remark 3.2, in this case ΓTj (Σ) is just the lower central series Γj(pi). Thus for surfaces with one
boundary component, the partitioned Johnson filtration Mod(k)(Σ) coincides with the classical
Johnson filtration Mod(k)(S).
Refining the partition. If Σ = (S,P, ∗) and Σ′ = (S,P ′, ∗) are two partitioned surfaces coming
from two different partitions on the same surface, we can compare the resulting filtrations Mod(k)(Σ)
and Mod(k)(Σ
′) on the mapping class group Mod(S). We have the following comparison result. Say
that P ′ is finer than P if every block P ′ ∈ P ′ is contained in a single block P ∈ P (but a single
block of P may split into multiple blocks of P ′). This encodes the notion that the partition P ′
is “more separated” than P; for example, the totally separated partition is finer than any other
partition.
Proposition 4.4. Given Σ = (S,P, ∗) and Σ′ = (S,P ′, ∗), if P ′ is finer than P, then for any k ≥ 1
we have Mod(k)(Σ) ⊂ Mod(k)(Σ′).
Proof. Given a boundary component c ∈ pi0(∂S), let ac be the associated element of H1(S). We
noted in the proof of Lemma 3.1 that the kernel of the map H1(S)→ H(Σ) is spanned by the elements∑
c∈P ac for each block P ∈ P. Since P ′ is finer than P, each block P ∈ P is the disjoint union
P = P ′1 ∪ · · · ∪ P ′` of blocks P ′i ∈ P ′. Thus we can regroup this sum as
∑
c∈P ac =
∑`
i=1
∑
c∈P ′i ac.
Each of the latter terms vanishes in H(Σ′), so we conclude that ker(H1(S)→ H(Σ)) is contained in
ker(H1(S)→ H(Σ′)).
It follows that T (Σ) = ker(pi1(S) → H(Σ)) is contained in T (Σ′) = ker(pi1(S) → H(Σ′)), and
thus by induction that ΓTj (Σ) ⊂ ΓTj (Σ′) for all j ≥ 1. Now if ϕ(x)x−1 (or dA(ϕ), or dA(ϕ)dA′(ϕ)−1,
respectively) lies in ΓTk (Σ), it also lies in Γ
T
k (Σ
′). It follows that ϕ ∈ Mod(k)(Σ) =⇒ ϕ ∈ Mod(k)(Σ′),
as desired.
The first terms of the Johnson filtration. By definition, Mod(1)(Σ) = Mod(S), and Mod(2)(Σ)
is the Torelli group I(Σ) defined in Section 2.2. (This follows from Theorem 4.6, but it is not
difficult to verify directly.) We denote the next term Mod(3)(Σ) by K(Σ) and call it the Johnson
kernel of Σ. In Section 5 we will define the partitioned Johnson homomorphism τΣ, and prove in
Theorem 5.6 that K(Σ) = ker τΣ. In particular, we will see that when Σ is totally separated, K(Σ)
is exactly the subgroup of Mod(S) acting trivially on pi1(S) modulo Γ
T
3 (Σ); conditions (ii) and (iii)
in Definition 4.1 are not necessary in this case.
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Changing the basepoint. The filtration Mod(k)(Σ) is defined in terms of the partitioned surface
Σ = (S,P, ∗), and it is easy to see that this filtration does depend on the partition P (we will
see many examples in Section 5). However, we have the convenient property that the filtration
Mod(k)(Σ) does not depend on the basepoint ∗.
Theorem 4.5. The Johnson filtration does not depend on the basepoint; that is, if Σ and Σ′ differ
only in the location of the basepoint, then Mod(k)(Σ) = Mod(k)(Σ
′).
Proof. If Σ = (S,P, ∗), let Σ′ = (S,P, ∗′). An isomorphism from pi = pi1(S, ∗) to pi′ = pi1(S, ∗′) is
given by x 7→ A−1xA, where A is an arc from ∗ to ∗′. We saw in Lemma 3.4 that this isomorphism
takes the central series ΓTk (Σ) of pi to the central series Γ
T
k (Σ
′) of pi′. In this proof only, let x denote
A−1xA. We compute
ϕ(x)x−1 = ϕ(A−1xA)A−1x−1A
= [ϕ(A−1)A,A−1ϕ(x)A]A−1ϕ(x)x−1A
= [dA(ϕ)−1, ϕ(x)]ϕ(x)x−1 = [dA(ϕ)−1, ϕ(x)]ϕ(x)x−1
(9)
If ϕ ∈ Mod(k)(Σ) we know that ϕ(x)x−1 ∈ ΓTk (Σ), and that dA(ϕ) ∈ ΓTk−1(Σ), so [dA(ϕ)−1, ϕ(x)] ∈
ΓTk (Σ) as well. This shows that ϕ acts trivially on pi
′ modulo ΓTk (Σ
′), verifying condition (i) of
Definition 4.1. For conditions (ii) and (iii), note that for the arc A′j from ∗′ to the jth boundary
component we may take A′j = A
−1Aj . We compute dA′j (ϕ) as:
ϕ(A′j)A
′
j
−1
= ϕ(A)−1ϕ(Aj)A−1j A = Aϕ(A)−1ϕ(Aj)A
−1
j = dA(ϕ)
−1dAj (ϕ)
Since dA(ϕ) and dAj (ϕ) lie in Γ
T
k−1(Σ), we conclude that ϕ(A
′
j)A
′
j
−1 lies in ΓTk−1(Σ
′), verifying
condition (ii). Finally, if Ai and Aj end in the same block P ∈ P , we have dAi(ϕ) ∼= dAj (ϕ) modulo
ΓTk (Σ). From the computation above, this implies that dA′i(ϕ)
∼= dA′j (ϕ) modulo ΓTk (Σ′).
4.2 The Johnson filtration is preserved by inclusions
In this section we prove the fundamental result that the Johnson filtration is sharply preserved by
inclusions, meaning that (with a small list of exceptions) any inclusion ι : Σ→ Σ′ satisfies
ϕ ∈ Mod(k)(Σ) ⇐⇒ ι∗(ϕ) ∈ Mod(k)(Σ′). (10)
This implies that the restriction of the Johnson filtration to a subsurface S depends only on which
boundary components of S become homologous in the larger surface.
Of course, the property (10) can never hold if the map Mod(S) → Mod(S′) is not injective.
Fortunately this happens only rarely: by Paris–Rolfsen [PR, Corollary 4.2(iii)], the map Mod(S)→
Mod(S′) induced by an inclusion S → S′ is an injection if and only if no component of S′ \ S is a
disk or annulus with boundary contained in ∂S.
Theorem 4.6. For any inclusion ι : Σ → Σ′ we have ι∗(Mod(k)(Σ)) ⊂ Mod(k)(Σ′) for all k ≥ 1.
Moreover as long as no component of S′ \ S is a disk or annulus with boundary contained in ∂S, we
have Mod(k)(Σ) = ι
−1∗ (Mod(k)(Σ′)); in other words, Mod(k)(Σ) = Mod(S) ∩Mod(k)(Σ′).
Proof. Given ϕ ∈ Mod(S), let ϕ denote its image in Mod(S′). We first assume that ϕ ∈ Mod(k)(Σ)
and seek to show that ϕ ∈ Mod(k)(Σ′). We begin with conditions (ii) and (iii). Let C be a fixed
arc in S′ \ S from ∗′ to ∗. For this proof only, given ξ ∈ pi1(S, ∗) or ξ ∈ pi1(S′, ∗), let ξ denote
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CξC−1 ∈ pi1(S′, ∗′). We verified in Lemma 3.4 that the map pi1(S, ∗)→ pi1(S′, ∗′) defined by ξ 7→ ξ
takes the filtration ΓTj (Σ) faithfully to the filtration Γ
T
j (Σ
′).
We can always choose an arc Bi from ∗′ to the ith component of ∂S′ with initial segment C,
so that B = CAD where Aj is an arc in S and D is contained in S
′ \ S. We then have dB(ϕ) =
ϕ(B)B−1 = (Cϕ(A)D)(CAD)−1 = dA(ϕ). Thus dB(ϕ) ∈ ΓTk (Σ′) if and only if dA(ϕ) ∈ ΓTk (Σ),
verifying the claim for condition (ii). Now let B = CAD and B′ = CA′D′ be two such arcs ending
at components lying in the same block P ′ ∈ P ′; we have dB(ϕ)dB′(ϕ)−1 = dA(ϕ)dA′(ϕ)−1. Since
the inclusion Σ→ Σ′ respects the partitions, A and A′ necessarily end at components lying in the
same block P ∈ P. Condition (iii) for ϕ guarantees that dA(ϕ)dA′(ϕ)−1 ∈ ΓTk (Σ), so the above
formula shows that dB(ϕ)dB′(ϕ)
−1 ∈ ΓTk (Σ′), as desired.
We now handle condition (i). Putting a generic element of pi′ = pi1(S′, ∗′) in general position
with respect to S shows that pi′ is generated by loops of the following four forms:
• first, loops γ contained entirely in S′ \ S;
• second, loops γ = CξC−1 for ξ ∈ pi1(S, ∗);
• third, loops γ = CAδA−1C−1 for A an arc contained in S and δ a loop contained in S′ \ S;
• fourth, loops γ = CABA′−1C−1 for A,A′ arcs contained in S and B an arc contained in S′ \S.
Our goal is to show that ϕ(γ)γ−1 ∈ ΓTk (Σ′) for any such γ. In the first case this is trivial, since
ϕ(γ) = γ. In the second case we have ϕ(γ)γ−1 = ϕ(ξ)ξ−1; since ϕ(ξ)ξ−1 ∈ ΓTk (Σ) by assumption,
this implies ϕ(γ)γ−1 ∈ ΓTk (Σ′). In the third case, just as in (8) we compute:
ϕ(γ)γ−1 = Cϕ(A)δϕ(A)−1AδA−1C−1 = [ϕ(A)A−1, AδA−1] = [dA(ϕ), γ].
By condition (ii) we know dA(ϕ) ∈ ΓTk−1(Σ′), so ϕ(γ)γ−1 = [dA(ϕ), γ] ∈ ΓTk (Σ′), as desired. Finally,
in the fourth case, we compute:
ϕ(γ)γ−1 = Cϕ(A)Bϕ(A′)−1A′B−1A−1C−1
= dA(ϕ)γdA′(ϕ)
−1
γ−1
= [dA(ϕ), γ] · γdA(ϕ)dA′(ϕ)−1γ−1
As before, by condition (ii) we know dA(ϕ) ∈ ΓTk−1(Σ′), so the first term lies in ΓTk (Σ′). Since A
and A′ are connected by the arc B lying outside S, they must end in the same block. Thus by
condition (iii) we have dA(ϕ)dA′(ϕ)−1 ∈ ΓTk (Σ′), so the second term lies in ΓTk (Σ′) as well, showing
that ϕ(γ)γ−1 ∈ ΓTk (Σ′). This concludes the proof that ϕ ∈ Mod(k)(Σ′).
Now assume that no component of S′ \ S is a disk or annulus. We assume that ϕ ∈ Mod(k)(Σ′)
and seek to show that ϕ ∈ Mod(k)(Σ). Condition (i) is easy to check: for any ξ ∈ pi1(S, ∗), we seek to
show that ϕ(ξ)ξ−1 lies in ΓTk (Σ). By Lemma 3.4, this is equivalent to showing that ϕ(ξ)ξ−1 ∈ ΓTk (Σ).
But as we saw above, ϕ(ξ)ξ
−1
= ϕ(ξ)ξ−1, and the assumption that ϕ ∈ Mod(k)(Σ′) says precisely
that ϕ(ξ)ξ
−1
lies in ΓTk (Σ
′).
Conditions (ii) and (iii) require more work. The difficulty in running the above arguments in
reverse is that although (8) will show that [dA(ϕ), γ] ∈ ΓTk (Σ), this does not imply that dA(ϕ) ∈
ΓTk−1(Σ). For example we could have dA(ϕ) = γ, in which case [dA(ϕ), γ] = [γ, γ] = 1. We will need
to show that we can choose loops γ ∈ pi1(S′) that are sufficiently “independent” from ΓTk (Σ).
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Consider an arc A from ∗ to a boundary component of S, and let U be the component of S′ \ S
containing the endpoint of A. We first handle the straightforward case when ∂U is not contained in
∂S. Let A′ be another arc in S beginning at ∗ and ending in the same block P ∈ P as A, and let
U ′ be the component of S′ \ S containing the endpoint of A′.
We may choose an arc B = CAD from ∗′ to the boundary ∂S′ as before. We previously calculated
that dB(ϕ) = dA(ϕ), so since dB(ϕ) ∈ ΓTk (Σ′) by assumption, we conclude that dA(ϕ) ∈ ΓTk (Σ),
verifying condition (ii). Since the inclusion Σ → Σ′ respects the partitions, we must also have
∂T ′ 6⊂ ∂S. Thus we may choose an arc B′ = CA′D′ from ∗′ to ∂S′ so that B and B′ end in
the same block P ′ ∈ P ′. By assumption dB(ϕ)dB′(ϕ)−1 = dA(ϕ)dA′(ϕ)−1 lies in ΓTk (Σ′). Thus
dA(ϕ)dA′(ϕ)
−1 ∈ ΓTk (Σ), verifying condition (iii).
Next we consider the case when ∂U has a single component, which necessarily meets in ∂S in
a singleton block of P. Thus Condition (iii) is vacuous for this block. Since U is not a disk, the
genus of U must be positive, so we may choose γ = CAδA−1C−1 where δ is a free generator for
pi1(U) descending to a generator of H1(U, ∂U). In the notation of Remark 3.6, we may take γ to
represent the generator y11 of LT (Σ′). As in (8) we computed above that ϕ(γ)γ−1 = [dA(ϕ), γ], so
by assumption we know that [dA(ϕ), γ] ∈ ΓTk (Σ′). Using the fact that dA(ϕ) ∈ pi1(S), our goal is to
show that this implies dA(ϕ) ∈ ΓTk−1(Σ′).
Remark 3.6 shows that the subalgebra A of LT (Σ′) generated by ι∗(LT (Σ)) and y11 is free
with basis ι∗(S(Σ)) ∪ {y11}. By the elimination theorem for free Lie algebras [B, Ch. II, Sec. 2.9,
Corollary], the ideal of A generated by ι∗(S(Σ)) is a free Lie algebra on the basis of iterated brackets
{[y11, [y11, · · · , [y11, x]]]
∣∣x ∈ ι∗(S(Σ))}. Furthermore A is the direct sum of this ideal with 〈y11〉. In
particular, this implies that [y11, s] 6= 0 for any s ∈ A satisfying s 6∈ 〈y11〉.
Let ` be the largest integer such that dA(ϕ) ∈ ΓT` (Σ′), and let r denote the image of dA(ϕ)
in ι∗(LT` (Σ)) ⊂ LT` (Σ′); by definition, r 6= 0 ∈ LT` (Σ′). Thus the above remark implies that
[y11, r] 6= 0 ∈ LT`+1(Σ′). However we know that [dA(ϕ), γ] ∈ ΓTk (Σ′) represents [y11, r]. We conclude
that ` ≥ k − 1, and thus that dA(ϕ) ∈ ΓTk−1(Σ), as desired.
Finally, we consider the remaining case: when ∂U has multiple components, all contained
in ∂S. Since U is neither a disk nor an annulus, it either has positive genus or at least three
boundary components. Choose an arc A′ from ∗ to one of the other components of ∂U , and let
γ = CABA′−1C−1 for B an arc in U . In the notation of Remark 3.6, we may assume that γ represents
the generator b11 of LT (Σ′). We computed above that ϕ(γ)γ−1 = [dA(ϕ), γ] · γdA(ϕ)dA′(ϕ)−1γ−1.
Choose ` as before and let r denote the image of dA(ϕ) in ι∗(LT` (Σ)); similarly, let j be the largest
integer such that dA(ϕ) ≡ dA′(ϕ) modulo ΓTj (Σ), and let s denote the image of dA(ϕ)dA′(ϕ)−1 in
ι∗(LTj (Σ)).
Let A be the subalgebra of LT (Σ′) generated by ι∗(LT (Σ)) and b11, and consider the element
[r, b11] +s ∈ A. Our assumption on T implies that either g1 ≥ 1 or m1 ≥ 2, so Remark 3.6 shows that
A is free with basis ι∗(S(Σ)) ∪ {b11}. Let I denote the ideal of A generated by b11. The elimination
theorem states that A is the direct sum of ι∗(S(Σ)) and I, and that a basis for I as a free Lie
algebra is in bijection with a basis for the universal enveloping algebra of LT (Σ) [B, Ch. II, Sec.
2.9, Corollary]. In particular, the adjoint action of ι∗(LT (Σ)) on I factors through its action on
its universal enveloping algebra, and thus is faithful. Since r 6= 0 ∈ ι∗(LT` (Σ)), this implies that
[r, b11] 6= 0 ∈ I`+1 ⊂ LT`+1(Σ′). However, we know that [dA(ϕ), γ] · γdA(ϕ)dA′(ϕ)−1γ−1 ∈ ΓTk (Σ′), and
so we conclude that [r, b11] + s ∈ LTk (Σ′). By the splitting of A as a direct sum, this implies that
s ∈ LTk (Σ′) and [r, b11] ∈ Ik ⊂ LTk (Σ′). This shows that ` ≥ k − 1 and j ≥ k, which is to say that
dA(ϕ) ∈ ΓTk−1(Σ) and that dA(ϕ)dA′(ϕ)−1 ∈ ΓTk (Σ). This verifies both conditions (ii) and (iii) in
this final case.
19
4.3 An application of the partitioned Johnson filtration
In this section we give a specific application of the partitioned Johnson filtration to stabilizers of
multicurves. Theorem 4.7 below was used by Bestvina–Bux–Margalit in their calculation of the
cohomological dimension of K(Sg), where it was stated as [BBM, Lemma 6.16].
Let R be a surface with one boundary component, and let i : S ↪→ R be the inclusion of a
subsurface so that no component of R \ S is a disk. Fix a single boundary component D of S, and
let S be the surface obtained from S by capping off all boundary components except for D. Let
pi : S → S be the natural inclusion of surfaces, and pi∗ : Mod(S) Mod(S) the surjection obtained
by extension by the identity. Given an element ϕ ∈ Mod(R) which stabilizes S, we may restrict it
to an element ϕ˜ ∈ Mod(S), and consider its image pi∗(ϕ˜) ∈ Mod(S).
If any component of R\S is an annulus not containing ∂R, the map i∗ : Mod(S)→ Mod(R) will
not be injective, so ϕ˜ is not uniquely defined. However [PR, Theorem 4.1(iii)] states that the kernel
of i∗ : Mod(S)→ Mod(R) is generated by certain products of Dehn twists (so-called bounding pairs)
around the corresponding boundary components of S. All but one of these boundary components
becomes nullhomotopic in S, so the corresponding Dehn twist vanishes in Mod(S). We conclude
that the element pi∗(ϕ˜) is well-defined up to a twist TD around the boundary component D.
Theorem 4.7. For any ϕ ∈ K(R) stabilizing S, we have ϕ ∈ K(S).
Note that the twist TD around the boundary component D lies in K(S) (see e.g. Proposition 6.1),
so the desired conclusion is well-defined. (Since TD 6∈ Mod(4)(S), it would not be well-defined to ask
whether ϕ ∈ Mod(k)(R) implies ϕ ∈ Mod(k)(S) when k > 3.)
Proof. Let ∗′ be a point in ∂R, and let Σ = (S,P, ∗) be the induced partitioned surface on S. Let
Σ1 = (S,P1, ∗) denote the same surface but with the totally separated partition P1. Finally, choose
a point ∗D ∈ D, and let Σ2 = (S,P1, ∗D) denote the same partitioned surface but with basepoint
∗D. Note that the inclusion pi : S → S defines a morphism pi : Σ2 → S of partitioned surfaces.
If no component of R \ S is an annulus, the theorem follows from Theorem 4.6 as follows. Since
i∗(ϕ˜) = ϕ lies in K(R) = Mod(3)(R), the second part of Theorem 4.6 states that ϕ˜ ∈ Mod(3)(Σ).
Since the partition P1 is finer than P, Proposition 4.4 states that Mod(k)(Σ) ⊂ Mod(k)(Σ1) for
all k; in particular, ϕ˜ ∈ Mod(3)(Σ1). By Theorem 4.5, Mod(k)(Σ1) = Mod(k)(Σ2) for all k, so
ϕ˜ ∈ Mod(3)(Σ2). Finally, pi : Σ2 → S is a morphism of partitioned surfaces, so the first part of
Theorem 4.6 implies that pi∗(ϕ˜) ∈ Mod(3)(S). By Remark 4.3, on a surface with one boundary
component such as S, the partitioned Johnson filtration agrees with the classical Johnson filtration,
and so Mod(3)(S) is just the classical Johnson kernel K(S).
The proof in general follows the same structure, but we cannot apply the second part of
Theorem 4.6 if some component of R \ S is an annulus. Rather than dealing with K(Σ) itself, we
will check by hand that any lift ϕ˜ lies in the larger group K(Σ1) = Mod(3)(Σ1).
Let C be a fixed arc in R \ S from ∗′ to ∗, and let x denote CxC−1. The proof that ϕ˜ acts
trivially on pi1(S, ∗) modulo ΓT3 (Σ) still works without change, as follows. For any x ∈ pi1(S, ∗), we
know that ϕ˜(x)x−1 = ϕ(x)x−1 lies in Γ3(R), since ϕ ∈ K(R). But by Corollary 3.7, this implies
ϕ˜(x)x−1 ∈ ΓT3 (Σ). We showed in Proposition 4.4 that ΓT3 (Σ) ⊂ ΓT3 (Σ1), so this verifies condition (i)
in showing that ϕ˜ ∈ Mod(3)(Σ1). Since Σ1 is totally separated, condition (iii) is vacuous, so we need
only check that ϕ˜ satisfies condition (ii). Moreover, for any arc not ending at an annular component
of R \ S, the proof of Theorem 4.6 shows that dA(ϕ) ∈ ΓT2 (Σ), and thus that dA(ϕ) ∈ ΓT2 (Σ1).
Choose an annular component of R \ S, and let D be one of its two components. Let A be
an arc in S from ∗ to D, and let γ = CAδA−1C−1 where δ is a parametrization of the boundary
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component D. In the notation of Theorem 3.5, we may assume that AδA−1 represents a11 ∈ LT1 (Σ).
As in (8) we compute ϕ(γ)γ−1 = Cϕ˜(A)δϕ˜(A)−1AδA−1C−1 = [dA(ϕ), AδA−1]. By assumption
ϕ(γ)γ−1 ∈ Γ3(R), so [dA(ϕ), AδA−1] ∈ ΓT3 (Σ). We will show that this implies that dA(ϕ) is
congruent to AδmA−1 modulo ΓT2 (Σ) for some m ∈ Z. Since AδA−1 lies in ΓT2 (Σ1), this will show
that dA(ϕ) ∈ ΓT2 (Σ1), as desired.
By Theorem 3.5, the element a11 is part of a free basis for LT (Σ). Thus just as in the proof of
Theorem 4.6, applying the elimination theorem to the ideal generated by the other basis elements
shows that the kernel of [−, a11] : LT (Σ)→ LT (Σ) is just 〈a11〉. (In fact, for a degree 1 element the
full strength of the elimination theorem is not necessary, since the bracket yields an isomorphism
LT2 (Σ) '
∧2LT1 (Σ).) If we let y denote the image of dA(ϕ) in LT1 (Σ) = pi1(S, ∗)/ΓT2 (Σ), the fact
that [dA(ϕ), AδA
−1] ∈ ΓT3 (Σ) implies that [y, a11] = 0 ∈ LT2 (Σ). By the elimination theorem, this
implies y = m · a11 for some m ∈ Z, as desired.
This shows that any lift ϕ˜ of ϕ satisfies ϕ˜ ∈ Mod(3)(Σ1). By Theorem 4.5 this is equivalent to
ϕ˜ ∈ Mod(3)(Σ2), and by Theorem 4.6 this implies pi∗(ϕ˜) ∈ Mod(3)(S) = K(S), as we claimed.
5 The Johnson homomorphism
In this section and the next, we compute the quotient I(Σ)/K(Σ). More specifically, we construct
the partitioned Johnson homomorphism τΣ : I(Σ)→ Hom
(
H(Σ), N(Σ)
)
, and show that its kernel
is exactly K(Σ). We also prove that the image of τΣ is a certain explicitly defined subgroup WΣ of
Hom(H(Σ), N(Σ)), so that we have a short exact sequence
1→ K(Σ) −→ I(Σ) τΣ−→WΣ → 1.
5.1 The classical Johnson homomorphism
We briefly review Johnson’s original construction of the Johnson homomorphism for a surface S
with one boundary component, using the action of Mod(S) on the universal two-step nilpotent
quotient of the free group pi := pi1(S, ∗), where ∗ ∈ ∂S. Let Γj(pi) denote the lower central series of
the free group pi. We have the short exact sequence
1→ Γ2(pi)→ pi → H → 1. (11)
Centralizing the first term, we get the short exact sequence
1→ N → E → H → 1
of Johnson [J1], where H = pi/Γ2(pi), N = Γ2(pi)/Γ3(pi), and E = pi/Γ3(pi).
Considering the exact sequence (11) as a presentation for H, Hopf’s formula says that
H2(H;Z) ∼= Γ2(pi) ∩ Γ2(pi)
[Γ2(pi), pi]
=
Γ2(pi)
Γ3(pi)
= N.
Since H is free abelian, H2(H;Z) can be identified with
∧2H. This gives an isomorphism ∧2H ∼= N ,
which can be described explicitly as follows: x ∧ y ∈ ∧2H is sent to [x˜, y˜] ∈ N , where x˜, y˜ ∈ E are
lifts of x and y. All these identifications are Mod(S)–equivariant; in particular, I(S) acts trivially
on N .
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Definition 5.1 ([J1]). The Johnson homomorphism τ : I(Σ)→ Hom(H,N) is defined by assigning
to ϕ ∈ I(Σ) the homomorphism τ(ϕ) : H → N given by x 7→ [f(x˜)x˜−1], where x ∈ pi is any lift of
x ∈ H. The fact that N is central in E implies that τ(ϕ) is a homomorphism, and the fact that
I(Σ) acts trivially on H and on N implies that τ is a homomorphism.
Identifying N with
∧2H and Hom(H,N) with H∗ ⊗ ∧2H, Johnson proved in [J1] that the
image of this map is exactly
∧3H ≤ H∗ ⊗ ∧2H; compare with Theorem 5.9 below. The map
τ is Mod(S)–equivariant with respect to the conjugation actions on I(S) and on Hom(H,∧2H).
The kernel ker τ ≤ I(S) is exactly the subgroup Mod(3)(S) acting trivially on E = pi/pi3. Johnson
proved in [J4] that for a surface S = Sg,1 with only one boundary component, ker τ is the group
K(S) generated by separating twists.
5.2 The partitioned Johnson homomorphism
Our construction of the Johnson homomorphism for a general partitioned surface follows Johnson’s
approach closely. For technical reasons, our definition of the partitioned Johnson homomorphism
only makes reference to Σ̂, not Σ itself. As a result, in remainder of Section 5 the reader may
assume that the partition on Σ is totally separated, so that Σ = Σ̂, without contradiction. (This
definition does not require Theorem 4.6, since the inclusion Σ→ Σ̂ is canonically defined; however,
to say that ker τΣ coincides with K(Σ), as we prove in Corollary 5.7, does depend on Theorem 4.6.)
Let pi := pi1(Ŝ, ∗). For a totally separated surface such as Σ̂, we noted in Section 3 that
LT1 (Σ̂) = pi/T (Σ̂) is isomorphic to H(Σ), yielding an exact sequence
1→ T (Σ̂)→ pi → H(Σ)→ 1. (12)
Centralizing the first term, we get the exact sequence
1→ T (Σ̂)/[T (Σ̂), pi]→ pi/[T (Σ̂), pi]→ H(Σ)→ 1.
We define N(Σ) := LT2 (Σ̂) and E(Σ) := pi/ΓT3 (Σ̂), so we may rewrite this exact sequence as
1→ N(Σ)→ E(Σ)→ H(Σ)→ 1.
Definition 5.2 (The partitioned Johnson homomorphism). The Torelli group I(Σ) acts trivially
on N(Σ) by Corollary 3.9, and on H(Σ) by definition. Thus by the construction described in
Definition 5.1, the action of I(Σ) on E(Σ) = pi/[T (Σ̂), pi] = pi/ΓT3 (Σ̂) yields a homomorphism
τΣ : I(Σ)→ Hom
(
H(Σ), N(Σ)
)
which we call the (partitioned) Johnson homomorphism. It is given explicitly by
τΣ(ϕ)(x) = [ϕ(x˜)x˜
−1]
where x˜ ∈ pi is a lift of x ∈ H(Σ).
Note that τΣ(ϕ) = 0 if and only if ϕ acts trivially on E(Σ) = pi/Γ
T
3 (Σ̂). This implies that
K(Σ) = Mod(3)(Σ) is contained in ker τΣ; we will show in Corollary 5.7 that in fact K(Σ) = ker τΣ.
Mod(S)–equivariance of τΣ. The map τΣ is Mod(S)–equivariant, in the following sense. The
mapping class group Mod(S) acts on I(Σ) by conjugation. The action of Mod(S) on H(Σ) and N(Σ)
induces an action on Hom(H(Σ), N(Σ)); to be precise, if f ∈ Hom(H(Σ), N(Σ)) and ϕ ∈ Mod(S),
the map ϕ∗f is defined by ϕ∗f(x) = ϕ
(
f(ϕ−1(x))
)
. The following lemma is a formal consequence
of the definition of τΣ.
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Lemma 5.3. Let ϕ ∈ Mod(S) and ψ ∈ I(Σ). Then τΣ(ϕψϕ−1) = ϕ∗τΣ(ψ).
Proof. From the definitions, we have
τΣ(ϕψϕ
−1)(x) = [ϕψϕ−1(x˜) · x˜−1]
= ϕ
[
ψϕ−1(x˜) · ϕ−1(x˜)−1]
= ϕ
(
τΣ(ψ)(ϕ
−1(x))
)
= ϕ∗τΣ(ψ)(x)
for any x ∈ H(Σ).
Remark 5.4. If η is a P–separating curve in Σ, then η is a separating curve in Σ; it follows that
η is trivial in H(Σ) ∼= H(Σ). Thus for any loop γ ∈ pi1(S, ∗) representing η, we have γ ∈ ΓT2 (Σ).
Moreover, any other such loop γ′ is conjugate to γ; since ΓTj (Σ) is a central filtration, they have
the same image [γ] = [γ′] ∈ ΓT2 (Σ)/ΓT3 (Σ) = LT2 (Σ). Thus any P–separating curve η represents a
well-defined class [η] ∈ N(Σ).
5.3 Action on arcs
In this section we use the action of I(Σ) on arcs connecting different boundary components to
construct a family of abelian quotients di of I(Σ).
The abelian quotients di. Recall from Section 4.1 that for any arc A from the basepoint ∗ to a
boundary component of Ŝ, and any ϕ ∈ Mod(Ŝ), we denote by dA(ϕ) the element ϕ(A)A−1 ∈ pi.
Moreover, if A′ is another arc ending at the same boundary component, dA′(ϕ) differs from dA(ϕ)
by ϕ(x)x−1[x, dA(ϕ)], where x = A′A−1 ∈ pi. Note that [x, dA(ϕ)] always lies in T (Σ̂) while
ϕ(x)x−1 ∈ T (Σ̂) if ϕ ∈ I(Σ). Thus for ϕ ∈ I(Σ), the class of dA(ϕ) in pi/T (Σ̂) = H(Σ) does not
depend on the arc A, only on the boundary component.
For a surface Σ = (S,P, ∗) with P = {P0, P1, . . . , Pk}, for each 1 ≤ i ≤ k we let zi denote
the boundary component of Ŝ corresponding to the block Pi ∈ P. This boundary component is
separating, and its class in N(Σ) is precisely the generator zi from Proposition 3.3 (justifying the
slight abuse of notation). We define the homomorphism di : I(Σ)→ H(Σ) by
di(ϕ) = [ϕ(Ai)A
−1
i ] ∈ H(Σ),
where Ai is an arc from the basepoint ∗ to the boundary component zi.
One important difference between I(Σ) and later terms in the Johnson filtration is that these
maps di factor through the Johnson homomorphism τΣ. This property is stated below as Theorem 5.6,
and will be proved in Section 5.5.
The homomorphisms δi. For each 1 ≤ i ≤ k we have a map N(Σ)→ Z, obtained by counting
intersections with the arc Ai (with multiplicity). Specifically, if y ∈ N(Σ) is represented by y˜ ∈ pi,
let (y,Ai) denote the algebraic intersection number of y˜ with the arc Ai. This does not depend on
the choice of arc Ai, since two such arcs from ∗ to zi differ by a cycle plus a multiple of zi. Any cycle
has trivial intersection with any commutator or any boundary component zj , as does the boundary
component zj . By Lemma 3.1, N(Σ) is generated by [pi, pi] and the elements zj , so this suffices.
Definition 5.5. For each 1 ≤ i ≤ k, the homomorphism
δi : Hom
(
H(Σ), N(Σ)
)→ H(Σ)
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is defined by the adjunction (
f(x), Ai
)
=
(
x, δi(f)
)
. (13)
The following proposition will be proved in Section 5.5.
Theorem 5.6. The maps di : I(Σ)→ H(Σ) factor through τΣ; more specifically, we have di = δi◦τΣ.
Corollary 5.7. The kernel ker τΣ of the partitioned Johnson homomorphism τΣ is precisely the
subgroup K(Σ) = Mod(3)(Σ).
Proof. By Theorem 4.6 we have K(Σ) = Mod(S) ∩ K(Σ̂), so it suffices to prove the corollary for
Σ̂; in other words, we may assume that Σ is totally separated. By definition, ker τΣ consists of
those ϕ ∈ Mod(S) acting trivially modulo ΓT3 (Σ). When Σ is totally separated, condition (iii) of
Definition 4.1 is vacuous. Thus Mod(3)(Σ) consists of those ϕ ∈ Mod(S) satisfying conditions (i) and
(ii); i.e. those ϕ ∈ ker τΣ that additionally satisfy dAi(ϕ) ∈ ΓT2 (Σ) for each 1 ≤ i ≤ k. Since di(ϕ)
is the class of dAi(ϕ) in H(Σ) = pi1(S)/Γ
T
2 (Σ), condition (ii) asks that di(ϕ) = 0 for all 1 ≤ i ≤ k.
But Theorem 5.6 states that τΣ(ϕ) = 0 =⇒ di(ϕ) = 0. We conclude that any ϕ ∈ ker τΣ lies in
K(Σ) = Mod(3)(Σ), as desired.
5.4 The image of τΣ
The definition of H(Σ) = LT1 (Σ̂), of N(Σ) = LT2 (Σ̂), and of τΣ do not really depend on the
partitioned surface Σ itself, only on Σ̂. However the image of τΣ certainly depends on Σ. In this
section we describe certain conditions on the image of τΣ, which together cut out a subspace WΣ of
Hom(H(Σ), N(Σ)). We will eventually prove in Section Section 6 that WΣ = im τΣ.
Understanding Hom(H(Σ), N(Σ)). There is a natural quotient N(Σ) 
∧2H(Σ) defined by
sending zi 7→ 0 for all 1 ≤ i ≤ k, induced for example by the inclusion Σ̂ ↪→ Σ of Section 2.2. In
fact, it follows from Theorem 3.5 that
N(Σ) ' ∧2H(Σ)⊕ Zk. (14)
where
∧2H(Σ) is the image of [pi, pi] and the Zk factor is spanned by z1, . . . , zk. Note that the
intersection y 7→ (y,Ai) vanishes on
∧2H(Σ) and satisfies (zj , Ai) = δij .
The projection N(Σ)
∧2H(Σ) induces a projection:
Hom(H(Σ), N(Σ)) Hom(H(Σ),
∧2H(Σ)) ' H(Σ)⊗∧2H(Σ) (15)
Note that
∧3H(Σ) embeds into H(Σ)⊗∧2H(Σ) as the “Jacobi identity”:
a ∧ b ∧ c 7→ a⊗ b ∧ c+ b⊗ a ∧ c+ c⊗ a ∧ b
The subspaces Di ≤ D(Σ) ≤ H(Σ). We denote by D(Σ) ≤ H(Σ) the isotropic subspace spanned
by the homology classes ac of all the boundary components c ∈ pi0(∂S). Similarly, for the single
block Pi ∈ P, we denote by Di ≤ D(Σ) the subspace spanned by those components ac for c ∈ Pi.
Note that D(Σ)⊥ is exactly the subspace of H(Σ) spanned by H1(S).
Definition 5.8. The subspace WΣ ≤ Hom(H(Σ), N(Σ)) consists of those elements
f : H(Σ)→ N(Σ) satisfying the following conditions:
(I) the image in H(Σ) ⊗∧2H(Σ) of f under the projection (15) is contained in the subspace∧3H(Σ) ≤ H(Σ)⊗∧2H(Σ).
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(II) for 1 ≤ i ≤ k we have δi(f) ∈ D(Σ)⊥ and furthermore for any a ∈ Di, f(a) = δi(f) ∧ a.
(III) for any a ∈ D0, f(a) = 0.
The following characterization of the image of τΣ is one of the main theorems of the paper.
Theorem 5.9. WΣ = im τΣ.
We prove that im τΣ is contained in WΣ in the next section (Theorem 5.10). We defer the
remaining direction of Theorem 5.9 until Section 6, where we first compute the value of τΣ on
various fundamental elements of I(Σ), then use these computations to prove that τΣ surjects to
WΣ. Before moving on, we deduce Theorem 1.3 from Theorem 5.9.
Proof of Theorem 1.3. Let Γ be an arbitrary finite-index subgroup of I(Σ) satisfying K(Σ) < Γ.
Let ι : Σ ↪→ S be the standard inclusion into the surface S, which has one boundary component.
Putman [P2, Theorem 1.2] states that as long as Σ has genus at least 3, for any such Γ we have
H1(I(Σ);Q) ∼= H1(Γ;Q) ∼= τS(ι∗(I(Σ)))⊗Q.
The naturality of τΣ, proved in Theorem 5.14 below, means that τS(ι∗(I(Σ))) is isomorphic to
τΣ(I(Σ)), and Theorem 5.9 states that τΣ(I(Σ)) is precisely the subspace WΣ < Hom(H(Σ), N(Σ)).
Thus Putman’s theorem implies that the first Betti number b1(I(Σ)) = b1(Γ) is the dimension
dimQWΣ ⊗Q.
Consider the projection Hom(H(Σ), N(Σ))  H(Σ)⊕k defined by f 7→ (δ1(f), . . . , δk(f)).
Condition (II) of Definition 5.8 states that when restricted to WΣ, this projection has image
(D(Σ)⊥)⊕k. It is easy to construct elements of WΣ surjecting to (D(Σ)⊥)⊕k, and indeed we will do
this by hand in proving Theorem 5.9. The kernel of this surjection WΣ  (D(Σ)⊥)⊕k consists of those
f ∈WΣ satisfying δi(f) = 0 for all i. This implies that f lies in the subspace Hom(H(Σ),
∧2H(Σ))
of Hom(H(Σ), N(Σ)), so by condition (I) we have f ∈ ∧3H(Σ) < Hom(H(Σ),∧2H(Σ)). Conditions
(II) and (III) imply that f satisfies f(a) = 0 whenever a ∈ D(Σ). As an element of ∧3H(Σ), this
means that f is contained in(
D(Σ)⊥ ⊗∧2H(Σ)) ∩∧3H(Σ) ' ∧3D(Σ)⊥.
Since any f ∈ ∧3D(Σ)⊥ clearly satisfies conditions (II) and (III), we conclude that WΣ fits into a
short exact sequence
0→ ∧3D(Σ)⊥ →WΣ → (D(Σ)⊥)⊕k → 0. (16)
Let n = |pi0(∂S)| be the number of boundary components of S, partitioned into |P| = k + 1 blocks,
and let D := 2g + n− k − 1. As abelian groups, we have H1(S;Z) ∼= Z2g+n−1, D(Σ) ∼= Zn−k−1, and
D(Σ)⊥ ∼= ZD. Since D(Σ)⊥ is torsion-free, (16) splits, so dimQWΣ ⊗Q =
(
D
3
)
+Dk, as desired.
5.5 Restricting the image of τΣ
Theorem 5.10. The map τΣ has image contained in WΣ.
Proof of Theorem 5.6 and Theorem 5.10. Consider ϕ ∈ I(Σ) and let f = τΣ(ϕ) ∈ Hom(H(Σ), N(Σ)).
We first show that f satisfies condition (I) of Definition 5.8, and at the same time verify Theorem 5.6.
We will make use of the following identities (where ab denotes conjugation):
[aw, b] = a[w, b] · [a, b], [a, bw] = [a, b] · b[a,w].
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If w ∈ ΓT2 (Σ̂) = T (Σ̂), both [w, b] and [a,w] are in ΓT3 (Σ̂), so we have
[aw, b] ≡ [a, b][w, b] mod ΓT4 (Σ̂), [a, bw] ≡ [a, b][a,w] mod ΓT4 (Σ̂).
Let ζ0 ∈ pi represent the boundary component z0 of Ŝ that contains the basepoint. The key to
our proof is to consider the action of ϕ on ζ0 — even though ζ0 is contained in the boundary ∂Ŝ and
so the action of ϕ on ζ0 is trivial. Choose a basis {αi, βi} ∪ {ζ1, . . . , ζk} of pi as in Proposition 3.3,
so that {αi, βi} descends to the symplectic basis {ai, bi} of H(Σ), each ζi represents zi ∈ N(Σ), and
ζ0 = [α1, β1] · · · [αg, βg]ζ1 · · · ζk.
In this proof, let ηϕ(x) := x
−1ϕ(x). By definition, ϕ ∈ I(Σ) if and only if ηϕ(x) ∈ ΓT2 (Σ̂) for all
x ∈ pi. Our fundamental computation (8) gives ϕ(ζj) = [dj(ϕ), ζj ]ζj . Recalling that ζj ∈ ΓT2 (Σ̂) for
all j, we calculate:
ϕ(ζ0) = ϕ
 g∏
i=1
[αi, βi]
k∏
j=1
ζj

=
g∏
i=1
[ϕ(αi), ϕ(βi)]
k∏
j=1
ϕ(ζj)
=
g∏
i=1
[αiηϕ(αi), βiηϕ(βi)]
k∏
j=1
[dj , ζj ]ζj
≡
g∏
i=1
[αi, βi][αi, ηϕ(βi)][ηϕ(αi), βi]
k∏
j=1
[dj , ζj ]ζj mod Γ
T
4 (Σ̂)
≡
 g∏
i=1
[αi, ηϕ(βi)][ηϕ(αi), βi]
k∏
j=1
[dj , ζj ]
 · ζ0 mod ΓT4 (Σ̂)
Define
X =
g∏
i=1
[αi, ηϕ(βi)][ηϕ(αi), βi]
k∏
j=1
[dj , ζj ] ∈ ΓT3 (Σ̂)
and consider the class [X] ∈ LT3 (Σ̂) = ΓT3 (Σ̂)/ΓT4 (Σ̂). Note that ηϕ(αi) and ηϕ(βi) in ΓT2 (Σ̂)
represent τ(ϕ)(ai) and τ(ϕ)(bi) in N(Σ). Thus the following element Y ∈ H(Σ)⊗N(Σ) descends
to [X] ∈ LT3 (Σ̂) under the commutator bracket:
Y :=
g∑
i=1
ai ⊗ τΣ(ϕ)(bi)− bi ⊗ τΣ(ϕ)(ai) +
k∑
j=1
dj(ϕ)⊗ zj ∈ H(Σ)⊗N(Σ) (17)
Note that the first summation is exactly the expansion of −τΣ(ϕ) ∈ Hom(H(Σ), N(Σ)) in H(Σ)⊗
N(Σ). Indeed, since {ai, bi} form a basis of H(Σ), we can write
τΣ(ϕ) =
g∑
i=1
a∗i ⊗ τΣ(ϕ)(ai) + b∗i ⊗ τΣ(ϕ)(bi) ∈ H(Σ)∗ ⊗N(Σ)
and under the isomorphism H(Σ) ' H(Σ)∗ we have a∗i = bi and b∗i = −ai (since a∗i = (·, bi) and
b∗i = (·,−ai)). In particular, it follows from the discussion following (14) that the coefficient of zj in
the first summation is −δj(τΣ(ϕ))⊗ zj .
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We calculated above that ηϕ(ζ0) ≡ X mod ΓT4 (Σ̂). However, since ζ0 is contained in the
boundary of Ŝ, we have ϕ(ζ0) = ζ0. Thus ηϕ(ζ0) is trivial, so X must lie in Γ
T
4 (Σ̂). In other
words, [X] = 0 ∈ LT3 (Σ̂); this implies that Y ∈ H(Σ) ⊗ N(Σ) is contained in the kernel of the
map H(Σ) ⊗ N(Σ) → LT3 (Σ̂). We now recall Proposition 3.8, which states that the bracket
LT1 (Σ̂)⊗ LT2 (Σ̂)→ LT3 (Σ̂) induces the short exact sequence
1→ ∧3H(Σ)→ H(Σ)⊗N(Σ)→ LT3 (Σ̂)→ 1.
This has the following implications. First, we saw above that the coefficient of zj in Y is(
di(ϕ)− δi(τΣ(ϕ))
)⊗ zj .
But the factor H(Σ)⊗ Zk < H(Σ)⊗N(Σ) intersects ∧3H(Σ) trivially, so for Y to be contained in∧3H(Σ) we must have di(ϕ)− δi(τΣ(ϕ)) = 0. This completes the proof of Theorem 5.6.
Furthermore, this implies that Y ∈ H(Σ)⊗N(Σ) is the difference of −τΣ(ϕ) and its projection
to the Zk factor spanned by the zj ; in other words, Y ∈ H(Σ)⊗
∧2H(Σ) is the projection of −τΣ(ϕ)
to Hom(H(Σ),
∧2H(Σ)) under the map (15). Now Proposition 3.8 states that this is contained in∧3H(Σ), verifying condition (I) of Definition 5.8.
Now we can use Theorem 5.6 to verify conditions (II) and (III). We have just proved that
δi(f) = di(ϕ). But from the definition of di we can see that di(ϕ) is contained in D(Σ)
⊥. Indeed,
we have di(ϕ) = [ϕ(Ai)A
−1
i ]. Since ϕ is the identity outside S, we have ϕ(Ai) = Ai outside S, and
thus [ϕ(Ai)A
−1
i ] may be represented by a cycle lying inside S. We observed in Section 5.4 that the
span of H1(S) in H(Σ) is exactly D(Σ)
⊥, and so we conclude that δi(f) = di(ϕ) ∈ D(Σ)⊥ for all i.
To verify the remainder of condition (II) we must show that τΣ(ϕ)(a) = di(ϕ) ∧ a for a ∈ Di.
It suffices to check this when a is the class of a single boundary component in Pi. By our
fundamental computation (8) we have ϕ(α)α−1 = [di(ϕ), α], where α ∈ pi represents a ∈ Di, so
τΣ(ϕ)(a) = di(ϕ) ∧ a as desired. A similar argument verifies condition (III). If a is the class of a
single boundary component contained in P0, then it is connected outside S to the basepoint; in
particular, a can be represented by a loop disjoint from S. Thus ϕ fixes this loop pointwise, and so
τΣ(ϕ)(a) = 0. This completes the proof of Theorem 5.10.
Remark 5.11. For any term in the Johnson filtration, we could define homomorphisms di from
Mod(k)(Σ) to LTk−1(Σ̂) by di(ϕ) = [dAi(ϕ)] ∈ LTk−1(Σ̂). An argument similar to the above would show
that these maps di are controlled to some degree by the action of Mod(k)(Σ) on pi/Γ
T
k+1(Σ). However,
to show that the di actually factor through this action when k = 2 we needed Proposition 3.8, which
states that the various maps LT1 (Σ)→ LT3 (Σ) defined by x 7→ [x, zj ] have independent images. The
corresponding statement for maps LTk−1 → LTk+1 is definitely false for k > 2: for example, we have
relations such as [zi, zj ] + [zj , zi] = 0 or [[zi, zj ], zk] + [[zj , zk], zi] + [[zk, zi], zj ] = 0.
5.6 Naturality of τΣ
In this section we show that the partitioned Johnson homomorphism τΣ is natural. This means
that for any morphism ι : Σ→ Σ′, we must define a map
ι∗ : WΣ →WΣ′
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so that τΣ′(ι∗ϕ) = ι∗τΣ(ϕ) for all ϕ ∈ I(Σ); in other words, the following diagram commutes:
I(Σ) τΣ //
ι∗

WΣ
ι∗

I(Σ′) τΣ′ //WΣ′
To define the map ι∗ : WΣ → WΣ′ , we consider separately the cases when ι is non-collapsing and
when ι is a simple capping; since every morphism is a composition of such inclusions, this suffices.
Definition 5.12 (Alternate notation for WΣ). The map ι∗ : WΣ → WΣ′ is somewhat unwieldy
when expressed in terms of the usual notation for WΣ < Hom(H(Σ), N(Σ)). However there is
an equivalent way to describe a basis of WΣ, and with respect to this basis the definition of the
map ι∗ is very simple. Recall from Definition 5.8 that WΣ can be thought of as a subspace of∧3H(Σ)⊕ (H(Σ)⊗ Zk). For the ∧3H(Σ) component, we have the standard a ∧ b ∧ c notation. For
the H(Σ)⊗ Zk factor we write x ∧ zi as a formal expression for the element x⊗ zi. We remark that
in this notation, the homomorphism δi : WΣ → H(Σ) has the form
δi
(∑
j
aj ∧ bj ∧ cj +
k∑
i=1
xi ∧ zi
)
= xi,
so we will often write δi(f) ∧ zi for the components of this second factor H(Σ)⊗ Zk.
Definition 5.13. For a simple capping ι : Σ→ Σ′, if Σ′ is obtained from Σ by attaching a disk to
the separating component zi, we define ι∗ as follows.
ι∗ : WΣ → WΣ′
a ∧ b ∧ c 7→ a ∧ b ∧ c
x ∧ zi 7→ 0
x ∧ zj 7→ x ∧ zj for j 6= i
For a non-collapsing morphism ι : Σ → Σ′, decompose Σ̂′ \ Σ̂ into subsurfaces Ui, so that Ui
meets Σ̂ in the component zi corresponding to the block Pi. We can consider H(Ui) as a subspace
of H(Σ′). Let ωUi ∈
∧2H(Ui) represent the intersection form on H(Ui), and let z1i , . . . , zli be the
boundary components of Ui that are disjoint from Σ̂. We define ι∗ as follows.
ι∗ : WΣ → WΣ′
a ∧ b ∧ c 7→ a ∧ b ∧ c
x ∧ zi 7→ x ∧ (ωUi + z1i + · · ·+ zli)
Note that in N(Ui) we have zi = ωUi + z
1
i + · · ·+ zli, since zi is the boundary component that would
be z0i , but traversed in the opposite direction.
Theorem 5.14. For any inclusion ι : Σ→ Σ′, the map ι∗ : WΣ →WΣ′ defined in Definition 5.13
satisfies τΣ′(ι∗ϕ) = ι∗τΣ(ϕ) for all ϕ ∈ I(Σ).
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Proof. The argument is similar to the proof of Theorem 4.6. In the course of the proof, we will
extend ι∗ : WΣ → WΣ′ to a map ι′∗ : Hom(H(Σ), N(Σ)) → Hom(H(Σ′), N(Σ′)). We then verify
naturality for ι′∗ directly from the definition of τΣ, and it remains only to check that ι′∗ does in fact
restrict to ι∗ on WΣ.
First, consider the case when ι is a simple capping, so that Σ′ is obtained from Σ by attaching a
disk to the separating component zj . Since zj was separating and thus represented by ζj ∈ T (Σ̂),
we have H(Σ′) = H(Σ), and the natural map N(Σ)→ N(Σ′) is surjective with kernel generated by
zj . Thus the exact sequences defining τΣ and τΣ′ are related by the following diagram (18):
1

1

Z

Z

1 // N(Σ) //

E(Σ) //

H(Σ) // 1
1 // N(Σ′)

// E(Σ′)

// H(Σ′) // 1
1 1
(18)
It follows that τΣ′(ι∗ϕ) = ι′∗τΣ(ϕ) for ϕ ∈ I(Σ), where ι′∗ is the map
ι′∗ : Hom(H(Σ), N(Σ))→ Hom(H(Σ′), N(Σ′))
sending f ∈ Hom(H(Σ), N(Σ)) to the composition
ι′∗f : H(Σ
′) ∼= H(Σ) f−→ N(Σ) N(Σ′).
The restriction of ι′∗ to WΣ has kernel H(Σ)⊗ zj and thus coincides with ι∗ as defined in Defini-
tion 5.13, verifying the theorem in this case.
Now, consider the case when ι is non-collapsing. In this case the induced map ι∗ : N(Σ)→ N(Σ′)
is an injection by Theorem 3.5. Recall that the Ui are the components of Σ̂
′ \ Σ̂, appropriately
labeled so that Ui intersects Σ̂ in the boundary component zi. Each Ui inherits the structure of
a partitioned surface from Σ̂′, and since the resulting partition is totally separated, the inclusion
morphism Ui → Σ̂′ is uniquely determined. Identifying H(Σ) with its image in H(Σ′), we have
an orthogonal splitting H(Σ′) = H(Σ) ⊕⊕iH(Ui). We use this to define ι′∗ as follows. Given
a homomorphism f ∈ Hom(H(Σ), N(Σ)), let ι′∗f ∈ Hom(H(Σ′), N(Σ′)) be the homomorphism
defined by:
ι′∗f(x) =
{
ι∗
(
f(x)
)
if x ∈ H(Σ)
δi(f) ∧ x if x ∈ H(Ui)
(19)
The term δi(f) ∧ x here is taken in
∧2H(Σ′) ≤ N(Σ′).
To verify that τΣ′(ι∗ϕ) = ι′∗τΣ(ϕ), we consider two cases separately. If x ∈ H(Σ), we can
represent it by an element γ = CξC−1 ∈ pi1(Ŝ′, ∗), where C is an arc from ∗′ to ∗ in Ŝ′ \ Ŝ, and
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ξ is an element of pi1(Ŝ, ∗) representing x ∈ H(Σ). As in the proof of Theorem 4.6 we compute
(ι∗ϕ)(γ)γ−1 = Cϕ(ξ)ξ−1C−1 = i∗(ϕ(ξ)ξ−1). It follows that τΣ′(ι∗ϕ)(x) = ι∗(τΣ(x)), as claimed. If
x ∈ H(Ui), we can represent it by an element γ = CAδA−1C−1, where δ is a loop in pi1(Ui) and A
is an arc in Ŝ from ∗ to the boundary component zi. Our fundamental computation (8) shows as
before that (ι∗ϕ)(γ)γ−1 = [CdA(ϕ)C−1, γ]. Thus τΣ′(ι∗ϕ)(x) = di(ϕ) ∧ x, and by Theorem 5.6 this
is δi(τΣ(ϕ)) ∧ x. Thus for any x ∈ H(Σ′) we have τΣ′(ι∗ϕ)(x) = ι′∗(τΣ(ϕ))(x).
It remains only to check that ι′∗ agrees on WΣ with the map ι∗ in Definition 5.13. For
x ∈ H(Σ) we have ι′∗f(x) = ι∗(f(x)), while for x ∈ H(Ui) we have ι′∗f(x) = δi(f) ∧ x. Considering
Hom(H(Ui), N(Σ
′)) as a subspace of Hom(H(Σ′), N(Σ′)), if {aji , bji} form a symplectic basis for
H(Ui), the restriction of ι
′∗f to H(Ui) is
∑
j a
j
i ⊗ bji ∧ δi(f) + bji ⊗ δi(f) ∧ aji . Thus if f =∑
i xi ∧ yi ∧ zi +
∑
i δi(f)⊗ zi, we have
ι∗f =
∑
i
xi ∧ yi ∧ zi +
∑
i
δi(f)⊗ zi +∑
j
aji ⊗ bji ∧ δi(f) + bji ⊗ δi(f) ∧ aji
 .
We noted above that zi =
∑
j a
j
i ∧ bji +
∑
k z
k
i in N(Σ
′), so the parenthesized term can be written as:
δi(f)⊗ (
∑
j
aji ∧ bji +
∑
k
zki ) +
∑
j
aji ⊗ bji ∧ δi(f) + bji ⊗ δi(f) ∧ aji ,
which is precisely δi(f)∧ (
∑
j a
j
i ∧ bji +
∑
k z
k
i ). Thus the restriction of ι
′∗ to WΣ is the map induced
by x ∧ y ∧ z 7→ x ∧ y ∧ z and δi(f) ∧ zi 7→ δi(f) ∧ (
∑
j a
j
i ∧ bji +
∑
k z
k
i ), namely ι∗.
Moving the basepoint. We saw in Theorem 4.5 that the Johnson filtration of a partitioned
surface Σ = (S,P, ∗) does not depend on the location of the basepoint ∗, only on the partition
P. The Johnson homomorphism τΣ : I(Σ)→ WΣ does in fact depend on the basepoint, but in a
controlled way. Let Σ′ = (S,P, ∗′) be the same partitioned surface, except that the basepoint ∗′ lies
in Pi ∈ P instead of P0, and let ω ∈
∧2H(Σ) ∼= ∧2H(Σ′) represent the symplectic form.
Lemma 5.15. If Σ and Σ′ coincide as partitioned surfaces except that ∗′ ∈ Pi, then
τΣ′(ϕ) = τΣ(ϕ)− di(ϕ) ∧ ω.
Proof. As in the proof of Theorem 4.5, let ξ denote A−1i ξAi, where Ai is an arc from ∗ to ∗′. The
assignment ξ 7→ ξ defines an isomorphism pi1(Ŝ, ∗) ∼= pi1(Ŝ, ∗′), and thus induces isomorphisms
H(Σ) ∼= H(Σ′) and N(Σ) ∼= N(Σ′). We saw in (9) that ϕ(ξ)ξ−1 = [di(ϕ)−1, ϕ(ξ)]ϕ(ξ)ξ−1, which
shows that
τΣ′(ϕ)(x) = τΣ(ϕ)(x)− di(ϕ) ∧ x.
The homomorphism x 7→ −di(ϕ) ∧ x in Hom(H(Σ),
∧2H(Σ)) is represented by −di(ϕ) ⊗ ω ∈
H(Σ)⊗∧2H(Σ), so τΣ′(ϕ) = τΣ(ϕ)− di(ϕ) ∧ ω ∈WΣ ∼= WΣ′ , as desired.
Viewing τΣ as a natural transformation. One way to phrase the naturality of τΣ proved in
Theorem 5.14 is to say that τΣ is a natural transformation. We have already noted in Section 2.3 that
I can be considered as a functor from T Surf to Groups (the category of groups and homomorphisms),
defined on objects by Σ 7→ I(Σ) and on morphisms by ι 7→ ι∗. Let W be the functor from T Surf to
Groups defined on objects by W(Σ) = WΣ and on morphisms by W(ι) = ι∗ as in Definition 5.13.
Then we can rephrase Theorem 5.14 as follows:
Theorem 5.16. There is a natural transformation τ from the Torelli functor I to the functor W
which assigns to each surface Σ the surjective homomorphism τΣ : I(Σ)→WΣ.
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6 Fundamental calculations and surjectivity of τΣ
In this section we calculate τΣ on many simple but fundamental elements of I(Σ), including the
natural “point-pushing” subgroups. Using this, we prove in Section 6.5 that WΣ is exactly the
image of τΣ. These results are also used in Section 7.
6.1 Separating twists
Let Σ be the surface S0,n with the totally separated partition. The homology group H(Σ) is trivial.
It follows that WΣ = 0, so by Theorem 5.10 we have τΣ(ϕ) = 0 for any ϕ ∈ I(Σ).
Any Dehn twist Tγ is supported on the annulus which is the regular neighborhood of γ, and the
induced partition on this annulus S0,2 is totally separated exactly when γ is P–separating. Applying
the naturality of τΣ, we obtain the following corollary.
Proposition 6.1. If Σ is a partitioned surface and γ is a P–separating curve, then τΣ(Tγ) = 0.
More generally, we have the following.
Proposition 6.2. If ϕ ∈ I(Σ) is supported on a totally separated genus 0 subsurface, then τΣ(ϕ) = 0.
6.2 Bounding pair maps
Let Σ be a surface S0,3 of genus 0 with 3 boundary components z0, a1, and a2, endowed with the
partition P = {{z0}, {a1, a2}} and basepoint ∗ ∈ z0. Let ϕ = Ta1T−1a2 . This is a bounding pair, and
Σ is the minimal connected surface on which ϕ is supported. The surface Σ̂ has genus 1 with 2
boundary components, z0 and z1. Its fundamental group has rank 3, and we may choose a basis
{α, β, ζ} for pi1(Ŝ, ∗) so that the first two terms descend to a basis {a, b} for H(Σ), the generator α
can be represented by a loop in S, and ζ descends to z = z1 in N(Σ). For an appropriate choice
of generators we have ϕ(α) = α and ϕ(β) = βζ−1, so τΣ(ϕ) ∈ Hom(H(Σ), N(Σ)) is defined by
a 7→ 0 and b 7→ −z. In the alternate notation of Definition 5.12 for elements of WΣ, we have
τΣ(ϕ) = a ∧ z ∈ WΣ. The same argument applies when the basepoint lies in z1. Since every
bounding pair in a partitioned surface Σ sits inside at least one such S0,3 (for example, the regular
neighborhood of the curves together with an arc connecting them), we can apply the naturality of
τΣ to obtain the following corollary.
Proposition 6.3. Given a bounding pair TγT
−1
δ defined by nonseparating curves γ and δ, let ζ be
a separating curve that cobounds a pair of pants with γ ∪ δ. Orient these curves so that the pair of
pants lies on the left side of ζ and the right side of γ and δ (or vice versa). Let a be the homology
class of γ, and let z be the class of ζ in N(Σ). Then we have τΣ(TγT
−1
δ ) = a ∧ z in WΣ.
Theorem 5.14 guarantees that this recipe is well-defined, even though this is not obvious. We
can check for example that changing the orientation of all three curves would negate both a and z,
and thus would preserve a ∧ z. Similarly, there is a curve ζ ′ on the other side of γ ∪ δ whose class
z′ ∈ N(Σ) differs from z by a term of the form a ∧ b, in which case a ∧ z′ = a ∧ z. But there are
many different curves ζ bounding pairs of pairs with γ and δ; a key strength of the naturality of τΣ
is that it lets us choose any pair of pants that we like.
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6.3 Lantern core maps
We say that α and β span a lantern core if their geometric intersection number is 2 and their
algebraic intersection number is 0. A lantern core map is the commutator [Tα, Tβ] of Dehn twists
around two such curves. Since α and β have algebraic intersection 0, Tα and Tβ act on H(Σ) by
commuting transvections. It follows that [Tα, Tβ ] ∈ I(Σ). Such maps were first used by Johnson in
[J4]; they are called simply intersecting pair maps in Putman [P1].
α
β
Figure 1: The simple closed curves α and β, and the arcs B1, B2, B3.
The regular neighborhood of two such curves is always a lantern, so it suffices to compute τΣ for
partitioned surfaces Σ = (S0,4,P, ∗). To begin, we say that α and β span a nonseparating lantern
core if α ∪ β is P–nonseparating; that is, the induced partition on the regular neighborhood S0,4 of
α ∪ β is the nonseparating partition P = {P0}. Let α and β be as in Figure 1, and let a1, a2, a3 be
the homology classes in H(Σ) of the three boundary components in the center.
Proposition 6.4. If α and β span a nonseparating lantern core, then τΣ([Tα, Tβ ]) = −a1 ∧ a2 ∧ a3.
Proof. If Σ = (S0,4, {P0}, ∗), the surface Ŝ has genus 3 and 1 boundary component. A basis
for pi1(Ŝ, ∗) is given by curves α1, α2, α3 traveling clockwise around the three central boundary
components, together with curves β1, β2, β3 whose intersection with Σ are the arcs B1, B2, B3
respectively, oriented bottom-to-top. These descend to a basis {a1, a2, a3, b1, b2, b3} for H(Σ).
Let ϕ = [Tα, Tβ ]. Since a1, a2, and a3 are contained in D0, from condition (III) of Definition 5.8
we know that
τΣ(ϕ)(a1) = τΣ(ϕ)(a2) = τΣ(ϕ)(a3) = 0.
The action of ϕ on the arcs Bi is displayed in Figure 2. Thus we have:
B1 7→ [α1α2α−11 , α3]B1
B2 7→ [α−13 , α−11 ]B2
B3 7→ [α−13 α−11 α3, α1α−12 α−11 ]B3
(20)
It follows that:
τΣ(ϕ)(b1) = a2 ∧ a3
τΣ(ϕ)(b2) = (−a3) ∧ (−a1) = a3 ∧ a1
τΣ(ϕ)(b3) = (−a1) ∧ (−a2) = a1 ∧ a2
As an element of WΣ =
∧3H(Σ), this is the element τΣ(ϕ) = −a1 ∧ a2 ∧ a3. The naturality of τΣ
implies that the same formula holds for a nonseparating lantern core in any surface Σ, as claimed.
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Figure 2: The arcs ϕ(B1), ϕ(B2) and ϕ(B3).
From the same computations we can deduce that any other lantern core map is contained in
the Johnson kernel K(Σ). Indeed for any other surface Σ = (S0,4,P, ∗) for which P is not the
nonseparating partition, the rank of D(Σ)⊥ is at most 2. Thus
∧3D(Σ)⊥ = 0, so the exact sequence
(16) implies that τΣ(ϕ) ∈WΣ is determined by the di(ϕ) ∈ H(Σ). But our computations of ϕ(Bi)
in (20) show that ϕ(Bi)B
−1
i ∈ [pi1(Ŝ), pi1(Ŝ)] for each i, and so di(ϕ) = 0 ∈ H(Σ) for all i.
Corollary 6.5. If α and β span a lantern core which is not nonseparating, then τΣ([Tα, Tβ]) = 0.
6.4 Disk-pushing subgroups
In this section we determine the restriction of τΣ to certain “disk-pushing” subgroups of I(Σ). Let
Σ → Σ′ be a simple capping obtained by attaching a disk to a separating boundary component
z = zi. In particular, we assume that Σ has at least two boundary components, and that ∗ is not
contained in z. Such a capping induces a surjection Mod(S)→ Mod(S′), whose kernel is isomorphic
to pi1(UTS
′, v), where v is a unit vector at the center of the disk glued to z (Johnson [J3]).
Remark 6.6. The conventions for composition in Mod(S) and in pi1(UTS
′, v) unfortunately disagree;
in the former we take composition of functions and in the latter we take concatenation of paths.
As a result, the isomorphism of ker(Mod(S) → Mod(S′)) with pi1(UTS′, v) is defined as follows.
Given ϕ ∈ ker(Mod(S) → Mod(S′)), extend ϕ by the identity to S′; by definition, there is an
isotopy hϕt of S
′ from hϕ0 = ϕ to h
ϕ
1 = id. Since ϕ fixes v, the image of v under this isotopy
is a loop of tangent vectors from hϕ0 (v) = ϕ(v) = v to v. We associate to ϕ the corresponding
element γϕ := h
ϕ
t (v) ∈ pi1(UTS′, v). Note that given another map ψ fixing v, hϕt ◦ ψ satisfies
hϕt ◦ ψ(v) = hϕt (v). Thus an isotopy from ϕ ◦ ψ to id can be obtained by concatenating the isotopy
hϕt ◦ψ from ϕ◦ψ to ψ with the isotopy hψt from ψ to id; the path this determines is the concatenation
γϕ · γψ. This verifies that γϕ◦ψ = γϕ · γψ. We remark that this isomorphism is the opposite of the
identification naively suggested by the “disk-pushing” label.
Proposition 6.7. For a separating component, the entire disk-pushing subgroup pi1(UTS
′, v) is
contained in I(Σ).
Proof. Note that we have H(Σ′) ' H(Σ), since z is separating and thus vanishes in homology. For
any curve γ in S and any ϕ ∈ pi1(UTS′, v), the curve ϕ(γ) is homotopic to γ in S′, which implies
that [ϕ(γ)] is homologous to [γ] in H(Σ). This shows that ϕ ∈ I(Σ) as desired.
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Proposition 6.8. The restriction τΣ : pi1(UTS
′, v) → WΣ of the Johnson homomorphism to the
disk-pushing subgroup determined by zi is the composition
ker
(I(Σ)→ I(Σ′)) ∼= pi1(UTS′, d) pi1(S′, d)→ H(Σ′) ∼= H(Σ) ↪→WΣ,
where the last map is the embedding H(Σ) ↪→WΣ defined by x 7→ −x ∧ zi.
Let d ∈ S′ be the projection of v ∈ UTS′, and for γ ∈ pi1(UTS′, v), let γ denote its projection
to pi1(S
′, d).
Proof. For any ϕ ∈ ker(I(Σ)→ I(Σ′)), the naturality of τΣ implies that τΣ(ϕ) ∈ ker(WΣ →WΣ′).
For a simple capping Σ→ Σ′, by Definition 5.13 the map WΣ → WΣ′ is induced by the quotient
N(Σ) N(Σ)/〈zi〉 = N(Σ′). We thus know a priori that τΣ(ϕ) must be contained in the subspace
{x ∧ zi|x ∈ H(Σ)}. By Theorem 5.6 we thus have
τΣ(ϕ) = di(ϕ) ∧ zi.
Thus it suffices to prove that if ϕ ∈ ker(I(Σ)→ I(Σ′)) corresponds to γϕ ∈ pi1(UTS′, v), we have
di(ϕ) = −[γϕ]. (21)
Recall that di(ϕ) is the homology class of ϕ(A)A
−1 where A = Ai is an arc from the basepoint to
zi. Since H(Σ) ∼= H(Σ′), we may consider A as an arc in S′ from the basepoint to d. If γϕ is simple
and disjoint from A as a based loop, then ϕ(A) will be homotopic in S′ to the concatenation A ·γϕ−1.
Note that if γϕ is simple, we can always choose A disjoint from it. For such elements, we have
ϕ(A)A−1 = A ·γϕ−1 ·A−1. This is homologous in S′ to [γϕ−1] = −[γϕ], and since H(Σ′) ' H(Σ) this
implies that [ϕ(A)A−1] = −[γϕ] ∈ H(Σ). Thus for such elements (21) holds and τΣ(ϕ) = −[γϕ] ∧ z.
The kernel ker(pi1(UTS
′, v)→ pi1(S′, d)) is generated by a twist around the boundary component
zi. By Proposition 6.1 τΣ vanishes for any separating twist, so (21) holds for this element as well. The
group pi1(S
′, d) is normally generated by (in fact, generated by) elements represented by simple loops.
It follows that pi1(UTS
′, v) is normally generated by γ for which γ is either simple or trivial. Since
(21) holds for generators of either form, it holds for all elements of ker(I(Σ)→ I(Σ′)) ∼= pi1(UTS′, v).
This completes the proof of the proposition.
Remark 6.9. Note that for many surfaces Σ, the subgroup pi1(UTS
′, v) is generated by bounding
pairs, so we could obtain another proof of the proposition by applying Proposition 6.3. This was
the approach used by Johnson to prove the proposition in the classical case when S has a single
boundary component. In fact the proposition is almost automatic in this case: the restriction of τS
to the point-pushing subgroup pi1(UTS
′, v) is a map to the torsion-free abelian group
∧3H1(S;Z),
so it factors through the surjection pi1(UTS
′, v) H1(S;Z), and moreover extends to a Mod(S)–
equivariant map H1(S;Q) →
∧3H1(S;Q). Since H1(S;Q) is an irreducible Sp2g Z–module and∧3H1(S;Q) contains a unique submodule isomorphic to H1(S;Q) (embedded by x 7→ x∧ω), Schur’s
lemma implies that the proposition holds up to a multiplicative constant. This constant can be
detected by computing τS for a single element.
6.5 Surjectivity of τΣ
We proved in Theorem 5.10 that im τΣ is contained in WΣ. To complete the proof of Theorem 5.9,
it remains to show that I(Σ) surjects to WΣ under τΣ.
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Proof of Theorem 5.9. The surjection WΣ  (D(Σ)⊥)k defined by f 7→ (δ1(f), . . . , δk(f)) has kernel
equal to
∧3D(Σ)⊥, as we saw in the exact sequence (16):
0→ ∧3D(Σ)⊥ →WΣ → (D(Σ)⊥)k → 0
Fix a symplectic basis {ai, bi} ∪ {aij , bij} for H(Σ) so that {aij} provides a basis for Dj , each aij is
represented by a boundary component, and {ai, bi} ∪ {aij} provides a basis for D(Σ)⊥.
The image im τΣ surjects to (D(Σ)
⊥)k. Fix J ≥ 1 and let ηJ be the P–separating curve cutting
off a subsurface of genus 0 bounded by ηJ together with all the boundary components lying in PJ .
We will show for any x ∈ {ai, bi} ∪ {aij} that we can find ϕ ∈ I(Σ) with τΣ(ϕ) = x∧ [ηJ ]. Note that
ηJ = [a
1
J , b
1
J ] + · · ·+ [amJJ , bmJJ ] + zJ in N(Σ), so f = x ∧ [ηJ ] satisfies δJ(f) = x and δj(f) = 0 for
j 6= J . Since these x form a basis for D(Σ)⊥, this will verify that im τΣ surjects to (D(Σ)⊥)k.
First, consider the case when x = aiJ for some i. Let γ be a curve homotopic to a
i
J , and let
δ be the band sum of γ with ηJ . (The band sum of two simple closed curves is their connected
sum along some simple arc connecting the two curves.) The homologous curves γ and δ determine
a bounding pair TγT
−1
δ that cobounds a pair of pants with ηJ , so Proposition 6.3 states that
τΣ(TγT
−1
δ ) = a
i
J ∧ [ηj ].
For the remaining cases, let SJ be the component of S−ηJ containing the basepoint, and consider
the disk-pushing subgroup of I(ΣJ) determined by ηJ . By Proposition 6.8, we can find ϕ ∈ I(ΣJ)
with τΣJ (ϕ) = x∧ [ηJ ] for any x ∈ H(ΣJ) in the image of pi1(SJ). But the image of H1(SJ) in H(Σ)
is spanned by {ai, bi} ∪ {aij , bij | j 6= J}. Applying Theorem 5.14 to the non-collapsing inclusion of
ΣJ into Σ, we obtain a disk-pushing map ϕ ∈ I(Σ) with τΣ(ϕ) = x ∧ [ηJ ] for the remaining basis
elements x, as desired.
The image im τΣ contains
∧3D(Σ)⊥. Consider the natural basis of ∧3D(Σ)⊥ induced by the
basis {ai, bi} ∪ {aij} of D(Σ)⊥. First, consider the basis elements of the form x ∧ aI ∧ bI for some I
and some other basis element x. Realize aI and bI by simple closed curves intersecting once, and
let ηI be the regular neighborhood of their union. Let SI be the component of S − ηI containing
the basepoint, and consider the disk-pushing subgroup of I(ΣI) determined by ηI . Any x in our
basis distinct from aI and bI can be realized by a loop in SI , so by Proposition 6.8 we can find
a disk-pushing map ϕ ∈ I(ΣI) with τΣI (ϕ) = x ∧ [ηI ]. Since [ηI ] = aI ∧ bI in N(Σ), applying
Theorem 5.14 to the non-collapsing inclusion of ΣI into Σ implies that τΣ(ϕ) = x ∧ aI ∧ bI .
Any other basis element is of the form x ∧ y ∧ z where (x, y) = (y, z) = (z, x) = 0. We may
thus realize these homology classes by disjoint curves α, β, γ. Let δ be the band sum of all three
curves (to be precise we should specify orientations, but this will only change the answer by a sign).
We obtain a lantern S0,4 bounded by α, β, γ, and δ. If ϕ is a lantern core map supported on this
lantern, then by Proposition 6.4, τΣ(ϕ) = ±x ∧ y ∧ z. This verifies that a basis for
∧3D(Σ)⊥ is
contained in im τΣ. Together with Theorem 5.10, this completes the proof of Theorem 5.9 and shows
that the image of τΣ is exactly WΣ.
7 Orbits of curves under K(Σ)
In this section, we combine the characterization of im τΣ from Section 5 with the computations from
Section 6 to describe the orbits of simple closed curves under the Johnson kernel K(S).
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7.1 Orbits of nonseparating twists
Let S = Sg,1 and Σ = (S, {P0}, ∗), so that H(Σ) = H(S) = H1(S). In this section we consider
nonseparating curves in S; we always consider curves to be oriented. It was known to Johnson [J2]
that two nonseparating curves are in the same I(S)–orbit if and only if they are homologous. We
thus consider two homologous nonseparating curves C and D with homology class a ∈ H(S), and
ask when they are in the same K(S)–orbit. We first recall the theorem.
Theorem 1.1 (K(S)–orbits of nonseparating curves). Let C and D be nonseparating curves
homologous to a ∈ H1(S). The following are equivalent:
1. The nonseparating curves C and D are equivalent under K(S).
2. TCT
−1
D ∈ K(S).
3. For some representatives γ, δ ∈ pi1(S, ∗) of the curves C and D, the class [γδ−1] ∈ Γ2(S)/Γ3(S) ∼=∧2H1(S) lies in the subspace a ∧H1(S).
4. For any representatives γ, δ of C and D, [γδ−1] ∈ Γ2(S)/Γ3(S) ∼=
∧2H1(S) lies in a ∧H1(S).
The hardest step will be to prove that (3 =⇒ 1), and this is where the results of this paper
are required. To simplify the proof, we introduce two equivalent restatements of Condition 2. Fix
b ∈ H(S) satisfying ω(a, b) = 1. This induces a direct splitting H(S) = 〈b〉 ⊕ a⊥, which induces the
decomposition (the second summand is embedded by b⊗ x ∧ y 7→ b ∧ x ∧ y):
WS =
∧3H(S) = ∧3a⊥ ⊕ 〈b〉 ⊗∧2a⊥ (22)
Then the four conditions above are also equivalent to the following two conditions.
5. For any ϕ ∈ I(S) with ϕ(C) = D, the element τ(ϕ) ∈WS lies in the subspace
∧3a⊥ ⊕ 〈b〉⊗a∧a⊥.
6. For any ϕ ∈ I(S) with ϕ(C) = D we have τ(ϕ)(a) ∈ a ∧ a⊥.
By Johnson [J2], there exists some ϕ ∈ I(S) with ϕ(C) = D, so these conditions are not vacuous.
Proof of Theorem 1.1. The Dehn twist TC acts on H(S) by the transvection ta ∈ Sp(H(S)) defined
by ta(x) = x+ ω(a, x)a. Since TD also acts on H(S) by ta, we always have TCT
−1
D ∈ I(S). It was
known to Johnson [J2] that for any homologous nonseparating curves C and D there exists ϕ ∈ I(S)
satisfying ϕ(C) = D. Given such a ϕ ∈ I(S), we can write TCT−1D = TCT−1ϕ(C) = TCϕT−1C ϕ−1. Since
τ is Mod(S)–equivariant (Lemma 5.3), we have τ(TCϕT
−1
C ) = ta · τ(ϕ) and thus
τ(TCT
−1
D ) = τ(TCϕT
−1
C )− τ(ϕ) = (ta − id) · τ(ϕ). (23)
(1 =⇒ 2). If ϕ(C) = D for some ϕ ∈ K(S), the equation (23) becomes
τ(TCT
−1
D ) = (ta − id) · τ(ϕ) = (ta − id) · 0 = 0,
and thus TCT
−1
D ∈ K(S).
(2 ⇐⇒ 5). Given ϕ ∈ I(Σ) so that ϕ(C) = D, (23) implies that
τ(TCT
−1
D ) = 0 ⇐⇒ τ(ϕ) ∈ ker
(
ta − id : WS →WS
)
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so we must identify ker(ta− id). The transvection ta acts as the identity on a⊥, so (ta− id) acts by 0
on the first summand
∧3a⊥ of (22). On the second summand, since ta(b) = b+ ω(a, b)a = b+ a we
have (ta− id)(b⊗x∧y) = a∧x∧y. Since H(S) is torsion-free, the kernel of the map
∧2a⊥ → ∧3a⊥
given by x∧ y 7→ a∧x∧ y is precisely a∧ a⊥. We conclude that ker(ta− id) =
∧3a⊥ ⊕ 〈b〉⊗ a∧ a⊥,
as desired.
(5 ⇐⇒ 6). Under the isomorphism Hom(H(S),∧2H(S)) ∼= H(S)⊗∧2H(S), the projection of
f ∈ Hom(H(S),∧2H(S)) onto the summand 〈b〉 ⊗∧2H(S) of the latter group is precisely b⊗ f(a).
Moreover, this projection vanishes on the summand
∧3a⊥ of (22), and restricts to an isomorphism
from the summand 〈b〉 ⊗∧2a⊥ of (22) to 〈b〉 ⊗∧2a⊥ < 〈b〉 ⊗∧2H(S). It follows that any f ∈WS
satisfies f(a) ∈ ∧2a⊥, and moreover that f lies in ∧3a⊥ ⊕ 〈b〉 ⊗ a∧ a⊥ if and only if f(a) ∈ a∧ a⊥.
(4 =⇒ 6 =⇒ 3). Choose a representative γ ∈ pi1(S, ∗) of C. Given ϕ ∈ I(S) satisfying
ϕ(C) = D, let δ = ϕ(γ) be the resulting representative of D . Since γ represents a ∈ H(S) we may
compute τ(ϕ)(a) by
τ(ϕ)(a) = [ϕ(γ)γ−1] = [δγ−1] = −[γδ−1] ∈ N(S) ∼= ∧2H(S).
Condition 6 states that τ(ϕ)(a) ∈ a ∧ a⊥, so we have [γδ−1] ∈ a ∧ a⊥ ⊂ a ∧ H(S), verifying
Condition 3. Conversely, Condition 4 states that any representatives γ, δ satisfy [γδ−1] ∈ a ∧H(S),
so τ(ϕ)(a) ∈ a ∧H(S). We noted in the previous paragraph that τ(ϕ)(a) always lies in ∧2a⊥, so
we conclude that τ(ϕ)(a) ∈ a ∧ a⊥, verifying Condition 6.
(3 =⇒ 4). Fix representatives γ and δ of the curves C and D. Any other representative δ′
of the same curve D satisfies δ′ = ξδξ−1 for some ξ ∈ pi1(S). The difference between γδ−1 and
γδ′−1 is thus equal modulo Γ3(S) to [δ′, ξ], which corresponds to a ∧ [ξ] under the identification
Γ2(S)/Γ3(S) ∼=
∧2H(S). The same argument applies to γ, and so we conclude that the class [γδ−1]
is well-defined modulo a∧H1(S). In particular, if [γδ−1] ∈ a∧H1(S), then any other representatives
γ′ and δ′ satisfy [γ′δ′−1] ∈ a ∧H1(S) as well.
(5 =⇒ 1). Given two homologous nonseparating curves C and D, choose ϕ ∈ I(S) satisfying
ϕ(C) = D. Condition 4 tells us that τ(ϕ) lies in
∧3a⊥ ⊕ 〈b〉 ⊗ a ∧ a⊥. Our goal will be to show
that there exists ψ ∈ StabI(S)C satisfying τ(ψ) = τ(ϕ), since then ϕψ−1 satisfies ϕψ−1(C) = D
and τ(ϕψ−1) = 0, and this demonstrates that C and D are equivalent under K(S).
We thus need to show that τS(StabI(S)(C)) is all of
∧3a⊥⊕〈b〉⊗a∧a⊥. We do this by considering
S − C as a partitioned subsurface of S. Formally, let Σ′ = (Sg−1,3,P ′, ∗) where P ′ is of the form
{{z0}, {a1, a2}} and ∗ ∈ z0. There is a natural inclusion ι : Σ′ → S as the complement of a regular
neighborhood of C. Any mapping class stabilizing C lifts (non-uniquely) to Σ′. Conversely, extension
by the identity gives a surjection ι∗ : Mod(Σ′)→ StabMod(S)(C). By Paris–Rolfsen [PR, Theorem
4.1(iii)], the kernel of this surjection is cyclic, generated by Ta1T
−1
a2 . Note that Ta1T
−1
a2 ∈ I(Σ′),
so I(Σ′) surjects to StabI(Σ)(S)(C). Let z1 be the boundary component of Σ̂′ corresponding to
P ′1 = {a1, a2}. By Theorem 5.9, noting that D(Σ′) = 〈a〉, the short exact sequence (16) becomes:
0→ ∧3a⊥ →WΣ′ → a⊥ → 0 (24)
By the naturality proved in Theorem 5.14, τS(StabI(Σ)(C)) is the image of the map ι∗ : WΣ′ →WS
that sends δ1(f) ∧ z1 7→ 0 and is the identity on other factors. But the kernel of this map restricted
to WΣ′ is quite small, since condition (II) of Definition 5.8 implies ι∗(f)(a) = δ1(f)∧a. In particular,
this means ι∗(f) cannot be 0 unless δ1(f) = na for some n ∈ Z. And indeed τΣ′(Ta1T−1a2 ) = a ∧ z1
by Proposition 6.3, and this element certainly lies in the kernel of ι∗, so the kernel of ι∗ is the
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cyclic subgroup spanned by a ∧ z1. Under this projection the first factor
∧3a⊥ < WΣ′ of (24) is
mapped isomorphically to
∧3a⊥ < WS of (22). The other factor a⊥ of (24) is represented by δ1(f),
and by Theorem 5.14 this factor is mapped by δ1(f) 7→ b⊗ δ1(f) ∧ a, and this is a surjection onto
〈b〉 ⊗ a ∧ a⊥ inside the factor 〈b〉 ⊗ ∧2a⊥ of (22).
7.2 Orbits of separating twists
As before we take S = Sg,1 and Σ = (S, {P0}, ∗), and now consider separating curves in S. A
separating curve C has a canonical orientation, by taking the boundary ∂S to be on the right side of
C. The curve C separates S into two components S1 and S2, where S2 contains ∂S, and we define
VC ≤ H(S) to be the subspace of H(S) spanned by H1(S1); this induces an orthogonal splitting
H(S) = VC ⊕ V ⊥C . Johnson [J2, Theorem 1A] proved that two separating curves C and D are in the
same I(S)–orbit if and only if the subspaces VC and VD coincide. We thus consider two separating
curves C and D with VC = VD = V , and ask when they are in the same K(S)–orbit.
Recall from Proposition 3.8 that the map β : H(S)⊗∧2H(S)→ Γ3(S)/Γ4(S) ∼= L3(S) induced
by the commutator bracket has kernel
∧3H(S). Let H1(S) ⊗ ωV denote the subspace of L3(S)
which is the image under β of the subspace {x⊗ωV |x ∈ H(S)} (we will see below that β is injective
on this subspace). Here ωV ∈
∧2H(S) represents the restriction of the symplectic form ω to the
symplectic subspace V .
Theorem 1.2 (K(S)–orbits of separating curves). Let C and D be separating curves cutting off
the same symplectic subspace V < H1(S). The following are equivalent:
1. The separating curves C and D are equivalent under K(S).
2. The separating twists TC and TD are conjugate in K(S).
3. For some representatives γ, δ ∈ pi1(S, ∗) of the curves C and D, the class [γδ−1] ∈ Γ3(S)/Γ4(S)
lies in the subspace H1(S)⊗ ωV .
4. For any representatives γ, δ of C and D, the class [γδ−1] ∈ Γ3(S)/Γ4(S) lies in H1(S)⊗ ωV .
As before, it will be useful to establish an additional equivalent condition. The splitting
H(S) = V ⊕ V ⊥ induces a decomposition
WS =
∧3H(S) = ∧3V ⊥ ⊕ (V ⊗∧2V ⊥) ⊕ (V ⊥ ⊗∧2V ) ⊕ ∧3V. (25)
Let V ⊥ ∧ωV denote the subspace of WS spanned by w∧ωV for w ∈ V ⊥. In the decomposition (25),
V ⊥ ∧ ωV is contained in the third factor.
5. For any ϕ ∈ I(S) with ϕ(C) = D, the element τ(ϕ) ∈ WS ∼=
∧3H(S) lies in the subspace∧3V ⊕∧3V ⊥ ⊕ (V ⊥ ∧ ωV ).
In contrast with the nonseparating case, any representative γ of C is trivial in homology, so
there is no reason a priori that ϕ(γ)γ−1 should be related to τ(ϕ). The following lemma, which is
fundamental to the proof of Theorem 1.2, shows that in fact ϕ(γ)γ−1 captures a significant portion
of τ(ϕ). Since C is separating, any representative γ lies in Γ2(S), and Corollary 3.9 implies that
[ϕ(γ)] = [γ] ∈ L2(S) for any ϕ ∈ I(S). Thus ϕ(γ)γ−1 ∈ Γ3(S) and we may consider its class
[ϕ(γ)γ−1] ∈ L3(S).
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Lemma 7.1. The homomorphism I(S)→ L3(S) defined by ϕ 7→ [ϕ(γ)γ−1] ∈ L3(S) is equal to the
composition
θ : I(S) τ→ Hom(H(S),∧2H(S)) f |V→ Hom(V,∧2H(S)) ∼=→ V ⊗∧2H(S) β→ L3(S) (26)
Here f 7→ f |V simply restricts the homomorphism f to the subspace V < H(S), and as before
β : L1(S)⊗ L2(S)→ L3(S) is the Lie bracket.
Proof. Choose a basis {α1, β1, . . . , αg, βg} for pi1(S1) with homology classes {ai, bi} so that {a1, b1, . . . , ak, bk}
form a symplectic basis for V and γ = [α1, β1] · · · [αk, βk]. (For future reference, this implies that
[γ] = ωV ∈ L2(S) ∼=
∧2H(S).) We compute θ(ϕ) = [ϕ(γ)γ−1] just as in the proof of Theorem 5.10.
Set ηϕ(x) = x
−1ϕ(x) and note that ηϕ(x) ∈ Γ2(S) for all x ∈ pi1(S). We compute:
ϕ(γ) = ϕ
(
k∏
i=1
[αi, βi]
)
=
k∏
i=1
[ϕ(αi), ϕ(βi)]
=
k∏
i=1
[αiηϕ(αi), βiηϕ(βi)]
≡
k∏
i=1
[αi, βi][αi, ηϕ(βi)][ηϕ(αi), βi] mod Γ4(S)
≡
(
k∏
i=1
[αi, ηϕ(βi)][ηϕ(αi), βi]
)
· γ mod Γ4(S)
Thus θ(ϕ) = [ϕ(γ)γ−1] ∈ Γ3(S)/Γ4(S) is represented by
∏k
i=1[αi, ηϕ(βi)][ηϕ(αi), βi]. Since ηϕ(αi)
and ηϕ(βi) ∈ Γ2(S) represent τ(ϕ)(ai) and τ(ϕ)(bi) ∈
∧2H(S), we see that
θ(ϕ) = β
(
k∑
i=1
ai ⊗ τ(ϕ)(bi)− bi ⊗ τ(ϕ)(ai)
)
∈ L3(S). (27)
The element
∑k
i=1 ai ⊗ τS(ϕ)(bi)− bi ⊗ τS(ϕ)(ai) represents the homomorphism H(S) 7→
∧2H(S)
defined by
ai 7→
{
τ(ϕ)(ai) 1 ≤ i ≤ k
0 k < i ≤ g bi 7→
{
τ(ϕ)(bi) 1 ≤ i ≤ k
0 k < i ≤ g
and this is precisely the restriction of τ(ϕ) to V . This shows that that [ϕ(γ)γ−1] ∈ L3(S) agrees
with the composition θ(ϕ) of (26), and completes the proof of the lemma.
Proof of Theorem 1.2. (1 ⇐⇒ 2). Since C and D are separating, we have TC ∈ K(S) and TD ∈
K(S) by Proposition 6.1. For any ϕ ∈ Mod(S) satisfying ϕ(C) = D we have ϕTCϕ−1 = Tϕ(C) = TD.
Thus there exists ϕ ∈ K(S) satisfying ϕ(C) = D if and only if TC and TD are conjugate in K(S).
(1 =⇒ 3). If Condition 1 holds, there exists ϕ ∈ K(S) satisfying ϕ(C) = D. Choose a
representative γ of C, and let δ = ϕ(γ) be the resulting representative of D. Lemma 7.1 shows that
[γδ−1] ∈ L3(S) can be computed as θ(ϕ). Since θ factors through the Johnson homomorphism τ
and τ(ϕ) = 0, we conclude that [γδ−1] = 0 ∈ L3(S). This shows that [γδ−1] ∈ H1(S)⊗ ωV for this
choice of representatives γ and δ, verifying Condition 3.
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(3 =⇒ 4). Fix representatives γ and δ of the curves C and D. We saw in the proof of Lemma 7.1
that [γ] = [δ] = ωV ∈ L2(S) ∼=
∧2H(S). Any other representative δ′ satisfies δ′ = ξδξ−1 for some
ξ ∈ pi1(S). The difference between γδ−1 and γδ′−1 is thus equal modulo Γ4(S) to [δ′, ξ], which
represents −β([ξ]⊗ ωV ) in L3(S). The same argument applies to γ, and so we conclude that the
class [γδ−1] is well-defined modulo H1(S) ⊗ ωV . Thus if [γδ−1] ∈ H1(S) ⊗ ωV , then any other
representatives γ′ and δ′ satisfy [γ′δ′−1] ∈ H1(S)⊗ ωV as well.
(4 =⇒ 5). Let µ be the composition
µ : Hom(H(S),
∧2H(S)) ∼=→ H(S)⊗∧2H(S) piV ⊗id V ⊗∧2H(S) β→ L3(S),
where piV is the orthogonal projection H(S)  V . The dualization H(S)∗ → V ∗ of piV simply
restricts a functional on H(S) to the subspace V :
f 7→ f |V : H(S)∗ ∼= H(S)
piV V ∼= V ∗
It follows that θ = µ ◦ τ .
For any ϕ ∈ I(S) with ϕ(C) = D, choose a representative γ of C. Lemma 7.1 gives that
θ(ϕ) = [ϕ(γ)γ−1], but Condition 4 states that [ϕ(γ)γ−1] ∈ H1(S)⊗ ωV , so we must have θ(ϕ) =
µ ◦ τ(ϕ) ∈ H1(S)⊗ ωV . To prove that Condition 4 implies Condition 5, it therefore suffices to show
that when restricted to WS =
∧3H(S) < Hom(H(S),∧2H(S)), the preimage µ−1(H1(S) ⊗ ωV )
under µ of the subspace H1(S)⊗ ωV < L3(S) is precisely
∧3V ⊕∧3V ⊥ ⊕ V ⊥ ∧ ωV .
We consider each factor of the decomposition (25) in term. The embedding of
∧3H(S) into
H(S)⊗∧2H(S) sends x ∧ y ∧ z to x⊗ y ∧ z + y ⊗ z ∧ x+ z ⊗ x ∧ y. In particular, if w,w′, w′′ lie
in V ⊥ and thus vanish under piV , the element w ∧ w′ ∧ w′′ is annihilated by piV ⊗ id. This shows
that
∧3V ⊥ ≤ kerpiV ⊗ id ≤ kerµ. Conversely, any v ∈ V has piV (v) = v, so if v, v′, v′′ ∈ V we have
piV ⊗ id(v ∧ v′ ∧ v′′) = v ∧ v′ ∧ v′′. However, by Proposition 3.8 we have kerβ =
∧3H(S). Thus
β(v ∧ v′ ∧ v′′) = 0, showing that ∧3V ≤ kerµ as well.
If v ∈ V while w,w′ ∈ V ⊥, two terms of v ∧ w ∧ w′ are annihilated by piV ⊗ id, leaving
piV ⊗id(v∧w∧w′) = v⊗w∧w′. Thus µ(v∧w∧w′) = β(v⊗w∧w′). Similarly, if w ∈ V ⊥ and v, v′ ∈ V ,
we have piV⊗id(w∧v∧v′) = v⊗v′∧w+v′⊗w∧v. We therefore have µ(w∧v∧v′) = [v, [v′, w]]+[v′, [w, v]].
By the Jacobi identity, this is equal to −[w, [v, v′]] = −β(w ⊗ v ∧ v′). These two factors are thus
embedded by applying β to V ⊗ ∧2V ⊥ and V ⊥ ⊗ ∧2V . Since kerβ = ∧3H(S) is disjoint from
these subspaces, we conclude that µ−1(H1(S)⊗ ωV ) intersects these factor only in V ⊥ ∧ ωV .
(5 =⇒ 1). As before, our goal is to prove that τS(StabI(S)(C)) is equal to the subspace∧3V ⊕∧3V ⊥ ⊕ V ⊥ ∧ ωV of Condition 5. Given this, we can choose any ϕ ∈ I(S) with ϕ(C) = D.
Condition 5 states that τS(ϕ) ∈
∧3V ⊕∧3V ⊥⊕V ⊥ ∧ωV , so we can find ψ ∈ StabI(S)(C) such that
τS(ψ) = τS(ϕ). Then ϕψ
−1 lies in K(S) and satisfies ϕψ−1(C) = D, demonstrating that C and D
are equivalent under K(S).
Let Σ1 and Σ2 be the components of S − C, where Σ2 contains the basepoint. The partitioned
surface Σ1 has underlying surface Sk,1, while the partitioned surface Σ2 has underlying surface
Sg−k,2 and the totally separated partition. The natural inclusions ι1 : Σ1 → S and ι2 : Σ2 → S
induce natural identifications (ι1)∗ : H(Σ1) ∼= V and (ι2)∗H(Σ2) ∼= V ⊥. The stabilizer StabMod(S)(C)
decomposes as
StabMod(S)(C) ' Mod(S1)×〈TC〉 Mod(S2).
The action of Mod(S1) on H(S) is the identity on V
⊥, and that of Mod(S2) is the identity on V .
Since TC ∈ I(S), we obtain a decomposition
StabI(S)(C) ' I(Σ1)×〈TC〉 I(Σ2).
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Since C is separating, we have τS(TC) = 0, so τS(StabI(S)(C)) is generated by τS(I(Σ1)) and
τS(I(Σ2)). Theorem 5.9 implies that that τΣ1(I(Σ1)) = WΣ1 '
∧3H(Σ1), and Definition 5.13 states
that (ι1)∗ : WΣ1 →WS is just the inclusion of
∧3V into ∧3H(S). Since Σ2 has the totally separating
partition, Theorem 5.9 states that WΣ2
∼= ∧3H(Σ2)⊕H(Σ2), where the second factor is spanned
by δ1(f)⊗ z1. Since ι2(z1) is homotopic to C, and [C] = ωV ∈ N(S), Definition 5.13 tells us that
(ι2)∗ : WΣ2 →WS embeds the first factor by the inclusion
∧3V ⊥ → ∧3H(S), and the second factor
by w ⊗ z1 7→ w ∧ ωV . Applying Theorem 5.14, we conclude that τS(StabI(S)(C)) is the subspace
spanned by τS(I(Σ1)) = (ι1)∗(WΣ1) =
∧3V and τS(I(Σ2)) = (ι2)∗(WΣ2) = ∧3V ⊥ ⊕ V ⊥ ∧ ωV , as
desired.
Remark 7.2. More care must be taken when considering orbits of separating curves and multicurves
when the partition on Σ is not totally separated. Consider the lantern S = S0,4 depicted in Figure 1,
but with partition given by P = {{A0, A2}, {A1, A3}}. Here A1, A2, A3 are the three boundary
components in the center and A0 is the outer boundary component. The two curves C = α and
D = β depicted in Figure 1 are both P–separating. The complementary components U1 and U2 of
S − C span the subspaces 〈a1 = −a3〉 and 〈a2 = −a0〉 respectively of HS , and the complementary
components V1 and V2 of S −D determine the same subspaces.
Nevertheless C and D do not lie in the same I(Σ)–orbit, as can be seen by considering the
larger surface Σ̂. The complementary components of Ŝ −D determine the subspaces 〈a1, b3 − b1〉
and 〈a2, b2〉 of H(Σ), while the complementary components of Ŝ − C determine the subspaces
〈a1, b3 − b1 − a2〉 and 〈a2, b2 + a1〉. This shows there is no element of I(Σ̂), and thus certainly no
element of I(Σ), taking C to D.
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