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Abst ract - -The  method of convolution algebra is used to compute values of the exponential type 
integral eZ E1 (z), 
f0 ~ e-S y(z) = s + z ds, 
by expansion of the integrand in a string of Taylor series' along the real s-axis for any complex 
parameter z, accurate within 4-1 of the last digit of seven-digit computation. Accuracy is verified 
by comparison with existing tables of E1 and related integrals. This method is used to assess the 
accuracy of the error estimates of all subsequent computations. 
Three errors of a Taylor series are identified. These consist of a Taylor series truncation error, 
a digital truncation error, and a stability error. Methods are developed to estimate the error. By 
iteration a numerical radius of convergence for a given accuracy is determined. 
The z-plane is divided into three regions in which three different ypes of series are used to expand 
the function f(z)  directly in z. Around the center the well-known Frobenius series is used. In 
the outer region the well-known asymptotic approximation is used. Their accuracy boundaries are 
determined. In the near-annular region in between, a set of Taylor series is introduced. 
As the result, the function f(z) can be computed fast with the appropriate series for any complex 
argument z, to an accuracy within less than relative rror of 5 x 10 -7. (~) 2001 Elsevier Science Ltd. 
All rights reserved. 
Keywords - -Exponent ia l  integral, Error analysis, Convolution algebra, Numeric integration, Tay- 
lor series error. 
1. INTRODUCTION 
The integral to be evaluated is
f ( z )  = s + z ds  - g (s )  ds .  (1.1) 
It is related to the standard exponential integral E1 (see [1-3]) by the substitution s + z = t, 
~z c¢e  - t  
y(z )  = e z d t  -~ e z E l ( z ) .  (1.2) 
t 
The exponential integral E1 is extensively tabulated, usually in a related form [1-3] because of 
its application in physics. In the form of equation (1.1), it occurs frequently in hydrodynamic 
applications [4]. 
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Our aim here is to derive the series expansion of the function f ( z )  by a method that can be 
applied generally to similar definite integrals. For that purpose, we make use of the differential 
equation 
1 
f ' (z )  - f ( z )  = - - ,  (1.3) 
z 
which can be verified by substituting the integral from equation (1.1), and integrating f~ by parts. 
This is a linear first-order differential equation, whose solution by the standard method is 
f ( z )=-ez ( / le~dz+7)  (1.4) 
where ~/ at this stage is an unknown integration constant. The integral can be expanded in a 
Frobenius eries by separating the singular term in the integrand of equation (1.4) 
1 1+( ) 1 
Z Z ~: ez  - -  ' 
which produces the solution 
f ( z )  = -e  ~ (log z + h(z)) 
= -e  z log z + l(z) 
(1.5) 
(1.6) 
in two alternative forms, where 
h(z )=v+ f l  (e-  ~_I) dz=~'+ (-1)nz n 
J Z n : l  nn! 
l(z) = -eZh(z) .  
(1.7) 
(1.8) 
Equation (1.7) corresponds to the well-known Frobenius eries expansion of El, see [2,3], 
"~ (-1)nz n 
El(Z) ---- --7 -- log z -- nn! ' 
n=l  
7 = .5772156649... is Euler's constant. 
If we want to solve the differential equation (1.3) directly with convolution umbers [5], we 
will have to find the singular term first. Due to the term 1/z, equation (1.3) has no Taylor series 
solution. The residue of the integrand g(s) at the singular point s -- - z  is e z. Therefore, the 
integral around the residue is e~21r~, which is the discontinuity of the function f ( z )  along any cut 
in any one chosen principal sheet. This discontinuity is satisfied by the function e z log z, which 
is the desired singular term. Alternatively, the indeterminate integral in equation (1.4) can be 
expanded and the singular term found from there. This leads to the attempted series solution of 
the form of equation (1.6), where l(z) is a Taylor series. 
Substituting equation (1.6) in (1.3) produces the differential equation 
l ' ( z )  - l ( z )  = ! (ez _ 1 ) .  
Z 
(1.9) 
Alternatively, the attempted series solution may be put into the form equation (1.5), which 
substituted in equation (1.3) produces the differential equation 
h'(z)  = _1 (e z - 1 )  . (1 .10)  
Z 
Using the Taylor expansion of the right-hand side, l(z) or h(z) is solved by convolution umbers. 
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However, there is no initial value available from which h(0) can be determined. Instead, the 
definition of equation (1.1) must be used. Let us define the series h(z) with initial value 0 as 
hi(z). We can choose z = 1, so that from equation (1.5) 
f(1) 
ho = hi(1) = 7. ( I . i i )  
e 
Similarly, we can solve equation (1.9) with initial value 0 as ll(z), so that from equation (1.6) 
l0 = f(1) - /1(1)  = -% (1.12) 
It is apparently not possible to obtain the complete Frobenius eries without some other method 
to determine the integral in equation (1.1), at least for the particular value of z = 1. For this 
purpose, the direct integration in Sections 2 and 3 is developed. 
From the theory of differential equations, it is known that the asymptotic behaviour of f(z) in 
equation (1.3) is (see [6, Section 4.4]) 
f(z) z -.i (1.13) 
oo Z 
Although it is clear from the singularity of f(z) in equation (1.5) that no Laurent series exists, 
it is formally attempted. The transformation 
1 ~_ - -  
Z 
in equation (1.3) produces the differential equation 
/ ' (0  = ¢ / (0 .  (1.14) 
This can be solved directly by formal Taylor series expansion in ft. The result is equal to the 
well-known asymptotic expansion (see [2,7,8]) 
00 (_ l )nn  ! (1.15) 
f(z) = Z zn+: 
n=0 
It is interesting to note that the series expansion requires the initial value to be 0, so that no 
other method is required to supply an integration constant, and indeed the solution satisfies 
equation (1.13). 
Having a series about the center and one at infinity, we plot the corresponding function values 
for an initial visual inspection; see Figure 1. The center series is plotted from near the origin 
to the right, and the asymptotic series from z = 30 towards the left. The two available series 
expansions eem to cover the whole region. But if the function values are computed at the 
indicated center of the overlapping region, the difference indicates an error, whose magnitude is 
unacceptably high for mathematical purposes. 
I f(z) 
0.5 % 
I ., 
le0 
(a)  Pos i t i ve  real  axis ,  relative rror at z = 8 is 
0.018. 
0.5 
0 
f(V 
1- 3O 
(b) Negative real axis, relative rror at z = -8 is 
0.006. 
Figure 1. Magnitude of function f(z) from center and asymptotic series. Center 
ser ies n = 32, asymptotic series n -- 8. 
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Therefore, we first need a method to determine the value of f(z) accurately to compute the 
error and valid range of any of the series. Two methods are given in Sections 2 and 3. 
Second, we need a method to estimate the error of these two expansions by direct means, so 
that a region within an acceptable rror for a particular application can be determined from its 
own series. This is done in Sections 4 and 5. 
Finally, we need an additional expansion to compute the function to higher accuracy between 
the two regions. This will be a Taylor series, which is developed in Section 6. 
The z-plane is divided into three regions in which the three different ypes of series are used 
to expand the function f(z) directly in z. Around the center the Frobenius eries is used. In 
the outer region, the asymptotic approximation is used. In the near-annular region in between, 
a sequence of Taylor series is used. Only the principal sheet of the Riemann plane needs to be 
considered, with the slit along the negative real axis. 
For each type of series, the numerical radius of convergence is determined by an error estimate 
to satisfy a preset accuracy. The initial value for the center series expansion is known from 
Section 2 or 3; for the asymptotic series no initial value is required. For the region in between, 
the initial value in each disk is determined by the previous disk. The path along which the 
sequence of Taylor disks is taken is determined by results of the error analysis. With seven-digit 
computation, relative accuracy of 1.2 x 10 -6 can be obtained in the whole z-plane. 
The error theory is tested with the almost full digit accuracy function value of Section 2 in 
single precision. Therefore, the same procedure could be applied to test the error theory and 
determine accuracy boundaries in double precision. 
A stability error occurs in the Taylor coefficients. This is removed by double precision com- 
putation, producing a larger numerical convergence disk. The whole region between center and 
asymptotic series is covered with fixed Taylor disks. Computation of f(z) for any complex z is 
then fast and accurate within less than relative error of 5 x 10 -7. 
In the following sections, some computing times are given, which refer to the language Quick- 
Basic and the computer that we have used. For comparison with other systems, we give here the 
computing time of 12.0 for 10000 complex evaluations of 
1 f=eZ+zxz+-+v~+logz ,  for z = 1.5 + ~0.707. (1.16) 
z 
2. THE TAYLOR-FROBENIUS STRING 
The integral is evaluated from its definition in equation (1.1), by expanding the integral in a 
Taylor series, which can then be integrated. Disks with the numerical radius of convergence are 
placed in succession, forming a string from zero to computer-infinity on the real s-axis, when a 
singularity is encountered, a Frobenius expansion is made around the singularity, and a Frobenius 
disk inserted in the string of Taylor disks. The problem to be solved is to find the numerical 
radius at convergence for highest accuracy. This is to be accomplished within single precision 
computer numbers, so that the method can be carried over to double precision. 
This method is used as basis of exact values against which all other methods to compute f(z) 
will be checked. 
2.1. Taylor Disks 
The integral to be evaluated is
~0 °° e - s  - -ds ,  (2.1) f ( z )  ~--IE ~- S+Z 
where z in this context is a parameter, so that we denote the integrand by g(z; s). We use the 
notation IE to emphasize the integral value for a specific value of z rather than the function f(z). 
Er ror  Ana lys i s  
s-Plane 
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F igure  2. Tay lor  d isk  s t r ing  for z = 1, n = 10, number  of d isks  ki = 8. 
The argument is expanded in a Taylor series in the variable s for each fixed parameter z in a 
continuous tring of disks from 0 ~ c~, see Figure 2, and integrated in each disk. The string is 
terminated by the last disk that does not contribute to the total integral. The total integral is 
then produced by the sum of the finite difference-integrals of all disks. We we call this a Taylor 
string. 
The theoretical radius of convergence of each disk with center at so is determined by the 
singularity at s = -z ,  
Pth = Iso + z[. (2.2) 
With a suitable ratio rc = P/Pth, a numerical radius of convergence is used, 
p=rcpth .  (2.3) 
A disk covers the region on the s-axis from its left end at sl = So -p  to its right end at s2 = so+p. 
For continuity, any disk i in the string must touch the end of the previous disk i - 1 on the left 
at at Sl,i, therefore 
S l , i  = 82#-1  = S0 --  p. (2.4) 
Since z is a complex number, equations (2.2)-(2.4) constitute a quadratic equation for the un- 
known real value So. Care must be taken to use the form of solution that avoids the difference of 
large magnitudes. The string is started at the origin, with the initial sl = 0. 
We transform to the local variable 
$ -- 80 
u - - - ,  (2 .5 )  
P 
which means that we use the numerical radius at the same time as a scaling constant within each 
disk. The increment of the integral in each disk is 
AlE  = el e -pu 
1 1 + (p/(z + So))U du 
= U . 'g / -gdu  
1 
= U.  ydu  
1 
- -  1 
=u_'f[_ 1, (2.6) 
pe-SO 
ci = - - ,  (2.7) 
z+ So 
where ~ and ~ are the Taylor transforms [5] of Cl e -pu and 1 + (p/ (z  + s0))u, respectively. No 
initial value is needed, therefore we set the initial value to zero in each integral f .  
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The integral of each disk is independent of those of other disks. The individual values are 
stored as we move along the string, and the string is terminated when the quantity cl becomes 
computer-zero. By this action, we have relied on the analogy of convergence of the integral and 
the finite integrals of the string, converting the cc to the large value of the last s2. The integrals 
are then summed in reverse, starting from the smallest at large So, so that we avoid adding small 
values to large ones. The whole process is equivalent to a high-order finite difference integration. 
The Taylor string computation is done in a subroutine which is called like a single function of 
argument z, and parameters rc and the series length n. 
Experiments are made to determine the ratio rc, such that the integral is as accurate as possible 
within the seven digits of the computer. For simplicity, we use a single value of rc for the whole 
string. 
In Experiment I we have taken altogether 39 real positive values of z, distributed more or less 
evenly on the logarithmic scale. For most of the included values, the integral is tabulated in some 
related form in the available tables [1-3]. Taking one value of n at a time, we have computed the 
integral with Taylor string for all selected values of z. For each parameter z we have varied rc, 
starting from 0.9 and reducing the values by a factor of 0.9, until such time that the values IE  
converged with respect o re. Convergence was measured by the first occurrence that the last 
two values of IE are equal. In some cases, the last two values oscillated, but eventually there was 
always one instant when they were equal. The results are typical as shown on a log-log scale in 
Figure 3. It was found that the resulting values of rc(Z) can be well approximated by a function 
r0 b 
re (z )  - z + b (2.s) 
along the real z-axis. 
r 
c 
1 I 1000 
g 
1.001 
.01 
• 001  
F igure  3. Numer ica l  rad ius  rat io .  Th ick  l ine = measured ,  th in  l ine = curve  f i t ted.  
The purpose at this stage is to obtain preliminary values of the parameters 0, b that will result 
in a reliable integral, which is now used for a second phase of experiments. 
In Experiment II, we refined the initial values. We repeated the computations as in Experi- 
ment I, but using the previously converged integrals IE  as reference, we computed the relative 
er ror  
6E(rc) -- IE(rc) -- IE (2.9) 
IE 
and plotted this function for each z at each n, as shown in Figure 4. The value of re, where 
6e(rc) enters the accuracy limit of 5 x 10 -7, is tabulated as function of the selected values of z. 
These values of rc are a much smoother function of z. 
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10"7 I 
I l i l  
j a I f l l  r c 
0001 
Figure 4. Measurement of accuracy of Taylor disk, n= 10, z=0.01 .  
In Figure 4, the error function oscillates before settling down to a lesser amplitude of about 
the digital error due to rounding to seven decimals, or actually the internal computer equivalent 
of binary rounding. But for large n and large z, the oscillations may start small and then become 
larger. 
We have measured the distance from entry to settlement, denoted by Alogrc, on each of the 
few hundred graphs. From the measurements, we have taken a conservative maximum distance 
for all z, different for each n. 
The measured entry values of rc are shown as the upper curve in Figure 5. The entry values 
of rc are then corrected with A log re, and a curve fitting of equation (2.8) made. The results are 
shown as the lower curve in Figure 5. These final values of the parameters are given in Table 1. 
We have then repeated Experiment I, and compared the integral that converged with respect 
to decreasing re, with the integral using r~ from equation (2.8) with the parameters in Table 1. 
In no case did we find a difference of more than 1 in the last digit, which cannot be avoided. 
.001 
I I I 
.1 
.01 
• 001 
rc 
10000 
I f I I .  
Figure 5. Refined curve of rc, n = 30. 
Table 1. Curve fitting parameters for Taylor string disks. 
n ro b 
5 0.081 3 
10 0.21 5 
20 0.41 10 
30 0.54 16 
40 0.63 22 
50 0.71 30 
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Then we have repeated Experiment I for complex values of z, along rays at phase 7r/4, r /2 ,  
3/4r ,  and 7/8r. The convergence of the integral with respect o rc seems to be at slightly larger 
values of re as z moves over to the left half of the complex z-plane. The values of rc from 
equation (2.8) with the parameters of Table 1 are therefore, in all cases, at least conservative. 
From computations with different lengths of the series, the optimum with respect o time of 
computation was selected, with the result 
n = 20, for Iz[ < 0.5, 
n = 10, for 0.5 < [z[ < 20, 
n = 20, for Iz[ >_ 20. 
(2.10) 
Since we have selected only one single value of rc for the whole string, it may well be that for 
some disks in the string the current value of p is unnecessarily small. But the opposite may also 
happen towards the end of the string, p in a disk may be too large and the integral in that disk 
is completely wrong, but it does not show up in the sum because its contribution is too small. 
Many computed values were compared with the six-digit tabulated values of zezEl(Z) and 
eZEl(z) in [3], and the up to seven-digit values of El(z) in [2]. In almost all cases, the values 
were the same within the available digits, although the last digit may be uncertain by ~1, which 
is unavoidable. This accuracy applies when the different forms of the tables are converted to IE, 
but not always the other way round, because then the reference has altered. 
2.2. The Frobenius Disk 
Whenever the singular point so = -z  of the integrand function g(z; s) in the complex s-plane 
lies on the positive real line, g(z; s) is expanded in a Frobenius eries around that point, convergent 
within the Frobenius disk. But even if the point - z  lies merely close to the positive real axis, it is 
advantageous to insert a Frobenius disk. The proximity of the singular point would cause many 
small Taylor disks that can rather be replaced by a single Frobenius disk. Although the integral 
is independent of the path of integration in the complex plane, the advantage of the Frobenius 
disk is so much that we never consider a possible path with a Taylor string around the singular 
point. Three typical positions of a Frobenius disk are shown in Figure 6. The segment from sl 
to s2 is the region that contributes the amount AIE to the total integral IE in equation (2.6). 
The Frobenius eries is expanded around the point So in the transformed variable u according 
to equation (2.5), which now becomes 
s+z  
u = - - ,  (2 .11)  
P 
(a) (b) (c) 
Figure 6. Possible Frobenius disk positions. 
s 
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therefore, 
C-- s 
f (u )  = s + z ds 
= e z (logu +U. ]F ) ,  
AIE  = f(u2) -- f (u l ) .  
(2.12) 
(2.13) 
In the application, z has always a negative or small positive real part. Due to the factor e z 
in equation (2.12), the Frobenius series becomes computer-zero below about z -- -105. To 
correspond to the standard slit of the principal value of the function f ( z )  in the z-plane at the 
phase angle -Tr, the slit of the Frobenius disk is always taken away from the positive real line, as 
indicated in Figure 6. If the continuation of f ( z )  through the slit from the upper half-plane into 
the next sheet of the Riemann plane in the lower half-plane is desired, the slit of the Frobenius 
disk must be taken downwards as in Figures 6b and 6c, which then cuts through the real s-axis. 
The integral in the Frobenius disk in equation (2.13) is then within the simply connected part. 
Similarly, the other way round if the continuation through the slit from the lower half-plane to 
the upper half-plane is desired. These are the rules to be followed when the value of f ( z )  on 
the slit in the z-plane is required. In our particular application in hydrodynamics [4], an average 
value of the two adjoining values on the slit as defined in [2] is not appropriate. 
Figure 7 shows the Frobenius disk within the Taylor string. The region on the s-axis outside 
the Frobenius disk segment is covered by two clipped Taylor strings. The front part starts at the 
origin, then continues to the right until the last disk contains the left edge sl of the Frobenius 
disk, or terminates when the constant Cl of equation (2.7) becomes computer-zero before that. 
The tail part is computed as before, but starts from the edge s2 of the Frobenius disk. We call 
this a Taylor-Frobenius tring. 
In Figure 8, the full Taylor string is shown which is replaced by the Taylor-Frobenius string. 
s-Plane s-Plane 
Figure 7. Frobenius-Taylor string. Figure 8. Equivalent Taylor string. 
To determine a suitable numerical radius p for the Frobenius disk, especially in view of the 
fact that there is no theoretical finite radius of convergence, we made two experiments, initially 
for the fixed length of n -- 10. First we selected a set of singular points - z  near the positive real 
s-axis, and computed the partial integral AlE  in the Frobenius disk segment only, once using the 
Frobenius disk, and once using a clipped Taylor string from sl to s2, as shown in Figure 9. Only 
the small left part within the Frobenius disk of the last Taylor disk segment is used. 
We did not develop a guaranteed accuracy of the clipped Taylor string over the short interval 
from Sl to s2, which changes all the time as p is changed, therefore, we cannot use it as a 
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s-Plane 
Figure 9. Taylor string in Frobenius disk. 
reference. Also for large z, the partial integral becomes extremely small. Nevertheless, we have 
made a comparison by using the total integral IE from the full Taylor string as in Figure 8 as 
reference, and requiring the relative difference in AIE  to be < 10 -7. From these we obtain a 
rough preliminary estimate of p, which for n = 10 is 
1, for [z I _< 4, 
P= 0.25lz ], fo r [z [>4.  
(2.14) 
In the second experiment, we compared two Taylor-Frobenius strings, but now for a number 
of points from -z  = 0.001 to - z  = 100 on the real axis. The first string uses the Frobenius 
numerical radius from equation (2.14), which we use as a preliminary standard. In the second 
string, we started with an initial large value of p, which is increased in small steps, and plotted the 
error relative to the preliminary standard. From the point of entry at relative error of 5 x 10 -7, 
the graph is continued for a while until the error has more or less settled to a minimum. An 
example is shown in Figure 10. From each graph the point of settlement within 6e = 10 -7 was 
measured. Later we have also made these experiments for small enough -z  values along the 
imaginary and the negative real axis in the s-plane. In all those cases, the limiting radius p was 
larger. Therefore, the smaller values of p can safely be used. It must be noted that the accuracy 
is measured relative to the total integral IE, which means that the relative error in the Frobenius 
disk might well be very much larger. If the preliminary estimate of equation (2.14) is not good 
enough, the graph in Figure 10 simply settles to a converged value which is further offset from 
zero. Nevertheless, the radius at the converged value of the integral is valid. Then, we repeated 
the same procedure with a Frobenius eries lengths n = 40. 
5~ 
10-7 
- i -10  -7 
-5 x 10 "j 
P 
rc 
.1 
Figure 10. Measurement ofaccuracy of Frobenius disk. 
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1 
100 
10 
Z 
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10000 .001 ! 
P 
/ 
l I 
Z 
I I D 
I0000 
(a) nF  = 10. (b) nF  = 40. 
Figure 11. Numerical radius ratio for Frobenius disks. 
Table 2. Curve fitting parameters for Frobenius tring fill disk. 
Lower Upper 
nF  
z p z p 
10 7.5 1 120 100 
40 7.5 4 180 100 
The results of the second experiment are plotted on a log-log scale and a suitable curve fit 
is made, which is shown in Figure 11. It consists of straight lines defined by the two points in 
Table 2, where nF denotes the Frobenius eries length. The interpolation is to be done in log-log 
variables. The upper limit of p = 100 is imposed to prevent computer number overflow at 103s 
when n -- 40. 
If either the chord on the s-axis or the segment in the right half-plane is small, the Frobenius 
disk may become ineffective due to a small contribution AlE, therefore, we arbitrarily set limits 
chord on s-axis _> 0.5 x disk diameter, (2.15) 
segment in right half-s-plane >_ 0.5 x disk radius. (2.16) 
Due to these limitations, there is an envelope in the s-plane, and the negative in the z-plane, 
that determines when a Frobenius disk is used. 
We have compared the integral computed with the Frobenius disk in the string for various 
values of z in left half-z-plane, for which ten or 11 digit values of El  are tabulated in [2]. The 
latter were converted in double precision to Is, then converted to single precision. Those results 
coincided with the seven digits of our results. 
The Taylor-Frobenius string that we have constructed is a reliable method to compute an 
almost machine xact value of the integral IE for any chosen point z. But it is a time consuming 
method. The purpose is to use it as reference to measure the accuracy for other methods. Typical 
computer times are given in Table 3. The Taylor disk length n is taken as in equation (2.8), and 
nF denotes the Frobenius eries length where appropriate. 
2.3. Application 
The Taylor string is now available to compute the required integration constant in equa- 
tion (1.11) or (1.12), and we verified that it coincided with 7 or -7 ,  respectively, within all 
seven digits. 
We applied the Taylor-Frobenius string to measure the accuracy of the center series of equa- 
tions (1.5) and (1.6), and the asymptotic approximation of equation (1.15), in the z-plane. Fig- 
ure 12 shows diagrammatically, the way it was measured along rays, the accuracy boundary of 
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Table 3. Computing times of Frobenius-Taylor string. 
- I0000 + iO.O01 
-100  + i0.001 
-10  + i0.001 
- 1 + i 0.001 
-0.001 + i 0.001 
i 0.001 
0.001 + i 0.001 
1 + i 0.001 
10 + i 0.001 
100 + i 0.001 
10000 + i0.001 
nF  = 10 
Time Disks 
0.340 13 
0.102 5 
0.547 44 
0.185 14 
0.098 5 
0.098 5 
0.098 5 
Taylor only: 
0.222 19 
0.288 24 
0.290 13 
0.381 16 
nF  ---- 40 
Time ] Disks 
Taylor only 
0.183 9 
0.332 25 
0.202 14 
0.115 5 
0.115 5 
0.116 5 
II 
11. 
/ 
\\ 
, ¢ 
// 
/ 
\ 
--.... 
20 -~ 
• . . . .  /// 
/ 
\ 
.++..,+-..+ 
z 
I • I 
20 
(a) Center series equation (1.6), n = 32; (b) Center series equation (1.5), n = 32; 
asymptotic series, n ---- 10. asymptotic series, n = 15. 
Figure 12. Accuracy limits of center and asymptotic series. 
relative error of 5 x 10 -7. Comparing the figures, we see for example that for this accuracy, the 
asymptotic expansion with 15 coefficients covers a larger region than with ten coefficients. It is 
also evident hat the form of equation (1.5) for the center series provides a much larger accuracy 
region than the form of equation (1.6). The reason for this lies in the way that the factor e z 
interacts with the Taylor series. The form of equation (1.5) will, therefore, be used whenever not 
specifically mentioned. 
The region between the center series and asymptotic expansion only vanishes at the low relative 
accuracy of 0.0025, with seven or eight coefficients of the asymptotic expansion, and 32 coefficients 
of the center series. 
Exact accuracy boundaries are developed in Sections 4 and 5, and a set of Taylor series to 
cover the open region in between in Section 6. 
The same method can be applied to any similar type of definite integral, but the large effort to 
determine the necessary numerical radius is only warranted if the particular integral will be used 
very often. For example, it is hardly worthwhile to construct such a string for the integral En(z ) ,  
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because for each parameter n a new set of experiments must be carried out to develop a formula 
for the numerical radius. Yet we need such a tool to determine a constant similar to h0 and l0 in 
equations (1.11) and (1.12), respectively. For that purpose, the less elaborate method of Section 3 
is developed, based on error estimate rather than measuring convergence. 
3. SEMI-DISK TAYLOR-FROBENIUS STR ING 
3.1. In t roduct ion  
In this section, the integral of equation (1.1) is integrated by a string of Taylor semi-disks, 
where the center of each disk sits on the edge of the previous disk. A Frobenius disk is inserted 
if the singularity of g(s) is near the positive real line. The string is terminated if a disk integral 
becomes computer-zero. An error analysis is used to determine the numerical radius of the 
disks to be used, and to estimate the error after the computation. The error of the truncated 
Taylor series coefficients in each disk are separated into two domains, the series truncation and 
the digital truncation. A formula similar to the Taylor remainder formula is used to estimate 
the Series Truncation Error II. A variational approach is used to estimate Digital Truncation 
Error III. The estimated Error III is an estimated envelope of the random digital error. 
The Taylor Error II is used as preliminary prediction of the radius of the disk for a required 
accuracy, considering the expected magnitude of the integral. The prediction is a preliminary 
estimate because the number of disks to cover the real line is not known in advance, and because 
the digital error cannot be predicted. 
Results are presented to compare predicted, estimated, and true errors, where the true error 
has been obtained by comparison with the string integration from Section 2. 
'the estimated error corresponds fairly with the predicted if the Taylor Error II prevails, but 
no~ near full digit accuracy, where the digital Error III is dominant. 
The true error corresponds fairly with the estimated for smaller lengths n of the series coeffi- 
cients. Best accuracy is obtained at smaller n for this particular integral. 
3.2. Semi-Disk  Tay lor  St r ing 
The effort to find the numerical radii of convergence of a disk string as in Section 2 is not 
feasible in a general case, where the parameters of the function g(s) to be integrated are defined 
during the course of the problem, especially if there are several parameters altered in a particular 
application. The only parameter of the function in the present section is z. 
We proceed, therefore, rather with a Taylor disk having its center So at the end of each previous 
disk so that along the real s-line we obtain a string of Taylor disks which we will call a semi- 
disk string, typically as shown in Figure 13. It is only the half of the disk protruding into 
the proceeding direction of the integration path that is used to furnish new function values in 
an increment towards the integral. This is the method originally used in [5, Section 19]. The 
method in the original article to arrive at a numerical radius of convergence is very long, because 
at least as many function calculations are made as in numerical integration, while our purpose in 
this treatise is to develop an alternative method which needs less computation time for the same 
accuracy. The aim is, therefore, to find the numerical radius for which sufficient accuracy still 
prevails, without having to evaluate the function along the radius. 
In the solution of the differential equation that defines a function, there is always the final 
integration step to generate the function 
f(u) = / g(u) du. (3.1) 
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Figure 13. Taylor semi-disk string for integration from 0 to c~ along real s-axis. 
In the particular case of the integral in this treatise, the functions f (u)  and g(u) are defined in 
each disk by 
e-~°e-PU du =_ /g(u)du  (3.2) 
f (u )  = z + so + pu  
=/U.ydu  = U . f .  (3.3) 
For the purpose of the transformation f equation (2.5), we first use an estimated p as a fraction re 
of the theoretical radius of convergence, denoted by Pth, which is determined by the nearest 
singularity of the function g(u), according to equations (2.2) and (2.3). Generally a ratio of 
re = 0.7 was recommended [5]. In this section, this estimate serves only to obtain a well- 
conditioned convolution umber, such that the elements towards the end of the convolution 
number do not become computer-zero or computer-infinite. In this section, we have taken values 
for re between 0.25 and 0.7. 
The first step is to obtain the sequence of coefficients f by convolution algebra according to 
equation (3.3), with a chosen convolution umber length n and a chosen ratio re. The solution 
in each disk is in the explicit form 
n n 
f = Z f ,  u '=  (s,. + f,0 u' /34) 
i=1  i -=1 
We look now for the limit of the radius in the variable u, denoted by Ur, where the allowed 
error is reached. The corresponding radius in the s-variable is 
r =pu , (3.5) 
so that the Taylor disk for the desired accuracy of the series covers the region 
so - rs <_ s <_ so + rs, (3.6) 
even if only the half from So to So + r8 is used in every disk of the string. 
In this section, f (u) is the integrated function in each disk, with zero value at the center of 
the disk. Each semi-disk furnishes the increment 
AIE= f(u)]~" =f(ur ) .  (3.7) 
3.2.1. Taylor disk er ror  
The Taylor series coefficients of the function f(u) may be divided into the three domains hown 
diagrammatically in Figure 14. 
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Figure 14. Domains of digital Taylor coefficients. 
The exact sequence of Taylor coefficients is infinite, and each exact coefficient is represented 
by an infinite number of digits in a quasi-convergent decimal series. In the numerical realization, 
there are two truncations. 
The sequence of coefficients are truncated after the n th according to some practical criterion. 
The sequence of digits of each coefficient in the truncated sequence are truncated to a convenient 
amount, which are seven digits in our computer, neglecting here the internal binary representa- 
tion. 
The error in computed Taylor coefficients consists of Domain II, the discarded series terms, 
and Domain III, the discarded igits of the retained coefficients. We denote the error consisting 
of the contributions of these two domains of the computed Taylor series by 5f. All that remains 
for computation is the truncated series with the digitally truncated coefficients in Domain I. 
The retained n coefficients determine the numerical radius within which a required accuracy is 
achieved. 
The error due to the discarded Domain II we call alternatively Error II, or Taylor truncation 
error, or simply Taylor error. Similarly, the error due to the discarded Domain I I I  we call 
alternatively Error III, or digital truncation error, or simply digital error. 
Consider now the discarded coefficients in Domain II. Heuristically, we may argue that the 
error of the computed function is mainly determined by the first neglected coefficient, which is 
f,~+l, and the neglected value is therefore 
5f,~ = fn+x un+l. (3.8) 
This method of error estimate has been used before [9] in terms of Fourier approximation of a 
function. For this error estimate to be valid we must assume several conditions, which will have 
to be taken into account in any application. First, we assume that at a certain small enough 
radius there is a strong monotone convergence of the discarded tail of the Taylor series. Second, 
we must make provision for zero coefficients in between, as is the case for the cos- and sin-series, 
which has not been accommodated in this treatise. 
We now use a certain implementation f the Lagrange remainder formula for a truncated Taylor 
series with n terms (see [10]) 
= x m f (m) (oz )  
m! ' (3.9) 
where 0 is in the range from 0 to 1, and m = n + 1 is the first discarded element, counted from 0. 
In any function not otherwise known than by its Taylor expansion, 0 is an unknown phantom 
number and we can therefore not use equation (3.9) to determine Rn. 
Supported by the heuristic argument above, we therefore use the extreme value of t9 = 0, then 
Rn(x) :xmf(rn)mlO)-- :fm xm, (3.10) 
which in our application becomes equal to equation (3.8). 
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Although the coefficient fn+l is discarded, it is still available in the last element of the convo- 
lution number ~, due to the fixed length n in convolution algebra, in the form 
fn+l - gn n + 1' (3.11) 
so that equation (3.8) becomes in terms of available lements 
g'~ u n+l. (3.12) 5f '~=n+ l 
Although the element gn is available, it has not been used in the determination of f ,  and therefore, 
the corresponding error in g(u) is 
5gn(u) = gnu n. (3.13) 
We use now equation (3.12) in reverse for each Taylor disk, to determine a radius u = ur such 
that a target error 5f~ in each disk is obtained. Then the estimate of Ur is from equation (3.12): 
/'(n + 1)(ifn'~ 11(n+1) 
Ur \ 7g-5 ) " 
(3.14) 
It is convenient to prescribe the target error by a parameter p~, in the form of 
~f.=10 -,c. (3.15) 
To set a reasonable target error 5fn, we must know something of the magnitude of the func- 
tion f ,  or at least the magnitude of a quantity to which this function may contribute. Additionally, 
5fn is the target error in one disk only; we will have to estimate a number of disks that is required 
for the integral over the required region. 
Equation (3.8) is still only a target estimate of the error in Domain II, which will only be 
approximate due to the uncertainty of 0 in equation (3.9) in the best of cases. Therefore, as 
feedback, we try an estimate after the radius u~ is computed. If we cannot reach the target 
error 5f~, then at least as second best, we want the estimate of the actual error. 
The Taylor truncation error already occurred before integration, due to all the discarded series 
terms in the function g(u), 
with the value at the boundary 
co 
(3.16) 
i=n 
oo  
5g~ = ~ g~u i~. (3.17) 
In the following, we assume first the case where the variable u, as well as all coefficients gi, are 
positive. The function 8g(u) will then have a form as shown in Figure 15. The curvature of the 
graph may be mainly due to the lowest power of u, which is u n. All higher powers will have a 
stronger curvature to the end, which tends to a curve lying below u'L Therefore, it is easy to 
find a function which is a majorant o the one of equation (3.16) in this region: 
u~ 
E ui-nun ~'~'~ ui-nun Z i = gi ,. 2.., gi = giu • 
(3.18) 
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Figure 15. Last element function 5g(u). 
The function g(u) in equation (3.2) is known machine-exact before expansion. Let us denote 
this exact function by gx (u), which is computed by internal computer procedures, and the Taylor 
expansion in equation (3.3) by g(u), then we can compute the boundary error in each disk 
= Ig(u ) - ax (ur ) l  • (3 .19)  
For this purpose, we have to compute the series g(ur) once at the end of each Taylor semi-disk 
in the string. We call 5gr in equation (3.19) the measured error of the function g(u). 
Using the measured fgr from equation (3.19), we can now integrate quation (3.18): 
ffII = / fig du 
fgr 
- n + 1 ur, (3.20) 
where ~fII is the Estimated Error II. If the theory holds, ~fxI in each disk should be approximately 
equal to the target ~fn. The total error ~fH due to all disks can then easily be computed and 
compared to the total integral. 
In equation (3.20), we have assumed that the truncation error in f is due to the truncation 
error in g, which is supposed to be the derivative f '  -- g. Therefore, only the elements in g may 
be used in this equality which actually occur in f .  Due to the integration, the element gn was 
lost, therefore, the derivative g must be computed with n - 1 elements only for equation (3.20) 
to be valid. Explicitly, the function g in equation (3.19) must be computed as 
n--1 
g(u) = ~ giu ~. (3.21) 
i=O 
In the general case, where the coefficients gi are complex, we have no simple majorant like 
equation (3.18). We make now the following purely heuristic hypothesis. 
If the coefficients gi are complex, the inequality in equation (3.18) becomes an 
approximation. 
For the kind of well-behaved convergence of the function that we are considering in this treatise, 
this may be a good approximation, especially for long series. We can certainly neglect he digital 
truncation error of @r, which is similar to a discarded Domain III, but of the series 5g(u) in 
equation (3.16). However, one can easily construct simple examples fo~which (~gr = 0, but the 
integral error is not. We will then just accept he approximation that the only error is the Digital 
Error III. Nevertheless, we would have to investigate further if we want to apply the error analysis 
presented here to other functions. 
We estimate the largest possible rror due to Domain III by assuming that the discarded igit 
of each coefficient has the average value of 
~f~ = 0.5 x lO-7[f/[, (3.22) 
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depending on the leading digit, therefore formally taking the variation of equation (3.4), partial 
with respect o the digital error of the coefficients, and evaluating at the edge of the disk, 
i 
(~ffIiI : E (~ fi~ + z3fi,) u r 
= 0.5 × 10 -7  × + I) (3 .23)  
which requires one series evaluation with the magnitude of the complex coefficients in each disk. 
This error is then summed for all disks. 
We may get the situation that the function f (u) has a very steep gradient at the boundary 
of the disk, so that we should also take into account hat a digital truncation error in u~, 5ur, 
causes an error in the determination of AIE. The error in AIE due to errors in both fi and Ur 
is obtained by the total variation of equation (3.4): 
Of ~u~ 
i=1 
n (3.24) 
= E (~fi Uir -}- g(Ur)(~Ur = (~fflII + (~uflII, 
i= l  
where we take the average digital truncation error of Ur also as the fraction 
5ur = 0.5 x 10-Tu~. (3.25) 
3.2.2. Computat ion  steps 
The computation steps in each semi-disk are as follows. For each semi-disk, the center s~ is 
determined by the previous disk, starting at 0, and therefore, known before the expansion. The 
singularity of the function g(u) lies at s = -z ,  therefore, using equations (2.2) and (2.3), 
p = rc Isi + z[, (3.26) 
with which the transformation equation (2.5) is made. Write now the computation of the Taylor 
coefficients formally as Taylor transform 
= U. g(u), (3.27) 
where g(u) is the function defined in equation (3.2), and the actual sequence of coefficients y 
is obtained by convolution algebra in Section 2.1. Now the radius u~ is determined from equa- 
tion (3.14) using the element gn from y above. The radius of the disk is then determined by 
equation (3.5). 
The integral of equation (3.7) is determined by the two steps 
f 
7 ---- J~ ,  (3.28) 
(3.29) = _U(u = y. 
Disk Errors II and III are determined from equations (3.20) and (3.24). 
The center of the next disk lies at 
s i+ l  : s~ + r~. (3 .30)  
The string is terminated by the same condition as in Section 2.1, and the disk integrals are 
summed in reverse as there. The disk errors are summed to total string values of 5fli and 5fin. 
The sum, customarily denoted by ~, is then 
e -- J f  = 5flI -[- 5f fill -[- t~ufIII. (3.31) 
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3.2.3. Leading full disk + semi-disk string 
To demonstrate he theory, we will consider a variation of the previous method. This is to take 
the first Taylor disk as a full disk, which ensures that no function values left of the integration 
region will affect the Taylor expansion. 
The integral of equation (3.29) must be changed to both ends of the disk, 
AIE = U(u = u~) .-] - U(u = -ur)  . 7. (3.32) 
The error estimate of equation (3.12) is doubled for the full Taylor disk, 
5f,~_ 29n un+l, (3.33) 
n+l  
with the corresponding change of equation (3.14) 
( (n + 1)Sfn "~ 1/(n+l) (3.34) u,=\ : ' 
The estimated error 5flI applies now to both sides of the disk, therefore, 5gr must be measured 
on both sides of the disk: 
6gr(right) = Ig(u~) - gx(ur)l, 5gr(left) = Ig(--u~) -- gX(--u~)l, (3.35) 
and equation (3.20) becomes for the full disk 
~gr(right) + ~g~(left) 
gfII - n + 1 ]ur]. (3.36) 
This step is aimed at obtaining an upper bound for the error 6fH. It may well happen that 
the error on each side is approximated quite accurately, and of same order of magnitude, but of 
opposite sign. In that case, we will accept hat the error is overestimated. 
The error estimate of equation (3.23) must also be doubled. Although we know that this 
maximum error occurs only on one side of the disk, we cannot predict how much less it could be 
on the other side of the disk. Generally, there may be a function symmetric in that disk, with 
the same maximum function value at each end. The result is that for the full disk the estimate 
is taken as 
~ (3.37) (~/fIII = 1 X 10 -7 X (Ifi~ l + ~Ifi~ I) Ur • 
Error 5ufIII in equation (3.24) must be computed separately on each side. 
The center of the first disk, so, will lie at the numerical radius to the right 
so = put. (3.38) 
Therefore, the determination of the center must progress iteratively for the quantities So, p, ~, 
ur with equations (3.26), (3.27), (3.34), and (3.38). The computation time increases accordingly. 
Some refinements must be made in the implementation of the method. If the function g(s) 
becomes quickly smaller to the right, the total contribution of one disk is less than the target 
error, with the result that a numerical radius much larger than the theoretical can be produced 
by equation (3.14) or (3.34). Therefore, a limit is imposed on each disk, 
Ur _< 1, (3.39) 
which may cause a real Taylor error smaller than the target error in that disk. This will happen 
in the disks towards the end of the string which contribute a very small amount AIE to the total 
integral IE. 
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Table 4. Semi-disk string integration with leading full disk. Parameter z -- 100 + ~ 2, 
true value IF, ~ 9.898059E-03 -{- i -1.960385E-04, target error per disk 10 -6, rc = 
0.25. 
n 
Integral IE 
5 9.904722E-03 
10 9.894405E-03 
20 9.895780E-03 
30 9 .896277E-03 
40 9.896490E-03 
50 9 .896711E-03 
60 9.896632E-03 
80 9 .896527E-03 
100 9.896427E-03 
-1 .961706E-04  
-1 .959642E-04  
-1 ,959901E-04  
-1 ,959983E-04  
-1 ,960014E-04  
-1 .960043E-04  
-1 .960011E-04  
-1 .959964E-04  
-1 .959909E-04  
k ~$H 
13 7 .51E-06  
7 3 .58E-06  
5 2 .27E-06  
4 1 .79E-06 
3 1 .59E-06 
2 1 .37E-06 
2 1 .45E-06 
1 1 .55E-06 
1 1 .67E-06 
8fflII 8u fro e True Err. 
8 .11E-10  
1 .01E-09 
1 .00E-09 
9 .92E-10  
9 .90E-  10 
9 .90E-  10 
9 .90E-10  
9 .90E-  10 
9 .90E-10  
4 .90E-  10 
1 .25E-09 
3 .90E-09  
7 .08E-09  
1 .05E-08 
1.42E-08 
1 .79E-08 
2 .57E-08  
3 .38E-08  
7 .51E-06  
3 .58E-06  
2 .28E-06  
1 .80E-06 
1 .60E-06 
1 .39E-06 
1 .47E-06 
1 .58E-06 
1 .70E-06 
6.66E - 06 
3 .66E-06  
2 .28E-06  
1 .78E-06 
1 .57E-06 
1 .35E-06 
1 .43E-06 
1 .53E-06 
1 .63E-06 
To prevent he influence of large magnitudes of g(u) to the left of the starting point at s = 0 
on the expansion in the semi-disk, another limit is imposed: 
si - sr ~ 0. (3.40) 
A typical integration result is shown in Table 4 for various convolution umber lengths n. The 
target error for this table is 10 -6 . 
The values in the columns of Table 4 have the following meanings. 
- k, in Column 4, is the number of disks used in the integral. 
- 5fn, in Column 5, is the estimated Taylor error from equation (3.20)/(3.36). For a valid 
theory this should be about the same as the (target error) x (number of semi-disks). It is 
less, due to the restrictions (3.39) and (3.40). 
- f i lm,  in Column 6, is the digital error estimate computed according to equations (3.23)/ 
(3.37). 
- -  ~ufIII, in Column 7, is the additional digital error estimate computed according to equa- 
tions (3.24) and (3.25). 
- e, in Column 8, is the sum of Columns 5, 6, and 7, being the estimate of the maximum 
possible rror. 
- "True Err.", in Column 9, is the true error which was computed with the available xact 
value from Section 2, as given above the table. 
In this example, the singularity of g(s) lies on the left half of the s-plane close to the real axis, 
with the result that the largest value of the function g(u) of the whole integration region lies 
almost on the left end of the first disk, at s = 0. For n _> 40, the integral consists practically 
only of the of the function value f(s -- 0), which occurs on the left side of the first disk, because 
f(s) is very small at the other end of the first disk and of all subsequent disks. But f(s = 0) is 
also the largest value in the first disk, so that the integral 
IE = f (S) lo  ~" - - f (s = 0). 
From this follows that according to equation (3.37), the digital error estimate is 
5f f I I I  ~ 10 -7 × IE, (3.41) 
which is reflected in Column 6 of Table 4. 
From Table 4, it can be seen that the total digital error  5f i I i  is negligible compared to the Taylor 
error 5fii. The order of magnitude of the target error has been achieved by the Taylor error 6fn, 
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Figure 16. Error functions in Taylor disk string 
n = 10, target error 10 -6. 
Figure 17. Error functions in Taylor disk string 
n -- 50, target error 10 -6. 
whenever only a few disks were needed. This correspondence is demonstrated graphically in 
Figures 16 and 17. In all cases where the number of disks > 1, this error is actually less than the 
targeted error × the number of disks. This is due to the restriction ur < 1 for larger values of s 
along the axis. 
In Figure 16, the first four disks are shown for a convolution umber length n = 10, according 
to the second row in Table 4. The scale of the s-plane is shown along the horizontal axis, and 
the scale of 5f  along the vertical axis. 
Below the axis the measured error of the expansion of the integrand is plotted, computed as 
5gin = gX(S)  -- U .  -~/p, (3.42) 
with the scale factor p so that the area between the function and the axis represents the error. 
The function gx(s) is computed by using the internal computer functions. The error graphs 
are drawn to an enlarged scale shown on the vertical axis. As it happens for the almost real 
parameter z, the error is almost real, and the real part is plotted, which happens to be negative. 
The expansion is computed with n - 1 elements according to equation (3.21). 
Above the axis two functions are plotted, which can best be distinguished in the fourth disk. 
The one graph represents the theoretical Taylor error function 
~gn(u)/p = g~un/p 
according to equation (3.13), but again scaled with p so that the actual area under the curve 
represents the error. The other graph represents the approximate-majorant function from the 
measured result according to equation (3.18), 
(')7 
from which the Taylor error 5fii is computed. On the left, these two graphs cannot be distin- 
guished by eye, but the function g,~(u) is slightly smaller than the function 5g(u). On the right, 
the function ~g,~(u) is larger than the function rig(u). This is because the largest value of the 
function g(u) occurs on the left side of each disk, and on the right side is small, and the error (~gr 
is small on the right. This cannot be anticipated in the estimate of the radius Ur- On the other 
hand, using the measured values 5gr compensates for the fact that we used the value of 0 for the 
phantom number 8 in equation (3.10). 
It can be seen from the graph how the boundary of each of these four disks contributes almost 
the same amount o the integral error. 
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In F igure 17, the first two disks are shown for a convolution umber length n = 50, according 
to the sixth row in Table 4. Here the integrat ion error comes pract ical ly  only from the first disk. 
A l though it is not apparent  in the figure, the error on the right side is less than 1/3 of the error 
on the left side. 
The results in Table 4 show that  the integral is valid to only sl ightly more than three decimal  
places, because the integral IE is relatively small. The Taylor error est imate is valid because 
digital  errors 5/fiii and 5u fro axe negligible. It  can be seen how error 5:fro is pract ica l ly  a 
constant fraction of the integral for n > 30. This is because the integral is main ly  determined 
in the first disk, and the largest value of the function g(s) occurs in this disk. In the present 
example,  this is the case because of the type of the function for almost real posit ive parameter  z. 
In Row 2 of Table 4, the est imated error is less than the true error. This is a case where the func- 
t ion ~g(u) in equat ion (3.18) is not a majorant .  A detai led study shows that  the function ~g(u) 
is s l ightly larger than the approximat ion on M1 left sides of the disks. For smaller values of n this 
is even more pronounced, but  never more than 3%. Experimental ly,  it is therefore verified that  
the approx imat ion is good for the present function g(u). 
Except  for the first row, we have chosen even numbers for the length n. This  is the case where 
the errors on both sides of the first are of the same sign and add up. For uneven numbers n, 
they are of opposite sign. The true error is then considerably smaller, for example,  5 .61E-07  at 
n = 41, and even as l itt le as 2 .69E-08  at n = 31. 
We note that  the est imated errors of all three types have a uniform relat ion with the number n, 
but  that  the true error is not. Rather,  it is randomly d istr ibuted within the envelope of the 
est imated error. 
We at tempt  now to get full digital  accuracy by sett ing the target  error to 10-10, which is equal 
to a t runcat ion error in the eighth digit. The results for convolution number length n --- 5 to 
n = 50 are shown in Table 5. 
Table 5. Semi-disk string integration with leading full disk. Parameter z --= 100 + ~ 2, 
true value I/~ = 9.898059E-03 + ~-1.960385E-04, target error per disk 10 -1°, 
rc = 0.25. 
Integral IE 
5 9.898063E-03 
10 9.898058E-03 
20 9.898058E-03 
30 9.898060E-03 
40 9.898055E-03 
50 9.898059E-03 
60 9.898065E-03 
80 9.898075E-03 
100 9.898065E-03 
k ~/n 
- 1.960386E-04 47 4.04E-09 
-1.960385E-04 14 1.06E-09 
- 1.960384E-04 7 8.04E-10 
- 1.960386E-04 5 8.41E-10 
- 1.960384E-04 4 1.60E-09 
- 1.960385E-04 3 4.59E-10 
- 1.960387E-04 2 2.47E-09 
- 1.960388E-04 2 8.87E-09 
-1.960386E-04 1 8.51E-10 
~f fIII 
5.74E-10 
8.43E-10 
9.98E- 10 
9.92E-10 
9.90E- 10 
9.90E-10 
9.90E- 10 
9.90E- 10 
9.90E- 10 
~-An 
4.64E-10 
5.77E- 10 
2.12E-09 
4.42E-09 
7.10E-09 
1.00E-08 
1.32E-08 
1.98E-08 
2.68E-08 
5.08E-09 
2.48E-09 
3.92E-09 
6.26E-09 
9.69E-09 
1.15E-08 
1.66E-08 
2.97E-08 
2.87E-08 
True Err. 
3.56E-09 
1.10E-09 
1.10E-09 
7.67E- 10 
3.89E-09 
1.67E-10 
5.42E-09 
1.57E-08 
5.42E-09 
The number of disks, compared to Table 4, has increased for most n, but  the order of error ~fn 
is ten t imes the target  error. At small  n this is due to the number of disks, at large n due to 
its wrong computat ion  as soon as the digital  error is large, as explained further below. Digital  
error ~ffI I I  is also as small as before. But  now digital  error ~fm is the larger one, and increases 
with n, so much so that  est imated Taylor error ~fII and digital  error ~ffI I I  become negligible. 
Still, however, the est imated tota l  error ~f  is rel iable in as much the true error is never larger. 
In two cases, n = 30 and n -- 50, the true error is orders of magni tude smaller, which is an 
expected random feature. But  in many other cases, the est imated and true errors are of the same 
order. The true error is a stat ist ical  average of digital  t runcat ion errors, while the est imated 
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Figure 18. Error functions in Taylor disk string 
n = 50, target error 10 -1°. 
Figure 19. Error functions in Taylor disk string 
n -- 10, target error 10 -10. 
truncation errors are the maximum. This is what they should be in a mathematical nalysis, 
even though we have employed an empirical approximation. 
The error is plotted in the fist disk in Figure 18 for n = 50, and in the first four disks in 
Figure 19 for n = 10. 
The large error occurs on the left side of the first disk, where the fluctuation of the error due to 
the random digital error is apparent. In analogy, we call this fluctuation oise. Inside the noise, 
the functions gnun/p, the lower graph, and ~gr(U/Ur)n/p, the upper graph, are plotted again. 
As verification, we have integrated the error function numerically. Even for the cases with 
large noise, the numerically integral of the error was within the same order of magnitude as 
the estimated error. Considering that such numerical integration consists of widely fluctuating 
sampled values, this verification is a good indicator that the noise in the graphs indeed adds up 
to the integral error ~f. 
Of course, the amplitude ~gr is now as unreliable as the plotted error function. Fortunately, it
does not matter if we only take the one unreliable sample edge value at the boundary, because 
according to what we have seen, there is a rule. 
RULE. If, in one disk, the estimated error 6 fII is unreliable due to random digital truncation 
error, then this error is so small relative to the total error estimate ~ f , that it does not alter the 
totad error estimate significantly. 
The influence of noise on the computed error fifn is small, because the area under the curve 
of 5gn(u) is small compared to the area under the curve of the measured error ~gm. 
In the case of n = 50, ~fII -- 4.59E-10, while the total error estimate gf  = 1.15E-08, therefore, 
it does not change the order of magnitude of estimated error. 
Turning now to Figure 19, the digital error is dominant in the first disk, the discrete jumps 
indicate that the accuracy of the last digit is reached. But the Taylor error is dominant in the 
following disks, of equal order of magnitude. Looking at Table 5, we see that for n = 10 the 
Taylor error ~fII -- 1.06E-09 is of the same order of magnitude as the digital error, which adds 
up to 6fill ---- ~ffllI + ~ufIII = 1.42E-09. 
Some error estimates are ten times larger than the true error, as for n = 30, and for n -- 50 
even 100 times larger. Again, the the error estimate has a continuous dependency on n, while 
the true error is is a random within the error estimate. 
As the radius per disk decreases with decreasing target error, so does the number of disks 
increase, which tends to increase an accumulative error. Table 5 is about the best we can do, 
mainly due to the method of estimating the digital er ror  ~f f I I I .  By comparison, the first disk 
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radius in F igure 19 is 0.9316, while in the method in Section 2, n = 10 and the first disk radius 
is 1.0128. 
We have, dur ing the course of our computat ions,  noted that  slight programming changes may 
change the true error signif icantly at random, but  the error est imate remains fair ly true. 
I t  is clear that  with our method,  we cannot determine an est imated error bet ter  than the 
seventh digit  with an est imat ion procedure that  uses seven-digit numbers.  For example,  in 
equat ion (3.19) we use a small  difference of two seven-digit numbers.  
It  is also clear that  if the Taylor error dominates,  as in Table 4, the error can be est imated 
fair ly accurately. But  for higher accuracy the digital  error becomes dominat ing,  which is difficult 
to est imate.  
3.2.4.  Semi -d i sk  Tay lor  s t r ing  
The results of integrat ion by the Taylor semi-disk string, wi thout  the compl icat ion of a leading 
full disk, are given in Table 6 for the same parameter  z, with a target  error of 10 -6. 
Table 6. Semi-disk string integration. Parameter z -- 100 -{- i 2, true value IE  = 
9.898059E-03-{-i-1.960385E-04, target error per disk 10 -6, rc = 0.25. 
Integral I E 
n k ~YII 
5 9.906197E-03 
10 9.894110E-03 
20 9.895602E-03 
30 9.896683E-03 
40 9.899450E-03 
50 1.001054E-02 
60 6.549457E-02 
80 -93.0798 
100 -125101.2 
-1.962015E-04 13 7.87E-06 
- 1.959583E-04 8 3.84E-06 
- 1.959858E-04 6 2.44E-06 
- 1.960181E-04 5 1.79E-06 
- 1.973383E-04 5 3.19E-06 
-2.445325E-04 4 4.19E-04 
-2.491794E-03 4 1.52E-02 
.6545819 3 1.29E+01 
1701.18 3 2.55E-{-04 
1.02E-09 
4.27E-09 
1.33E-07 
4.98E-06 
1.93E-04 
7.49E-03 
2.90E-01 
4.15ET02 
5.01E+05 
~ufIII 
3.40E- 10 
1.42E-10 
1.03E-11 
4.57E-13 
1.66E-14 
5.54E- 16 
1.77E-17 
1.74E-20 
1.90E-23 
7.87E-06 
3.84E-06 
2.58E-06 
6.77E-06 
1.96E-04 
7.91E-03 
3.06E-01 
4.28E+02 
5.26E+05 
True Err. 
8.14E-06 
3.95E-06 
2.46E-06 
1.38E-06 
1.90E-06 
1.22E-04 
5.56E-02 
9.31E+01 
1.25E+05 
The first str ik ing feature is that  the integrat ion results for n _> 50 are useless, but  that  the 
error est imate does state this, albeit  in an exaggerated manner.  
The result is fair up to n = 40 in as much the order of the target  error 5f l i  has been met,  
considering the number of disks. Only at n = 5 and 10, the tota l  error est imate is s l ightly 
understated,  due to the function in equat ion (3.18) not being a true majorant .  
But  the digital  t runcat ion errors behave completely different as in the previous method.  The 
error (if f ro  increases with n and the error ~ufIII decreases with n and is negligible. 
Seeing that  the digital  error is great ly overest imated as n becomes larger, it serves at least the 
purpose to indicate when we cannot rely on the Taylor error any more. 
The measured and est imated error functions are p lotted in F igure 20 for n = 10 and in F igure 21 
for n -- 50. We see that  the error has the analyt ic  appearance for n = 10, but  becomes random 
noise at n -- 50. 
From what  we have seen in the previous method,  the bad behaviour for large n can be un- 
derstood.  The disk radius increases with n, and therefore, the disk protrudes increasingly into 
the negative s-axis, where the large function values are for this parameter  z. For example,  at 
n -- 100, the first Taylor disk reaches into the negative s-axis to s = -25.005. The corresponding 
value of the disk integral  there is actual ly  
f ( s  = -25.005) = -9 .517446E+08 + { 2.505591E+07, 
and therefore, the digital  error 5f f i i i  is as large as shown in the table. The coefficient [gnl = 
2.227514E-18 is small  enough, but  in the expansion the largest coefficient is f i=25 : 7.53659E+07 
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Figure 20. Error funct ions inTay lor  disk string 
n---- 10, target error 10 -6. 
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Figure 21. Error functions in Taylor disk string 
n = 50, target error 10 -6.  
- i 1967758. The computed integral at s = +25.005 has no bearing to the actual value any more. 
Expressed ifferently, we have a case of multiple wrong small differences of large values. Although 
the estimated error e = 5.26E+05 is four times too large, this does no harm because it being 
larger than the computed integral is all the information we need to be able to judge that the 
result is useless. 
By careful inspection of Figure 21, we notice that the noise in the first disk actually seems to 
follow mainly an analytic curve, which is approximately of the form ulS-u 2°, while the Taylor 
error should be of the form u s°. The reason for this apparent discrepancy is that the digital error 
comes mainly from one of the largest coefficients somewhere between gi=15 and gi=25. Again, this 
shows why the unreliable stimate of error 6fii is negligible, as stated in the Rule in Section 3.2.3. 
To limit the effect of the negative s-axis, the limitation in equation (3.40) on each disk radius 
after the first has been applied, that the full disk may not protrude into the left half-plane beyond 
s = 0. This is the reason why the error function in the second disk in Figure 20 is so much smaller. 
For small n, the first disk reaches less into the negative s-axis, and therefore, we get accurate 
results. In Table 7, the results for a target error of 10 -14 per disk are shown. 
The integrals for n = 10 and n = 20 are machine exact, but the estimated total error does 
not show that. Instead, the error estimate shows the results for n = 5 and n = 10 to be equally 
accurate, which is not true. It is most likely that the small true error for n = 10 and n -- 20 is 
a random appearance, ven though this may be connected to a particular favourable string for 
those values of n. But the error estimate shows that the results for n = 5 and n = 10 are not 
more in error than 1 in the last digit. The estimated error for n _< 40 is quite good. 
Table 7. Semi-disk string integration. Parameter z = 100 + i 2, true value I E  = 
9.898059E-03 T {-1.960385E-04,  target error per disk 10 -14, rc = 0.25. 
Integral E 
n k 6511 
5 9.898058E-03 
10 9.898059E-03 
20 9.898059E-03 
30 9.898094E-03 
40 9.898556E-03 
50 9.893469E-03 
60 9.580370E-03 
80 9.850879E-02 
100 -221.3607 
- 1.960385E-04 205 1.07E-10 
- 1.960385E-04 31 6.87E--11 
- 1.960385E-04 11 4.28E-11 
- 1.960389E-04 8 3.16E-09 
-1 .96055E-04  6 6.24E-08 
- 1.963498E-04 5 1.66E-07 
-2 .058434E-04 5 1.55E-05 
-9 .127812E-03 4 2.84E-02 
.527747 3 4.87E+01 
6: $m 
5.13E-10 
7.59E- 10 
5.11E-09 
8.01E-08 
1.82E-06 
4.97E-05 
1.50E-03 
1.55E+00 
1.56E+03 
~fIII 
4.86E-  10 
3.97E-10 
1.24E- 10 
1.57E-11 
1.11E-12 
5.74E-14 
2.49E-  15 
3.62E-18 
4.90E-21 
1.11E-09 
1.23E-09 
5.28E-09 
8.33E-08 
1.88E-06 
4.99E-05 
1.51E-03 
1.57E+00 
1.61E+03 
True Err. 
1.10E--09 
1.67E- 10 
1.67E- 10 
3.52E-08 
4.97E-07 
4.60E-06 
3.18E-04 
8.91E-02 
2.21E+02 
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Obviously, the target error of 10 -14 is only an artifice to get high accuracy, in the presence of 
the unpredictable digital error. We may then consider the target error, or the exponent pe in 
equation (3.15), rather only as a parameter for a desired accuracy. 
Note that  generally, high function values that disturb the accuracy of the value of the integral 
do not necessarily lie on the negative s-axis; they may also lie in the complex right half-plane, 
perhaps straddling the real axis quite narrowly. In that  case, large values of n may also induce 
large digital errors as the increased disk radius comes closer to the high function values in the 
complex right half-plane. 
In Table 8, the results are shown for the parameter z = 2 + ~ 1 and a target error of 10 - s  per 
disk. No limit on the disk radius was placed. 
Table 8. Semi-disk string integration. Parameter z = 2 + i l ,  true value IE : 
0.3139371+i--.1191381, target error per disk 10 -s, rc=0.25. 
Integral I s 
n k ~lII 
5 
10 
20 
30 
40 
50 
60 
.3139373 --.1191383 
.3139371 --.1191381 
.3139371 --.1191381 
• 3139371 --.1191381 
.3139371 -.1191381 
• 3139371 -.1191381 
.3139371 -.1191381 
44 3.71E-07 
16 1.06E-07 
10 5.35E-08 
9 3.84E-08 
8 3.45E-08 
8 3.31E-08 
8 3.48E-08 
~fflll 
2.00E-08 
3.41E-08 
7.65E-08 
1.23E-07 
1.67E-07 
2.10E-07 
2.51E-07 
&fm 
1.54E-08 
1.18E-08 
7.94E-09 
6.30E-09 
5.43E-09 
4.90E-09 
4.55E-09 
4.07E-07 
1.52E-07 
1.38E-07 
1.68E-07 
2.07E-07 
2.48E-07 
2.90E-07 
True Err. 
3.18E-07 
4.53E-08 
2.69E-08 
2.69E-08 
5.21E-08 
4.93E-08 
4.53E-08 
The table is terminated after n = 60 because the Taylor coefficients become computer-zero 
after n = 75. The Taylor error estimate 5f i l  is quite satisfactory for n -- 5 to n = 40, considering 
the number of disks. Also, the total error estimate is good at n = 5, and fair at all higher n, 
considering that  the true error could be randomly small. 
We see that in this example the target error is again not much more than a parameter to obtain 
a certain desired accuracy. But the important feature is that the estimated error is reliable as an 
upper bound. 
Comparable computing times are given in Table 14 in Section 3.5. 
3.3. Frobenius D isk  
Whenever the singular point So = -z  of the function g(z ;  s) in the complex s-plane lies near 
or on the positive real axis, the Frobenius series is applied at that  point, as shown in Section 2.2. 
The Frobenius series is expanded around the point so in the transformed variable u according 
to equation (2.11). 
The typical positions of a Frobenius disk are shown in Figure 6, with their corresponding 
segment from Sl to s2 on the real positive s-axis. 
3.3.1. Es t imate  o f  rad ius  
As for the Taylor disks, the estimate for the numerical radius of convergence is based purely 
on Taylor Error II. Error I I  comes from the first discarded Taylor series term in equation (2.12), 
according to equation (3.12). It can be seen that also in the Frobenius disk, the last element gF,~ 
of gF is lost in the integration process to obtain fF"  Therefore, 
~u u2 
5fn = e ~ U-  gF du 
1 
= e z gFnU n du  
1 
]gFn] (~t~-~ 1 U~-F1 ) = leVI + , 
(3.43) 
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where here the absolute values of ul and u2 are used, which are the transformed values of sl 
and s2. We don't know the segment coordinates l and s2 before the time, and therefore, 
overestimate with a radius of UF in terms of the variable u, 
~f .  = e ~ 21gF.I u .+~ ~-'~]- F , (3.44) 
from which the estimated Frobenius disk radius is, in the similar form as equation (3.14), 
(n 2 1)~fn ~ 1/Cn+l) 
UF = e x2 [gl~nl ] (3.45) 
3.3.2.  F roben ius  d isk  Er ror  I I  
At this stage, we have no estimate for the scaling constant p in the Frobenius disk. We take 
arbitrarily 
p = 1, for Izl _< 1, 
p- - Iz l ,  for Izl > 1, (3.46) 
5000 
p < , to prevent overflow. 
n 
The disk radius is now known from equation (3.45), which we write for the Frobenius disk 
r F ---- pU  F , 
and the segment points sl and s2 are determined. With these points known, an error analysis 
can proceed much more accurately than the prediction. Without specifying yet the integral 
boundaries, 
~fn = / ~g du. (3.47) 
The error ~g is the difference between the exact function and the used part of its expansion 
where the index n - 1 indicates the used number of elements. Of course, we can only calculate 
each term of this function machine-exact, so that the small difference is less accurate. But this 
still satisfies our aim, to obtain the correct order of magnitude of the error. 
We compute the error according to equation (3.48) on each side sl and s2 separately, which 
produces the magnitude of the boundary values 
~gl ----[~g(ul)l, ~g2 = [~g(u2) [  • (3.49) 
The values ~gl and ~g2 constitute the numerically measured values. 
Because we have assumed the Taylor error as the function in equation (3.43), we can now put 
it in the form 
~gr(U) ---- ~gl 
 grIu) = (lul  n 
\1~21]  ' 
on the left segment, 
on the right segment, 
(3.503) 
(3.50b) 
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Figure 22. Error functions ~gIl(U) in Frobenius disk. 
which are real valued functions. Equation (3.50) is the approximate-majorant function of all 
the discarded Taylor series terms as described in Section 3.2.1. Typical error functions of equa- 
tion (3.50) are shown in Figure 22 for the three possible positions of the Frobenius disk. 
We integrate the error function of equation (3.50) along the chord of the segment, between 
the boundaries of the used part of the chord, from sl to s2, wherever they lie. In the case of 
Figure 22a, both lie on the right side and equation (3.50a) will not be used. 
We denote the real and imaginary parts 
Taking the right side, the integral of the assumed error function along the real s-axis is, on the 
right, 
62fli Vt T TTJ + klu21) (3.51) 
With the variable v and constant a, the integral is solved analytically 
n/2 
f v/ffa-~a n dv = E civ2i+l' 
i=l 
(n-l)/2 
= ~÷ a2 × E CiV2i+l 
i=l 
for n even, (3.52a) 
+ colog (v + ~ ) ,  fo rn  uneven. (3.52b) 
The coefficients ci are determined by a recursive routine starting from the highest ca. The 
formula degenerates into the simple form for the Taylor disk if the singularity is on the real 
s-axis, y = 0, with co = 0. Similarly for the left side. 
The boundaries of integration are shown in Figure 22 for the three possible different cases. The 
assumed error function is shown, according to the measured values on the boundaries of the used 
part of the segment. The shaded areas represent the integrals on each side. Note that the curves 
for the left part and right part are not continuous at the center of the segment. Obviously, this 
doesn't coincide with the form of the Taylor error function of equation (3.9), but we have let the 
measured values on the left and on the right override this assumption. Because the error is an 
integral, it is not necessary to construct a plausible continuous function. 
3.3.3. F robenius  disk Error  I I I  
From equation (2.12), 
f = e z (logu ÷ E fFiUi) -- ez h(u), (3.53) 
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the digital  error is obta ined by the the var iat ion 
t~fIII ---- ~e zh(u) + e z ~log~ + e z ~ ~fFiU i -}- ez gF(U)(~ 
• • • Y 
-~" 5efIII q- 51fIII q- 5frill -q- 5ufIII, 
(3.54) 
where 
gF( ) = = (3.55) 
Here 5e z and 6 log u are variat ions of the functions independent of 6u; they  represent he 
inabi l i ty  of expressing ez and log u exact ly  by seven digits, even if the argument is exact.  
We take the var iat ions according to the sequence in which the function f (u)  is computed.  For 
example,  if there was an internal computer  outine, exact to seven digits, of the function e z log u, 
then we would use the corresponding single variat ion of that  function. 
Assuming a digital  error as in equat ion (3.22), we get with equat ion (3.25), and leZl = e x, 
(~efIII = 0.5 × i0 -7 e x I(h(u2) - h (u l ) ) l ,  (3.56) 
5tfi i i  = 0.5 x 10 .7  e ~ (I logu l l  + I logu21), (3.57) 
~ffIII = 0.5 X 10 -7 ex ( ~ (Ifi, l~-zlfi~.l) lUll i --~ ~ (Ifi, l-~-~]fiul) lU21 i ), (3.58) 
(~ufIII ---- 0.5 X 10-7e  x (IgF(Ul) X Ul]-4-IBF(U2) × U21). (3.59) 
3 .3 .4 .  Examples  o f  F roben ius  d i sk  e r ror  
The error analysis in the Frobenius disk can be judged from two different points of view, either 
as par t  of the string, or as single disk. As the radius changes with n and the target  error, the 
value of the integral over the disk also changes. In Tables 9-12, we give the magni tude of the 
tota l  integral  IE in the heading, and the true magnitude of the integral in the disk, AIE, in 
each row. Each of the digital  error est imates is given in the different columns. The tota l  error 
est imate is denoted by e, which is sum of the Taylor t runcat ion error est imate,  5fn,  and all d ig i ta l  
t runcat ion  error est imates,  5fIII. 
Table 9. Frobenius disk integration. Parameter z --- -23.5 -t- { 1, total integral 
IIEI = 4.449749E-02, target error ---- 10 -s.  
n 
11 8.469074E-08 
21 1.720976E-06 
31 4.970172E-05 
41 1.608410E-03 
51 4.449749E-02 
[/XIEI 6fII ¢~e fIII ¢~/fIII 6f flII 6ufIII C True Err. 
1.71E-08 
1.38E-08 
1.30E-08 
1.26E-08 
1.09E-08 
3.65E- 15 
8.56E-14 
2.48E- 12 
8.04E- 11 
2.22E-09 
1.27E- 17 
1.17E-17 
1.08E-17 
1.02E-17 
9.78E-18 
7.66E-15 
1.78E-13 
5.12E-12 
1.65E- 10 
5.08E-09 
2.91E-14 
9.95E-13 
3.80E - 11 
1.53E-09 
5.00E-08 
1.71E-08 
1.38E-08 
1.31E-08 
1.44E-08 
6.82E-08 
1.54E-08 
1.32E-08 
1.20E-08 
1.13E-08 
1.24E-08 
Table 10. Frobenius disk integration. Parameter z = -23.5 + ~ 1, total integral 
IIEI = 4.449749E-02, target error = 10 -1°. 
IAIEI 6fll 6e fIII ~/fIII ~f fIII ~u fIII ~ True  Er r .  n 
11 
21 
31 
41 
51 
6.563147E-09 
1.952764E-07 
6.463628E-06 
2.249813E-04 
8.053411E-03 
1.27E- 10 
1.23E-10 
1.22E-10 
1.41E-10 
8.36E-10 
3.25E- 16 
9.76E-15 
3.23E-13 
1.12E-11 
4.03:E- 10 
1.42E-17 
1.24E-17 
1.13E-17 
1.05E-17 
9.92E-18 
7.03E- 16 
2.05E-14 
6.70E-13 
2.31E-11 
8.24E-10 
1.70E-15 
8.96E- 14 
4.22E- 12 
1.90E- 10 
8.33E-09 
1.27E-10 
1.23E-10 
1.27E-10 
3.66E-10 
1.04E-08 
1.16E-10 
1.04E- I0 
9.75E-11 
1.67E-I0 
1.77E-09 
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Table 11. Frobenius disk integration. Parameter z ---- -2-}-i 1, total integral IIEI = 
0.5519293, target error ---- 10 -6 
n 
10 
20 
30 
40 
47 
[AIE[ ~fII ~e/III ~/fill 6ffIII 6u/III e True Err. 
.4395099 
.5519712 
.5519299 
.5519292 
.5519292 
1.24E-06 
4.35E-07 
7.9E-07 
1.32E-06 
1.36E-04 
2.20E-08 
2.76E-08 
2.76E-08 
2.76E-08 
2.76E-08 
2.14E-08 
2.44E-08 
2.78E-08 
3.01E-08 
3.13E-08 
4.81E-08 
4.20E-07 
8.86E-06 
2.57E-04 
3.04E-03 
3.77E-08 
5.00E-08 
5.00E-08 
5.00E-08 
5.03E-08 
1.37E-06 
9.57E-07 
9.71E-06 
2.59E-04 
3.18E-03 
9.57E-07 
3.33E-07 
1.85E-06 
4.33E-05 
3.64E-04 
Table 12. Frobenius dmk integration. Parameter z = -2  T i l ,  total integralllEI = 
0.5519293, target error = 10 -6 
n 
10 .4395099 
20 .5523501 
30 .5523501 
40 .5523501 
47 .5523501 
[AIE[ (~fII (~e fIII ~/fIII ~f fIII ~u fIII • True Err. 
1.24E-06 
9.95E-09 
6.71E-09 
5.06E-09 
4.32E-09 
2.20E-08 
2.76E-08 
2.76E-08 
2.76E-08 
2.76E-08 
2.14E-08 
2.17E-08 
2.17E-08 
2.17E-08 
2.17E-08 
4.81E-08 
1.12E-07 
1.12E-07 
1.12E-07 
1.12E-07 
3.77E - 08 
5.02E-08 
5.02E-08 
5.02E-08 
5.02E-08 
1.37E-06 
2.22E-07 
2.19E-07 
2.17E-07 
2.16E-07 
9.57E-07 
5.47E-08 
5.47E-08 
5.47E-08 
5.47E-08 
The first example is given in Table 9, for a target error of 10 -s .  Uneven numbers n have been 
chosen for this table to demonstrate the relation between estimated and true error, because in 
the Frobenius disk, Taylor errors from the two sides of the segment end to cancel each other 
when n is even, and z is close to the real axis. 
The Taylor error dominates for n < 41, and is within the order of the target error, although 
larger. The total error estimate is very good for n <: 41, and almost still within the order of 
magnitude of the true error at n -- 51. This good correlation is due to the dominance of the 
Taylor error. The total error indicates an accuracy of six digits of the total integral IE. 
The disk integral AIE at n = 11 is almost useless because of the large relative error of 20%. 
Seen in the context of filling a gap in a Taylor string from s = 14.1 to s -- 32.8, it would fulfill 
its purpose, but more like a dummy because it contributes only to the last digit of IE. Much 
more useful is the result for n = 41, with an estimated error of only 9 x 10 -6 relative to the disk 
integral AIR,, and 3 x 10 -7 relative to the total integral IE. It fills a region from Sl = 3.5 to 
s2 = 43.5. 
For higher accuracy, we use a target error of 10-10, for which the results are shown in Table 10. 
Up to n = 31 the Taylor error dominates again, and the error estimate is very good. At n = 51, 
the digital error dominates, and the error estimate is almost one order of magnitude larger than 
the true error. This, however, is probably due to a random low true error, because for n - 50, 
we find a true error of 4.01 x 10 -9. 
The most useful result of Table 10 is that for n = 41. The est imated error relative to the disk 
integral AIE is only 1.6 × 10 -6, and relative to the total integral only 8.2 x 10 -9. That  disk 
segment covers the large region from sl = 5.6 to s2 = 41.4. 
In Tables 9 and 10, some true errors are less than the estimated Taylor error 6fH. This happens 
due to the different phases of the actual complex error at each end of the disk. 
If either the chord on the s-axis or the segment in the right half-plane is small, the Frobenius 
disk may become ineffective as explained in Section 2.2, and we apply the l imits from equations 
(2.15) and (2.16). 
Another large error occurs when the disk reaches far into the left half-plane, as discussed in 
Section 3.2.4. In Table 11, results are given for z = -2  + 51 and a target error of 10 -6. 
The maximum n --- 47 is due to extremely small series coefficients causing computer-zero, so 
that  a radius estimate is not possible any more. 
For n = 10, the Taylor error dominates, and the error est imate is fairly good. The disk is 
shown in Figure 23a. The numerical error function 6g(u) is shown by the typically noisy curve 
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(a) (b) 
Figure 23. Error functions in Frobenius disk string n = 10, z = -2  + i 1, target error 
10 -6" 
$ 
Ix 10"5 
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(a) Full disk in full-plane. (b) Reduced isk in half-plane. 
Figure 24. Error functions in Frobenius disk string n -- 30, z = -2  + i 1, target error 
10-6. 
due to the digital  error. The Taylor error est imate 5gr(U) is p lotted and approx imates the tota l  
error well in the average. The same configuration is p lotted in F igure 23b with a larger scale for 
the error functions. Here the discontinuity can be seen, according to the theory of F igures 22b 
and 22c. 
From n = 20 upwards, the digital  error dominates,  so that  the tota l  est imated error is quite 
large, but  so is the true error. The full disk for n -- 30 is shown in F igure 24a, showing how 
the error becomes very large on the left side. The integral AlE over this complete disk has the 
magni tude of 167.112, which is the value that  causes the large error est imate 5f f ro.  
We have therefore set another arb i t rary  l imit for the Frobenius disk: 
distance at left end of disk _> -1 .5 .  (3.60) 
With  the l imits of equations (2.15), (2.16), and (3.60), a Frobenius disk will be allowed for a 
max imum of 0.5 of the real part  of z. 
Wi th  the l imit of equat ion (3.60), the results in Table 12 are produced,  with otherwise the 
same parameters  as in the previous table. 
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The disk radius is limited by the condition of equation (3.60) from n = 20 upwards, therefore, 
hardly any change in the estimated error occurs for increasing n. The digital error still dominates, 
but the estimated error is considerably reduced, although still higher than the true error. The 
reduced isk and error function for n = 30 are shown in Figure 24b. 
3.4. Taylor-Frobenius Semi-Disk String 
Whenever conditions are suitable for a Frobenius disk, the string is completed with Taylor 
semi-disks. With the limits of equations (2.15), (2.16), and (3.60), we can construct an envelope 
in which a center for a Frobenius disk may lie. Outside this envelope, we choose the Taylor disk 
string. Inside this envelope, we must first expand the Frobenius eries to determine its numerical 
disk radius, and only then can the decision be made which string to use. 
A typical string is shown in Figure 25. From the right edge of the Frobenius disk segment, 
trailing Taylor semi-disks towards infinity are appended. From the left edge of the Frobenius disk 
segment, Taylor semi-disks in the direction towards zero are inserted, with the advantage that 
no disk protrudes into the left half-plane. 
6x lO -9 
f / 
J 
1 x 10"15 \ 
$ 
90 
Figure 25. Frobenius Taylor semi-disk string n = 20, z = -23.5 -t- i 1, target error 
10-10. 
The error function and estimate is shown as before. The scale on the left is for the leading 
Taylor disks and the Frobenius disk, and the scale on the right is for the trailing Taylor disks. 
Results for different lengths n are given in Table 13 for the parameters shown. Computation 
times are also included in Table 14. 
3.5. Conclusion 
The semi-disk string was applied successfully to the integration of IE of equation (2.1) along 
the positive real line in the s-plane. The error analysis provides the basis on which the numerical 
radius of convergence is determined. The Frobenius disk, and its error analysis, is efficient o 
cover the region with the singularity near the integration line. 
The error estimate compared with the true error is quite good when the Taylor Error II 
dominates, which is at smaller length n and larger relative error. The estimate of the Digital 
Error III seems to be a fair envelope considering that the true digital error is random. High 
accuracy could only be achieved at smaller length n. 
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Table 13. Frobenius-Taylor semi-disk string integration. Parameter z = -23.5 + i 2, 
true value IE = --.04445320--i 1.984893E-03, target error per disk 10 -1°, rc = 0.7. 
Integral IE 
5 
10 
20 
30 
40 
50 
60 
80 
100 
-.04445320 
-.04445320 
-.04445320 
-.04445321 
-.04445320 
-.04445319 
-.04445321 
-.04445321 
-.04445321 
- 1.984893E-03 
- 1.984893E-03 
- 1.984893E-03 
- 1.984894E-03 
- 1.984894E-03 
- 1.984892E-03 
- 1.984894E-03 
- 1.984894E-03 
- 1.984894E-03 
59 
16 
8 
7 
5 
5 
5 
5 
5 
55xl 5f.fm ~fu flII e True Err. 
5.99E-09 
2.62E-09 
2.93E-09 
8.84E-09 
5.34E-09 
4.67E-08 
2.80E-07 
2.83E-07 
2.83E-07 
2.22E-09 
2.22E-09 
2.22E-09 
2.23E-09 
2.23E-09 
2.52E-09 
1.16E-08 
1.16E-08 
1.16E-08 
2.37E-09 
3.36E-09 
6.01E-09 
1.21E-08 
1.28E-08 
1.06E-08 
5.22E-08 
5.22E-08 
5.22E-08 
1.06E-08 
8.20E-09 
1.12E-08 
2.32E-08 
2.04E-08 
5.98E-08 
3.44E-07 
3.47E-07 
3.47E-07 
Table 14. String integration computation times. 
Table Number 
n 
4 5 6 7 8 13 
5 0.2188 0.6094 0.1699 2.5313 0.5500 0.7109 
10 0.1719 0.2695 0.1699 0.4902 0.2800 0.2695 
20 0.2773 0.2813 0.1699 0.2695 0.2800 0.2227 
30 0.3281 0.2695 0.1699 0.2207 0.2799 0.2188 
40 0.3828 0.3281 0.2207 0.2207 0.3201 0.2227 
50 0.4414 0.3320 0.1602 0.2207 0.3300 0.2188 
60 0.5508 0.4414 0.2207 0.2207 0.4401 0.1719 
80 0.7188 0.5508 0.2188 0.2695 - -  0.1563 
100 0.9297 0.7188 0.2793 0.2813 - -  0.2813 
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4.67E-09 
9.70E-10 
9.44E-10 
1.40E-08 
2.87E-09 
8.44E-09 
1.40E-08 
1.40E-08 
1.40E-08 
The aim to predict the numerical Taylor disk radius for a required accuracy expressed by the 
parameter  p~ could not be achieved ue to the unpredictable Error III, but  it is still our only 
parameter  to determine the numerical radius of the disks to be used in the string. The results 
show how the prediction can be useful as a prel iminary estimate of the Taylor disk radius. 
The est imate of the error in the integration by a string of semi-disks by a combinat ion of the 
two types of errors is satisfactory within the restrictions of a smooth monotone convergence of
the sequence of Taylor coefficients. 
For lower accuracy, the series t runcat ion error is dominant,  which can be predicted and esti- 
mated well. The addit ional digital t runcat ion error cannot be predicted, but is est imated well. 
Accuracy within four to five digits can be estimated well. Most accurate results and error esti- 
mate are obtained if both errors are of equal magnitude. The est imated error is then about  one 
order of magnitude larger than the target error. 
For higher accuracy, the digital t runcat ion error is dominant,  which cannot be predicted, and 
cannot be est imated well, but  the estimate is always safe because the error is overestimated. The 
target error is not a reliable measure of the resulting error estimate any more. 
Full digit accuracy cannot be estimated, although it may be achieved. 
The correlation between target estimate and error estimate, as well as between error est imate 
and true error, becomes worse if the function values becomes mall relative to the magnitude of 
the parameters that  generate the function. 
The discrepancy between target Taylor error and measured errors becomes worse for long 
series, expressed by large values of n. Therefore, good error estimates and good accuracy can be 
achieved more easily with smaller values of n, at around 20. 
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The accuracy and error estimate relative to the largest function value on the disk is quite 
satisfactory. The problems that are encountered on the real line, or any particular line through 
the disk, occur if the large function values do not lie near this line. Especially so if only a part 
of the diameter of the disk is used. 
The magnitude of the true error is a random result if the digital error is dominant. The 
contributions of different factors to the digital truncation error determine an upper bound. If a 
function is generated by a large number of such contributing factors, such an upper bound will 
become xcessive, and a statistical approach may be more realistic. 
Although the prediction of the order of magnitude of the error is not accurate, a working 
method of integration by a semi-disk string has been achieved with a safe estimate of the error. 
To choose between different successful computations, the computer time for all cases is given 
in Table 14, to be interpreted as relative times for any particular computer. 
As a test, we have applied the Taylor-Frobenius semi-disk string to the arbitrarily chosen 
integral 
// f = e-Sskds = k!, for integer k, 
and got full digital accuracy for values of k = 9 to 15, even with a convolution umber length 
of only n = 5. It takes some reflection to see how a function starting with a Taylor series term 
of s 15 can be integrated accurately with Taylor expansions of only five terms! 
A useful application of the Taylor-Probenius string integration is to evaluate the function 
1 /00 °° ske -s - -  ds ,  (3.61) R(k; z) = z + s 
which is the remainder error of the asymptotic expansion [7], and which we use for the error 
analysis in Section 5. 
3.6. I te ra t ion  
To compute the integral with the Taylor-Frobenius string with a prescribed accuracy, an iter- 
ation must be introduced. It is then no further complication that the accuracy is prescribed as 
relative error, which we denote by 5e, 
£ 
= (3.62) 
At first it may seem that an iteration of the same relative accuracy within each disk could 
be done. But this is not feasible because, as the integral converges, the small contribution of 
one disk becomes unnecessarily accurate, resulting in a very large number of disks. Instead, 
the iteration is done on the integral of the whole string, which does not increase the number 
of disk computations compared to an iteration within each disk. As the iteration progresses, an 
increasing high order of interpolation is used, because the effort of a sophisticated interpolation is
still very small compared to the computation of a whole string which it may save. As parameter 
we use p~ in the estimated Taylor error ~fn of equation (3.15), and the actual iteration is done in 
logarithmic variables. The end slope of the iteration curve is monitored to detect when further 
iteration will not reach the target. Without using the experience from the tables in the section, 
the initial value of 5fn is taken as 5E. For a few random experiments, we found that from two 
to four iterations are required for a relative accuracy of 5t = 5 × 10 -7 .  The computation time 
is then the corresponding multiple in the appropriate column of Table 14. The string with the 
leading full disk may sometimes take fewer iterations and a smaller total computation time to 
convergence. With the iteration it is also possible to obtain accurate values of the integral with n 
as large as 100 and very good correlation between estimated and true error. For the example in 
the last row of Table 4, with the semi-disk string of Section 3.2.3, a relative error of 5 × 10 -7 is 
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achieved with the parameter p~ = 75. With the semi-disk string of Section 3.2.4, the parameter 
p~ = 201. 
We have used this iteration to determine the value of f(1) = 0.5963473, which is the preferred 
value required to determine the constant 7 according to equation (1.11) or (1.12), within a relative 
accuracy of 1.1 x 10 -7. 
4. CENTER SERIES 
The center series is derived from the differential equation (1.3), 
1 
f '  - f = - - .  (4 .1)  
Z 
Because of its larger region of convergence, asfound in Section 2.3, only the solution in the form 
of equation (1.5) will be used, 
f ( z )  = -e  z (log z + h(z)  ) , (4.2) 
h'(z)  =_ _1 (e_Z_  1) , (4.3) 
Z 
initial value h0 = 7- (4.4) 
Ttle series expansion only applies to the function 
/1 
h(z)  = 7 + - (e - z  - 1) dz = Z-h .  (4.5) 
z 
Transformation to a scaled variable has not been found useful, therefore the original variable z 
is used. 
The error of f ( z )  is estimated by taking the variation of equation (4.2), changing the sign, 
6f  6z (4.6) 5 f = 6 (e z) (logz + h(z) )  + eZS logz  + eZ6h + -~z " 
The different erms are, similar to Section 3.3.3, 
6e ~ = digital error of e z = 0.5 x 10-7]eZ], (4.7) 
61ogz = digital error of logz = 0.5 x 10-7[ log z]. (4.8) 
Equation (4.5) is a pure integral of the Taylor expansion of an analytical computer-available 
function, therefore, the error theory of Section 3.2.1 applies to the Taylor series h(z) ,  
(4.9) 6h = Taylor error 6hii + digital error 5hni .  
The total error 6f  consists of a Taylor error and a digital error 
5fit = 6/H + 5fiii, 
where 
5fn : [eZ[ (~hli. 
The digital error consists of the four parts in equation (4.6): 
~el l I  ~--" Ilog z + h(z)[ 6e ~, 
6lHI = [eZ[ 61ogz, 
(~ClII = leZ[ (~hiii, 
o/ 
6gnx = --~z SZ = I f ' l  5z,  
(4 .10)  
(4.11) 
(4.12) 
(4.13) 
(4.14) 
(4.15) 
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which make up the digital error 
5f I I I  ---- 5e i i i  -]- (~/III -[- (~cIII ~- (~gIII. (4.16) 
In the above, the maximum variation as a positive magnitude is sought, therefore the individual 
independent variations are taken to be of such complex value that the - sign in equation (4.2) 
is turned around, and the absolute values of the complex functions are used as shown. 
The notation used here is actually a default for the full notation, for example, (~eliI ----- 5ef I I I .  
We are usually looking for the error in a particular adial direction 8, at a distance ur -- ]z I, 
therefore, 
z = x + ~y = Ur cos 0 + ~Ur sin 8, 
so that 
Izl = ur ,  leZl = e x .  
The digital error of the Taylor series of h(z) is determined as in Section 3.2.1, 
(~hIII ---- 0 .5 X 10 -7 Z (Ih,.I + . (4.17) 
The Taylor error 5hii is determined as in Section 3.2.1 by the two alternatives. According to the 
empirical interpretation of the Taylor remainder formula, 
5hnt -  hlnun+l (4.18) 
n+l  ' 
where ur = [z[, and h' n is the last element in the derivative h'. The corresponding Taylor error 
of f is, in terms of the variables ur and 8, 
cos0 / n+l  
e u'" hnu  r 
5fIIt = n + 1 (4.19) 
The other alternative is the measured error according to Section 3.2.1, 
fo 5hi1 = 5hr un du 
5h~ (4.20) 
= n+lUr ,  
where the measured quantity is difference between the function and its expansion at z, 
~h~ = !z (e-z - 1) - _Z. h'  . (4.21) 
Here, only the n - 1 elements of h'  are used that contribute to the computation of f ( z )  through 
equations (4.2) to (4.5). 
4.1. Resu l t s  
Different partial errors are shown in the following figures, where for demonstration a series 
length of n = 20 has been chosen. To make the different behavior visible at small and large 
errors, the error is plotted on a logarithmic vertical scale, against the variable ur at constant 
parameter 8. The true error is computed using the Taylor-Frobenius string of Section 2 as 
"exact" reference, sometimes in double precision to remove any doubt while the theory is tested. 
The theoretical and measured errors 5fro and 5fH are shown with the true error in Figures 26a 
and 26b. The true error shows the typical digital noise at small radius, and the Taylor error 
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(a) D i rec t ion  0 = 0. (b) D i rec t ion  0 - -  lr. 
F igure  26. E r ror  es t imates  of  center  series,  n = 20, T = t rue  er ror ,  t = theoret i ca l  
Tay lor  e r ror ,  m = measured  Tay lor  error .  
e- -  
h/  
io 
m 
(a) Direction 0 = 0. (b) Direction 0 = 7r. 
Figure 27. Partial error estimates of center series, n = 20, m = measured Taylor 
error, h = digital error 6Cllh l = digital error ~llli, e = digital error 6eill, g = digital 
error  ~gIII. 
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(a) D i rec t ion  0 = 0. (b) D i rec t ion  0 = lr. 
F igure  28. Es t imated  and  t rue  er ror  of  center  series,  n ---- 20, E = es t imated  er ror  6f, 
T = t rue  er ror .  
shape at larger radius, as expected from Section 3. At small radius, the measured error 6fl i  
is contaminated strongly by the digital error, then tends to the theoretical error S fro at larger 
radius. Along the positive axis, 0 = 0, the measured error 6fii tends to be larger, and along the 
negative axis, 0 = lr, the measured error tends to be smaller than the theoretical error 6lilt. 
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In Figures 27a and 27b, all the partial errors are shown. In the region of smaller radius, it is 
mostly the digital error 5cm that dominates, which comes from the digital error in the Taylor 
coefficients. 
In Figures 28a and 28b, the true error, and the total estimated error from equation (4.6), is 
shown. The two regions of dominating digital error in the inner region, and dominating Taylor 
error in the outer region, are clearly distinguishable. The total estimated error is clearly a good 
estimate of the true error. 
For smaller series length n, the Taylor error becomes larger and dominant over a larger region; 
for larger series n, the digital error becomes dominant over a larger region. 
Some numerical values of true and estimated errors are given in Table 15. It can be seen 
that the estimated err'or is "reliable" in as much it is not significantly less than the true error. 
Whenever the digital error dominates, it seems that the error estimate is unnecessarily large. 
But it can be seen from Figures 26-28 that it is the randomness of the true error which makes it 
seem so. 
Table 15. Center series integration error. 
n r 0 
Function f(z) 
10 2 0 .3612985 
-.6704820 
4 0 -.1915092 
-.3593031 
6 0 -226.7255 
-.2095111 
20 2 0 .3613284 
-.6704828 
4 0 .2063489 
-.3595520 
6 0 .1386987 
-.2131472 
32 2 0 .3613284 
-.6704828 
4 0 .2063489 
-.3595520 
6 0 .1452392 
-.2131474 
o 
-0.4251683 
0 
-5.754028E-02 
0 
-7.787230E-03 
0 
-0.4251683 
0 
-5.754028E-02 
0 
-7.787230E-03 
0 
-0.4251683 
0 
-5.754028E-02 
0 
-7.787230E-03 
~AI 
2.95E-05 
7.57E-07 
3.89E-01 
2.58E-04 
220 
3.87E-03 
2.10E-08 
0 
7.75E-07 
3.33E-09 
6.45E-03 
7.02E-08 
1.33E-08 
0.00E+00 
4.93E-07 
2.12E-09 
2.84E-05 
3.44E-09 
~fIIl 
1.86E-06 
9.61E-08 
5.36E-05 
4.23E-08 
1.73E-03 
2.31E-08 
1.86E-06 
9.61E-08 
5.36E-05 
4.24E-08 
1.73E-03 
2.37E-08 
1.86E-06 
9.61E-08 
5.36E-05 
4.24E-08 
1.73E-03 
2.37E-08 
~f 
3.14E-05 
8.53E-07 
3.89E-01 
2.58E-04 
220 
3.87E-03 
1.88E-06 
9.61E-08 
5.44E-05 
4.57E-08 
8.18E-03 
9.39E-08 
1.87E-06 
9.61E-08 
5.41E-05 
4.45E-08 
1.76E-03 
2.71E-08 
True Err. 
3.01E-05 
7.30E-07 
3.98E-01 
2.49E-04 
227 
3.64E-03 
1.94E-07 
4.51E-08 
3.22E-06 
1.81E-08 
6.57E-03 
7.22E-08 
1.94E-07 
4.51E-08 
3.22E-06 
1.81E-08 
2.84E-05 
4.70E-08 
The  funct ion  va lues  in the  tab le  are those  computed  w i th  the  series, there fore  inc lude  the  
error .  The  er ror  es t imate  c lear ly  shows when the  computed  funct ion  va lues  are mean ing less ,  in 
the  ext reme for n = 10, r = 6. 
Us ing  the  theory  above,  the  funct ion  va lue  for any  argument  z can  be  computed ,  then  the  
error ,  and  re la t ive  error ,  can  be computed  a f te rwards .  The  inverse  prob lem,  to  f ind a rad ius  Ur 
where  the  er ror  exceeds  a requ i red  accuracy,  is descr ibed  in the  next  sect ion.  
4 .2 .  I te ra t ion  fo r  P rescr ibed  Accuracy 
In  th i s  sect ion ,  we cons ider  the  prob lem of  determin ing  a rad ius  Ur(0)  in a g iven  d i rec t ion  0, 
w i th in  wh ich  the  funct ion  va lue  is w i th in  a prescr ibed  accuracy.  Th is  is of  course  on ly  mean ingfu l  
if the  re la t ive  er ror  is used.  For  the  re la t ive  error ,  we use the  notat ion  5e, 
(fe _---- ( i f  
f .  (4.22) 
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The radius need not be computed more accurately than the accuracy of the error estimate, 
and its computation should not take too much time, therefore the simple finite difference approx- 
imation of the Newton Raphson iteration method is used to solve equations (4.6) and (4.22) in 
reverse. As initial value, the radius obtained from equation (4.19) is used, which in itself is solved 
iteratively, indirectly assuming a function magnitude of 1. The following iteration is done in log- 
arithmic variables, in which the error as function of radius seems least curved. In Figures 29a 
and 29b, the error log ~e as function of log ur is shown. The required relative accuracy as the 
target error of ~e = 10 -6 is indicated. The initial value on the log ~cnt line is shown, and the 
final converged value on the log ~eII line. The iteration finite difference A log ur should be small 
enough to accommodate he curvature of the graph, but it must be large enough to smoothen 
the ripple due to the contribution of the measured Taylor error. We found a value of 0.05 the 
most useful. To make sure that the target error is not exceeded, we subtract a fraction of 0.01, 
and then allow an upper limit of a fraction of 0.01 and a lower limit of a fraction of 0.05 in the 
iteration. The iteration should not take too long in comparison to the evaluation of the function, 
therefore we allow a maximum of only four iterations. If not converged, we simply substitute a
fraction 0.9 of the last iterated value. We always have the error computed at the last iterated 
value, so that if the iteration failed, we still have the correct local error estimate available. That  
would be the case if the target error would be set too low. Obviously, the iteration will not work 
in the flat bottom of the error curve in Figure 29b. 
~> /o 
10" 
~Se 
1 
E 
10 -6 
r 
[0 L 
(a) Direction 0 = 0. (b) Direction 0 = 7r. 
Figure 29. Relative error estimate of center series, n = 20, E = estimated relative 
error, T = true relative rror, t = theoretical absolute Taylor error. 
It is also clear from Figure 29 that the target error on the positive real axis of the z-plane, 
0 == 0, will lie in the digital error region, while on negative real axis, 0 = 7r, will lie in the Taylor 
error region. 
4.3. Accuracy  Boundary  
The method in the previous section may be applicable for a similar function to the type 
integral considered here. But once we have chosen this particular function, we may draw up its 
fixed boundaries of prescribed accuracy, which then determines its known numerical radius of 
convergence. 
In Figures 30a and 30b, boundaries for different accuracies are shown. The increase of valid 
region from n = 20 to n = 32 is substantial, due to the fact that the Taylor error determines 
the limit. For larger series length the region is still increased, but only on the left half-plane. 
Above n = 35 a scaling radius p must be introduced to prevent underflow, but it doesn't increase 
accuracy significantly. Therefore, we have chosen n -- 32 in the applications in Section 6. 
These boundaries fit exactly into the experimental rays of Figure 12, Section 2.3, within the 
points that are randomly nearer the center. 
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(a) Series length n = 20. (b) Series length n = 32. 
Figure 30. Boundar ies of relative accuracy for 6e -- 0.001, 0.0001, 0.00001, 0.000001. 
The boundary curves have a particular capsule type of shape. This consists of a parabolic type 
of curve on the right, where the digital error dominates, and an elliptic type of curve on the left, 
where the Taylor error dominates. A useful curve fitting is done separately on the two sides, so 
that the boundary is approximated by 
Ur = Z aj 02j, 
j= l  
4 
for  - 0 A <~_ 0 < 0A, 
= Z bj(~r - 8) 2j, for 8 > 8A, (4.23) 
j= l  
4 
= + 012j, 
j= l  
for 8 < --SA, 
where the limits and coefficients depend on 5~. The slight ripple in the curves is due to the 
limited iteration, which in turn may be caused by the randomness of the measured Taylor error. 
The regions and coefficients are given in Table 16. Better accuracy can only be obtained near 
the real line in the left half-z-plane. 
Using the fixed accuracy boundaries, evaluation of f(z) occurs in two steps, excluding the 
original computation of coefficients to be stored. The first is to compute the boundary along the 
ray of the same phase, which needs negligible computer time. The next step is to compute the 
series terms, which is as fast as any series computation. Since accuracy is guaranteed, it need 
not be computed. Yet, if it is important, the estimate of error can still be made according to 
equations (4.7) to (4.22). 
Table 16. 
for n = 32. 
6e 0A 
.001 1.727 
.0001 1.948 
.00001 2.168 
.000001 2.419 
Center  series accuracy boundary.  Polynomial  approximat ion coefficients 
Coefficients 
aj  4.707 1.169 
bj 18.725 -8 .442 
aj 3.497 .8747 
bj 16.447 -6 .441 
aj 2.316 .6118 
bj 14.607 -5 .095 
aj  1.217 .5327 
bj 13.017 -4 .112 
0.3103 
4.309 
0.2317 
3.603 
0.08583 
3.585 
-0.1851 
5.092 
0.01010 
-0 .9810 
0.02052 
-1 .1485 
0.03869 
--2.228 
0.06365 
-10.708 
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5. ASYMPTOTIC  APPROXIMATION 
The asymptotic approximation was obtained from the differential equation (1.14), 
f ' ( ( )  = ~ -- f(~), (5.1) 
by formal solution of the convolution umber equation 
~, 1 1 
= - - ,  Y, (5.2) 
the result of which is given in equation (1.15), where ~ = 1/z. 
5.1. Digital Error  I I I  
Although the coefficients are exact integers, rounding errors occur in the products f i (  i. Round- 
ing errors within seven digits also start when ft5 = 14! = 87178291200. Therefore, we estimate 
the digital error from both the coefficients and the variable argument according to the variation 
as before, 
= 0.5 x 10 -7 If l, 
(~( ---- 0.5 X 10 -7 [([, 
(5.3) 
(5.4) 
(5.5) 
considering that the asymptotic oefficients have only a real part. 
5.2. Truncation Error II 
the  truncation error 5fu is defined here as the error of the approximation truncated after n 
terms. Although we cannot call this a "Taylor error", we treat it formally as such. 
rhe  exact truncation error is given in [7,8] as 
1 f0 °°Tne  -v  - -  ~ dT  =-- 5 fm.  (5.6) rn(z)  = ( - zp  z + 
We use the notation 5fiu for the exact theoretical truncation error, which is analogous to the 
Taylor series truncation error. 
The discontinuity of f(z) between the different sheets in the Riemann plane is 2ilre z. Therefore, 
the smallest discontinuity occurs along the negative real axis. Since the asymptotic approximation 
is a continuous analytic function, we can expect he smallest error if we choose the principal plane 
as -~r _< phase z _< ~r, which is the customary definition, except on the slit. Therefore, the true 
function calculation, and error calculation in equation (5.6), must be done in the same principal 
plane. 
The well-known estimate of Error II on the positive real axis is the first neglected term, 
(~fII ----- n! I(I n+l.  (5.7) 
This can also be used along the imaginary axis according to a formula by Henrici [7]. Another 
form is given by Olver [8]: 
n[ 
(~fII = - -  /' ln+l (5.8) 
1 + e i° ~ ' 
which is infinite along the negative real axis. The error at other phases of z, particularly along 
the negative real axis, is also analyzed by Olver [8]. However, our purpose is to find a simplified, 
if empirical, formula. 
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(a) D i rec t ion  0 = 0. (b) D i rec t ion  0 = 7r. 
F igure  31. E r ror  es t imates  of  asymptot ic  ser ies for n = 8, 10, 15. Ful l  l ine = t rue  
er ror ,  dot ted  l ine = t rue  t runcat ion  er ror  + es t imated  d ig i ta l  er ror ,  th ick  l ine = 
n=15.  
Although the integral in equation (5.6) is even more complicated than the original equation, 
we use it to evaluate the exact series truncation error, with which we can test an empirical error 
estimate. Its evaluation is done with the Taylor-Frobenius string of Section 3. 
In Figures 31a and 31b, the total relative error ~E = (~fII + ~fin)/f(z) is shown in logarithmic 
variables for a few different series lengths, and the true error, obtained from the Taylor-Frobenius 
string integration in double precision. Comparison shows excellent agreement for n = 8, 10, 12 
(not shown), and 15, but a slight random underestimate in the digital error region. 
We note that the approximation error on the negative real axis must always be at least equal to 
the magnitude of the imaginary part of the function, +$Tre -Izl , which is missing in the asymptotic 
approximation. Therefore, the quantity 7re -Izl is an error along the negative real axis that can 
never be undercut. Figure 32 shows the true error 5fm of the asymptotic series with five different 
lengths n, and the graph of the minimum error, which seems to be an envelope. Whether this can 
be proved theoretically, we could not ascertain. For example, we find the numerical equalities 
7re -Izl = ~flIt = 1.380789 x 10 -5, 
7re-lzl for z = -12.335, n = 12. (5.9) 
- 5¢IIt = 1.549207 x 10 -4, 
I/(z)l 
In Figure 33, the relative error boundaries according to ~ = (6fIu + 6fiii)/f(z) are shown, 
which were computed by solving the sum from equations (5.3) and (5.6) iteratively for a given 
5e 
" ~~~ \ n = 18 
D OOI  
.0001 
.00001~ n 8 
ooooo  , - : 
oooooo, \ \ \ \  
=08 z 
10 20 30 40 
F igure  32. T rue  Er ror  II o f  asymptot ic  ser ies for n ---- 8, 10, 12, 15, 18. Dot ted  l ine 
= er ror  7re -lzl. 
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~ 000001 
Figure 33. Error boundaries $¢ of asymptotic series for ~e as in Table 17. 
Table 17. Asymptotic series error boundary formula coefficients. 
~g n C O C1 C3 
0.0000001 15 21.91 --2.85 0.44 
0.000001 14 18.17 --2.77 0.44 
0.00001 12 15.74 --2.74 0.42 
0.0001 10 13.17 --2.61 0.41 
0.001 8 10.54 --2.43 0.38 
error. There is a noticeable corner of the curves on the left real axis. This is due to the continuous 
approximation of the discontinuous function, reflected in the discontinuity of the integral from 
equation (5.6). For each error boundary, the optimum length n was chosen, as listed in Table 17. 
Aa increase of n beyond 15 does not increase the accuracy significantly, due to the digital error. 
The optimum in Table 17 differs slightly from the approximate optimum derived heuristically 
with the aid of Stirling's formula [7]. 
The error boundaries of Figure 33 can be described by the empirical formula 
zT = ~0 +c ,  cos (~)+c3cos  (~) .  (5.1o) 
The values of the constants are given in Table 17. The approximation is such that the boundaries 
are slightly larger (into the more accurate region) at some places, but never smaller, than in 
Figure 33. 
In the following, we develop a simplified empirical formula for Error II. First, we investigate 
the truncation error from equation (5.7). In Figure 34a, the error term of equation (5.7) is shown 
along the positive real axis in (a) together with the true error, showing that the term overestimates 
the error. Along the imaginary axis the truncation error actually fits quite well (not shown), with 
only a slight overestimate. But along the negative real axis, shown in Figure 34b, the error is 
greatly underestimated. Therefore, the truncation error of equation (5.7) cannot be used as error 
estimate in the whole asymptotic region. 
However, we can make a slight empirical modification in equation (5.7), by shifting the error 
curve with a transformation 
zc = (1 + .55 - .163e 2 - .oos22e  4) z (5.11) 
250 W.C .  HASSENPFLUG 
8~ 
.0001 " ~ 
.00001 ~ ~ ,  
.000001 ~,,, 
.0000001 ~, .  
. o8 
/o io ~o ~o 
5c "-,', 
.001 "¢'" X 
oooooo. 
. .8  
1'0 20 3'0 '¢0 
(a) 0 = O. (b) 0 = ~r. 
F igure  34. E r ro r  I I  of asymptot i c  ser ies for n ---- 8, 10, 15. Ful l  l ine = t rue  t runcat ion  
error,  dot ted  l ine = first neg lected e lement ,  th ick  l ine = n = 15. 
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Figure 35. Error II of asymptot ic  series for n = 8, I0, 15. Full line = true truncation 
error, dotted line = estimated according to equation (5.12), thick line = n = 15. 
and using the empirically modified form of equation (5.7), 
n! 
(IfII = i zc ln+ z • (5.12) 
In Figures 35a and 35b, the empirical error of equation (5.12) is shown. It fits the true error 
fairly well with a slight overestimate, xcept for large overestimates in the higher error region at 
larger series lengths. However, using appropriate series lengths for different required accuracies, 
we find the error estimate from equation (5.12) good. 
A general error estimate, not using the knowledge of the true truncation error, is based on the 
Taylor series error theory in Section 3.2.1. 
The "measured" unbalance of the differential equation (5.1) is 
_~ 1 (5.13) 5r ---- f'((:) -I- f((~) - 
---- n! ~n-1, (5.14) 
where f(~) is the asymptotic approximation with n elements, and therefore f '(¢) contains only 
n -  1 elements. On the other hand, according to the principles in Section 3, the error is a variation 
of the differential equation (5.1) 
~r = ~:' + ~ ~:. (5.15) 
1 
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The hypothesis of the unbalance theory is that the truncation error is of the form of the Taylor 
truncation error in equation (3.8), 
~fII = ~a~ n+l, (5.16) 
where fia varies so slowly with ~ that it can be approximated by a constant in the differential 
equation (5.15). Substitution of equations (5.13) and (5.16) in equation (5.15) results in 
n! 
~a-  1 + (n + 1) ( '  (5.17) 
n! ~n+l  fn+l~n+l  
~f l I= l+(n+l ) ( - -  l+(n+l )¢"  (5.18) 
Equation (5.18) is a modified form of the truncation error of equation (3.8) for a pure integral, 
while here it applies to the series solution, albeit formM, of a differential equation. It is similar 
to the form given by equation (5.8) from [8], but only infinite at the one point on the negative 
reid axis, 
z = - (n  + 1). (5.19) 
Because this point is now known, an error estimate according to equation (5.19) can always be 
confined to the half-plane x > - (n  + 1), on the right of this limit it is a safe estimate. 
In Figures 36a and 36b, the true truncation error from equation (5.6) is compared to the error 
estimate ~fn from equation (5.18). The dotted line in Figure 36a can hardly be seen because it 
is too close to the line for the true error. The limit due to the singularity is shown in Figure 36b 
by the vertical dotted lines. It is clear that this limit severely restricts the useful asymptotic 
accuracy boundary on the negative half-plane to x < - (n  - 1). But in absence of a formula for 
the true error as equation (5.6), it is the only derived simple estimate we have. As it turns out, 
this limitation hardly does any harm. The boundaries according to Table 17 are still the same, 
due to the choice of different optimum series lengths. In a general case, therefore, where we have 
no formula like equation (5.12) available, equation (5.18) is available. 
~c 
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oooooo, \ \ \  
 ,-08 \ \ \  
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(a)  8 = 0. (b)  8 = lr. 
F igure 36. Error II of asymptot ic  series for n = 8, 10, 15. Full line = true t runcat ion 
error, dotted line = est imated according to equation (5.18), thick line = n = 15. 
The corresponding total error estimate ~f = ~flI + ~fIII, according to the simplified error 
estimate for fifn from equation (5.12), compared to the total true error is shown in Figures 37a 
and 37b, for three series lengths. The accuracy boundaries from this error estimate are not 
significantly different from those shown in Figure 33. 
We note that the limiting relative accuracy of about 10 -7 is determined by the digital error. 
Therefore, corresponding higher accuracy can be obtained in double precision, using the same 
theory, and testing the theory with the double precision Taylor-Frobenius string. 
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F igure 37. Total error  of asymptot ic  series for n = 8, 10, 15. Full line = t rue 
t runcat ion error + est imated digital error, dotted line = est imated Er ror  I I  + I I I  
according to equat ions (5.3) and (5.12), thick line = n = 15. 
6. TAYLOR SERIES SEQUENCE 
In this section, the direct solution of the differential equation (1.3) by Taylor series, and its error 
analysis, for the region between center and asymptotic series is developed. Several Taylor disks 
will be required, starting either from a point in the region of the center series or the asymptotic 
approximation. Each new disk must then start with the center at the boundary of the previous 
disk, forming a sequence of semi-disks, similar to Section 3. Only the annular egion between the 
asymptotic and center boundaries need to be covered, therefore, we expect o obtain a value of 
the function f ( z )  with very few disks. To distinguish this from the theoretically infinite string 
of Section 3, we call this a Taylor semi-disk sequence .  The difference is that each Taylor disk in 
the string is independent of the others, while in the sequence, each Taylor disk uses the initial 
value of the function from the edge of the previous disk. Therefore, generally, we would expect 
the accumulated error to increase along a Taylor sequence. As such, this Taylor sequence is the 
numerical implementation of analytic continuation. 
The Taylor series is expanded around any finite point z0 ~ 0 in the z-plane. With the trans- 
formation 
z - z0 (6.1) 
U - -  - -  , 
P 
the differential equation (1.3) becomes 
f ' (u )  = p f (u )  - b(u), (6.2) 
b(u)  = - P . (6.3) 
zo + pu  
The purpose of the scaling factor p is to keep the Taylor coefficients within the bounds allowed 
by the computer. The theoretical radius of convergence of the Taylor disk is 
pth=zO . (6.4) 
We choose a preliminary numerical radius of convergence 
p=rcPth .  (6.5) 
In the examples in this section, we have used rc = 0.7 throughout. Experiments with other ratios 
have not changed any results significantly. 
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The series solution is obtained from solving the convolution umbe~ equation 
7 '=pf  -b, 
-~ = p-~, 
253 
(6.6) 
(6.7) 
where ~ is obtained from the binomial expansion of (z0 + pu) -1. The initial value f0 at z0 for 
tile first disk must be supplied either from the center series of Section 4, or from the asymptotic 
approximation of Section 5, with a corresponding error estimate. 
The purpose is now to find an error estimate of the Taylor series, and furthermore to find 
tile numerical radius ur in any direction c~ from z0 where this error is reached. To test the error 
estimate, a true function value calculation is made using the Taylor-Frobenius string of Section 2, 
either in single precision or in double precision. 
6.1. Taylor Series Er ror  
The theoretical Taylor remainder error, from equation (3.8) in Section 3, is 
~f,,t = fn+J  ~+1. (6.8) 
Because we use constant length n convolution algebra, the element fn+l is obtained from the last 
element of the derivative, f~, as in Section 3, 
fn+l = f~ P 
n + 1" (6.9) 
With a given required accuracy of e, we estimate a preliminary radius of convergence 
= ff e ~:/(~+:) 
Ur \ ~-~ ] , (6.10) 
zr =pur. (6.11) 
In the original article [5], it was recommended to use the unbalance of the differential equation 
as error estimate, 
5r = f'(u) - pf(u) + b(u). (6.12) 
In equation (6.12), the functions f(u) and f'(u) are computed by the Taylor series, and b(u) is 
the explicit function in equation (6.3). In equation (6.12), the function f must be consistent, 
therefore f '(u) is computed with only n - 1 elements. 
With the preliminary radius of equation (6.10), using a target error of 10 -5, the three types of 
error above are shown for a typical case in Figures 38a and 38b. In Figure 38a, a cross section 
along a vertical ine normal to the radial line is taken, which is parallel to the imaginary axis, and 
in Figure 38b, a cross section along a line horizontal along the real axis is taken. For this example, 
z0 -- 10.052 was chosen, and the initial value f0 was computed exact with the Taylor-Frobenius 
string of Section 2. On the scale that the errors are plotted, the digital error is not visible. 
In Figure 38a, the true error is slightly less than the Taylor error 5fnt on both sides. In 
Figure 38b, we find that the true error is smaller than the Taylor error on the right boundary. 
But on the left boundary the true error is larger than the Taylor error 5fro, therefore 5flit is 
an underestimate, and a better estimate must be found. We also find in all four cases that the 
unbalance 6r is larger than the other errors, therefore, would be a safe error overestimate. 
In Figures 39a and 39b, the center of the Taylor disk is slightly altered, to z0 = 10.083. The 
behaviour of the error has completely changed on, and only on, the right boundary in Figure 39b. 
The true error is very much larger than any other on the right half of the disk, even though it 
becomes less than 5r on the right boundary (not visible in the figure). Therefore, 5r is not a safe 
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Figure 38. Error estimates ofTaylor series for n = 40 at zo = 10.052. Thick line = 
true error, thin lines = estimated errors, inner thin line = unbalance of D.E., outer 
thin line = 6flit. 
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Figure 39. Error estimates ofTaylor series for n = 40 at zo = 10.083. Thick line = 
true error, thin lines = estimated errors, inner thin line = unbalance ofD.E., outer 
thin line = 6/IIt. 
est imate anymore. The situat ion is particularly bad because the function magnitude decreases 
to small values at the right boundary, so that  the relative error becomes even worse. 
It is apparent that  a large error in the direction of the real axis occurs, and that  the magnitude 
of this error is random. To test the presumption of the randomness of the magnitude of this 
error, we computed the true error 100 times on the boundaries along the two cross sections with 
slightly varying center z0 -- 10 + 6z0. The results are shown in Figures 40a and 40b, which 
show clearly how a large error occurs randomly only on the right side of the Taylor disk, along 
increasing z on the real axis, depending on very slight variations of z0. These, of course, cause 
very slight variations in the initial value f0, due to the random digital error. From these results, 
the selection of z0 in Figures 38 and 39 were taken. 
As the next experiment, we establish that  the large error is due to a contaminat ion of the 
coefficients larger than only the last digit. For this purpose the coefficients were computed in 
double precision, then converted to single precision, so that  a random last digit error is again 
introduced. Let these new single precision coefficients be denoted by Df .  In Figure 41a, the 
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Figure 40. Maximum random error search for n -- 40 near zo ---- 10. 
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Figure 41. Errors in f for n = 40 in horizontal cross section. 
corresponding true error f (u) - U .  D"] is shown, and can be seen to have vanished except for 
the residual Taylor t runcat ion error. We have then taken the difference between the single and 
double precision coefficients, denoted by A f ,  and plotted the corresponding Taylor series U .  A~,  
in F igure 41b, which can be seen to be exact ly  the large part  of the error. The coefficients A f  
are much larger than  a random digital  error of f ,  for example,  
f l0 = 1.373052E-03, Dflo = 1.372277E-03, A l l0  = 7.753715E-07.  
Therefore, we have establ ished exper imental ly  that  a large error may occur in the direct ion of 
the real axis, dependent  on a random error in f0- But the error coefficients A~ are not random; 
they  represent an exponent ia l  type function. 
We will classify this error as Type  IV. 
6.2.  Tay lo r  E r ror  I I  
F i rst ,  we a t tempt  to find a better  est imate of the Error  II, s imilar to the "measured" Error  I I  
of Section 3 or 4. 
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The unbalance of the differential equation, (fr, is a kind of "measurement" onwhich we base the 
"measured" Taylor error. We can arrive in two different ways at an expression of the unbalance. 
For this derivation, let us denote the true theoretical function by f ,  and the approximation by 
the truncated Taylor series by f + (ffii. Then the differential equation (6.2) can be written 
1 
f '  - p f  + - = r ,  (6.13) 
z 
1 
f' + ~f[I - P (f + ~fll) q- - = r -l- ~r. (6.14) 
z 
In equation (6.14), ~r consists mainly of the Taylor truncation error due to the expansion of the 
function 1/z in equation.(6.3). Furthermore, for the exact solution r = 0, and therefore, equation 
(6.14) becomes 
f' + ~f[I - P (f + 6fII) + 1 = ~r. (6.15) 
z 
Equation (6.15) describes exactly how ~r, which is the unbalance of the differential equation, was 
determined. On the other hand, taking the Taylor variation only of equation (6.13), we have 
~ f~! - P~ fll = ~r, (6.16) 
which is the same as equation (6.14) - equation (6.13). 
Starting with the hypothesis that the Taylor error has a form similar to the Taylor remainder 
term of equation (3.9), we assume that the truncation error of the series with length n is 
~fH = (fa u n+l. (6.17) 
The phantom number 0 in the remainder formula (3.9) is not independent of the radius u, or its 
direction, yet we assume that it varies so slowly that 6a can be treated as a constant when we 
substitute ~fI! of equation (6.17) in the differential equation (6.16). Therefore, 
~f[! - P~f l I  "~ ~a ((n + 1)u n - -  pu n+l )  ---- 6r. (6.18) 
Following from equations (6.16)-(6.18), 
~a -- 
(~flI --  
(n + 1 - pu)u n' (6.19) 
(fr u (6.20) 
n+l  -pu  
We notice immediately that the estimate of equation (6.20) has a singularity at Az ---- n + 1, 
which is not removable because fir is computed with finite quantities. We conclude that with 
equation (6.20) we cannot make an estimate of the Taylor error beyond a distance of Az in the 
positive direction from z0. 
We note that equation (6.20) includes the form of the "measured" Taylor error estimate of 
the pure integral of Section 3, where fir is the measured ifference of the true integrand and its 
truncated Taylor series. The derivation above is the generalization of the Taylor error estimate 
when the Taylor series is the solution of a differential equation. Similar to Section 3, the computed 
Taylor error (ffli is contaminated by the digital error in fir. 
6.3 Digi ta l  E r ror  I I I  
Digital Error III is determined according to Section 3.2.1: 
(~fIII : (~ff I I I  -{- (~ufIII, (6.21) 
 ffi,, = 0.5 × 10 -7  (IS .l +  lf ,,I)lul , (6.22) 
JufIII = If'l~u, (6.23) 
Ju = 0.5 x 10-71ul. (6.24) 
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The sum of Errors II + III was the total estimated error identified for the truncated Taylor 
series of the pure integral, according to Figure 14 in Section 3. If Error III is added to the 
estimated error in Figure 39b, it will not make a visible difference in the estimated error (in 
the linear scale). Therefore, we conclude that in the case of a Taylor series computed from a 
differential equation, this error estimate is not correct. 
6.4. Stability Error IV 
We identify Error IV as the result of an instability in the solution process. The convolution 
solution uses pointer numbers [5], which means that the series coefficients are obtained by a 
recursion procedure, which is the numerical solution of the finite difference quation 
(n + 1)fn+x = Pfn - b,~. (6.25) 
It is well known that such a finite difference solution may be unstable, see [3, Sections 7 and 5.3], 
also called static instability in difference approximations of differential equations [11]. Here it 
is due to an exponential solution of the homogeneous equation. If the homogeneous differential 
equation has a solution with fast increasing magnitude, then any numerical solution of the dif- 
ferential equation (6.2) will be contaminated by the homogeneous solution. The error equation 
due to the homogeneous differential equation corresponding to equation (6.2) is 
5f' - p6f = O, (6.26) 
and with an initial value 5f0 has the solution 
6 f(u) = 5 foe °u, (6.27) 
which is similar to the Error IV identified before. Therefore, we call Error IV the stability error 
(using stability as a generic term for stability and instability). In this context, we will call the 
function 6f(u) the stability function and 6f0 its amplitude. 
However, the Error IV is slightly different from the homogeneous solution, because it is also 
generated by the digital errors in the coefficients b in equation (6.6). We make the hypothesis 
that a maximum digital error in b can occur 
(fb(u) -= U.  5b, 5b = -0.5 × 10 -7 T-~. (6 .2s )  
The negative sign is explained later. Then we solve the differential equation derived from the 
variation of the nonhomogeneous equation (6.2) with respect o digital error, 
cff' - p~f  + ~b = 0, (6.29) 
with a Taylor series, by solving the convolution umber equation 
= p - (6 .30)  
with the initial value 
6f0 = 0.5 × 10 -7 If0{ + ~f(zo). (6.31) 
Here 6f(zo) is the estimated error at the boundary of the previous disk, whether this is the center, 
the asymptotic, or a previous Taylor disk in the sequence. We assume that each f(zo) supplied to 
the Taylor disk is contaminated by an error 6f(zo), which must also be supplied. The - sign in 
equation (6.28) is introduced to get the worst condition, which is that the error due to ~b and ~f0 
sum up. The solution of equation (6.29) is the stability function ~flv. Its amplitude is random, 
similar to the digital error, therefore, in our estimate we must allow for its maximum amplitude. 
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Unfortunately, the solution of equation (6.29) takes as long as the original solution for f ,  which 
means that the determination of the stability error doubles the computing time. 
Some remarks about the generality of equation (6.29) may be in order. It is equally valid for 
the homogeneous equation, when fb = 0. In that case, the solution of the original differential 
equation (6.2) is the exponential function, and the solution of equation (6.29) is the small ampli- 
tude exponential function of equation (6.27), which is simply a very small error of the solution 
of the original exponential function. The convolution solution of equation (6.30) is the proper 
truncated exponential function representing the stability error in the Taylor expansion. 
Equation (6.29) is equally valid and as easily solvable when the differential equation (6.2) is 
complicated and no simple known solution as in equation (6.27) is known. It is equally valid if 
there is no unstable solution at all, in as much the result is a zero function. That is the case 
in the asymptotic series, which has no initial value that could be contaminated with an error. 
Furthermore, the asymptotic series coefficients increase so fast that a possible unstable error 
would be drowned. 
Equation (6.30) does not replace the digital error f fro, which it resembles in the degenerate 
case when the differential equation (6.2) is a pure integral, where the solution of equation (6.30) 
degenerates into f f  = 0.5 × 10 -7 lb .  The reason is that a sequence of two errors occur. First, 
we get the contaminated solution of f due to the rounding error in b, but second, the solution 
is rounded, which produces the additional previously identified error f f ro .  
Note also the similar appearance of equations (6.29) and (6.16), where in the latter fir ~ lb. 
The difference is, however, that the independent variation fb in equation (6.29) is digital as 
determined by equation (6.28). In equation (6.16), the independent variation fir is the Taylor 
truncation error, as measured in equation (6.15). 
To make small as well as large errors visible, we use a logarithmic scale for the error in the 
following figures. We also plot error graphs beyond the estimated Taylor disk to demonstrate he 
different characteristics better. 
In Figure 42, all the four partial errors are shown again in both cross sections. Due to the 
logarithmic scale, it is approximately the echelon curve that will make up the total error estimate. 
The distinct regions in every disk where particular error types dominate are clearest in Figure 42b. 
On the outside, the Taylor Error II dominates. From the center to the left, the Digital Error III 
dominates, and from the center to the right, the Stability Error IV dominates. 
In Figures 43a and 43b, the total error estimate and the true error are shown in both cross 
sections. Within the thick line of the graph, the estimated and true errors match perfectly, except 
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(a) Vertical cross section. (b) Horizontal cross ection. 
Figure 42. Partial error estimates of Taylor series for n ---- 40 at zo = 10.083. 
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(a) Vertical cross section. (b) Horizontal cross section. 
Figure 43. Total error estimate and true error of Taylor series for n -- 40 at zo ---- 
10.083. Thick line --- true error, thin line --- estimated error (partially masked by 
thick line), dotted line ---- computed function magnitude. 
that the true error has random lower values in the region dominated by the digital error. The 
function magnitude, shown by the in dotted line, is the one computed with the series solution, 
containing the error. It is clear from the magnitude of the error, where the function value is valid 
and where it is not. 
We need to point out again that the error estimate includes the maximum of the random 
stability error, which will not be reached as close by the true error in every Taylor disk as in the 
example of Figure 43b. 
At z = 0, the truncated Taylor series is finite, f (z  = 0) is infinite, therefore, the true error 
is infinite. This infinite true error is not shown in the figures. The error estimate at z = 0 is 
also infinite, which is due to the term 1/z in equation (6.15). However, we should not attempt 
to compute an estimated error at a disk radius equal to or beyond the theoretical convergence 
radius. 
We have now made further experiments by injecting an artificial error of 5.]'0 = 10 -6 in the 
initial value of f0 in the same example shown in Figure 38b, which displayed no stability error. 
By this, we simulate the additional error 5f(zo) that will appear in every Taylor disk that follows 
a previous center, asymptotic, or Taylor disk, and uses its contaminated function value as new 
initial value. The Taylor coefficients in f are obtained again from equation (6.6), with this 
contaminated initial value f0. The error estimate and the true error are shown in Figures 44a 
and 44b. 
In the vertical cross section, Figure 44a, the error is practically equal to 5f0 over most of 
the inner region of the disk, where it dominates the digital error. Only at the outer edges it 
blends into the larger Taylor error. This is more or less the intuitively expected behaviour. In 
the horizontal cross section, however, Figure 44b, we can see that the error rises steeply to the 
right, which is the stability error with increased amplitude due to 5f0. Surprisingly, the opposite 
happens on the left. The stability function decreases, forcing the total error actually below the 
initial value error 5f0, until the digital error is reached, about as low as the error at the same 
position in Figure 43b. Only from then on the error increases as the Taylor error takes over. 
In this estimate, the stability error is not random, because its amplitude is dominated by the 
given initial value 5f0. Therefore, the stability function will always reduce the initial error in the 
stable direction, which in the case of this example, is towards the left on the real axis. 
6.5. Tay lo r  Disk Rad ius  
The maximum radius at which a prescribed accuracy in a Taylor disk is reached can be found 
by solving the error equations inversely. This is done by the finite difference approximation of 
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(a) Vertical cross section. (b) Horizontal cross section. 
Figure 44. Total error estimate and true error of Taylor series for n = 40 at zo = 
10.052, with error 10 -6 in initial value f0. Thick line = true error, thin line = 
estimated error (partially masked by thick line), dotted line = computed function 
magnitude. 
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(a) Cross section direction -157.5 °, 5fo = (b) Cross section direction 22.5 °, 5fo = 
2.294E-07, target error = 10 -6. 1E-06, target error = 5 x 10 -6. 
Figure 45. Total error estimate and true error of Taylor series for n = 50 at z0 = 
3.317336 + i 1.374086, with error 5fo included in initial value fo. Thin line = 5fm, 
thick line = total 5e estimate, • = initial and final iteration points. 
the Newton Raphson iteration method, start ing with an est imated radius from equat ion (6.10), 
and iterat ing along a radius in prescribed irection from the center z0. We consider only the 
relative error ~ = ~f / t f l  to be useful here. This does not add complicat ion to the numerical 
iteration. Logarithmic variables are used. The iteration is kept short by not allowing more than 
four iterations. If convergence is not reached, a radius of a fraction of the last is taken. 
Typical  error curves in logarithmic variables are shown in Figures 45a and 45b. 
The curves have a bucket shape. The bottom is made up by the digital error, as in (a), or by 
the stabil ity error, as in (b), the sides by the Taylor error, and the rim by the l imit where error 
and computed function become of equal order. The convex shape of the bot tom of the bucket in 
Figure 45a can be caused by two different conditions along the radius. 
CONDITION 1. The relative error decreases due to increasing reference function value. 
CONDITION 2. The relative error decreases due to the stabi l i ty function. 
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Because of this convex shape, the radius can only be found iteratively on the wall of the 
bucket, above a minimum relative error of about 10 -6. These, of course, are characteristics of
the particular function treated here. 
With the determination of a convergence radius as above, the convergence r gion of Taylor 
disks around a few random centers are shown in Figure 46. Due to the stability error, they have 
a rounded semi-circular shape with the apex directed approximately towards the left. 
Figure 46. Taylor series accuracy boundaries for n = 40 at various centers zo. 
Simulated 6fo = 10-6fo,  target  error 6e = 5 x 10 -6.  
6.6. Tay lo r  Disk Sequence  
We will now call the region in the z-plane from the asymptotic boundary to infinity the asymp- 
totic region, the region within the center boundary the center region, and the remaining near 
annular egion in between, the Taylor region. 
The purpose of the Taylor disk is to reach a target point in the Taylor region by a sequence. 
The results that cumulate in Figure 46 dictate that the sequence must always be directed within 
a 180 ° sector to the left. We will, therefore, only use the left semi-disk of the Taylor disk. 
Consequently, the Taylor disk sequence must originate on the right half-plane of the target 
point. When the target point is in the right half-z-plane, the sequence must then originate in 
the asymptotic region. We realize now, that for the application of the Taylor disk sequence, the 
asymptotic series is not only convenient, it is also a necessity. In the right half of the z-plane, 
we can choose a path for the sequence radially inwards towards the origin, for example, as in 
Figure 47a. 
Starting in the asymptotic region, we have now the possibility to determine an accurate value 
of the function f(1), which was required to compute 7 in equation (1.11) or (1.12), provided 
the center series is afterwards found to converge accurately at z -- 1. This means that we are 
completely independent of the Taylor-Frobenius string to develop the center Frobenius eries. 
When the target point lies in the left half of the z-plane, there are two possibilities. We can 
start the sequence in the z-plane vertically above or below the target point in the asymptotic 
region, and move with the Taylor disk sequence along a vertical path towards the target point, 
without crossing the real axis to satisfy Condition 1. Such a case is demonstrated in Figure 47b. 
However, even towards a decreasing function to the left, the relative error decreases. This 
is due to the fact that within a certain sector, Condition 2 is stronger than Condition 1. Two 
extreme xamples are shown in Figures 48a and 48b. The results are shown in Table 18. The 
target relative error is reached even after the accumulative error of so many disks. 
The relative error decreases strong enough if we move radially outward from the center to the 
left within a segment of +45 ° from the axis. 
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(a) Vert ica l  cross sect ion.  (b) Hor i zonta l  cross sect ion.  
F igure  47. E r ro r  es t imates  of Tay lor  ser ies for n = 40 at  z0 = 10.083. Th ick  l ine = 
t rue  error,  th in  l ines = es t imated  errors,  inner  th in  l ine = unba lance  of D.E. ,  outer  
th in  l ine = 5fro. 
(a) (b) 
F igure  48. Long Tay lor  semi -d isk  sequences through regions of increas ing  and  de- 
c reas ing  funct ion.  
Tab le  18. Resu l t s  of Tay lor  sequences in F igures  48a and  48b. 
F igure  48a F igure  48b 
zo = 11 +518 
fo = 2 .555060E-02  4-i -3 .848533E-02  
Number  of d i sks  ---- 8 
z = --1 +5 --18 
f(z) = -- 1 .790794E-05  + i  5 .538849E-02  
Es t imated  5e = 1 .003E-06  
True  5e = 3 .791E-08  
zo = 22 +54 
f0 = 4 .226571E-02  + i  -7 .374790E-03  
Number  of d isks  ---- 7 
z = -15  + i4  
f(z) = -6 .627452E-02  + i  -1 .916867E-02  
Es t imated  5e ---- 3 .032E-07  
True 5e = 7 .450E-09  
Many rules according to which path a Taylor sequence should follow could therefore be con- 
structed. Two possible examples are given by the diagrams in Figures 49a and 49b. 
We have made some systematic tests with sequences in the direction according to Figure 49a, 
for a target accuracy of ~¢ = 10 -6. The target points were chosen at the of the end of the paths 
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Figure 49. Possible paths of Taylor semi-disk sequence. 
Table 19. Radii in Taylor sequences for 5~ --- 10 -6. 
n 10 20 30 40 50 
Ur 0.3 0.6 0.7 0.8 0.9 
in Figure 49a. The highest error estimate at the target point was 1.2 x 10 -6 on the left real 
axis. The computing time was fairly constant for each n along the same line, the shorter lengths 
requiring more disks, varying from 1 to 8. But computation times are large. Considering that a 
target point may lie anywhere between near the asymptotic boundary, requiring only one disk, 
to near the center boundary, smaller n can be used. The average computation time is then of the 
same order as for the Taylor-Frobenius string of Section 2. The advantage in computation time 
of the Taylor sequence occurs only when many values along the same sequence are computed. 
Each computation then only takes 1/1000 of the time for a Taylor-Frobenius string. 
One result that emerged was that the radius in terms of the transformed variable u was fairly 
constant for each disk in any sequence for the same length n. Accordingly rounded conservative 
numbers are given in Table 19. 
With these fixed radii, a relative error of 10 -6 was never exceeded. Using these fixed radii, 
thereby eliminating new error estimate, computing time is about halved. 
6.7. App l i ca t ion  
The methods to determine the series and accuracy boundaries which are described in the 
previous sections are quite general and can be applied to any such type of function. However, 
the direction of a Taylor sequence according to Figure 49a or 49b is a particular property of 
this function, equation (1.1), and the following applies, therefore, to this function only. Similar 
techniques could be applied for similar functions defined by similar definite integrals. 
For this particular function, one could compute a few Taylor sequences of semi-disks that cover 
the whole Taylor region, and store the coefficients for computation. However, before that effort is 
made, the Taylor coefficients can be cleaned up, denoted by Dr ,  to remove the stability error. We 
have done this as in Section 6.1, by computing the coefficients in each disk in double precision, 
and then storing them in single precision. Of course, this method cannot be carried over to 
double precision clean Taylor coefficients. For that purpose, a mathematical program with more 
than double precision length would have to be used to generate the clean Taylor coefficients. 
The advantage of the clean Taylor coefficients is that a complete circular disk of the same 
radius can be used. It turns out that double precision computation is essential to get effectively 
circular Taylor disks in single precision. 
264 W.C .  HASSENPFLUG 
Of course, the stability error is not completely removed. It is merely that the factor 0.5 x 10 -7 
error in equations (6.28) and (6.31) must be replaced by the double precision counterparts, which 
in our computer is 0.5 x 10 -16, for the correct estimate. Using a different notation for the double 
precision values, 
5Db(u) - U.SD'b, 5D-6= -0.5 x 10-16~,  
5Dr0 = 0.5 x 10 -16 If01 + 5f(zo). 
(6.32) 
(6.33) 
An error in 5f(zo) as in equation (6.33) will cause the same large stability function as in the single 
precision case. It is, therefore, essential that the initial value f0 in Df  must have double precision 
accuracy. For this we have the double precision Taylor-Frobenius string available. Of course, the 
initial value f0 in the clean coefficients Df  is again contaminated by the single precision digital 
error as in equation (6.31), but it has not been used to generate the other coefficients in Dr ,  and 
it must not be used in the new error estimate 5Dfiv. 
The error estimate consists then of the same contributions 5fII and 5fill from equations (6.20), 
and (6.21) to (6.24), respectively, and the contribution 5Dfiv from a modified equation (6.29) 
5Dr ' -  pSDf + 5Db = O. (6.34) 
We have computed the error estimate and true error with the clean Taylor coefficients D 7 for 
the same disk as in Figure 43, using the appropriate stability error estimate 5Dfiv. The result 
is shown in Figure 50a. Within the indicated disk, which has the fixed radius from Table 19, the 
error is easily below the target of 10 -6 on both sides of the disk. 
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(a) D 7 with Dfo .  (b) D 7 with 5f0 -- 10 -6. 
Figure 50. Error estimates of Taylor series for n -- 40 at zo = 10.083. Double 
precision generated single precision coefficients. Thick line = true error, thin line = 
estimated error. 
To verify that the stability function is correct, we have used the same initial conditions with 
an injected error of 5fo = 10 -6, as for Figure 43, in both the error estimate and the computation 
of 5D f .  The result is shown in Figure 50b, and can be seen to be practically the same as for 
Figure 44b, considering that Figure 50 shows the relative error, and f(zo) = 0.09086844. 
A complete covering of the Taylor region with 15 circular disks is shown in Figure 51, for 
n -- 20, using the radius from Table 19. Because of the Hermitian symmetry of the function f(z), 
only the top half-plane needs to be covered. This is not a sequence any more, and the initial 
values in each disk are computed accurately with the Taylor-Frobenius string, or alternatively 
with a Taylor sequence with very small target error. The result is that the boundary error in 
each disk is actually less than 5 × 10 -7 .  All coefficients, center positions, scaling constants p 
( 
120 
f 
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Figure 51. Covering with 15 Taylor disks for 5e = 10 -6, n (center) = 32, n (asymp- 
totic) = 8, n (Taylor) = 20. 
and radii,  plus the coefficients of the center and asymptot ic  series, make up about  710 numbers.  
This is approx imate ly  equivalent o two pages of s tandard  tables. This information can be 
considered to be equivalent o f ixed-point abu lated values with Taylor series as interpolat ion 
formula. Computat ion  t ime for any one value of f (z)  is now fast, with 0.0022 average, which can 
be referred to the t ime measurement of equation (1.16). 
Pract ical  use of such a table would be to compute the function f (z)  = eZEl(z) accurate ly  
within six digits, perhaps when approximat ion formulas are not accurate enough, or have to be 
tested. 
The other extreme of accuracy is the covering for a relative accuracy of only 10 -3. Only  one 
single Taylor series with length n = 20 is required, at z0 = 6.5 + ~6, to cover the Taylor region, 
shown in F igure 52. It  has a radius of zr = 6.64114. The center series is stil l computed  with 
length n -- 32, but  the asymptot ic  series with n = 8. 
Figure 52. Covering with a single Taylor disk for 5e = 10 -3, n (center) = 32, n 
(asymptotic) = 8, n (Taylor) = 20. 
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