We consider the problem of estimating the KL divergence between two discrete probability measures P and Q from empirical data in a non-asymptotic and possibly large alphabet setting. We construct minimax rate-optimal estimators for D(P Q) when the likelihood ratio is upper bounded by a constant which may depend on the support size, and show that the performance of the optimal estimator with n samples is essentially that of the Maximum Likelihood Estimator (MLE) with n ln n samples. Our estimator is adaptive in the sense that it does not require the knowledge of the support size or the upper bound on the likelihood ratio. Our approach refines the Approximation methodology recently developed for the construction of near minimax estimators of functionals of high-dimensional parameters, such as entropy, Rényi entropy, mutual information and 1 distance in large alphabet settings, and shows that the effective sample size enlargement phenomenon holds significantly more widely than previously established.
I. INTRODUCTION
The Kullback-Leibler (KL) divergence is an important measure of the discrepancy between two discrete distributions P = (p 1 , · · · , p S ) and Q = (q 1 , · · · , q S ), defined as [1] 
Like the entropy and mutual information [2] , the KL divergence is a key information theoretic measure arising naturally in data compression, communications, machine learning, and many other disciplines. Given m independent samples from P = (p 1 , · · · , p S ) and, independently, n independent samples from Q = (q 1 , · · · , q S ) over some common alphabet of size S, we would like to estimate the KL divergence D(P Q). Throughout the paper we use the squared error loss, i.e., the risk function for any estimatorD is defined as L(D; P, Q) E (P,Q) |D − D(P Q)| 2 .
The maximum risk of an estimatorD, and the minimax risk in estimating D(P Q) are defined as
respectively, where U is a given collection of probability measures (P, Q), and the infimum is taken over all possible estimatorŝ D.
A. Background and main results
There have been several attempts to estimate the KL divergence for the continuous case, see [3] - [8] and references therein. These approaches usually do not operate in the minimax framework, and focus on consistency but not rates of convergence, unless strong smoothness conditions on the densities are imposed to achieve the parametric rate (i.e., n −1 in mean squared loss). In the discrete setting, [9] and [10] proved consistency of some specific estimators without arguing minimax optimality. We note that in the discrete case, if the alphabet size S is fixed and the number of samples m, n go to infinity, the standard Hajek-Le Cam theory of classical asymptotics shows that the plug-in approach is asymptotically efficient [11, Thm. 8.11, Lemma 8.14] . The key challenge we face in the discrete setting is the regime where the support size S can be comparable to or even larger than the number of observations m, n, which classical asymptotics fails to address.
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In the large alphabet setting, there has been a recent wave of interest in functional estimation of high dimensional parameters, e.g., the Shannon entropy H(P ) = S i=1 −p i ln p i [12] - [15] , the mutual information, the power sum function F α (P ) = S i=1 p α i for any α > 0 [15] and the Rényi entropy H α (P ) = ln Fα(P ) 1−α [16] . Moreover, it is observed that there exists a general methodology, termed Approximation, that can be applied to design minimax rate-optimal estimators whose performance with n samples is essentially that of the MLE (maximum likelihood estimator, or the plug-in approach) with n ln n samples. This phenomenon is termed effective sample size enlargement in [15] . Now we consider the estimation problem of KL divergence between discrete distributions in a large-alphabet setting. Motivated by [12] - [15] , [17] , for the choice of U, one may allow P to be any distribution which is absolutely continuous with respect to Q with alphabet size S, i.e., U S = {(P, Q) : P, Q ∈ M S , P Q} (where M S denotes the set of all probability measures with support size S). However, in this case, it will be impossible to estimate the KL divergence in the minimax sense, i.e., R minimax (U S ) = +∞ for any configuration (S, m, n) with S ≥ 2. Intuitively, this is because we can fix some p i > 0 and tune q i arbitrarily close to zero. A rigorous statement and proof of this result is given in Lemma 19 of the Appendix.
It therefore seems natural to consider an alternative parameter set with bounded likelihood ratio:
where u(S) ≥ 1 is an upper bound on the likelihood ratio. Since u(S) = 1 forces D(P Q) to be zero, which is the trivial case, throughout we will assume that u(S) ≥ c for some universal constant c > 1.
The main result of this paper is as follows.
Theorem 1.
For m S/ ln S, n Su(S)/ ln S, u(S) (ln S) 2 and ln S max{ln m, ln n}, we have 
and our estimatorD A in Section III achieves this bound under the Poisson sampling model, and is adaptive in the sense that it does not require the knowledge of S nor u(S).
The following corollary is a direct result of Theorem 1. Note that ln S ln n and n Su(S)/ ln S have already implied that ln S ln u(S), and thus ln(Su(S)) ln S. Corollary 1. For our KL divergence estimator, the maximum mean squared error vanishes provided that m S/ ln S and n Su(S)/ ln S. Moreover, if m S/ ln S or n Su(S)/ ln S, then the maximum risk of any estimator for KL divergence is bounded away from zero.
Next we consider the performance of the plug-in approach and check whether it is minimax rate-optimal or not. Since it may be possible thatp i > 0 andq i = 0 for some i ∈ {1, · · · , S}, where P m = (p 1 , · · · ,p S ), Q n = (q 1 , · · · ,q S ) are the empirical probability distributions of P and Q, respectively, the direct plug-in estimator D(P m Q n ) may be infinity with positive probability. Hence, we use the following modification of the direct plug-in approach: when we observe thatp i > 0 andq i = 0, we manually change the value ofq i to 1/n. In other words, we define Q n = max{ 1 n ,q 1 }, · · · , max{ 1 n ,q S }
and use the estimator D(P m Q n ) to estimate the KL divergence. Note that Q n may not be a probability distribution. The performance of the modified plug-in approach is summarized in the following theorem. 
Moreover, for m ≥ 15S and n ≥ 4Su(S), we have 
The following corollary on the minimum sample complexity is immediate.
Corollary 2. The worst-case mean squared error of the modified plug-in estimator D(P m Q n ) vanishes if and only if m max{S, (ln u(S)) 2 } and n Su(S).
Hence, compared with the mean squared error or the minimum sample complexity of the modified plug-in approach, the optimal estimator enjoys a logarithmic improvement. Note that (ln u(S)) 2 (ln S) 2 S is negligible under the condition in Question 1. What if the domain ofθ n is different from (usually larger than) Θ, the domain of θ?
Question 2. How to determine the "non-smooth" regime? What is its size? Question 3. Ifθ n falls in the "non-smooth" regime, in which region should G appr (θ) be a good approximation of G(θ) (e.g., the whole domain Θ, or a proper neighborhood ofθ n )?
Other questions, such as how to construct an estimator "similar" to G(θ n ) whenθ n falls in the "smooth" regime, and what type of approximation G appr (θ) should be used, were answered in more detail in [15] . Among these questions, Question 1 is a relatively new question where the estimation of KL divergence is the second example so far for which Question 1 is of relevance, where the first example on estimating the support size of a discrete distribution [18] did not explicitly propose and answer this question. Question 2 and 3 were partially answered in [15] and [17] , but the answer to Question 2 changes in view of Question 1, and further elaborations are also necessary for Question 3. We begin with a formal definition of localization in statistical experiments, which is motivated by [17] .
Definition 1 (Localization)
. Consider a statistical model (P θ ) θ∈Θ and an estimatorθ ∈ Θ of θ, where Θ ⊂ Θ . A localization of level r ∈ [0, 1], or an r-localization, is a collection of sets {U (x)} x∈Θ , where U (x) ⊂ Θ for any x ∈ Θ , and
Moreover, every r-localization can also induce a reverse localization {V (y)} y∈Θ of level r, where V (y) {x ∈ Θ : y ∈ U (x)} ⊂ Θ for any y ∈ Θ, and sup θ∈Θ P θ (θ / ∈ V (θ)) ≤ r.
Intuitively, if {U (x)} x∈Θ is an r-localization, then after observingθ we can conclude that θ ∈ U (θ) with confidence level r. More precisely, for any θ ∈ Θ, with probability at least 1−r, we can get back to θ based on U (·) after observingθ. Conversely, with probability at least 1 − r, we can also restrictθ in the region V (θ). In other words, the true parameter θ is localized at U (θ), and the observationθ is localized at V (θ), from which the name localization originates. Note that localization of any level exists for any statistical model (P θ ) θ∈Θ and estimatorθ, since U (x) ≡ Θ is always a feasible localization of level zero (and then V (y) ≡ Θ ). In practice, we seek for a localization consisting of sets which are as small as possible. 
is an r n -localization assuming the universal constant c 1 > 0 is large enough, and the induced reverse localization is contained in 
which is of a similar structure. Figure 1 gives a pictorial illustration of both the localization and the reverse localization in 2D Binomial and Gaussian models, respectively. 4 (and then V (y) ≡ Θ ). In practice, we seek for a localization consisting of sets which are as small as possible. 
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with θ ∈ Θ, θ ∈ Θ and Θ = Θ . Now we provide answers to these questions with the help of localization. 1) Question 1: When we consider the non-analytic region of G(·), we should always stick to the domain ofθ n instead of that of the true parameter θ (for the existence of G(θ n ), here we assume that G(·) is well-defined on the Θ ⊃ Θ, where Θ is the domain ofθ n ). In fact, we should distinguish the "smooth" (resp. "non-smooth") regime of θ and that ofθ n : we determine the corresponding regimes of θ first, and then localize θ usingθ n since θ cannot be observed. Hence, in the first step, to make the plug-in approach G(θ n ) work for the estimation of G(θ), it must be ensured that with high probabilityθ n does not fall into the non-analytic region of G(·), which is defined over Θ instead of Θ. As a result, the non-analytic region of G(·) over the domain ofθ n is the correct region to consider. 2) Question 2: We first determine the "smooth" regime Θ s of θ. Let Θ 0 ⊂ Θ be the non-analytic region of G(·) over Θ .
By the previous answer to Question 1, Θ s should be set to
where the convergence rate r n (e.g., r n n −A for some constant A > 0) depends on the specific problem. Usually r n can be of any negligible order compared to the minimax risk of the estimation problem. With the help of localization, we can just set Θ s = Θ − ∪ x∈Θ 0 U (x) for any r n -localization {U (x)} x∈Θ . In fact, if θ ∈ Θ s andθ n ∈ Θ 0 , we have U (θ n ) ⊂ ∪ x∈Θ 0 U (x) = Θ − Θ s and thus θ / ∈ U (θ n ). As a result, by definition of localization we have
as desired. By taking complement we obtain the "non-smooth" regime Θ ns Θ − Θ s of θ.
Since we cannot observe θ, we need to determine the "smooth" regime Θ s based onθ n . A natural choice is given by localization: Θ s {θ n ∈ Θ : Θ s ⊃ U (θ n )}, i.e., Θ s contains all observations whose localization for the true parameter falls into the "smooth" regime Θ s . Likewise, we can also define Θ ns {θ n ∈ Θ : Θ ns ⊃ U (θ n )} for the "non-smooth" regime based onθ n . Since Θ s ∩ Θ ns = ∅, it can be easily seen that Θ s ∩ Θ ns = ∅ as well, but one problem is that Θ ns ∪ Θ s Θ , i.e., some observationθ n is attributed to neither the "non-smooth" regime nor the "smooth" regime.
To resolve this problem, we should expand Θ s and Θ ns a little bit to ensure that Θ s and Θ ns form a partition of Θ . In fact, this expansion can be done in many statistical models with satisfactory measure concentration properties (e.g., in 
To resolve this problem, we should expand Θ s and Θ ns a little bit to ensure that Θ s and Θ ns form a partition of Θ . In fact, this expansion can be done in many statistical models with satisfactory measure concentration properties (e.g., in Multinomial, Poisson and Gaussian models). Specifically, for some proper r
n of order both negligible to that of the minimax risk, there exists an r (1) n -localization {U 1 (x)} x∈Θ and an r (2) n -localization {U 2 (x)} x∈Θ such that
satisfy that Θ s ∩ Θ ns = ∅ and Θ s ∪ Θ ns = Θ . Note that in this case we must have Θ
ns = ∅. The interpretation of this approach is as follows. If the true parameter θ falls in the "smooth" regime Θ (1) s , then the plug-in approach will work; conversely, if the true parameter θ falls in the "non-smooth" regime Θ (2) ns , then the approximation idea will work. Then Θ
ns = ∅ implies that there exists an intermediate regime such that both the plug-in approach and the approximation approach work when θ falls into this regime. This intermediate regime is unnecessary when we are given the partial information whether θ ∈ Θ (1) s or θ ∈ Θ (2) ns , but it becomes important when we need to infer this partial information based onθ n . Our target is as follows: if the true parameter θ does not fall in the "smooth" (resp. "non-smooth") regime, then with high probability we will also declare based onθ n that we are not in the "smooth" (resp. "non-smooth") regime. Mathematically, with high probability, θ ∈ Θ − Θ (1) s impliesθ n ∈ Θ ns , and
ns falls in the intermediate regime, eitherθ n ∈ Θ s orθ n ∈ Θ ns suffices for our estimator to be performing well. The amazing fact is that this target is fulfilled by the definition of localization:
∈ Θ ns , we haveθ n ∈ Θ s , and by definition of Θ s we have
s , which implies θ / ∈ U 1 (θ n ). As a result,
and similarly sup θ∈Θ−Θ (2) ns
n . Hence, we successfully localize θ viaθ n such that the true parameter θ is very likely to belong to the declared regime based onθ n . A pictorial explanation of this approach is shown in the following figure.
Pictorial explanation of the "smooth" and "non-smooth" regimes based on θ andθ n , respectively. In the above figure, we have Θ 3) Question 3: Given an r n -localization {U (x)} x∈Θ with a satisfactory rate r n , after observingθ n ∈ Θ ns we can always set the approximation region to be U (θ n ). Note that U (θ n ) ⊂ Θ ns by definition, and in fact U (θ n ) can be considerably smaller than Θ ns , which makes it a desirable regime to approximate over rather than Θ ns and is proved to be necessary in [17] . The reason why U (θ n ) is sufficient is as follows: by definition of localization we have sup θ∈Θ P θ (θ ∈ U (θ n )) ≤ r n , hence with probability at least 1 − r n , the approximation region U (θ n ) based onθ n covers θ, which allows us to operate as if θ is conditioned to be inside U (θ). Note that in order to obtain a good approximation performance, we need to find a localization {U (x)} x∈Θ as small as possible, which depends on the statistical model.
The answers to these questions sheds light on the detailed implementation of the general recipe and gives rise to the important concept of localization, which leads us to propose a refined two-step approach. As before, denote by Θ ⊃ Θ the set containing all possible values of the estimatorθ n , and by Θ 0 ⊂ Θ the set on which G(·) is non-analytic. Let {U (x)} x∈Θ be a satisfactory localization.
1) Classify the Regime:
• For the true parameter θ, declare that θ is in the "non-smooth" regime if θ is "close" enough to Θ 0 in terms of localization (cf. (17)). Otherwise declare θ is in the "smooth" regime (cf. (16));
• Computeθ n , and declare that we are in the "non-smooth" regime if the localization ofθ n falls into the "non-smooth" regime of θ (cf. (19) ). Otherwise declare we are in the "smooth" regime (cf. (18)); 2) Estimate:
• Ifθ n falls in the "smooth" regime, use an estimator "similar" to G(θ n ) to estimate G(θ);
• Ifθ n falls in the "non-smooth" regime, replace the functional G(θ) in the "non-smooth" regime by an approximation G appr (θ) (another functional which well approximates G(θ) on U (θ n )) which can be estimated without bias, then apply an unbiased estimator for the functional G appr (θ). In this paper, we follow the refined recipe for the construction of our optimal estimator in estimating the KL divergence. Moreover, in the estimation of KL divergence, we will encounter a new phenomenon, i.e., multivariate approximation in polytopes, which is a highly non-trivial topic in approximation theory, and will also propose a general tool to analyze the estimation performance of the bias-corrected plug-in approach with the help of localization.
The rest of this paper is organized as follows. In Section II, the performance of the modified plug-in estimator is analyzed, i.e., Theorem 2 is proved. In Section III, we first follow the general recipe to explicitly construct our estimator for the KL divergence step by step, and show that it essentially achieves the bound in Theorem 1. Then we adopt and adapt some tricks to construct another estimator which is rate-optimal, adaptive and easier to implement. The minimax lower bound for estimating the KL divergence is proved in Section IV.
Notations: for non-negative sequences a γ , b γ , we use the notation a γ b γ to denote that there exists a universal constant C such that sup γ 
II. PERFORMANCE OF THE MODIFIED PLUG-IN APPROACH
In this section, we give the upper bound and the lower bound of the worst-case mean squared error of the modified plug-in approach, i.e., we prove Theorem 2. Throughout our analysis, we utilize the Poisson sampling model, i.e., each component X i (resp. Y i ) in the histogram X (resp. Y) has distribution Poi(mp i ) (resp. Poi(nq i )), and all coordinates of X (resp. Y) are independent. The Poisson sampling model is essentially the same as the Multinomial model, and the minimax risks are related via Lemma 20 in Appendix A.
A. Proof of upper bounds
Recall that the empirical distribution Q n has been modified to
the modified plug-in estimator D(P m Q n ) is not the exact plug-in approach. However, it can be observed that this quantity
is close to the following natural plug-in estimator
where
In view of this fact, we can apply the general approximation-based method in [19] to analyze the performance of the plug-in approach.
By construction it is obvious that g n (q) is continuously differentiable on [0, 1] which coincides with g(q) = ln q on [
Hence, we may consider the performance of the plug-in estimatorp i (lnp i − g n (q i )) in estimating p(ln p − g n (q)), which is summarized in the following lemma. Lemma 1. Let np ∼ Poi(mp) and nq ∼ Poi(nq) be independent, and p ≤ u(S)q. Then we have
In particular,
Hence, by Lemma 1, we conclude that
and
Combining these two inequalities together yields that, for any (P, Q) ∈ U S,u(S) , 8 To prove Theorem 2, it remains to compute the difference between D and D 1 . By the definition of g n (·), we have
where we have used the fact that
Moreover, for any (P, Q) ∈ U S,u(S) ,
where we have used that sup q∈[0,1/n] q(1 − ln(nq)) = 1/n. Hence, by the triangle inequality, for any (P, Q) ∈ U S,u(S) , we have
which completes the proof of the upper bound in Theorem 2.
B. Proof of lower bounds
By the bias-variance decomposition of the mean squared error, to prove that the squared term in Theorem 2 serves as a lower bound, it suffices to find some (P, Q) ∈ U S,u(S) such that
Note that here we prove this inequality based on the Multinomial model, and then obtain the result for the Poisson sampling model via Lemma 20. The construction of (P, Q) is as follows: P = (
Su(S) ) is near-uniform. We first recall from [19] 
Next we give a lower bound for the term E(− ln max{q i ,
n . We shall use the following lemma for the approximation error of the Bernstein polynomial, which corresponds to the bias in the Multinomial model. Define the Bernstein operator B n as follows:
Lemma 2.
[20] Let k ≥ 4 be an even integer. Suppose that the k-th derivative of f satisfies that f (k) ≤ 0 on (0, 1), and Q k−1 is the Taylor polynomial of order k − 1 of f at some point x 0 . Then for x ∈ [0, 1],
Since our modification of ln(·) is not even differentiable, Lemma 2 cannot be applied directly. However, we can consider the following function instead:
By construction it is obvious that h n (x) ∈ C 4 [0, 1] which coincides with ln x on [
Moreover, h n (q) only differs from ln max{ n (x) ≤ 0, Lemma 2 can be applied here to yield the following lemma.
Since our assumption n ≥ 4Su(S) ensures that for our choice of Q, q i ≥ 4 n for any i. Hence, by Lemma 3 and the concavity of h n (·), we have
Now note that
A combination of these two inequalities yields
Hence, when m ≥ 15S and n ≥ 4Su(S), combining (54) and (69) gives
which gives (53), as desired. For the remaining terms, we remark that
holds for any estimatorD (and thus for the modified plug-in estimator D(P m Q n )), and we postpone the proof to Section IV. Now the proof of Theorem 2 is complete.
III. CONSTRUCTION OF THE OPTIMAL ESTIMATOR We still stick to the Poisson sampling model in this section. For simplicity of analysis, we conduct the classical "splitting" operation [21] on the Poisson random vector X, and obtain three independent identically distributed random vectors
, and all coordinates in X j are independent. For each coordinate i, the splitting process generates a random sequence
: 1 ≤ i ≤ S} are conditionally independent given our observation X. The splitting operation is similarly conducted for the Poisson random vector Y.
For simplicity, we re-define m/3 as m and n/3 as n, and denotê
We remark that the "splitting" operation is not necessary in implementation. We also note that for independent random variables
for any k, l ∈ N. For a proof of this fact we refer the readers to Withers [22, Example 2.8].
A. Estimator construction Now we apply our general recipe to construct the estimator. Note that
is the entropy function. Hence, the optimal estimatorĤ for entropy [12] - [15] can be used here and it remains to estimate S i=1 p i ln q i , i.e., our target is the bivariate function f (p, q) = p ln q. We first classify the regime. For the bivariate function f (p, q) = p ln q, the entire parameter set is 
for some constant c > 0. Hence, by choosing c = c 1 /2 and c = 2c 1 respectively in (16) and (17) for some universal constant c 1 > 0 to be specified later, we get the "smooth" and "non-smooth" regimes for (p, q) as (for brevity we omit the superscripts)
Further, by (18) and (19), the ultimate "smooth" and "non-smooth" regimes are given by
i.e., we are in the "non-smooth" regime ifq ≤ c1 ln n n , and are in the "smooth" regime otherwise. Next we construct the estimator in each regime. First, if we are in the "smooth" regime, the general recipe suggests us to use an estimator "similar" to the plug-in estimatorp lnq. Specifically, for g(q) = ln q, Taylor expansion can be employed here to write
which suggests us to use the bias-corrected version
in the "smooth" regime for estimating g(q). In the expression of T (r)
, recall that the "sample splitting" technique is used here to obtain two independent empirical probabilitiesq 1 ,q 2 , and
always exists, for all monomials of λ can be estimated without bias with the help of (75) in the Poisson model X ∼ Poi(λ). In our example, we set r = 2 and use the order-one bias-corrected plug-in estimator
for estimating f (p, q) = p ln q, where we have used the fact that E q (q 2 − q) 2 = q n for nq 2 ∼ Poi(nq), and thus S 2 (q 2 ) =q 2 n . To ensure that T s is well-defined, it suffices to define an additional value of T s (e.g., zero) whenq 1 = 0. Note that sample splitting here is only used for the simplicity of analysis, and it is indeed not necessary both in theory and in implementation. We can also replacep 1 withp
here to further reduce the variance. Now consider the case where we are in the "non-smooth" regime, i.e.,q ≤ c1 ln n n . By our general recipe, we should approximate f (p, q) = p ln q in the approximation region given by localization
As a result, we further distinguish the "non-smooth" regime into two sub-regimes depending onp ≤ c1 ln m m or not, which by localization is essentially equivalent to p ≤ c1 ln m m or not. Ifp > c1 ln m m , the approximation region is given by
where the latter is a rectangle. Since q cannot hit zero in this approximation regime, and f (p, q) = p ln q is a product of p and ln q, we can consider the best polynomial approximation of ln q in this regime. As a result, in this regime, we use the approximation-based estimator
is the best 1D order-K polynomial approximation of g(q) = ln q, where K = c 2 ln n with universal constant c 2 > 0 to be specified later. Note thatp 2 ≥ c1 ln m 3m
ensures that the 1D approximation interval does not contain zero. We call this regime as "non-smooth" regime I.
Ifp ≤ c1 ln m m , the approximation region is given by
Since q may be zero in R, the usual best 1D polynomial approximation of g(q) = ln q over this region does not work, and the best 2D polynomial approximation of f (p, q) = p ln q should be employed here. Hence, in this regime the approximation-based estimator is
is the best 2D order-K polynomial approximation of f (p, q) = p ln q in R, where K = c 2 ln n. Note that the condition k +l > 0 in the summation ensures that the estimator is zero for unseen symbols. We call this regime as "non-smooth" regime II. In summary, our estimatorD for S i=1 p i ln q i is constructed as follows:
whereT ns,I (x, y; x , y ) max{min{T ns,I (x, y; x , y ), 1}, −1} (92)
and T ns,I , T ns,II , T s are given by (86), (89) and (83), respectively. A pictorial explanation of three regimes and our estimator is displayed in Figure 3 . For the estimation of entropy, we essentially follow the estimator in [15] . Specifically, let L H (x) be the lower part function defined in [15] , and U H (x) be defined as
which gets rid of the interpolation function compared with the upper part function defined in [15] . Then the entropy estimator is defined asĤ
Finally, the overall estimatorD for D(P Q) is defined aŝ
B. Estimator analysis In this subsection we will prove that the estimator constructed above achieves the minimax rate in Theorem 1. Recall that the mean squared error of any estimatorD in estimating D(P Q) can be decomposed into the squared bias and the variance 
The point (q 1 ,p 1 ) falls in the "smooth" regime, (q 2 ,p 2 ) falls in the "non-smooth" regime I, and (q 3 ,p 3 ) falls in the "non-smooth" regime II.
as follows:
where the bias and the variance are defined as
respectively. Hence, it suffices to analyze the bias and the variance in these three regimes. 1) "Smooth" regime: First we consider the "smooth" regime where the true parameter (p, q) belongs to Θ s , i.e., q > c1 ln n 2n . In this regime, the estimator we employ is the plug-in approach whose bias is corrected by Taylor expansion, e.g., (82). Before analyzing the performance, assume first that we can replaceq 1 in the summation term of (82) with the known true parameter q, then the bias is
where nq ∼ Poi(nq).
The traditional approach to handle this bias is to employ the Taylor expansion, and then it suffices to consider max ξ |g (r+1) (ξ)|, the upper bound of the (r + 1)-th derivative. However, the reason why the plug-in approach and its bias-corrected version are both strictly suboptimal for the estimation of non-smooth functionals (e.g., the entropy [19] ) is that the functional g(·)
may have non-analytic points where the high-order derivatives may be unbounded. Hence, a direct application of the Taylor expansion does not work for a general non-smooth g(·). However, now we are at the "smooth" regime (i.e., (p, q) ∈ Θ s ), by our general recipe we know that with high probabilityq will not fall into the non-analytic region Θ 0 of g(·), thus g(·) is sufficiently smooth on the segment connectingq and q, and max min{q,q}≤ξ≤max{q,q} |g (r+1) (ξ)| can be well controlled. In other words, the bias can be upper bounded with the help of localization. Let {V (x)} x∈[
be the natural reverse localization of the
by Lemma 26 we know that the level of this reverse localization is upper bounded by
which can be smaller than any polynomial rate of n −1
provided that c 1 is large enough. Hence, in the analysis of the bias we can just condition on the event thatq ∈ V (q), which is similar as we "interpolate" the function g(q) using the rectangle window 1(q ∈ V (q)). Note that this interpolation is done only in the analysis but not in the construction of our estimator, and we remark that the explicit interpolation in [15] is indeed unnecessary with the help of localization.
Before going back to the concrete example g(q) = ln q, we begin with a technical lemma in the general case.
, and nq ∼ Poi(nq). For any function g which is defined on [0, 1] and is (r + 2) times differentiable on V (q), for any r ≥ 0 we have
Similarly, for n(q 1 ,q 2 ) ∼ Poi(nq) × Poi(nq) and any h(q 1 ,q 2 ) which coincides with T (r) (q 1 ,q 2 ) (cf. (82)) whenq 1 ∈ V (q), the bias and the variance of h(q 1 ,q 2 ) can be upper bounded as
It can be seen from the previous lemma that the upper bounds of both the bias and the variance are very easy to compute, for we only need to calculate the finite-order derivatives of g(·) and the moments of Poisson distribution. Moreover, with the help of localization, both upper bounds only depend on the local behavior of function g(·) (so we only require that h(q 1 ,q 2 ) coincide with T (r) (q 1 ,q 2 ) whenq 1 ∈ V (q)) plus a negligible term corresponding to the event thatq 1 / ∈ V (q). Note that this was the major difficult part in the analysis of the bias-corrected plug-in estimator in [15] , whose proof is quite lengthy (over four pages in the proof of Lemma 2) and requires the explicit construction of the interpolation function in estimator construction. However, with Lemma 4 in hand, the results in [15] can be easily recovered without interpolation:
, and mp ∼ Poi(mp). If c 1 ln m ≥ 4, the following inequalities hold:
Next we apply Lemma 4 to the bias-corrected estimatorT s (p 1 ,q 1 ;p 2 ,q 2 ) in the smooth regime. In this case, q ≥ c1 ln n 2n and g(q) = ln q.
where C is a universal constant given in [15, Lemma 4] .
is large, we have
In particular, if c 1 > 168 and 8c 2 ln 2 < ∈ (0, 1), the previous bounds imply that for p ≤
and for p ≥
Note that the variance bound given by Lemma 6 is a non-asymptotic result whose order coincides with that in the classical asymptotics, where the asymptotic variance is the leading term and can be obtained easily via the delta method [11] . Now we use Lemma 6 to analyze the property of the overall estimator
in the "smooth" regime q ≥ c1 ln n 2n , wherep,q are the vector representations ofp 1 ,p 2 ,p 3 andq 1 ,q 2 ,q 3 , respectively.
Moreover, let c 1 > 168 and 8c 2 ln 2 < ∈ (0, 1), we have
2) "Non-smooth" regime I: Next we consider the "non-smooth" regime I where p ≥ c1 ln m 2m , q ≤ 2c1 ln n n . By construction of the approximation-based estimator T ns,I (p 1 ,q 1 ;p 2 ,q 2 ), whenp 2 ≥ c1 ln m 3m
and the approximation region
contains the true parameter q, the bias of this estimator is essentially the product of p and the best polynomial approximation error of ln q in the previous approximation region. This approximation error can be easily obtained, for the 1D polynomial approximation is well-understood (Lemma 21 gives an upper bound for the approximation error of ln x). Moreover, note that the previous event occurs if c1 ln m 3m
, which holds with overwhelming probability by localization. As for the variance, it suffices to bound the variance of each term of the form
, where nY ∼ Poi(nq). Complicated as it may seem, the present authors showed in [17] that the variance has an explicit expression in Poisson models, which is the so-called Charlier polynomial [23] .
Hence, we have good tools for the analysis of both the bias and the variance ofT ns,I (p 1 ,q 1 ;p 2 ,q 2 ), which is presented in the following lemma.
, and Poisson random variables m(
where W (·) and C ln > 0 are given in Lemma 21. In particular, by Lemma 5, if c 1 > 72 and 11c 2 ln 2 < 1, we have
Here pW (
pn ln n ) corresponds to the polynomial approximation error, which will become the leading term in the bias. 3) "Non-smooth" regime II: Now we consider the "non-smooth" regime II where p ≤ 2c1 ln m m , q ≤ 2c1 ln n n and p ≤ u(S)q. By the estimator construction, it is necessary to deal with the best 2D polynomial approximation of p ln q in
We emphasize that the polynomial approximation in general multivariate case is extremely complicated. Rice [24] wrote:
"The theory of Chebyshev approximation (a.k.a. best approximation) for functions of one real variable has been understood for some time and is quite elegant. For about fifty years attempts have been made to generalize this theory to functions of several variables. These attempts have failed because of the lack of uniqueness of best approximations to functions of more than one variable. "
We also show in [17] that the non-uniqueness can cause serious trouble: some polynomials that can achieve the best approximation error rate cannot be used in our general methodology in functional estimation. What if we relax the requirement of computing the best approximation in the multivariate case, and merely analyze the best approximation rate (i.e., the best approximation error up to a multiplicative constant)? That turns out also to be extremely difficult. Ditzian and Totik [25, Chap. 12] obtained the error rate estimate on simple polytopes 2 , balls, and spheres, and it remained open until very recently Totik [26] generalized the results to general polytopes. For results in balls and spheres, the readers are referred to Dai and Xu [27] . We still know little about regimes other than polytopes, balls, and spheres.
Complicated as the general multivariate case is, it is still possible to solve our problem since the approximation region R in (129) is a convex polytope. Now we review the general theory of polynomial approximation in convex polytopes [26] . In R d we call a closed set K ⊂ R d a convex polytope if it is the convex hull of finitely many points. Let x ∈ K and e ∈ R d be a direction (i.e., a unit vector). For continuous function f on K, we define the r-th symmetric difference in the direction e as
with the understanding that ∆ r he f (x) = 0 if x + r 2 he or x − r 2 he does not belong to K. Moreover, letting the line l e,x through x with direction e intersects K at point A e,x , B e,x , we define the normalized distance as
Denoting
The significance of this quantity is presented in the following lemma.
Lemma 9.
[26] Let K ⊂ R d be a d-dimensional convex polytope and r = 1, 2, · · · . Then, for n ≥ rd, we have
where the constant M > 0 only depends on r and d.
Hence, Lemma 9 shows that once we compute the Ditzian-Totik modulus of smoothness ω r K (f, 1/n) for f , we immediately obtain an upper bound for the best polynomial approximation error. Moreover, Lemma 9 also shows that this is essentially also the lower bound. In our case, K = R, and f (p, q) = p ln q. Choosing r = 2, Lemma 22 gives an upper bound for the Ditzian-Totik modulus of smoothness. Moreover, tracing back to the proof for the simple polytope case in [25] , it suffices to take the supremum in (132) over all directions e which are parallel to some edge of the simple polytope K, which makes the evaluation of ω 
where the universal constant M > 0 is given by Lemma 9 (with r = d = 2), and the constant C 0 which only depends on c 1 is given by Lemma 22. In particular, by [15, Lemma 5] , if n ln n mu(S) ln m , there exists some universal constant B > 0 such that
We remark that the condition n ln n mu(S) ln m can be removed later in the construction of the adaptive estimator. In fact, the reason why we need this condition here is that we use an arbitrary best 2D polynomial approximation, which is not unique in general. This point is very subtle: as was shown by the present authors in [17] , not all polynomials which can achieve the best uniform approximation error can be used to construct the rate-optimal estimator. Actually, we will show in the next subsection that a special approximating polynomial can achieve the same rate without this condition. Moreover, a more careful design of the approximating polynomial should require different degrees on p and q (instead of fixing a total degree K = c 2 ln n), but it has yet been unknown to approximation theorists that how to analyze the corresponding approximation error in general polytopes.
4) Overall performance:
Now we analyze the performance of the entire estimatorD . For simplicity, we define
where T s is given in (120), andp i = (p i,1 ,p i,2 ,p i,3 ) is the vector representation of the independent components, and similarly forq i . Based on the current notations, we haveD
and by the independence between different symbols, we have
Hence, it suffices to analyze the bias and the variance of each ξ(p i ,q i ) separately and then add them all. Based on Lemma 8 and Lemma 10, the next lemma first analyzes the bias and the variance of T ns (p i ,q i ).
2) when
3)
Note that in Lemma 11, the condition n u(S) is a natural requirement for the consistency of the optimal estimator in view of Theorem 1, and n ln n mu(S) ln m is the additional condition in Lemma 10. Now based on Lemma 7 and Lemma 11, we are about to analyze the bias and the variance of ξ(p,q).
be independent. Moreover, we assume that n u(S), n ln n mu(S) ln m , c 1 > 168 and c 2 max{B, 11 ln 2} < ∈ (0, 1/2) (where B is given in Lemma 10). Then,
Var(ξ(p,q))
3
Based on Lemma 12 , we can analyze the total bias and variance of our estimatorD. By differentiation, we have
and the maximum is attained at p = u(S) en ln n . Hence,
If we further require that ln S max{ln n, ln m} and n Su(S)/ ln S, the previous results can be further upper bounded as (let → 0)
Hence we come to the following theorem. 
Moreover,D does not require the knowledge of the support size S.
C. An adaptive estimator So far we have obtained an essentially minimax estimator via our general recipe. However, since this estimator is purely obtained from the general method, it is not surprising that it is also subject to some disadvantages. Firstly, in the estimator we do not specify the explicit form of the best 2D polynomial approximation in the "non-smooth" regime II. Although the best 1D polynomial approximation is unique and can be efficiently obtained via the Remez algorithm [28] , which has been efficiently implemented in Matlab [29] , the best 2D polynomial approximation is not unique and hard to compute. Moreover, as what we have remarked before, the non-uniqueness forces us to add an unnecessary condition n ln n mu(S) ln m in Lemma 10 and thus in Theorem 3. Secondly, although the estimator does not require the knowledge of the support size S (we remove the constant term in the polynomial approximation), but it requires the upper bound on the likelihood ratio u(S) (in the design of "non-smooth" regime I). In practice, we wish to obtain an adaptive estimator which achieves the minimax rate and is agnostic to both S and u(S). Thirdly, for the estimator construction in the "non-smooth" regime I, the approximating polynomial depends on the empirical probabilities (i.e., we cannot store the polynomials in advance), which incurs large computational complexity.
To resolve these issues, we need to apply some tricks to explicitly construct an approximating polynomial for f (p, q) = p ln q in the "non-smooth" regime, i.e., q ≤ 2c1 ln n n . We first suppose that there exists a 1D polynomial T (q) in q with degree ln n such that pT (q) has the desired approximation property for f (p, q) = p ln q in the entire "non-smooth" regime, i.e., we need not to distinguish "non-smooth" regimes I and II. We remark that either the 1D approximation or only one approximation on the entire "non-smooth" regime is not always doable in general. For example, for estimating the 1 distance, it has been shown in [17] that not only any single approximation in the entire "non-smooth" regime will always fail to give the correct order of the approximation error, but any 1D polynomial approximation of |p − q| in p − q will also not work when both p and q are small. Nevertheless, this ambitious target can be achieved in our special example. Motivated by Lemma 8 and Lemma 10, the correct order of the approximation error is u(S) n ln n , i.e., T (q) should satisfy that
Since p ≤ u(S)q, it suffices to have
i.e., to find a 1D polynomial approximation which satisfies the desired pointwise bound. However, it is easy to show that there exists some polynomial T 0 (q) on [0,
] such that deg(T 0 ) ln n and
Hence, if we remove the constant term of T 0 (q) and define T (q) = T 0 (q)/q, then T (q) will have the desired property. Motivated by the previous observations, we can construct an explicit estimator as follows:
whereT s is given by (94), L H (x), U H (x) are given by [15] and (96), respectively, and
where the coefficients {g K,k } K+1 k=1 are given by the best polynomial approximation of x ln x as follows:
Recall that the entropy estimator in [15] does not require the knowledge of S, we conclude thatD A always sets zero to unseen symbols and does not depend on u(S). In other words, the estimatorD for D(P Q) is agnostic to both S and u(S), and is thus adaptive. Moreover, the estimatorD A is easy to implement in practice with near-linear computational complexity, and the coefficients {g K,k } K+1 k=1 can be obtained offline via the Remez algorithm before observing any samples. A pictorial explanation ofD A is displayed in Fig. 4 . Now we analyze the performance ofT ns (p,q) when q ≤ 2c1 ln n n .
, and mp ∼ Poi(mp), nq ∼ Poi(nq) be independent random variables. If c 1 ≥ 2c 2 and c 2 ln n ≥ 1, we have
where C > 0 is a constant which only depends on c 1 and c 2 . In particular, if 11c 2 ln 2 < ∈ (0, 1), by [15, Lemma 5] we have Note that in Lemma 13 we have removed the condition n ln n mu(S) ln m in Lemma 10. Moreover, since the upper bounds of the bias and the variance ofT ns presented in Lemma 13 are no worse than those in Lemma 8 and Lemma 10, by the same argument in Lemma 11 and Lemma 12 we conclude that the adaptive estimatorD A is rate-optimal, and thereby satisfies Theorem 1.
IV. MINIMAX LOWER BOUND
In this section, we prove the minimax lower bounds presented in Theorem 1. There are two main lemmas that we employ towards the proof of the minimax lower bound. The first is the Le Cam two-point method, which helps to prove the minimax lower bound corresponding to the variance, or equivalently, the classical asymptotics. Suppose we observe a random vector Z ∈ (Z, A) which has distribution P θ where θ ∈ Θ. Let θ 0 and θ 1 be two elements of Θ. LetT =T (Z) be an arbitrary estimator of a function T (θ) based on Z. Le Cam's two-point method gives the following general minimax lower bound. 
we have
The second lemma is the so-called method of two fuzzy hypotheses presented in Tsybakov [30] . Suppose we observe a random vector Z ∈ (Z, A) which has distribution P θ where θ ∈ Θ. Let σ 0 and σ 1 be two prior distributions supported on Θ. Write F i for the marginal distribution of Z when the prior is σ i for i = 0, 1. LetT =T (Z) be an arbitrary estimator of a function T (θ) based on Z. We have the following general minimax lower bound.
Lemma 15. [30, Thm. 2.15] Given the setting above, suppose there exist ζ ∈ R, s > 0, 0 ≤ β 0 , β 1 < 1 such that
where F i , i = 0, 1 are the marginal distributions of Z when the priors are σ i , i = 0, 1, respectively.
Here V (P, Q) is the total variation distance between two probability measures P, Q on the measurable space (Z, A). Concretely, we have
where p = dP dν , q = dQ dν , and ν is a dominating measure so that P ν, Q ν. By the proof of the achievability results in previous sections, we observe that ( n corresponds to the variance term. In the sequel we will also prove the minimax lower bound for the squared bias term and the variance term separately.
A. Minimax lower bound for the "variance"
First we prove that when n u(S), we have
Fix P = (
2 ). Applying Lemma 14 to our Poisson sampling model nq i ∼ Poi(nq i ), 1 ≤ i ≤ S, we know that for feasible
then Markov's inequality yields
where we are operating under the Poisson sampling model. Fix ∈ (0, 1/2) to be specified later. Letting
where without loss of generality we assume that S is an odd integer. Direct computation yields
Hence, by choosing = u(S) n , we know that
under the Poisson sampling model. The result for the multinomial case can be obtained via Lemma 20.
Next we apply Lemma 14 to show that
Now fix Q = (
, and consider
with ∈ (0, 1 2 ) to be specified later. By the same argument, for
under the Poisson sampling model. It is straightforward to compute that
Combining these inequalities and setting = m 
B. Minimax lower bound for the "squared bias"
We employ Lemma 15 to prove the minimax lower bounds corresponding to the squared bias terms. First we show that when m S ln S and u(S) (ln S) 2 , ln S ln m, we have
In fact, by choosing Q to be the uniform distribution, the estimation of KL divergence reduces to the estimation of entropy of discrete distribution P , subject to an additional constraint p i ≤ u(S)q i =
u(S) S
for all i = 1, · · · , S. Since in the proof of the minimax lower bound in [14] , all p i satisfy that p i ln m m , and our assumption implies
i.e., the additional condition is automatically satisfied. Hence, we can operate as if we do not have the additional condition, and [14] gives
( 210) where we have used the condition m S ln S and ln S ln m to give ln S ln m here. Now we are about the prove that when m S ln S , n Su(S) ln S and u(S) (ln S) 2 , ln S ln n, we have
We begin a lemma to construct two measures with matching moments and large difference on the functional value, which corresponds to the duality between function space and measure space. 
Recall that E K [f ; I] is the distance in the uniform norm on I from the function f (x) to the space spanned by {1, x, · · · , x K }.
Based on Lemma 16, we choose I = [ Define µ tν 1 (dt) = tν 0 (dt), by construction we have µ ≤ d1 ln n n . Now the two fuzzy hypotheses σ 0 , σ 1 in Lemma 15 are constructed as follows: for each i = 0, 1, σ i fixes
and assigns ν
S−1 i
to the vector (q 1 , · · · , q S−1 ), and fixes q S = 1 − (S − 1)µ. Note that by assumption,
thus q S takes positive value and is thus valid under proper parameter configurations. Moreover, it is straightforward to verify that (P, Q) ∈ U S,u(S) with probability one under σ i . Since under σ i , Q may not form a probability measure, we consider the set of approximate probability vectors
with parameter ∈ (0, 1) to be specified later. Further define the minimax under the Poisson sampling model for estimating D(P Q) with (P, Q) ∈ U S,u(S) ( ) as
The equivalence between R P (S, m, n, u(S), ) and R(S, m, n, u(S)) defined in (233) is established in the following lemma.
Lemma 18. For any S, m, n ∈ N and ∈ (0, 1/2), we have
Then condition σ i on the event
and define the conditional probability distribution as
By setting
and by Lemma 17,
Hence, by the union bound,
Denote by F i , G i the marginal probability under prior π i and σ i , respectively, for each i = 0, 1. Now by the triangle inequality and [15, Lemma 11], we have
Moreover, by the definition of π i , the first two conditions of Lemma 15 hold with β 0 = β 1 = 0 for
Hence, by Lemma 15, we conclude that
and the desired bound (211) follows from Lemma 18. Hence, the combination of (183), (200), (208) and (211) 
and the proof of Theorem 1 is complete.
APPENDIX A AUXILIARY LEMMAS
We first prove that the worst-case mean squared error of any estimator is infinity if we allow to choose any P which is absolutely continuous with respect to Q. Lemma 19. Let U S = {(P, Q) : P, Q ∈ M S , P Q}. Then for any configuration (S, m, n) with S ≥ 2, we have
The next lemma relates the minimax risk under the Poisson sampling model and that under the Multinomial model. We define the minimax risk for Multinomial model with (m, n) observations with (P, Q) ∈ U S,u(S) for estimating the KL divergence D(P Q) as
and the counterpart for the Poisson sampling model as
Lemma 20. The minimax risks under the Poisson sampling model and the Multinomial model are related via the following inequalities:
The next lemma gives the approximation properties of ln x.
Lemma 21. There exists a universal constant C ln > 0 such that for any 0 < a < b,
Lemma 22. For f (p, q) = p ln q and the region R given in (129), there exists a universal constant C 0 only depending on c 1 such that
The following lemma gives an upper bound for the second moment of the unbiased estimate of (p − q) j in Poisson model.
Lemma 23.
[17] Suppose nX ∼ Poi(np), p ≥ 0, q ≥ 0. Then, the estimator
is the unique unbiased estimator for (p − q) j , j ∈ N, and its second moment is given by
where L m (x) stands for the Laguerre polynomial with order m, which is defined as:
In order to bound the coefficients of best polynomial approximations, we need the following result by Qazi and Rahman [31, Thm. E] on the maximal coefficients of polynomials on a finite interval.
Lemma 24. Let p n (x) = n ν=0 a ν x ν be a polynomial of degree at most n such that |p n (x)| ≤ 1 for x ∈ [−1, 1]. Then, |a n−2µ | is bounded above by the modulus of the corresponding coefficient of T n for µ = 0, 1, . . . , n/2 , and |a n−1−2µ | is bounded above by the modulus of the corresponding coefficient of T n−1 for µ = 0, 1, . . . , (n − 1)/2 . Here T n (x) is the n-th Chebyshev polynomials of the first kind. . Hence, we can obtain the following result when the approximation interval is not centered at zero.
Moreover, it is shown in Cai and
ν be a polynomial of degree at most n such that |p n (x)| ≤ A for x ∈ [a, b], where a + b = 0. Then
The following lemma gives some tail bounds for Poisson and Binomial random variables.
, then for any δ > 0, we have
The following lemmas deal with the upper bound of the variance in different scenarios.
Lemma 27. For independent random variables X, Y with finite second moment, we have
Lemma 28. [32, Lemma 4] Suppose 1(A) is an indicator random variable independent of X and Y , then
Lemma 29. [32, Lemma 5] For any two random variables X and Y ,
In particular, for any random variable X and any constant C,
APPENDIX B PROOF OF MAIN LEMMAS

A. Proof of Lemma 1
First we give an upper bound of Var(g n (q)) for nq ∼ Poi(nq). Note that g n (q) is continuously differentiable on [0, 1], we have
where in the previous steps we have used Lemma 26 and the fact
for any q ∈ [0, 1].
Now we are ready to bound the bias. By independence and the triangle inequality, we have
We bound these two terms separately. For the first term, it can be obtained similar to [19] (via the second-order Ditzian-Totik modulus of smoothness defined in [25] ) that
for any q ∈ [0, 1]. For the second term, first note that E[q] = q, we have
Hence, by the Cauchy-Schwartz inequality and the previous bound on Var(g n (q)), we have
A combination of these two inequalities yields the bias bound
which together with |E[p lnp] − p ln p| ≤ 5 ln 2 m in [19] yields the desired bias bound. Next we bound the variance as follows:
We bound A 1 , A 2 , A 3 separately. To bound A 1 , we further decompose A 1 as
Upper bounding B 3 requires more delicate analysis. First note that by differentiation with respect to p, for any k ≥ 1 we have
Hence, expanding the expectation of B 3 yields
where the infinite sum converges to
Hence, A 1 can be upper bounded as
As for A 2 , since we have proved that E(g n (q) − g n (q)) 2 ≤ 700 nq , by independence we have
For A 3 , it is clear that
where we have used the fact that for p ≤ u(S)q,
A combination of the upper bounds of A 1 , A 2 , A 3 yields
The proof is complete.
B. Proof of Lemma 3
Braess and Sauer [20, Prop. 4] showed the following equalities for the Bernstein polynomials:
Hence, choosing x 0 = x, we have
Then the desired inequality is a direct result of Lemma 2.
C. Proof of Lemma 4
For the first statement, define the remainder term of the Taylor expansion as
and denote by E the event thatq ∈ V (q). Hence,
, and
which is the first inequality. The bias of h(q 1 ,q 2 ) can be obtained in a similar fashion. Denote by E the event thatq 1 ∈ V (q), we write
and the first term (denoted by A 1 ) can further be upper bounded as
As a result, the bias bound follows from the previous two inequalities. For the variance Var(h(q 1 ,q 2 )), still denote by E the event thatq 1 ∈ V (q), we have
where we have used the inequality |a 1 + · · · + a n | 2 ≤ n(a
here. By the independence ofq 1 andq 2 , we have
Hence, the desired result follows from these three inequalities.
D. Proof of Lemma 5
Applying the first result in Lemma 4 for g(p) = −p ln p and r = 3 yields
where we have used mp ≥ c 1 ln m/2 ≥ 2. Since any x ∈ V (p) satisfies
by the previous inequality we have
(318)
as desired.
As for the variance, applying the last inequality in Lemma 4 for g(p) = −p ln p and r = 1 yields
E. Proof of Lemma 6
First we note that if q ≥ c1 ln n 2n , then any x ∈ V (q) satisfies
Hence, observing that |g (k) (q)| is an increasing function of q on (0, 1) for g(q) = ln q and any k ∈ N, the supremum of |g (k) (q)| over V (q) does not exceed |g (k) (q/2)|. Since the condition of Lemma 4 holds for h 1 (q 1 ,q 2 ) = T (3) (q 1 ,q 2 ) · 1(q 1 = 0) (with corresponding function g(q) = ln q) and h 2 (q 1 ) = 1(q 1 = 0)/q
), the result of Lemma 4 can be applied here. Note that for nX ∼ Poi(nq) and nq ≥ 2, we have
, which gives
where we have used nq ≥ c 1 ln n/2 ≥ 2 and ln n ≤ n/2. Now define
Moreover, by Lemma 4, the variance is upper bounded by
where we have used again the fact that nq ≥ 2. Now we are about to bound the bias and the variance for small p and large p, respectively. If p ≤ 2c1 ln m m , first note that L H (x) = min{S K,H (x), 1} with S K,H (x) defined in [15] . It was shown in [15, Lemma 4] that
where we note that the constant c 1 in [15] corresponds to the constant c 1 /2 in our paper. Then applying Lemma 29, we have
Moreover, Lemma 27 can be used here to obtain
Hence, the triangle inequality p 1 )) ) yields the desired variance bound for small p. As for the bias, sinceT s (p 1 ,q 1 ;p 2 ,q 2 ) =p 1 h(q 1 ,q 2 ) is a product of two independent random variables, we have
Moreover, by the property of S K,H (p 1 ), we have
then the desired bias bound follows from the triangle inequality
If p ≥ c1 ln m 2m , by Lemma 5 and the triangle inequality we have
which is the desired bias bound. As for the variance, we havẽ
and the triangle inequality gives
Now we bound these two terms separately. For B 1 , recall that Lemma 1 gives
and the difference between these two quantities is upper bounded by
Hence, by triangle inequality, we have
As for B 2 , we first apply Lemma 4 to
(with r = 1), and obtain
where we have used nq ≥ 2 again. By Lemma 27, we have
By Lemma 27 again we can upper bound B 2 as
(377)
The desired variance bound then follows from the upper bounds of B 1 and B 2 . For the rest of the results, the only non-trivial observation is that when p ≤ 2c1 ln m m , we have
since p ≤ u(S)q and 2c 1 ln m ≥ 8.
F. Proof of Lemma 7
For simplicity, we define
By Lemma 6, the bias can be upper bounded as
As for the variance, by Lemma 28 we have
G. Proof of Lemma 8
Denote by E the event that , then by Lemma 26 we have
Note that conditioning on the event E, we havep 2 ≥ c1 ln m 3m , and
i.e., the approximation region contains q. We first analyze the variance:
Note that conditioning on E, we have
By construction,
is the best polynomial approximation of ln q on R, where
where we have used (395) here. Since W (·) in Lemma 21 is an increasing function, conditioning on E the approximation error can be upper bounded as
Note that W (x) ≤ max{ln x, 1}, we conclude that for any x ∈ [ 2c1 ln n n , 4c1 ln n n ] ⊂ R, we have
Now we are about to apply Lemma 25 to bound each coefficient |g K,k (p 2 )|. Lemma 25 yields
for any k = 0, 1, · · · , K = c 2 ln n conditioning on E. Hence, by the triangle inequality,
To evaluate the expectation, Lemma 23 with q = 0 is applied here to yield
By differentiation it is easy to show
and note that p ≤ u(S)q ≤ 2c1u(S) ln n n , we have
which together with (398) is the variance bound.
Now we start to analyze the bias ofT ns,I (p 1 ,q 1 ;p 2 ,q 2 ). By triangle inequality,
Now we bound A 1 and A 2 separately. For A 1 , since conditioning on E, the approximation region contains q, by (401) we get
As for A 2 , since for any random variable X with finite second moment, we have
by (413) we get
Now combining A 1 and A 2 completes the proof.
H. Proof of Lemma 10
First we bound the variance of T ns,II (p 1 ,q 1 ). Recall that
We first bound the coefficients |h K,k,l |. It is straightforward to see that
We distinguish into two cases. 
Hence, for any (x, y) ∈ R 1 , we have
By Lemma 25, we conclude that for any y ∈ [ 2c1 ln n n , 4c1 ln n n ],
Using Lemma 25 again, we have
and for any (t, q) ∈ R 2 , we have
By Lemma 25, we conclude that for any q ∈ [0,
By Lemma 25 again, we have
Hence, combining these two cases yields
Moreover, by Lemma 23, we have
Now by the triangle inequality and previous inequalities, we have
Hence, by Lemma 29 we get
which is the desired variance bound. As for the bias, Lemma 9 and Lemma 22 give
Hence, by triangle inequality and (419), we get
I. Proof of Lemma 11
We distinguish into three cases based on different values of p. For simplicity, we define
1) Case I: We first consider the case where p ≤ c1 ln m 2m . By the triangle inequality, the bias can be decomposed into
where we have used Lemma 10 and Lemma 26 here. Similarly, by Lemma 28, the variance can be upper bounded as
2) Case II: Next we consider the case where
. By Lemma 8 and Lemma 10, the bias can be upper bounded as
The variance is obtained by Lemma 28 as follows:
where in the last step we have used that n u(S).
3) Case III: At last we consider the case where p ≥ 2c1 ln m m
. By Lemma 8 and Lemma 26,
and the variance is given by Lemma 28 that
A combination of these three cases completes the proof.
J. Proof of Lemma 12
As in the proof of Lemma 11, we also distinguish into three cases. 1) Case I: We first consider the case where q ≤ c1 ln n 2n . By Lemma 11 and Lemma 26,
where we have used the fact that 
where we have used the fact that n u(S) here. 
The variance bound is obtained in a similar fashion via Lemma 28:
Var(ξ(p,q)) ≤ Var(T s (p,q)) + Var(T ns (p,q)) + (ET ns (p,q) − ET s (p,q)) 
Combining these three cases yields the desired result.
K. Proof of Lemma 13
As before, we first analyze the variance. By [15, Lemma 20] , we know that there exists some constant C > 0 such that for any x ∈ [0, ≤ C n ln n + 2c 1 ln n n · ln n 2c 1 ln n (495)
As a result, by Lemma 25, for any k = 1, · · · , K + 1, we have
Hence, by triangle inequality again and Lemma 23, we have
≤ (K + 1) 
As for the bias, by construction we have |ET ns (p,q) − p ln q| = p 
Hence, by triangle inequality and (419), we get 
where we have used Lemma 26. Then the result follows from the arbitrariness of δ.
APPENDIX C PROOF OF AUXILIARY LEMMAS
A. Proof of Lemma 19
Fix m, n and an arbitrary (possibly randomized) estimatorD. Denote by µ the (possibly randomized) decision made byD conditioning on the event E where m first symbols and no other symbols from P , and n second symbols and no other symbols from Q are observed. Note that µ is a probability measure on R. Choose P = (1, 0, · · · , 0) and Q = (δ, 1 − δ, 0, · · · , 0) with δ ∈ (0, 1) to be specified in the sequel, then P Q. Hence, with probability at least (1 − δ) n , the event E holds, and thus
As a result, denote by a 1/2 = inf{a ∈ R : µ((−∞, a]) ≥ (a − ln(1/δ))
Letting M → ∞ yields the desired result.
B. Proof of Lemma 20
Similar to the proof of [15, Lemma 16] , we can show that R P (S, m, n, u(S), π) = ∞ k,l=0
R(S, k, l, u(S), π)P(Poi(m) = k)P(Poi(n) = l)
where R(·, ·, ·, ·, π) and R P (·, ·, ·, ·, π) represent the Bayes error given prior π under the Multinomial model and the Poisson sampling model, respectively. On one hand, we have R P (S, m, n, u(S), π) ≥ 0≤k≤2m,0≤l≤2n
≥ R(S, 2m, 2n, u(S), π)P(Poi(m) ≤ 2m)P(Poi(n) ≤ 2n) (523)
where we have used the Markov inequality to get P(Poi(m) ≤ 2m) ≥ 
By the minimax theorem [34] , taking supremum over all priors π yields the desired result.
C. Proof of Lemma 21
We apply the general approximation theory on convex polytopes to our one-dimensional case where [a, b] is an interval. Note that by polynomial scaling, 
where ϕ(x) = x(1 − x). For the evaluation of ω 
i.e., we conclude that ω 
