We used magneto-encephalography to study the temporal dynamics of band-limited power correlation at rest within and across six brain networks previously defined by prior functional magnetic resonance imaging (fMRI) studies. Epochs of transiently high within-network band limited power (BLP) correlation were identified and correlation of BLP timeseries across networks was assessed in these epochs. These analyses demonstrate that functional networks are not equivalent with respect to crossnetwork interactions. The default-mode network and the posterior cingulate cortex, in particular, exhibit the highest degree of transient BLP correlation with other networks especially in the 14-25 Hz (b band) frequency range. Our results indicate that the previously demonstrated neuroanatomical centrality of the PCC and DMN has a physiological counterpart in the temporal dynamics of network interaction at behaviorally relevant timescales. This interaction involved subsets of nodes from other networks during periods in which their internal correlation was low.
INTRODUCTION
Two complementary principles, segregation of function and dynamic integration, coexist within the brain (Friston, 2002) . Segregation of function has been recognized for well over 100 years. Thus, there exist different neural systems specialized for sensory processing (in multiple modalities), motor control, and various aspects of cognition (e.g., attention, episodic memory, affective evaluation). Neuroimaging, first with positron emission tomography (PET), and later with functional magnetic resonance imaging (fMRI), has greatly advanced our understanding of functional segregation within the human brain. Remarkably, the topography of segregated functional systems can be discerned by analysis of spontaneous covariation of the blood oxygenation level (BOLD) signal acquired in the ''resting state,'' that is, in the absence of imposed task structure (Biswal et al., 1997; Deco and Corbetta, 2011; Fox et al., 2005; Smith et al., 2009 ). These topographies now are widely referred to as resting state networks (Beckmann et al., 2005) .
However, effective behavior depends on the dynamic integration of sensory, motor, and cognitive functions at multiple spatial and temporal scales (Tononi, 2004) . The low temporal resolution of fMRI precludes studying integration on a timescale well matched to behavior. Hence, our understanding of principles governing dynamic integration across anatomically segregated functional domains remains limited. Invasive electrophysiology (extracellular spike or local field potential recording) offers a means of studying network interactions at high temporal resolution (Engel et al., 2001) but is restricted in spatial coverage, which prevents simultaneous monitoring of multiple, distributed brain networks. Noninvasive electrophysiology (electroencephalography [EEG] and magneto-encephalography [MEG] ) offers high temporal resolution and wide coverage, thereby enabling the study of network interactions on a behaviorally relevant timescale (Varela et al., 2001) .
Recent studies using high temporal resolution methods suggest that the apparent temporal stationarity of resting state networks (RSNs), as observed through the slow temporal filter of the BOLD signal, obscures a much richer structure both in the time-and frequency-domain. (Brookes et al., 2011a (Brookes et al., , 2011b de Pasquale et al., 2010; He et al., 2008; Liu et al., 2010; Mantini et al., 2007; Nir et al., 2008) . These complex spatio-temporal patterns theoretically provide the substrate for the integration of information within and across networks during active behavior. However, little information currently exists regarding how this communication manifests in the resting state.
The present study builds on the observation that RSNs, when studied at high temporal resolution with MEG (de Pasquale et al., 2010) , alternate between epochs in which the correlation of band limited power (BLP) among nodes of a network is high, and epochs in which only a subset of network nodes remain coherent. Fluctuations of interregional BLP correlation occur on a timescale of seconds to tens of seconds. The goal of this study was to examine the hypothesis that different functional networks in the brain are not equivalent with respect to crossnetwork integration in the resting state. Specifically, we wish to examine the degree to which different networks interact with other networks, and to what extent this property is dynamically related to the temporal nonstationarity of BLP correlation within networks. Several lines of evidence suggest that a particular RSN, the default-mode network (DMN) (Raichle et al., 2001) may exhibit unique dynamic interactions with other networks. Regions constituting the DMN are among the most anatomically connected (Hagmann et al., 2008; Honey et al., 2009; Sporns et al., 2007) . The DMN is ubiquitously modulated by cognitive task performance (Raichle et al., 2001; Shulman et al., 1997) . And, finally, DMN is the most robust RSN, accounting for the largest fraction of the temporal correlation among regions observed with fMRI (Doucet et al., 2011; Greicius et al., 2003; Yeo et al., 2011) .
RESULTS
We recorded neuromagnetic signals in a group of healthy volunteers (n = 13) during visual fixation (same data set described in de Pasquale et al. [2010] ). Band limited power (BLP) in several frequency bands was reconstructed on a regular grid (4 mm cubic voxels) over the whole brain. The correlation structure of source space MEG BLP was studied using node coordinates (Tables S1 and S2 available online and Figure 1A ) representing several resting state networks (RSNs) derived from fMRI studies (see Experimental Procedures and Supplemental Information). The current strategy represents an extension of our previously published method (de Pasquale et al., 2010; Mantini et al., 2011) , which explicitly exploits the nonstationarity of MEG BLP time series and related interregional correlations (de Pasquale et al., 2010) .
A key methodological feature of these analyses is the identification of epochs, termed maximal correlation windows (MCWs), during which within-network correlation exceeds a statistical threshold. More specifically, during MCWs, the correlation between the MEG power time series of a designated seed and other nodes of the same network (within-network correlation) is higher than the correlation between the seed and an external control node (see Experimental Procedures, Supplemental Information, and Figure S1 for details). MCWs obtained from seeds of the same network (see Table S2 for the lists of seeds used for each network) are concatenated so that each network is associated with its own set of MCWs. According to our nomenclature, MCWs correspond to a state of ''full network engagement'' or ''strong internal correlation.'' As an example, Figure 1B shows regions in the brain that show significant temporal correlation of wide band (1-150 Hz) BLP with a seed in posterior cingulate cortex (PCC). The voxel-wise map closely resembles the topography of the DMN as reported with fMRI. Some regions (e.g., right angular gyrus and dorsal medial prefrontal cortex) were used as input to the algorithm for determination of epochs of MCWs, whereas others (e.g., ventral medial prefrontal cortex and left angular gyrus) were found independently. Also note the paucity of correlation elsewhere in the brain with a few exceptions of cross-network correlation in visual cortex, and left sensorimotor cortex. A different topography is obtained by seeding left posterior intraparietal sulcus (IPS) with right posterior IPS and right frontal eye field (FEF) as additional inputs to the algorithm. Specific correlation is observed in left FEF, a node that is not constrained ( Figure 1C ). The topography resembles that of the dorsal attention network (DAN) as described in fMRI. Control analyses (see Supplemental Information and Figure S2A) show that the algorithm does not produce RSN as an artifact using arbitrary combinations of nodes not corresponding to fMRI-derived RSNs (''fake RSNs''). Figure 1D shows the group-average topography of the wide band (1-150 Hz) BLP temporal correlation maps for six RSNs projected onto an inflated brain atlas surface (Van Essen et al., 2001) . Each map represents within-network correlation evaluated during that network's MCWs. The same results are also shown in axial view in Figure S2C . Importantly these maps contain regions that are significantly correlated in terms of wide-band BLP not only across subjects, but also across nodes. The six networks may be listed as follows: the default mode network (DMN), the dorsal attention network (DAN), the ventral attention network (VAN), plus language (LAN), somatomotor (SOM), and visual (VIS) networks. Note that each MEG BLP network exhibits topography consistent with the resting state fMRI literature (Cordes et al., 2000 (Cordes et al., , 2001 Damoiseaux et al., 2006; De Luca et al., 2006; Greicius, 2008) . Similar MEG networks have been reported in other recent resting-state studies (Brookes et al., 2011a (Brookes et al., , 2011b de Pasquale et al., 2010; He et al., 2010; Liu et al., 2010) .
Next, we inquired whether the six presently studied RSNs are equivalent as regards cross-network BLP correlation dynamics. For each network, and for each frequency band, cross-network correlations were computed on each network's MCWs. These quantities then were averaged over appropriate node pairs. The results, expressed as Z-score matrices, are shown in Figure 2 (see Experimental Procedures and Supplemental Information for details). Here, it is important to emphasize that these matrices are not symmetric: for a given network values along the rows correspond to cross-correlations computed during its MCW; values along the columns correspond to cross-correlations computed during the MCWs of the other networks. In what follows, we refer to such results as crossnetwork interactions. A major feature evident in Figure 2 concerns the dependence of BLP interactions on frequency band. Within-network correlations were weak and statistically nonsignificant in the d and q bands. Significant within-network correlations were observed in the a (p < 0.01, FDR corrected), and even more so in the b band (p < 0.005, FDR corrected). No results are shown for the g band because there were no identified MCWs in that frequency range. Among all RSNs, the DMN showed the strongest interaction with other networks, and this effect was especially clear in the b band (all contrasts p < 0.005, FDR corrected). Significant interactions (all contrasts p < 0.01, FDR corrected) were also observed in the a band. Other networks with significant cross-network interactions include the DAN (a, all contrasts, p < 0.01 except versus language; b, all contrasts: p < 0.01) and the somatomotor network (a, all contrasts, p < 0.01 except versus visual; b, all contrasts, p < 0.01). VAN, language, and visual networks appeared relatively segregated.
The analysis of cross-network interaction was extended to the level of single nodes, confining the analysis to the b band. Figure 3A shows the pairwise interaction matrix for all presently considered nodes (Table S1 ). Because the spatial resolution of source-space MEG is limited, correlation between closely spaced nodes is high. To minimize the impact of this effect, pairs of nodes closer than 35 mm were excluded (white cells in Figure 3) . The 35 mm figure was derived from previous results (de Pasquale et al., 2010) . However, the principal features evident in Figures 2 and 3 are insensitive to varying the nodepair proximity limit within a range of 0-100 mm ( Figure S3 ).
Five out of seven nodes of the DMN showed significant interactions with nodes of other networks in the b band (bar plots Figure 3A , all contrasts, p < 0.05). Among these nodes, the posterior cingulate cortex (PCC) showed the highest mean interaction with all other nodes (p < 0.001 Bonferroni corrected). Other significant nodes included the left and right angular gyrus, and medial prefrontal cortex. In contrast, only two nodes of other networks reached a significant level of interaction: left posterior intraparietal sulcus, part of the DAN (p < 0.05, Bonferroni Table S2 for combination of seeds in each network). Therefore only voxels that show consistent correlation with all seeds are retained. See also Figure S1 and Table S1. corrected), and the left central sulcus, part of the somatomotor network (p < 0.05, Bonferroni corrected). These findings, at the single node level, are consistent with results obtained by averaging over nodes within networks (Figure 2 ). Control analyses presented in Figure S4 show that both within or across-network interaction results are insensitive to choice of external node used to compute MCWs.
A key finding of this study was that the results shown in Figures 2 and 3A reflect nonstationary phenomena. Thus, strong crossnetwork interactions of the PCC, and more generally the DMN, were limited to temporal epochs in which this network was strongly coherent internally (DMN MCWs). The DMN did not exhibit strong correlations with other networks when they were in their MCWs (columns of Figures 2 and 3A) . Similarly, the DMN did not exhibit strong correlations with other networks outside its MCWs ( Figure 3B ). Importantly, the principle that a network interact with others when it is in a state of strong internal coherence generalized to both DAN and somatomotor networks, the other two networks with significant cross-network interactions. This impression was confirmed quantitatively by an ANOVA testing across networks the difference of cross-network interaction in the b band when inside versus outside each network MCWs ( Figure S5A ). DMN and VAN showed respectively the largest and smallest difference as compared to other networks (p < 0.0001 and p < 0.005, respectively). Motor and DAN also showed stronger interactions within than outside their MCWs as compared to other networks except DMN (Motor, all p < 0.05; DAN, all p < 0.05 except motor). In contrast, visual and language networks did not show any significant difference between them. These analyses confirm that cross-network interactions are nonstationary, and that networks differ in their tendency to interact with others.
Additional control analyses indicate that, although the results displayed in Figure 3A were obtained in the b band, they do not underlie an overall greater b-BLP in the DMN as compared to other networks; moreover, b-BLP was not specifically enhanced (within the DMN or other networks) during DMN MCWs (see Figures S5B and S5C) .
The results presented thus far indicate that: (a) RSNs can be recovered with MEG BLP correlation, especially in the a and Frequency band is indicated above each matrix. The represented quantity is the Z-score computed by comparing the correlation between a pair of nodes versus the mean correlation with the rest of the brain (see Supplemental Information for details). This quantity is averaged across all pairwise correlation between the nodes of one network and the nodes of another network. The matrix is not symmetrical. Each row represents the average correlation of one RSN with others during its MCWs. Each column represents the average correlation of one RSN with others during their MCWs. Statistical significance: *p < 0.01; **p < 0.005. See also Figure S2 and Table S1 . Table S1 for a complete list of nodes and abbreviations. Each column represents the correlation between one node and all other nodes during the MCWs of the networks to which the other nodes belong. White cells represent node pairs closer than 35 mm. The bar plots on the right represent the connectivity of each node averaged across the other RSN nodes. Statistical significance: *p < 0.05; **p < 0.001. (B) Same as (A), but correlation is computed in temporal epochs outside each network's MCWs. Note lack of within-network correlation and across-network interactions outside of MCWs. See also Figure S3 and Table S1 . Given the transient nature of the BLP cross-network interactions, it is important to characterize how two networks interact in relation to the degree of internal correlation. Two possibilities were considered. First, cross-network interactions may occur predominantly when both networks are strongly engaged (i.e., when both are in a state of high internal correlation). Alternatively, interactions may occur when one network is strongly engaged and the other is not. To address this question, we developed a measure of MCW temporal overlap (see Supplemental Information). This measure quantifies the degree to which two networks share MCWs specifically in the b band. We found that the temporal overlap of MCWs between the DMN and other networks was relatively low (on average <30%) ( Figure 4A ). In contrast, RSNs that are relatively segregated, such as language, visual, and VAN, showed greater MCW temporal overlap (>45%). Networks with intermediate levels of interaction (DAN, somatomotor) also showed low MCW overlap. This analysis suggests that cross-network interactions involve one fully engaged network and a subset of nodes of another network, when it is in a state of lower internal correlation.
To verify this result, we considered which nodes from other networks more strongly interact with DMN by computing the average correlation between each node and all DMN nodes during DMN MCWs ( Figure S5D ). Consistently with the previous analyses, to minimize the impact of internodal proximity, we considered only nodes that were separated by at least 35 mm from DMN nodes. The degree of correlation between the remaining nodes and DMN nodes was independent of mean internodal distance (r = 0.09, p = 0.57) ( Figure S5E ). Two to four specific nodes in each network exceeded a statistical threshold (p < 0.01 FDR corrected). These observations confirm that some nodes of other networks function as bridge points for interaction with the DMN.
A final analysis considered the possibility that the observed cross-network interactions might be a trivial consequence of a particular network spending more time in a state of high internal correlation (i.e., longer or more frequent MCWs). For each RSN, separately in the a and b bands, we considered the ratio of MCW duration to total recording time. This analysis uncovered an important temporal property of RSNs, specifically, an inverse relation between a tendency toward cross-network interactions and time spent in MCWs. Networks manifesting stronger crossnetwork interactions (DMN, DAN, and motor) spent on average less time in MCWs than networks with weaker cross-network interactions (VAN, visual, language) ( Figure 4B ). This impression was confirmed quantitatively by a repeated-measure (subjects) ANOVA with RSN (DAN, VAN, DMN, visual, motor, language) and band (a, b) as factors, on MCW-to-total time ratio. A significant effect of RSN (F[5,60] = 10.3 p < 0.0001) was accounted for by the VAN (all contrasts, p < 0.002), visual (all contrasts but language, p < 0.005), and language networks (versus DMN p < 0.005) spending longer time in a state of high internal correlation. There was no significant effect of band (i.e., a versus b). There was a significant interaction of RSN by band (F[5,60] = 3.58 p = 0.0045). The DAN was fully engaged more often in the a as compared to the b band (p < 0.05), whereas the DMN showed the opposite pattern (p < 0.005). An inverse relationship between the percentage of time spent in MCW and tendency to coupling with other networks is also apparent by plotting these two quantities across networks separately in the a and b bands ( Figures S5F and S5G) . Notably the DMN in b departs from this relationship.
In summary, analyses of temporal dynamics of BLP correlation reveal two important temporal properties about resting-state networks. First, cross-network interactions occurs between one network in a state of strong internal correlation, and a subset of nodes of another network that is not strongly coherent at that moment. It appears that some nodes can break away from their usual RSN and transiently correlate with one of the networks that tend to cross-interact, especially DMN. Second, networks spend Figure S4 and Table S1 . a variable fraction of time in a state of high internal correlation, and this property seems to inversely relate to their tendency to couple with other networks. Interestingly, the DMN, the most interacting network, spends on average less time in a state of high internal correlation (20% in a; 36% in b) than the VAN (53% in a; 56% in b), the least interacting network. This result is remarkable given these two networks are topographic neighbors yet display very different patterns of temporal interaction.
DISCUSSION
We used MEG to examine the nonstationary properties of band limited power (BLP) time series correlation within and across functional networks defined by prior fMRI studies. Six segregated RSNs (DMN, DAN, VAN, visual, somatomotor, and language) , showing topography similar to that fMRI RSNs, were recovered by computing voxel-wise BLP temporal correlation maps. Correlation maps for each network were computed in epochs of strong within-network correlation (MCWs). The dynamics of network interactions were studied during each network's MCWs. Of all networks, the DMN showed the highest degree of cross-network interactions and this property was especially pronounced in the b (14-25 Hz) band. Among all DMN nodes, the PCC was the region manifesting the highest degree of cross-network interaction. This interaction involved subsets of nodes from other networks during periods in which their internal correlation was low. More generally, different networks exhibited different degree of temporal nonstationarity that appeared to be inversely related to the degree of crossnetwork coupling.
The following discussion considers three main issues: (1) the dynamics of functional segregation and integration of RSNs; (2) the DMN, and the PCC in particular, as a functional core of the brain; and (3) the significance of b band rhythms in functional integration. First, we consider some methodological factors that may potentially influence our findings.
Methodological Considerations
Studying the covariance structure of spontaneous cortical activity with MEG is challenging for several well-known reasons. MEG data are often contaminated by several artifacts including physiologic noise (respiration, heart), head and eye movements, and environmental noise. The impact of artifacts is important in resting state studies because averaging in phase with events cannot be used to improve the signal-to-noise ratio. Inverse source modeling is inherently uncertain and is especially so when the objective is to recover multiple simultaneously active sources. Most of these factors and their impact on the detection of MEG RSNs have been discussed in our recent publications (de Pasquale et al., 2010; Mantini et al., 2011) . Several other features of the present methodology bear discussion.
First, it may be argued that, because the MCW procedure identifies epochs of high within-network correlation, the presently observed MEG RSNs (Figure 1 ) are predisposed to replicate the RSN priors derived from fMRI. This concern applies to the diagonal blocks in Figures 2 and 3 representing withinnetwork correlation, but not to the off-diagonal blocks indicating cross-network interactions. In fact cross-network interactions are computed on node pairs that were not used to define the MCWs. Several features of the present methodology mitigate this concern. MCW identification for one seed in one subject is just the first step of the analysis. In the second step, Z-score maps are computed by testing the mean correlation value across subjects in each voxel against the mean and variance of connectivity across the rest of the brain and over subjects. Importantly, to minimize the influence of fMRI priors, MCWs are identified using only a subset of three nodes from each network, whereas MEG RSN identification requires that all Z-score maps corresponding to four distinct node subsets (Table S2 ) pass a statistical criterion. For example, in the case of the DAN, left FEF was not input to the MCW algorithm when left PIPS was a seed (Figure 1C) , and similarly, right FEF was not input when right PIPS was a seed. Thus, the maps in Figure 1 include only voxels that are both significant over subjects and survive a logical AND conjunction over node subsets. A related analysis addresses the logical converse. Specifically, providing the MCW procedure with arbitrary combinations of nodes (''fake RNSs'') yielded very few MCWs and no MEG RNSs comparable to the results shown in Figure 1 . The ''fake RSN'' analyses are presented in the Supplemental Information ( Figure S2A ) and confirm a similar, previous control analysis (using a different arbitrary node combination; de Pasquale et al., 2010). More broadly, even if the MCW procedure may be predisposed to replicate RSNs corresponding to fMRI priors, this does not account for the frequency specificity of both within-and across-network interactions (e.g., Figure 2) .
A second question concerns the influence of the external node. Because the MCW procedure contrasts within-versus external-to-network correlations, it is critical to demonstrate that the presently obtained results are independent of the locus of the external node. Accordingly, we repeated several of the present analyses using a total of three different external nodes (RSFG, EXT2, and EXT3), in each case obtaining very similar results (Supplemental Information and Figure S4 ). In particular, the correlation between the cross-interaction matrix shown in Figure 3A (external node = RSFG), and the replicate matrices (external node = EXT1, EXT2) was 0.88 and 0.89. These control analyses provide evidence that our findings are robust with respect to choice of external node.
A third concern is that estimates of cross-network interactions might be biased by the limited spatial resolution of source-space MEG. To account for this limitation, we excluded from all crossnetwork analyses (e.g., Figure 3 ) node pairs closer than a particular distance criterion (35 mm). As recently demonstrated, the MEG point spread function (PSF) is spatially variable (Hauk et al., 2011) . To address this issue, we examined the effect of systematically varying the node-pair distance criterion in analyses such as those shown in Figures 2 and 3A , without observing a qualitative difference in the main results ( Figure S3) .
A final concern is the possibility that strong within-network correlation inside MCWs simply reflects a state of generalized high power. Analyses presented in Figures S5B and S5C 
Resting State Network Segregation and Interaction
One of the major motivations behind this work is to understand how spatially segregated networks, identified with fMRI, integrate information. The present measure of integration is crosscorrelation of BLP time series measured with MEG. A major difference between fMRI-and MEG-RSNs concerns the degree of nonstationarity. fMRI RSNs are subtly nonstationary, and sophisticated statistical measures are needed to detect this property (Chang and Glover, 2010) . In contrast, MEG BLP correlations are manifestly nonstationary; this is evident on inspection (de Pasquale et al., 2010) . Thus, MEG RSNs alternate between periods of high and low internal correlation. Nonstationarity of slow cortical potentials has recently been described (Popa et al., 2009 ), but how this phenomenon relates to MEG BLP nonstationarity remains to be determined.
Here we show that RSNs differ in modes of temporal nonstationarity and cross-network interactions. Although some networks (e.g., the VAN) are fully engaged about half of the time, others (e.g., the DMN) maintain strong within-network correlation only about one-fifth to one-third of the time (Figure 4B) . The DMN appears to act as a central core of functional connectivity with other RSNs (Figures 2 and 3) . Significant crossnetwork interactions also involve the DAN and somatomotor networks. In contrast, other networks such as VAN, visual , and language seem to remain largely independent. Interestingly, there seems to be an inverse relationship between fraction of time spent in a state of strong internal correlation versus tendency to cross-interact (Figures 4B and S5F and S5G) . Networks that spend longer time fully engaged tend to crossinteract less. Conversely, networks that spend less time fully engaged cross-interact more. However, the relatively infrequent state of high internal correlation does not explain the tendency of some networks (DMN, DAN, somatomotor) to strongly engage in cross-network interactions. In fact a general principle is that networks engage in cross-network interactions more strongly when they are internally strongly coherent (compare Figures 3A  and 3B) . Therefore, the tendency to cross-interact and the tendency to enter a state of high internal correlation appear to reflect distinct temporal properties of RSNs. Given their nonstationarity it is unlikely that these properties directly reflect structural connectivity; however, the relative centrality of some nodes or networks in structural terms may indirectly influence their dynamics.
Another important result is that network interactions do not occur when both networks are fully engaged. In fact, highly interacting networks do not share the same MCWs ( Figure 4A) . Rather, the interaction involves one fully engaged network, and some nodes of another relatively uncoupled network. This mechanism is illustrated in Figure 5 for two networks (DAN, DMN) in one representative subject. These illustrative findings are representative of the results presented in Figure 2 obtained over all MCWs and all subjects. Figure 5A shows BLP fluctuations within the DMN and the DAN during one MCW of the DMN. On average, the correlation between the two power time series is strong. The standard deviation of the power fluctuations across the different nodes in the two networks is much smaller within the DMN than within the DAN ( Figure 5B ). Accordingly, within-network correlation is stronger in the DMN than in the DAN while cross-network interaction is higher ( Figure 5C ). The interaction involves specific nodes of the two networks (e.g., PCC and left PIPS). In contrast, networks that interact less often tend to exhibit overlapping MCWs, i.e., are more often simultaneously fully engaged (Figure 4A) . This point is significant as it reinforces the independence of two network properties: on the one hand, tendency to enter a state of high internal correlation, on the other, tendency to cross-interact with other networks. Thus, a state of strong internal correlation does not necessarily imply interaction with other networks. Some networks (e.g., the DMN) show strong cross-network interaction while others (e.g., the VAN) do not.
The Default Mode Network Is a Core of Network Integration
In our study, the DMN, and PCC in particular, stand out as functional cores of integration in the awake resting state. Whereas previous structural (Hagmann et al., 2008; Sporns et al., 2007) , and functional connectivity (Buckner et al., 2009; Fransson and Marrelec, 2008; Hagmann et al., 2008; Tomasi and Volkow, 2011 ) studies have described the centrality (in graph theoretic terms) of the DMN, here we show that this property is dynamic on a timescale of seconds. Strong and widespread crossnetwork interactions occur during DMN MCWs (Figure 3) , whereas weak or no interactions occur at other times, even when other networks are fully engaged (DMN column Figures  3A or 3B) . The temporal scale of BLP correlation fluctuations is slow ($0.1 Hz) but specific to the b and a bands.
Metabolic activity within the DMN is commonly suppressed (or deactivated) during goal-driven behaviors (Raichle et al., 2001; Shulman et al., 1997) . However, many different sensory, motor, and associative brain regions also exhibit paradigm-specific deactivations that co-occur with task deactivation of the DMN. Therefore, we note that the DMN is a hub of transient functional interactions across multiple networks both in the resting state and during goal-driven behavior.
Role of b Rhythms in the Resting State
Spectral characterization of network communication is feasible with MEG but not with fMRI because of the sluggish hemodynamic properties of the BOLD signal (Boynton et al., 1996) . Here, we show that both within-and cross-network MEG power correlation are stronger (as seen with MEG) in the a and b bands compared to the other bands. For the DMN in particular, higher values of cross-network interactions were obtained in the b band (Figure 2 ). There were also spectral-based distinctions between DMN and DAN, with the former spending more time fully engaged in the b band, whereas the latter is more often fully engaged in the a band ( Figure 4B ). This distinction is consistent with previous work that highlights an attentional role for a rhythms (Capotosto et al., 2009; Klimesch, 1997) , and a complementary role of a and b rhythms in relation to DAN and DMN (Laufs et al., 2003; Mantini et al., 2007) .
To date, there have been few attempts to characterize the electrophysiological counterparts of fMRI-RSNs. A previous electrocorticography (ECoG) study reported significant spatial correlations between fMRI RSNs and slow cortical potentials in the d range, as well as interregional BLP correlation in higher frequencies (He et al., 2008) . Gamma BLP correlation has been observed in bilateral auditory cortex (Nir et al., 2008) consistent with strong interhemispheric functional connectivity in fMRI. MEG studies have emphasized the importance of a and b BLP in recovering MEG and EEG correspondents of the DMN and the DAN (de Pasquale et al., 2010; Laufs et al., 2003; Mantini et al., 2007) . Similarly, Brookes et al. (2011a) recovered MEG correlates of the fMRI-sensorimotor RSN and observed that the b band yielded the closest topographic similarity. Beta rhythms have been reported also to be the main driver of large scale spontaneous neuronal interactions at the MEG sensor level (Liu et al., 2010) and source level examined with ICA (Brookes et al., 2011b) . Our results show the importance of b (and a) rhythms not only for within-but also for cross-network interactions in the resting state.
A possible interpretation of the dominant role of b rhythms in regulating functional interactions at rest comes from a recent hypothesis by Engel and Fries (2010) , and the observation that the DMN is ubiquitously deactivated across a wide range of cognitive tasks (Shulman et al., 1997) . Engel and Fries (2010) argue that b rhythms, even though classically associated with motor tasks, may play a more general role in maintaining the ''status quo'' of a current behavioral state. For instance, in the motor system, b rhythms are strong at rest or during maintenance of a motor set, but are disrupted by a change in motor behavior. Similarly, in perceptual-cognitive tasks, this rhythm is associated with the dominance of the endogenous top-down influences to override the effect of potentially unexpected external events. Beta band oscillations might therefore be important in maintaining the cognitive status quo.
Periods of cross-network interaction in the b (a) band may correspond to periods in which networks ''idle'' together. The DMN seems to have the most widespread access to other networks, and previous work has associated activity fluctuations in the DMN with 'mind-wandering' (Mason et al., 2007) attentional lapses (Weissman et al., 2006) , and variable confidence in memory judgments (Sestieri et al., 2010) . Accordingly, it would be interesting to correlate periods of strong b-BLP synchrony in the DMN with time-varying fluctuations in cognitive performance and neural activity. This ongoing state, however, appears to be time-limited in the resting state, and certainly it can be interrupted by task-evoked signals. Stimuli, responses, or internal cues may alter the frequency at which regions communicate, e.g., by inducing fast (e.g., b and g) activity and spatially reconfiguring regions that are driven or suppressed.
Conclusions
We report dynamic functional interactions across resting state networks in the human brain. Brain networks assemble and disassemble over time as seen through the lens of MEG BLP time series interregional correlation. Different networks are characterized by different properties including the time spent in a state of high internal interaction and their tendency to link with other networks. Periods of weaker internal correlation allow some nodes of one network to interact with another more strongly correlated network. Conversely, networks that maintain strong internal correlation for long periods of time rarely interact with others. The DMN and the PCC in particular, plays a special role in cross-network interactions. Brain networks are analogous to groups of kids holding hands while playing ''Ring Around the Rosie.'' Groups of kids differ in their tendency to include other kids in their circle. For one kid to be able to join another group, his/her original group needs first to stop rounding. Conversely, different circles of kids going around at the same time rarely combine.
EXPERIMENTAL PROCEDURES Subjects and Acquisition Procedures
The present results represent a substantially augmented analysis of a MEG dataset first described in de Pasquale et al. (2010) . In brief, 13 healthy, young adult volunteer subjects (mean age 29 ± 6 years, 5 females) were studied. Each subject contributed three 5-min resting state MEG runs (15 min total). During recoding subjects were instructed to maintain fixation on a small visual target. Neuromagnetic signals (filter settings 0.16-250 Hz, 1 KHz sampling rate) were recorded using the 153-magnetometer MEG system developed, and maintained at the University of Chieti (Della Penna et al., 2000) .
MEG Signal Preprocessing
The preprocessing steps are reported in Figures S1A-S1C and can be summarized as follows:
ICA identification and classification: environmental and physiological (e.g., cardiac, ocular) artifacts are removed from sensor-space MEG time-series using an ICA based approach (de Pasquale et Source space signals are reconstructed using weighted minimum-norm least-squares (WMNLS) estimation and resampled on a 3D Cartesian grid (64 mm 3 cubic voxels) in MNI atlas space.
The source-space data were restricted to selected frequency bands as follows: wide band (1-150 Hz), q (3.5-7 Hz), a (8-13 Hz), b (14-25 Hz), and g (27-70 Hz) and source-space power time series then were computed as in de Pasquale et al. (2010) ,
in which T p = 400 ms and is the q j ðtÞ = ½q jx ðtÞ q jy ðtÞ q jz ðtÞ 0 source-space current density vector at voxel j at time t. Correlation time series between voxels j and s (the seed) were computed using the Pearson product moment formula:
where T r is the epoch duration and overbars denote the mean over the appropriate interval.
Nonstationary Analysis Extended Maximal Correlation Window Algorithm
Preliminarily, six RSNs (default mode, dorsal attention, ventral attention, language, motor, visual) were selected for study. Each RSN was represented by five to ten nodes for which coordinates were derived from the fMRI literature (Table S1 ). These network nodes were used to extract power time-series spanning an entire (5 min duration) MEG run that are input to the basic MCW algorithm (de Pasquale et al., 2010 ) (see Figure S1 , step D). The objective of this algorithm is to identify epochs in which the contrast between withinnetwork versus external-to-network correlation is maximal. These evaluations (Equation 2) were consistently based on epochs of duration T r = 10 s. In greater detail, the algorithm identifies epochs in which the least within-network correlation is above a threshold whereas the external-to-network correlation is minimal. This is accomplished using an iterative strategy based on Old Bachelor Acceptance (OBA) thresholding (Hu et al., 1995) . Additional details can be found in the Supplemental Information. Here, the basic MCW algorithm was extended to consider multiple combinations of within-RSN nodes to more broadly sample networks as a whole. More specifically, the extended maximal correlation window (EMCW) algorithm considered three or four sets of nodes, each set comprised of three withinnetwork nodes, one of which was designated the seed, and one external node. All present EMCW computations used an external node in the right superior frontal gyrus (RSFG ; Table S2 ) and control analyses employed two nodes in the lateral occipital cortex (see Figure S4) . Generally, the seed was in the hemisphere contralateral to the other two within-network nodes. This arrangement was necessarily modified in the case of the ventral attention network (VAN) that exists only in the right hemisphere. All node sets used in the present work are listed in Table S2 . The search for epochs in which the least within-network correlation is above a threshold whereas the correlation between the seed and one external node is minimal was repeated corresponding to different sets of nodes. All MCWs obtained for different sets of nodes were concatenated in a network-specific set of MCWs. For every window in this set, for each seed in a network, a correlation map is computed. Correspondingly a Z-score is computed to generate both the final RSN connectivity maps and the cross-network interaction. In both cases, the Z-score is obtained by contrasting the correlation value of each voxel with the average correlation in the whole brain with both quantities averaged across all the MCW windows obtained in all sessions (see Figure S1 , step D).
Therefore, to compute the final RSN connectivity maps the Z-score maps were statistically thresholded at p < 0.05 (FDR) as in Figures 1B and 1C and transformed to binary maps. Finally, the binary maps, one for each seed, were multiplied (''AND logic'' operation) to obtain the topography displayed in Figure 1 . Thus, only voxels that show consistent correlation across all seed sets are retained. These steps are reported in Figure S1 (step E).
The cross network interaction matrices reported in Figures 2 and 3 instead are obtained by simply reporting for each node the obtained Z-score values in the network to which the node belongs. Therefore, the computed matrices presented in are not symmetrical: rows define the interaction between one network/node (Figures 2 and 3 ) with other networks/nodes during the first network's MCWs. The columns define the correlation between a first network/node with a second network/nodes during the second networks' MCWs. This step is reported in Figure S1 (step F). A detailed description of the EMCW algorithm and in particular the computation f Z-scores can be found in the Supplemental Information.
SUPPLEMENTAL INFORMATION
Supplemental Information includes five figures, two tables, and Supplemental Experimental Procedures and can be found with this article online at doi:10.1016/j.neuron.2012.03.031.
