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Une ame´lioration d’un re´sultat de E. B. Davies et B. Simon
Rachid Zarouf
Re´sume´
E. B. Davies et B. Simon ont montre´ (entre autres re´sultats) la chose suivante : soit T , une matrice n× n telle que son
spectre σ(T ) soit inclus dans le disque D = {z ∈ C : |z| < 1} et soit C = supn≥0 ‖T n‖E→E , (E e´tant Cn muni de la
norme euclidienne |.| ). Alors ‖R(1, T )‖E→E ≤ C (3n/dist(1, σ(T )))3/2 ou` R(λ, T ) de´signe la re´solvante de T prise au
point λ. Nous ame´liorons ici cette dernie`re ine´galite´ a` travers le re´sultat suivant : sous les meˆmes conditions (portant sur
la matrice T ) et si E est cette fois Cn muni d’une norme quelconque |.|, alors pour tout λ /∈ σ(A) tel que |λ| ≥ 1, on a
‖R(λ, T )‖ ≤ C (5pi/3 + 2√2)n3/2/dist (λ, σ) .
Sharpening a result by E.B. Davies and B. Simon
Abstract
E. B. Davies et B. Simon have shown (among other things) the following result: if T is an n× n matrix such that its
spectrum σ(T ) is included in the open unit disc D = {z ∈ C : |z| < 1} and if C = supk≥0
∥∥T k∥∥
E→E
, where E stands for
Cn endowed with the euclidean norm |.|
2
, then ‖R(1, T )‖E→E ≤ C (3n/dist(1, σ(T )))3/2 where R(λ, T ) stands for the
resolvent of T at point λ. Here, we improve this inequality showing that under the same hypotheses (on the matrix T )
and if this time E is Cn endowed with certain norm |.| , then‖R(λ, T )‖ ≤ C (5pi/3 + 2√2)n3/2/dist (λ, σ) , for all
λ /∈ σ(T ) such that |λ| ≥ 1.
Pour C ≥ 1 et n ∈ N⋆ on pose
Kn(C) = sup ‖R(λ, T )‖ dist (λ, σ(T )) ,
ou` la borne supe´rieure est prise sur l’ensemble des λ ∈ C tels que |λ| ≥ 1 et sur l’ensemble des ope´rateurs
T : E → E avec E = (Cn, |.|) et ve´rifiant ∀k ∈ N,
∥∥T k∥∥
E→E
≤ C.
Le but de cette note est de de´montrer le the´ore`me suivant.
The´ore`me. (i) Pour tout n ∈ N⋆ et pour tout C ≥ 1, on a
Kn(C) ≤ C
(
5pi/3 + 2
√
2
)
n3/2.
(ii) De plus, pour tout C ≥ 1 on a
limsupn→∞n
− 3
2Kn(C) ≤ 5Cpi/3.
Commentaires.
(1) Ce the´ore`me est un re´sultat de nature “nume´rique” dans la mesure ou` il s’agit d’une estimation du type
‖R(λ, T )‖ ≤ Kdist (λ, σ(T )) , ou` la question est d’e´valuer la taille de la constante K = Kn(C) en fonction des
parame`tres dont elle de´pend, a` savoir n et C.
(2) Le re´sultat principal de E. B. Davies et B. Simon est le suivant, voir [2]: Soit Kn la meˆme borne supe´rieure
que celle donnant Kn(C) en restreignant la condition (C1) : [T : E → E avec E = (Cn, |.|) et ve´rifiant ∀k ∈ N,∥∥T k∥∥
E→E
≤ C] par (C2) : [T est une contraction d’un espace de Hilbert ]. Alors le facteur n 32 “devient” n et
Kn = cotan(pi/4n).
1
2(3) Dans ce dernier cas (ou` T est une contraction d’un espace de Hilbert), la me´thode applique´e ci-dessous
pour montrer le The´ore`me faisant l’objet de cette note, donne Kn ≤ an ou` a = (1 + maxλ∈σ(T ) |λ|). En
particulier, pour r = maxλ∈σ(T ) |λ| < 4/pi − 1, cette majoration est plus pre´cise que [2].
(4) En ce qui concerne l’exactitude du ve´ritable ordre de croissance de la constante Kn(C), on sait pour
l’instant que Kn(C)/n ≥ Kn/n ≥ b ou` b = (2 +
√
3)/3, voir [2] p.4.
(5) L’hypothe`se du the´ore`me entraˆıne trivialement que ‖R(λ, T )‖ ≤ C (|λ| − 1)−1, |λ| > 1. Ce the´ore`me peut
donc eˆtre vu comme un analogue unilate´ral du “Lemme de Domar” bien connu (voir [1], [6]): si σ ⊂ D et u une
fonction sous-harmonique dans C \ σ telle que pour tout λ ∈ C \ σ, u(λ) ≤ Cmax
{
||λ| − 1|−1 , dist (λ, σ)−1
}
,
alors pour tout λ ∈ C \ σ, tel que |λ| ≥ 1/2, u(λ) ≤ 447Cdist (λ, σ)−1 . Une version aussi ge´ne´rale pour des
estimations unilate´rales (|λ| ≥ 1), n’est pas vraie (exemple: u(λ) = ‖R(λ,Mθ)‖, ou` Mθ est l’ope´rateur mode`le
surKθ = H
2ΘθH2, θ = exp
(
z+1
z−1
)
, voir [4]), mais notre re´sultat montre qu’elle est correcte pour des re´solvantes
de matrices de taille n (avec une constante de´pendant de n).
Nous avons recours en premier lieu au lemme suivant, de type principe du maximum.
Lemme. Soient C ≥ 1, A > 0 tels que pour tout ope´rateur T agissant sur (Cn, |.|) et de spectre σ(T ), la
condition suivante soit re´alise´e:{
supk≥0
∥∥T k∥∥ ≤ C
σ(T ) ⊂ D =⇒ [∀λ⋆ tel que |λ⋆| = 1, dist (λ⋆, σ(T )) ‖R (λ⋆, T )‖ ≤ A] ,
alors,
Kn(C) ≤ A.
Preuve. Soit λ tel que |λ| > 1. λ peut alors s’e´crire λ = ρλ⋆ avec ρ > 1 et |λ⋆| = 1. On pose T⋆ = 1ρT . Dans
ces conditions, supk≥0
∥∥T k⋆ ∥∥ ≤ C et σ(T⋆) = 1ρσ(T ) ⊂ D. Par conse´quent, on a
dist (λ⋆, σ (T⋆)) ‖R (λ⋆, T⋆)‖ ≤ A, ce que l’ont peut encore e´crire ρdist (λ⋆, σ (T⋆))
∥∥ρ−1R (λ⋆, T⋆)∥∥ ≤ A. Il
suffit maintenant de remarquer que ρdist (λ⋆, σ (T⋆)) = dist (λ, σ(T )) et ρ
−1R (λ⋆, T⋆) = R(λ, T ).

Preuve du The´ore`me. Soient T une matrice de taille n ve´rifiant la condition (C1) et
σ = σ(T ) = {λ1, λ2, ..., λn} son spectre (les λj e´tant compte´s avec leur multiplicite´). On de´fini le produit de
Blaschke B = Πnk=1bλi , ou` pour tout i = 1..n, bλi =
λi−z
1−λiz
. Tout d’abord,
‖R(λ, T )‖ ≤ C
∥∥∥∥ 1λ− z
∥∥∥∥
W/BW
,
(voir [3] The´ore`me 3.24, p.31), ou` W est l’alge`bre de Wiener des se´ries de Taylor absolument convergentes,
W =
{
f =
∑
k≥0 fˆ(k)z
k : ‖f‖W =
∑
k≥0
∣∣∣fˆ(k)∣∣∣ <∞} et
∥∥∥∥ 1λ− z
∥∥∥∥
W/BW
= inf
{
‖f‖W : f (λj) =
1
λ− λj , j = 1..n
}
.
On suppose dans un premier temps que |λ| > 1. Soit PB la projection orthogonale de l’espace de Hardy H2
sur KB = H
2ΘBH2. La fonction f = PB(
1
λk1/λ¯) verifie bien f − 1λ−z ∈ BW, ∀ j = 1..n. En particulier, on a∥∥∥∥ 1λ− z
∥∥∥∥
W/BW
≤
∥∥∥∥1λPBk1/λ¯
∥∥∥∥
W
.
Mais on sait que
3PBk1/λ¯ =
n∑
k=1
(
k1/λ¯, ek
)
H2
ek
ou` la famille (ek)
n
k=1 (appele´e base de Malmquist relative a` σ, voir [5] p.117) de´finie par,
e1 =
(
1− |λ1|2
) 1
2 f1, ek =
(
1− |λk|2
) 1
2
(
Πk−1j=1bλj
)
fk = (fk/ ‖fk‖2)Πk−1j=1bλj , k ≥ 2,
ou` fk(z) =
1
1−λkz
. Du coup,
PBk1/λ¯ =
n∑
k=1
ek
(
1/λ¯
)
ek.
Nous allons maintenant appliquer l’ine´galite´ de Hardy ‖f‖W ≤ pi ‖f ′‖H1 + |f(0)|, (voir N. Nikolski, [4] p. 370
8.7.4 -(c)) a` PBk1/λ¯ en profitant du fait remarquable que pour k = 2..n
e
′
k =
k−1∑
i=1
b
′
λi
bλi
ek + λk
1(
1− λkz
)ek.
On trouve alors
(
PBk1/λ¯
)′
=
(
k1/λ¯, e1
)
H2
λ¯1(
1− λ1z
)e1 + n∑
i=1
b
′
λi
bλi
n−1∑
k=i+1
(
k1/λ¯, ek
)
H2
ek +
n∑
k=2
(
k1/λ¯, ek
)
H2
λk
1(
1− λkz
)ek.
Comme k1/λ¯ est le noyau reproduisant de H
2 associe´ au point 1/λ¯ ∈ D, on trouve
(
ek, k1/λ¯
)
H2
= ek(1/λ¯), et
donc (
PBk1/λ¯
)′
= e1
(
1/λ¯
) λ¯1(
1− λ1z
)e1 + n∑
i=1
b
′
λi
bλi
n−1∑
k=i+1
ek
(
1/λ¯
)
ek +
n∑
k=2
ek
(
1/λ¯
)
λk
1(
1− λkz
)ek.
Maintenant, ∥∥∥∥∥e1 (1/λ¯) λ1(1− λ1z)e1
∥∥∥∥∥
H1
≤ ∣∣e1 (1/λ¯)∣∣
∥∥∥∥∥ λ1(1− λ1z)
∥∥∥∥∥
H2
‖e1‖H2 ≤ |λ|
1
dist (λ, σ)
en utilisant a` la fois l’ine´galite´ de Cauchy-Schwarz et le fait que e1 est de norme 1 dans H
2. Par la meˆme raison
(la famille (ek)
n
k=1 est orthonormale dans H
2), on trouve∥∥∥∥∥
n∑
k=2
λkek
(
1/λ¯
) 1(
1− λkz
)ek
∥∥∥∥∥
H1
≤
n∑
k=2
∣∣ek (1/λ¯)∣∣
∥∥∥∥∥λk 1(1− λkz)
∥∥∥∥∥
H2
‖ek‖H2 ≤
≤
n∑
k=2
∣∣∣∣∣∣∣
(
1− |λk|2
) 1
2
1− λk/λ
∣∣∣∣∣∣∣
1√
1− |λk|2
≤ |λ| (n− 1)
dist (λ, σ)
.
Finalement, ∥∥∥∥∥
n−1∑
i=1
b
′
λi
bλi
n∑
k=i+1
ek
(
1/λ¯
)
ek
∥∥∥∥∥
H1
≤
n−1∑
i=1
∥∥∥∥∥b
′
λi
bλi
∥∥∥∥∥
L2
(
n∑
k=i+1
∣∣ek (1/λ¯)∣∣2
) 1
2
.
Comme en outre on a b
′
λi
/bλi = 1/ (λi − z) + λi/
(
1− λiz
)
, on en de´duit que
∥∥∥b′λi/bλi
∥∥∥
L2
≤ 2/
√
1− |λi|2, et
que ∥∥∥∥∥
n−1∑
i=1
b
′
λi
bλi
n∑
k=i+1
ek
(
1/λ¯
)
ek
∥∥∥∥∥
H1
≤ 2
n−1∑
i=1
1(
1− |λi|2
) 1
2

 n∑
k=i+1
∣∣∣∣∣∣
(
1− |λk|2
)
(
1− λk/λ¯
)2
∣∣∣∣∣∣


1
2
.
4Maintenant, sans perte de ge´ne´ralite´ on peut supposer que la suite (|λi|)ni=1 est croissante (quitte a` re´ordonner
la se´quence σ). Dans ce cas, pour k ≥ i+ 1 > i on a 1− |λk|2 ≤ 1− |λi|2 ce qui donne∥∥∥∥∥
n−1∑
i=1
b
′
λi
bλi
n∑
k=i+1
ek
(
1/λ¯
)
ek
∥∥∥∥∥
H1
≤ 2
n−1∑
i=1
(
n∑
k=i+1
∣∣∣∣∣ 1(1− λk/λ¯)2
∣∣∣∣∣
) 1
2
≤
≤ 2 |λ|
dist (λ, σ)
n−1∑
i=1
(
n∑
k=i+1
1
) 1
2
≤ 4
3
|λ| 1
dist (λ, σ)
(
n
3
2 − 1
)
,
puisque
∑n−1
i=1
√
j ≤ ∫ n1 √xdx. Finalement,∥∥∥∥∥
(
1
λ
PBk1/λ¯
)′∥∥∥∥∥
H1
≤ 1
dist (λ, σ)
+
(n− 1)
dist (λ, σ)
+
4
3
n
3
2 − 1
dist (λ, σ)
=
=
1
dist (λ, σ)
(
−4
3
+ n+
4
3
n
3
2
)
≤ 5
3
n
3
2
dist (λ, σ)
,
la dernie`re ine´galite´ reposant sur le fait que pour tout x ≥ 0, 13x
3
2 − x+ 43 ≥ 0. Ceci donne∥∥∥∥1λPBk1/λ¯
∥∥∥∥
W
≤ 5
3
pi
n
3
2
dist (λ, σ)
+
∣∣∣∣ 1λ
∣∣∣∣
n∑
k=1
∣∣ek (1/λ¯)∣∣ |ek(0)| ≤ 5
3
pi
n
3
2
dist (λ, σ)
+ 2n.
En particulier, (ii) est de´montre´. Pour re´sumer, on a pour n ≥ 1,
‖R(λ, T )‖ ≤ C
(
5pi/3 +
2√
n
dist (λ, σ)
)
n
3
2
dist (λ, σ)
.
Faisons maintenant tendre radialement λ vers sa projection λ⋆ sur le tore T et remarquons qu’alors, (puisque
dist (λ⋆, σ) ≤ 2),
‖R (λ⋆, T )‖ ≤ C
(
5pi/3 + 2
√
2
) n 32
dist (λ⋆, σ)
.
Il reste alors a` appliquer le lemme avec A =
(
5pi/3 + 2
√
2
)
n
3
2 pour achever la preuve de (i).

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