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Stability of symmetric cube gamma factors for
GL(2)
Daniel Shankman and Dongming She
Introduction
Let M be a connected, reductive group over a p-adic field k. Let ψ be a nontrivial
character of k, and let r be a finite dimensional complex representation of the Lang-
lands dual group LM of M whose restriction to the connected component LM◦ is
complex analytic. For certain r, there are a handful of methods to attach local gamma
factors γ(s, π, r, ψ) to irreducible, admissible representations π ofM(k), for example
the Langlands-Shahidi method [Sh90] or various methods of integral representations
([PiRa86], [JaPiSh83]) . The definition of γ(s, π, r, ψ) for general π and r remains
conjectural.
When the gamma factor is defined, we expect several properties to hold. Among
them is the property of stability: that is, we expect γ(s, π, r, ψ) to only depend on the
central character of π, up to a highly ramified twist. After all, once a local Langlands
correspondence for M is established, the gamma factor γ(s, π, r, ψ) should be equal
to a corresponding Artin gamma factor, and an analogous stability property for Artin
factors is known [De72].
In fact, for M = GLn, where we do have a local Langlands correspondence
([He00], [HaTa01], [Sc13]), there is a general method using global arguments to prove
that γ(s, π, r, ψ) equals the corresponding Artin gamma factor under the local Lang-
lands correspondence (Theorem 1.2 of [Sh12]). This method was carried out success-
fully in the case of symmetric and exterior square representations [CoShTs17], twisted
symmetric square representations [She19], and the Asai representation [Shan18]. But
in order for this method to work, there are a number of properties which γ(s, π, r, ψ)
must be already known to have, stability among them.
One of the most successful methods of showing stability of gamma factors, at least
for generic supercuspidal representations, is the method of asymptotic expansion of
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partial Bessel functions. Very loosely speaking, one expresses γ(s, π, r, ψ) as a Mellin
transform MT of a partial Bessel function. The problem then becomes to write the
partial Bessel function as a sum of two functions Fωpi and Fsmooth, the first depend-
ing only on the central character of π, and the second having a certain “smoothness”
property, such that if we write
γ(s, π, r, ψ) = MT(Fωpi ) +MT(Fsmooth)
thenMT(Fsmooth)will be zero provided the central character of π is sufficiently highly
ramified, leaving us only with a dependence on the central character of π.
This method of showing stability for supercuspidals has been successfully carried
out for various gamma factors ([CoPi98], [AsSh06], [CoShTs17], [Shan18], [She19]).
In the case of Langlands-Shahidi gamma factors for maximal self-associate parabolics,
there is a general method to express gamma factors as Mellin transforms of partial
Bessel functions [Sh02]. But the asymptotic expansion of these partial Bessel functions
is still unsolved in the general case.
Our main result in this paper is the stability of the symmetric cube gamma factor
for GL2, for supercuspidal representations. This factor is defined by the Langlands-
Shahidi method by embedding GL2 as a maximal self-associate Levi subgroup of the
exceptional Lie groupG2 [Sh89]. Here is our main result:
Theorem. Let π1 and π2 be supercuspidal representations ofGL2(k) having the same
central character. Then for all sufficiently highly ramified characters ω of GL2(k), we
have
γ(s, π1 ⊗ ω, Sym
3, ψ) = γ(s, π2 ⊗ ω, Sym
3, ψ).
Our main result is equivalent to Theorem 2.2.1, which is the stability of local coef-
ficients forGL2 insideG2. This theorem is not a new result: it follows from the strong
transfer of cusp forms on GL2×GL3 to automorphic forms on GL6 via Rankin prod-
ucts done by Kim and Shahidi in [KiSh00]. But our method of proof gives a purely
local proof of this result, and by the general argument in [Sh12], yields a new proof
of the equality of γ(s, π, Sym3, ψ) with the corresponding Artin factor under the local
Langlands correspondence.
Our method of proof follows that of [CoShTs17]. We apply Shahidi’s local co-
efficient formula to write γ(s, π, Sym3, ψ) as a Mellin transform of a partial Bessel
function, and then prove an asymptotic expansion of partial Bessel functions in our
case. We use a concrete realization of G2 as a group of 7 by 7 matrices. Our matrix
computations were done using SAGE Math.
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We hope that our work here may give some insight into the general problem of
proving stability through asymptotic expansion, especially for exceptional Lie groups.
A particularly difficult case we hope to tackle in the future is stability for the exterior
cube gamma factor forGL6, which occurs in the exceptional Lie group E6.
1 Structure of the group G2
Throughout the paper, k denotes a p-adic field. In this first section, we realize the
split form G of G2 as a group of 7 by 7 matrices. We then realize M = GL2 as a
maximal Levi subgroup of G corresponding to the short root. It is this inclusion of
Levi subgroups which allows us to define the symmetric cube gamma factor via the
Langlands-Shahidi method.
We will make several constructions in G, including Weyl group representatives
and orbit space measures, which will used to apply Shahidi’s local coefficient formula
(Theorem 6.2 of [Sh02]) to calculate the symmetric cube gamma factor in a way that
will be amenable to a proof of stability.
IfH is an algebraic group defined over k, thenH = H(k) will denote the group of
its rational points.
1.1 Definition of the Lie algebra G2
Let g be the split semisimple Lie algebra over k of type G2. We may realize g as the
set of 7 by 7 matrices of the form


a x01 x32 0 −x21 y10 2x11
y01 b x31 x21 0 −y11 2x10
y32 y31 (−a− b) −y10 y11 0 2y21
0 y21 −x10 −a −y01 −y32 2y11
−y21 0 x11 −x01 −b −y31 2y10
x10 −x11 0 −x32 −x31 (a+ b) 2x21
y11 y10 x21 x11 x10 y21 0


. (1.1.1)
A Cartan subalgebra of g is
t = {t = diag(a, b,−a− b,−a,−b, a+ b, 0)}.
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If α, β ∈ t∗ are the elements in the dual of t sending the t above to b, a−b respectively,
then we see that the set of roots of t in g is given by ±Φ+, where
Φ+ = {α, β, α+ β, 2α+ β, 3α+ β, 3α+ 2β}
is a set of positive roots, with simple roots∆ = {α, β}.
The positive eigenspaces are given by the variablesxij , and the negative eigenspaces
are given by the yij ; for example, x32 corresponds to the root 3α+ 2β, and y11 corre-
sponds to the root−(α+ β).
The variables xij also fix positive root vectors xij : Ga → Uiα+jβ in a natural
way: xij(t) sends t to the exponential of the matrix in (1.1) with xij = t and all other
entries zero.
1.2 A matrix realization ofG
Now that we have realized g as a Lie algebra of matrices, we can define G to be the
connected algebraic group in GL7,k with Lie algebra g. LetT be the maximal torus of
G whose Lie algebra is t, and let B = TU be the Borel subgroup of G corresponding
to the system of positive roots in (1.1).
Let P = MN be the parabolic subgroup of G corresponding to the simple root
β. The Levi subgroup M is the centralizer of the kernel of β, regarded as a rational
character of T. We see that M is isomorphic to GL2, and consists of matrices of the
form 

A
DetA−1
tA−1
DetA
1


(1.2.1)
where A ∈ GL2. The unipotent radical N of P consists of matrices of the form
exp(X), for X ∈ g satisfying yij = a = b = x01 = 0. It follows that elements of P
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looks like 

∗ ∗ ∗ ∗ ∗ 0 ∗
∗ ∗ ∗ ∗ 0 0 ∗
0 0 ∗ 0 0 0 0
0 0 ∗ ∗ ∗ 0 0
0 0 ∗ ∗ ∗ 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗ 0 1


. (1.2.2)
1.3 Splitting and Weyl group representatives
Recall that T = T(k),G = G(k) etc. For each root γ of T in G, let Uγ be the corre-
sponding root subgroup. The variables xij in (1.1) define root vectors xγ : Ga → Uγ
for each positive root γ. The choice of simple root vectors define canonical represen-
tatives w˙ ∈ NG(T ) of each element w in the Weyl groupW = NG(T )/T .
This is done as follows: For each simple root γ ∈ ∆, there is a unique root vector
x−γ : Ga → U−γ such that w˙γ = xγ(1)x−γ(1)xγ(1) lies in the normalizer of T .
Then w˙γ will be the canonical representative of wγ . We easily compute:
w˙α =


−1
1
1
−1
1
1
−1


w˙β =


0 1
−1 0
1
0 1
−1 0
1
1


.
For a non-simple reflection w, the representative w˙ is defined in terms of a reduced
decomposition of w: if (w1, ..., wr) is a reduced decomposition of w, where wi is
equal to either wα or wβ , then we set w˙ = w˙1 · · · w˙r . This will be independent of
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the choice of reduced decomposition. In particular, the long element wl has reduced
decompositionwαwβwαwβwαwβ , so we have
w˙l =


1
1
1
1
1
1
−1


Finally, let w0 be the unique element ofW which sends β to a simple root and α to a
negative root. Explicitly, w0 = wlwβ , and in fact w0(β) = β. We have
w˙0 = w˙lw˙
−1
β =


−1
1
1
−1
1
1
−1


.
The choice of splitting also defines a generic character ofU . Let ψ be a fixed nontrivial
character of k. If u ∈ U , then u = exp(u) for a unique u ∈ g. In (1.1.1), the entries
of u are zero except for possibly the xij . We use ψ to define a character of U by the
formula
u 7→ ψ(x01 + x10).
We will also call this character ψ.
1.4 The normalized unramified character
Let ρ be half the sum of the roots of T in N. We have 2ρ = 10α + 5β. Let X(T)
be the group of rational characters of T. It has α, β as a basis. The Weyl group
W = NG(T )/T acts onX(T) by
w.γ(t) = γ(n−1tn)
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where n ∈ NG(T ) represents w. We have that
wα(β) = 3α+ β (1.4.1)
wβ(α) = α+ β (1.4.2)
We define a symmetric, positive definite bilinear form onX(T)⊗Z R by
(aα+ bβ, a′α+ b′β) = aa′ + 3bb′ −
3
2
ab′ −
3
2
a′b.
On account of (1.4.1) and (1.4.2), this form is easily seen to be invariant under the
action ofW .
As in [Sh02], we set
α˜ = 〈ρ, α〉−1ρ = 2
(ρ, α)
(α, α)
ρ = 4ρ.
Then for s ∈ C, we get an unramified character ofM(k) = GL2(k), defined by
m 7→ q〈sα˜,HM (m)〉 = | det(m)|10s.
1.5 Orbit space representative
Let UM = U ∩M. The Lie algebra of UM is one-dimensional and consists of all
matrices of the form
u =


0 x
0 0
0
0 0
−x 0
0
0


.
We consider the action of UM on N by conjugation. We are interested in finding
a suitable open dense subset N ′ of N , stable under the action of UM , such that the
quotient space UM\N
′ has a nice p-adic manifold structure. We will also be interested
in finding a measure dn˙ on UM\N
′, such that integration over N can be recovered by
double integration over UM and UM\N
′.
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Let us consider a typical element n = exp(n) of N , for
n =


0 x01 x32 0 −x21 0 2x11
0 0 x31 x21 0 0 2x10
0 0 0 0 0 0 0
0 0 −x10 0 0 0 0
0 0 x11 −x01 0 0 0
x10 −x11 0 −x32 −x31 0 2x21
0 0 x21 x11 x10 0 0


To simplify the notation, we can identify n with a tuple
n = (x01, x11, x21, x31, x32) (1.5.1)
If u = exp(u), then we have
unu−1 = exp(n1)
where
n1 = (x10, xx10 + x11, x21, x31, xx31 + x32)
We see that on the open dense subset N ′ of N consisting of elements exp(n) such
that x10 6= 0, the action of UM is simple. Taking x = −x11x
−1
10 , we get that every
element ofN ′ is conjugate by a unique element of UM to a unique element of the form
exp(n0), for
n0 = (x10, 0, x21, x31, x32)
Putting this together, we have:
Lemma 1.5.1. Let D be the set of exp(n0) ∈ N , for
n0 = (x10, 0, x21, x31, x32)
Then UM × D → N
′, (u, n) 7→ unu−1 is an isomorphism of analytic manifolds. In
particular, the map sending n ∈ N ′ to its unique conjugate in D is a submersion of
manifolds, soD is the quotient ofN ′ under the action ofUM in the category of analytic
manifolds.
Next, let f be a smooth, compactly supported function on N . We claim there is a
measure dn˙ onD such that integration overN can be recovered by double integration
over UM andD.
8
We take dn˙ to be the measure induced from the exponential map and the measure
|x10|dx1dx3dx4dx5 on logD. It suffices to compute everything at the level of the Lie
algebra: a typical element of logD can be written as n0 = (x10, 0, x21, x31, x32). If
u = exp(n) ∈ UM , then
un0u
−1 = (x10, xx10, x21, x31, xx31 + x32)
so ∫
UM
∫
logD
f(un0u
−1)d(log n˙)du =
∫
k
∫
k4
f((x10, xx10, x21, x31, xx31 + x32))
|x10|dx1dx3dx4dx5dx.
We change x32 to x32 − xx31, and then change x to xx
−1
10 . This becomes∫
k5
f(x10, x, x21, x31, x32)dx1dx3dx4dx5dx =
∫
n
f(n)dn.
We have shown:
Lemma 1.5.2. Let D be as in Lemma 1.5.1, and let dn˙ be the measure on D induced
from the exponential map and the measure |x10|dx10dx21dx31dx32 on log(D). Then∫
N
f(n)dn =
∫
UM
∫
D
f(un0u
−1)dn˙0du
for all f ∈ C∞c (N).
We next introduce the conjugation action of the center ZM ofM . By (1.2.1), ZM
consists of all matrices of the form
z = diag(t, t, t−2, t−1, t−1, t2, 1)
for t ∈ k∗, and we can therefore identify ZM with k
∗. If n = (x10, x11, x21, x31, x32)
is an element of the Lie algebra of N (as in equation (1.2.1)), we have
znz−1 = (tx10, tx11, t
2x21, t
3x31, t
3x32).
The action of ZM onN commutes with that of UM , and UM ×ZM acts simply onN
′.
Similar to Lemmas 1.5.1 and 1.5.2, we can further quotient out D by ZM to obtain a
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fundamental domain D0 for UM × ZM and, with an appropriate measure on D0, we
may recover integration overN by integration of UM ×ZM ×D0. The proof is similar
to that of the previous two lemmas, so we omit the details.
Lemma 1.5.3. Let D0 be the set of exp(n0) ∈ N , for
n0 = (1, 0, x21, x31, x32)
(i): The map UM × ZM × D0 → N
′, (u, z, n) 7→ uznz−1u−1 is an isomorphism of
analytic manifolds. In particular, the map sending n ∈ N ′ to its unique representative
in D0 is a submersion of manifolds, so D0 is the quotient of N
′ by ZM × UM in the
category of analytic manifolds.
(ii): With the measure dn˙ = dx21dx31dx32 on D0, integration over N can be
recovered by integration over UM × ZM ×D0. That is,∫
N
f(n)dn =
∫
ZM
∫
UM
∫
D0
f(zunu−1z−1)q〈2ρ,HM (z)〉dn˙du
for all f ∈ C∞c (N).
Note that if z identifies with t ∈ k∗, then q〈2ρ,HM (z)〉 = |t|10 by (1.4).
Since the preimage of dense open sets under a submersion of manifolds remain
dense open, it is clear that Lemma 1.5.3 holds if D0 is replaced by any open dense
subsetW ofD0, andN
′ is replaced by the orbit ofW underUM ×ZM . In the notation
of [Sh02],D0 would be written as ZMUM\N .
1.6 The decomposition w˙−1
0
n = mn′n¯
Let N be the unipotent radical of the parabolic subgroup opposite to P. The set of
n ∈ N such that w˙−10 n ∈ PN is open and dense in N . We may then write w˙
−1
0 n
uniquely asmn′n¯ form ∈M,n ∈ N, n¯ ∈ N .
Let us consider n in the fundamental domain D0 of (1.5) under the action of
ZMUM , so n = exp(n), for n = (1, 0, x21, x31, x32).
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Let n¯ ∈ N , for n¯ = exp(n¯), and
n¯ =


0 0 0 0 0 y10 0
0 0 0 0 0 −y11 0
y32 y31 0 −y10 y11 0 2y21
0 y21 0 0 0 −y32 2y11
−y21 0 0 0 0 −y31 2y10
0 0 0 0 0 0 0
y11 y10 0 0 0 y21 0


.
Under the dense open condition x21 6= 0, x32 6= 0 and D := x
2
21 + x32 6= 0, we see
that w˙−10 n does lie in PN .
Indeed, if we set
y10 =
−x32
D
y11 =
−x31 +
1
2x21
D
y21 =
−x21
D
y31 =
1
2x32x21
D2
y32 =
3
4x
2
21 + x
2
10x32 +
1
2x21x31
D2
then we have p = w˙−10 nn¯
−1 ∈ P . This can be seen by looking at which entries a
typical element of P must be zero. Writing p = mn with m ∈ GL2(k), the entries of
m can be read off directly from the four upper left entries of p:
m =
(
a b
c d
)
a = y10y11 + y21
b = y210
c = −y211 +
1
2
y11y21 − y32
d = −y10y11 +
1
2
y10y11 + y21 − y31.
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If we writem in the Bruhat decompositionm = u1
(
0 1
−1 0
)
tu2, then
u1 =
(
1 a
c
1
)
u2 =
(
1 d
c
1
)
t =
(
− 1
c
det(m)
−c
)
.
The following result comes from the unexpected observation that the entries ofm,u1, u2,
and t are quotients of homogeneous polynomials in the variables x21, x31, and x32. We
do not currently have a good explanation for why this homogeneity occurs in G2, but
we expect it to occur in other Lie groups.
Lemma 1.6.1. If t ∈ k∗, and (x21, x31, x32) is changed to (tx21, tx31, t
2x32), then
y10, y11, y21, y31, y32 will change respectively to y10, t
−1y11, t
−1y21, t
−1y31, t
−2y32.
The matrix t = diag(t1, t2) will change to diag(t1, t
−2t2). If we write
u1 =
(
1 x1
1
)
u2 =
(
1 x2
1
)
then these change respectively to
(
1 tx1
1
) (
1 tx2
)
Proof. Direct computation.
1.7 Open compact subgroups
We will need a nice collection of open compact subgroupsNκ : κ ≥ 1 ofN , such that
zNκz
−1 only depends on |t| for z =
(
t
t
)
∈ ZM .
Let us consider two arbitrary elements n¯ = exp(n) and n¯′ = exp(n′) of N for
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n,n′ in the Lie algebra of N . If we write
n = (y10, y11, y21, y31, y32)
n
′ = (y′10, y
′
11, y
′
21, y
′
31, y
′
32)
then we see that
n¯n¯′ = exp(z10, z11, z21, z31, z32)
where
z10 = y10 + y
′
10
z11 = y11 + y
′
11
z21 = y11y
′
10 − y10y
′
11 + y21 + y
′
21
z31 =
1
2
(−y10y11z
′
10+y11y
′2
10+y
2
10y
′
11−y10y
′
10y
′
11)+
3
2
(y21y
′
10−y10y
′
21)+y31+y
′
31
z32 =
1
2
(−y211y
′
10+y10y11y
′
11+y11y
′
10y
′
11−y10y
′2
11−y11y21)+
3
2
y21y
′
11−y11y
′
21+y32+y
′
32.
For κ ≥ 1, we will define Nκ to be the set of exp(n) for
n ∈ (p−κ
2
k , p
−κ
k , p
−κ3
k , p
−κ5
k , p
−κ4
k ).
On account of the potentially large discrepancies between the absolute values of the
coordinates of entires of Nκ, and the multiplication formula in N given above, we can
deduce the following lemma.
Lemma 1.7.1. (i): For large enough κ, the sets Nκ are open compact subgroups of
N , such that for
z =
(
t
t
)
∈ ZM ,
the subgroup zNκz
−1 only depends on |t|.
(ii): Let U1 be an open compact subgroup of UM , and let ϕκ be the characteristic
function ofNκ. There exists a κ0 such that for all κ ≥ κ0, we have
ϕκ(un¯u
−1) = ϕκ(n¯)
for all n¯ ∈ N and all u ∈ U1.
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2 Partial Bessel functions
In this section, we apply Shahidi’s local coefficient formula to calculate the symmetric
cube gamma factor as a Mellin transform of a partial Bessel function, up to some Tate
gamma factors. We then develop the asymptotics of this partial Bessel function to
prove the stability result (Theorem 2.2.1).
2.1 Definition of the partial Bessel function
Let ω : ZM → C
∗ be any character, and let f : M → C be any locally constant
function which is compactly supported modulo ZM and which transforms according
to ω, that is f(zg) = ω(z)f(g) for all z ∈ ZM and g ∈ G. We denote the space
of such functions by C∞c (M ;ω). For example, f could be a matrix coefficient of a
supercuspidal representation ofM = GL2(k). We defineW
f :M → C by
W f (m) =
∫
UM
f(xm)ψ(x)dx.
Since f is compactly supported modulo Z , this integral converges absolutely. Let
n ∈ N be an element for which w˙−10 n ∈ PN . Writing w˙
−1
0 n = mn
′n¯ as in (1.6), and
letting ϕX be the characteristic function of an open compact setX inN , we define the
partial Bessel function
JϕX (n, f) =
∫
UM
W f (mu)ϕX(un¯u
−1)ψ(u)du.
This integral converges absolutely, because u 7→ un¯u−1 is a homeomorphism of UM
onto the orbit of n¯ under the conjugation action of UM on N , and orbits of unipotent
algebraic groups on affine varieties are closed.
When f is supported inside the big cell, a smoothness property holds for the argu-
ments of partial Bessel function.
Proposition 2.1.1. Assume that f vanishes on BM = UMT . There exists an open
compact subgroup H of k∗ depending on f and ω, such that the following holds: if
t ∈ H , n = exp(1, 0, x11, x31, x32), and n1 = exp(1, 0, tx11, tx31, t
2x32), then
Jϕκ(n, f) = Jϕκ(n
′, f)
for all κ.
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Proof. Our hypothesis is that f is supported inside the big cell ofM , that is f(b) = 0
for all b ∈ BM . Then f is compactly supported modulo ZM as a function on the big
cell UM w˙MTUM . Let T
′ = {diag(1, t2) : t2 ∈ k
∗} ⊂ T , so that T is the direct
product of ZM and T
′.
There exist open compact subgroupsU1 and U2 of UM , and a compact set Ω of T
′,
such that if f(u1w˙Mzt
′u2) 6= 0 for ui ∈ UM , z ∈ ZM , and t
′ ∈ T ′, then ui ∈ Ui and
t′ ∈ Ω. It follows from this uniformity that there must be a small neighborhoodH of 1
in k∗, which we may take to be a compact open subgroup, such that if n is changed to
n1 by t ∈ H , then for the corresponding decomposition w˙
−1
0 n1 = m1n
′
1n¯
′
1, we have
f(xmu) = f(xm1u) for all x, u ∈ UM . This follows from the fact that f is locally
constant and m,n′, n¯ are continuous functions of n, or more explicitly from Lemma
1.6.1.
We also see that since t is necessarily in O∗k, this will not affect the calculation of
the characteristic function ϕκ, that is we will have ϕκ(un¯u
−1) = ϕκ(un¯
′u−1) for all
u ∈ UM .
2.2 Local coefficient formula
Let π be a generic, irreducible representation of M = GL2(k). Let Cψ(s, π) be the
Shahidi local coefficient attached to π, relative to M inside G ([Sh90], [Sh02]). The
symmetric cube gamma factor γ(s, π, Sym3, ψ), as defined by the Langlands-Shahidi
method, is related to the local coefficient by the formula
Cψ(s, π ⊗ ωpi) = γ(2s, ω
3
pi, ψ)γ(s, π, Sym
3, ψ). (2.2.1)
(Corollary to Proposition 2.2 of [Sh89]). Here ωpi is the central character of π, and
γ(s, ω3pi, ψ) is the Tate gamma factor attached to the character ω
3
pi of k
∗. Our main
theorem is therefore equivalent to the stability of local coefficients:
Theorem 2.2.1. Let π1 and π2 be supercuspidal representations of GL2(k) with the
same central character. Then for all sufficiently highly ramified charactersω ofGL2(k),
we have
Cψ(s, π1 ⊗ ω) = Cψ(s, π2 ⊗ ω).
Let π be a supercuspidal representation of GL2(k) with ramified central character
ωpi. Theorem 6.2 of [Sh02] gives us the following formula for Cψ(s, π)
−1 as a Mellin
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transform of a partial Bessel function:
Cψ(s, π)
−1 = γ(2〈α˜, α∨〉s, ωpi(w˙0ω
−1
pi ), ψ)
−1∫
ZMUM\N
Jϕ
z0N0z
−1
0
(n, f)ω−1pi (w˙0ωpi)(xα)q
〈sα˜+ρ,HM (m)〉dn˙
We will explain the notation in this formula before simplifying it. Here α∨ is a coroot
of ZM with the property that 〈α, α
∨〉 = 1. By (1.4), the pairing 〈α˜, α〉 equals 20. The
expression ωpi(w˙0ω
−1
pi ) denotes the character z 7→ ωpi(z)ω
−1
pi (w˙
−1
0 zw˙0) of ZM , which
is this case is equal to just ω2pi.
The integral is over the quotient of an open dense subset ofN under the conjugation
action of ZMUM , and the measure dn˙ is the “orbit space measure” which allows us to
recover integration over N by integration over ZM , UM , and ZMUM\N . We have
already identified the space ZMUM\N and the measure dn˙ in Lemma 1.5.3: we can
take ZMUM\N to be the torus R = {exp(1, 0, x21, x31, x32) : xij 6= 0}, which is
actually a subset of N . The measure dn˙ is given by
dn˙ = dx21dx31dx32.
For n ∈ R, we can write w˙−10 n = mn
′n¯ whenever the “discriminant”D = x221 + x32
is not zero. The set of n ∈ R for whichD = 0 is of measure zero, and we can declare
the integrand to just be 0 for such n.
In the partial Bessel function Jϕ
zN0z
−1
(n, f), f is a matrix coefficient of π with
f(e) = 1, z0 = t0I2 is a diagonal matrix in ZM , where t0 is an element of k
∗ whose
absolute value depends on the conductors of ωpi and ψ, and N0 is an open compact
subgroup ofN with the property that zNz−1 depends only on |t| for all z = tI2 ∈ ZM .
The open compact subgroupN0 depends on π, but once found, may be replaced by any
larger open compact subgroup ofN with the same property.
Finally, if w˙−10 n = mn
′n¯, then w˙−10 n¯w˙0 ∈ N , which we may write as
w˙−10 n¯w˙0 = exp(c10, c11, c21, c31, c32)
for cij ∈ k. Then xα designates c10, which we calculate as
xα =
1
2x21 − x31
x221 + x32
Let {Nκ} be the open compact subgroups of (1.7). Let κ0 be a sufficiently large
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integer so that z−10 Nκ0z0 contains N0. Then for all κ ≥ κ0, we may use Nκ in place
of z0N0z
−1
0 . We arrive at the following reformulation of Theorem 6.2 of [Sh02] in our
case:
Proposition 2.2.2. Let π be an irreducible, supercuspidal representation of GL2(k)
with ramified central character. Let f be a matrix coefficient of π with W f (e) = 1.
Then there exists an integer κ0 depending on π such that for all κ ≥ κ0,
Cψ(s, π)
−1 = γ(40s, ω2pi, ψ)
−1
∫
R
Jϕκ(n, f)ω
−2
pi (
1
2x21 − x31
x221 + x32
)
| det(m)|10s+
5
2 dx21dx31dx32.
2.3 Moving up to the big cell
The smoothness property of Proposition 2.1.1 is crucial for our stability result. It only
holds for functions supported inside the big cell. Our matrix coefficient f occurring in
the local coefficient formula of Proposition 2.2.2 are not supported in the big cell, since
they are assumed to satisfyW f (e) = 1.
In order to access the smoothness result of Proposition 2.1.1., we will need to prove
an asymptotic expansion formula of Jϕκ(n, f). We are looking for two functions f1
and f01 in C
∞
c (M ;ωpi) such that
Jϕκ(n, f) = Jϕκ(n, f1) + Jϕκ(n, f
0
1 ).
The function f1 will only depend on ωpi, and the second f
0
1 will be supported inside
the big cell.
The process of obtaining f01 from f and f1 is done in this section. It is very similar
to § 5.4 of [CoShTs17].
Lemma 2.3.1. Let f ∈ C∞c (M ;ω). If U1 and U2 are open compact subgroups of
UM = k, define f
′ ∈ C∞c (M ;ω) by
f ′(m) =
1
meas(U1)meas(U2)
∫
U1×U2
f(u1mu2)ψ(u1u2)du1du2.
Then there exists a κ0 depending on U2 such that for all κ ≥ κ0, we have
Jϕκ(n, f) = Jϕκ(n, f
′)
for all n ∈ R.
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Proof. We take κ sufficiently large so that ϕκ(u2n¯u
−1
2 ) = ϕκ(u) for all u2 ∈ U2 and
n ∈ R (Lemma 1.7.1). Let c = 1meas(U1)meas(U2) , so that
Jϕ(n, f
′) = c
∫
UM
∫
UM
∫
U1×U2
f(xu1mu2u)ϕκ(un¯u
−1)ψ(xu1u2u)du1du2dxdu.
We get the result by making the change of variables x 7→ xu−11 and u 7→ u
−1
2 u.
We will use Lemma 2.3.1 to show that if the “pure Bessel integral” W f (−) van-
ishes on the center of M , then in calculating the partial Bessel integral Jϕ(−, f) we
may replace f by a function which is supported inside the big cell. We do this in two
steps (Lemma 2.3.2 and Proposition 2.3.3).
Lemma 2.3.2. Let f ∈ C∞c (M ;ω), and suppose that W
f (e) = 0. Then there exists
an f0 ∈ C
∞
c (M ;ω) which vanishes on UMZM , and an integer κ0, such that
Jϕκ(n, f) = Jϕκ(n, f0)
for all n ∈ R and for all κ ≥ κ0.
Proof. Consider the restriction of f to UMT . Since f is compactly supported modulo
ZM , there is an open compact subgroupU1 of UM such that f(ut) = 0 implies u ∈ U1.
If we set
f0(m) =
1
meas(U1)2
∫
U1×U1
f(u1mu2)ψ(u1u2)du1du2
then Lemma 2.3.1 tells us that for sufficiently largeκ, we have Jϕκ(n, f) = Jϕκ(n, f0).
We need only show that f0(uz) = 0 for all z ∈ ZM and u ∈ UM . If this is not the
case, then there is a z ∈ ZM , u ∈ UM , and u1, u2 ∈ U1 such that f(u1uzu2) 6= 0.
This implies u1uu2 ∈ U1, hence u ∈ U1. Now let c = meas(U1), so that
f0(uz) =
ω(z)
c2
∫
U1×U1
f(u1uu2)ψ(u1u2)du1du2.
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We change variables u1 7→ u1u
−1u−12 , so that
f0(uz) =
ω(z)
c2
ψ(u)
∫
U1×U1
f(u1)ψ(u1)du1du2
=
ω(z)
c
ψ(u)
∫
U1
f(u1)ψ(u1)du1
=
ω(z)
c
ψ(u)W f (e)
= 0.
Proposition 2.3.3. Let f ∈ C∞c (M ;ω), and suppose that W
f (e) = 0. Then there
exists an f0 ∈ C
∞
c (M ;ω) which is supported inside the big cell, and an integer κ0,
such that
Jϕκ(n, f) = Jϕκ(n, f0)
for all n ∈ R and all κ ≥ κ0.
Proof. By Lemma 2.3.3, there is an f1 ∈ C
∞
c (M ;ω) which vanishes on UMZM and
satisfies Jϕ(n, f) = Jϕ(n, f1) for all n ∈ R. We may therefore replace f by f1 and
assume from the beginning that f vanishes on ZMUM .
IdentifyingM = GL2(k), we can write T as the direct product of ZM and T
′ =
{diag(1, y) : y ∈ k∗}. Since f is compactly supported modulo ZM , there is an open
subgroup U1 of UM , and a compact set Ω ⊂ T
′ such that if f(ut′) 6= 0 for u ∈ UM
and t′ ∈ T ′, then u ∈ U1 and t
′ ∈ Ω.
Since we are assuming that f vanishes on UMZM , we can furthermore choose Ω
to be disjoint from ZM . Identifying T
′ with k∗ in the obvious way, we see that Ω is
a compact set in k∗ which is bounded away from 1. Therefore each additive character
x 7→ ψ(x(y−1−1)) for y ∈ k∗ is nontrivial, and we can find an open compact subgroup
U2 of UM such that ∫
U2
ψ(x(y − 1))dx = 0
for all y ∈ Ω. We can also enlarge our subgroup U1 so that t
′U2t
′−1 ⊂ U1 for all
t′ ∈ Ω. Now set
f0(m) =
1
meas(U1)meas(U2)
∫
U1×U1
f(u1mu2)ψ(u1u2)du1du2
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so that for sufficiently large ϕ, we have Jϕ(n, f) = Jϕ(n, f0). We are done if we can
show that f0(ut) = 0 for all u ∈ UM and t ∈ T . Writing t = zt
′ for z ∈ ZM and
t′ ∈ T ′, we have f0(ut) = ω(z)f0(ut
′), so it suffices to show that f0(ut
′) = 0. Now
f0(ut
′) is a scalar multiple of
∫
U1×U2
f(u1ut
′u2)ψ(u1u2)du1du2.
If we suppose that f0(ut
′) 6= 0, then there exist u1, u2 ∈ U1 such that f(u1ut
′u2) 6= 0.
Writing u1ut
′u2 = u1u(t
′u2t
′−1)t′, we see that t′ ∈ Ω and u1u(t
′u2t
′−1) ∈ U1. This
implies that u ∈ U1, so the change of variables u1 7→ u1u
−1 shows that f0(ut
′) is a
scalar multiple of
ψ(u)
∫
U1×U2
f(u1t
′u2)ψ(u1u2)du1du2.
Now we write∫
U1×U2
f(u1t
′u2)ψ(u1u2)du1du2 =
∫
U1×U2
f(u1(t
′u2t
′−1)t′)ψ(u1u2)du1du2
=
∫
U1×U2
f(u1t
′)ψ(u1(t′u
−1
2 t
′−1)u2)du1du2
=
∫
U2
ψ(t′u2t
′−1u−12 )du2
∫
U1
f(u1t
′)ψ(u1)du1.
Identifying UM with k, and t
′ with y ∈ k∗, the first integral is
∫
U2
ψ(x(y−1 − 1))dx = 0.
This shows that f0(ut
′) = 0 and completes the proof.
2.4 Proof of Theorem 2.2.1
We now can apply the results of the previous sections to prove the stability result.
Let π1 and π2 be two supercuspidal representations of GL2(k) with the same central
character ωpi. Let f1 and f2 be matrix coefficients of π1 and π2 such thatW
fi(e) = 1.
Let ω be a character of k∗, identified with a character of GL2(k) through the de-
terminant. Assume that the central characters of π1 ⊗ ω and π2 ⊗ ω are both ramified.
Then we may apply Shahidi’s local coefficient formula (Proposition 2.2.2) for both
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Cψ(s, π1 ⊗ ω) and Cψ(s, π2 ⊗ ω): there exists an integer κω, depending on ω, such
that
Cψ(s, πi ⊗ ω)
−1 = γ(40s, ω2piω
2, ψ)−1
∫
R
η(det(m))Jϕκ(n, fi)
(ωpiω
2)−2(
1
2x21 − x31
x221 + x32
)| det(m)|10s+
5
2 dx21dx31dx32.
for all κ ≥ κω. We have used the fact that if fi(m) is a matrix coefficient of πi,
ω(det(m))fi(m) is one of πi ⊗ ω.
Now we fix an auxiliary function f0 ∈ C
∞
c (M ;ωpi) and apply the results of (2.3).
SinceW fi(e) =W f0(e) = 1 for i = 1, 2, we haveW fi−f0(e) = 0. Proposition 2.2.3
tells us that there exists an f0i ∈ C
∞
c (M ;ωpi), supported inside the big cell ofM , such
that
Jϕκ(n, fi) = Jϕκ(n, f0) + Jϕκ(n, f
0
i )
for all κ greater than or equal to some κ0 depending on f1, f2, and f0. We compute the
differenceCψ(s, π1⊗ω)
−1−Cψ(s, π1⊗ω)
−1, the common term Jϕκ(n, f0) cancels.
We obtain the difference of local coefficients as
γ(40s, ω2piω
2, ψ)−1
∫
R
ω(det(m))(Jϕκ (n, f
0
1 )− Jϕκ(n, f
0
2 ))
(ωpiω
2)−2(
1
2x21 − x31
x221 + x32
)| det(m)|10s+
5
2 dx21dx31dx32.
whenever κ ≥ Max{κ0, κω}. By Proposition 2.1.1, there exists a compact open sub-
groupH of k∗, depending on f01 , f
0
2 , andωpi, such that if t ∈ H , n = exp(1, 0, x21, x31, x32)
and n1 = exp(1, 0, tx21, tx31, t
2x32), then Jϕκ(n, f
0
i ) = Jϕκ(n1, f
0
i ). Take ω to be
sufficiently highly ramified so that ω2piω
2 is nontrivial on H , and choose a t ∈ H with
ωpiω(t
2) 6= 1.
In the above integral, make the change of variables (x21, x31, x32) 7→ (tx21, tx31, t
2x32).
Then det(m) will change to t−2 det(m), and
(ωpiω
2)−2(
1
2x21 − x31
x221 + x32
)
will change to
ωpi(t
2)ω(t4)(ωpiω
2)−2(
1
2x21 − x31
x221 + x32
).
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What this shows is that
Cψ(s, π1⊗ω)
−1−Cψ(s, π2⊗ω)
−1 = ωpiω(t
2)(Cψ(s, π1⊗ω)
−1−Cψ(s, π2⊗ω)
−1)
and therefore Cψ(s, π1 ⊗ ω)
−1 − Cψ(s, π2 ⊗ ω)
−1 = 0. This completes the proof of
Theorem 2.2.1.
Remark 2.4.1. In the proof of stability for symmetric and exterior square gamma fac-
tors given in [CoShTs17], the transfer from n to m under w˙−10 n = mn
′n¯ is quite
straightforward. In our case, and in what we expect for other exceptional Lie groups,
the relationship between n andm is more subtle.
Just as in [CoShTs17], the proof of Theorem 2.2.1 used a change of variables in
the orbit space integral to conclude that the difference of the local coefficients was
zero. Even though the transfer of n to m is less straightforward in our case, what
allowed the proof to work was the fact that the coefficients of m and n¯ were quotients
of homogenous polynomials in the variables x21, x31, x
2
32. If this is the case for other
exceptional groups, for example E6, it is possible that the method of proof given here
can carry over to that case.
References
AsSh06 M. Asgari and F. Shahidi, Generic transfer for general spin groups. Duke
Math. J. 132:1 (2006), 137–190. MR 2007d:11055a Zbl 1099.11028
Bo79 A. Borel, Automorphic L-functions, in Automorphic Forms and Automorphic
Representations, Proc. Sympos. Pure Math. 33, II, AMS, Providence, RI, 1979, pp.
27-62.
CoPi98 J.W. Cogdell and I.I. Piatetski–Shapiro, Stability of gamma factors for
SO(2n+1), Manuscripta Math. 95:4 (1998), 437–461.
CoShTs17 J.W. Cogdell, F. Shahidi, and T.-L. Tsai, Local Langlands correspon-
dence for GLn and exterior and symmetric square ǫ-factors, Duke Math. J. Volume
166, Number 11 (2017), 2053-2132.
De72 Les constantes des équations fonctionelles des fonctions L, Antwerp II, Lec-
ture Notes in Math, vol. 349, Springer-Verlag, 1972, pp. 501-595.
22
HaTa01 M. Harris and R. Taylor, The Geometry and Cohomology of Some Simple
Shimura Varieties, Annals of Mathematics Studies 151, Princeton University Press,
Princeton, 2001.
He00 G. Henniart, Une preuve simple des conjectures de Langlands pour GL(n)
sur un corps p-adique. Invent. Math., 139(2):439–455, 2000.
JaPiSh83 H. Jacquet, I.I. Pietetski-Shapiro and J. Shalika, Rankin Selberg convo-
lutions. Amer. J. Math. 105 (1983), 367-464.
KiSh00 H. Kim and F. Shahidi, Functorial products forGL2×GL3 and functorial
symmetric cube for GL2. C. R. Acad. Sci. Paris Sér. I Math., 331(8):599-604, 2000.
PiRa86 I.I. Piatetski-Shapiro and S. Rallis, ǫ-factor of representations of classical
groups. Proc. Nat. Acad. Sci. U.S.A. 83 (1986), no. 13, 4589–4593.
Sc13 P. Scholze. (2013). The Local Langlands Correspondence for GL n over p-
adic fields, Inventiones mathematicae. 192.
Sh89 Freydoon Shahidi, Third symmetric power L-functions for GL(2). Compositio
Math., 70(3):245-273, 1989.
Sh90 F. Shahidi, A proof of Langlands’ conjecture on Plancherel measures; Com-
plementary series for p-adic groups, Annals of Math. 132 (1990), 273–330.
Sh02 F. Shahidi, Local Coefficients as Mellin Transforms of Bessel functions, In-
ternational Mathematical Research Notices, No. 39 (2002) 2075 - 2119.
Sh10 F. Shahidi, Eisenstein Series and Automorphic L-Functions, American Math-
ematical Society, 2010.
Sh12 F. Shahidi,On equality of arithmetic and analytic factors through local Lang-
lands correspondence. Pacific J. Math. 260 (2012), no. 2, 695–715.
Shan18 D. Shankman, Local Langlands correspondence for Asai L-functions and
epsilon factors, in preparation. https://arxiv.org/abs/1810.11852
She19 D. She, Local Langlands correspondence for the twisted exterior square
ǫ-factors of GLn, in preparation. (https://arxiv.org/abs/1910.02525)
Ta79 J. Tate, Number Theoretic Background, in Automorphic Forms and Automor-
phic Representations, Proc. Sympos. Pure Math. 33, II, AMS, Providence, RI, 1979,
pp. 3-26.
23
