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Abstract
The purpose of this text is to present some new results in the spectral theory of orthogonal polyno-
mials and Schro¨dinger operators.
These results concern perturbations of the free Schro¨dinger operator −∆ and of the free case
for orthogonal polynomials on the unit circle (which corresponds to Verblunsky coefficients αn ≡ 0)
and the real line (which corresponds to off-diagonal Jacobi coefficients an ≡ 1 and diagonal Jacobi
coefficients bn ≡ 0).
The condition central to our results is that of generalized bounded variation. This class consists
of finite linear combinations
V (x) =
L∑
l=1
βl(x) +W (x)
where eiφlxβl(x) has bounded variation with some phase φl and W ∈ L1. This generalizes both
usual bounded variation and expressions of the form
λ(x) cos(φx+ α)
with λ(x) of bounded variation (and, in particular, with λ(x) = x−γ , Wigner–von Neumann poten-
tials) as well as their finite linear combinations.
Assuming generalized bounded variation and an Lp condition (with any p <∞) on the perturba-
tion, our results show preservation of absolutely continuous spectrum, absence of singular continuous
spectrum, and that embedded pure points in the continuous spectrum can only occur in an explicit
finite set.
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1Introduction
The purpose of this text is to present some new results in the spectral theory of orthogonal polyno-
mials and Schro¨dinger operators. The statements of these results are given in Section 4.2; Section 4.1
contains a discussion of related results which served as motivation for our work, and the remainder
of Chapter 4 contains the proof of our results.
Throughout this text, we assume that the reader has a certain level of knowledge in analysis.
More specifically, we will assume knowledge of topics such as measure theory, Banach and Hilbert
spaces. Although prior exposure to spectral theory would certainly help the reader to put the results
in perspective, we will not assume it.
Chapters 1–3 of this text are expository and cover the necessary prerequisites in spectral theory.
Chapter 1 will introduce some basic notions of spectral theory, Chapter 2 the basics of orthogonal
polynomials, and Chapter 3 the basics of Schro¨dinger operators. Our goal was to provide the
background needed for our results in a limited amount of space, so our choice of topics in Chapters
1–3 is very biased and we make no effort to provide a more general review of spectral theory. For more
information, we refer the reader to books on the subject, such as those by Reed–Simon [49, 50, 51, 52],
Simon [60, 61, 63], and Teschl [71, 72].
2
3Chapter 1
Linear operators on Hilbert spaces
1.1 Introduction
In this chapter we will present some basic notions about linear operators on Hilbert spaces. Our main
goal is to establish the basic facts about unitary and self-adjoint operators, which will be needed in
the remainder of this text. In particular, we will discuss unbounded self-adjoint operators, which
will be needed for our discussion of Schro¨dinger operators in Chapter 3. Our exposition will focus
on unbounded operators from the start, since the theory we present includes bounded operators as
a special case.
We assume that the reader has already encountered Hilbert spaces and is familiar with basic
Hilbert space theory as explained in most functional analysis textbooks, for example, in [49, Chapter
2] or [57, Chapter 4]. We will not repeat these definitions, but we will stress a notational choice:
in this text, we define the inner product 〈f, g〉 to be linear in the second parameter and conjugate-
linear in the first parameter. Both this and the alternative convention (that the inner product
be linear in the first parameter and conjugate-linear in the second) are common in the literature,
and the difference is clearly only notational, since it can be fixed by switching the two parameters.
Consistent with this convention, we consider any space of square-integrable functions, L2(X, dµ), a
Hilbert space with the inner product
〈f, g〉 =
∫
f¯gdµ
After the construction of the Lebesgue integral, the space L2(a, b) of square-integrable functions
on an interval was used to analyze Fourier series and other orthogonal expansions. In particular,
Riesz [53] and Fischer [19] proved in 1907 that L2(a, b) is complete and thus isomorphic to `2(N), and
Fredholm’s work on integral equations [20] in 1903 used orthogonal expansions and the concept of an
adjoint equation to analyze eigenvalue problems for integral operators. The basics of Hilbert space
theory were developed in the early 20th century by Hilbert and his school, especially Schmidt and
von Neumann. The spectral theorem for bounded self-adjoint operators was proved by Hilbert [30],
4with contributions by Riesz [54]. The extension to unitary operators and unbounded self-adjoint
operators is due to von Neumann [74].
1.2 Unbounded operators and adjoints
The mathematical theory of unbounded operators was developed in the 1930s by von Neumann [74]
and Stone [67]. With the development of quantum physics in the early 20th century, it quickly be-
came clear that in a mathematical theory of quantum physics, experimentally observable quantities
have to be represented, in general, by non-commuting objects rather than scalars, and it was ulti-
mately recognized that unbounded operators are the proper framework for a rigorous mathematical
foundation for quantum mechanics.
To develop some motivation for unbounded operators, we will first informally discuss two exam-
ples. As the first example, assume that we wish to define an operator
T : f(x) 7→ xf(x)
acting on complex-valued functions on R. This is a well-defined linear operator on the set of all
measurable functions, but what if we wish to restrict it to an operator on L2(R)? We would have
to restrict T to the smaller domain, D(T ), of functions for which xf(x) is in L2(R):
D(T ) = {f(x) ∈ L2(R) | xf(x) ∈ L2(R)}
Although D(T ) ( L2(R), one can see that D(T ) contains all functions of bounded support (since∫ |xf(x)|2dx ≤M2 ∫ |f(x)|2dx if supp f ⊂ [−M,M ]), so D(T ) is a dense subset of L2(R). Similarly,
note that if f ∈ D(T ) with supp f ⊂ [M, 2M ], then ‖Tf‖2 ≥M‖f‖2, so T is not a bounded operator
from D(T ) to L2(R). Thus, there are two peculiarities about this operator: its domain is not all of
L2(R) and it is not bounded.
As the second example, assume that we want to make the Laplacian ∆ into an operator on
L2(Rn). It is clear that not every f ∈ L2(Rn) is twice differentiable, but we may try to fix that by
allowing weak derivatives (in the sense of tempered distributions). However, the weak derivatives
are, in general, distributions and need not be functions, let alone square-integrable. It is thus clear
that we will have to resign to defining ∆ only on a domain D(∆) which is a subset of L2(Rn). On the
other hand, we probably want D(∆) to include at least C∞0 (Rn), the set of infinitely differentiable
functions with compact support. By constructing rapidly oscillating C∞0 functions, it is easy to see
that ∆ has no chance of being a bounded operator. We thus need a proper framework for operators
which are unbounded and not everywhere defined. We must also address the concern of whether
our choice of domain affects properties of the operator, and we will see that it sometimes does. For
5example, for differential operators, boundary conditions often get encoded into the domain.
In carrying over the theory of bounded operators to unbounded, not everywhere defined opera-
tors, some care is needed. Some notions carry over by obvious analogy from the bounded operator
case; for example, one can still discuss eigenvalues and eigenfunctions of T , with the obvious caveat
that eigenfunctions must be elements of D(T ). But for other notions, one must be more careful; for
example, one might (wrongly!) think that the analogue of self-adjointness is
〈g, Tf〉 = 〈Tg, f〉, ∀f, g ∈ D(T ) (1.2.1)
In fact, operators obeying (1.2.1) are called symmetric operators, a notion weaker than self-adjoint-
ness. The difference between these two notions will be discussed in Section 1.3, and a motivation for
the stronger definition of self-adjointness will be provided by the spectral theorem for self-adjoint
operators (Theorem 1.8.1).
Complications can arise for notions as simple as composition of operators. For unbounded A,
B, we can only define AB on D(AB) = {f ∈ D(B) | Bf ∈ D(A)}, but there is no guarantee that
D(AB) is dense in L2(R) or even different than {0}.
For yet other concepts, there is no obvious way to generalize them, although it can be done. For
a bounded operator T , it is customary to define functions of T by power series; for example, the
operator exp(itT ) is customarily defined by a power series,
eitT f =
∞∑
n=0
(it)n
n!
Tnf (1.2.2)
If T is bounded, it is easy to check that the power series converges for every f , but for an unbounded
operator we have to explain what we mean by Tn, the sum only makes sense for f ∈ ∩∞n=0D(Tn),
and even then convergence of the series is an issue. We will see in Section 1.9 that there is a better
way to establish functional calculus of operators, at least in the self-adjoint case.
Definition 1.2.1. An unbounded operator A on a Hilbert space H is a linear map A : D(A) → H
defined on a linear subspace D(A) ⊂ H. We will also always assume that D(A) is dense in H.
One of the main difficulties in dealing with unbounded operators is in the need to be careful
about domains. It should not be surprising then that some bounded operators associated with A
will play an important role.
Definition 1.2.2. Let A be an unbounded operator on H. The resolvent of A at λ ∈ C, if it exists,
6is a bounded two-sided inverse of A− λ, denoted Rλ(A), i.e. Rλ(A) : H → D(A) is such that
Rλ(A)(A− λ)v = v, ∀v ∈ D(A)
(A− λ)Rλ(A)v = v, ∀v ∈ H
The spectrum of A, denoted σ(A), is the set of λ ∈ C for which the resolvent doesn’t exist.
Remark 1.2.1. We warn the reader that some books define the resolvent as the inverse of λ − A,
differing by a minus sign from our convention.
Remark 1.2.2. Uniqueness of Rλ(A), if it exists, follows from a standard algebraic argument: if
R˜λ(A) also satisfies all the properties, then Rλ(A) = Rλ(A)(A− λ)R˜λ(A) = R˜λ(A).
The following theorem establishes some properties of the resolvent and shows that the spectrum
is a closed set.
Theorem 1.2.1. (i) (The first resolvent identity) For any z, w /∈ σ(A),
Rz(A)−Rw(A) = (z − w)Rz(A)Rw(A) (1.2.3)
(ii) For any z, w /∈ σ(A), Rz(A)Rw(A) = Rw(A)Rz(A).
(iii) σ(A) is closed and the map λ 7→ Rλ(A) is a norm-analytic map of C \ σ(A) to B(H).
We remind the reader that a norm-analytic map from a region Ω ⊂ C to B(H) is a map which
is representable by a norm-convergent power series in a neighborhood of any point of Ω.
Proof. (i) follows from the calculation
Rz(A)(z − w)Rw(A) = Rz(A)[(A− w)− (A− z)]Rw(A) = Rz(A)−Rw(A)
(ii) follows from (i) by interchanging z and w and comparing the two equalities.
To prove (iii), fix z /∈ σ(A) and let r = ‖Rz(A)‖−1. Define
Rˆw(A) =
∞∑
n=0
(w − z)nRz(A)n+1 (1.2.4)
This clearly defines a norm-analytic function of w in the disk |w − z| < r, and a straightforward
calculation shows that Rˆw(A)(A−w) = (A−w)Rˆw(A) = 1, so w /∈ σ(A) and in the disk |w−z| < r,
the resolvent is given by the norm-analytic power series (1.2.4).
The spectrum of a matrix is just its set of eigenvalues. For an operator A on an infinite-
dimensional space, if λ is an eigenvalue, then Ker(A− λ) 6= {0} so λ ∈ σ(A), but the converse does
not hold: elements of σ(A) are not necessarily eigenvalues, as seen in the following example.
7Example 1.2.1. Let A be a bounded operator on L2(0, 1) given by (Af)(x) = xf(x). For z ∈ C\[0, 1],
multiplication by (x − z)−1 is a bounded inverse for A − z, so z /∈ σ(A). For z ∈ [0, 1], picking a
function f ∈ L2(0, 1) with supp f ⊂ [z − , z + ], we have ‖(A − z)f‖2 ≤ ‖f‖2, so A − z cannot
have a bounded inverse. Thus, σ(A) = [0, 1]. However, Af = zf implies that xf(x) = zf(x) for a.e.
x, so f = 0. Thus, A has no eigenvalues.
We now introduce the graph of an unbounded operator and some related properties. The use-
fulness of graphs in the study of unbounded operators was first shown by von Neumann [75]. We
will use the Hilbert space structure on H×H, given by the inner product
〈(u1, v1), (u2, v2)〉 = 〈u1, u2〉+ 〈v1, v2〉 (1.2.5)
Definition 1.2.3. (i) The graph of an operator A on H is
Γ(A) = {(u,Au) ∈ H ×H | u ∈ D(A)} (1.2.6)
(ii) An extension of A is an operator B such that Γ(A) ⊂ Γ(B).
(iii) An operator A is closed in H if and only if Γ(A) is closed in H×H.
(iv) A is closable if and only if it has a closed extension.
(v) If A is closable, its smallest closed extension is called its closure and denoted A¯.
(vi) If A is closed, D is a core for A if and only if A|D = A.
Remark 1.2.3. If A is closable, the intersection of all its closed extensions (more precisely, the
operator corresponding to the intersection of graphs of all its closed extensions) is its smallest closed
extension.
Definition 1.2.4. An bounded operator U : H → K is unitary if and only if RanU = K and
‖Uv‖ = ‖v‖ for all v ∈ H.
Remark 1.2.4. By the polarization identity
〈u, v〉 = 14
(‖u+ v‖2 − ‖u− v‖2 + i‖u+ iv‖2 − i‖u− iv‖2)
this is equivalent to the condition that RanU = K and 〈Uu,Uv〉 = 〈u, v〉 for all u, v ∈ H.
Let A be an unbounded operator on H. We wish to define its adjoint A∗. For bounded operators,
the adjoint is defined by the condition that
〈A∗u, v〉 = 〈u,Av〉 (1.2.7)
8holds for all u, v ∈ H, which determines A∗ uniquely by the Riesz representation theorem. For un-
bounded operators, (1.2.7) is clearly only defined for v ∈ D(A), but that is not the only modification
needed: the left-hand side of (1.2.7) is a bounded linear functional in v, so the right-hand side must
be as well. Conversely, if the right-hand side is a bounded linear functional on D(A), then density
of D(A) and the Riesz representation theorem imply that the value of A∗u is uniquely determined
by (1.2.7). Thus, we define
Definition 1.2.5. For an unbounded densely defined operator A on H, define its adjoint A∗ by
D(A∗) = {u ∈ H | the map v 7→ 〈u,Av〉 is a bounded map from D(A) to C} (1.2.8)
and
〈A∗u, v〉 = 〈u,Av〉, ∀u ∈ D(A∗) ∀v ∈ D(A) (1.2.9)
Note that the fact that D(A) is dense in H is what guarantees that A∗u is uniquely determined
by (1.2.9). Using this uniqueness, the reader can easily verify that A∗ is linear. We warn the reader
that A∗ isn’t necessarily densely defined, so, for example, the double adjoint A∗∗ may not be defined.
To establish some properties of the adjoint, we will use a unitary operator V on H×H, defined
by
V (φ, ψ) = (−ψ, φ) (1.2.10)
Theorem 1.2.2. Let A be an unbounded, densely defined operator.
(i) The graph of the adjoint of A is given by
Γ(A∗) = V (Γ(A))⊥ (1.2.11)
In particular, A∗ is closed.
(ii) The kernel of the adjoint of A is given by
KerA∗ = (RanA)⊥ (1.2.12)
(iii) A is closable if and only if
{ψ | (0, ψ) ∈ Γ(A)} = {0} (1.2.13)
i.e. if and only if Γ(A) is the graph of an operator, in which case Γ(A¯) = Γ(A).
(iv) A is closable if and only if D(A∗) is dense, in which case A¯ = A∗∗.
(v) If A is closable, then (A¯)∗ = A∗.
9(vi) If A ⊂ B, then B∗ ⊂ A∗.
Proof. (i) By rewriting (1.2.9) in terms of the inner product (1.2.5) on H×H, we see (φ, ψ) ∈ Γ(A∗)
is equivalent to (φ, ψ) ⊥ (−Au, u) for all u ∈ D(A), so Γ(A∗) = V (Γ(A))⊥.
(ii) This is immediate from (1.2.9).
(iii) Since Γ(A) is a linear subspace of H×H, it is the graph of some operator B if and only if
(1.2.13) holds. If so, then B is a closed extension of A, so A is closable and Γ(A) ⊂ Γ(A).
Conversely, if A is closable, then since Γ(A) is closed, Γ(A) ⊂ Γ(A) implies Γ(A) ⊂ Γ(A). This
and the criterion (1.2.13) imply that Γ(A) is the graph of an operator, and then using the previous
paragraph, we conclude Γ(A) = Γ(A).
(iv) Note that the proof of (i), applied to A∗, implies that V Γ(A∗)⊥ is the set of vectors (φ, ψ)
such that 〈ψ, v〉 = 〈φ,A∗v〉 for all v ∈ D(A∗). This set of vectors is the graph of an operator if
and only if φ uniquely determines ψ, i.e. if and only if D(A∗) is dense. However, V 2 = −1 implies
V (Γ(A∗))⊥ = V (V Γ(A)⊥)⊥ = Γ(A), so D(A∗) is dense if and only if Γ(A) is the graph of an
operator, and in that case Γ(A) = Γ(A∗∗).
(v) If A is closable, then by (iii) and (iii), (A¯)∗ = A∗∗∗ = A∗ = A∗.
(vi) Γ(A) ⊂ Γ(B) implies Γ(B∗) = V (Γ(B))⊥ ⊂ V (Γ(A))⊥ = Γ(A∗).
1.3 Self-adjointness
In this section we discuss self-adjointness and related notions. We begin with a definition.
Definition 1.3.1. (i) An operator A is symmetric if
〈Au, v〉 = 〈u,Av〉, ∀u, v ∈ D(A)
(ii) A is essentially self-adjoint if A¯ = A∗.
(iii) A is self-adjoint if A = A∗.
The property that A is symmetric is equivalent to D(A) ⊂ D(A∗) and A∗|D(A) = A, so every self-
adjoint operator is symmetric. We will later see that the converse is false. Criteria for self-adjointness
are of great interest, and here we present the most basic one.
Theorem 1.3.1. For a symmetric operator A on H, the following are equivalent:
(i) A is self-adjoint.
(ii) A is closed and Ker(A∗ ± i) = {0}.
(iii) Ran(A± i) = H.
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For the proof, we will need an important inequality.
Lemma 1.3.2. Let A be a symmetric operator, ψ ∈ D(A), z ∈ C \ R. Then
‖(A− z)ψ‖ ≥ |Im z|‖ψ‖ (1.3.1)
Proof. Let z = x+ iy, x, y ∈ R. Then (1.3.1) is immediate from the calculation
‖(A− z)ψ‖2 = 〈(A− x− iy)ψ, (A− x− iy)ψ〉
= 〈(A− x)ψ, (A− x)ψ〉 − iy〈(A− x)ψ,ψ〉+ iy〈ψ, (A− x)ψ〉+ (−iy)(iy)〈ψ,ψ〉
= ‖(A− x)ψ‖2 + y2‖ψ‖2
Proof of Theorem 1.3.1. (i) =⇒ (ii): If A∗ = A, then A¯ = A∗∗ = A so A is closed. If φ ∈ Ker(A∗±i),
then by (1.3.1), 0 = ‖(A± i)φ‖ ≥ ‖φ‖, so φ = 0. Thus, Ker(A∗ ± i) = {0}.
(ii) =⇒ (iii): By (1.2.12), Ran(A ± i)⊥ = Ker(A∗ ∓ i) = {0}, so Ran(A ± i) is dense in H.
However, note that Ran(A± i) is closed: if φn ∈ Ran(A± i) is a Cauchy sequence, φn = (A± i)ψn,
then ‖φm−φn‖ ≥ ‖ψm−ψn‖ by (1.3.1), so ψn is also a Cauchy sequence and closedness of A implies
that (ψn, φn∓ iψn) has a limit in Γ(A). Thus, ψn → ψ and φn → φ = (A± i)ψ ∈ Ran(A± i). Since
Ran(A± i) is dense and closed, it is equal to H.
(iii) =⇒ (i): We know that A ⊂ A∗, so it suffices to show D(A∗) ⊂ D(A). Let φ ∈ D(A∗). Since
Ran(A− i) = H, there exists φ˜ ∈ D(A) such that (A∗ − i)φ = (A− i)φ˜. Then (A∗ − i)(φ− φ˜) = 0
by A ⊂ A∗. By Ran(A + i) = H and (1.2.12), φ − φ˜ ∈ Ker(A∗ − i) = Ran(A + i)⊥ = {0}, so
φ = φ˜ ∈ D(A).
Theorem 1.3.3. If A is self-adjoint, then σ(A) ⊂ R and for z ∈ C \ R,
‖Rz(A)‖ ≤ 1|Im z| (1.3.2)
Proof. For any z ∈ C \R, analogously to the proof of Theorem 1.3.1, it can be shown that Ker(A−
z) = {0} and Ran(A− z) = H. Thus, A− z is a bijection, and its inverse is bounded by |Im z|−1 by
(1.3.1), which completes the proof.
Remark 1.3.1. After proving the spectral theorem, we will be able to improve (1.3.2) to ‖Rz(A)‖ =
dist(z, σ(A))−1. However, we will use (1.3.2) to prove the spectral theorem.
For closed, symmetric operators A, one may define
K±(A) = Ran(A± i)⊥ = Ker(A∗ ∓ i)
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which are called the deficiency subspaces of A. Their dimensions are called the deficiency indices
of A. They play a crucial role in the description of self-adjoint extensions of A. As we already saw
in Theorem 1.3.1, A is self-adjoint if and only if dimK+(A) = dimK−(A) = 0, but more is true:
self-adjoint extensions of A are in 1-1 correspondence with unitary maps from K+(A) to K−(A)
and, in particular, A has self-adjoint extensions if and only if dimK+(A) = dimK−(A). For details,
see [50, Section X.1].
1.4 Essential spectrum and Weyl’s theorem
We will now introduce a decomposition of spectrum into two parts and prove a theorem which
justifies this decomposition. It is natural to state results in this section for normal operators, i.e.
operators A such that AA∗ = A∗A, but all our later applications will be for self-adjoint or unitary
operators.
Definition 1.4.1. Let T be a normal operator on H. The discrete spectrum of T is
σd(T ) = {λ ∈ σ(T ) | λ is an isolated point of σ(T ) and dim Ker(T − λ) <∞}
and the essential spectrum is its complement,
σess(T ) = σ(T ) \ σd(T )
This decomposition is useful because the two types of spectra behave differently under pertur-
bations. For example, for systems such as Jacobi and CMV matrices (described in Chapter 2), it is
easy to see that changing a single Jacobi or Verblunsky parameter can change or destroy discrete
spectrum. The essential spectrum is much more robust. The concept of essential spectrum was first
introduced by Weyl [79], in the context of Schro¨dinger operators, as that part of the spectrum which
doesn’t change with varying boundary conditions.
The following is a natural class of perturbations that preserve essential spectrum.
Definition 1.4.2. An operator K is compact if it is a norm-limit of finite rank operators, i.e. there
exist operators Fn with dim RanFn <∞ such that
lim
n→∞‖K − Fn‖ = 0
Compact operators get their name from a topological property: if K : H → H is a compact
operator and B a bounded subset of H, then K(B) is compact. In fact, this property is often given
as the definition of compact operators, but Definition 1.4.2 is more suited to our needs.
We now state without proof a result on the robustness of essential spectrum, due to Weyl [78].
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Theorem 1.4.1 (Weyl). If A and B are normal operators and A−B is compact, then
σess(A) = σess(B)
1.5 Examples
In this section, we will give a few examples to illustrate the concepts introduced above.
The first example will be multiplication operators on L2(C, dµ), generalizing and making rigorous
a discussion from Section 1.1. Multiplication operators are very simple and many of their properties
can be explicitly computed and checked. However, their significance goes beyond that of an example.
As we will see in the following sections, the spectral theorem proves that every unitary and self-
adjoint operator is unitarily equivalent to a direct sum of multiplication operators!
The remaining few examples in this section will be first-order differential operators. They will
illustrate how differential operators can be defined in the framework of unbounded operators on
L2-spaces, and they will illustrate the subtle nature of self-adjointness.
Example 1.5.1. For a positive σ-finite Borel measure µ on C, let g : C→ C be µ-measurable and let
Tg be the operator on L
2(C, dµ) defined by
D(Tg) = {f ∈ L2(C, dµ) | g(z)f(z) ∈ L2(C, dµ)} (1.5.1)
(Tgf)(z) = g(z)f(z) (1.5.2)
The operator Tg has the following properties:
(i) Tg is densely defined, i.e. D(Tg) is dense in L
2(C, dµ).
(ii) Tg is bounded if and only if g ∈ L∞(C, dµ); if it is bounded, then ‖Tg‖ = ‖g‖∞.
(iii) The spectrum of Tg is the essential range of g,
σ(Tg) =
{
λ ∈ C | µ({z | |g(z)− λ| < }) > 0 for all  > 0}
and for λ /∈ σ(Tg), the resolvent of Tg at λ is T1/(g−λ).
(iv) T ∗g = Tg¯.
(v) Tg is unitary if and only if g(z) ∈ ∂D for µ-a.e. z.
(vi) Tg is self-adjoint if and only if g(z) ∈ R for µ-a.e. z.
(vii) If g is bounded on compact sets, then C∞0 is a core for Tg.
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Proof. (i) Define An = {z ∈ C | |g(z)| ≤ n} for n ∈ N. For any f ∈ L2(C, dµ) and any n,
χAnf ∈ D(Tg), but by dominated convergence, ‖f − χAnf‖2 → 0 as n→∞.
(ii) If |g(z)| ≤M for µ-a.e. z, then ∫ |g(z)f(z)|2dµ(z) ≤M2 ∫ |f(z)|2dµ(z) so Tg is bounded and
‖Tg‖ ≤M . Conversely, assume that |g(z)| > M on a set A with µ(A) > 0. Using σ-finiteness, after
possibly restricting to a smaller set A, we can assume 0 < µ(A) <∞. Then with f(z) = χA(z)√
µ(A)
, we
have ‖f(z)‖2 = 1 but
∫ |g(z)f(z)|2dµ(z) > M2.
(iii) It is easy to see that if Tg−λ has a bounded inverse, the inverse is given by the same formal
expression as T1/(g−λ); by (i), this will be a bounded operator if and only if 1g−λ ∈ L∞(C, dµ), i.e.
if and only if λ is not in the essential range of g.
(iv) For h ∈ L2(C, dµ), h is in the domain of T ∗g if the map f 7→
∫
h¯gfdµ is a bounded map from
D(Tg) to C. If h¯g ∈ L2(C, dµ), this is true by the Cauchy–Schwarz inequality, and T ∗g h = g¯h.
Conversely, if h ∈ D(T ∗g ), then
∫
(h¯g − T ∗g h)fdµ = 0 for all f ∈ D(Tg). With An as in (i), note
that h¯gχAn ∈ L2(C, dµ), so density of fχAn in L2(C, χAndµ) implies h¯gχAn = Tg¯hχAn for all n.
Since ∪nAn = C, this implies h¯g = Tg¯ ∈ L2(C, dµ).
(v) and (vi) follow directly from (iv).
(vii) If g is bounded on compact sets, then C∞0 ⊂ D(Tg). To show that C∞0 is a core, first note that
by a standard approximation argument, C∞0 functions approximate all functions of bounded support
in L2(C, dµ), and since g is bounded on compacts, they also approximate them in L2(C, |g|2dµ).
Finally, if f ∈ D(Tg), then by a double application of the dominated convergence theorem,
lim
n→∞‖f − fχ|z|≤n‖
2
2 = lim
n→∞‖gf − gfχ|z|≤n‖
2
2 = 0
so (fχ|z|≤n, gfχ|z|≤n) approximate (f, gf) in H×H, which completes the proof.
Now we turn to differential operators.
Example 1.5.2. Let A = −id/dx be an unbounded operator on L2(R, dx) with the domain
D(A) = {f ∈ L2(R, dx) | f ∈ ACloc(R), f ′ ∈ L2(R, dx)}
where ACloc(R) is the set of functions absolutely continuous on each compact interval. The oper-
ator A is self-adjoint and is unitarily equivalent, via the Fourier transform, to the operator Tx of
multiplication by x on L2(R, dx). The spectrum of A is σ(A) = R.
Proof. To find the adjoint of A, assume that for some g, h ∈ L2(R, dx),
〈g,Af〉 = 〈h, f〉, ∀f ∈ D(A)
Fix a bounded interval [a, b]. For f ∈ C∞0 with supp f ⊂ [a, b], integration by parts is justified by
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h ∈ L2 ⊂ L1loc so
−
∫ b
a
g(x)if ′(x)dx =
∫ b
a
H(x)f ′(x)dx (1.5.3)
with H(x) =
∫ x
a
h(t)dt. Note that h ∈ L1loc implies H ∈ ACloc.
Pick j ∈ C∞ such that j(x) = 0 for x ≤ a and j(x) = 1 for x ≥ b. Pick f˜ ∈ C∞0 with
supp f˜ ⊂ [a, b] and let
f(x) =
∫ x
a
f˜(t)dt−
∫ b
a
f˜(t)dt
∫ x
a
j(t)dt
Since f ∈ C∞0 ([a, b]), plugging this into (1.5.3) and denoting u(x) = ig(x) +H(x) gives∫ b
a
[
u(x)−
∫ b
a
u(t)j(t)dt
]
f˜(x)dx = 0
For this to hold for all f˜ ∈ C∞0 ([a, b]), we must have u(x) =
∫ b
a
u(t)j(t)dt for a.e. x. By a double
application of the Lebesgue differentiation theorem, H ′(x) and u′(x) exist for a.e. x and H ′(x) =
h(x), u′(x) = 0, so ig′(x) = h(x) for a.e. x, which shows that g ∈ D(A) and h = Ag. We have thus
shown A∗ ⊂ A.
For the opposite inclusion, let f, g ∈ D(A). We will first prove that f, g decay to 0 at ±∞. Since
f, f ′ ∈ L2, dominated convergence implies existence of the limit
lim
R→+∞
f(R)2 − f(0)2 = lim
R→+∞
∫ R
0
2f ′(x)f(x)dx =
∫ ∞
0
2f ′(x)f(x)dx
and then f ∈ L2 implies that limR→+∞ f(R)2 = 0 is the only possible value of the limit. By analogy,
limR→±∞ f(x)dx = 0 and limR→±∞ g(x)dx = 0.
Next, since g(x)f(x) ∈ ACloc and ddx (g(x)f(x)) = g′(x)f(x) + g(x)f ′(x) ∈ L1(R, dx), dominated
convergence implies
∫ ∞
−∞
(g′(x)f(x) + g(x)f ′(x))dx = lim
R→∞
∫ R
−R
d
dx
(g(x)f(x))dx
= lim
R→∞
(g(R)f(R)− g(−R)f(−R))
= 0
which is equivalent to 〈Ag, f〉 = 〈g,Af〉, so A ⊂ A∗. We have thus shown that A is self-adjoint.
For the second part of this example, we remind the reader that the Fourier transform, given by
F(f)(k) = f˜(k) = 1√
2pi
∫
e−ikxf(x)dx
for f ∈ S (Schwartz functions), can be extended to an isomorphism of L2(R). We refer the reader to
[50] for details. For f ∈ S, kF(f)(k) = F(Af)(k). Thus, if we define B = FAF−1 with the domain
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D(B) = F(D(A)), then B and Tk are both self-adjoint and agree on S.
Since C∞0 ⊂ S is a core for Tk, we conclude Tk = B, i.e. Tk = FAF−1. Using this unitary
equivalence and the previous example, we see σ(A) = σ(Tk) = R.
Our next example is similar, but takes place on a half-line (0,∞) rather than on R. Note
that if f ∈ ACloc(0, 1) and f ′ ∈ L2(0, 1), then
∫ 1
0
|f ′(x)|dx ≤ (∫ 1
0
|f ′(x)|2dx)1/2 < ∞ implies that
f ∈ AC[0, 1], so there is no additional restriction in assuming that functions are absolutely continuous
up to the boundary.
Example 1.5.3. Let A = −id/dx be an unbounded operator on L2([0,∞), dx) with the domain
D(A) = {f ∈ L2([0,∞), dx) | f ∈ ACloc[0,∞), f ′ ∈ L2([0,∞), dx)}
The operator A is closed. Its adjoint A∗ is a restriction of A to the domain
D(A∗) = {f ∈ D(A) | f(0) = 0} (1.5.4)
The operator A∗ is closed and symmetric, but has no self-adjoint extensions. The spectrum of A is
σ(A) = {z ∈ C | Im z ≥ 0}.
Proof. A lot of the considerations from the previous example carry over. The proof that A∗ ⊂ A
carries over with no change, but for f, g ∈ D(A), 〈Ag, f〉 = 〈g,Af〉 is equivalent to
∫ ∞
0
(g′(x)f(x) + g(x)f ′(x))dx = lim
R→∞
∫ R
1/R
d
dx
(g(x)f(x))dx
= lim
R→∞
(g(R)f(R)− g(1/R)f(1/R))
= −g(0)f(0)
(since we still know that f and g decay at +∞, by the same argument as in Example 1.5.2). This will
be 0 for all f ∈ D(A) if and only if g(0) = 0, which proves (1.5.4). Similarly, one proves A∗∗ = A,
so A is closed.
If B was a self-adjoint extension of A∗, we would have A∗ ⊂ B ⊂ A, but by dim(D(A)/D(A∗)) =
1, this implies B = A or B = A∗, neither of which is self-adjoint.
For Im z > 0, −if ′(x) = zf(x) has a solution f(x) = eizx ∈ D(A), so z is an eigenvalue of A.
Since the spectrum is a closed set, this implies that {z ∈ C | Im z ≥ 0} ⊂ σ(A). Conversely, for
Im z < 0, solving the differential equation −if ′ − zf = g, we claim that the resolvent of A at z is
given by
(Rz(A)g)(x) = −i
∫ ∞
x
g(t)eiz(x−t)dt (1.5.5)
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The integral in (1.5.5) is finite for g ∈ L2(0,∞) because eiz(x−t) decays exponentially at infinity,
and denoting f = Rz(A)g and k = − Im z,
|f(x)| ≤
∫ ∞
x
|g(t)|e−k(t−x)dt
so by an application of Tonelli’s theorem,
∫ ∞
0
|f(x)|2dx ≤
∫ ∞
0
∫ ∞
x
∫ ∞
x
|g(s)|e−k(s−x)|g(t)|e−k(t−x)ds dt dx
=
∫ ∞
0
∫ ∞
0
∫ min(s,t)
0
|g(s)||g(t)|e−k(s+t−2x)dx ds dt
≤ 1
2k
∫ ∞
0
∫ ∞
0
|g(s)||g(t)|e−k|s−t|ds dt
We will now introduce the change of variables s = u + v, t = u − v; in order not to worry about
limits of integration, it will be convenient to think of g as an element of L2(R, dx) with g(x) = 0 for
x < 0. Using the Cauchy–Schwarz inequality,
∫ ∞
0
|f(x)|2dx ≤ 1
k
∫ ∞
−∞
∫ ∞
−∞
|g(u+ v)||g(u− v)|e−2k|v|du dv
≤ 1
k
∫ ∞
−∞
‖g‖22e−2k|v|dv
≤ 1
k2
‖g‖22
which shows that Rz(A) is a bounded operator on H. That f ∈ ACloc[0,∞) and −if ′ − zf = g
follows from the integral equality
f(x) = f(0) +
∫ x
0
[zf(s) + g(s)]ds
which is easy to verify by using the definition of f and Fubini’s theorem. Thus, Rz(A) is indeed a
bounded two-sided inverse for A− z, so z /∈ σ(A) for Im z < 0.
Whereas in the previous example, an operator had no self-adjoint extensions, the next example
will be of an operator with infinitely many self-adjoint extensions. Moreover, we will see that the
choice of self-adjoint extension affects the spectrum.
Example 1.5.4. Let A = −id/dx be an unbounded operator on L2([0, 1], dx) with the domain
D(A) = {f ∈ L2([0, 1], dx) | f ∈ AC[0, 1], f ′ ∈ L2([0, 1], dx)}
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The operator A is closed. Its adjoint A∗ is a restriction of A to the domain
D(A∗) = {f ∈ D(A) | f(0) = f(1) = 0} (1.5.6)
The operator A∗ is closed and symmetric. Its self-adjoint extensions Aω are parametrized by ω ∈ ∂D
and given by
D(Aω) = {f ∈ D(A) | f(1) = ωf(0)} (1.5.7)
For ω = eik, the spectrum of Aω is σ(Aω) = k + 2piZ.
Proof. Performing an analysis analogous to the previous two examples, we see that A∗ ⊂ A and for
f, g ∈ D(A),
〈f,Ag〉 − 〈Af, g〉 = −i(f(1)g(1)− f(0)g(0)) (1.5.8)
which implies (1.5.6). If A∗ ( B ( A, then D(B) = D(A∗)⊕Ch for some h ∈ D(A), which is of the
form (1.5.7) with ω = h(1)/h(0) (we allow ω ∈ C ∪ {∞}), so B = Aω for some ω ∈ C ∪ {∞}. Using
(1.5.8), we see that A∗ω = A1/ω¯, so Aω is self-adjoint if and only if ω ∈ ∂D.
For ω = eik, note that ei(2pin+k)x ∈ D(Aω) for n ∈ Z and that Aωei(2pin+k)x = (2pin+k)ei(2pin+k)x,
so 2pin + k are eigenvalues of Aω. For z /∈ k + 2piZ, finding the solution of −if ′ − zf = g with
f(1)/f(0) = ω, we may conjecture that the resolvent of Aω at z is given by
(Rz(Aω)g)(x) =
i
ei(k−z) − 1
[
ei(k−z)
∫ x
0
g(t)eiz(x−t)dt+
∫ 1
x
g(t)eiz(x−t)dt
]
and similarly to the previous example, it is straightforward to verify that this is, indeed, the resolvent,
so σ(Aω) = k + 2piZ.
All of the differential operators considered here were first-order differential operators. Second-
order differential operators will be the subject of Chapter 3.
1.6 A digression: Carathe´odory and Herglotz functions
This section is not about linear operators, but it describes background material in complex analysis
which will be important throughout this text. We will define two classes of complex analytic functions
and establish a 1-1 correspondence between them and finite probability measures on the unit circle
and real line via the complex Poisson transform and the Stieltjes transform (to be defined below).
Carathe´odory functions were first studied by Carathe´odory [10], who was interested in conditions
on Taylor coefficients under which an analytic function on D has positive real part. The correspon-
dence with positive measures on ∂D is due to Herglotz [29] and Riesz [55]. The analogue on the
upper half-plane has been studied most by Herglotz, Nevanlinna and Pick, so what we call Herglotz
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functions below also appear in the literature as Nevanlinna or Pick functions. The connection of
these functions with measures on the real line is due to Borel and Stieltjes.
Definition 1.6.1. A Carathe´odory function is an analytic function F : D → {z ∈ C | Re z > 0}
with F (0) = 1. A Herglotz function is an analytic function f : C+ → C+.
Definition 1.6.2. Let µ be a finite positive measure on ∂D. Its complex Poisson transform is an
analytic function on D, given by
F (z) =
∫
∂D
eiθ + z
eiθ − z dµ(e
iθ) (1.6.1)
For a finite positive measure ρ on R, its Stieltjes transform is an analytic function on C+,
f(z) =
∫
1
x− z dρ(x) (1.6.2)
The following theorem establishes the announced correspondence for measures on the unit circle.
Theorem 1.6.1 (Herglotz representation). The formula
F (z) = iβ +
∫
∂D
eiθ + z
eiθ − z dµ(e
iθ) (1.6.3)
provides a 1-1 correspondence between analytic maps from D to {z ∈ C | Re z > 0} and pairs (β, µ)
with β ∈ R and µ a positive finite measure on ∂D. The inverse map is given by β = ImF (0) and
dµ(θ) = w-lim
r↑1
ReF (reiθ)
dθ
2pi
In particular, the formula (1.6.1) provides a 1-1 correspondence between probability measures on ∂D
and Carathe´odory functions.
For the proof, we will need the complex Poisson representation: for f analytic in a neighborhood
of D and z ∈ D,
f(z) = i Im f(0) +
∫
eiθ + z
eiθ − z Re f(e
iθ)
dθ
2pi
(1.6.4)
For a proof of (1.6.4), see [57].
Proof of Theorem 1.6.1. Direct calculations show
ReF (z) =
∫
1− |z|2
|eiθ − z|2 dµ(e
iθ)
so (1.6.3) defines a map from D to {z ∈ C | Re z > 0} for any finite positive measure µ. Now fix
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F (z) and define positive measures µr on ∂D for r < 1 by
dµr(e
iθ) = ReF (reiθ)
dθ
2pi
Since F (z) is analytic in D, it has an absolutely convergent power series F (z) = c0 + 2
∑∞
n=1 cnz
n,
which implies that ReF (reiθ) =
∑∞
n=−∞ c|n|r
|n|einθ. Then moments of µr are∫
e−inθdµr(θ) = c|n|r|n| (1.6.5)
Note that the µr are positive measures with µr(∂D) = c0, and that (1.6.5) converges as r ↑ 1 for
every n, so density of trigonometric polynomials in C(∂D) shows that dµr have a weak limit, dµ,
such that
∫
e−inθdµ(θ) = c|n|. But the complex Poisson representation implies
F (rz) = iβ +
∫
eiθ + z
eiθ − z dµr(e
iθ)
with β = ImF (0) so taking the limit r ↑ 1 implies (1.6.3).
In particular, letting z = 0 in (1.6.3) gives F (0) = iβ + µ(∂D), so F is Carathe´odory if and only
if β = 0 and µ is a probability measure.
Theorem 1.6.2 (Stieltjes representation). Let f be a Herglotz function. Then there exists a unique
positive measure ρ on R with
∫
1
1+x2 dρ(x) <∞ and constants α ∈ R, γ ≥ 0 such that
f(z) = α+ γz +
∫
R
(
1
x− z −
x
1 + x2
)
dρ(x) (1.6.6)
In particular, if and only if supy>0|yf(iy)| < ∞, f has the representation (1.6.2) with ρ a finite
positive measure on R, and in that case supy>0|yf(iy)| = ρ(R).
Proof. We will need the fractional linear transformation Γ(w) = i 1+w1−w which maps D onto C+. Note
that f is Herglotz if and only if F = −if ◦ Γ is a map from D to {z | Re z > 0}. We will thus use
Theorem 1.6.1 and perform a conformal change of variables. If µ is a positive bounded measure on
∂D, we can define ρ as
dρ(x) = (1 + x2)dµ(Γ−1(x))
Note that Γ is a bijection between ∂D\{1} and R, so a change of variables shows that, with z = Γ(w)
and x = Γ(eiθ),
iβ +
∫
∂D
eiθ + w
eiθ − wdµ(e
iθ) = iβ − iµ({1})z +
∫
R
(
1
x− z −
x
1 + x2
)
dρ(x)
Also note that
∫
R
1
1+x2 dρ(x) = µ(∂D)− µ({1}). Thus, with α = −β and γ = µ({1}), existence and
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uniqueness of the representation (1.6.6) follow directly from Theorem 1.6.1.
For the second part of the theorem, note that if (1.6.2) with ρ(R) < ∞, then |x − iy| ≥ y
implies |f(iy)| ≤ ρ(R)/y for all y > 0. For the converse, let M = supy>0|yf(iy)| < ∞. Then
|yRe f(iy)|, |y Im f(iy)| ≤M , so using (1.6.6), we get
|yRe f(iy)| =
∣∣∣∣αy + ∫
R
(
xy
x2 + y2
− xy
1 + x2
)
dρ(x)
∣∣∣∣ ≤M (1.6.7)
|y Im f(iy)| =
∣∣∣∣γy2 + ∫
R
y2
x2 + y2
dρ(x)
∣∣∣∣ ≤M (1.6.8)
Since both γy2 and
∫
R
y2
x2+y2 dρ(x) are positive, (1.6.8) implies γy
2 ≤ M for all y > 0, so γ = 0.
(1.6.8) then also implies
∫
R
y2
x2+y2 dρ(x) ≤ M . From this estimate and the monotone convergence
theorem,
ρ(R) =
∫
R
lim
y→∞
y2
x2 + y2
dρ(x) = lim
y→∞
∫
R
y2
x2 + y2
dρ(x) ≤M
Meanwhile, dividing (1.6.7) by y and taking the limit as y →∞, we have
α = lim
y→∞
∫
R
(
x
1 + x2
− x
x2 + y2
)
dρ(x) =
∫
R
x
1 + x2
dρ(x)
since for y ≥ 1 the integrand is non-negative and increasing in y, so the monotone convergence
theorem applies. Combining these conclusions into (1.6.6) gives precisely (1.6.2).
As the final result in this section, we present a corollary which we will need in Section 1.8.
Corollary 1.6.3. If dν is a finite complex measure such that
∫
R
1
x− z dν(x) = 0, ∀z ∈ C \ R (1.6.9)
then ν = 0.
Proof. We will use the notation f [ν](z) =
∫
R
1
x−zdν for any finite measure ν. Let us first prove
the claim for real (signed) measures. Using the decomposition ν = ν+ − ν− into a difference of two
positive measures, we see f [ν] = 0 implies f [ν+] = f [ν−], so by uniqueness of the Stieltjes transform,
ν+ = ν− and ν = 0.
If ν is a complex measure, using f [ν](z) = f [ν](z¯) and combining with the original equation, we
see that f [Re ν](z) = f [Im ν](z) = 0, so by the previous part, Re ν = Im ν = 0.
1.7 Spectral theorem for unitary operators
We now move on to the spectral theorem. We are interested in two classes of operators: unitary
and self-adjoint operators. Since unitary operators are bounded and so technically easier to handle,
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we discuss the unitary case first and discuss the self-adjoint case in the next section.
Theorem 1.7.1 (Spectral theorem for unitary operators). Let U be a unitary operator on H. There
exists a sequence of probability measures (dµn)
N
n=1 on ∂D (N may be finite or infinite) and a unitary
map
W :
N⊕
n=1
L2(∂D, dµn)→ H (1.7.1)
such that for every f = (fn)
N
n=1 ∈
⊕N
n=1 L
2(∂D, dµn),
(W−1UWf)n(eiθ) = eiθfn(eiθ) (1.7.2)
A representation with N = 1 exists if and only if U has a cyclic vector.
We remind the reader that a direct sum of Hilbert spaces, H = ⊕Nn=1Hn, is the Hilbert space
of sequences (fn)
N
n=1 such that fn ∈ Hn,
∑N
n=1‖fn‖2 <∞ with the inner product
〈f, g〉H =
N∑
n=1
〈fn, gn〉Hn
The bulk of the proof concerns the special case for which one can take N = 1. The appropriate
condition for this to be possible is given by the following definition.
Definition 1.7.1. Let U be a unitary operator on H. The cyclic subspace generated by ψ ∈ H is
CU (ψ) = span{Unψ | n ∈ Z}. The vector ψ is a cyclic vector for U if CU (ψ) = H. If U has a cyclic
vector, it is said to have simple spectrum.
Remark 1.7.1. If H is finite-dimensional, U has a cyclic vector if and only if it has no repeated
eigenvalues.
Theorem 1.7.2 (Spectral theorem for unitary operators with a cyclic vector). Let U : H → H be
unitary and let ψ ∈ H. Then there exists a unique positive Borel measure µψ(θ) on [0, 2pi) such that
for all n ∈ Z,
〈ψ,Unψ〉 =
∫ 2pi
0
einθdµψ(θ) (1.7.3)
The measure satisfies µψ(∂D) = ‖ψ‖22. Moreover, there exists a unitary operator W : L2(∂D, dµψ)→
CU (ψ) such that
(W−1UWf)(eiθ) = eiθf(eiθ) (1.7.4)
for all f ∈ L2(∂D, dµψ).
For the proof we will need a theorem of Feje´r [17] and Riesz [56].
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Lemma 1.7.3 (Feje´r–Riesz Theorem). If f is a Laurent polynomial, i.e. f(z) =
∑N
n=M anz
n with
M,N ∈ Z, and if f(z) ≥ 0 for all z ∈ ∂D, then there exists a polynomial P whose zeros are all in
D¯, such that
f(z) = P (z)P (1/z¯) (1.7.5)
Proof. Since f(z) and f(1/z¯) are analytic functions of z which coincide on ∂D, they must be equal,
i.e.
f(z) = f(1/z¯) (1.7.6)
Writing f in the form f(z) = zMQ(z) with Q a polynomial, we see that f can be decomposed as a
product of linear factors,
f(z) = AzM
K∏
k=1
(z − zk)jk (1.7.7)
where the zk are distinct and jk are their multiplicities. Substituting this on both sides of (1.7.6),
we see that for every zero zk of f , 1/z¯k is a zero of the same multiplicity. Since f(z) has constant
sign on ∂D, zeros on ∂D have even multiplicity. Thus, one can take P to be a constant B times the
product of (z − zk)ik where
ik =

jk, |zk| < 1
jk/2, |zk| = 1
0, |zk| > 1
For a suitable choice of B, we get a polynomial such that (1.7.5) holds.
Proof of Theorem 1.7.2. We begin by constructing a linear functional Λ on the space T of Laurent
polynomials. Define Λ by
Λ
( l∑
j=k
cje
ijθ
)
=
〈
ψ,
l∑
j=k
cjU
jψ
〉
If
∑l
j=k cje
ijθ ≥ 0 for all θ ∈ R, then by Lemma 1.7.3, ∑lj=k cjzj = P (z)P (1/z¯). Since U∗ = U−1,
this implies
∑l
j=k cjU
j = P (U)P (U)∗ and
Λ
( l∑
j=k
cje
ijθ
)
= 〈ψ, P (U)∗P (U)ψ〉 = 〈P (U)ψ, P (U)ψ〉 ≥ 0
Thus, Λ is a positive functional on T .
If ‖∑lj=k cjeijθ‖∞ ≤ 1, then 1± Re∑lj=k cjeijθ ≥ 0 and 1± Im∑lj=k cjeijθ ≥ 0 for all θ. Since
the real and imaginary parts of trigonometric polynomials are trigonometric polynomials and by
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positivity of Λ,
±Λ
(
Re
l∑
j=k
cje
ijθ
)
≤ Λ(1) = ‖ψ‖22
±Λ
(
Im
l∑
j=k
cje
ijθ
)
≤ Λ(1) = ‖ψ‖22
From this we see
∣∣Λ(∑lj=k cjeijθ)∣∣ ≤ 2‖ψ‖22, so Λ is a bounded functional on T if T is equipped with
the L∞-norm.
By the Weierstrass approximation theorem, T is a dense subspace of C(∂D), so Λ extends to a
bounded, positive functional on C(∂D). Thus, by the Riesz–Markov theorem, there exists a unique
positive measure µψ such that Λ(f) =
∫
f(θ)dµψ(θ).
Next, |Λ(f)| ≤ ∫ |f(θ)|dµψ(θ) ≤ ‖f‖∞µψ(∂D) with equality for f(θ) ≡ 1 implies that ‖Λ‖ =
µψ(∂D) = Λ(1) = ‖ψ‖22.
We proceed to construct W . First define W on T by
W
( l∑
j=k
cje
ijθ
)
=
l∑
j=k
cjU
jψ
Viewing T as a subspace of L2(D, dµ), W is a norm-preserving map from T to CU (ψ) because
∥∥∥W( l∑
j=k
cje
ijθ
)∥∥∥2 = 〈 l∑
j=k
cjU
jψ,
l∑
j=k
cjU
jψ
〉
=
〈
ψ,
l∑
j=k
c¯jU
−j
l∑
j=k
cjU
jψ
〉
= Λ
( l∑
j=k
c¯je
−ijθ
l∑
j=k
cje
ijθ
)
=
∫ ∣∣∣ l∑
j=k
cje
ijθ
∣∣∣2dµψ(θ)
Since T is dense in L2(∂D, dµ), this means that W can be uniquely extended to a unitary map of
L2(D, dµ) onto CU (ψ). Finally, it is straightforward to check that (1.7.4) is satisfied for f ∈ T , and
since W−1UW and multiplication by eiθ are both unitary operators on L2(D, dµ), agreement on a
dense set is sufficient to conclude that they are equal.
Proof of Theorem 1.7.1. We start by proving that H can be written as an at most countable direct
sum of closures of cyclic subspaces. Since H is separable, it has an (at most countable) orthonormal
basis {φn}Nn=1. We define {ψn}Nn=1 inductively: let ψ1 = φ1 and let ψn be the orthogonal projection
of φn onto Vn−1 = ∩n−1k=1(CU (ψk)⊥).
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Since ψn ⊥ CU (ψk) for k < n and U is unitary, we have U iψn ⊥ U jψk for i, j ∈ Z so
CU (ψn) ∩ CU (ψk) = {0} for n 6= k (1.7.8)
Thus, sums of the CU (ψn) are direct sums and Vn−1 = (
⊕n−1
k=1 CU (ψk))
⊥. It follows from the
construction that φn ∈
⊕n
k=1 CU (ψk), so since {φn}Nn=1 is an ONB of H,
H =
N⊕
n=1
CU (ψn) (1.7.9)
Note that this construction served only to provide existence of ψn with the property (1.7.9). We
may try to impose additional restrictions on {ψn}, as long as we preserve the property (1.7.9). For
example, we may discard from the sequence all ψn which are equal to 0 and normalize all the others
to get the condition ‖ψn‖ = 1 for all n as stated in the theorem.
By Theorem 1.7.2, there exist measures µn and unitaries Wn : L
2(∂D, dµn)→ CU (ψn) such that
(W−1n UWnfn)(e
iθ) = eiθfn(e
iθ) for fn ∈ L2(∂D, dµn). Taking W =
⊕N
n=1Wn, we get a unitary
operator W :
⊕N
n=1 L
2(∂D, dµn)→ H satisfying (1.7.2).
If U has a cyclic vector, we could have picked ψ1 to be the cyclic vector and N = 1. Conversely,
if U has a spectral representation with N = 1, then taking ψ = W (1), we have Unψ = W (einθ) so
density of T in L2(∂D, dµ1) implies density of CU (ψ) in H and ψ is a cyclic vector.
In Section 1.9, we will discuss some corollaries of the spectral theorem.
1.8 Spectral theorem for self-adjoint operators
In this section, we state and prove the spectral theorem for self-adjoint operators.
Definition 1.8.1. For an unbounded self-adjoint operator A and ψ ∈ H, we define the cyclic
subspace of ψ as
CA(ψ) = span{(A− z)−1ψ | z ∈ C \ R}
A vector ψ is cyclic if and only if CA(ψ) = H.
This definition is different than the one given for unitary operators. Indeed, here it would not
be suitable to define the cyclic subspace as the span of Anψ, because ψ might not be in the domains
of the An. However, in Corollary 1.9.2 we will show that for a bounded self-adjoint operator, the
other definition would produce a set with the same closure.
Theorem 1.8.1 (Spectral theorem for self-adjont operators). Let A be a self-adjoint operator on H.
There exists a sequence of probability measures {dµn}Nn=1 (with N finite or infinite) and a unitary
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map
W :
N⊕
n=1
L2(R, dµn)→ H (1.8.1)
such that
D(A) = W
({
f ∈
N⊕
n=1
L2(R, dµn)
∣∣∣∣ N∑
n=1
∫
|xfn(x)|2dµn(x) <∞
})
and for every f ∈⊕Nn=1 L2(R, dµn),
(W−1AWf)n(x) = xfn(x) (1.8.2)
A representation with N = 1 exists if and only if A has a cyclic vector.
Theorem 1.8.2 (Spectral theorem for self-adjoint operators with a cyclic vector). Let A be a densely
defined self-adjoint operator and ψ ∈ H. There exists a unique positive Borel measure µψ on R such
that for all z ∈ C+,
〈ψ, (A− z)−1ψ〉 =
∫
1
x− z dµψ(x) (1.8.3)
Moreover, µψ is a finite measure with µψ(R) = ‖ψ‖2. There exists a unitary map W : L2(R, dµψ)→
CA(ψ) such that W1 = ψ,
D(A) = W
({
f ∈ L2(R, dµψ)
∣∣∣∣ ∫ |xf(x)|2dµψ(x) <∞}) (1.8.4)
and
(W−1AWf)(x) = xf(x) (1.8.5)
Proof. Let us define B(z) = 〈ψ, (A − z)−1ψ〉 for Im z > 0. We will prove that B(z) is a Herglotz
function. Since A = A∗, Rz(A)∗ = Rz¯(A) so using (1.2.3),
ImB(z) =
1
2i
(〈ψ,Rz(A)ψ〉 − 〈Rz(A)ψ,ψ〉)
=
1
2i
〈ψ,Rz(A)−Rz¯(A)ψ〉
=
1
2i
(z − z¯)〈ψ,Rz¯(A)Rz(A)ψ〉
= Im z ‖Rz(A)ψ‖2
By Theorem 1.2.1, Rz(A) is norm-analytic in z ∈ C+, so B(z) is analytic in z ∈ C+. Thus, B(z) is
a Herglotz function. By (1.3.2), |B(iy)| ≤ ‖Riy(A)‖‖ψ‖2 ≤ 1y‖ψ‖2, so existence and uniqueness of
µψ follows from Theorem 1.6.2, as well as the bound |µψ(R)| ≤ ‖ψ‖2.
Taking the complex conjugate of (1.8.3) and using Rz(A)
∗ = Rz¯(A), we conclude that (1.8.3)
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also holds when Im z < 0. Thus, using (1.2.3), for z, w ∈ C \ R, z 6= w¯ we have
〈Rw(A)ψ,Rz(A)ψ〉 = 〈ψ,Rw¯(A)Rz(A)ψ〉
=
1
z − w¯ (〈ψ,Rz(A)ψ〉 − 〈ψ,Rw¯(A)ψ〉)
=
1
z − w¯
(∫
1
x− z dµψ(x)−
∫
1
x− w¯ dµψ(x)
)
=
∫ (
1
x− w
)
1
x− z dµψ(x)
However, note that both sides of
〈Rw(A)ψ,Rz(A)ψ〉 =
∫ (
1
x− w
)
1
x− z dµψ(x) (1.8.6)
are continuous in z away from R, by norm-continuity of Rz(A) and continuity of the integral in z
(by a simple dominated convergence argument, since the integrand is uniformly bounded and µψ is
a finite measure). Thus, taking the limit of this equality as z → w¯, we conclude that (1.8.6) holds
for z = w¯ as well. Finally, by linearity for any finite sequence c1, . . . , cJ ∈ C, z1, . . . , zJ ∈ C \ R,
∥∥∥∥ J∑
j=1
cjRzj (A)ψ
∥∥∥∥2 = ∫ ∣∣∣∣ J∑
j=1
cj
1
x− zj
∣∣∣∣2dµψ(x) (1.8.7)
Define V = span{ 1x−z | z ∈ C \ R} ⊂ L2(R, dµ). We can define a linear map W : V → H by
W 1x−z = Rz(A)ψ and this map is well-defined since, by (1.8.7),
∑J
j=1 cj
1
x−zj = 0 µ-a.e. implies that∑J
j=1 cjRzj (A)ψ = 0. Moreover, (1.8.7) implies that W is norm-preserving.
If f ⊥ V , then for all z ∈ C \ R we have ∫R 1x−z f(x)dµψ(x) = 0, so Corollary 1.6.3 implies
that fdµψ = 0, so f = 0 in L
2(R, dµψ). Thus, V is a dense subspace of L2(R, dµψ), so W extends
uniquely to a unitary map from L2(R, dµψ) to CA(ψ).
For f ∈ L2(R, dµψ), Wf is in the domain of A if and only if Wf = (A− i)−1φ for some φ ∈ H.
Denoting g = W−1φ, we conclude that f ∈ W−1(D(A)) if and only if f(x) = 1x−ig(x) for some
g ∈ L2(R, dµψ), which is equivalent to xf(x) ∈ L2(R, dµψ). Finally, Wf = (A − i)−1Wg implies
AWf = iWf +Wg = W (if + (x− i)f) = W (xf), so (1.8.5) holds.
Proof of Theorem 1.8.1. Given Theorem 1.8.2, the proof is entirely analogous to the proof of Theo-
rem 1.7.1.
1.9 Applications of the spectral theorem
In this section we will illustrate the usefulness of the spectral theorem. The most important topic
for us is the decomposition of spectrum for unitary and self-adjoint operators. Spectral theorems
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for unitary and self-adjoint operators have the same character, to the extent that we will be able to
discuss applications of the spectral theorem simultaneously for both cases.
Let T be a self-adjoint or unitary operator on H. The spectral theorem establishes existence of
a pair ({µn}Nn=1,W ) where the µn are probability measures on C and W is a unitary operator
W :
N⊕
n=1
L2(C, dµn)→ H (1.9.1)
such that
D(T ) = W
({
f ∈
N⊕
n=1
L2(C, dµn)
∣∣∣∣ N∑
n=1
∫
|zfn(z)|2dµn(z) <∞
})
(1.9.2)
and for every f ∈⊕Nn=1 L2(C, dµn),
(W−1TWf)n(z) = zfn(z) (1.9.3)
Any such pair ({µn}Nn=1,W ) is called a spectral representation for T .
The only difference between the self-adjoint and unitary cases is that for a unitary operator,
suppµn ⊂ ∂D, and for a self-adjoint operator, suppµn ⊂ R. We should note that there is a version
of the spectral theorem for bounded normal operators, i.e. operators T with TT ∗ = T ∗T , and for
such operators the spectral measures can be supported on arbitrary compact sets in C.
In our proof of the spectral theorem, there was a lot of freedom of choice when constructing the
sequence {ψn}Nn=1, so it is easy to see that the spectral representation is far from unique. For exam-
ple, if two measures are mutually absolutely continuous, multiplications by z in the corresponding
L2 spaces are unitarily equivalent. We will skip the interesting topic of describing the set of possible
spectral representations and finding a choice that is canonical in some sense and unique up to mutual
absolute continuity, and we direct the reader to [49, Chapter VII] for more information.
Theorem 1.9.1. Let T be a unitary or self-adjoint operator. The spectrum of T is given by
σ(T ) =
N⋃
n=1
suppµn (1.9.4)
If T is self-adjoint, T is bounded if and only if for some r > 0, σ(T ) ⊂ [−r, r], in which case
‖T‖ = sup{|x|∣∣x ∈ σ(T )} (1.9.5)
Proof. This theorem follows directly from the fact that spectrum and norm of an operator are unitary
invariants and from what we know about multiplication operators (Example 1.5.1).
Remark 1.9.1. The closure in (1.9.4) is necessary only if N =∞, otherwise ⋃Nn=1 suppµn is already
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closed. In particular, if T has a cyclic vector ψ, then
σ(T ) = suppµψ (1.9.6)
In the remainder of this text, it will be very important to differentiate between different types of
spectrum. Theorem 1.9.1 provides a first connection between spectrum and spectral measures, and
one of our decompositions of spectrum will be in terms of spectral measures.
Any positive measure on R or ∂D has a Lebesgue decomposition
dµ = dµac + dµsc + dµpp
where dµac is absolutely continuous with respect to the Lebesgue measure on R or ∂D, µsc is singular
continuous with respect to Lebesgue measure and µpp is a pure point measure. This and (1.9.4)
inspire the decomposition of spectrum into the absolutely continuous, singular continuous and pure
point parts.
Definition 1.9.1. If ({µn}Nn=1,W ) is a spectral representation of T , then the absolutely continuous,
singular continuous and pure point spectra of T , denoted σac(T ), σsc(T ) and σpp(T ), respectively,
are defined by
σ∗(T ) =
N⋃
n=1
suppµn,∗
where ∗ stands for ac, sc, or pp.
Note that the three spectra need not be disjoint, but their union is all of σ(T ). We omit the proof
of the important fact that this decomposition is independent of choice of spectral representation.
In Section 1.2, we discussed the problems involved with defining functions of operators. Using
the spectral theorem, we can now provide a satisfactory definition.
Definition 1.9.2. Let T be a self-adjoint (or unitary) operator with a spectral representation
({µn}Nn=1,W ). For bounded Borel functions h on R (or D), we define h(T ) by
(W−1h(T )Wf)n(z) = h(z)fn(z)
(compare with (1.9.3)).
It can be shown that h(T ) is independent of the choice of spectral representation, and has good
algebraic and analytic properties. For example, since eitx is a bounded function of x ∈ R for t ∈ R,
we now have a definition of eitA, and it is easy to see that eitA is a unitary operator with all the
properties we would hope for, for example eitAeisA = ei(t+s)A.
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In Section 1.8, we acknowledged a discrepancy in how we define cyclic subspaces for bounded
versus unbounded operators. One of the definitions was not suitable for unbounded operators, but
for bounded operators, we can now show that the two definitions give the same closures of cyclic
subspaces.
Corollary 1.9.2. If A is a bounded self-adjoint operator, then
span{(A− z)−1ψ | z ∈ C \ R} = span{Anψ | n ∈ N0}
Proof. Since A is bounded, the spectral measure µψ is supported on a bounded interval. Using the
spectral theorem, this becomes a trivial consequence of the fact that, by Weierstrass’ theorem,
span{(x− z)−1 | z ∈ C \ R} = span{xn | n ∈ N0} = L2(R, dµ)
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Chapter 2
Orthogonal polynomials
2.1 Introduction
In this chapter we will describe the basics of the spectral theory of orthogonal polynomials on the real
line (OPRL) and orthogonal polynomials on the unit circle (OPUC). Our main goal is to describe
the concepts and tools needed in the remainder of this thesis, and we will barely scratch the surface
of this fascinating area of mathematics. For book-length treatments of the spectral theory of OPRL
and OPUC, we refer the reader to [70, 23, 21, 14, 60, 61, 63].
Let µ be a positive Borel measure on C. The measure µ is said to have finite moments if
∫
C
|z|ndµ(z) <∞, n = 0, 1, 2, . . . (2.1.1)
If that is the case, the moments of µ are the finite quantities
cn =
∫
C
zndµ(z) (2.1.2)
If µ has finite moments, then all the monomials zn are elements of L2(C, dµ). Are the monomials
linearly independent? If not, there exists a nonzero polynomial Q(z) which is µ-a.e. equal to 0. This
implies that the support of µ is a subset of the set of zeros of Q, so a finite set. It is customary in
spectral theory to refer to such measures as trivial, and to define nontrivial measures as measures
whose support is an infinite set.
In the remainder of this text, we consider only nontrivial measures with finite moments. As
we have established, for such measures 1, z, z2, . . . are a linearly independent sequence in L2(C, dµ)
(although not necessarily a basis). Applying the Gram–Schmidt process to this sequence yields the
sequence pn(z) (denoted pn(z, dµ) when there is danger of ambiguity) such that pn(z) has degree n,
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a positive leading coefficient and
〈pm, pn〉 =
∫
C
p¯m(z)pn(z)dµ(z) = δm,n (2.1.3)
By the nature of the Gram–Schmidt process,
span{p0, p1, . . . , pn} = span{1, z, . . . , zn} (2.1.4)
and then by (2.1.3),
〈q, pn〉 = 0, if deg q < n (2.1.5)
Also note that if the measure is scaled by a constant, so are the polynomials,
pn(z, λdµ) =
1√
λ
pn(z, dµ)
so we will usually assume that we are dealing with probability measures.
The study of orthogonal polynomials began with special classes of polynomials, associated with
the names of Jacobi, Legendre, Chebyshev, Laguerre, Hermite. These classical polynomials were
discovered in the 19th century as solutions to interpolation problems and to certain second-order
differential equations. The reader may be familiar with some of these classical polynomials and with
the fact that they obey second-order recurrence relations as well as second-order differential equa-
tions. Since orthogonality was of secondary importance, with their traditional definitions classical
polynomials are orthogonal but typically not normalized with respect to a measure on R.
However, it turns out that the second-order linear differential equations are unique to the clas-
sical polynomials, by a theorem of Bochner [5] (see also [31, Section 20.1]), but that a finite-order
recurrence relation is a universal property for measures supported in R or ∂D.
For the spectral theory of orthogonal polynomials, orthogonality and the recurrence relation are
cornerstones of the theory, so spectral theory focuses on the two cases when the measure is supported
in R or ∂D, which are (up to an affine transformation) the only two cases for which a finite-order
recurrence relation is known. The remainder of this text will focus on those two cases. Moreover,
the focus of spectral theory is not on specific examples, but rather on general relations between
properties of a measure and properties of the coefficients in the recurrence relations.
Nonetheless, there are interesting general results outside of R and ∂D. As an example, and
as conclusion to this section, we state without proof a general result of Feje´r [18] about zeros of
orthogonal polynomials.
Theorem 2.1.1 (Feje´r [18]). Let µ be a nontrivial probability measure on C and pn its orthogonal
polynomials. All the zeros of pn lie in the convex hull of supp dµ. If, moreover, supp dµ is compact,
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then no extreme point of the hull is a zero of pn, and if supp dµ is not a subset of a straight line, all
zeros lie in the interior of the convex hull.
2.2 Orthogonal polynomials on the real line (OPRL)
In this section we focus on the case suppµ ⊂ R. Note that when suppµ ⊂ R, the Gram–Schmidt
process will produce polynomials pn(x) with real coefficients. Our first goal is to show that the pn
obey a three-term recursion relation.
Theorem 2.2.1. Let suppµ ⊂ R. Then the pn(x) satisfy the Jacobi recursion relation
xpn(x) = an+1pn+1(x) + bn+1pn(x) + anpn−1(x), ∀n ≥ 0 (2.2.1)
where an > 0, bn ∈ R and we use the convention a0 = 0. Moreover, the leading coefficient of pn is
γn =
1
a1 . . . an
(2.2.2)
Definition 2.2.1. The coefficients {an, bn}∞n=1 appearing in (2.2.1) are called Jacobi coefficients of
the measure µ.
Remark 2.2.1. We warn the reader that the notation for Jacobi coefficients isn’t standardized. The
letters a and b may be switched and the numbering may start from 1 rather than 0. The reader can
always compare the form of (2.2.1) to check which convention is being used. One refers to the bn as
the diagonal Jacobi coefficients and to an as off-diagonal Jacobi coefficients.
Proof. Since xpn(x) is a polynomial of degree n + 1, it is a linear combination of p0, p1, . . . , pn+1.
By Example 1.5.1, multiplication by x is self-adjoint in L2(R, dµ), so
〈xpn, pj〉 = 〈pn, xpj〉 = 0, ∀j ≤ n− 2
since pn is orthogonal to polynomials of degree less than n. Thus,
xpn(x) = an+1pn+1(x) + bn+1pn(x) + cn+1pn−1(x)
Taking inner products with pn+1 and pn−1, we get an+1 = 〈pn+1, xpn〉 and cn+1 = 〈pn−1, xpn〉, so
using reality of coefficients of the polynomials, cn+1 =
∫
pn−1xpndµ = an. Denoting by γn > 0 the
leading coefficient of pn, we know xpn(x)− γnγn+1 pn+1(x) has degree at most n, so by (2.1.5),
an = 〈xpn, pn+1〉 =
〈 γn
γn+1
pn+1, pn+1
〉
=
γn
γn+1
> 0
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which by induction implies (4.4.36). The proof is concluded by bn = 〈xpn, pn〉 =
∫
xp2ndµ ∈ R.
We proceed by giving a few important examples.
Example 2.2.1. Chebyshev polynomials of the first kind, discovered in 1854 by Chebyshev [12, 13],
are defined by the formula
Tn(cos θ) = cos(nθ) (2.2.3)
They are orthogonal with respect to the probability measure 1piχ(−1,1)(x)(1− x2)−1/2dx,
∫ 1
−1
Tm(x)Tn(x)
1
pi
√
1− x2 dx =

0, m 6= n
1, m = n = 0
1/2, m = n 6= 0
by the standard change of variables x = cos θ. The orthonormal polynomials are given by p0(x) = 1,
pn(x) =
√
2Tn(x) for n ≥ 1. By (2.2.1), we see bn ≡ 0 and a1 = 1√2 , an = 12 for n ≥ 2.
Chebyshev polynomials were originally discovered for their property that of all monic polynomials
P of degree n, 2−(n−1)Tn(x) has the smallest ‖ ‖∞-norm on [−1, 1] (equivalently, of all polynomials
P of degree n for which sup−1≤x≤1|P (x)| ≤ 1, Tn has the largest leading coefficient).
Example 2.2.2. Chebyshev polynomials of the second kind are defined by the formula
Un(cos θ) =
sin((n+ 1)θ)
sin θ
(2.2.4)
They are orthonormal with respect to the probability measure 2piχ(−1,1)(x)(1− x2)1/2dx,
2
pi
∫ 1
−1
Um(x)Un(x)
√
1− x2dx = δm,n
From (2.2.1), we have an ≡ 12 and bn ≡ 0.
Our focus in this text will be on measures with
lim
n→∞ an = 1, limn→∞ bn = 0 (2.2.5)
Thus, a special place in the theory will belong to the measure for which an ≡ 1 and bn ≡ 0. We will
refer to this measure as the “free case” for OPRL (by analogy with Schro¨dinger operators −∆ + V
where the free case corresponds to V ≡ 0, i.e. the free Laplacian) and we will often think of measures
with (2.2.5) as perturbations of the free case. It is thus of significant interest to find the explicit
formula for this measure. We are about to find it: we just need to scale the measure from the
35
previous example by a factor of 2. If dµ˜(x) = dµ(x/λ), a linear change of variables on (2.1.3) gives
pn(x, dµ˜) = pn(x/λ, dµ)
and an(dµ˜) = λan(dµ), bn(dµ˜) = λbn(dµ). Thus, with λ = 2, we have
Example 2.2.3 (The “free case” for OPRL). Let
dµ(x) =
1
2pi
χ(−2,2)(x)
√
4− x2 dx (2.2.6)
Orthonormal polynomials with respect to this measure are given by pn(x) = Un(2x), and the
corresponding Jacobi coefficients are an ≡ 1, bn ≡ 0. Note that dµ is purely absolutely continuous
and supp dµ = [−2, 2].
In the preceding discussion, we seem to imply that the condition an ≡ 1, bn ≡ 0 determines the
measure uniquely. We will soon prove a theorem of Stieltjes [64] (but more commonly known as
Favard’s theorem) which asserts that this is indeed the case: if {an, bn}∞n=1 is a bounded sequence,
it corresponds to a unique compactly supported measure. Note that for an unbounded sequence
{an, bn}∞n=1, there may be more than one measure corresponding to those Jacobi parameters, and
the problem of describing the set of such measures is known as the moment problem.
We will present a proof of Stieltjes’ theorem which uses a certain class of tridiagonal matrices,
known as Jacobi matrices. As we announced, our focus will be on bounded Jacobi parameters,
sup
n
an + sup
n
|bn| <∞ (2.2.7)
In the framework of unbounded operators, Jacobi matrices can still be defined when (2.2.7) is false,
but we will have no need for unbounded Jacobi matrices in this text.
Definition 2.2.2. For a sequence {an, bn}∞n=1 with an > 0, bn ∈ R, and (2.2.7), a Jacobi matrix
will be an operator on `2(N0), given by the formal expression
J(a, b) =

b1 a1
a1 b1 a2
a2 b2
. . .
. . .
. . .
 (2.2.8)
which is shorthand notation for saying that for any u = {un}∞n=0 ∈ `2(N0),
(J(a, b)u)n = an+1un+1 + bn+1un + anun−1 (2.2.9)
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As before, we use the convention a0 = 0. The condition (2.2.7) implies that J(a, b)u is indeed an
element of `2(N0).
For n ≥ 0, we denote by δn = (0, . . . , 0, 1, 0, . . . ) the element of `2(N0) which has a single 1 as
the n-th entry and 0 in all the other places. This is not to be confused with δm,n, which is the
Kronecker delta symbol, equal to 1 if m = n and 0 otherwise.
Theorem 2.2.2. (i) J(a, b) is self-adjoint.
(ii) δ0 is a cyclic vector for J(a, b) and the corresponding spectral measure has Jacobi coefficients
{an, bn}∞n=1.
(iii) If two nontrivial compactly supported measures have the same Jacobi parameters, they are
equal.
(iv) (Stieltjes) (2.2.1) provides a bijection between compactly supported nontrivial probability mea-
sures on R and sequences {an, bn}∞n=1 ∈ (0,∞)∞ × R∞ which satisfy (2.2.7).
Proof. (i) This is a straightforward calculation, using the fact that an, bn ∈ R.
(ii) A direct calculation shows
J(a, b)nδ0 −
( n∏
j=1
aj
)
δn ∈ span{δk | 0 ≤ k ≤ n− 1}
and since aj 6= 0, this implies that
span{J(a, b)nδ0 | n ∈ N0} = span{δn | n ∈ N0}
so δ0 is a cyclic vector. Thus, there is a spectral measure µ0 and a unitary map W : L
2(R, dµ0) →
`2(N0) such that W−1J(a, b)W is multiplication by x on L2(R, µ0) and W1 = δ0.
Define pn = W
−1δn ∈ L2(R, dµ0). Since W is a unitary map,
〈pm, pn〉 = 〈δm, δn〉 = δm,n (2.2.10)
Since W−1J(a, b)W is multiplication by x,
xpn(x) = W
−1J(a, b)Wpn(x) = W−1J(a, b)δn
But by definition of J(a, b), this gives
xpn(x) = W
−1(an+1δn+1 + bn+1δn + anδn−1) = an+1pn+1 + bn+1pn + anpn−1 (2.2.11)
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Since p0 = W
−1 = 1, this inductively implies that the pn is a polynomial of degree n, and (2.2.10)
tells us it is the n-th orthogonal polynomial of µ0. Finally, (2.2.11) tells us the Jacobi parameters
of µ0 are {an, bn}∞n=1, as desired.
(iii) If µ and µ˜ have the same Jacobi parameters, then by the Jacobi recursion relation, they
have the same orthogonal polynomials pn. Thus,∫
pndµ = 〈1, pn〉µ = δn,0 = 〈1, pn〉µ˜ =
∫
pndµ˜
and then by linearity,
∫
Pdµ =
∫
Pdµ˜ for any polynomial P . The measures are supported in a
compact set K and, by Weierstrass’ theorem, polynomials are dense in C(K), so this implies µ = µ˜.
(iv) This is immediate from (ii) and (iii).
The final topic in this section is a result of Blumenthal–Weyl [4, 78]. We remind the reader that
the essential support of a measure, denoted ess supp, is the support of the measure with any isolated
points removed.
Theorem 2.2.3. If an → 1, bn → 0, then ess supp ρ = [−2, 2].
Proof. Let us denote by J (N) the Jacobi matrix with coefficients
a(N)n =
an, n ≤ N1, n > N
b(N)n =
bn, n ≤ N0, n > N
It is straightforward to see that J (N)−J (0) is a finite rank operator and that an → 1, bn → 0 implies
‖J (N) − J(a, b)‖ → 0, so J(a, b)− J (0) is a compact operator. Since an ≡ 1, bn ≡ 0 corresponds to
the measure (2.2.6), Weyl’s theorem (Theorem 1.4.1) implies ess supp dρ = [−2, 2].
2.3 Orthogonal polynomials on the unit circle (OPUC)
In this section we study the case supp dµ ⊂ ∂D. We will follow a common convention that orthogonal
polynomials on the unit circle are denoted by ϕn instead of pn.
The study of OPUC was initiated by Szego˝ [68, 69] in 1920 in connection with Toeplitz matrices.
The recursion relation was first published by Szego˝ [70] in 1939, but the coefficients appearing in it
were discovered earlier, in a different context; in 1933, Verblunsky [73] established the connection
between these coefficients and the measure via the moments of the measure, an approach which we
will not pursue in this text.
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We begin by establishing that the polynomials obey a recursion relation. The recursion relation
for OPUC turns out to be of a different form than the Jacobi recursion relation satisfied by OPRL.
It will involve a polynomial
ϕ∗n(z) = z
nϕn(1/z¯) (2.3.1)
derived from ϕn(z). Note that for z ∈ ∂D, ϕ∗n(z) = znϕn(z) and that (2.1.5) implies
〈zk, ϕ∗n(z)〉 =
∫
zn−kϕ¯n(z)dµ(z) = 〈ϕn(z), zn−k〉 = 0, 1 ≤ k ≤ n (2.3.2)
Theorem 2.3.1. If supp dµ ⊂ ∂D, orthonormal polynomials ϕn obey the Szego˝ recursion relation
ϕn+1(z) =
1√
1− |αn|2
(
zϕn(z)− α¯nϕ∗n(z)
)
, n ≥ 0 (2.3.3)
and the dual relation
ϕ∗n+1(z) =
1√
1− |αn|2
(
ϕ∗n(z)− α¯nzϕn(z)
)
, n ≥ 0 (2.3.4)
where for n ≥ 0, the coefficients αn satisfy |αn| < 1 and we use the convention α−1 = −1.
Definition 2.3.1. The coefficients {αn}∞n=0 appearing in (2.3.3) are called Verblunsky coefficients
of the measure µ.
Remark 2.3.1. We emphasize that the name and notation for Verblunsky coefficients are far from
standard. They are referred to by several different names and denoted by different letters, and some
authors’ definition differs from ours by an extra complex conjugate or a different choice of sign. The
reader can always compare the form of (2.3.3) to check which convention is being used. Our choice
follows [60, 61].
Proof of Theorem 2.3.1. The idea is to show we can pick αn such that
〈ϕk, zϕn − α¯nϕ∗n〉 = 0 for 0 ≤ k ≤ n (2.3.5)
Since z = 1/z¯ for z ∈ supp dµ ⊂ ∂D, for 1 ≤ k ≤ n we have 〈zk, zϕn〉 = 〈zk−1, ϕn〉 = 0 and (2.3.2).
Also note that 〈1, ϕ∗n〉 =
∫
znϕ¯n(z)dµ(z) = 〈ϕn(z), zn〉 6= 0, so we can define αn by
α¯n =
〈1, zϕn〉
〈1, ϕ∗n〉
With this definition, 〈zk, zϕn − α¯nϕ∗n〉 = 0 for 0 ≤ k ≤ n, so (2.3.5) holds by (2.1.4). Since
zϕn − α¯nϕ∗n is a polynomial of degree n + 1, it is a linear combination of ϕ0, ϕ1, . . . , ϕn+1. By
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(2.3.5), it is a multiple of ϕn+1, so
zϕn(z) = ρnϕn+1(z) + α¯nϕ
∗
n(z) (2.3.6)
Now we note that ‖zϕn‖2 = ‖ϕn‖2 = 1 and 〈ϕ∗n, ϕn+1〉 = 0 since ϕ∗n has degree at most n. By
computing the norms of both sides of (2.3.6), we get 1 = |ρn|2 + |αn|2. Since the leading coefficients
of zϕn and ϕn+1 are strictly positive, we see that ρn > 0, so
ρn =
√
1− |αn|2 (2.3.7)
which concludes the proof. (2.3.4) follows directly from (2.3.3) by the definition of ϕ∗n.
It will be useful to keep the meaning of the letter ρn from the previous proof, as given by (2.3.7).
Let us note that (2.3.3) and (2.3.4) can be restated as saying that
(
ϕn(z)
ϕ∗n(z)
)
is the solution of the
matrix recursion relation ϕn+1(z)
ϕ∗n+1(z)
 = 1
ρn
 z −α¯n
−αnz 1
ϕn(z)
ϕ∗n(z)
 (2.3.8)
which corresponds to initial conditions
(
ϕn(z)
ϕ∗n(z)
)
=
(
1
1
)
. One may try to analyze solutions of this matrix
relation with arbitrary initial conditions, abandoning (2.3.1) and treating the two components of(
ϕn(z)
ϕ∗n(z)
)
as independent. This is a valuable point of view, and we will see a glimpse of it in Section 2.5.
Example 2.3.1 (The “free case” for OPUC). Let
dµ(eiθ) =
dθ
2pi
be the Lebesgue measure on ∂D. Since
∫ 2pi
0
einθ dθ2pi = δn,0, the corresponding orthonormal polyno-
mials are ϕn(z) = z
n. By (2.3.1) and (2.3.3), ϕ∗n(z) = 1 and αn ≡ 0.
The previous theorem maps to each nontrivial measure µ a sequence of Verblunsky coefficients
{αn}∞n=0 ∈ D∞. By a theorem of Verblunsky [73], this map is a bijection. We will present a relatively
modern proof of this fact, due to Simon [60, Section 4.2], which depends on the concept of CMV
matrices. CMV matrices are a class of unitary matrices acting on `2(N0), named after Cantero–
Moral–Vela´zquez [9] who established their connection with measures on the unit circle. In this sense,
CMV matrices provide an appropriate analogue to Jacobi matrices.
The motivation for the definition of CMV matrices comes from the attempt to find an orthonormal
basis for L2(∂D, dµ) in which we can find an explicit matrix representation for multiplication by z.
For OPRL, the polynomials themselves were often an orthonormal basis; for OPUC, not so much (it
can in fact be proved that they are an orthonormal basis if and only if {αn} /∈ `2). However, Laurent
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polynomials are dense in L2(∂D, dµ), so we can order the set of monomials as 1, z, z−1, z2, z−2, . . .
and apply the Gram–Schmidt process. This gives an orthonormal basis denoted by {χn(z)}∞n=0, and
the crucial discovery of Cantero–Moral–Vela´zquez is that χn can be expressed in terms of ϕn.
Denote by Pk,l the orthogonal projection to the subspace span{zj | j ∈ Z, k ≤ j ≤ l} in
L2(∂D, dµ). Then the Gram–Schmidt process can be written as
χ2n(z) =
z−n − P−n+1,nz−n
‖z−n − P−n+1,nz−n‖ (2.3.9)
χ2n+1(z) =
zn+1 − P−n,nzn+1
‖zn+1 − P−n,nzn+1‖ (2.3.10)
Denote by U multiplication by z in L2(∂D, dµ). Since U is unitary, one directly verifies
U jPk,lU
−j = Pj+k,j+l
so applying Un to (2.3.9) and (2.3.10) gives
znχ2n(z) =
1− P1,2n1
‖1− P1,2n1‖ = ϕ
∗
2n(z) (2.3.11)
znχ2n+1(z) =
z2n+1 − P0,2nz2n+1
‖z2n+1 − P0,2nz2n+1‖ = ϕ2n+1(z) (2.3.12)
We have thus represented the basis {χn}∞n=0 in terms of the ϕn. The next step is to express zχn(z)
in terms of χn. Using the Szego˝ recurrence, after some calculation we have
zχ2n = ρ2n−1ρ2n−2χ2n−2 − ρ2n−1α2n−2χ2n−1 − α¯2nα2n−1χ2n − ρ2nα2n−1χ2n+1 (2.3.13)
zχ2n+1 = α¯2n+1ρ2nχ2n − α¯2n+1α2nχ2n+1 + α¯2n+2ρ2n+1χ2n+2 + ρ2n+2ρ2n+1χ2n+3 (2.3.14)
Replacing the χn with an orthonormal basis δn of `
2(N0), we make the following definition.
Definition 2.3.2. For a sequence {αn}∞n=0 ∈ D∞, the corresponding CMV matrix C(α) is a five-
diagonal matrix acting on `2(N0), given by
C(α) =

α¯0 α¯1ρ0 ρ1ρ0
ρ0 −α¯1α0 −ρ1α0
α¯2ρ1 −α¯2α1 α¯3ρ2 ρ3ρ2
ρ2ρ1 −ρ2α1 −α¯3α2 −ρ3α2 . . .
α¯4ρ3 −α¯4α3 . . .
. . .
. . .
. . .

(2.3.15)
41
Put differently, this is the matrix on `2(N0) which acts on basis vectors δn as follows,
C(α)δ2n = ρ2n−1ρ2n−2δ2n−2 − ρ2n−1α2n−2δ2n−1 − α¯2nα2n−1δ2n − ρ2nα2n−1δ2n+1 (2.3.16)
C(α)δ2n+1 = α¯2n+1ρ2nδ2n − α¯2n+1α2nδ2n+1 + α¯2n+2ρ2n+1δ2n+2 + ρ2n+2ρ2n+1δ2n+3 (2.3.17)
(with the convention α−1 = −1, and thus ρ−1 = 0, as before).
Since αn, ρn ∈ D, (2.3.16) and (2.3.17) give ‖C(α)δn‖ ≤ 4. Since 〈Cδm, Cδn〉 = 0 when |m−n| ≥ 5,
∣∣∣∣〈∑
m∈Z
βmCδm,
∑
n∈Z
βnCδn
〉∣∣∣∣ ≤∑
n∈Z
4∑
k=−4
β¯n+kβn‖Cδn+k‖ ‖Cδn‖ ≤
4∑
k=−4
16
∑
n∈Z
|βn|2 = 144
∥∥∥∥∑
n∈Z
βnδn
∥∥∥∥2
(with Cauchy–Schwarz applied in the last step), the previous definition clearly constructs a well-
defined, bounded operator C with ‖C‖ ≤ 12. We will soon discover that C is in fact unitary!
Note that if {αn}∞n=0 are the Verblunsky coefficients of a measure µ, then comparing (2.3.13),
(2.3.14) with (2.3.16), (2.3.17), we see that C(α) is multiplication by z in L2(∂D, dµ) in the basis
{χn}∞n=0.
We now establish some properties of C(α), culminating in a proof of Verblunsky’s theorem [73].
Theorem 2.3.2. (i) C(α) is unitary.
(ii) δ0 is a cyclic vector for C(α) and its spectral measure has Verblunsky coefficients {αn}∞n=0.
(iii) A probability measure on ∂D is uniquely determined by its Verblunsky coefficients.
(iv) (Verblunsky) (2.3.3) provides a bijection between nontrivial probability measures on ∂D and
sequences α = {αn}∞n=0 ∈ D∞.
The ideas of the proof are the same as in the proof of Theorem 2.2.2, but the realization is
somewhat more cumbersome because of the more complicated form of CMV matrices.
Proof. (i) This follows directly from the (non-obvious but straightforward to check) observation that
C(α) =

Θ0
Θ2
Θ4
. . .


1
Θ1
Θ3
. . .
 (2.3.18)
where 1 stands for a single entry of 1 and Θj are unitary 2× 2 matrices
Θj =
α¯j ρj
ρj −αj
 (2.3.19)
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(ii) From (2.3.15),
(C∗)nδ0 −
2n−1∏
k=0
ρkδ2n ∈ span{δk | 0 ≤ k ≤ 2n− 1}, n ≥ 0
Cnδ0 −
2n−2∏
k=0
ρkδ2n−1 ∈ span{δk | 0 ≤ k ≤ 2n− 2}, n ≥ 1
so since ρk > 0, C∗ = C−1, and 〈δm, δn〉 = δm,n, the sequence {δn}∞n=0 is the result of the Gram–
Schmidt process applied to the sequence δ0, Cδ0, C−1δ0, C2δ0, C−2δ0, . . . .
Thus, δ0 is a cyclic vector and we have a unitary map W : L
2(∂D, dµ0) → `2(N0) such that
W1 = δ0 and W
−1CW is multiplication by z in L2(∂D, µ0). Thus, Wzn = Cnδ0 for n ∈ Z.
Defining χn = W
−1δn ∈ L2(C, dµ0) for n ∈ N0, since W is a unitary map, {χn}∞n=0 is the result
of the Gram–Schmidt process applied to
〈χm, χn〉 = 〈δm, δn〉 = δm,n (2.3.20)
so it is just the usual basis for L2(∂D, dµ0) as defined in (2.3.9), (2.3.10). Denoting the Verblunsky
coefficients of µ0 by α
′
n and using the unitary map W to compare those coefficients, appearing in
(2.3.13), (2.3.14), with the αn appearing in (2.3.16), (2.3.17), we see that
α¯′nα
′
n−1 = α¯nαn−1, n ≥ 0 (2.3.21)
ρ′nρ
′
n−1 = ρnρn−1, n ≥ 1 (2.3.22)
α¯′nρ
′
n−1 = α¯nρn−1, n ≥ 1 (2.3.23)
From α−1 = α′−1 = −1 and (2.3.21) we conclude α′0 = α0 and thus ρ′0 = ρ0 ∈ (0, 1]. Thus, induction
with (2.3.22) implies ρ′n = ρn ∈ (0, 1] for all n, and finally, (2.3.23) implies α′n = αn.
(iii) From (2.3.13) and (2.3.14), if µ and µ˜ have the same Verblunsky coefficients, then they have
the same basis χn, so ∫
χndµ = 〈1, χn〉µ = δn,0 = 〈1, χn〉µ˜ =
∫
χndµ˜
and then by linearity,
∫
Qdµ =
∫
Qdµ˜ for any Laurent polynomial Q. Since Laurent polynomials
are dense in C(∂D), this implies µ = µ˜.
(iv) This is an immediate corollary of (ii) and (iii).
As the final topic in this section, we present a result of Geronimus [22, Theorem 19.1].
Theorem 2.3.3 (Geronimus). If lim
n→∞αn = 0, then supp dµ = ∂D.
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Proof. Let C(N) be the CMV matrix corresponding to the α(N) defined by
α(N)n =
αn, n < N0, n ≥ N (2.3.24)
In particular, C(0) corresponds to α(0)n ≡ 0. It is immediate from the definition that C(N) − C(0) is
finite rank,
Ran(C(N) − C(0)) ⊂ span{δk | 0 ≤ k ≤ N + 2}
Since αn → 0 implies ‖C(N) − C‖ → 0, we conclude that C − C(0) is compact and Weyl’s theorem
(Theorem 1.4.1) implies σess(C) = σess(C(0)). Since α(0)n ≡ 0 corresponds to the measure dθ2pi (see
Example 2.3.1), this implies supp dµ = ∂D.
Simon [60, Section 4.3] has an extension of this result: if limn→∞(αn − βn) = 0, then the corre-
sponding measures µ and ν have equal essential supports (supports with isolated points removed).
2.4 Locating the a.c. spectrum in OPRL
In this section we will discuss two criteria for describing the absolutely continuous part of a measure
ρ on R. The first criterion will be in terms of a sequence of weak approximations to ρ, and this
criterion will be useful for proving purely absolutely continuous spectrum on intervals. The second
criterion is more sophisticated and will be useful in situations where absolutely continuous spectrum
may be mixed with singular spectrum. We will also introduce Pru¨fer variables for OPRL.
The key to the first criterion is a sequence of weak approximations to dρ, due to Simon [62]. This
and similar approximations are usually referred to as “Carmona-type” approximations, honoring
similar results by Carmona [11] for Schro¨dinger operators.
Theorem 2.4.1 (Simon [62]). The sequence of measures dx
pi(a2np
2
n(x)+p
2
n−1(x))
converges weakly to
dρ(x), i.e. for bounded continuous functions f on R,
lim
n→∞
∫
f(x)
dx
pi(a2np
2
n(x) + p
2
n−1(x))
=
∫
f(x)dρ(x) (2.4.1)
We wish to state the next result in terms of Pru¨fer variables, so we must define them first.
Pru¨fer variables are named after Pru¨fer [48], who defined them for Sturm–Liouville operators. The
OPRL version of Pru¨fer variables is known as the EFGP transform, by Eggarter, Figotin, Gredeskul,
Pastur [16, 27, 46] who developed and used it in the discrete Schro¨dinger case an = 1. It was also
extensively used by Kiselev–Last–Simon [38]. For general OPRL, it was used by Breuer, Kaluzhny,
Last, Simon [35, 6, 7, 8].
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For x ∈ (−2, 2) parametrized as x = 2 cos(η/2) by η ∈ (0, 2pi), define rn(x) > 0, θn(x) ∈ R by
rn(x)e
i[nη/2+θn(x)] = anpn(x)− pn−1(x)e−iη/2 (2.4.2)
Let us first note that (2.4.2) is nonzero, so this definition is valid: if the right-hand side of (2.4.2) was
equal to 0, this would imply pn(x) = pn−1(x) = 0 by reality of pn(x), and then a reverse induction
using the Jacobi recursion relation (2.2.1) would imply pn(x) = 0 for all n, a contradiction with
p0(x) = 1.
We now define
αn(x) =
a2n − 1 + eiη/2bn+1
eiη − 1 (2.4.3)
This variable provides a combination of an and bn that is natural in this context, and will play the
same role that Verblunsky coefficients αn play for OPUC. In fact, after this section, we will not need
to mention an or bn individually, only their combination (2.4.3).
Multiplying (2.4.2) by eiη/2 gives
rne
i[(n+1)η/2+θn] = anpne
iη/2 − pn−1 (2.4.4)
Note that 2 Reαn = 1− a2n and 2 Re(αneiη/2) = bn+1 so using (2.4.4),
2 Re
(
rne
i[(n+1)η/2+θn]αn
)
= 2 Re
(
anpne
iη/2αn − pn−1αn
)
= anpnbn+1 + (a
2
n − 1)pn−1
Subtracting this from (2.4.4), then using the Jacobi recursion relation (2.2.1), we have
rne
i[(n+1)η/2+θn] − 2 Re(rnei[(n+1)η/2+θn]αn) = an(an+1pn+1 − pne−iη/2)
= anrn+1e
i[(n+1)η/2+θn+1]
where for the last step we used (2.4.2) with n replaced by n+ 1. Dividing by anrne
i[(n+1)η/2+θn] on
both sides and again using a2n = 1− 2 Reαn, we get
rn+1
rn
ei(θn+1−θn) =
1− αn − α¯ne−i[(n+1)η+2θn]√
1− αn − α¯n
(2.4.5)
Multiplying or dividing this equation by its complex conjugate, we compute
rn+1
rn
=
|1− αn − α¯ne−i[(n+1)η+2θn]|√
1− αn − α¯n
(2.4.6)
e2i(θn+1−θn) =
1− αn − α¯ne−i[(n+1)η+2θn]
1− α¯n − αnei[(n+1)η+2θn] (2.4.7)
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In essence, we have traded the Jacobi recursion relation for a system of two first-order recursion
relations (2.4.6), (2.4.7). The usefulness of this system comes partly from the fact that (2.4.7) is a
decoupled relation with no dependence on rn. Note also that if an = 1, bn = 0, then αn = 0, so
(2.4.5) implies θn+1 = θn. We will use Pru¨fer variables to analyze perturbations around the free
case, so it is convenient for us that when an and bn are “close” to 1 and 0 respectively, θn varies
slowly in some sense.
The following lemma provides a criterion for the measure ρ to have purely a.c. spectrum on an
interval. This will be the basic criterion we will use in Chapter 4. Part (iii) of the lemma will be
crucial for a proof by contradiction in Chapter 4.
Lemma 2.4.2. Let a measure dρ = f(x)dx + dρs on R have Jacobi parameters {an, bn}∞n=1 with
an → 1, bn → 0 and Pru¨fer variables rn(x).
(i) If log rn(x) converges uniformly on an interval I ⊂ (−2 + , 2− ) where  > 0, then
χI(x)dρ(x) = χI(x)
1
2pi
√
4− x2
lim
n→∞ r
2
n(x)
dx (2.4.8)
so the measure ρ is purely absolutely continuous on I and f(x) is continuous and strictly
positive on I.
(ii) If S ⊂ (−2, 2) is finite and log rn(x) converges uniformly on intervals I ⊂ (−2, 2) with
dist(I, S ∪{−2, 2}) > 0, then supp ρs∩ (−2, 2) ⊂ S and f(x) is continuous and strictly positive
on (−2, 2) \ S.
(iii) It is not possible for log rn(x) to converge as n→∞ to +∞ or −∞ uniformly on an interval
I ⊂ (−2, 2).
Proof. (i) We wish to use (2.4.1), but instead of control over a2np
2
n + p
2
n−1, we only know that
r2n(x) = a
2
np
2
n(x)− anxpn(x)pn−1(x) + p2n−1(x) (2.4.9)
converges uniformly on I. For |x| < 2− 2 we have
(a2np
2
n(x) + p
2
n−1(x)) ≤ r2n(x) ≤ (2− )(a2np2n(x) + p2n−1(x)) (2.4.10)
Since log rn converges uniformly on I, it is uniformly bounded on I, so (2.4.10) implies log(a
2
np
2
n(x)+
p2n−1(x)) is uniformly bounded on I. Thus, standard measure theory arguments applied to (2.4.1)
imply that χI(x)dρ(x) = χI(x)f(x)dx with log f bounded on J .
It remains to prove continuity of f on I. By a result of Nevai [43, Theorem 4.2.13], since an → 1
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and bn → 0, for all bounded continuous real functions h(x)
lim
n→∞
∫ +∞
−∞
h(x)pn(x)pn+k(x)dρ(x) =
1
pi
∫ 2
−2
h(x)
T|k|(x/2)√
4− x2 dx
where Tk(x) are Chebyshev polynomials of the first kind, defined in Example 2.2.1. Using this and
(2.4.9),
lim
n→∞
∫ +∞
−∞
h(x)rn(x)
2dρ(x) =
1
pi
∫ 2
−2
h(x)
2T0(x/2)− xT1(x/2)√
4− x2 dx (2.4.11)
=
1
2pi
∫ 2
−2
h(x)
√
4− x2 dx (2.4.12)
If in addition supph ⊂ I, uniform convergence of log rn(x) on I implies
lim
n→∞
∫ +∞
−∞
h(x)r2n(x) dρ(x) =
∫ +∞
−∞
h(x) lim
n→∞ r
2
n(x) dρ(x) (2.4.13)
Comparing (2.4.12) and (2.4.13) gives (2.4.8).
(ii) Since S is finite, (−2, 2) \ S can be covered by countably many intervals I which satisfy the
conditions of (i), so (ii) follows from (i).
(ii) If rn(x) converged uniformly to 0 or to ∞ on I, (2.4.10) and (2.4.1) would imply that
ρ(I) =∞ or ρ(I) = 0. This would contradict either the assumption that dρ is a probability measure
or Theorem 2.2.3.
We will now show an application of this criterion.
Theorem 2.4.3 (Titchmarsh). If a measure ρ has Jacobi coefficients {an, bn}∞n=1 with
∞∑
n=1
|an − 1|+
∞∑
n=1
|bn| <∞ (2.4.14)
and an → 1, bn → 0, then dρ = fdx + dρs is purely absolutely continuous on (−2, 2) and f is
continuous and strictly positive on (−2, 2).
Proof. Taking the real part of the logarithm of (2.4.6), we see
log
rn+1(x)
rn(x)
= Re log(1− αn − α¯ne−i[(n+1)η+2θn])− 12 log(1− αn − α¯n) = O(|αn|)
By (2.4.3) and (2.4.14), on I = (−2 + , 2− ), αn(x) is uniformly `1. Thus, there exists a constant
C independent of n or x such that
|log rn+1(x)− log rn(x)| ≤ C|αn(x)| (2.4.15)
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Since log r1(x) is continuous in x, summing (2.4.15) over n shows that the sequence log rn(x) con-
verges uniformly on I, so all the conclusions follow from Lemma 2.4.2(i).
For the second criterion we wish to present, we must look at formal eigensolutions of the Jacobi
matrix, that is, sequences {un}∞n=0 with
an+1un+1 + bn+1un + anun−1 = xun (2.4.16)
We emphasize that these are only formal eigensolutions because they need not be elements of `2(N0).
Of course, for a fixed x, the set of solutions of (2.4.16) is a two-dimensional vector space. We will
be interested in solutions which are, in a certain sense, asymptotically small compared to other
solutions.
Definition 2.4.1. A solution u = {un}∞n=0 of (2.4.16) is subordinate if for any linearly independent
solution v = {vn}∞n=0,
lim
N→∞
∑N
n=0|un|2∑N
n=0|vn|2
= 0 (2.4.17)
The notion that (non)existence of subordinate solutions indicates the type of spectrum was
discovered by Gilbert–Pearson [25], who developed subordinacy theory for Schro¨dinger operators on
the half-line. The approach was extended by Gilbert [24] to the real line and by Khan–Pearson [37]
to OPRL. Important contributions are due to Jitomirskaya–Last [33, 34], and a related criterion is
due to Last–Simon [41].
Theorem 2.4.4 (Gilbert–Pearson). Let dρ = fdx+ dρs be a probability measure on R with Jacobi
parameters {an, bn}∞n=1, and let N be the set of x ∈ R for which there is no subordinate solution.
The set N is an essential support for the absolutely continuous part of the measure ρ, and ρs(N) = 0.
For a proof, we direct the reader to [37] or [71, Section 3.3].
2.5 Locating the a.c. spectrum in OPUC
In this section we will discuss two criteria for describing the absolutely continuous part of a measure
µ on ∂D. The first criterion will be in terms of a sequence of weak approximations to µ, and this
criterion will be useful for proving purely absolutely continuous spectrum on intervals. The second
criterion is more sophisticated and involves solutions to the matrix recursion relation (2.3.8). It will
be useful for proving existence of absolutely continuous spectrum even in situations where it may
be mixed with singular spectrum. We will also introduce Pru¨fer variables for OPUC.
We start with a fact about measures with finitely many nonzero Verblunsky coefficients.
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Theorem 2.5.1. Let αn = 0 for n ≥ N . Then ϕn(z) = zn−NϕN (z) for n > N and
dµ =
1
|ϕN (eiθ)|2
dθ
2pi
(2.5.1)
Proof. The first claim follows directly from the Szego˝ recursion (2.3.3). To show that the measure
has the given form, we need a very mild fact that ϕn has no zeros on ∂D (in fact, ϕn has no zeros
on C \ D, by Theorem 2.1.1). To prove this fact, assume that ϕn+1(z) = 0 for some z with |z| = 1.
Then (2.3.3) gives zϕn(z) = α¯nϕ
∗
n(z), but |αn| < 1 and ϕ∗n(z) = znϕn(1/z¯) = znϕn(z) mean that
this is possible only if ϕn(z) = 0. Using this reasoning inductively, we conclude that ϕk(z) = 0 for
all k < n, but since ϕ0(z) = 1, we have reached a contradiction.
We now know that |ϕN (eiθ)|2 is a nonvanishing continuous function, so proving (2.5.1) is equiv-
alent to proving |ϕN (eiθ)|2dµ = dθ2pi . Integrating both measures against zn, n ∈ Z,∫
zn|ϕN (eiθ)|2dµ = 〈ϕN (z), znϕN (z)〉µ = 〈ϕN (z), ϕN+n(z)〉µ = δn,0, n ≥ 0∫
zn|ϕN (eiθ)|2dµ = 〈z−nϕN (z), ϕN (z)〉µ = 〈ϕN−n(z), ϕN (z)〉µ = 0, n < 0
and
∫
einθ dθ2pi = δn,0, so the two measures are equal by density of Laurent polynomials.
We can now establish a sequence of weak approximations to dµ, in the form of measures with
finitely many nonzero Verblunsky coefficients.
Theorem 2.5.2 (Bernstein–Szego˝ approximations). The measures dµ(N) = 1|ϕN (z)|2
dθ
2pi weakly con-
verge to the measure µ, i.e.
∫
fdµ(N) →
∫
fdµ, ∀f ∈ C(∂D)
Proof. Theorem 2.5.1 establishes that µ(N) has coefficients α(N) given by
α(N)n =
αn, n < N0, n ≥ N (2.5.2)
Using the Szego˝ recursion inductively in n, we see that ϕ
(N)
n = ϕn for n ≤ N . Integrating ϕn and
ϕ¯n against dµ and dµ
(N), an induction in |n| proves that ∫ zndµ(N)(z) = ∫ zndµ(z) for |n| ≤ N .
Since the µ(N) and µ are probability measures and Laurent polynomials are dense in C(∂D), this
completes the proof.
Bernstein–Szego˝ approximations will provide the first criterion we announced. However, we wish
to state this criterion in terms of Pru¨fer variables, so we must introduce them first. The OPUC
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version of Pru¨fer variables was first introduced by Nikishin [45], and their usefulness to spectral
theory was exploited by Nevai [44] and Simon [61].
For z = eiη with η ∈ R, Pru¨fer variables rn(z), θn(z) are defined by rn(z) > 0, θn(z) ∈ R, and
ϕn(z) = rn(z)e
i[nη+θn(z)] (2.5.3)
In the proof of Theorem 2.5.1, we have already shown that ϕn has no zeros on ∂D, so rn > 0, θn ∈ R
satisfying (2.5.3) do exist. The ambiguity in θn modulo 2pi is usually fixed by setting θ0 = 0 and
|θn+1 − θn| < pi, but in this text that will be irrelevant. Notice that (2.5.3) is in essence just the
polar decomposition of ϕn(z), except for the addition of the factor e
inη = zn, which we will motivate
shortly.
From (2.3.1) and (2.5.3), we have ϕ∗n(z) = rn(z)e
−iθn(z) so from the Szego˝ recursion relation,
rne
i[(n+1)η+θn] =
√
1− |αn|2 rn+1ei[(n+1)η+θn+1] + α¯nrne−iθn
Regrouping and dividing by
√
1− |αn|2 rnei[(n+1)η+θn] gives
rn+1
rn
ei(θn+1−θn) =
1− α¯ne−i[(n+1)η+2θn]√
1− |αn|2
(2.5.4)
Multiplying or dividing this equation by its complex conjugate, we compute
rn+1
rn
=
|1− αnei[(n+1)η+2θn]|√
1− αnα¯n
(2.5.5)
e2i(θn+1−θn) =
1− α¯ne−i[(n+1)η+2θn]
1− αnei[(n+1)η+2θn] (2.5.6)
In essence, we have traded the Szego˝ recursion relation for a system of two first order recursion
relations (2.5.5), (2.5.6). The usefulness of this system comes partly from the fact that (2.5.6) is a
decoupled relation with no dependence on rn. Note also that if αn = 0, (2.5.4) implies θn+1 = θn.
This justifies the addition of the einη in (2.5.3) because we will use Pru¨fer variables to analyze
perturbations around the free case αn ≡ 0, and now we can hope that if αn is “small,” then θn
varies slowly in some sense.
The following lemma provides a criterion for the measure µ to have purely a.c. spectrum on an
interval. This will be the basic criterion we will use in Chapter 4. Part (iii) of the lemma will be
crucial for a proof by contradiction in Chapter 4.
Lemma 2.5.3. Let a measure dµ = w(eiη) dη2pi + dµs on the unit circle have Verblunsky parameters
{αn}∞n=0 and Pru¨fer variables rn(eiη).
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(i) If log rn(e
iη) converges uniformly on interval I ⊂ ∂D, then
χI(e
iη)dµ(eiη) = χI(e
iη)
1
lim
n→∞ r
2
n(e
iη)
dη
2pi
(2.5.7)
so the measure µ is purely absolutely continuous on I and w(eiη) is continuous and strictly
positive on I.
(ii) If S ⊂ ∂D is finite and log rn(eiη) converges uniformly on intervals I ⊂ ∂D with dist(I, S) > 0,
then suppµs ⊂ S and w(eiη) is continuous and strictly positive on ∂D \ S.
(iii) If αn → 0, it is not possible for log rn(eiη) to converge as n→∞ to +∞ or −∞ uniformly on
an interval I.
Proof. (i) Note that rn(e
iη) = |ϕn(eiη)|, so this is an immediate corollary of the Bernstein–Szego˝
approximations (Theorem 2.5.2).
(ii) Since S is finite, ∂D \ S can be covered by countably many intervals I with dist(I, S) > 0.
Applying (i) to each of them proves (ii).
(iii) If rn(e
iη) converged uniformly to 0 or to +∞ on I, Bernstein–Szego˝ approximations inte-
grated against χI(e
iη) would imply that µ(I) =∞ or µ(I) = 0, contradicting either the assumption
that dµ is a probability measure or Theorem 2.3.3.
We will now see an application of Pru¨fer’s variables. The following result is due to Baxter [1].
Theorem 2.5.4 (Baxter). If {αn} ∈ `1, then the corresponding measure is purely absolutely con-
tinuous, dµ = w(eiθ) dθ2pi , and w is continuous and strictly positive on ∂D.
Proof. Taking the real part of the logarithm of (2.5.4), we see
log
rn+1(e
iη)
rn(eiη)
= Re log(1− α¯ne−i[(n+1)η+2θn])− 12 log(1− |αn|2) = O(|αn|)
Since αn → 0, there exists a constant C independent of n or η such that
|log rn+1(eiη)− log rn(eiη)| ≤ C|αn| (2.5.8)
With {αn} ∈ `1 and log r0(eiη) = 0, (2.5.8) shows that the sequence log rn(eiη) converges uniformly
on ∂D, so all the conclusions follow from Lemma 2.5.3(i).
Baxter [1] actually proved a lot more, providing a necessary and sufficient condition for α ∈ `1
in terms of the moments of µ and other related results. For more information and contributions by
Simon, including a criterion for w to be k times differentiable, see [60, Chapter 5].
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We now proceed to the second criterion for a.c. spectrum. For this criterion, we will be interested
in arbitrary solutions Ψn(z) =
(
ψn(z)
ψ∗n(z)
)
of the matrix recursion relation
Ψn+1(z) = A(αn, z)Ψn(z) (2.5.9)
where
A(α, z) =
1√
1− |α|2
 z −α¯
−αz 1

Note that ψn and ψ
∗
n are not required to be related by any formula of the type (2.3.1) and should
be seen as two a priori independent components of Ψn(z). We will also denote Φn(z) =
(
ϕn(z)
ϕ∗n(z)
)
and
point out that Φn(z) is the solution with Φ0(z) =
(
1
1
)
.
Definition 2.5.1. For z ∈ ∂D, {Ψn(z)}∞n=0 is a subordinate solution at z if and only if for any
solution Xn(z) linearly independent with Ψn(z),
lim
n→∞
∑n
k=0|Ψk(z)|2∑n
k=0|Xk(z)|2
= 0 (2.5.10)
We also define
N = {z ∈ ∂D | there is no subordinate solution at z} (2.5.11)
and
S1 = {z ∈ ∂D | Φn(z) is a subordinate solution at z} (2.5.12)
The extension of subordinacy theory to OPUC is due to Simon [60, Section 10.9]. We will state
the relevant theorem without proof.
Theorem 2.5.5. Let dµ(eiθ) = w(eiθ) dθ2pi + dµs and N and S1 the corresponding sets defined in
(2.5.11), (2.5.12). Up to a set of zero Lebesgue measure, the absolutely continuous part of µ is
supported on N , i.e.
m(N4{θ | w(eiθ) 6= 0}) = 0
Further, the singular part of µs is supported in S1, suppµs ⊂ S1.
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Chapter 3
Schro¨dinger operators
3.1 Introduction
In this chapter, we will introduce Schro¨dinger operators. In a narrow and informal sense, these are
operators given by a formal expression
−∆ + V (x) (3.1.1)
acting on functions in L2(Ω), where Ω is a region in Rd, ∆ stands for the Laplacian and V (x)
for pointwise multiplication by a real-valued function V : Ω → R. Their name, and a part of the
motivation for their study, comes from quantum mechanics, in which they determine the time-
evolution of a particle confined to a region Ω, moving in the external potential V .
In the introduction to Chapter 1, we pointed out several subtleties involved with defining the
Laplacian as an operator on L2(Rn), and used them as motivation for our treatment of unbounded
operators. We will now make a full circle and use the framework presented in Chapter 1 to discuss
operators of the form (3.1.1).
In the examples in Section 1.5, we saw that questions of self-adjointness and spectrum of a
differential operator depend greatly on the domain and choices of boundary conditions. It is thus
not surprising that the one-dimensional case is much simpler than the general n-dimensional case,
as there are, in a sense, only two boundary points to worry about. We will therefore begin our
treatment with the one-dimensional case.
3.2 One-dimensional Schro¨dinger operators
In this section we will make sense of the formal expression − d2dx2 + V as a differential operator on
L2(I), where I is an interval, and we will see how choices of domain affect self-adjointness of H.
Let us start with an open interval I = (a, b) ⊂ R (a may be −∞; b may be +∞) and a real-valued
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function V ∈ L1loc(I). We want to define the formal expression
H = − d
2
dx2
+ V
on functions f which have a sufficiently well-behaved weak first and second derivative that, for
example, integration by parts still holds. We thus restrict to elements of
AC2loc(I) = {f ∈ ACloc(I) | f ′ ∈ ACloc(I)} (3.2.1)
The choice to restrict to AC2loc(I) is further backed by the following theorem, a standard result on
existence and uniqueness of solutions of differential equations.
Theorem 3.2.1. Let x0 ∈ I and z, α, β ∈ C. If g ∈ L1loc(I), then there exists a unique f ∈ AC2loc(I)
which is a solution of
− f ′′ + (V − z)f = g (3.2.2)
and has initial conditions
f(x0) = α, f
′(x0) = β (3.2.3)
Moreover, if V and g are L1 in a neighborhood of a finite endpoint, then f and f ′ have finite limits
at that endpoint.
Thus, by varying α, β ∈ C, we see the set of solutions to (3.2.2) is a two-dimensional vector
space.
Proof. It is a standard trick (and it is straightforward to check) that the differential equation (3.2.2)
together with initial conditions (3.2.3) is equivalent to an integral equation in terms of
F (x) =
f(x)
f ′(x)
 , G(x) =
 α
β +
∫ x
x0
g(y)dy
 , V˜ (y) =
 0 1
V (y)− z 0

known as the Volterra integral equation,
F (x) = G(x) +
∫ x
x0
V˜ (y)F (y)dy (3.2.4)
so it suffices to prove that this integral equation has a unique solution. Fixing a compact interval
[c, d] ⊂ I, we define the operator A on the space of continuous functions from [c, d] to C2,
(AF )(x) =
∫ x
x0
V˜ (y)F (y)dy
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and a simple induction argument establishes
(AnF )(x) ≤ ‖F‖
n!
∣∣∣∫ x
x0
‖V˜ (y)‖dy
∣∣∣n (3.2.5)
(here we are using ‖V˜ ‖ ∈ L1[c, d], which follows from V ∈ L1loc). With (3.2.5), iterating (3.2.4)
implies that
F =
∞∑
n=0
AnG (3.2.6)
Conversely, (3.2.6) defines a continuous function F on [c, d] by (3.2.5), and by a direct substitution,
this F solves (3.2.4). If a is a finite endpoint and V and g are L1 up to the endpoint, the same proof
goes through with c = a and produces a solution F continuous at a.
Moreover, since H is to be an operator on L2(I), we take the domain of H to be
D(H) = {f ∈ L2(I) | f ∈ AC2loc(I),−f ′′ + V f ∈ L2(I)} (3.2.7)
To determine the adjoint of H, using considerations similar to those in Example 1.5.2, one concludes
that H is densely defined, D(H∗) ⊂ D(H) and H∗f = Hf for f ∈ D(H∗). For f, g ∈ D(H) and
a < c < d < b, a double integration by parts gives
∫ d
c
(g¯Hf −Hgf)dx = Wd(g¯, f)−Wc(g¯, f) (3.2.8)
where for x ∈ I, the Wronskian Wx(g¯, f) is given by
Wx(g¯, f) = g(x)f
′(x)− g′(x)f(x) (3.2.9)
Since f, g,Hf,Hg ∈ L2(I), Cauchy–Schwarz implies that g¯Hf,Hgf ∈ L1(I). Thus, dominated
convergence implies that (3.2.8) has finite limits as c ↓ a or d ↑ b, so the Wronskian (3.2.9) has limits
as x ↓ a or x ↑ b. We will usually denote these limits simply by Wa(g¯, f), Wb(g¯, f).
Taking the limit of (3.2.8) as c ↓ a and d ↑ b, we now have
〈g,Hf〉 − 〈Hg, f〉 = Wb(g¯, f)−Wa(g¯, f) (3.2.10)
Remember that g ∈ D(H∗) if and only if the left-hand side of (3.2.10) is equal to 0 for all f ∈ D(H),
so we can now describe D(H∗):
D(H∗) = {g ∈ D(H) |Wb(g¯, f)−Wa(g¯, f) = 0 ∀f ∈ D(H)} (3.2.11)
In some situations we may prefer to restate this in a different form. Note that for any f ∈ D(H), one
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can find h ∈ D(H) such that h(x) = f(x) in a neighborhood of a and h(x) = 0 in a neighborhood
of b. Applying (3.2.10) with h and f − h instead of f , we see that
D(H∗) = {g ∈ D(H) |Wa(g¯, f) = Wb(g¯, f) = 0 ∀f ∈ D(H)} (3.2.12)
In the next section, we will continue this analysis, with the goal of describing all self-adjoint restric-
tions of H.
3.3 The limit point–limit circle alternative
Naive considerations might lead one to think that each of the conditions Wa(g¯, f) = 0 and Wb(g¯, f) =
0 restricts the set of g by setting conditions on behavior of g and g′ near a, so that D(H∗) has
(complex) codimension 4 in D(H). It is in fact obvious that the codimension is at most 4, since
by the discussion of deficiency indices in Section 1.3 and by Theorem 3.2.1, the codimension is
dim Ker(H − i) + dim Ker(H + i) ≤ 4. Further, complex conjugation is an isomorphism between
Ker(H − i) and Ker(H + i), so
dim Ker(H − i) + dim Ker(H + i) ∈ {0, 2, 4}
However, one or both of the Wronskian conditions may be satisfied identically so the codimension
may be less than 4, and in particular, D(H∗) may even be equal to D(H). A celebrated result of
Weyl [79] describes this dichotomy and uses it to describe self-adjoint restrictions of H.
Definition 3.3.1. The operator H is limit point at an endpoint c ∈ {a, b} if and only if
Wc(f, g) = 0, ∀f, g ∈ D(H) (3.3.1)
Otherwise, it is limit circle at c.
Note that (3.3.1) is a local condition around the endpoint, so this property depends only on
the behavior of V in a neighborhood of the endpoint. However, we are about to relate it to self-
adjointness of H.
The following bilinear form will be important:
S(u, v) = Wb(u, v)−Wa(u, v) (3.3.2)
Theorem 3.3.1. (i) If H is limit point at both a and b, then H is self-adjoint.
(ii) If H is limit point at exactly one endpoint, then all the self-adjoint restrictions of H are
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described by
D(Hv) = {f ∈ D(H) | S(v¯, f) = 0} (3.3.3)
for some v ∈ D(H) \D(H∗) such that S(v¯, v) = 0.
(iii) If H is limit circle at both endpoints, all the self-adjoint restrictions of H are described by
D(Hu,v) = {f ∈ D(H) | S(u¯, f) = S(v¯, f) = 0} (3.3.4)
with u, v ∈ D(H) \D(H∗) such that S(u¯, u) = S(u¯, v) = S(v¯, v) = 0.
We see that if a is limit circle, the key are v ∈ D(H) \ D(H∗) such that Wa(v¯, v) = 0. To see
that such v exist, first let v be such that Wa(v, ·) is not identically 0. Then the same holds for Re v
or Im v, so we can pick v to be real-valued. However, for v real-valued, Wa(v¯, v) = 0 is trivial.
Before we proceed to the proof, we will prove a simple lemma.
Lemma 3.3.2. (i) (Plu¨cker identity) For all u1, u2, u3, u4 ∈ D(H), we have
Wx(u1, u2)Wx(u3, u4)−Wx(u1, u3)Wx(u2, u4) +Wx(u1, u4)Wx(u2, u3) = 0
(ii) Let u, v ∈ D(H) be such that Wa(u, v) 6= 0. Then for any f, g ∈ D(H),
Wa(u, f) = Wa(v, f) = 0 =⇒ Wa(g, f) = 0
Proof. (i) For x ∈ I, this follows from the obvious∣∣∣∣∣∣∣∣∣∣∣∣
u1(x) u2(x) u3(x) u4(x)
u′1(x) u
′
2(x) u
′
3(x) u
′
4(x)
u1(x) u2(x) u3(x) u4(x)
u′1(x) u
′
2(x) u
′
3(x) u
′
4(x)
∣∣∣∣∣∣∣∣∣∣∣∣
= 0
and for x ∈ {a, b}, it follows by taking the limit as x ↓ a or x ↑ b.
(ii) This is an immediate corollary of (i) applied to u, v, f, g.
Proof of Theorem 3.3.1. We denote X = D(H)/D(H∗) and we denote its elements by [u] = u +
D(H∗). Note that X = Xa ⊕Xb, where
Xa = {[u] |Wb(u, f) = 0 ∀f ∈ D(H)}
Xb = {[u] |Wa(u, f) = 0 ∀f ∈ D(H)}
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Clearly, if H is limit point at a, then dimXa = 0. If H is limit circle at a, we will show that dimXa =
2. Since H is limit circle at a, there exist u, v ∈ D(H) with Wa(u, v) 6= 0. Since Wa(u, u) = 0, [u]
and [v] are linearly independent in Xa, so dimXa ≥ 2. For any h ∈ Xa, h = αu + βv + f with
Wa(f, u) = Wa(f, v) = 0, but then Lemma 3.3.2(ii) implies [f ] = 0. Thus, dimXa = 2.
Analogous arguments apply to the endpoint b, so we conclude
dimX =

0, if H is limit point at both endpoints
2, if H is limit circle at exactly one endpoint
4, if H is limit circle at both endpoints
By (3.2.11), a bilinear form S˜ : X ×X → C is induced by (3.3.2),
S˜([u], [v]) = S(u, v)
Note that by (3.2.11), for [u] 6= 0, S˜([u], ·) is not identically 0, so S˜ is a nondegenerate bilinear form.
We remind the reader that for such S˜, one can define orthogonality in the same way, and with much
the same properties, as one would if S˜ was an inner product.
Any operator H˜ with Γ(H∗) ⊂ Γ(H˜) ⊂ Γ(H) is uniquely determined by its domain D(H˜), so by a
vector subspace U = D(H˜)/D(H∗) ⊂ X. Note that its adjoint H˜∗ also has Γ(H∗) ⊂ Γ(H˜∗) ⊂ Γ(H),
so corresponds to U∗ = D(H˜∗)/D(H∗) ⊂ X. By (3.2.10),
U∗ = {u¯ | u ∈ U⊥}
with orthogonality provided by the sesquilinear form S˜. Clearly, H˜ will be self-adjoint if and only if
U = U∗. Thus, self-adjoint extensions of H are in 1-1 correspondence with subspaces U of X such
that dimU = dimX/2 and
S˜([u¯], [v]) = 0, ∀[u], [v] ∈ U
Specializing this to the cases dimX = 0, 2, 4 provides parts (i)–(iii) of the theorem.
In the remainder of this section, we will present some criteria that can be used to determine
whether H is in the limit point or in the limit circle case at its endpoints. We start by introducing
regular endpoints.
Definition 3.3.2. We say that a is a regular endpoint of H if a is a finite endpoint (a 6= −∞) and
V ∈ L1(a, c) for some c ∈ I, and a singular endpoint otherwise, and similarly for b.
Informally speaking, regular endpoints are significant because they behave very much like interior
points of I. The following result will be a corollary of Theorem 3.2.1.
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Theorem 3.3.3. Let a be a regular endpoint of H. Then for every f ∈ D(H), f and f ′ can be
continuously extended to {a} ∪ I and are absolutely continuous on [a, d] for d ∈ I. Thus, existence
and uniqueness of solutions of (3.2.2) with initial conditions (3.2.3) holds for x0 = a. In particular,
H is limit circle at a.
Proof. Since f ∈ D(H), we have g = −f ′′ + V f ∈ L2(I), so g ∈ L2(a, a + ) ⊂ L1(a, a + ). Thus,
continuity of f, f ′ at a follows from Theorem 3.2.1, and the proof of Theorem 3.2.1 is valid for x0 = a.
Finally, note that since we can prescribe values of f, f ′ at a arbitrarily, there exist f, g ∈ D(H) with
f(a) = 1, f ′(a) = 0, g(a) = 0, g′(a) = 1, so Wa(f, g) = 1, proving that H is limit circle at a.
Example 3.3.1. Let I = (0,+∞) and V ≡ 0. The operator H = − d2dx2 is limit circle at 0 and limit
point at ∞, and self-adjoint restrictions of H are parametrized by θ ∈ [0, pi) so that
D(Hθ) = {f ∈ D(H) | cos θf(0) + sin θf ′(0) = 0} (3.3.5)
Proof. By Theorem 3.3.3, H is limit circle at 0. To see that it is limit point at∞, solve the equation
−f ′′ − if = 0. Two linearly independent solutions are
f±(x) = exp(±e−ipi/4x)
Since f+ ∈ L2(0,∞) but f− /∈ L2(0,∞), we see that dim Ker(H − i) = 1, so by theorem 3.3.1, H is
limit point at ∞.
An arbitrary self-adjoint restriction corresponds to a choice of v ∈ D(H) with W0(v¯, v) = 0 and
W0(v, ·) not identically 0.
By Theorem 3.3.3, for any v, f ∈ D(H),
W0(v, f) = v(0)f
′(0)− v′(0)f(0)
so we see W0(v, ·) is identically 0 if and only if v(0) = v′(0) = 0, and W0(v¯, v) = 0 if and only if
v(0)v′(0) ∈ R. By factoring out an irrelevant multiplicative constant from v, we can bring it to the
form v(0), v′(0) ∈ R, v(0) + iv′(0) = e−iθ, θ ∈ [0, pi), which gives (3.3.5).
Theorem 3.3.3 provides a sufficient condition for a Schro¨dinger operator to be limit circle at
a finite endpoint, but the condition is very strong. We will now present without proof some other
sufficient conditions for H to be limit point or limit circle at an endpoint. The conditions are different
for finite endpoints than for infinite endpoints, and since our later focus will be on Schro¨dinger
operators on a half-line I = (0,+∞), we will present the criteria for 0 and +∞. The reader can
easily formulate the general case by translation and reflection of the real line.
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Theorem 3.3.4 (Kostenko–Sakhnovich–Teschl [39]). Let H = −∆ + V be a Schro¨dinger operator
on (0, 1). Assume that for some l ≥ − 12 ,
V (x) =
l(l + 1)
x2
+ q(x)
with q real-valued such that
xq(x) ∈ L1(0, 1), if l > − 12
x(1− log(x))q(x) ∈ L1(0, 1), if l = − 12
Then H is limit point at 0 if and only if l ≥ 12 . For l ∈ [− 12 , 12 ), one possible choice of self-adjoint
boundary condition is
lim
x↓0
xl((l + 1)f(x)− xf ′(x)) = 0 (3.3.6)
If H˜ is the restriction of H obtained by imposing the boundary condition (3.3.6) (if needed), the
spectrum of H˜ is purely discrete and bounded from below.
Theorem 3.3.5. Let V ∈ L1loc(0,+∞) and
lim sup
n→∞
∫ n+1
n
|V (x)|dx <∞
Then H is limit point at +∞.
Finally, we will need a result on preservation of essential spectrum.
Theorem 3.3.6. Let V ∈ L1loc(0,+∞) and
lim
n→∞
∫ n+1
n
|V (x)|dx = 0 (3.3.7)
Assume further that H = −∆ + V is regular at 0. Then σess(H) = [0,+∞).
The proof relies on Weyl’s theorem and comparison with the free Schro¨dinger operator H0 given
in Example 3.3.1. However, applying it directly to H and H0 wouldn’t work, so one uses resolvents
and proves that Rz(H)−Rz(H0) is compact when (3.3.7) holds. For details, see [72, Section 9.7].
3.4 Locating the a.c. spectrum
In this section we will present the subordinacy theory of Gilbert–Pearson [25], which describes the
a.c. spectrum in terms of the asymptotics of formal solutions of −u′′ + V u = Eu. We will also
define Pru¨fer variables, which will be a very convenient tool in controlling the asymptotics of formal
solutions.
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As a first result, we present subordinacy theory for a Schro¨dinger operator with a regular end-
point.
Definition 3.4.1. Let H be regular at a. A solution of −u′′ + V u = Eu is subordinate if for any
linearly independent solution v of the same equation,
lim
x↑b
∫ x
a
|u(y)|2dy∫ x
a
|v(y)|2dy = 0
Theorem 3.4.1 (Gilbert–Pearson). Let Hθ be regular at a with boundary condition
cos θf(a) + sin θf ′(a) = 0 (3.4.1)
Let N be the set of E ∈ R for which there is no subordinate solution and let S be the set of E ∈ R
for which there exists a subordinate solution u which satisfies the boundary condition (3.4.1). The
set N is a minimal support for the a.c. spectrum of Hθ, i.e.
σac(Hθ) = N
ess
and the set S is a support for the singular spectrum of Hθ.
The next example revisits the self-adjoint realizations Hθ of the free Laplacian on a half-line,
introduced in Example 3.3.1.
Example 3.4.1. Using the notation from Example 3.3.1, Hθ has
σac(Hθ) = [0,+∞) (3.4.2)
σsc(Hθ) = ∅ (3.4.3)
σpp(H) =
{− cot
2 θ}, θ ∈ (0, pi/2)
∅, θ ∈ {0} ∪ [pi/2, pi)
(3.4.4)
Proof. For E > 0, −u′′ = Eu has solutions u = C cos(√E x+φ), so it is straightforward to see that
there are no subordinate solutions. Thus, (0,∞) ⊂ N .
For E = 0, −u′′ = 0 has solutions u = A+Bx, so u = 1 is a subordinate solution, which satisfies
the boundary condition (3.4.1) for θ = 0. For E < 0, −u′′ = Eu has solutions
u = A exp(
√−E x) +B exp(−√−E x)
so a subordinate solution is u = exp(−√−E x). It satisfies the boundary condition (3.4.1) when
√−E = cot θ; note that this implies cot θ > 0, so θ ∈ (0, pi/2).
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Thus, for any θ, N = (0,∞), which implies (3.4.2) by Theorem 3.4.1. To conclude (3.4.3) and
(3.4.4), note that by Theorem 3.4.1 and the previous considerations,
σsing(Hθ) =

{0}, θ = 0
{− cot2 θ}, θ ∈ (0, pi/2)
∅, θ ∈ [pi/2, pi)
Since a single-element set cannot support continuous spectrum, this immediately implies (3.4.3).
Note that u ≡ 1 is not an element of L2(0,∞), so it is not an eigenvalue of H0 and σpp(H0) = ∅. For
θ ∈ (0, pi/2), u = exp(− cot θ x) is indeed an eigenvalue of Hθ, so the proof of (3.4.4) is complete.
The next result will abandon the restriction that one of the endpoints must be regular. Then
one may pick c ∈ (a, b) and define subordinate solutions as above, but with integration from c:
Definition 3.4.2. A nontrivial solution of −u′′ + V u = Eu is subordinate at a if for any linearly
independent solution v of the same equation,
lim
x↓a
∫ c
x
|u(y)|2dy∫ c
x
|v(y)|2dy = 0 (3.4.5)
Analogously, it is subordinate at b if for any linearly independent solution v of the same equation,
lim
x↑b
∫ x
c
|u(y)|2dy∫ x
c
|v(y)|2dy = 0 (3.4.6)
Theorem 3.4.2. For an endpoint c ∈ {a, b}, denote by Nc the set of E ∈ R for which there is no
subordinate solution at c. Denote by S the set of E ∈ R for which there exists a solution which is
subordinate at both a and b. Then
σac(H) = (Na ∪Nb)ess
and the singular spectrum of H is supported in S.
As our last topic in this section, we define Pru¨fer variables. From now on, we will work on the
half-line I = (0,+∞). Because we do not assume 0 is a regular point, we will set all our initial
conditions at an arbitrary c ∈ I. For E = η2/4 with η > 0 and a real-valued solution u(x) of
Hu = Eu (3.4.7)
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we define modified Pru¨fer variables by
u′(x) = 12ηRη(x) cos(
1
2ηx+ θη(x)) (3.4.8)
u(x) = Rη(x) sin(
1
2ηx+ θη(x)) (3.4.9)
The 2pi ambiguity in θη(x) is partly fixed by making θη(x) continuous in x; there is still a 2pi
ambiguity in θη(c), and any choice will be equally good for our analysis. Substituting into (3.4.7),
we obtain a system of first-order differential equations for logRη and θη,
dθη
dx
= −2V (x)
η
sin2( 12ηx+ θη(x)) (3.4.10)
d
dx
logRη(x) =
V (x)
η
sin(ηx+ 2θη(x)) (3.4.11)
with initial values Rη(c) > 0, θη(c) ∈ R. We have departed from the usual notation by parametrizing
in η = 2
√
E rather than k =
√
E. This will later make our notation more consistent with that used
for orthogonal polynomials. We have also made a non-standard modification to include 12ηx in
(3.4.8), (3.4.9). With this change, if V = 0 in some interval, then θη is constant in that interval by
(3.4.10).
It will be convenient to rewrite (3.4.10) and (3.4.11) in terms of complex exponentials, as
dθη
dx
= −V (x)
η
(
1− ei[ηx+2θη(x)] − e−i[ηx+2θη(x)]) (3.4.12)
d
dx
logRη(x) = Im
(V (x)
η
ei[ηx+2θη(x)]
)
(3.4.13)
The following simple lemma shows how Pru¨fer variables can be used to prove nonexistence of
subordinate solutions.
Lemma 3.4.3. Assume that
sup
x
∫ x+1
x
|V (y)|dy <∞ (3.4.14)
If for E = η2/4 in some set S, Rη(x) is bounded as x → ∞ for any initial conditions Rη(c),
θη(c), then H has purely absolutely continuous spectrum on S and the spectral measure is mutually
absolutely continuous on S with the Lebesgue measure.
Boundedness of Rη(x) implies boundedness of all complex solutions of Hu = Eu, and it is an
observation of Behncke [2] and Stolz [65] that (3.4.14) and boundedness of eigenfunctions allows
one to use subordinacy theory to imply the conclusions of the lemma. A different proof is due to
Simon [59].
Theorem 3.4.4. If V ∈ L1(0,∞), then σac(H) = [0,+∞), σsc(H) = ∅ and σpp(H) ⊂ (−∞, 0].
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Proof. For η > 0, (3.4.13) implies
∣∣∣ d
dx
logRη(x)
∣∣∣ ≤ 1
η
|V (x)|
so V ∈ L1(0,∞) implies that logRη(x) converges as x→∞, so by Lemma 3.4.3, (0,+∞) ⊂ N∞. By
Theorem 3.4.1, this implies [0,+∞) ⊂ σac(H) and σs(H) ⊂ (−∞, 0]. However, note that dominated
convergence with V as the dominating function implies that (3.3.7) holds, so by Theorem 3.3.6,
σess = [0,+∞), which completes the proof.
3.5 Spherically symmetric Schro¨dinger operators
As we have mentioned before, for Schro¨dinger operators in more than one dimension the question
of self-adjointness and boundary conditions is much more subtle. We will focus on the case when
V (x) is a function of |x| alone and quote a result from Reed–Simon [50, Appendix to Section
X.1, Example 4]. This will be a decomposition theorem which, under certain conditions, reduces
spherically symmetric Schro¨dinger operators to a direct sum of half-line Schro¨dinger operators.
For j ∈ N0, we denote µj = j(j + n− 2),
λj =

2j+n−2
j
(
j+n−3
j−1
)
, j ≥ 1
1, j = 0
(the values of λj and µj are not computed in [50]; see Weidmann [77, p. 299] for the proof) and
operators
Hj = −∆ +
(
µj +
(n− 1)(n− 3)
4
) 1
r2
+ V (r) (3.5.1)
on L2(0,∞). As we are about to see, we will only use (3.5.1) where they are limit point at both 0
and ∞, so there is no need to specify boundary conditions.
Theorem 3.5.1. Let V ∈ L2loc(Rn \ {0}) be a radial potential, V (x) = V (|x|). If
V (r) +
(n− 1)(n− 3)
4
1
r2
≥ 3
4r2
then −∆ + V is essentially self-adjoint on C∞0 (Rn \ {0}), all the Hj given by (3.5.1) are essentially
self-adjoint on C∞0 (0,+∞) and H = −∆ + V is unitarily equivalent to the direct sum of operators
Hj, with Hj repeated λj times.
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Chapter 4
Generalized bounded variation
perturbations
4.1 History and motivation for the problem
In Chapters 2 and 3, we have introduced OPRL, OPUC, and Schro¨dinger operators on a half-line,
three systems which will now be of interest. In each of the systems, a free case has been singled out
(an ≡ 1, bn ≡ 0 for OPRL; αn ≡ 0 for OPUC; V ≡ 0 for Schro¨dinger operators). We will now focus
on objects which are, in some sense, close to the free case, and we will think of them as perturbations
around the free case. We wish to know what properties of the spectrum are preserved under certain
perturbations.
We have already seen some results of this kind. Theorems 2.2.3, 2.3.3 and 3.3.6 all tell us that with
decay of the perturbation at ∞, the essential spectrum remains preserved. With a much stronger
condition, we can conclude more: Theorems 2.4.3, 2.5.4 and 3.4.4 tell us that an L1 condition on the
perturbation implies preservation of purely a.c. spectrum in the interior of the essential spectrum.
We will now discuss results which fall between these two.
It is well known that bounded variation combined with decay of the perturbation implies preser-
vation of a.c. spectrum. Weidmann [77] proved the first result of this kind, for Schro¨dinger operators
(and, more generally, for Sturm–Liouville operators).
Theorem 4.1.1 (Weidmann). Let V be a potential on [0,∞) which can be expressed as V = V1 +V2,
where V1 has bounded variation, lim
x→∞V1(x) = 0 and V2 ∈ L
1(0,∞). The corresponding Schro¨dinger
operator H = −∆ + V has σac(H) = [0,∞), σsc(H) = ∅ and σpp(H) ⊂ (−∞, 0].
The analogous results for OPRL and OPUC are due to Ma´te´–Nevai [42] and Peherstorfer–
Steinbauer [47].
Theorem 4.1.2 (Ma´te´–Nevai). Let a sequence {an, bn}∞n=1 of Jacobi coefficients be such that an →
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1, bn → 0, and ∞∑
n=1
|an+1 − an|+
∞∑
n=1
|bn+1 − bn| <∞
The corresponding measure dρ = fdx + dρs is purely absolutely continuous on (−2, 2) and f(x) is
continuous and strictly positive on (−2, 2).
Theorem 4.1.3 (Peherstorfer–Steinbauer). If a sequence of Verblunsky coefficients {αn}∞n=0 has
bounded variation and lim
n→∞αn = 0, then the corresponding measure dµ = w(e
iθ) dθ2pi + dµs is purely
absolutely continuous on ∂D \ {1} and w(eiθ) is continuous and strictly positive on ∂D \ {1}.
Rotating a measure on ∂D by an angle φ gives an immediate corollary of Theorem 4.1.3.
Corollary 4.1.4. If a sequence of Verblunsky coefficients {αn}∞n=0 obeys
∞∑
n=0
|eiφαn+1 − αn| <∞ (4.1.1)
and lim
n→∞αn = 0, then the corresponding measure dµ = w(e
iθ) dθ2pi+dµs is purely absolutely continuous
on ∂D \ {eiφ} and w(eiθ) is continuous and strictly positive on ∂D \ {eiφ}.
It is thus natural to think of (4.1.1) as a kind of rotated bounded variation condition and to
wonder what happens if αn is a linear combination of such sequences. We will give a name to this
property, which will be central to our results.
Definition 4.1.1. A sequence β = {βn}∞n=N (N can be finite or −∞) has rotated bounded variation
with phase φ if
∞∑
n=N
|eiφβn+1 − βn| <∞ (4.1.2)
A sequence α = {αn}∞n=N has generalized bounded variation with the set of phases A = {φ1, . . . , φL},
L <∞, if it can be expressed as a sum
αn =
L∑
l=1
β(l)n (4.1.3)
such that the l-th sequence β(l) has rotated bounded variation with phase φl.
The set of sequences having generalized bounded variation with the set of phases A will be
denoted GBV (A) or, with a slight abuse of notation, GBV (φ1, . . . , φL). In particular, GBV (φ) is
the set of sequences with rotated bounded variation with phase φ.
Our results will use this notion of generalized bounded variation as the central assumption. An
OPUC result of Wong [80], which uses this assumption, was the primary motivation for our work.
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Theorem 4.1.5 (Wong). Let α = {αn}∞n=0 be a sequence of Verblunsky coefficients corresponding
to dµ = w(eiθ) dθ2pi + dµs. Let α have generalized bounded variation with the set of phases A, and let
α ∈ `2. The measure µ is then purely absolutely continuous on ∂D \ {eiη | η ∈ A} and w(eiθ) is
continuous and strictly positive on ∂D \ {eiη | η ∈ A}.
The original paper [80] assumes β(l) ∈ `2 for all β(l) in the decomposition (4.1.3), instead of
assuming α ∈ `2. However, this seemingly weaker condition is in fact equivalent to α ∈ `2 by
Lemma 4.3.1 below. Our OPUC result will be a generalization of Theorem 4.1.5 which substitutes
the `2 assumption by an `p assumption, for any p <∞.
For an example of a sequence with rotated bounded variation with phase φ, take
βn = e
−i(nφ+α)Bn
where {Bn}∞n=N is any sequence of bounded variation; the first example that comes to mind is
Bn = n
−γ . Generalized bounded variation may seem like an unnatural condition for real-valued
sequences, but by combining rotated bounded variation with phases φ and −φ, one gets
e−i(nφ+α)
nγ
+
e+i(nφ+α)
nγ
=
cos(nφ+ α)
nγ
Trivially, any `1 sequence has rotated bounded variation with any phase φ. It follows from these
observations that a linear combination
Vn =
K∑
k=1
λk
cos(nφk + αk)
nγk
+Wn, γk > 0, {Wn} ∈ `1 (4.1.4)
has generalized bounded variation with the set of phases {±φ1,±φ2, . . . ,±φK}.
Discrete Schro¨dinger operators with potentials of the form (4.1.4) have been studied; the `2 case
follows from a result of Kiselev–Last–Simon [38, Theorem 3.3], and a recent result of Janas–Simonov
[32] goes beyond `2:
Theorem 4.1.6 (Janas–Simonov). Let a measure dρ = fdx + dρs have Jacobi parameters an ≡ 1
and
bn = λ
cos(nφ+ α)
nγ
+Wn
with γ > 13 and {Wn} ∈ `1. The measure dρ is then purely absolutely continuous on (−2, 2) \
{±2 cosφ,±2 cos(φ/2)} with f continuous and strictly positive on that set.
Potentials of the form (4.1.4) are known as Wigner–von Neumann potentials because of work of
Wigner and von Neumann [76] in which they constructed a Schro¨dinger operator on (0,+∞) whose
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potential has the asymptotic behavior
V (x) = −8sin(2x)
x
+O(x−2), x→∞ (4.1.5)
with the peculiar property that the Schro¨dinger operator −∆+V has an eigenvalue at +1 embedded
in the a.c. spectrum [0,+∞). More information on this example can be found in [52, Section XIII.13].
In the Schro¨dinger operator literature, Wigner–von Neumann potentials
V (x) =
K∑
k=1
λk
cos(φkx+ αk)
xγk
+W (x), γk > 0, W (x) ∈ L1 (4.1.6)
have been the subject of much research. For example, Reed–Simon [51, Section XI.8] analyze (4.1.6)
in the case γk = 1, W (x) = O(x
−1−); Ben-Artzi–Devinatz [3] analyze (4.1.6) in the case K = 1,
γ1 >
1
2 , W (x) = O(x
−1−), as well as the more general V (x) = a cos(φxα)/xγ +W (x) in some range
of α, γ. A result of Harris–Lutz [28] (with a different proof by Kiselev–Last–Simon [38, Theorem
3.2]) settles the spectral analysis in the L2 case.
Theorem 4.1.7 (Harris–Lutz). If V is of the form (4.1.6) with γk >
1
2 , then the spectral measure
of H = −∆ + V is purely absolutely continuous on
(0,∞) \
{φ2k
4
∣∣∣ 1 ≤ k ≤ K}
We now define the notion of generalized bounded variation condition for functions. This notion
is very much analogous to the condition for sequences, but with one difference: any `1 sequence has
bounded variation, but L1 functions do not necessarily have bounded variation. Since we want to
allow presence of an L1 term, we adjust the definition to explicitly allow it.
Definition 4.1.2. A function β : (0,+∞) → C has rotated bounded variation with phase φ if
eiφxβ(x) has bounded variation. A function V : (0,+∞) → C has generalized bounded variation
with the set of phases A = {φ1, . . . , φL} if it can be expressed as a sum
V (x) =
L∑
l=1
βl(x) +W (x) (4.1.7)
such that the l-th function βl has rotated bounded variation with phase φl and W (x) ∈ L1(x0,+∞).
The set of functions having generalized bounded variation with the set of phases A will be denoted
by GBV (A) or GBV (φ1, . . . , φL).
The results mentioned above are just the ones that directly motivated our research, but there
are many other related results. For example, Stolz [66] takes δ to be the forward difference operator
(δx)n = xn+1 − xn and analyzes Jacobi matrices with an ≡ 1 and δjb ∈ `k/j for 1 ≤ j ≤ k, showing
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that a.c. spectrum persists precisely on the interval [−2 + lim sup
n→∞
bn, 2 + lim inf
n→∞ bn]. In another
direction, one can relax the bounded variation condition to an `2 condition on q-variation, namely∑
n|xn+q − xn|2 < ∞. Work by Denisov [15], extended by Kaluzhny–Shamis [36], has shown that
this kind of perturbation with xn → 0 preserves the a.c. spectrum of periodic Jacobi operators.
All the results discussed so far concern perturbation of the free operator by generalized bounded
variation. For perturbations of other operators, the situation is more complicated. For instance,
in contrast to Weidmann’s theorem, Last [40] has shown that for some classes of potentials V0,
perturbing the discrete Schro¨dinger operator −∆ + V0 by a perturbation V of bounded variation
can destroy a.c. spectrum.
As communicated to us by Yoram Last, this problem can also be motivated in a different way:
let Vn = λnWn, with λn > 0 monotone decaying to 0, and let H be given by (4.2.3). For different
classes of potentials W , what kind of decay do we need to ensure preservation of a.c. spectrum? If
{λn} is periodic, the method of Golinskii–Nevai [26] shows that any such {λn} suffices. For W from
a large class of random potentials, Kiselev–Last–Simon [38] have shown that {λn} ∈ `2 is needed.
For almost periodic potentials W which are trigonometric polynomials, we will provide an answer
in Corollary 4.2.4.
4.2 New results
We now state the results that form the core of this thesis. The statements will use the concept of
generalized bounded variation from Definitions 4.1.1 and 4.1.2.
Our first result is about orthogonal polynomials on the unit circle.
Theorem 4.2.1. Let dµ = w(eiθ) dθ2pi + dµs be a probability measure on ∂D with infinite support and
{αn}∞n=0 its Verblunsky coefficients. Assume that
{αn}∞n=0 ∈ `p ∩GBV (A)
for a positive odd integer p = 2q + 1 and a finite set A ⊂ R. Let S be the finite set
S =
{
eiη
∣∣ η ∈ (A+ · · ·+A︸ ︷︷ ︸
q times
)− (A+ · · ·+A︸ ︷︷ ︸
q−1 times
)
}
(4.2.1)
Then
(i) suppµs ⊂ S and, in particular, dµ has no singular continuous part;
(ii) w(eiθ) is continuous and strictly positive on ∂D \ S.
The second theorem is the analogous result for orthogonal polynomials on the real line.
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Theorem 4.2.2. Let dρ = f(x)dx+dρs be a probability measure on the real line with infinite support
and finite moments and {an, bn}∞n=1 its Jacobi coefficients. Let p be a positive integer, A ⊂ R a finite
set of phases, and make one of these sets of assumptions:
1◦ {a2n − 1}∞n=1, {bn}∞n=1 ∈ `p ∩GBV (A)
2◦ {an − 1}∞n=1, {bn}∞n=1 ∈ `p ∩GBV (A)
Denote A˜ = A ∪ {0} in case 1◦ and A˜ = (A+A) ∪A ∪ {0} in case 2◦, and let S be the finite set
S =
{
2 cos(η/2)
∣∣ η ∈ A˜+ · · ·+ A˜︸ ︷︷ ︸
p−1 times
}
(4.2.2)
Then
(i) supp ρs ∩ (−2, 2) ⊂ S and, in particular, dρ has no singular continuous part;
(ii) f(x) is continuous and strictly positive on (−2, 2) \ S.
Remark 4.2.1. As we will see later, since recursion coefficients are in `p, all their constituent sequences
of rotated bounded variation are in `p. However, if some of these constituent sequences have faster
decay, this can be used to reduce the set S. Namely, a phase φ1 + · · · + φk − φk+1 − · · · − φk+l
must only be included in (4.2.1) or (4.2.2) if the pointwise product of the corresponding sequences,
{β(1)n · · ·β(k)n β¯(k+1)n · · · β¯(k+l)n }, is not in `1. The proofs of Theorems 4.2.1 and 4.2.2 in this text can
be easily modified to show this.
Remark 4.2.2. By Lemma 4.3.2(vi) shown later in this text,
{an − 1}∞n=1 ∈ GBV (A) =⇒ {a2n − 1}∞n=1 ∈ GBV ((A+A) ∪A)
Also, {an − 1}∞n=1 ∈ `p implies {a2n − 1}∞n=1 ∈ `p. Thus, with the replacement of the set A by
(A + A) ∪ A, case 1◦ of Theorem 4.2.2 implies case 2◦. For that reason, in the remainder of the
text we will only discuss case 1◦ of Theorem 4.2.2. Case 2◦ was provided only because, to a spectral
theorist, it seems like a more natural condition.
Remark 4.2.3. If a sequence {βn} has rotated q-bounded variation, i.e.
∑|eiφβn+q − βn| <∞, then
it also has generalized bounded variation by Lemma 4.3.1(ii), so our results trivially extend to such
sequences.
Theorem 4.2.2 can be viewed in the special case an ≡ 1, where it becomes a result on discrete
Schro¨dinger operators on a half-line. Using a standard pasting argument, this also implies a result
for discrete Schro¨dinger operators on a line.
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Corollary 4.2.3. Let
(Hx)n = xn+1 + Vnxn + xn−1 (4.2.3)
be a discrete Schro¨dinger operator on a half-line or line (with an arbitrary boundary condition if on
a half-line), with {Vn} in `p with generalized bounded variation with set of phases A. Then
(i) σac(H) = [−2, 2]
(ii) σsc(H) = ∅
(iii) σpp(H) ∩ (−2, 2) is a finite set,
σpp(H) ∩ (−2, 2) ⊂
{
2 cos(η/2)
∣∣∣ η ∈ p−1⋃
k=1
(A+ · · ·+A︸ ︷︷ ︸
k times
)
}
This corollary applies in particular to linear combinations of Wigner–von Neumann potentials
(4.1.4).
We single out the following case because it can be seen through the lens of almost periodic
potentials. Namely, it shows that for a large class of almost periodic potentials, multiplying them
by `p decay with any p <∞ recovers the a.c. spectrum of the free operator.
Corollary 4.2.4. Let
(Hx)n = xn+1 + λnWnxn + xn−1 (4.2.4)
be a discrete Schro¨dinger operator on a half-line or line with {λn} ∈ `p of bounded variation (with
p <∞) and W a trigonometric polynomial,
Wn =
L∑
l=1
al cos(2piαln+ φl)
Then with A = {±2piα1, . . . ,±2piαl}, all conclusions of Corollary 4.2.3 hold.
Finally, we have results for Schro¨dinger operators. Our first result concerns Schro¨dinger operators
on a half-line with potentials of generalized bounded variation at infinity.
Theorem 4.2.5. Let H = −∆ + V be a Schro¨dinger operator on (0,∞) with V ∈ L1loc(0,∞) such
that
(1) V : (1,∞)→ R has generalized bounded variation with an even set of phases A, i.e.
V (x) =
L∑
l=1
βl(x) +W (x) (4.2.5)
where βl has rotated bounded variation with phase φl ∈ A and W ∈ L1(1,∞);
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(2) βl ∈ Lp for some p ∈ [1,∞) independent of l;
(3) the operator −∆ + V , seen as a Schro¨dinger operator on the interval (0, 1), has purely discrete
spectrum.
Then the spectrum of H is described by
(i) σac(H) = [0,∞)
(ii) σsc(H) = ∅
(iii) σpp(H) ∩ (0,∞) is a finite set,
σpp(H) ∩ (0,∞) ⊂
{η2
4
∣∣∣ η ∈ p−1⋃
k=1
(A+ · · ·+A︸ ︷︷ ︸
k times
)
}
Note that assumption (3) is satisfied under very mild asymptotic conditions for V around 0, for
example those in Theorem 3.3.4.
For a spherically symmetric potential V (|x|) on Rn, we saw in Section 3.5 that under certain
conditions H = −∆ + V can be decomposed as a direct sum of half-line potentials
Hj = −∆ + V (x) +
(
µj +
(n− 1)(n− 3)
4
) 1
x2
where µj = j(j + n− 2). Note that
(
µj +
(n− 1)(n− 3)
4
) 1
x2
∈ L1(1,∞)
so this term doesn’t affect the generalized bounded variation condition. Therefore, as long as the
decomposition into half-line operators holds and the half-line operators obey the condition (3) of
Theorem 4.2.5 at the origin, we will have a description of the spectrum of the spherically symmetric
operator.
The remainder of this chapter is dedicated to proofs of Theorems 4.2.1, 4.2.2, and 4.2.5.
4.3 Proof of Theorems 4.2.1 and 4.2.2
In this section, we will present a proof of Theorems 4.2.1 and 4.2.2. We start by discussing some
properties of sequences of generalized bounded variation in Subsection 1. Subsection 2 will set up
the framework for both OPRL and OPUC in a unified way, which will enable us to present a shared
proof of the two theorems. In Subsections 3 and 4 we present proofs of the two theorems in the `2
and `3 cases, building up the tools for the general proof in Subsections 5 and 6.
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4.3.1 Sequences of generalized bounded variation
In this subsection we describe some properties of sequences of rotated and generalized bounded
variation. Most importantly, we prove that if a sequence is of generalized bounded variation and is
in some `p space, then all the constituent sequences are also in `p.
Lemma 4.3.1. (i) Let α ∈ GBV (φ1, . . . , φL), with decomposition (4.1.3) into sequences of rotated
bounded variation. Then for any 1 ≤ p ≤ ∞,
α ∈ `p =⇒ β(1), . . . , β(L) ∈ `p
(ii) If
∑
n
|eiφαn+q − αn| <∞, then α ∈ GBV (φq , φq + 2piq , . . . , φq + 2(q−1)piq ).
Proof. (i) We will prove β(1) ∈ `p; the proof for any β(l) is analogous. Let T be the shift operator
on sequences, defined by Tz = {zn+1}∞n=N for z = {zn}∞n=N . In terms of T , the condition (4.1.2)
can be rewritten as
(eiφlT − 1)β(l) ∈ `1 (4.3.1)
Note that for any 1 ≤ q ≤ ∞, z ∈ `q implies Tz ∈ `q; thus, for an arbitrary polynomial P (T ),
z ∈ `q =⇒ P (T )z ∈ `q (4.3.2)
Now let Q(T ) =
∏L
l=2(e
iφlT − 1). By (4.3.2) with q = 1, (4.3.1) implies Q(T )β(l) ∈ `1 for l 6= 1.
Meanwhile, α ∈ `p and (4.3.2) imply Q(T )α ∈ `p. Thus, applying Q(T ) to (4.1.3) gives
Q(T )β(1) = Q(T )α−
L∑
l=2
Q(T )β(l) ∈ `p (4.3.3)
Since the φl are mutually distinct, Q(T ) is coprime with e
iφ1T−1, so there exist complex polynomials
U(T ), V (T ) such that
1 = U(T )Q(T ) + V (T )(eiφ1T − 1)
Thus, applying U(T ) to (4.3.3) and V (T ) to (eiφ1T − 1)β(1) ∈ `1 and adding the two, we obtain
β(1) ∈ `p.
(ii) Let Rk(T ) = (e
iφT q − 1)/(ei(φ+2kpi)/qT − 1) for 0 ≤ k ≤ q − 1. Since there exist complex
polynomials Uk(T ) with 1 =
∑q−1
k=0Rk(T )Uk(T ), by defining β
(k) = Rk(T )Uk(T )α one gets the
required representation α =
∑q−1
k=0 β
(k) with (ei(φ+2kpi)/qT − 1)β(k) ∈ `1.
Remark 4.3.1. If a sequence α is of generalized bounded variation, uniqueness of the representation
(4.1.3) is of some interest. Clearly, we can freely add `1 sequences to β(l)’s, as long as the sum of
those sequences cancels out in α. By doing so, we can eliminate any extraneous β(l) which are in `1.
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Conversely, if we find a different representation αn =
∑
β˜
(k)
n , then subtracting it from the
representation (4.1.3) and applying Lemma 4.3.1 with p = 1, we see that to each β(l) /∈ `1 there
corresponds a unique β˜(k) with the same phase, such that their difference is an `1 sequence.
The following lemma describes some properties of sequences of generalized bounded variation.
In particular, it shows that real sequences of generalized bounded variation have, in essence, an even
set of phases and a symmetric representation with respect to complex conjugation.
Lemma 4.3.2. Let φ, ψ ∈ R, A,B,C ⊂ R, and β = {βn}∞n=N , γ = {γn}∞n=N (with N finite)
complex sequences. Then
(i) If β ∈ GBV (φ), then β is bounded.
(ii) If β ∈ GBV (φ), γ ∈ GBV (ψ), then {βnγn}∞n=N ∈ GBV (φ+ ψ).
(iii) If β ∈ GBV (B), γ ∈ GBV (C), then {βnγn}∞n=N ∈ GBV (B + C).
(iv) If β ∈ GBV (B), γ ∈ GBV (C), then {βn + γn}∞n=N ∈ GBV (B ∪ C).
(v) If β ∈ GBV (B), then β¯ ∈ GBV (−B).
(vi) If {an − 1}∞n=1 ∈ GBV (A), then {a2n − 1}∞n=1 ∈ GBV ((A+A) ∪A).
(vii) If x ∈ GBV (A) with xn ∈ R, then x admits a representation
x =
L∑
l=1
(β(l) + β¯(l))
with β(l) ∈ GBV (φl), such that φl ∈ A and for every β(l) /∈ `1, the corresponding φl is in
−A+ 2piZ.
Proof. (i) follows from the triangle inequality,
|βn| ≤ |eiNφβN |+
n−1∑
m=N
|ei(m+1)φβm+1 − eimφβm|
≤ |βN |+
∞∑
m=N
|eiφβm+1 − βm|
(ii) follows from the triangle inequality and part (i),
∣∣ei(φ+ψ)βn+1γn+1 − βnγn∣∣ ≤ ∣∣eiψγn+1(eiφβn+1 − βn)∣∣+ ∣∣βn(eiψγn+1 − γn)∣∣
≤ ‖γ‖∞
∣∣eiφβn+1 − βn∣∣+ ‖β‖∞ ∣∣eiψγn+1 − γn∣∣
after summing over n.
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(iii) is proved by decomposing β and γ into sequences of rotated bounded variation and applying
(ii).
(iv) and (v) follow directly from Definition 4.1.1.
(vi) follows from (iii) and (iv), using a2n − 1 = (an − 1)2 + 2(an − 1).
(vii) Taking an arbitrary representation of x and averaging it with its complex conjugate produces
the desired form. Since x = x¯, the other claim follows from (v) and Remark 4.3.1.
4.3.2 Equisummability
In this subsection, we restate the problem in terms of Pru¨fer variables. We will be able to restate the
problem for both OPRL and OPUC in a unified way, which will enable us to prove both theorems
at once in the remainder of the section. Define a constant c,
c =
0, for OPUC1, for OPRL (4.3.4)
With Pru¨fer variables as defined in Sections 2.4 and 2.5, (2.4.5) and (2.5.4) can be written in a
unified way as
rn+1
rn
ei(θn+1−θn) =
1− cαn − α¯ne−i[(n+1)η+2θn]√
(1− cαn)(1− cα¯n)− αnα¯n
(4.3.5)
Taking the absolute value of this equation, or dividing it by its complex conjugate, we get
rn+1
rn
=
|1− αnei[(n+1)η+2θn] − cα¯n|√
(1− cαn)(1− cα¯n)− αnα¯n
(4.3.6)
e2i(θn+1−θn) =
1− α¯ne−i[(n+1)η+2θn] − cαn
1− αnei[(n+1)η+2θn] − cα¯n (4.3.7)
For OPRL, by decomposing a2n − 1 and bn into sequences of rotated bounded variation, αn(η)
can be written as
αn(η) =
L∑
l=1
hl(η)β
(l)
n (4.3.8)
where β(l) has rotated bounded variation with phase φl and hl(η) are continuous non-vanishing
functions on (0, 2pi). In fact, hl(η) are either 1/(e
iη − 1) or eiη/2/(eiη − 1), depending on whether
the corresponding β(l) was a part of {a2n− 1}∞n=1 or {bn}∞n=1. Further, if {a2n− 1}∞n=1, {bn}∞n=1 ∈ `p,
then β(l) ∈ `p by Lemma 4.3.1.
Note that unlike in OPUC, an arbitrary choice of sequences β(l) ∈ `p ∩ GBV (φl) wouldn’t
correspond via (4.3.8) to a valid set of Jacobi parameters; rather, by Lemma 4.3.2(vii), up to an `1
term, for each β(l), its complex conjugate is also one of the sequences in (4.3.8).
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Thus, for both OPUC and OPRL, the sequence α(η) can be written as
αn(η) =
L∑
l=1
hl(η)β
(l)
n (4.3.9)
where β(l) has rotated bounded variation with phase φl, β
(l) ∈ `p and hl(η) are continuous non-
vanishing functions away from A1 + 2piZ, with
A1 =
∅, for OPUC{0}, for OPRL (4.3.10)
For a given set of phases, A, we will now define sets Ap with p a positive integer. Let
A2 = A ∪A1 (4.3.11)
Let q = d(p− 1)/2e (the smallest integer not smaller than (p− 1)/2) and
Ap =

(A+ · · ·+A︸ ︷︷ ︸
q times
)− (A+ · · ·+A︸ ︷︷ ︸
q−1 times
), for OPUC
A2 + · · ·+A2︸ ︷︷ ︸
p−1 times
, for OPRL
(4.3.12)
For OPRL, note that Lemma 4.3.2(vii) implies A = −A, and that 0 ∈ A2, so the set Ap contains all
elements of
(A+ · · ·+A︸ ︷︷ ︸
i times
)− (A+ · · ·+A︸ ︷︷ ︸
j times
)
for any i ≥ 1, j ≥ 0 and i+ j < p. For OPUC, it only contains those with i = j + 1.
Definition 4.3.1. Let B ⊂ R be a finite set. We define equisummability away from B, a binary
relation ∼B on the set of sequences parametrized by η ∈ R, by: un(η) ∼B vn(η) if and only if
∞∑
n=0
(
un(η)− vn(η)
)
converges uniformly (but not necessarily absolutely) in η ∈ I for intervals I with dist(I,B+2piZ) > 0.
We can now state a unified criterion for Theorems 4.2.1 and 4.2.2. We will need to reparametrize
Pru¨fer variables: for OPUC, we will consider them as parameters of η instead of z = eiη and for
OPRL, we will consider them parameters of η instead of x = 2 cos(η/2).
Lemma 4.3.3. Assume that all the assumptions of either Theorem 4.2.1 or 4.2.2 hold.
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(i) If
log
rn+1(η)
rn(η)
∼Ap 0 (4.3.13)
then all the conclusions of the corresponding theorem hold.
(ii) It is not possible to have log rn(η) converge uniformly to ±∞ for η in some interval I ⊂ R.
Note that this lemma is just a restatement of Lemmas 2.4.2 and 2.5.3.
4.3.3 Proof in the `2 case
In this subsection, we present a proof of (4.3.13) in the `2 case. We focus on this case in order to
motivate elements of the proof of the general case and, in particular, a key lemma. We remind the
reader that for OPUC, the `2 case has already been proved by Wong [80].
Taking the log of (4.3.6) and expanding to linear order in αn, we get
log
rn+1
rn
= −Reαnei[(n+1)η+2θn] +O(|αn|2)
In the `2 case O(|αn|2) ∼A1 0, so using (4.3.9),
log
rn+1
rn
∼A1 −Re
L∑
l=1
hl(η)β
(l)
n e
i[(n+1)η+2θn] (4.3.14)
Now we need a way to control terms of the form f(η)Γne
i[(n+1)η+2θn], with {Γn} of rotated
bounded variation with phase φ. But first we must take care of some prerequisites. We will need
the function
χ(η) =
1
e−iη − 1 = −
1
2
+
i
2
cot
η
2
(4.3.15)
Taylor expansions of (4.3.7) will turn out to be important: taking the k-th power of (4.3.7) and
expanding in powers of αn, we have
e2ki(θn+1−θn) − 1 = Pk,l(αn, ei[(n+1)η+2θn]) +O(|αn|l) (4.3.16)
where
Pk,l(αn, e
i[(n+1)η+2θn]) =
∑
u,v≥0
0<u+v<l
(
(−1)v(k+u−1u )(kv)[αnei[(n+1)η+2θn] + cα¯n]u
× [α¯ne−i[(n+1)η+2θn] + cαn]v
)
(4.3.17)
The first part of the following lemma will give us a way of passing from a sequence of the form
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f(η)Γne
i[(n+1)η+2θn] to a faster decaying sequence, but at a cost of a multiplicative factor with
possibly finitely many singularities. These singularities exactly correspond to the points where we
can’t rule out existence of a pure point. The main idea of the proof is that for η away from φ, the
exponential factor einη in this sequence helps average out parts of it when partial sums are taken.
The second part of the lemma uses the `p condition and shows that it is allowed to replace an
appearance of e2ik(θn+1−θn) − 1 by its Taylor polynomial Pk,l of a sufficient power.
Lemma 4.3.4. Let k ∈ Z and φ ∈ [0, 2pi), with k and φ not both equal to 0. Let B ⊂ R be a finite
set and f : R \ (B + 2piZ) → C be a continuous function such that g(η) = f(η)χ(kη − φ) is also
continuous on R \ (B + 2piZ) (removable singularities in g are allowed).
If {Γn} has rotated bounded variation with phase φ and Γn → 0, then
f(η)Γne
ik[(n+1)η+2θn] ∼B g(η)Γneik[(n+1)η+2θn]
(
e2ik(θn+1−θn) − 1) (4.3.18)
In particular, let Γn = β
(k1)
n · · ·β(ks)n β¯(l1)n · · · β¯(lt)n with φ = φk1 + · · · + φks − φl1 − · · · − φlt . If all
β(j) ∈ `p and A1 ⊂ B, then
f(η)Γne
ik[(n+1)η+2θn] ∼B g(η)Γneik[(n+1)η+2θn]Pk,p−s−t(αn, ei[(n+1)η+2θn]) (4.3.19)
Proof. Start by substituting f(η) = g(η)(e−i(kη−φ) − 1),
f(η)Γne
ik[(n+1)η+2θn] = g(η)(e−i(kη−φ) − 1)Γneik[(n+1)η+2θn]
= g(η)
(
eiφΓne
ik[nη+2θn] − Γneik[(n+1)η+2θn]
)
(4.3.20)
and note that g(η) is bounded on intervals I with dist(I,B + 2piZ) > 0.
For a sequence xn(η) which converges to 0 uniformly in η away from B + 2piZ,
∞∑
n=0
(
xn(η)− xn+1(η)
)
= x0(η)
uniformly in η, so xn(η) ∼B xn+1(η). Taking xn(η) = eiφΓneik[nη+2θn] gives
eiφΓne
ik[nη+2θn] ∼B eiφΓn+1eik[(n+1)η+2θn+1] (4.3.21)
Meanwhile, the rotated bounded variation condition for Γn implies
eiφΓn+1e
ik[(n+1)η+2θn+1] ∼B Γneik[(n+1)η+2θn+1] (4.3.22)
Applying (4.3.21) and then (4.3.22) to the first term of the right-hand side of (4.3.20) proves (4.3.18).
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To prove (4.3.19), use Lemma 4.3.2(ii),(v) to note that Γ has rotated bounded variation with
phase φ. Using (4.3.9) and continuity of hl(η) away from A1, on an interval I with dist(I, A1+2piZ) >
0 we have
|αn| ≤ C1
L∑
l=1
|β(l)n | (4.3.23)
for some constant C1. Since β
(l) are bounded sequences, αn(η) is uniformly bounded for η ∈ I.
Thus, (4.3.16) implies
∣∣e2ki(θn+1−θn) − 1− Pk,p−s−t(αn, ei[(n+1)η+2θn])∣∣ ≤ C2|αn|p−s−t
Combining this with (4.3.23) and Γn = β
(k1)
n · · ·β(ks)n β¯(l1)n · · · β¯(lt)n , and using β(j) ∈ `p, we get
g(η)Γne
ik[(n+1)η+2θn]
(
e2ki(θn+1−θn) − 1− Pk,p−s−t(αn, ei[(n+1)η+2θn])
) ∼B 0
Subtracting this from (4.3.18) gives (4.3.19) and completes the proof.
Using this lemma, we can finish the proof for the `2 case. Notice that the factor χ(η − φl) is
continuous away from φl ∈ A2, and that hl(η) are continuous away from A1 ⊂ A2. Also, from
(4.3.17) or (4.3.7), (4.3.16) we have e2i(θn+1−θn) − 1 = O(|αn|), i.e. P1,1 = 0, so by Lemma 4.3.4,
hl(η)β
(l)
n e
i[(n+1)η+2θn] ∼A2 0 (4.3.24)
Summing this over l and combining into (4.3.14) finally gives
log
rn+1
rn
∼A2 0
which completes the proof.
4.3.4 Proof in the `3 case
In this subsection, we present the proof in the `3 case to provide further motivation for the general
proof. Beyond `2, Lemma 4.3.4 needs to be used iteratively, and the `3 case illustrates the difficulties
encountered in performing this iterative procedure.
Taking the log of (4.3.6) and expanding in powers of αn, then using O(|αn|3) ∼A1 0 implies
log
rn+1
rn
∼A1 Re
(−αnei[(n+1)η+2θn] − 12α2ne2i[(n+1)η+2θn] − cαnα¯nei[(n+1)η+2θn] + 12αnα¯n) (4.3.25)
As in the `2 case, we now want to apply Lemma 4.3.4 to parts of this expression. We begin with
the first-order term in αn. In the `
2 case, using (4.3.9) to break up αn and using Lemma 4.3.4 gave
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(4.3.24). However, applying the same lemma in the `3 case, we need P1,2 instead of P1,1, since terms
quadratic in the sequences β(j) cannot be automatically discarded. Thus, instead of (4.3.24) we get
hl(η)β
(l)
n e
i[(n+1)η+2θn] ∼A2 hl(η)χ(η − φl)β(l)n ei[(n+1)η+2θn]
(−cαn + cα¯n
− α¯ne−i[(n+1)η+2θn] + αnei[(n+1)η+2θn]
)
(4.3.26)
Note that all terms on the right-hand side contain a β
(l)
n and an αn or α¯n, so we have obtained a
faster decaying expression in n, although at the cost of a singularity at η = φl.
Summing (4.3.26) over l and inserting into (4.3.25), and using (4.3.9) to replace αn everywhere,
we have
log
rn+1
rn
∼A2 Re
L∑
l,m=1
(
Xl,m + Yl,m + Zl,m + Tl,m
)
(4.3.27)
where
Xl,m = −
(
1
2 + χ(η − φl)
)
hl(η)hm(η)β
(l)
n β
(m)
n e
2i[(n+1)η+2θn] (4.3.28)
Yl,m =
(
1
2 + χ(η − φl)
)
hl(η)h¯m(η)β
(l)
n β¯
(m)
n (4.3.29)
Zl,m = cχ(η − φl)hl(η)hm(η)β(l)n β(m)n ei[(n+1)η+2θn] (4.3.30)
Tl,m = −c
(
1 + χ(η − φl)
)
hl(η)h¯m(η)β
(l)
n β¯
(m)
n e
i[(n+1)η+2θn] (4.3.31)
We proceed by applying Lemma 4.3.4 to these expressions.
For OPRL, since singularities of χ(η − φl − φm) and χ(η − φl + φm) are inside A3, applying
Lemma 4.3.4 we get
Zl,m ∼A3 0 (4.3.32)
Tl,m ∼A3 0 (4.3.33)
The same formulas hold for OPUC, but for a different reason: c = 0 implies that Zl,m = Tl,m = 0,
so (4.3.32) and (4.3.33) are trivial. This is why for OPUC, φl + φm and φl − φm don’t need to be
included into A3.
For Xl,m, Lemma 4.3.4 gives a multiplicative factor χ(2η − φl − φm), which has singularities at
η = (φl + φm)/2 + piZ. These points are not in A3, so it might seem that we will have to apply
Lemma 4.3.4 with a set greater than A3. We are saved by the observation
(
1 + χ(η − φl) + χ(η − φm)
)
χ(2η − φl − φm) = χ(η − φl)χ(η − φm) (4.3.34)
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which is straightforward to check from (4.3.15). Thus, applying Lemma 4.3.4 to Xl,m + Xm,l, the
points η = (φl + φm)/2 + piZ are just removable singularities in (4.3.34) and we get
Xl,m +Xm,l ∼A2 0 (4.3.35)
Since (4.3.27) contains a sum over all l,m, this is sufficient for our purposes. Combining terms with
different permutations of the same indices will also be used in the general case, to avoid unnecessarily
expanding the set of critical points. Indeed, Subsection 4.3.5 generalizes the observation (4.3.34) to
the general case.
If φl 6= φm, χ(φm − φl) is just a finite constant so Lemma 4.3.4 can be applied to Yl,m to give
Yl,m ∼A2 0 (if φl 6= φm) (4.3.36)
Combining (4.3.32), (4.3.33), (4.3.35) and (4.3.36) into (4.3.27), we have
log
rn+1
rn
∼A3 Re
∑
1≤l,m≤L
φl=φm
Yl,m (4.3.37)
Lemma 4.3.4 is not applicable to the remaining Yl,m’s, but we are again saved by an observation
that
Re
(
1
2 + χ(η − φl)
)
= 0 (4.3.38)
Because of this, when φl = φm,
Y¯l,m = −
(
1
2 + χ(η − φl)
)
h¯l(η)hm(η)β¯
(l)
n β
(m)
n = −Ym,l
so Re(Yl,m + Ym,l) = 0 and (4.3.37) becomes
log
rn+1
rn
∼A3 0 (4.3.39)
which completes the proof.
In the proof above the observation (4.3.38) was crucial. To try to arrive at a more illuminating
proof, we will focus on OPUC (where hl(η) = 1) and assume that instead of (4.3.37) we have, more
generally,
log
rn+1
rn
∼A3 Re
∑
1≤l,m≤L
φl=φm
fl(η)β
(l)
n β¯
(m)
n (4.3.40)
We will now show that Re fl(η) = 0 for all l and η by proving that the converse leads to a contra-
diction with Lemma 4.3.3(ii).
82
Assume Re fk(η0) 6= 0 for some k and η0. Let
β(l)n =
e
−inφk/(n+ 2)1/2 for l = k
0 else
(4.3.41)
We have suppressed all β(l) with l 6= k. We have chosen n+2 in order to make all |β(k)n | < 1; note that
this makes αn = β
(k)
n an allowed choice of Verblunsky coefficients, corresponding by Verblunsky’s
theorem to a unique probability measure on the unit circle.
With the choice (4.3.41), (4.3.40) becomes
log
rn+1
rn
∼A3 Re fk(η)/(n+ 2) (4.3.42)
Since the harmonic series is divergent and Re fk(η) is continuous in η, depending on the sign of
Re fk(η0), summing (4.3.42) in n gives
log rn(η)→ ±∞
uniformly in a neighborhood of η0. However, this is a contradiction with Lemma 4.3.3(ii). Thus,
Re fl(η) = 0, so (4.3.40) becomes (4.3.39), which completes this alternative proof for OPUC. This
method can be applied to OPRL as well, with one extra difficulty: β(l)’s are not independent there,
so in constructing counterexamples we have to be more careful than (4.3.41). Indeed, instead of
relying on observations of the type (4.3.38), this will be the method we will apply to the general `p
case in Subsection 4.3.6.
4.3.5 Narrowing the set of exceptional points
In the previous subsection, if we hadn’t made the observation (4.3.34) telling us that η = φk+φl2 +piZ
are removable singularities, we would have only proved equisummability away from a larger set of
points, and we would have had a weaker result on the set of possible pure points. In this subsection,
we generalize that observation to `p. In the `p case, iterations of Lemma 4.3.4 give multiplicative
factors of the form
χ
(
kη −
i∑
a=1
φma +
j∑
b=1
φnb
)
with k ≤ i and i+ j < p. Such a factor has singularities at
η =
1
k
( i∑
a=1
φma −
j∑
b=1
φnb
)
+
1
k
2piZ (4.3.43)
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Surprisingly, with a more careful analysis shown in this subsection, all the singularities corresponding
to k ≥ 2 will turn into removable singularities where needed, so they don’t have to be included into
Ap.
The analysis that follows is quite technical, but the reader not interested in this aspect of the
results may skip to the next subsection and replace the set Ap by a greater (but still finite) set,
containing all elements of the form (4.3.43) with k ≤ i and i+ j < p.
First let us set some conventions and definitions. We will use the Kronecker symbol δn which is
1 if n = 0 and 0 otherwise. Note that
I∑
i=0
δi−kδI−i−(K−k) = δI−K (4.3.44)
We will use the combinatorial convention for binomial coefficients, i.e.
(
n
k
)
=

n!
k!(n−k)! if 0 ≤ k ≤ n
0 else
(4.3.45)
Two identities will be useful: for l,m, n ≥ 0,
l∑
k=0
(
m
k
)(
n
l − k
)
=
(
m+ n
l
)
(4.3.46)
l∑
k=0
(
m+ k
m
)(
n+ l − k
n
)
=
(
l +m+ n+ 1
m+ n+ 1
)
(4.3.47)
(4.3.46) is just Vandermonde’s identity. The more obscure (4.3.47) has a combinatorial proof, by
double-counting the number of subsets of {1, . . . , l + n + m + 1} with exactly m + n + 1 elements:
observe that the number of such subsets whose (m+ 1)-st smallest element is m+ k + 1 is exactly(
m+k
m
)(
n+l−k
n
)
.
We also need a kind of symmetrized product of functions:
Definition 4.3.2. For a function pI,J of 1 + I + J variables and a function qK,L of 1 + K + L
variables, we define their symmetric product as a function pI,J  qK,L of 1 + (I + K) + (J + L)
variables by
(pI,J  qK,L)
(
η; {xi}I+Ki=1 ; {yj}J+Lj=1
)
=
1
(I +K)!(J + L)!
∑
σ∈SI+K
τ∈SJ+L
rσ,τ
with Sn the symmetric group in n elements and
rσ,τ = pI,J
(
η; {xσ(i)}Ii=1; {yτ(j)}Jj=1
)
qK,L
(
η; {xσ(i)}I+Ki=I+1; {yτ(j)}J+Lj=J+1
)
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It is straightforward to see that  is commutative and associative.
Assuming we are in the `p case, we have O(|αn|p) ∼A1 0, so expanding the log of (4.3.6) in
powers of αn gives
log
rn+1
rn
∼A1 −Re
∑
K,L≥0
0<K+L<p
1
K+L
(
K+L
K
)(
αne
i[(n+1)η+2θn]
)K
(cα¯n)
L
+ 12
∑
k,l≥0
0<k+2l<p
1
k+l
(
k+l
k
)
(cαn + cα¯n)
k
(
(1− c2)αnα¯n
)l
(4.3.48)
Note that this is of the form
log
rn+1
rn
∼A1 Re
∑
I,J,K,L≥0
I+J<p
ξI,J,K,L α
I
nα¯
J
ne
iK[(n+1)η+2θn]cL (4.3.49)
where ξI,J,K,L are constants. For K > 0 only the first sum in (4.3.48) contributes to ξI,J,K,L and
we read off their values,
ξI,J,K,L = δI−KδJ−L
1
K + L
(
K + L
K
)
(for K > 0) (4.3.50)
(the values for K = 0 will turn out to be of no importance to us).
Our method is to substitute αn using (4.3.9) and apply Lemma 4.3.4 to terms of the form
f(η)
I∏
i=1
(hki(η)β
(ki)
n )
J∏
j=1
(h¯lj (η)β¯
(lj)
n ) e
iK[(n+1)η+2θn] cL (4.3.51)
in increasing order of I +J . Note that this term will occur in all possible permutations of k1, . . . , kI
and of l1, . . . , lJ , so we can average in those terms before applying Lemma 4.3.4. After such averaging,
the function f(η) in the term (4.3.51) is of the form
fI,J,K,L(η;φk1 , . . . , φkI ;φl1 , . . . , φlJ )
and the corresponding g(η) constructed by Lemma 4.3.4 is
gI,J,K,L = χ
(
Kη −
I∑
i=1
φki +
J∑
j=1
φlj
)
fI,J,K,L (4.3.52)
All terms we encounter have I, J,K,L ≥ 0, so we define
fI,J,K,L = gI,J,K,L = 0 unless I, J,K,L ≥ 0 (4.3.53)
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Note that fI,J,K,L and gI,J,K,L are well-defined functions of 1 + I +J parameters, and that they are
symmetric in the I parameters φki and also in the J parameters φlj . Our goal is precisely to show
that gI,J,K,L has its singularities only at points of the form (4.3.43) with k = 1. To do this, we will
first establish a recurrence relation for these functions.
Any contribution to fI,J,K,L is either ξI,J,K,L from the starting expression (4.3.49) or comes
from an earlier term as gι,j,k,l multiplied by a constant from the Taylor expansion Pk,p−ι−j of
e2ik(θn+1−θn) − 1. Starting from (4.3.17) and expanding, we have
Pk,l(αn, e
i[(n+1)η+2θn]) =
∑
α,β,γ,δ≥0
0<α+β+γ+δ<l
(
(−1)γ+δ(k+α+β−1α+β )(α+βα )( kγ+δ)(γ+δγ )
× (αn)α+δ(α¯n)β+γ(ei[(n+1)η+2θn])α−γcβ+δ
)
(4.3.54)
From (4.3.54) we read off the value of the constant multiplying gι,j,k,l, and matching the powers of
αn, α¯n, e
i[(n+1)η+2θn], and c, we get I = ι+ α+ δ, J = j + β + γ, K = k + α− γ, L = l + β + δ.
Since fI,J,K,L is then symmetrized in the appropriate variables, every product of gι,j,k,l by a
constant becomes a symmetric product, so
fI,J,K,L = ξI,J,K,L +
∑
α,β,γ,δ≥0
α+β+γ+δ≥1
ωK,α,β,γ,δ  gI−α−δ,J−β−γ,K+γ−α,L−β−δ (4.3.55)
with ωK,α,β,γ,δ a constant function of 1 + (α+ δ) + (β + γ) variables,
ωK,α,β,γ,δ = (−1)γ+δ
(
K+γ+β−1
α+β
)(
K+γ−α
γ+δ
)(
α+β
α
)(
γ+δ
γ
)
(4.3.56)
(this is the constant from (4.3.54), with the replacement k = K+γ−α). By the convention (4.3.45),
the right-hand side of (4.3.56) is 0 unless K ≥ 1 and α, β, γ, δ ≥ 0.
We have found the desired recursion relation in the form of (4.3.55). Note that (4.3.52), (4.3.53)
and (4.3.55) determine the fI,J,K,L and gI,J,K,L uniquely.
Since ωK,0,0,0,0 = 1, it is convenient to define
hI,J,K,L = fI,J,K,L + gI,J,K,L (4.3.57)
and rewrite (4.3.55) as
hI,J,K,L = ξI,J,K,L +
∑
α,β,γ,δ≥0
ωK,α,β,γ,δ  gI−α−δ,J−β−γ,K+γ−α,L−β−δ (4.3.58)
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Note that (4.3.57) and (4.3.52) imply
hI,J,K,L = gI,J,K,L exp
(
−i(Kη − I∑
i=1
φki +
J∑
j=1
φlj
))
(4.3.59)
It will be useful to introduce a rescaled version of functions introduced so far.
Define ΩK,α,β,γ,δ as a function of 1 + (α+ δ) + (β + γ) variables,
ΩK,α,β,γ,δ = (−1)γ+δ
(
K+γ+β−1
K−1
)(
K
α+δ
)(
α+δ
α
)(
β+γ
β
)
(4.3.60)
By (4.3.45), this is equal to 0 unless K ≥ 1 and α, β, γ, δ ≥ 0.
Define ΞI,J,K,L as a function of 1 + I + J variables equal to
ΞI,J,K,L = δI−KδJ−L
(
K+L−1
K−1
)
(4.3.61)
By (4.3.45), this is equal to 0 unless I = K ≥ 1 and J = L ≥ 0.
It is straightforward to check
(K + γ − α)ΩK,α,β,γ,δ = KωK,α,β,γ,δ (4.3.62)
ΞI,J,K,L = KξI,J,K,L (4.3.63)
so if we define
GI,J,K,L = KgI,J,K,L (4.3.64)
HI,J,K,L = KhI,J,K,L (4.3.65)
then multiplying (4.3.58) and (4.3.59) by K gives
HI,J,K,L = ΞI,J,K,L +
∑
α,β,γ,δ≥0
ΩK,α,β,γ,δ GI−α−δ,J−β−γ,K+γ−α,L−β−δ (4.3.66)
HI,J,K,L = GI,J,K,L exp
(
−i(Kη − I∑
i=1
φki +
J∑
j=1
φlj
))
(4.3.67)
We are striving to prove the identity
∑
i,j,l≥0
Gi,j,k,l GI−i,J−j,K−k,L−l =
GI,J,K,L if 0 < k < K0 else (4.3.68)
Comparing with the `3 case, the observation (4.3.34) is a special case of this identity, namely,
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G2,0,2,0 = G1,0,1,0 G1,0,1,0 (since G0,0,1,0 = 0 is easily computed from the recurrence relations).
The following lemma proves identity (4.3.68) and uses it to describe nonremovable singularities
of fI,J,K,L and gI,J,K,L. It also analyzes the case L = 0 in particular, since this is the only case that
matters for OPUC (c = 0 means that (4.3.51) vanishes for L > 0).
Lemma 4.3.5. For I, J,K,L, k,A,B,C,D ∈ Z, the following are true:
(i) For 0 < k < K,
I∑
i=0
J∑
j=0
L∑
l=0
Ξi,j,k,l  ΞI−i,J−j,K−k,L−l = ΞI,J,K,L (4.3.69)
(ii) For 0 < k < K,
A∑
a=0
B∑
b=0
C∑
c=0
D∑
d=0
ΩK−k,A−a,B−b,C−c,D−d  Ωk,a,b,c,d = ΩK,A,B,C,D (4.3.70)
(iii) For k ≥ 1,
∑
i,j,l≥0
Ξi,j,k,l GI−i,J−j,K−k,L−l =
∑
α,β,γ,δ≥0
α≥γ+k
Ωk,α,β,γ,δ GI−α−δ,J−β−γ,K+γ−α,L−β−δ (4.3.71)
(iv) (4.3.68) holds for all I, J,K,L ∈ Z.
(v) Nonremovable singularities of fI,J,K,L are of the form (4.3.43) with k = 1 and i+ j < I + J .
(vi) Nonremovable singularities of gI,J,K,L are of the form (4.3.43) with k = 1 and i+ j ≤ I + J .
(vii) Nonremovable singularities of fI,J,K,0 are of the form (4.3.43) with k = i− j = 1 and i+ j <
I + J .
(viii) Nonremovable singularities of gI,J,K,0 are of the form (4.3.43) with k = i− j = 1 and i+ j ≤
I + J .
Proof. (i) First note that both sides of (4.3.69) are zero unless I, J, L ≥ 0. If I, J, L ≥ 0, using the
definition (4.3.61), (4.3.69) follows from a double application of (4.3.44) to resolve the sums in i and
j, and (4.3.47) to resolve the sum in l.
(ii) First note that both sides of (4.3.70) are zero unless A,B,C,D ≥ 0. If A,B,C,D ≥ 0, using
the definition (4.3.60), the left-hand side of (4.3.70) becomes a product of a sum in indices a and d
and a sum in b and c.
For the sum in a and d, we introduce a change of indices to x = a+d instead of d. The summand
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is 0 outside the limits of summation, so including some extra terms doesn’t alter the sum, thus
A∑
a=0
D∑
d=0
(
K−k
A+D−a−d
)(
A+D−a−d
A−a
)(
k
a+d
)(
a+d
a
)
=
A+D∑
x=0
x∑
a=0
(
K−k
A+D−x
)(
A+D−x
A−a
)(
k
x
)(
x
a
)
=
A+D∑
x=0
(
K−k
A+D−x
)(
k
x
)(
A+D
A
)
=
(
K
A+D
)(
A+D
A
)
after a double application of (4.3.46), first to compute the sum in a, and then the sum in x.
In the sum over b and c, we introduce a change of indices to y = b+ c instead of c. Analogously
to the previous sum, since the summand is 0 outside the limits of summation,
B∑
b=0
C∑
c=0
(
K−k+B−b+C−c−1
K−k−1
)(
B+C−b−c
B−b
)(
k+c+b−1
k−1
)(
b+c
b
)
=
B+C∑
y=0
y∑
b=0
(
K−k+B+C−y−1
K−k−1
)(
B+C−y
B−b
)(
k+y−1
k−1
)(
y
b
)
=
B+C∑
y=0
(
K−k+B+C−y−1
K−k−1
)(
B+C
B
)(
k+y−1
k−1
)
=
(
K+B+C−1
K−1
)(
B+C
B
)
where we have used (4.3.46) to compute the sum in b, then (4.3.47) to compute the sum in y.
Multiplying the two sums completes the proof of (4.3.70).
(iii) By (4.3.61), Ξi,j,k,l is only nonzero if i = k and j = l, so the left-hand side of (4.3.71)
becomes just a sum over l, ∑
l≥0
Ξk,l,k,l GI−k,J−l,K−k,L−l
By (4.3.60), Ωk,α,β,γ,δ has
(
k
α+δ
)
as one of the factors, so it can only be nonzero if α+δ ≤ k. Coupled
with α ≥ γ + k and γ, δ ≥ 0, this gives α = k, γ = δ = 0, so the right-hand side of (4.3.71) becomes
∑
β≥0
Ωk,k,β,0,0 GI−k,J−β,K−k,L−β
The proof is completed by Ξk,β,k,β =
(
k+β−1
k−1
)
= Ωk,k,β,0,0.
(iv) If k ≤ 0, then Gi,j,k,l = kgi,j,k,l = 0 by definition, and analogously, for K − k ≤ 0,
GI−i,J−j,K−k,L−l = 0. For 0 < k < K, we prove (4.3.68) by complete induction on I + J .
Both sides are 0 if I + J < 0, which provides the basis of induction. Assume that (4.3.68) holds
when I + J < M . For I + J = M , start from
∑
i,j,l≥0
Hi,j,k,l HI−i,J−j,K−k,L−l (4.3.72)
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and use (4.3.66) to replace Hi,j,k,l and HI−i,J−j,K−k,L−l. That gives four sums, one of terms of the
form ΞΞ, two of the form ΞΩG and one of the form ΩΩGG. Use (4.3.69) to compute
the sum of Ξ  Ξ, use (4.3.71) to replace the sums of Ξ  Ω  G by sums of Ω  Ω  G, and use
the inductive assumption to replace the sum of ΩΩGG by a sum of ΩΩG (this will be
possible for all terms except ΩK−k,0,0,0,0  Ωk,0,0,0,0  GI,J,K,L because for that term I + J is not
less than M). Finally, using (4.3.70) to replace the sum of ΩΩG by a sum of ΩG and using
(4.3.67) to combine terms, we conclude that (4.3.72) is equal to
HI,J,K,L −GI,J,K,L +
∑
i,j,l≥0
Gi,j,k,l GI−i,J−j,K−k,L−l (4.3.73)
However, applying (4.3.67) to HI,J,K,L, Hi,j,k,l, HI−i,J−j,K−k,L−l, one gets∑
i,j,l≥0Hi,j,k,l HI−i,J−j,K−k,L−l∑
i,j,l≥0Gi,j,k,l GI−i,J−j,K−k,L−l
=
HI,J,K,L
GI,J,K,L
(4.3.74)
From (4.3.72)=(4.3.73) and (4.3.74), we conclude that (4.3.68) holds for our choice of I, J,K,L,
which completes the inductive step.
We prove (v) and (vi) simultaneously by induction on I + J .
If (vi) holds for I + J < M : by (4.3.55), singularities of fI,J,K,L come from a gi,j,k,l with
i+ j < I + J , so (v) then holds for I + J ≤M .
If (v) holds for I+J < M : by applying (4.3.68) K− 1 times, gI,J,K,L can be written as a sum of
K-fold products of gi,j,1,l with i+j ≤ I+J . Thus, all its nonremovable singularities are singularities
of a gi,j,1,l with i + j ≤ I + J . By (4.3.52), those can only be of the form (4.3.43) with k = 1 or
coming from fi,j,1,l. Thus, (vi) holds for I + J ≤M .
For (vii) and (viii), note that in the L = 0 case (4.3.55) becomes
fI,J,K,0 = ξI,J,K,0 +
∑
α,γ≥0
α+γ≥1
ωK,α,0,γ,0  gI−α,J−γ,K+γ−α,0 (4.3.75)
where ξI,J,K,0 = δI−KδJ . Induction on (4.3.75) using (4.3.52) then shows that fI,J,K,0 = gI,J,K,0 = 0
unless I − J = K. With this observation in mind, the proof of (vii) and (viii) is analogous to the
proof of (v) and (vi) above, using (4.3.75) instead of (4.3.55).
For OPRL, if we are in the `p case, we encounter functions fI,J,K,L and gI,J,K,L with I + J < p.
Lemma 4.3.5(v),(vi) implies that all of their nonremovable singularities are of the form (4.3.43)
with k = 1 and i + j < p. All such points are in the set Ap given by (4.3.12), so all iterations of
Lemma 4.3.4 can be performed away from Ap.
For OPUC, since c = 0, terms with L > 0 vanish. For terms with L = 0, Lemma 4.3.5(vii),(viii)
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implies that all nonremovable singularities of fI,J,K,0 and gI,J,K,0 are of the form (4.3.43) with
k = i− j = 1 and i+ j < p. All such points are in the set Ap given by (4.3.12), so all iterations of
Lemma 4.3.4 can be performed away from Ap.
4.3.6 Proof in the general case
In this subsection, we complete the proofs of Theorems 4.2.1 and 4.2.2 in the general `p case. As
hinted before, the key idea will be to use Lemma 4.3.3(ii); we will be able to prove that if log rn didn’t
converge as desired, it would be possible to construct a set of recursion coefficients (corresponding
to a measure) for which it diverged uniformly on an interval, contradicting Lemma 4.3.3(ii).
As explained in the previous section, the first step in the proof is to start with (4.3.48) and
iteratively apply Lemma 4.3.4 to terms of the form
fI,J,K,L
(
η; {φki}Ii=1; {φlj}Jj=1
) I∏
i=1
(hki(η)β
(ki)
n )
J∏
j=1
(h¯lj (η)β¯
(lj)
n )e
iK[(n+1)η+2θn] cL
in increasing order of I + J . In the previous section, we have seen that the only singularities we will
encounter in these iterations are in Ap.
Lemma 4.3.4 can be applied to a term unless K = 0 and φ ∈ 2piZ, so after the iterative procedure,
what remains is a sum of such terms,
log
rn+1
rn
∼Ap Re
∑(
fI,J,0,L
(
η; {φki}Ii=1; {φlj}Jj=1
) I∏
i=1
(hki(η)β
(ki)
n )
J∏
j=1
(h¯lj (η)β¯
(lj)
n ) c
L
)
(4.3.76)
with the sum going over (I + J)-tuples (k1, . . . , kI , l1, . . . , lJ) with
φk1 + · · ·+ φkI − φl1 − · · · − φlJ = 0 (4.3.77)
and I + J < p.
At this point, a change of notation will be useful. Our proof in this section will rely on construct-
ing counterexamples, and for that it would be useful to be able to construct β(l)’s independently.
For OPUC this is true, but for OPRL, by Lemma 4.3.2(vii), β(l)’s come in complex-conjugate pairs:
for every β(l) there is a β(k) = β¯(l). For each such pair, let us keep only one of the two sequences,
say β(l), and replace β(k) everywhere by β¯(l). This is equivalent to replacing (4.3.9) by
αn(η) =
L′∑
l=1
hl(η)(β
(l)
n + cβ¯
(l)
n ) (4.3.78)
Notice that the right-hand side of (4.3.76) is the real part of a polynomial in β
(l)
n and β¯
(l)
n , with
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coefficients continuous in η. Denoting this polynomial by Q, (4.3.76) becomes
log
rn+1
rn
∼Ap ReQ(η;β(1)n , . . . , β(L)n ; β¯(1)n , . . . , β¯(L)n ) (4.3.79)
We now make the claim that the right-hand side vanishes identically.
Lemma 4.3.6. For all η /∈ Ap + 2piZ and all z1, . . . , zL ∈ C,
ReQ(η; z1, . . . , zL; z¯1, . . . , z¯L) = 0 (4.3.80)
Proof. The proof will proceed by contradiction. Split Q into a sum of homogeneous polynomials
Q1, . . . , Qp−1 with degQk = k. If the claim of the lemma is false, then there exists a smallest k such
that ReQk does not vanish identically, and a choice of η0, z1, . . . , zL such that
ReQk(η0; z1, . . . , zL; z¯1, . . . , z¯L) 6= 0
Since Q depends only on the values of p, the phases φ1, . . . , φL, and h1(η), . . . , hL(η), but not on
β
(l)
n , we are free to make a choice for β
(l)
n . Let
β(l)n =
zle
−inφln−1/(p−1), for n ≥ n0
0, for n < n0
(4.3.81)
Note that β(l) ∈ `p ∩ GBV (φl). Through (4.3.78), this choice of β(l) corresponds to a sequence of
recursion coefficients, if we choose n0 large enough that the recursion coefficients are in the allowed
range (|αn| < 1 for OPUC, a2n − 1 > −1 for OPRL). By Verblunsky’s or Stieltjes’ theorem, (4.3.81)
then corresponds to a probability measure on the unit circle or real line. Thus, (4.3.79) holds for
the choice (4.3.81).
For every monomial β
(k1)
n · · ·β(kI)n β¯(l1)n · · · β¯(lJ )n in Q, the condition (4.3.77) is satisfied, so the
factors e−inφl cancel out completely in Q, and substituting (4.3.81) into (4.3.79) gives
log
rn+1
rn
∼Ap
p−1∑
l=1
ReQl(η; z1, . . . , zL; z¯1, . . . , z¯L) n
−l/(p−1) (4.3.82)
Summing (4.3.82) in n, the nonzero term with l = k dominates the sum, and since the sum∑∞
n=1 n
−k/(p−1) is divergent, this implies that log rn converges to +∞ or −∞ (depending on the
sign of ReQk) uniformly in η on a neighborhood of η0. By Lemma 4.3.3(ii), this is a contradiction,
so (4.3.80) holds.
By Lemma 4.3.6, (4.3.79) becomes (4.3.13). By Lemma 4.3.3(ii), this completes the proof of
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Theorems 4.2.1 and 4.2.2.
4.4 Proof of Theorem 4.2.5
In this section, we will present the proof of Theorem 4.2.5. The proof relies on the same ideas seen in
the previous section, and will go through similar steps, but will not rely on facts from that section.
We begin by discussing some relevant properties of functions of generalized bounded variation in
Subsection 1. Subsection 2 will reduce the proof of the theorem to an iterative procedure, Subsection
3 will prove some functional identities, and Subsection 4 will complete the proof.
4.4.1 Functions of generalized bounded variation
In this section we describe some properties of functions of rotated and generalized bounded variation.
In particular, we show that real functions of generalized bounded variation have, in essence, an even
set of phases and a symmetric representation with respect to complex conjugation.
Lemma 4.4.1. Let φ, ψ ∈ R, let A,B,C ⊂ R be finite sets, and β(x), γ(x) functions on (0,∞).
Then
(i) If β(x) has rotated bounded variation, then β(x) is bounded.
(ii) If β(x) and γ(x) have rotated bounded variation with phases φ and ψ, respectively, then
β(x)γ(x) has rotated bounded variation with phase φ+ ψ.
(iii) If β(x) ∈ GBV (B), γ(x) ∈ GBV (C), then β(x)γ(x) ∈ GBV (B + C).
(iv) If β(x) ∈ GBV (B), γ(x) ∈ GBV (C), then β(x) + γ(x) ∈ GBV (B ∪ C).
(v) If β(x) ∈ GBV (B), then β(x) ∈ GBV (−B).
Proof. For a function β of bounded variation, we will denote by V(β) its total variation,
V(β) = sup
n∈N
x1<x2<···<xn
n−1∑
k=1
|β(xk+1)− β(xk)| (4.4.1)
It is a standard fact that functions of bounded variation are bounded, since for any x,
|β(x)| ≤ |β(x0)|+ |β(x)− β(x0)| ≤ |β(x0)|+ V(β)
This carries over trivially to functions of rotated bounded variation, proving (i).
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For functions β, γ of bounded variation,
∣∣β(y)γ(y)− β(x)γ(x)∣∣ ≤ ∣∣γ(y)(β(y)− β(x))∣∣+ ∣∣β(x)(γ(y)− γ(x))∣∣
≤ ‖γ‖∞
∣∣β(y)− β(x)∣∣+ ‖β‖∞ ∣∣γ(y)− γ(x)∣∣
Applying this to x = xk and y = xk+1 and using in combination with (4.4.1) gives
V(βγ) ≤ ‖γ‖∞ V(β) + ‖β‖∞ V(γ)
The result extends trivially to sequences of rotated bounded variation, proving (ii).
(iii) follows from (ii) with the observation that products of a bounded sequence and an L1
sequence are bounded.
(iv) and (v) follow directly from Definition 4.1.2.
As a final bit of preparation, we remind the reader that our potential V has the decomposition
(4.2.5), i.e.
V (x) =
L∑
l=1
βl(x) +W (x) (4.4.2)
where βl has rotated bounded variation with phase φl ∈ A, βl ∈ Lp for some p ∈ [1,∞), lim
x→∞βl(x) =
0, and W ∈ L1(1,∞). It will be useful to make some adjustments to the breakup (4.4.2).
Since V is real-valued, by taking the average of (4.4.2) and its complex conjugate, we may assume
that for any βl in the sum (4.4.2), there is an βk in the sum with β¯k = βl.
It will be useful to adjust the breakup in (4.4.2) so that βl ∈ C1. That this is possible is an
observation made by Weidmann [77] when proving Theorem 4.1.1. The proof we present is from
Simon [58].
Lemma 4.4.2. If V (x) is of the form (4.4.2), with βl, W as described there, the breakup can be
adjusted so that, in addition to assumptions stated there, βl ∈ C1(1,∞) and
d
dx
(
eiφlxβl(x)
) ∈ L1(1,∞) (4.4.3)
Proof. By linearity, it suffices to prove this fact for L = 1, and by multiplying by e−iφlx, it suffices
to prove it when β = β1 has bounded variation. Since every function of bounded variation is the
linear combination of four bounded real-valued increasing functions, by linearity it suffices to prove
it when β is an increasing function.
In addition, we extend β to a function on R, with β(y) = lim
x↓1
β(x) for y ≤ 1. Picking j ∈
C∞0 (−1, 1) with j ≥ 0 and ‖j‖1 = 1, we define β˜ = j ∗ β. We will show that replacing β by β˜
in the decomposition (4.4.2) and absorbing β − β˜ into W (x) fulfills all the requirements. Then by
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dominated convergence,
lim
y→x
β˜(y)− β˜(x)
y − x =
∫
j(y − t)− j(x− t)
y − x β(t)dt =
∫
j′(x− t)β(t)dt = (j′ ∗ β)(x) (4.4.4)
exists for all x so β˜ is differentiable. Moreover, since j is nonnegative and β(x) is an increasing
function, β˜ is also increasing and β˜′ ≥ 0. Since β(x) has finite limits as x → ±∞, dominated
convergence implies
lim
x→±∞ β˜(x) = limx→±∞
∫ 1
−1
j(t)β(x− t)dt = lim
x→±∞β(x)
which proves that β˜′ ∈ L1 with ‖β˜′‖1 = β(x)|+∞−∞ = V(β). If β is in Lp, then by Ho¨lder’s inequality,
|β˜(x)|p ≤
(∫ 1
−1
|j(t)β(x− t)|dt
)p
≤
(∫ 1
−1
j(t)dt
)p−1(∫ 1
−1
j(t)|β(x− t)|pdt
)
≤
∫ 1
−1
j(t)|β(x− t)|pdt
so integrating in x, we see β˜ ∈ Lp with ‖β˜‖p ≤ ‖β‖p.
Since β is increasing, it has an at most countable set B of points of discontinuity, and there
exists a positive Stieltjes measure µ such that β(x) = µ([x,∞)) for x /∈ B. Moreover, µ is finite and
µ(R) = V(β). Finally, for x /∈ B, since supp j ⊂ [−1, 1], j ≥ 0, and ‖j‖1 = 1,
|β˜(x)− β(x)| = ∣∣(j ∗ β)(x)− µ([x,∞))∣∣ ≤ ∫ 1
−1
j(t)
∣∣µ([x− t,∞))− µ([x,∞))∣∣dt ≤ µ([x− 1, x+ 1))
and integrating in x, since B is at most countable, we get β˜ − β ∈ L1 with ‖β˜ − β‖1 ≤ 2V(β).
Note that by taking j with support in [−, ] instead of [−1, 1] in the previous proof, one can
make β˜ − β arbitrarily small in L1-norm. Moreover, by iterating the argument (4.4.4), one can
conclude β˜ ∈ C∞.
4.4.2 Reducing the proof to an iterative procedure
In this subsection, we reduce the problem to a criterion in terms of Pru¨fer variables (defined in
Section 3.4), and establish a lemma that will be used iteratively in the proof.
For a given set of phases A, we will now define sets Ap for p ∈ N. Let
Ap =
p−1⋃
k=1
(A+ · · ·+A︸ ︷︷ ︸
k times
) (4.4.5)
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Since A = −A, the set Ap contains all elements of
(A+ · · ·+A︸ ︷︷ ︸
i times
)− (A+ · · ·+A︸ ︷︷ ︸
j times
)
for any i ≥ 1, j ≥ 0 and i+ j < p.
Definition 4.4.1. Let B ⊂ (0,+∞) be a finite set. We define a binary relation ∼B on the set of
functions parametrized by η ∈ (0,+∞) by: uη(x) ∼B vη(x) if and only if
lim
M→+∞
∫ M
1
(
uη(x)− vη(x)
)
dx
converges uniformly (but not necessarily absolutely) in η ∈ I for compact intervals I ⊂ (0,+∞)
with dist(I,B) > 0.
With this notation, if we are in the Lp case, our goal will be to show that for any initial condition
Rη(1) = R
(0) > 0, θη(1) = θ
(0) ∈ R,
d
dx
logRη(x) ∼Ap 0 (4.4.6)
Denoting
S =
{η2
4
∣∣∣ η ∈ Ap}
by Lemma 3.4.3, (4.4.6) implies absence of subordinate solutions for E ∈ (0,∞) \ S at infinity, so
by Theorem 3.4.2, σac(H) ⊃ [0,+∞) and σs(H) ∩ [0,∞) ⊂ S. Our Schro¨dinger operator restricted
to (0, 1) has no essential spectrum, and restricted to (1,∞) has essential spectrum [0,∞) by The-
orem 3.3.6, so Theorem 3.4.2 implies that on (0,∞), σess(H) = [0,∞), which then implies all the
claims of Theorem 4.2.5.
The fact that convergence is uniform in η is actually not needed, but will come automatically
with the proof. Even more, the proof below actually shows that convergence is uniform in initial
conditions R(0) and θ(0) as well.
In proving (4.4.6), we will rely on the two recurrence equations (3.4.12), (3.4.13), which we repeat
for convenience:
dθη
dx
= −V (x)
η
(
1− ei[ηx+2θη(x)] − e−i[ηx+2θη(x)]
)
(4.4.7)
d
dx
logRη(x) = Im
(V (x)
η
ei[ηx+2θη(x)]
)
(4.4.8)
Finally, V has the decomposition (4.4.2) and by Lemma 4.4.2, we assume that βl ∈ C1 and
d
dx
(
eiφlxβl(x)
) ∈ L1.
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Comparing (4.4.6) and (4.4.8), we are motivated to find a way to control expressions of the form
f(η)Γ(x)ei[ηx+2θη(x)]. The following lemma will give us a way of passing from expressions of the
form f(η)Γ(x)eik[ηx+2θη(x)], k ∈ Z, to expressions with faster decay at infinity, but at the cost of a
multiplicative factor with a possible singularity in η. These singularities will correspond to elements
of Ap, which our method will have to avoid. The main idea of the proof is that for η away from φ,
the exponential factor eiφx in this function helps average out parts of it when integrals are taken.
Lemma 4.4.3. Let k ∈ Z and φ ∈ R, with k and φ not both equal to 0. Let B ⊂ R be a finite set
and f : (0,+∞) \B → C be a continuous function such that
g(η) = −2k f(η)
kη − φ (4.4.9)
is also continuous on (0,+∞) \B (removable singularities in g are allowed).
(i) If Γ ∈ L1(1,∞), then
f(η)Γ(x)eki[ηx+2θη(x)] ∼B 0 (4.4.10)
(ii) If Γ ∈ C1(1,∞), ddx
(
eiφxΓ(x)
) ∈ L1(1,∞) and lim
x→∞Γ(x) = 0, then
f(η)Γ(x)eki[ηx+2θη(x)] ∼B g(η)Γ(x)eki[ηx+2θη(x)] dθη
dx
(4.4.11)
It might seem extraneous to explicitly require that both f and g be continuous; however, we want
the lemma to cover both the case k 6= 0, when f can be computed from (4.4.9) and is continuous if
g is, and the case k = 0, φ 6= 0, when g ≡ 0 and we want to allow f to be any continuous function.
Proof. (i) Since |eki[ηx+2θη(x)]| = 1,
lim
M→∞
∫ M
1
f(η)Γ(x)eki[ηx+2θη(x)]
exists by dominated convergence and convergence is uniform since f is bounded on compact subsets
of (0,+∞) \B.
(ii) Let γ(x) = eiφxΓ(x) and h(η) = f(η)/(kη − φ). By the product rule,
d
dx
[
h(η)γ(x)ei[(kη−φ)x+2kθη(x)]
]
= h(η)γ′(x)ei[(kη−φ)x+2kθη(x)]
+ ih(η)γ(x)ei[(kη−φ)x+2kθη(x)]
[
kη − φ+ 2kdθη
dx
]
(4.4.12)
Note that h is continuous on (0,+∞)\B, by continuity of g for k 6= 0 and by continuity of f for k = 0
and φ 6= 0. Thus, h is bounded on compact subsets of (0,+∞) \B and together with lim
x→∞ γ(x) = 0,
this implies that h(η)γ(x)ei[(kη−φ)x+2kθη(x)] converges to 0 uniformly in η away from B as x→∞.
97
Boundedness of h away from B together with γ′ ∈ L1(1,∞) implies
h(η)γ′(x)ei[(kη−φ)x+2kθη(x)] ∼B 0
Thus, taking the integral
∫M
1
dx of (4.4.12) and taking the limit as M →∞ gives
h(η)γ(x)ei[(kη−φ)x+2kθη(x)]
[
kη − φ+ 2k dθ
dx
]
∼B 0
which can be rewritten as (4.4.11) since f(η) = (kη − φ)h(η) and g(η) = −2kh(η).
We now present the proof in the L2 case, as a warmup for the general case. By (4.4.8) and
(4.4.2),
d
dx
logRη(x) = Im
(V (x)
η
ei[ηx+2θη(x)]
)
=
1
η
Im
( L∑
l=1
βl(x)e
i[ηx+2θη(x)] +W (x)ei[ηx+2θη(x)]
)
=
1
η
Im
(
−
L∑
l=1
2k
η − φl βl(x)e
i[ηx+2θη(x)]
dθη
dx
)
=
1
η2
Im
( L∑
l=1
2k
η − φl βl(x)V (x)e
i[ηx+2θη(x)]
(
1− ei[ηx+2θη(x)] − e−i[ηx+2θη(x)])) (4.4.13)
where for the third line we applied Lemma 4.4.3 to each term separately and for the fourth we used
(4.4.7). Using (4.4.2) again, we see that the right-hand side is a finite sum of two kinds of terms:
those with βl(x)W (x) and those with βl(x)βk(x). Since βl is bounded, βl(x)W (x) ∈ L1(1,∞), and
since βl, βk ∈ L2, βlβk ∈ L1(1,∞). Also note that the factors in η are continuous away from the φl.
Thus, by Lemma 4.4.3(i),
1
η2
2k
η − φl βl(x)W (x)e
i[ηx+2θη(x)]
(
1− ei[ηx+2θη(x)] − e−i[ηx+2θη(x)])) ∼A 0
1
η2
2k
η − φl βl(x)βk(x)e
i[ηx+2θη(x)]
(
1− ei[ηx+2θη(x)] − e−i[ηx+2θη(x)])) ∼A 0
and summing those into (4.4.13) proves (4.4.6), as desired.
The proof above worked because we were able to replace terms with βl by terms with βlW and
βlβk, at which point we could use the L
2 condition to control βlβk. To go beyond L
2, we will need
to apply Lemma 4.4.3 iteratively, until we get products of p of the βk’s. After every application of
Lemma 4.4.3, all the terms containing W will be L1 and so ∼Ap 0, and we will be left with terms
with products of βk’s, with one more β than we started with. Using also the form of (4.4.7), we
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notice that we will only have terms of the form
fI,K(η;φj1 , . . . , φjI )βj1(x) . . . βjI (x)e
i[Kηx+2Kθη(x)] (4.4.14)
with I ≥ 1, 0 ≤ K ≤ I. Since terms of this form will occur with all permutations of j1, . . . , jI , we
can agree to average in all of those terms, so that fI,K will be periodic in φj1 , . . . , φjI .
When we apply Lemma 4.4.3(ii) to such a term, the appropriate gI,K will be
gI,K(η; {φi}Ii=1) = −
2K
Kη −∑Ii=1 φi fI,K(η; {φi}Ii=1) (4.4.15)
From (4.4.8) we read off
f1,K(η;φ1) =
δK−1
η
, I = 1 (4.4.16)
and by writing out which gI−1,k affect fI,K and remembering our convention to symmetrize in the
φj , we obtain a recurrence relation in fI,K and gI,K ,
fI,K(η; {φi}Ii=1) =
1
η
K+1∑
k=K−1
∑
σ∈SI
(−1)K−k−1gI−1,k(η; {φσ(i)}I−1i=1 ), I ≥ 2 (4.4.17)
There is one issue we haven’t yet addressed: Lemma 4.4.3(ii) only applies when k and φ aren’t
both equal to 0. In our notation, this issue arises for terms
fI,0(η;φj1 , . . . , φjI )βj1(x) . . . βjI (x)
with φj1 + · · ·+ φjI = 0. We will need a separate argument to eliminate these terms, and this will
come from a symmetry property of fI,0 proved in the next subsection.
Finally, we wish to prove that all iterations of Lemma 4.4.3(ii) can be performed with B = Ap,
and for that we need to be able to control the singularities of gI,K . This will come from a functional
identity in terms of the gI,K , also proved in the next subsection.
4.4.3 Some functional identities
In this subsection, we will establish some properties of the functions fI,K and gI,K , which will be
used to restrict the set of their nonremovable singularities and to prove the vanishing of terms which
Lemma 4.4.3 wouldn’t be able to handle.
We begin by establishing the notation. We will be dealing with functions of 1 + n variables,
where the first variable will be η and the remaining n will be phases. In applications these will be
some of the phases of generalized bounded variation, but in this subsection we think of them merely
as parameters of certain functions. We need a kind of symmetrized product for such functions:
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Definition 4.4.2. For a function pI of 1+I variables and a function qJ of 1+J variables, we define
their symmetric product as a function pI  qJ of 1 + (I + J) variables by
(pI  qJ)
(
η; {φi}I+Ji=1
)
=
1
(I + J)!
∑
σ∈SI+J
pI
(
η; {φσ(i)}Ii=1
)
qJ
(
η; {φσ(i)}I+Ji=I+1
)
where SI+J is the symmetric group in I + J elements.
It is straightforward to see that  is commutative and associative. We will also have a use for
some auxiliary functions. Let Ωa, with a ∈ Z, be a function of 1 + 1 variables and let ΞI,K , for
0 ≤ K ≤ I, be a function of 1 + I variables,
Ωa(η;φ1) =
1, a ∈ {−1, 0, 1}0, otherwise (4.4.18)
ΞI,K(η; {φk}Kk=1) = δI−1δK−1 (4.4.19)
These functions are, of course, constant but defining them as functions will be convenient for use
with the symmetrized product. We will also introduce rescaled versions of the fI,K and gI,K ; for
I ≥ 1 and 0 ≤ K ≤ I,
FI,K = (−1)I−K η
I
(−2)I−1 fI,K (4.4.20)
GI,K = (−1)I−K η
I
(−2)I gI,K (4.4.21)
We will also take the convention
F0,0 = G0,0 = 0 (4.4.22)
Rescaling (4.4.15), (4.4.16) and (4.4.17) gives
FI,K = ΞI,K +
1∑
a=−1
Ωa GI−1,K+a (4.4.23)
GI,K(η; {φi}Ii=1) =
K
Kη −∑Ii=1 φiFI,K(η; {φi}Ii=1) (4.4.24)
Note that FI,K andGI,K have singularities, which makes us cautious about performing arithmetic
with them. Note, however, that (4.4.23) and (4.4.24) define functions for complex values of all
parameters, and that these functions are meromorphic in all parameters. Moreover, by (4.4.23) and
(4.4.24), FI,K and GI,K can only have singularities for parameters η, {φi}Ii=1 such that kη =
∑
i∈A φi
for some 0 < k < K and some A ⊂ {1, . . . , I}, which is only a finite set of hyperplanes in C1+I .
Thus, when proving identities like the ones that follow, we can perform the calculations for the case
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when all quantities are finite, and then extend by meromorphicity.
Lemma 4.4.4. (i) For 0 ≤ K ≤ I and 0 < k < K, the identities
FI,K =
I∑
i=0
Fi,k GI−i,K−k (4.4.25)
GI,K =
I∑
i=0
Gi,k GI−i,K−k (4.4.26)
hold for all values of parameters for which all terms occurring in both sides are finite; if seen
as equalities involving meromorphic functions, they hold identically.
(ii) If
φ1 + · · ·+ φI = 0 (4.4.27)
then
FI,0(η, φ1, . . . , φI) = FI,0(η,−φ1, . . . ,−φI) (4.4.28)
(iii) Nonremovable singularities of FI,K and fI,K for η > 0 are of the form
η =
b∑
a=1
φma (4.4.29)
with b < I.
(iv) Nonremovable singularities of GI,K and gI,K for η > 0 are of the form (4.4.29) with b ≤ I.
Proof. (i) We prove (4.4.25) and (4.4.26) simultaneously by induction on I. The statement is vacuous
for I ≤ 1. Assume it holds for I − 1. Then by (4.4.23),
I∑
i=0
Fi,k GI−i,K−k =
I∑
i=0
(Ξi,k +
1∑
a=−1
Ωa Gi−1,k+a)GI−i,K−k
Using the inductive assumption, we may apply (4.4.26) to the sums of GG, unless k+ a ≤ 0. But
k + a ≤ 0 holds only for k = 1, a = −1, and in this exceptional case Gi−1,k+a = 0. Thus,
I∑
i=0
Fi,k GI−i,K−k =
I∑
i=0
Ξi,k GI−i,K−k +
1∑
a=−1
I∑
i=0
Ωa Gi−1,k+a GI−i,K−k
= δk−1Ξ1,1 GI−1,K−1 +
1∑
a=−1
Ωa  (GI−1,K+a − δa+1δk−1GI−1,K−1)
= δk−1Ξ1,1 GI−1,K−1 + FI,K − ΞI,K − Ω−1δk−1GI−1,K−1
= FI,K
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where we used (4.4.23) in the third line and Ξ1,1 = Ω−1 and ΞI,K = 0 (since I ≥ 2) in the fourth.
We have thus proved part of the inductive step, proving that (4.4.25) holds for our value of I. It
remains to prove (4.4.26).
For any permutation σ ∈ SI , by (4.4.24),
Gi,k(η; {φσ(j)}ij=1) =
1
k
(
kη −
i∑
j=1
φσ(j)
)
Fi,k(η; {φσ(j)}ij=1)
Multiplying by GI−i,K−k(η; {φσ(j)}Ij=i+1) and averaging in all permutations σ, we get
Gi,k GI−i,K−k =
(
η − 1
K
I∑
j=1
φj
)
Fi,k GI−i,K−k (4.4.30)
Taking the sum
∑I
i=0 of (4.4.30) and using (4.4.25), we have
I∑
i=0
Gi,k GI−i,K−k =
(
η − 1
K
I∑
j=1
φj
)
FI,K
which, by (4.4.24), implies (4.4.26).
(ii) This identity will be obvious when written in the right way, but the notation is cumbersome.
Let AI be the set of sequences
−→
k = (k0, k1, . . . , kI) with |ki − ki+1| ≤ 1, ki ≥ 1 for 0 < i < I and
k0 = kI = 0, and let HI,−→k be a function of 1 + I variables given by
H
I,
−→
k ,σ
(η;φ1, . . . , φI) =
I−1∏
i=1
ki
kiη −
∑i
a=1 φσ(a)
(4.4.31)
This quantity is useful because, by a simple induction using (4.4.23) and (4.4.24),
FI,0 =
1
I!
∑
σ∈SI
∑
−→
k ∈AI
H
I,
−→
k ,σ
(4.4.32)
Now note that if
−→
k ′ = (kI , kI−1, . . . , k0) and σ′ is the “reversed” permutation from σ defined by
σ′(j) = I + 1− σ(I + 1− j), then when (4.4.27) holds, we have
k′i
k′iη +
∑i
j=1 φσ′(j)
=
kI−i
kI−iη −
∑I−i
j=1 φσ(j)
Taking the product
∏I−1
i=1 of this,
H
I,
−→
k ,σ
(η;φ1, . . . , φI) = HI,−→k ′,σ′(η;−φ1, . . . ,−φI) (4.4.33)
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Summing in
−→
k and σ and using (4.4.32) proves (4.4.28).
(iii), (iv) We prove (iii) and (iv) simultaneously by induction on I.
If (iv) holds for I < M : by (4.4.23), singularities of FI,K come from a GI−1,k, so (iii) then holds
for I ≤M .
If (iii) holds for I < M : by applying (4.4.26) K − 1 times, GI,K can be written as a sum of
K-fold products of Gi,1 with i ≤ I, so all its nonremovable singularities are singularities of a Gi,1
with i ≤ I. By (4.4.24), those can only be of the form (4.4.29) with b = i ≤ I, or coming from fi,1,
so again of that form with b < i ≤ I. Thus, (iv) holds for I ≤M .
The statements for fI,K and gI,K follow from (4.4.20) and (4.4.21).
4.4.4 Completing the proof
As described in Subsection 4.4.2, the proof will rely on an iterative process. We want to control
d
dx logRη(x), and because of (4.4.8), we start with
V (x)
η
ei[ηx+2θη(x)] (4.4.34)
which is a finite sum of terms of the form
fI,K(η;φj1 , . . . , φjI )βj1(x) . . . βjI (x)e
i[Kηx+2Kθη(x)] (4.4.35)
We then use Lemma 4.4.3(ii) to replace terms (4.4.35) by finite sums of terms of the same form,
but with a greater value of I. We proceed with this process until we get terms with I ≥ p; and
by Lemma 4.4.4(iv), all terms with I < p will have their corresponding gI,K continuous (and thus
bounded) away from the set Ap. Terms (4.4.35) with I ≥ p are in L1, so they are negligible in the
relation ∼Ap .
Thus, the only terms we will be left with are the ones for which Lemma 4.4.3(ii) does not apply.
These are terms with K = 0 and φj1 + · · ·+ φjI = 0. However, for any such term
fI,0(η;φj1 , . . . , φjI )βj1(x) . . . βjI (x) (4.4.36)
in the sum, there is a corresponding term
fI,0(η;−φj1 , . . . ,−φjI )β¯j1(x) . . . β¯jI (x) (4.4.37)
because we have chosen a decomposition (4.4.2) of V such that for every βi, there is a β¯i in the
decomposition. However, by Lemma 4.4.4(ii), the sum of (4.4.36) and (4.4.37) is purely real! Thus,
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when we take the imaginary part of (4.4.34), by (4.4.8) we get
d
dx
logRη(x) ∼Ap 0
which completes the proof.
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