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Let H1 and H2 be separable inﬁnite-dimensional Hilbert spaces, and let A ∈ B(H1),
B ∈ B(H2) and C ∈ B(H2,H1) be given operators. A necessary and suﬃcient condition
is obtained for
( A C
X B
)
to be a right (left) Fredholm operator for some X ∈ B(H1,H2).
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1. Introduction
The study of operator matrices arises naturally from the following fact: if H is a Hilbert space and we decompose H
as a direct sum of two subspaces H1 and H2, each bounded operator T : H → H can be expressed as the operator matrix
form
T =
(
T11 T12
T21 T22
)
with respect to the space decomposition, where Tij is an operator from H j into Hi , i, j = 1,2. One way to study operators
is to see them as entries of simpler operators. The operator matrices have been studied by numerous authors [1–13]. This
paper is concerned with the semi-Fredholmness of 2× 2 operator matrices.
In this paper, H1 and H2 are separable inﬁnite-dimensional Hilbert spaces. Let B(H1,H2) and K(H1,H2) denote the set
of bounded linear operators and compact operators from H1 into H2, respectively. When H1 = H2 we write B(H1,H1) =
B(H1). If T ∈ B(H1,H2), we use R(T ), N (T ) and T ∗ to denote the range space, the null space and the adjoint of T .
For a linear subspace M ⊆ H1, its closure and orthogonal complement are denoted by M and M⊥ . Write PM for the
orthogonal projection onto M along M⊥ and T |M for the restriction of T to M. Deﬁne T+ : R(T ) ⊕ R(T )⊥ ⊆ H2 → H1
by
T+x =
{
(T |N (T )⊥ )−1x, x ∈ R(T );
0, x ∈ R(T )⊥.
It is clear that T+ : R(T ) ⊕ R(T )⊥ ⊆ H2 → H1 is a closed linear operator.
Let T ∈ B(H1,H2), n(T ) = dimN (T ) and d(T ) = dimR(T )⊥ . If R(T ) is closed and n(T ) < ∞, we call T a left Fred-
holm operator (upper semi-Fredholm operator), and if R(T ) is closed and d(T ) < ∞, then T is called a right Fredholm
✩ The project supported by the National Natural Science Foundation of China (No. 10562002), the Natural Science Foundation of Inner Mongolia
(No. 200508010103) and the Specialized Research Foundation for the Doctoral Program of Higher Education (No. 20070126002).
* Corresponding author.
E-mail addresses: 3695946@163.com (G. Hai), altc1@eyou.com (A. Chen).0022-247X/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2008.11.035
734 G. Hai, A. Chen / J. Math. Anal. Appl. 352 (2009) 733–738operator (lower semi-Fredholm operator). An operator T is called Fredholm if it is both right Fredholm and left Fredholm.
If dimR(T ) < ∞, we call T a ﬁnite rank operator. For an operator T ∈ B(H1), the right (left) essential spectrum σre(T )
(σle(T )) is deﬁned by
σre(T )
(
σle(T )
)= {λ ∈C: T − λI is not right (left) Fredholm}.
For operators A ∈ B(H1) and C ∈ B(H2,H1), let
N (A|C) = {G ∈ B(H2,H1): R(AG) ⊆ R(C)}.
As is well known (see [14, Theorem 1]), an operator G ∈ B(H2,H1) belongs to N (A|C) if and only if there exists H ∈ B(H2)
such that AG = CH .
When A ∈ B(H1), B ∈ B(H2) and C ∈ B(H2,H1) are given, we denote by MX (= M(A, B,C; X)) an operator on H1⊕H2
of the form(
A C
X B
)
for X ∈ B(H1,H2). In the case when C = 0, the invertibility and the semi-Fredholmness of MX were considered in [1]
and [5], respectively. In general case, Takahashi [13] had studied the invertibility of MX , and we characterize the semi-
Fredholmness of MX in this paper.
2. Main results
Our main results are:
Theorem 1. Let A ∈ B(H1), B ∈ B(H2) and C ∈ B(H2,H1) be given operators. Then MX is a right Fredholm operator for some
X ∈ B(H1,H2) if and only if (A,C) : H1 ⊕ H2 → H1 is a right Fredholm operator and one of the following conditions holds:
(i) N (A|C) contains a non-compact operator;
(ii) M0 = M(A, B,C;0) is a right Fredholm operator.
For the proof of Theorem 1, we need the following lemma.
Lemma 2. (See [15].) If H is an inﬁnite-dimensional Hilbert space and T is an operator on H, then T is compact if and only if the range
of T contains no closed inﬁnite-dimensional subspaces.
Proof of Theorem 1. Suﬃciency. If the condition (ii) holds, the suﬃciency is clear. Now we suppose that N (A|C) contains a
non-compact operator. From Lemma 2 we have that there exists a closed inﬁnite-dimensional subspace M ⊆ H1 such that
R(A|M) ⊆ R(C), and therefore C+APM : H1 → H2 is a bounded linear operator. Since H1 and H2 are separable, it follows
that there exists a right invertible operator T ∈ B(H1,H2) such that N (T )⊥ = M. Deﬁne an operator X ∈ B(H1,H2) by
X = T + BC+APM.
Then MX is a right Fredholm operator. Indeed, let H′ = R(A) + R(C). It is obvious that R(MX ) ⊆ H′ ⊕ H2. On the other
hand, for any u ∈ H′ and v ∈ H2, since R(A) + R(C) = H′ and R(A|M) ⊆ R(C), it follows that there exist x1 ∈ M⊥ and
y1 ∈ H2 such that Ax1 + C y1 = u. Also, by the right invertibility of T , there exists x2 ∈ M such that T x2 = v − By1. Let
x0 = x1 + x2 and y0 = y1 − C+Ax2. From the deﬁnition of X we infer that(
A C
X B
)(
x0
y0
)
=
(
u
v
)
,
which means that R(MX ) = H′ ⊕H2. This, together with the right Fredholmness of (A,C) : H1 ⊕H2 → H1, shows that MX
is a right Fredholm operator.
Necessity. Suppose that MX is a right Fredholm operator for some X ∈ B(H1,H2). It follows that there exist(
Y F
T E
)
∈ B(H1 ⊕ H2)
and ﬁnite rank operators Kij : H j → Hi , i, j = 1,2, such that(
A C
X B
)(
Y F
T E
)
=
(
IH1 0
0 IH2
)
+
(
K11 K12
K21 K22
)
. (1)
Thus, from the perturbation theory of the Fredholm operator we have that AY + CT = IH1 + K11 and X F + BE = IH2 + K22
are Fredholm operators. Therefore (A,C) : H1 ⊕ H2 → H1 is a right Fredholm operator and
( F ) : H2 → H1 ⊕ H2 is aE
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is inﬁnite-dimensional (N (A,C) denotes the null space of (A,C) : H1 ⊕ H2 → H1). Hence there exists a left invertible
operator
( G
H
) : H2 → H1 ⊕ H2 whose range is equal to N (A,C). It is clear that AG + CH = 0.
If G is a non-compact operator, it follows from AG + CH = 0 that R(AG) ⊆ R(C). Therefore A and C satisfy (i).
If G is a compact operator, let
(W
Z
) : H1 → H1 ⊕ H2 be a generalized inverse of (A,C) : H1 ⊕ H2 → H1. Then
R
((
W
Z
))
= (N (A,C))⊥ and AW + C Z = IH1 − PH′⊥ ,
where H′ = R(A) + R(C). Put
L =
(
W G
Z H
)
: H1 ⊕ H2 → H1 ⊕ H2.
Clearly, L is a Fredholm operator with d(L) = 0. Thus
MX L =
(
A C
X B
)(
W G
Z H
)
=
(
IH1 − PH′⊥ 0
XW + B Z XG + BH
)
(2)
is a right Fredholm operator. Since PH′⊥ is a ﬁnite rank operator (by the right Fredholmness of (A,C)) and G is compact, it
follows that(
IH1 0
XW + B Z BH
)
is a right Fredholm operator, and therefore BH is a right Fredholm operator. Take X = 0 in Eq. (2). Then it follows from
Eq. (2) and the right Fredholmness of BH that M0L is a right Fredholm operator. Thus
M0 =
(
A C
0 B
)
: H1 ⊕ H2 → H1 ⊕ H2
is a right Fredholm operator. 
The following is the dual statement of Theorem 1.
Theorem 3. Let A ∈ B(H1), B ∈ B(H2) and C ∈ B(H2,H1) be given operators. Then MX is a left Fredholm operator for some
X ∈ B(H1,H2) if and only if (B∗,C∗) : H2 ⊕ H1 → H2 is a right Fredholm operator and one of the following conditions holds:
(i) N (B∗|C∗) contains a non-compact operator;
(ii) M0 = M(A, B,C;0) is a left Fredholm operator.
As a corollary of Theorem 1, we have
Corollary 4. Let A ∈ B(H1), B ∈ B(H2) and C ∈ B(H2,H1) be given operators. If C is compact, then MX is a right Fredholm operator
for some X ∈ B(H1,H2) if and only if A is a right Fredholm operator and one of the following conditions holds:
(i) B is a right Fredholm operator;
(ii) n(A) = ∞.
Proof. Suﬃciency. Since A is right Fredholm and C is compact, it follows that (A,C) : H1 ⊕ H2 → H1 is a right Fredholm
operator.
If B is a right Fredholm operator, from the right Fredholmness of A we have that M0 = M(A, B,C;0) is a right Fredholm
operator.
If n(A) = ∞, then N (A|C) contains a non-compact operator. In fact, since n(A) = ∞, there exists a left invertible operator
G ∈ B(H2,H1) such that R(G) = N (A). Clearly, G is a non-compact operator and G ∈ N (A|C).
Using Theorem 1, we conclude that MX = M(A, B,C; X) is a right Fredholm operator for some X ∈ B(H1,H2).
Necessity. Suppose that MX is a right Fredholm operator for some X ∈ B(H1,H2). By the compactness of C ,
M(A, B,0; X) =
(
A 0
X B
)
is a right Fredholm operator. Therefore A is a right Fredholm operator. On the other hand, from Theorem 1 we obtain that
M0 is a right Fredholm operator or N (A|C) contains a non-compact operator.
If M0 is a right Fredholm operator, then clearly B is a right Fredholm operator.
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holm operator (because A is a right Fredholm operator). It follows that there exist S ∈ B(H1) and a ﬁnite rank operator
F ∈ B(H1) such that
S A = IH1 + F .
For any G ∈ N (A|C), there exists H ∈ B(H2) such that AG = CH . This, together with S A = IH1 + F , shows that
G = SCH − FG.
Since C and F are compact operators, it follows that G is compact. It is in contradiction to the fact that N (A|C) contains a
non-compact operator. 
A similar idea can be used to complete the proof of the following corollary.
Corollary 5. Let A ∈ B(H1), B ∈ B(H2) and C ∈ B(H2,H1) be given operators. If C is compact, then MX is a left Fredholm operator
for some X ∈ B(H1,H2) if and only if B is a left Fredholm operator and one of the following conditions holds:
(i) A is a left Fredholm operator;
(ii) d(B) = ∞.
In particular, we have
Corollary 6. (See [5].) Let A ∈ B(H1) and B ∈ B(H2) be given operators. A 2 × 2 operator matrix LX =
( A X
0 B
)
is a left Fredholm
operator for some X ∈ B(H2,H1) if and only if A is a left Fredholm operator and{
n(B) < ∞ or n(B) = d(A) = ∞, if R(B) is closed;
d(A) = ∞, if R(B) is not closed.
The following results are immediate from the argument above.
Corollary 7. For given operators A ∈ B(H1), B ∈ B(H2) and C ∈ B(H2,H1),⋂
X∈B(H1,H2)
σre(MX ) =
{
λ ∈C: (A − λI,C) is not right Fredholm}∪ {λ ∈C: λ ∈ σre(M0), N (A − λI|C) ⊆ K(H2,H1)},
⋂
X∈B(H1,H2)
σle(MX ) =
{
λ ∈C: (B∗ − λ¯I,C∗) is not right Fredholm}
∪ {λ ∈C: λ ∈ σle(M0), N (B∗ − λ¯I|C∗)⊆ K(H1,H2)}.
Corollary 8. Let A ∈ B(H1), B ∈ B(H2) and C ∈ B(H2,H1) be given operators. If C is a compact operator, then⋂
X∈B(H1,H2)
σre(MX ) = σre(A) ∪
{
λ ∈C: λ ∈ σre(B), n(A − λI) < ∞
}
,
⋂
X∈B(H1,H2)
σle(MX ) = σle(B) ∪
{
λ ∈C: λ ∈ σle(A), d(B − λI) < ∞
}
.
From Theorem 1 and Theorem 3, we get
Corollary 9. Let A ∈ B(H1) and C ∈ B(H2,H1) be given operators. Assume that (A,C) : H1 ⊕ H2 → H1 is a right Fredholm
operator.
(i) If C is compact, then there exists X ∈ B(H1,H2) such that A+C X is a right Fredholm operator if and only if A is a right Fredholm
operator;
(ii) If C is not compact, then there exists X ∈ B(H1,H2) such that A+C X is a right Fredholm operator if and only if N (A|C) contains
a non-compact operator.
Proof. (i) It is clear.
(ii) Assume that N (A|C) contains a non-compact operator. Since(
A + C X 0
0 I
)
=
(
IH1 −C
0 I
)(
A C
−X I
)(
IH1 0
X I
)
, (3)H2 H2 H2 H2
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is a right Fredholm operator for some X ∈ B(H1,H2). So we only need to prove that M(A, IH2 ,C; X) is a right Fredholm
operator for some X ∈ B(H1,H2). From Theorem 1 we infer that MX = M(A, IH2 ,C; X) is a right Fredholm operator for
some X ∈ B(H1,H2).
Conversely, assume that there exists X ∈ B(H1,H2) such that A + C X is a right Fredholm operator. By Eq. (3),
MX = M(A, IH2 ,C;−X) is a right Fredholm operator. From Theorem 1 we obtain that N (A|C) contains a non-compact
operator or M0 = M(A, IH2 ,C;0) is a right Fredholm operator. In the case when M(A, IH2 ,C;0) is a right Fredholm oper-
ator, it is easy to show that A is a right Fredholm operator. Thus C1 = C PN (PR(A)⊥ C) is a non-compact operator (because
dimN (PR(A)⊥C)⊥  d(A) < ∞ and C1 + C PN (PR(A)⊥ C)⊥ = C is not compact). It is obvious that PR(A)⊥C1 = 0. This, to-
gether with the closeness of R(A), implies R(C1) ⊆ R(A). Therefore there exists G ∈ B(H2,H1) such that C1 = AG (by [14,
Theorem 1]). Clearly, G is a non-compact operator and R(AG) ⊆ R(C). This proves that N (A|C) contains a non-compact
operator. 
Corollary 10. Let A ∈ B(H1) and C ∈ B(H2,H1) be given operators. Assume that (A,C) : H1 ⊕ H2 → H1 is a right Fredholm
operator.
(i) If C is compact, then there exists X ∈ B(H1,H2) such that A + C X is a left Fredholm operator if and only if A is a left Fredholm
operator;
(ii) If C is not compact, then there exists X ∈ B(H1,H2) such that A + C X is a left Fredholm operator.
Proof. The proof follows from Eq. (3), Theorem 3 and the perturbation theory of the Fredholm operator. 
Finally, two examples, to illustrate our main results, are given.
Example 1. Let H1 = H2 = 2. Deﬁne A ∈ B(2) and C ∈ B(2) by
Ax = (0, x1, x2, . . .),
Cx =
(
x1,
1
2
x2,
1
3
x3, . . .
)
,
where x = (x1, x2, . . .) ∈ 2. Clearly, A is a right Fredholm operator. It is easy to show that I2 − A is not right Fredholm.
Since C is compact and n(A) = 0, thus by Corollary 4, we have that
MX =
(
A C
X I2 − A
)
is not a right Fredholm operator for every X ∈ B(2).
Example 2. Let C ∈ B(H2,H1) be an invertible operator. For any A ∈ B(H1) and B ∈ B(H2), it is easy to show that
(A,C) :H1 ⊕ H2 → H1 is a right Fredholm operator and N (A|C) contains a non-compact operator. By Theorem 1, there
exists X ∈ B(H1,H2) such that MX is a right Fredholm operator. In fact, deﬁne an operator X ∈ B(H1,H2) by
X = T + BC−1A,
where T ∈ B(H1,H2) is a right Fredholm operator. From the right Fredholmness of T we get that there exists S ∈ B(H2,H1)
such that T S ∈ B(H2) is a Fredholm operator. Therefore(
A C
X B
)(
0 S
C−1 −C−1AS
)
=
(
IH1 0
BC−1 T S
)
is a Fredholm operator. It follows that MX is a right Fredholm operator.
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