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Lp RESOLVENT ESTIMATES FOR MAGNETIC SCHRO¨DINGER
OPERATORS WITH UNBOUNDED BACKGROUND FIELDS
JEAN-CLAUDE CUENIN AND CARLOS E. KENIG
Abstract. We prove Lp and smoothing estimates for the resolvent of mag-
netic Schro¨dinger operators. We allow electromagnetic potentials that are
small perturbations of a smooth, but possibly unbounded background poten-
tial. As an application, we prove an estimate on the location of eigenvalues
of magnetic Schro¨dinger and Pauli operators with complex electromagnetic
potentials.
1. Introduction
Resolvent estimates for Schro¨dinger operators play a decisive role in numerous
areas in spectral and scattering theory, as well as partial differential equations.
In particular, resolvent estimates which are uniform in the spectral parameter are
intimately connected with dispersive and smoothing estimates for the corresponding
(time-dependent) Schro¨dinger equation, as observed by Kato [16].
As a general rule, resolvent estimates that hold up to the spectrum (usually called
a limiting absorption principle) are associated with global in time Strichartz and
smoothing estimates for the Schro¨dinger flow. Results in this category are usually
obtained by considering a decaying electromagnetic potential as a perturbation of
the free Laplacian, see for example [14] for small perturbations and [5, 6, 8, 3, 12, 13]
for large perturbations.
On the other hand, resolvent estimates that are uniform only up to a O(1) dis-
tance to the spectrum are associated with local in time estimates. This is usually
due to the presence of eigenvalues or resonances that prevent the dispersion of the
flow. Potentials in this situation are usually unbounded. Prominent examples here
are the harmonic oscillator (quadratic electric potential) and the constant mag-
netic field (linear vector potential). We mention [11, 33, 35, 4, 28, 2] for estimates
involving unbounded potentials.
There is a big gap in the regularity and decay conditions for the electromagnetic
potential between the two scenarios. In the first, the potentials can usually be
quite rough, but have sufficient decay at infinity. In the second case, unbounded
potentials are allowed but they are usually assumed to be smooth. Very little is
known in the intermediate case. Our resolvent estimate is a step in this direction.
The paper is organized as follows. In Section 2 we state the assumptions on the
potentials and the resolvent estimate in the simplest case, with a uniform bound
with respect to the spectral parameter. In Section 3 we prove the resolvent esti-
mate for the unperturbed operator. In Section 4 we use a perturbative argument to
prove the estimate in the general case. In the final Section 5 we state a more precise
version of the resolvent estimate and give an application to eigenvalue bounds for
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Schro¨dinger operators with complex-valued potentials.
Notation
• 〈x〉 = (1 + |x|2)1/2.
• 〈D〉 is the Fourier multiplier with symbol 〈ξ〉.
• X = (x, ξ) ∈ R2n.
• es(X) := 〈X〉
s and Es := e
W
s (x,D); see also Appendix A.
• D(Rn) = C∞c (R
n), and D′(Rn) is the space of distributions.
• S(Rn) is the Schwartz space, and S ′(Rn) is the space of tempered distri-
butions.
• B(X,Y ) is the space of bounded linear operators between Banach spaces
X and Y .
• A . B if there exist a constant C > 0 (depending only on fixed quantities)
such that A ≤ CB.
• 〈u, v〉 =
∫
Rn
u(x)v(x) dx for u, v ∈ S(Rn).
• If X is a Banach space densely and continuously embedded in L2(Rn), we
identify L2(Rn) with a dense subspace of X ′. Thus, the duality pairing
〈·, ·〉X,X′ extends the L
2-scalar product 〈·, ·〉. This is meant when we write
X ⊂ L2(Rn) ⊂ X ′.
• σ(P ) is the spectrum of P .
• dom(P ) is the domain of P .
2. Assumptions and main result
We consider the Schro¨dinger operator
P = (−i∇+A(x))2 + V (x), dom(P ) = D(Rn) ⊂ L2(Rn), n ≥ 2.(2.1)
Here, A : Rn → Rn is the vector potential and V : Rn → R is the electric potential.
In the following, ǫ > 0 is a yet undetermined constant that will later be chosen
sufficiently small
Assumptions on the potentials Let A = A0 +A1 and V = V0 +W + V1 and
assume that the following assumptions hold.
(A1) A0 ∈ C
∞(Rn,Rn) and for every α ∈ Nn, |α| ≥ 1, there exist constants
Cα, ǫα > 0 such that
|∂αxA0(x)| ≤ Cα, |∂
αB0(x)| ≤ Cα〈x〉
−1−ǫα , x ∈ Rn.(2.2)
Here, B0 = (B0,j,k)
n
j,k=1 is the magnetic field, i.e.
B0,j,k(x) = ∂jA0,k(x)− ∂kA0,j(x).
(A2) V0 ∈ C
∞(Rn,R) and for every α ∈ Nn, |α| ≥ 2, there exist constants
Cα > 0 such that
|∂αxV0(x)| ≤ Cα, x ∈ R
n.(2.3)
(A3) W ∈ L∞(Rn,R).
(A4) A1 ∈ L
∞(Rn,R) and there exists δ > 0 such that
|A1(x)| . ǫ〈x〉
−1−δ for almost every x ∈ Rn.
Moreover, assume that one of the following additional assumptions holds:
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(A4a) A1 ∈ Lip(R
n,Rn) and
|∇A1(x)| . ǫ〈x〉
−1−δ for almost every x ∈ Rn.
(A4b) There exists δ′ ∈ (0, δ) such that 〈x〉1+δ
′
A1 ∈ W˙
1
2
,2n(Rn;Rn), with
‖〈x〉1+δ
′
A1‖
W˙
1
2
,2n . ǫ.
(A5) Assume that V1 ∈ L
r(Rn,R), with ‖V1‖Lr . ǫ, for some r ∈ (1,∞] if n = 2
and r ∈ [n/2,∞] if n ≥ 3.
Remark 2.1. We can relax the assumption (2.3) in the same way as in [21].
(A2’) V0 ∈ C
2(Rn,R) and for every α ∈ Nn, |α| = 2, there exist constants Cα
such that
|∂αxV0(x)| ≤ Cα, x ∈ R
n.(2.4)
To see this, we decompose V0 into its low-frequency and its hight-frequency part,
V0 = V
low
0 +V
high
0 . Here, V
low
0 := χ(D)V0, where χ ∈ D(R
n) is supported in B(0, 2)
and χ ≡ 1 in B(0, 1). Then, by Bernstein inequalities V low0 satisfies (A2). On the
other hand, V high0 ∈ L
∞(Rn), so this term can be absorbed into W .
It would be natural to also try to relax the smoothness assumption on A0 to
C1(Rn,Rn). However, if we just split such an A0 into high and low frequency parts,
then Ahigh0 will have no decay, and thus it cannot be absorbed into the perturbative
part. Moreover, even if it could be absorbed, then it would not be small.
Remark 2.2. Assumption (A4b) was used in [6], where it was also remarked that
a condition similar to (A4a), but with |∇A1(x)| . 〈x〉
−2−δ, would imply (A4b).
Here we state both conditions, because neither is weaker than the other. There is
an obvious trade-off between decay and regularity.
We will consider P as a small perturbation of the Schro¨dinger operator
P˜0 = (−i∇+A0(x))
2 + V˜0(x), dom(P˜0) = D(R
n)(2.5)
where V˜ := V0 +W . In the case W = 0, we also write
P0 = (−i∇+A0(x))
2 + V0(x), dom(P0) = D(R
n).(2.6)
Our resolvent estimate involves the following spaces. Let X be the completion
of D(Rn) with respect to the norm
‖u‖X := ‖u‖L2 + ‖〈x〉
− 1+µ
2 E1/2u‖L2 + ‖u‖Lq
where 0 < µ ≤ δ is fixed. Then its topological dual X ′ is the space of distributions
f ∈ D′(Rn) such that the norm
‖f‖X′ := inff=f1+f2+f3
(
‖f1‖L2 + ‖〈x〉
1+µ
2 E−1/2f2‖L2 + ‖f3‖Lq′
)
is finite. Here, q = 2r′, i.e.{
q ∈ [2,∞) if n = 2,
q ∈ [2, 2n/(n− 2)] if n ≥ 3,
Our main result is the following theorem.
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Theorem 2.3. Assume that A, V satisfy Assumptions (A1)–(A5). Moreover, let
a > 0 be fixed. Then there exists ǫ0 > 0 such that for all ǫ < ǫ0, we have the
estimate
‖u‖X ≤ C‖(P − z)u‖X′(2.7)
for all z ∈ C with |Imz| ≥ a and for all u ∈ D(Rn). The constants ǫ0, C depend on
n, q, µ, δ, δ′, a, ‖W‖L∞ and on finitely many seminorms Cα in (2.2) and (2.3).
Remark 2.4. In Section 5 we will state a more precise version of the estimate (2.7)
that takes into account the dependence of C on |Imz| for large values of |Imz|. We
will also allow V1, A1 to be complex-valued.
Remark 2.5. Although we always assume that a > 0 is fixed, it can be seen
by inspection of the proof that the constant in (2.7) is C = O(a−1) as a → 0.
Moreover, one could replace the condition |Imz| ≥ a > 0 by the similar condition
dist(z, σ(P˜0)) ≥ a
′ > 0 or, a fortiori, dist(z, σ(P0)) ≥ a
′ + ‖W‖L∞ .
Remark 2.6. It is instructive to consider the example P = −∆ (i.e. A = V = 0).
Assume that Rez > 0. Then, by a scaling argument, the estimate (2.7) implies that
‖u‖Lq ≤ Cǫ
n
2
(1/q′−1/q)−1‖(−∆− 1± iǫ)u‖Lq′(2.8)
for all ǫ > 0. In the case 1/q − 1/q′ = 2/n, this is a special case of the uniform
Sobolev inequality in [19].
Remark 2.7. It is clear that if A, V 6= 0, a uniform estimate of the form (2.8) for
1/q−1/q′ = 2/n cannot hold in general, due to the possible presence of eigenvalues.
3. Lq
′
→ Lq and smoothing estimates
In this section, we will establish the Lq
′
→ Lq and the smoothing estimate for
P0. These will be the main ingredients in the proof of Theorem 2.3. We follow the
general approach of Koch and Tataru in [22, Section 4], where a version of the re-
solvent estimate (2.7) was proved for the Hermite operator. In fact, the bound (2.7)
follows in this special case by combining Proposition 4.2, Proposition 4.6 and Propo-
sition 4.7 in [22].
We start with the Lq
′
→ Lq estimate. The proof of Theorem 3.1 below follows
the same arguments as that of Proposition 4.6 in [22] for the Hermite operator,
see also [21, Section 2]. Note, however, that the symbol of P0 does not satisfy
the bounds (3) in [21], which implies the short-time dispersive estimate for the
propagator in their case. Here, we use results of Yajima [33], see also [34].
Theorem 3.1 (Lq
′
→ Lq estimate). Assume that A0, V0 satisfy Assumptions
(A1)–(A2). Let q ∈ [2,∞) if n = 2 and q ∈ [2, 2n/(n− 2)] if n ≥ 3, and let a > 0
be fixed. Then there exists C0 > 0 such that for all z ∈ C with |Imz| ≥ a and for
all u ∈ D(Rn), we have the estimate
|Imz|1/2‖u‖L2 + ‖u‖Lq ≤ C0‖(P0 − z)u‖Lq′ .(3.1)
The constant C0 depends on n, q, a, and on finitely many seminorms Cα in (2.2)
and (2.3).
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Proof. By [33, Theorem 6], P0 is essentially selfadjoint. By abuse of notation we
continue to denote the selfadjoint extension of P0 by the same symbol. It then
follows that σ(P0) ⊂ R and
‖(P0 − z)
−1‖B(L2) ≤
1
|Imz|
,(3.2)
where (P0 − z)
−1 is the L2-resolvent. By [33, Theorem 4], we have the short-time
dispersive estimate
‖eitP0‖B(L1,L∞) . |t|
−n/2, t ≤ T ≪ 1.(3.3)
By now standard abstract arguments [18], the full range of Strichartz estimates
for the Schro¨dinger equation holds: If (p1, q1), (p2, q2) are sharp Schro¨dinger-
admissible, i.e. if
2
pi
+
n
qi
=
n
2
, pi ∈ [2,∞], qi ∈ [2, 2n/(n− 2)], (n, pi, qi) 6= (2, 2,∞),(3.4)
and if u satisfies the Schro¨dinger equation for P0,
i∂tu− P0u = f, u|t=0 = u0,(3.5)
then
‖u‖Lp1t ([0,T ];L
q1
x )
. ‖u0‖L2x + ‖f‖Lp
′
2
t ([0,T ];L
q′
2
x )
.(3.6)
For the non-endpoint case q 6= 2n/(n− 2), this also follows from [33, Theorem 1].
We now fix a pair (p, q) as in (3.4) and with q as in the theorem for the rest of
the proof. Let Π[k,k+1] be the spectral projection of P0 onto the interval [k, k + 1],
k ∈ Z. For any u ∈ L2(Rn), the function v(x, t) := e−itkΠ[k,k+1]u(x) satisfies the
estimate
‖(i∂t − P0)v‖L∞t ([0,T ];L2x) ≤ ‖u‖L2x.(3.7)
Applying the Strichartz estimates (3.6) with (p1, q1) = (p, q) and (p2, q2) = (∞, 2)
to v(x, t), it follows that
‖Π[k,k+1]u‖Lq . ‖u‖L2.(3.8)
This argument can be found in [21], see Corollary 2.3 there. Since Π∗[k,k+1] =
Π[k,k+1] = Π
2
[k,k+1], the dual as well as the TT
∗ version of (3.8) yield
‖Π[k,k+1]u‖L2 . ‖u‖Lq′ , ‖Π[k,k+1]u‖Lq . ‖u‖Lq′ .(3.9)
Using the first inequality in (3.9), orthogonality of the spectral projections and the
spectral theorem, we see that for any u ∈ L2(Rn) ∩ Lq
′
(Rn), we have
‖(P0 − z)
−1u‖2L2 =
∑
k∈Z
‖(P0 − z)
−1Π[k,k+1]u‖
2
L2
≤
∑
k∈Z
sup
λ∈[k,k+1]
|λ− z|−2‖Π[k,k+1]u‖
2
L2 . |Imz|
−1‖u‖2
Lq′
.
(3.10)
Here, we estimated the sum by∑
k∈Z
sup
λ∈[k,k+1]
|λ− z|−2 ≤
∑
|k−⌊Rez⌋|≤3
1
a|Imz|
+
∑
|k−⌊Rez⌋|>3
1
(λ− Rez)2 + (Imz)2
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where ⌊Rez⌋ is the integer part of Rez. Setting k′ := k − ⌊Rez⌋ ∈ Z in the second
sum, we have |k′| > 3, and
|λ− Rez| ≥ |k′| − |λ− k| − |Rez − ⌊Rez⌋| ≥ |k′| − 2 > 1.
Changing variables k → k′, it follows that the second sum is O(|Imz|−1). By a
density argument, we have
‖(P0 − z)
−1‖B(Lq′ ,L2) . |Imz|
−1/2.(3.11)
This proves the first half of (3.1).
We now apply the Strichartz estimates (3.6) to v(x, t) = e−itzu(x), assuming
that Imz < 0. Otherwise, we choose v(x, t) = eitzu(x). Note that v satisfies the
Schro¨dinger equation (3.5) with
f(x, t) = e−itz(z − P0)u(x).
Applying the Strichartz estimates (3.6) with (p1, q1) = (p2, q2) = (p, q), we obtain
‖u‖Lq . ‖u‖L2 + ‖(P0 − z)u‖Lq′ .(3.12)
Combining (3.11) and (3.12), we arrive at
‖u‖Lq . ‖(P0 − z)u‖Lq′ .
This proves the second half of (3.1). 
We now establish the smoothing estimate for P0. We follow Doi [4], who consid-
ered the corresponding smoothing estimate for the propagator, in a more general
situation (time-dependent potentials and non-trivial metric) than we do here. One
way to prove the smoothing estimate would be to appeal to the corresponding
smoothing estimate for the propagator eitP0 [4, Theorem 2.8] and use the same
strategy as in the proof of Theorem 3.1 to deduce the resolvent smoothing esti-
mate. For the sake of clarity, we decided to provide a direct proof of the resolvent
smoothing estimate for the special case considered here. Let us also mention that
Robbiano and Zuily [28], generalizing a result of Yajima and Zhang [35], proved
a smoothing estimate for the propagator similar to that of [4] under partly more
general (V0 can grow superquadratically and A0 superlinearly) and partly more
restrictive assumptions (they impose stronger symbol type conditions on V0 and
A0). Although the technique of [28] is simpler than that of [4], it is not directly
applicable under our assumptions.
For our purpose, we do not need the full strength of the calculus used in [4]. It
will be sufficient to use the following metrics,
g0 = dx
2 +
dξ2
〈X〉2
, g1 =
dx2
〈x〉2
+
dξ2
〈ξ〉2
,(3.13)
where X = (x, ξ) ∈ R2n. We refer to Appendix A for more details about the
calculus we use here and for the notation.
Lemma 3.2. Assume (A1)–(A2). Then there exists λ ∈ S1(1, 〈x〉, g0) such that
the following hold.
(1) There exist constants C, c > 0 such that
−{|ξ|2, λ(x, ξ)} ≥ c〈x〉−1−µe1/2(x, ξ)
2 − C, (x, ξ) ∈ R2n.
(2) [P0, λ
W ]− 1i {|ξ|
2, λ}w ∈ OpW (S(1, g0)).
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(3) We have the positive commutator estimate
‖〈x〉−
1+µ
2 E1/2u‖
2
L2 . 〈−i[P0, λ
W ]u, u〉+ ‖u‖2L2.(3.14)
Proof. (1) The claim follows from [4, Lemma 8.3]. We give a sketch of the proof
for the simpler case considered here. Let ψ, χ ∈ C∞(R) be such that 0 ≤ ψ, χ ≤ 1,
supp(ψ) ⊂ [1/4,∞), ψ(t) = 1 for t ∈ [1/2,∞), ψ′ ≥ 0, supp(χ) ⊂ (−∞, 1] and
χ(t) = 1 for t ≤ 1/2. Further, set ψ+(t) = ψ(t), ψ−(t) = ψ(−t) and
ψ0(t) = 1− ψ+(t)− ψ−(t), ψ1(t) = ψ−(t)− ψ+(t) = − sgn(t)ψ(|t|).
We define the function λ : R2n → R by
−λ =
(
θψ0(θ)− (M0 − 〈a〉
−µ)ψ1(θ)
)
χ(r),(3.15)
where M0 > 2 is a constant, a(x, ξ) =
x·ξ
〈ξ〉 , θ(x, ξ) =
a(x,ξ)
〈x〉 and r(x, ξ) =
〈x〉
〈ξ〉 . The
claim that λ ∈ S1(1, 〈x〉, g0) follows from the fact that 〈x〉 ≤ 〈ξ〉 on the support
of χ(r). We write h0(ξ) = |ξ|
2 and denote by Hh0 = 2ξ · ∇x the corresponding
Hamiltonian vector field. Observe that on the support of ψ0(θ), we have θ ≤ 1/2.
This implies that
−Hh0θ =
2
〈x〉
(
|ξ|2
〈ξ〉
−
x · ξ
〈x〉
θ
)
≥
〈ξ〉
〈x〉
− 2.(3.16)
It can then be shown that
−Hh0λ =
(
(Hh0θ)ψ0(θ) + µ〈a〉
−µ−2|a|(Hh0a)ψ1(θ)
)
χ(r)
+ (Hh0θ)(M0 − 〈a〉
−µ − |θ|)(ψ′+(θ)− ψ
′
−(θ))χ(r)
+
(
θψ0(θ)− (M0 − 〈a〉
−µ)ψ1(θ)
)
χ′(r)(Hh0r)
≥
(
(Hh0θ)ψ0(θ) + µ〈a〉
−µ−2|a|(Hh0a)ψ1(θ)
)
χ(r) − C1
≥ c1
(
〈ξ〉〈x〉−1ψ0(θ) + 〈x〉
−µ−1〈ξ〉ψ(|θ|)
)
χ(r) − C2
≥ c2〈x〉
−1−µe1/2(x, ξ)
2 − C3.
In particular, we used that ψ′+(t)− ψ
′
−(t) ≥ 0 and ψ0(t) + ψ(|t|) = 1.
(2) We have, by slight abuse of notation,
[P0, λ
W ]−
1
i
{P0, λ}
W =
1
i
A+
1
i
B
where
A = i(P0#λ− λ#P0)
W − {P0, λ}
W , B = {P0, λ}
W − {|ξ|2, λ}W .
Lemma A.19 and Proposition A.20 imply that A,B ∈ OpW (S(1, g0)).
(3) follows from (1)–(2) together with Corollary A.13, Theorem A.14 and the
calculus for adjoints (Proposition A.8) and compositions (Theorem A.9). 
To state the following theorem it will be convenient to introduce the spaces
Y ⊃ X and Y ′ ⊂ X ′ with norms
‖u‖Y := ‖u‖L2 + ‖〈x〉
− 1+µ
2 E1/2u‖L2,(3.17)
‖f‖Y ′ := inf
f=f1+f2
(
‖f1‖L2 + ‖〈x〉
1+µ
2 E−1/2f2‖L2
)
.(3.18)
Note that X = Y ∩ Lq and X ′ = Y ′ + Lq
′
.
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Theorem 3.3 (Smoothing estimate). Let µ > 0, and let a > 0 be fixed. Then for
all z ∈ C with |Imz| ≥ a and for all u ∈ D(Rn), we have the estimate
‖u‖Y ≤ C0‖(P0 − z)u‖Y ′ .(3.19)
The constant C0 depends on n, µ, a, and on finitely many seminorms Cα in (2.2)
and (2.3).
Proof. Inequality (3.19) follows from the following four inequalities: For all u ∈
D(Rn), we have
‖u‖L2 ≤ |Imz|
−1‖(P0 − z)u‖L2,(3.20)
‖u‖L2 . |Imz|
−1/2‖〈x〉
1+µ
2 E−1/2(P0 − z)u‖L2,(3.21)
‖〈x〉−
1+µ
2 E1/2u‖L2 . |Imz|
−1/2‖(P0 − z)u‖L2,(3.22)
‖〈x〉−
1+µ
2 E1/2u‖L2 . ‖〈x〉
1+µ
2 E−1/2(P0 − z)u‖L2.(3.23)
Again, (3.20) immediately follows from (3.2). Inequality (3.21) follows from (3.22)
by a duality argument that we shall postpone to the end of the proof. It remains to
prove (3.22) and (3.23). To this end we use (3.14). Note that we may replace P0 by
P0−z in (3.14) since the commutator with z ∈ C is zero. Since λ ∈ S(1, g0), the L
2-
boundedness of such symbols (Corollary A.13) and the Cauchy-Schwarz inequality
yield the estimate
‖u‖2Y . 〈−i[P0 − z, λ
W ]u, u〉+ ‖u‖2L2
≤ 2‖λWu‖L2 (‖(P0 − z)u‖L2 + |Imz|‖u‖L2) + ‖u‖
2
L2
≤ (4Cλ|Imz|
−1 + |Imz|−2)‖(P0 − z)u‖
2
L2
. |Imz|−1‖(P0 − z)u‖
2
L2
where Cλ := ‖λ
W ‖B(L2). Note that λ
W is self-adjoint by Proposition A.8. In the
last inequality, we also used (3.2) again. This proves (3.22).
Similarly, (3.14) and duality of Y, Y ′ yield
‖u‖2Y . 〈−i[P0 − z, λ
W ]u, u〉+ ‖u‖2L2
≤ 2‖λWu‖Y ‖(P0 − z)u‖Y ′ + 2|Imz|‖λ
Wu‖L2‖u‖L2 + ‖u‖
2
L2
≤ ǫ‖λWu‖2Y + ǫ
−1‖(P0 − z)u‖
2
Y ′ + (1 + 2Cλ|Imz|)‖u‖
2
L2
≤ ǫ(C′λ)
2‖u‖2Y + ǫ
−1‖(P0 − z)u‖
2
Y ′ + (1 + 2Cλ|Imz|)‖u‖
2
L2
for any ǫ > 0. In addition to the L2-boundedness of λW , we used that the commu-
tator [〈x〉−
1+µ
2 E1/2, λ
W ] is L2-bounded (Corollary A.13), being in OpW (S(1, g1))
by Corollary A.10 and Proposition A.20. This implies that C′λ := ‖λ
W ‖B(Y ) <∞.
Hiding the term with ǫ in the above inequality on the left, we get
‖u‖2Y . ‖(P0 − z)u‖
2
Y ′ + |Imz|‖u‖
2
L2.(3.24)
Combining (3.21) and (3.24), we get (3.23).
We now provide the details of the duality argument leading to (3.21). From
(3.20), (3.22), we see that
‖(P0 − z)
−1f‖Y . |Imz|
−1/2‖f‖L2, for all f ∈ (P0 − z)D(R
n) ⊂ L2(Rn).
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Since (P0− z)
−1 is L2-bounded and D(Rn) is a core1 for P0, the set (P0− z)D(R
n)
is dense in L2(Rn) [17, Problem III.5.19]. Therefore,
(P0 − z)
−1 ∈ B(L2, Y ) with ‖(P0 − z)
−1‖B(L2,Y ) . |Imz|
−1/2.
Let f ∈ L2(Rn), g ∈ D(Rn). Then
|〈f, g〉| ≤ ‖(P0 − z)
−1f‖Y ‖(P0 − z)g‖Y ′ . |Imz|
−1/2‖f‖L2‖(P0 − z)g‖Y ′
Taking the supremum over all f ∈ L2(Rn) with ‖f‖L2 = 1, we arrive at
‖g‖L2 . |Imz|
−1/2‖(P0 − z)g‖Y ′ ,
proving (3.21). 
4. Proof of Theorem 2.3
We first prove Theorem 2.3 for P0 and for P˜0.
Proof of Theorem 2.3 for P0. Since X = Y ∩L
q and X ′ = Y ′+Lq
′
, inequality (2.7)
is equivalent to the following four inequalities: For all u ∈ D(Rn), we have
‖u‖Y . ‖(P0 − z)u‖Y ′ ,(4.1)
‖u‖Y . ‖(P0 − z)u‖Lq′ ,(4.2)
‖u‖Lq . ‖(P0 − z)u‖Y ′ ,(4.3)
‖u‖Lq . ‖(P0 − z)u‖Lq′ .(4.4)
We have already proved (4.1) and (4.4) in Theorem 3.3 and Theorem 3.1, respec-
tively. Moreover, (4.3) follows from (4.2) by a duality argument. Since it is a bit
more involved than the previous one, we relegate its proof to Appendix D. It re-
mains to prove (4.2). Here we use that λW ∈ B(Lq) since 1 < q <∞, see Corollary
A.16. Denoting Cλ,q := ‖λ
W ‖B(Lq), it then follows from (3.14) that
‖u‖2Y . 〈−i[P0 − z, λ
W ]u, u〉+ ‖u‖2L2
≤ 2‖λWu‖Lq‖(P0 − z)u‖Lq′ + 2|Imz|‖λ
Wu‖L2‖u‖L2 + ‖u‖
2
L2
≤ ‖λWu‖2Lq + ‖(P0 − z)u‖
2
Lq′
+ (1 + 2Cλ|Imz|)‖u‖
2
L2
≤ C2λ,q‖u‖
2
Lq + ‖(P0 − z)u‖
2
Lq′
+ (1 + 2Cλ|Imz|)‖u‖
2
L2
. ‖(P0 − z)u‖
2
Lq′
where we used (3.1) in the last step. 
Proof of Theorem 2.3 for P˜0. An inspection of the previous proofs shows that we
may add the perturbation W ∈ L∞ to the operator P0, without any smallness
assumption on the norm. This is because our estimates control L2-norms.
For the reader’s convenience, we provide the argument for the first part of the
proof of Theorem 3.1, i.e. for the spectral projection estimate (3.8). To this end,
we observe that the analogue of the energy estimate (3.7),
‖(i∂t − P˜0)e
−itkΠ˜[k,k+1]u‖L∞t ([0,T ];L2x) ≤ ‖u‖L2x ,
holds for the spectral projections Π˜[k,k+1] of P˜0, by selfadjointness. We write
(i∂t − P0)e
−itkΠ˜[k,k+1]u = (i∂t − P˜0)e
−itkΠ˜[k,k+1]u+ e
−itkW Π˜[k,k+1]u
1This is equivalent to the essential selfadjointness of P0 on D(Rn).
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and apply the Strichartz estimates (3.6) with (p1, q1) = (p, q) and (p2, q2) = (∞, 2).
This yields
‖Π˜[k,k+1]u‖Lq . (1 + ‖W‖L∞)‖u‖L2.
Similarly, one can show that all the previous inequalities for P0 continue to hold
for P˜0 with the same modification of the constant. 
To treat the general case, we write P = P˜0 + L, where
L = −2iA1 · ∇ − i(∇ · A1) + 2A0 ·A1 +A
2
1 + V1.(4.5)
Lemma 4.1. Under the assumptions (A3)–(A5), we have L ∈ B(X,X ′), with
‖L‖B(X,X′) ≤ CLǫ for all ǫ ∈ [0, 1]. The constant CL is independent of ǫ and
depends only on n, µ, δ, δ′ and on ‖〈x〉−1A0‖L∞.
For the proof of Lemma 4.1 the following propositions will be used.
Proposition 4.2. Let s ≤ 1 and f ∈ Lip(Rn). Then [f, 〈D〉s] ∈ B(L2).
Proof. [32, Proposition 4.1.A]. 
Proposition 4.3. Let s ≤ 1/2 and f ∈ W˙
1
2
,2n(Rn). Then [f, 〈D〉s] ∈ B(L2).
Proof. [6, Lemma 2.2]. 
Proof of Lemma 4.1. Without loss of generality we may assume that ǫ = 1; the
dependence of the bound on ǫ follows by scaling. We start with the estimate
‖Lu‖X′ ≤ 2‖〈x〉
1+µ
2 E−1/2A1 · ∇u‖L2 + ‖(∇ · A1)u‖L2
+ 2‖A0 · A1u‖L2 + ‖A
2
1u‖L2 + ‖V1u‖Lq′ .
We immediately see from Ho¨lder’s inequality that
‖(∇ ·A1)u‖L2 + 2‖A0 ·A1u‖L2 + ‖A
2
1u‖L2 + ‖V1u‖Lq′
≤ (3 + 2‖〈x〉−1A0‖L∞)ǫ‖u‖X.
It remains to prove
‖〈x〉
1+µ
2 E−1/2A1 · ∇u‖L2 . ‖u‖X.(4.6)
We set A˜1(x) := 〈x〉
1+µA1(x). Then, (4.6) would follow from
〈x〉
1+µ
2 E−1/2〈x〉
−(1+µ)A˜1 · ∇E−1/2〈x〉
1+µ
2 ∈ B(L2).
Writing
〈x〉
1+µ
2 E−1/2 =
(
〈x〉
1+µ
2 E−1/2〈D〉
1/2〈x〉−
1+µ
2
)
〈x〉
1+µ
2 〈D〉−1/2,
E−1/2〈x〉
1+µ
2 = 〈D〉−1/2〈x〉
1+µ
2
(
〈x〉−
1+µ
2 〈D〉1/2E−1/2〈x〉
1+µ
2
)
,
and using the L2-boundedness of the operators in brackets (a consequence of Corol-
lary A.13 and Proposition A.20), it remains to prove that
B := 〈x〉
1+µ
2 〈D〉−1/2〈x〉−(1+µ)A˜1 · ∇〈D〉
−1/2〈x〉
1+µ
2 ∈ B(L2).(4.7)
After some commutations, we see that
B = B0 +B1 +B2 +B3,
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where
B0 := 〈D〉
−1/2A˜1 · ∇〈D〉
−1/2,
B1 := 〈x〉
− 1+µ
2 [〈D〉−1/2, 〈x〉
1+µ
2 ]A˜1 · ∇〈D〉
−1/2,
B2 := 〈x〉
− 1+µ
2 〈D〉−1/2A˜1 · [∇〈D〉
−1/2, 〈x〉
1+µ
2 ],
B3 := 〈x〉
1+µ
2 [〈D〉−1/2, 〈x〉−(1+µ)]A˜1 · ∇〈D〉
−1/2〈x〉
1+µ
2 .
Since A˜1 ∈ L
∞ (recall that 0 < µ ≤ δ), it is immediate that B2 is bounded (again
a consequence of Corollary A.13 and Proposition A.20). Using the identity
[T−1, S] = −T−1[T, S]T−1,(4.8)
with T = 〈D〉1/2 and S = 〈x〉
1+µ
2 we can write
B1 = −〈x〉
− 1+µ
2 〈D〉−1/2[〈D〉1/2, 〈x〉
1+µ
2 ]B0.
Hence, if B0 is bounded, then so is B1. A similar calculation shows that if B0 is
bounded, then B3 is bounded. To prove the boundedness of B0, we commute again,
using (4.8), to see that
B0 = −〈D〉
−1/2[〈D〉1/2, A˜1]〈D〉
−1/2 · ∇〈D〉−1/2 + A˜1〈D〉
−1/2 · ∇〈D〉−1/2.
Clearly, the second term is bounded. The first term is bounded by Proposition 4.2
(if (A4a) is assumed) or Proposition 4.3 (if (A4b) is assumed). 
Proof of Theorem 2.3 in the general case. By what we have already proved, Theo-
rem 2.3 holds for P˜0. Lemma 4.1 then yields that for u ∈ D(R
n), we have
‖(P − z)u‖X′ ≥ ‖(P0 − z)u‖X′ − ‖Lu‖X′ ≥
(
1
C0
− CLǫ
)
‖u‖X ≥
1
2C0
‖u‖X ,
provided ǫ ≤ (2CLC0)
−1; here, C0, CL are the constants in Theorem 2.3 and
Lemma 4.1, respectively. 
5. Application to complex-valued potentials
In this Section we use the resolvent estimate to find upper bounds on the location
of (complex) eigenvalues for Schro¨dinger operators with complex-valued potentials.
For Schro¨dinger operators −∆+V with decaying but singular potentials V , results
of this type have been established e.g. in [1] in one dimension and in [9, 10, 7] in
higher dimensions. Estimates for sums of eigenvalues of the Schro¨dinger operator
with constant magnetic field perturbed by complex electric potentials were obtained
in [29]. The conditions on the potential there are much more restrictive than
ours and the results (when applied to a single eigenvalue) are considerably weaker.
To our knowledge, our eigenvalue estimates are the first with a complex-valued
magnetic potential.
For definiteness, we assume that P0 is either the harmonic oscillator or the
Schro¨dinger operator with constant magnetic field (called the Landau Hamiltonian
in quantum mechanics), but other examples could easily be accommodated. Hence,
from now on, either
P0 = −∆+ |x|
2, x ∈ Rn (Harmonic Oscillator),(5.1)
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or, for n even and B0 > 0,
P0 =
n/2∑
j=1
[(
−i∂xj −
B0
2
yj
)2
+
(
−i∂yj +
B0
2
xj
)2]
(Landau Hamiltonian),
(5.2)
where in the case (5.2) we denoted the independent variable by (x, y) = z ∈ Rn. In
the mathematical literature, (5.1) is also called the Hermite operator and (5.2) is
known as the twisted Laplacian. The spectra of these operators can be computed
explicitly to be
σ(P0) = 2N+m(n),
where m(n) = n in the case of (5.1) and m(n) = n/2 in the case of (5.2).
In the notation of (2.6), the harmonic oscillator (5.1) corresponds to P0 with
V0(x) = |x|
2, A0(x) = 0, while the Landau Hamiltonian (5.2) corresponds to P0
with V0(z) = 0 and
A0(z) =
B0
2
(−y1, x1, . . . ,−yn/2, xn/2), z = (x, y) ∈ R
n.
As before, we allow a real-valued bounded potential W ∈ L∞(Rn,R) in the defini-
tion of the unperturbed operator P˜0 = P0+W . We now consider a perturbation of
P˜0 by a complex-valued electromagnetic potential (A1, V1), that is we consider the
Schro¨dinger operator
P = (−i∇+A)2 + V = P˜0 + L, dom(P ) = D(R
n).
Here, L is given by (4.5). We only require a smallness assumption on A1, but not
on V1. To be clear, we repeat the assumptions on A1, V1 at this point.
(A4C) A1 ∈ Lip(R
n,Cn) and there exists δ > 0 such that
|∇A1(x)| . ǫ〈x〉
−1−δ for almost every x ∈ Rn.(5.3)
Moreover, assume that one of the following additional assumptions hold.
(A4aC) A1 ∈ Lip(R
n,Cn) and
|∇A1(x)| . ǫ〈x〉
−1−δ for almost every x ∈ Rn.
(A4bC) There exists δ
′ ∈ (0, δ) such that 〈x〉1+δ
′
A1 ∈ W˙
1
2
,2n(Rn;Cn), and we have
‖〈x〉1+δ
′
A1‖
W˙
1
2
,2n . ǫ.
(A5C) Assume that V1 ∈ L
r(Rn,C) for some r ∈ (1,∞] if n = 2 and r ∈ [n/2,∞]
if n ≥ 3.
Let Q(P0) be the form domain
2 of P0,
Q(P0) = {u ∈ L
2(Rn) : ∇A0u ∈ L
2(Rn), V
1/2
0 u ∈ L
2(Rn)}.(5.4)
By Lemma B.1 there exists a unique m-sectorial extension of P with the property
dom(P ) ⊂ Q(P0). By abuse of notation we will still denote this extension by P in
the following theorem.
2Q(P0) = D(q0) in the notation of Appendix B. We equip Q(P0) with the form norm (B.3).
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Theorem 5.1. Assume that P0 is either the harmonic oscillator (5.1) or the Lan-
dau Hamiltonian (5.2) (when n is even). Assume that A1, V1 satisfy A4C–A5C. For
a > 0 fixed, there exists ǫ0 > 0 such that whenever A1 satisfies A4C with ǫ < ǫ0,
then every eigenvalue z of P with |Imz| ≥ a satisfies the estimate
|Imz|1−
n
2r ≤
C0(1 + ‖W‖L∞)
1− ǫ/ǫ0
‖V1‖Lr .(5.5)
Here, C0 is the constant in the estimate (C.6), and ǫ0 depends on n, δ, δ
′, µ, a, B0, C0.
Remark 5.2. Since the left hand side of (5.5) is ≥ a1−
n
2r by assumption, Theo-
rem 5.1 implies that for any a > 0 and 0 ≤ ǫ < ǫ0, there exists v0 = v0(a, ǫ) such
that for ‖V ‖Lr ≤ v0, all eigenvalues z ∈ σ(P ) are contained in {z ∈ C : |Imz| ≤ a}.
Proof of Theorem 5.1. Assume that z ∈ C, with |Imz| ≥ a, is an eigenvalue of P ,
i.e. there exists u ∈ dom(P ), with ‖u‖L2 = 1, such that Pu = zu. Since P0 ∈
B(Q(P0), Q(P0)
′) and L ∈ B(Q(P0), Q(P0)
′) by Lemma B.1 ii), we have
(P0 − z)u = −Lu in Q(P0)
′.(5.6)
Since Q(P0) ⊂ X(z) densely and continuously, by Lemma C.2, we have u ∈ X(z),
‖u‖X(z) 6= 0, and (5.6) implies that (P0 − z)u + Lu = 0 in X(z)
′. By Lemma 4.1,
L ∈ B(X(z), X(z)′), and thus (P0 − z)u ∈ X(z)
′. This means that
(P0 − z)u = −Lu in X(z)
′.(5.7)
Then (5.7) and (C.5) yield
1
C0(1 + ‖W‖L∞)
‖u‖X(z) ≤ ‖(P0 − z)u‖X(z)′ = ‖Lu‖X(z)′.(5.8)
We estimate the right hand side from above, as in the proof of the general case of
Theorem 2.3 in Section 4, by
‖Lu‖X(z)′ ≤
(
ǫCn,µ,δ + 2ǫ(1 +B0)|Imz|
−1 + |Imz|n(
1
2
− 1
q )−1‖V1‖Lr
)
‖u‖X(z)
≤
(
ǫCn,µ,δ,a,B0 + |Imz|
n( 12−
1
q )−1‖V1‖Lr
)
‖u‖X(z)
Together with (5.8), this implies that
‖u‖X(z) ≤ C0(1 + ‖W‖L∞)
(
ǫCn,µ,δ,a,B0 + |Imz|
n( 12−
1
q )−1‖V1‖Lr
)
‖u‖X(z).
Dividing both sides by ‖u‖X(z) 6= 0, it follows that any eigenvalue z of P with
|Imz| ≥ a, must satisfy the inequality
1 ≤ C0(1 + ‖W‖L∞)
(
ǫCn,µ,δ,a,B0 + |Imz|
n( 12−
1
q )−1‖V1‖Lr
)
.
If we set ǫ0 = 1/(C0(1 + ‖W‖L∞)Cn,µ,δ,a,B0), then this estimate is equivalent
to (5.5). 
Instead of the Landau Hamiltonian (5.2), we can also consider the Pauli operator
with constant magnetic field. For simplicity, we assume that n = 2 here, but the
general case when n is even can be handled with no additional difficulty. On
D(R2,C2), the Pauli operator is given by
P =
(
(−i∇+A(x))2 +B(x) 0
0 (−i∇+A(x))2 −B(x)
)
+W (x) + V1(x).(5.9)
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Here, A = (A1, A2) = (A10, A
2
0) + (A
1
1, A
2
1) and B = ∂1A
2 − ∂2A
1. We choose
A0(z) =
B0
2 (−y, x) for z = (x, y) ∈ R
2 and B0 > 0. Although we could easily allow
W and V1 to be matrix-valued potentials, we assume that they are scalar multiples
of the identity in C2.
Corollary 5.3. Assume that n = 2 and that P is the Pauli operator (5.9). Assume
also that A1, V1 satisfy A4C–A5C. For a > 0 fixed, there exists ǫ0 > 0 such that
whenever A1 satisfies A4C with ǫ < ǫ0, then every eigenvalue z of P with |Imz| ≥ a
satisfies the estimate
|Imz|1−
n
2r ≤
C0(1 +B0 + ‖W‖L∞)
1− ǫ/ǫ0
‖V1‖Lr .
Here, C0 is the constant in the estimate (C.6), and ǫ0 depends on n, δ, δ
′, µ, a, B0, C0.
Proof. In view of the direct sum structure of (5.9), the proof reduces to proving
(5.5) for eigenvalues z of the Schro¨dinger operators
P± = (−i∇+A(x))
2 ±B(x) +W (x) + V1(x).
The proof is analogous to the one of Theorem 5.1. 
Remark 5.4. Note that the reason we were able to remove the smallness as-
sumption on V1, but not on A1 is that the smoothing part of the X(z) norm is
z-independent (see Appendix C).
Appendix A. Basic facts about the Weyl calculus
We give a brief outline of the pseudodifferential calculus used in the second part
of Section 3. The facts stated here are a condensation of the more general results
contained in [4, Section 3]. We restrict ourselves to a degree of generality that is
sufficient for the situation considered in the main body of the text. To this end, we
follow in part the exposition in [26, Chapter 1]. For generalizations, the reader is
referred to [4, 15].
Definition A.1 (Weights). A continuous function Φ : R2n → (0,∞) is called a
weight. It is called a sublinear weight if
1 ≤ Φ(X) . 1 + |X |, X ∈ R2n.(A.1)
It is called a temperate weight if, for some s > 0,
Φ(X + Y ) . Φ(X)(1 + |Y |)s, X, Y ∈ R2n.
Given two weights Φ,Ψ, let g be the following metric on R2n,
g = Φ(X)−2 dx2 +Ψ(X)−2 dξ2, X = (x, ξ) ∈ R2n.(A.2)
Definition A.2 (Symbol classes). Let Φ and Ψ be sublinear, temperate weights,
and let g be the metric (A.2). If m be a temperate weight, we denote by S(m, g)
the space
S(m, g) = {a ∈ C∞(R2n) : ∀α, β ∈ Nn ∃Cα,β > 0 s.t.
|∂αx ∂
β
ξ a(X)| ≤ Cα,βm(X)Φ(X)
−|α|Ψ(X)−|β|}.
The family of seminorms
‖a‖k,S(m,g) := sup
|α|+|β|≤k
sup
X∈R2n
|∂αx ∂
β
ξ a(X)|m(X)
−1Φ(X)|α|Ψ(X)|β|, k ∈ N,
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defines a Fre´chet topology on S(m, g).
Lemma A.3. Let χ ∈ C∞c (R
2n) be such that χ(x, ξ) = 1 in a neighborhood of the
origin in R2n, and let Φ,Ψ be any sublinear weights. Then the family χǫ(x, ξ) :=
χ(ǫx, ǫξ), 0 ≤ ǫ ≤ 1, is bounded in S(1, g). Moreover, if m0 is any temperate weight
that tends to infinity at infinity, then χǫ → 1 in S(m0, g) and ∂
α
ξ ∂
β
xχǫ → 0 in
S(m0, g) for |α|+ |β| ≥ 1 as ǫ→ 0.
Proof. [26, Lemma 1.1.4]. The claim that ∂αξ ∂
β
xχǫ → 0 in S(m0, g) for |α|+ |β| ≥ 1
as ǫ→ 0 is not part of the statement there, but follows easily by inspection of the
proof. 
Definition A.4 (Planck function). Let Φ,Ψ be two weights. The function
h(X) := Φ(X)−1Ψ(X)−1, X ∈ R2n(A.3)
is called the Planck function. We say that h satisfies the strong uncertainty principle
if there exists γ > 0 such that
h(X) . (1 + |X |)−γ , X ∈ R2n.(A.4)
Remark A.5. The cases of most interest to us are the following.
(1) If g = g0, then Φ(X) = 1, Ψ(X) = 〈X〉, h(X) = 〈X〉
−1.
(2) If g = g1, then Φ(X) = 〈x〉, Ψ(X) = 〈ξ〉, h(X) = 〈x〉
−1〈ξ〉−1.
(3) The case Φ(X) = 1, Ψ(X) = 〈ξ〉, h(X) = 〈ξ〉−1 corresponds to the standard
symbol class Sm1,0.
Note that under the assumption (A.1), h always satisfies h(X) ≤ 1 (the uncer-
tainty principle). Under the assumption of the strong uncertainty principle, it is
meaningful to speak about the asymptotic expansion of symbols in a ∈ S(m, g).
Lemma A.6. Let (aj)
∞
j=0 be a sequence of symbols aj ⊂ S(mh
j , g). Then there
exist a ∈ S(n, g) (uniquely determined modulo Schwartz functions) such that
a ∼
∞∑
j=0
aj
in the sense that for every N ∈ N,
a−
N−1∑
j=0
aj ∈ S(mh
N , g).
Proof. [26, Proposition 1.1.6]. 
Definition A.7 (Weyl quantization). Let a ∈ S(m, g). Then the pseudodifferential
operator
OpW (a)u(x) := aW (x,D)u(x) := (2π)−n
∫
Rn
∫
Rn
ei(x−y)·ξa
(
x+ y
2
, ξ
)
u(y) dy dξ,
initially defined for u ∈ S(Rn), is called the Weyl quantization of the symbol a. We
denote the class of (Weyl) pseudodifferential operators with symbols a ∈ S(m, g)
by OpW (S(m, g)).
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Proposition A.8 (Adjoint). Let a ∈ S(m, g). Then (aW )∗ = aW , in the sense
that
〈aW f, g〉 = 〈f, aW g〉, f, g ∈ S(Rn).
In particular, (aW )∗ = aW if and only if a is real-valued.
Proof. See e.g. [26, Proposition 1.2.10]. 
Theorem A.9 (Composition). Let a ∈ S(m1, g), b ∈ S(m2, g). Then there exists
a symbol c ∈ S(m1m2, g), denoted by c := a#b, such that a
W bW = cW . Moreover,
if the Planck function satisfies the strong uncertainty principle (A.4), then we have
the asymptotic expansion
c(x, ξ) ∼
∑
α,β
(−1)|β|(α!β!)−12−|α+β|∂αξ D
β
xa(x, ξ)∂
β
ξD
α
x b(x, ξ).(A.5)
Moreover, the map (a, b) 7→ a#b is continuous from S(m1, g) × S(m2, g) into
S(m1m2, g).
Proof. See e.g. [26, Theorem 1.2.17]. 
Corollary A.10 (Commutators). Let a ∈ S(m1, g), b ∈ S(m2, g). Then the com-
mutator [aW , bW ] = aW bW − bWaW is a pseudodifferential operator with Weyl
symbol a#b− b#a ∈ S(mh, g).
Proposition A.11. Let a ∈ S(m, g). Then aw(x,D) is continuous on S(Rn).
Moreover, the map S(m, g)× S(Rn)→ S(Rn) is continuous.
Proof. [26, Propositions 1.2.7 ]. 
Theorem A.12 (Boundedness on L2). Assume that a ∈ S(1, g) and that the strong
uncertainty principle (A.4) holds. Then aW (x,D) is bounded on L2(Rn). Moreover,
the map S(m, g)× L2(Rn)→ L2(Rn) is continuous.
Proof. See e.g. [26, Theorem 1.4.1 and Remark 1.2.6]. 
Corollary A.13. If g = g0 or g = g1 and a ∈ S(1, g). Then a
W is L2-bounded.
Proof. It is enough to verify that the strong uncertainty principle (A.4) holds in
these cases, see Remark A.5. 
Theorem A.14 (Sharp G˚arding inequality). Let a ∈ S(h−1, g) and a(X) ≥ 0 for
all X ∈ R2n. Then there exists C > 0 such that
〈u, aW (x,D)u〉L2 ≥ −C‖u‖
2
L2, u ∈ S(R
n).
Proof. See e.g. [26, Theorem 1.7.15] 
Theorem A.15 (Boundedness on Lp). Let a ∈ S01,0. Then a
W (x,D) is bounded
on Lp(Rn) for 1 < p < ∞. Moreover, there exists k ∈ N and Cq > 0 such that
‖aW ‖B(Lp) ≤ Cq‖a‖k,S(1,g).
Proof. See [31, Proposition VI.4]. Notice that the choice of quantization is imma-
terial for this result since there exists a symbol aL ∈ S
1
1,0 such that a
W (x,D) =
aL(x,D) where aL(x,D) is the standard (or left) quantization of a, see e.g. [26,
Remark 1.2.6]. The second claim can be verified by inspection of the proof of [31,
Proposition VI.4]. 
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Corollary A.16. Let g = g0 or g = g1, and let a ∈ S(1, g). Then a
W (x,D) is
bounded on Lp(Rn) for 1 < p <∞. Moreover, there exists k ∈ N and Cq > 0 such
that ‖aW ‖B(Lp) ≤ Cq‖a‖k,S(1,g).
Proof. This follows immediately from the inclusion S(1, g) ⊂ S11,0. 
We also need the following special case of the symbol classes used in [4].
Definition A.17. Let Φ,Ψ be as in Definition A.2 and let Φ0 ≥ Φ be another
temperate weight. We define, for N ∈ N,
SN (m,Φ0, g0) = {a ∈ S(m, g) : ∂
α
x a ∈ S(Φ
−|α|
0 m, g) for all |α| ≤ N}.
Moreover, set h0 := Φ
−1
0 Ψ
−1.
Remark A.18. The subsequent lemma will be used with g = g0 and Φ0(X) = 〈x〉
or with Φ0(X) = Φ(X) = 1. Note that if Φ0 = Φ, then SN (m,Φ0, g) = S(m, g)
and h0 = h.
Lemma A.19. Let a1 ∈ S1(m1,Φ0(X), g), a2 ∈ S1(m2,Φ0(X), g). Then
(1) a1#a2 ∈ S1(m1m2,Φ0, g);
(2) {a1, a2} ∈ S(h0m1m2, g);
(3) a1#a2 − a1a2 − {a1, a2}/(2i) ∈ S(hh0m1m2, g);
(4) a1#a2 − a2#a1 − {a1, a2}/i ∈ S(h
2h0m1m2, g).
Proof. This follows from [4, Lemma 3.4]. 
Proposition A.20. Let g0, g1 be defined by (3.13). Then the following hold.
(1) 〈x〉s ∈ S(〈x〉s, gj) for j = 0, 1 and s ∈ R;
(2) es ∈ S(〈X〉
s, gj) for j = 0, 1 and s ∈ R;
(3) 〈ξ〉s ∈ S(〈x〉s, g1) for s ∈ R;
(4) λ ∈ S(1, g1) ∩ S1(1, 〈x〉, g0);
(5) V0 ∈ S1(〈x〉
2, 〈x〉, g0);
(6) A20 ∈ S1(〈x〉
2, 〈x〉, g0);
(7) A0(x) · ξ ∈ S1(〈x〉〈X〉, 〈x〉, g0);
(8) P0(x, ξ) ∈ S1(〈X〉
2, 〈x〉, g0).
Proof. This is easily checked. 
Appendix B. Definition of P as an m-sectorial operator
Here we provide the operator theoretic details that were omitted in Section 5.
For simplicity, we assume in addition to (A1)–(A5) that V0 ≥ 0. This ensures
that the quadratic form of the unperturbed operator is nonnegative and makes
the definition of the form sum easier. Note that the assumption is satisfied in the
applications in Section 5. Writing L in (4.5) in the form
L = −2iA1 · ∇A0 − i(∇A0 ·A1)−A0 · A1 +A
2
1 + V1 ≡ LA + V1,
we define the quadratic forms
p0(u) = ‖∇A0u‖
2
L2 + ‖V
1/2
0 u‖
2,(B.1)
l(u) = 〈LAu, u〉+ 〈|V1|
1/2u, V
1/2
1 u〉,(B.2)
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with domains
D(p0) = {u ∈ L
2(Rn) : ∇A0u ∈ L
2(Rn), V
1/2
0 u ∈ L
2(Rn)},
D(l) = {u ∈ L2(Rn) : ∇A0u ∈ L
2(Rn), |V1|
1/2u ∈ L2(Rn)},
Here, ∇A0 = ∇ + iA0(x) is the covariant derivative, and V
1/2
1 = e
iϕ|V1|
1/2 for
V1 = |V1|e
iϕ. We also use the magnetic Sobolev spaces
H1A0(R
n) = {u ∈ L2(Rn) : ∇A0u ∈ L
2(Rn)}, ‖u‖H1A0
= ‖u‖L2 + ‖∇A0u‖L2.
We have the continuous and dense3 embedding D(p0) ⊂ H
1
A0
(Rn) when D(p0) is
equipped with the norm
‖u‖+1 := (‖u‖
2
L2 + p0(u))
1/2.(B.3)
The content of the following lemma is standard. In order to be self-contained, we
give a proof.
Lemma B.1. Assume Assumptions (A1)–(A5) and that V0 ≥ 0. Then the follow-
ing hold.
i) p0 is a closed and nonnegative form.
ii) l is relatively bounded with respect to p0. with relative bound zero.
iii) p0 + l, with D(p0 + l) = D(p0), is a closed sectorial form.
iv) There exists a unique m-sectorial operator P associated to the form p0 + l,
with the property that dom(P ) ⊂ D(p0).
Proof. i) p0 is clearly nonnegative. To prove that it is closed, let (un)n ⊂ D(p0) be
a Cauchy sequence with respect to the form norm ‖·‖+,1. Since L
2(Rn) is complete,
it follows that there exist u, v, w ∈ L2(Rn) such that
un → u, ∇A0un → v, V
1/2
0 un → w in L
2(Rn).
Since ∇A0 and V
1/2
0 are continuous from D
′(Rn) to D′(Rn), it follows that ∇A0u =
v ∈ L2(Rn) and V
1/2
0 u = w ∈ L
2(Rn). This shows that D(p0) is complete, i.e. p0
is closed.
ii) In view of the assumption V0 ≥ 0 it is sufficient to prove the Lemma for
V0 = 0; in this case, D(p0) = H
1
A0
(Rn). Also, since W is bounded, it does not
affect the relative bound, so we may assume W = 0 as well. Fix ǫ > 0 arbitrarily
small. By Sobolev embedding and the diamagnetic inequality
‖|u|‖H1 ≤ ‖u‖H1
A0
,(B.4)
we have the continuous (and dense) embedding
H1A0(R
n) ⊂ Lq(Rn).(B.5)
Ho¨lder’s inequality and (B.5) then yield the estimate
‖|V1|
1/2u‖L2 ≤ C‖V1‖
1/2
L
q
q−2
‖u‖H1
A0
= C‖V1‖
1/2
Lr ‖u‖H1A0
.(B.6)
By decomposing V1 = V1,R + (V1 − V1,R), with V1,R = V11{x : |V1(x)| ≤ R} and
absorbing V1,R ∈ L
∞(Rn) into W , we can assume that C‖V1‖Lr ≤ ǫ/2.
3By [25, Theorem 7.22] D(Rn) is dense in H1A0 (R
n).
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Next, we observe that since A1 ∈ L
∞(Rn), we have
|〈LAu, u〉| ≤
ǫ
2
‖∇A0u‖
2
L2 + Cǫ‖A1‖
2
L∞‖u‖
2
L2(B.7)
for some Cǫ > 0. Altogether, (B.6)–(B.7) imply that D(l) ⊂ D(p0), and that we
have the estimate
l(u) ≤ C‖u‖2L2 + ǫ p0(u),
with a constant C depending on ǫ, ‖A1‖L∞ and ‖V1‖Lr .
iii) follows from [16, Theorem VI.3.4] and i)-ii).
iv) follows from the first representation theorem [16, Theorem VI.2.1]. 
Appendix C. A more precise version of Theorem 2.3
We prove a more precise version of Theorem 2.3 for P0 that takes into account
the z-dependence of the constant. It is most convenient to include this dependence
in the definition of the spaces X and X ′, compare Section 4 in [22]. The weighted
spaces carry the norms
‖u‖X(z) = |Imz|
1
2 ‖u‖L2 + ‖〈x〉
− 1+µ
2 E1/2u‖L2 + |Imz|
1
2
−n
2 (
1
2
− 1
q )‖u‖Lq ,
‖f‖X′(z) = inf
f=f1+f2+f3
(
|Imz|−
1
2 ‖f1‖L2 + ‖〈x〉
1+µ
2 E−1/2f2‖L2
+|Imz|
n
2 (
1
2
− 1
q )−
1
2 ‖f3‖Lq′
)
.
Proposition C.1. X(z) and X ′(z) are Banach spaces.
Proof. The dual of a normed space is always complete, so we only need to show
that X(z) is complete. We may as well prove this for |Imz| = 1, i.e. for the
case X(z) = X . We recall that X = Y ∩ Lq
′
, where Y was defined in (3.17).
The spaces Y and Lq
′
are compatible in the sense that whenever (un)n ⊂ X ,
u ∈ Y , v ∈ Lq
′
satisfy ‖un − u‖Y → 0 and ‖vn − u‖Lq′ → 0, then u = v ∈ X .
This is true because u = v in D′. It follows that X is complete if and only if Y
is complete (since Lq
′
is complete). Moreover, Y is complete if and only if the
operator T = 〈x〉−
1+µ
2 E1/2 : L
2(Rn) → L2(Rn) with dom(T ) = D(Rn) is closable.
To prove the latter, let (un) ⊂ D(R
n) be a sequence such that un → 0 and Tun → v
in L2(Rn). We have to show that v = 0. Indeed, since T : S ′(Rn) → S ′(Rn) is
continuous [36, Theorem 4.16], it follows from the assumptions that Tun → 0 in
S ′(Rn). Since S(Rn) is dense in L2(Rn), it follows that v = 0 in L2(Rn). 
Lemma C.2. Assume Assumptions (A1)–(A5) and that V0 ≥ 0. Let p0 be given
by (5.4). Then we have the dense and continuous embedding D(p0) ⊂ X(z), where
D(p0) is equipped with the form norm ‖ · ‖+1.
Proof. Since D(p0) ⊂ H
1
A0
(Rn) continuously and densely, it is sufficient to prove
that the embedding H1A0(R
n) ⊂ X(z) is continuous and dense. In view of (B.5)
and the fact that D(Rn) is dense in H1A0(R
n) [25, Theorem 7.22], it remains4 to
prove the estimate
‖〈x〉−
1+µ
2 E1/2u‖L2 . ‖u‖H1A0
, u ∈ D(Rn).(C.1)
4Recall that X(z) is defined as the closure of D(Rn) in the norm ‖ · ‖X(z).
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By (the proof of) Lemma 3.2 we have an analogue of the commutator estimate (3.14)
for the case V0 = 0, namely
‖〈x〉−
1+µ
2 E1/2u‖
2
L2 . 〈−i[−∆A0 , λ
W ]u, u〉+ ‖u‖2L2.(C.2)
By the L2-boundedness of λW ∈ OpW (S(1, g0)) and of [∇A0 , λ
W ] ∈ OpW (S(1, g0))
(Proposition A.20, Lemma A.19 and Corollary A.13), we estimate
〈−i[−∆A0 , λ
W ]u, u〉 ≤ 2‖∇A0u‖L2‖∇A0λ
Wu‖L2 . ‖u‖H1
A0
.(C.3)
Combining (C.2)–(C.3), we get (C.1). 
For technical reasons, we assume the following condition on the spectral projec-
tions Π[k,k+1] of P0 in n = 2 dimensions,
‖Π[k,k+1]‖B(L2,L∞) . 1, n = 2.(C.4)
This is only used in an interpolation argument, see (4.23) in [22]. Note that the
estimate does not follow from Strichartz estimates. However, for the harmonic oscil-
lator and the Schro¨dinger operator with constant magnetic field, (C.4) is known to
be true [21, 20]; see also [23, 30] for corresponding results on Schro¨dinger operators
with a Riemannian metric, but without magnetic field. We do not whether (C.4)
is true under the general assumptions (2.2), (2.3) on P0. In any case, we could
do without (C.4) at the expense of an ǫ-loss in the exponent of the Lq-part of the
X(z)-norm.
Theorem C.3. Assume that V0 ≥ 0 and that A0, V0 satisfy Assumptions (2.2),
(2.3). If n = 2, assume also that (C.4) holds. Fix a > 0. Then for any z ∈ C
with |Imz| ≥ a, the resolvent (P˜0 − z)
−1 : L2(Rn)→ dom(P0) extends to a bounded
operator in B(X(z)′, X(z)), and we have the estimate
‖(P˜0 − z)
−1u‖B(X(z)′,X(z)) ≤ C0(1 + ‖W‖L∞).(C.5)
The constant C0 depends on n, q, µ, a, and on finitely many seminorms Cα in
(2.2) and (2.3).
Proof. We assume that W = 0, i.e. that P˜0 = P0. The general case requires the
same argument as in the proof of Theorem 2.3. We first prove the estimate
‖u‖X(z) . ‖(P0 − z)u‖X(z)′ , u ∈ D(R
n).(C.6)
The proof differs only slightly from that of Theorem 2.3 for P0. For the convenience
of the reader we give a sketch of the proof, highlighting the steps where the z-
dependence plays a role.
Lq
′
→ Lq estimate: For n ≥ 3, interpolation between (3.11) with q = 2n/(n− 2)
and (3.2) produces the estimate
‖(P0 − z)
−1‖B(Lq′ ,L2) . |Imz|
n
2 (
1
2
− 1
q )−1.(C.7)
For n = 2, the dual of (C.4) implies (as in the proof of (3.11)) that
‖(P0 − z)
−1‖B(L1,L2) . |Imz|
−1/2.(C.8)
Interpolating (C.8) with (3.2) yields (C.7) in the case n = 2. Inequality (3.12) can
be modified to
‖u‖Lq . |Imz|
n
2 (
1
2
− 1
q )−
1
2 ‖u‖L2 + |Imz|
n( 12−
1
q )−1‖(P0 − z)u‖Lq′ .(C.9)
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To see this, one applies the Strichartz estimates (3.6) to the function v(x, t) =
e−itzu(x) with t localized to an interval of size O(|Imz|−1). Combining (C.7) and
(C.9), we obtain
‖u‖Lq . |Imz|
n( 12−
1
q )−1‖(P0 − z)u‖Lq′ .(C.10)
Y ′ → Y estimate: Denote by Y (z) the space defined by the part of the X(z)-
norm without the Lq-norm. From (3.20)–(3.23), we get
‖u‖Y (z) . ‖(P0 − z)u‖Y (z)′ .(C.11)
Lq
′
→ Y estimate: From (3.14), (C.7), (C.10), (3.2) and since |Imz| ≥ a, it
follows that
‖u‖2Y (z) . 〈−i[P0 − z, λ
W ]u, u〉+ |Imz|‖u‖2L2
≤ 2‖λWu‖Lq‖(P0 − z)u‖Lq′ + 2|Imz|‖λ
Wu‖L2‖u‖L2 + |Imz|‖u‖
2
L2
≤ C2λ,q|Imz|
−n( 12−
1
q )+1‖u‖2Lq + |Imz|
n( 12−
1
q )−1‖(P0 − z)u‖
2
Lq′
+ |Imz|(1 + 2Cλ)‖u‖
2
L2
. |Imz|n(
1
2
− 1
q )−1‖(P0 − z)u‖
2
Lq′
.
(C.12)
In the third line we also used the Peter Paul inequality
2ab ≤ ǫa2 +
b2
ǫ
with ǫ = |Imz|−n(
1
2
− 1
q )+1.
The previous estimates (C.7), (C.10), (C.11), (C.12) in conjunction with the trivial
L2-estimate (3.2) prove (C.6).
Next we prove (C.5). Consider the norm
|||u||| := ‖u‖X(z) + ‖(P0 − z)u‖X(z)′, u ∈ D(R
n).
By (C.6), we have
|||u||| . ‖(P0 − z)u‖X(z)′ ≤ ‖(P0 − z)u‖L2 ≤ (1 + |z|)‖u‖P0,(C.13)
where ‖u‖P0 = ‖u‖L2 + ‖P0u‖L2 is the graph norm of P0. Since D(R
n) is a core for
P0, it follows from (C.13) that
D(Rn)
|||·|||
⊃ D(Rn)
‖·‖P0 = dom(P0).
This implies, in particular, that (C.6) holds for all u ∈ dom(P ). Then, since
(P0 − z) : dom(P )→ L
2 is bijective, it follows that
‖(P0 − z)
−1f‖X(z) . ‖f‖X(z)′ for all f ∈ L
2(Rn).(C.14)
Because X(z) ⊂ L2(Rn) is an embedding (and therefore injective), it follows that
L2(Rn) is dense in X(z)′. Therefore, (C.5) follows from (C.14) by density. 
Appendix D. Proof of (4.3)
We begin with the following lemma.
Lemma D.1. Let z ∈ C \ σ(P0), and let u ∈ Y be such that (P0 − z)u ∈ L
q′(Rn).
Then there exist (uǫ)0≤ǫ≤1 ⊂ D(R
n) such that, as ǫ→ 0,
i) uǫ → u in Y , and
ii) (P0 − z)uǫ → (P0 − z)u in L
q′(Rn).
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Proof. The method of proof is similar as that of [36, C.2.12] (the latter is easier
since the symbol is quadratic). We first show that there exist (uǫ)0≤ǫ≤1 ⊂ S(R
n)
satisfying i)–ii). To this end, pick χ ∈ D(R2n) with χ ≡ 1 in B(0, 1), and set
χǫ(x, ξ) = χ(ǫx, ǫξ). Since χ
W
ǫ (x,D) maps S
′ to S [36, Theorem 4.1], we have that
uǫ = χ
W
ǫ (x,D)u ∈ S. By Lemma A.3 and Theorem A.15, we have that
uǫ → u in L
p(Rn)(D.1)
as ǫ→ 0. To finish the proof of i), it remains to show that
lim
ǫ→0
‖〈x〉−
1+µ
2 E1/2(u− uǫ)‖L2 = 0.
By (D.1) for p = 2 and with u replaced by 〈x〉−
1+µ
2 E1/2u, it is sufficient to show
that
lim
ǫ→0
‖[〈x〉−
1+µ
2 E1/2, χ
W
ǫ ]u‖L2 = 0.(D.2)
We use Lemma A.3 with m0(X) = 〈X〉
ρ for an arbitrary ρ ∈ (0, 1/2). Then, since
the family (with respect to 0 ≤ ǫ ≤ 1) of commutators in (D.2) is contained in
a bounded subset of OpW (S(〈X〉−1/2+ρ, g1)) by Proposition A.20 and Corollary
A.10, it is L2-bounded by Corollary A.13. Moreover, the last part of Theorem A.9
implies that all seminorms of the commutator symbol tend to 0 as ǫ→ 0. The last
statement in Theorem A.12 then implies (D.2).
To prove ii), by the same argument as before, it is sufficient to show that
lim
ǫ→0
‖[P0, χ
W
ǫ ]u‖Lq′ = 0.(D.3)
It is sufficient to prove (D.3) for u ∈ S(Rn), together with the uniform bound
‖[P0, χ
W
ǫ ]u‖Lq′ ≤ C‖u‖Lq′ , u ∈ L
q′(Rn).(D.4)
We may replace χWǫ in (D.3) by χ
W
ǫ − 1. Then (D.3) follows from Lemma A.3
and Proposition A.11 for u ∈ S(Rn) since the Lq
′
norm may be estimated by some
Schwartz seminorm. By Lemma A.3, Lemma A.19 and Remark A.18, we have that
{[P0, χ
W
ǫ ]−{P0, χǫ}
W /(2i) : 0 < ǫ < 1} is a bounded subset of OpW (S(〈X〉−1, g0)).
Hence, Corollary A.16 implies that
‖[P0, χ
W
ǫ ]u− {P0, χǫ}
W /(2i)u‖Lq′ ≤ C‖u‖Lq′ .(D.5)
Moreover, since ǫ〈X〉 = O(1) on the support of χǫ, we have that {{P0, χǫ} : 0 <
ǫ < 1} is a bounded subset of S(1, g0), and thus, by Corollary A.16 again,
‖{P0, χǫ}
Wu‖Lq′ ≤ C‖u‖Lq′ .(D.6)
Inequalities (D.5)–(D.6) imply (D.4).
A a smooth cutoff procedure and a repetition of the above arguments proves the
existence of a sequence (uǫ)0≤ǫ≤1 ⊂ D(R
n) satisfying i)–ii).

Proof of (4.3). From (4.2) and Lemma D.1 it follows that
‖u‖Y . ‖(P0 − z)u‖Lq′ , for all u ∈ Y ∩ (P0 − z)
−1(L2 ∩ Lq
′
).
This is equivalent to
‖(P0 − z)
−1f‖Y . ‖f‖Lq′ , for all f ∈ (P0 − z)Y ∩ L
2 ∩ Lq
′
.
RESOLVENT ESTIMATES FOR MAGNETIC SCHRO¨DINGER OPERATORS 23
We can omit the intersection with (P0 − z)Y since dom(P0) ⊂ Y (proved below)
and (P0 − z) dom(P0) = L
2 (since z ∈ C \ σ(P0)). Since L
2 ∩ Lq
′
is dense in Lq
′
,
there is a unique continuous extension (P0 − z)
−1 ∈ B(Lq
′
, Y ).
Since dom(P0) and Y are the closures of D(R
n) with respect to the graph norm
of P0 and T = 〈x〉
− 1+µ
2 E1/2, respectively, the inclusion dom(P0) ⊂ Y would follow
if we showed that
‖Tu‖L2 ≤ a‖P0u‖L2 + b‖u‖L2, for all u ∈ D(R
n),
for some a, b > 0. Such an estimate follows from the commutator bound (3.14). 
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