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Quantum computers are on the brink of surpassing the capabilities of even the most powerful classical com-
puters. This naturally raises the question of how one can trust the results of a quantum computer when they
cannot be compared to classical simulation. Here we present a scalable verification technique that exploits the
principles of measurement-based quantum computing to link quantum circuits of different input size, depth,
and structure. Our approach enables consistency checks of quantum computations within a device, as well as
between independent devices. We showcase our protocol by applying it to five state-of-the-art quantum pro-
cessors, based on four distinct physical architectures: nuclear magnetic resonance, superconducting circuits,
trapped ions, and photonics, with up to 6 qubits and more than 200 distinct circuits.
Quantum computers represent a fundamental shift in the
way we think about computation. By harnessing quantum
interference effects between different possible branches of a
computation, quantum processors have the potential to drasti-
cally outperform conventional computers for a range of tasks
[1–6]. Potential applications of quantum computing range
from cryptanalysis to the simulation of physicals systems and
even to machine learning. Extraordinary experimental efforts
in recent years have enabled demonstrations of the technol-
ogy’s potential in a growing number of physical systems [7–
10]. For certain simulation tasks, these devices are already
starting to push the limits of classical supercomputers [11, 12],
and it is foreseeable that the next generation of digital quan-
tum processors will outperform their classical counterparts.
Despite the potential power of quantum computers, build-
ing reliable quantum processors remains a challenge. Envi-
ronmental interactions introduce noise into the computation,
yielding potentially unreliable results for complex computa-
tions. This naturally leads to the question of whether we
can trust the output of a quantum computation, and, more
concretely, whether we can certify the output of a computa-
tion as correct. One possibility might be to repeat a quan-
tum computation multiple times, or even on different devices.
However, this merely establishes that the devices operate in
a reproducible fashion, but is insensitive to systematic errors
and thus cannot reliably verify the computation. Significant
work has gone into the development of cryptographically se-
cure verification protocols [13–20], with one such technique
having been experimentally demonstrated [21]. However, ex-
isting provably secure verification techniques require either
quantum communication [13–16] or shared entanglement be-
tween devices [17–20], making them challenging to imple-
ment in existing systems where quantum processors are typi-
cally unable to exchange quantum states with one another. A
promising technique has recently been proposed to allow ver-
ification of a single isolated processor based on computational
hardness assumptions [22], however this would require an ex-
tremely sophisticated processor to implement, due to large key
sizes.
Here we address the question of whether one device can be
used to efficiently check another device, without relying on
quantum communication or entanglement between devices.
We introduce a cross-check procedure that is inherently ag-
nostic to the underlying hardware, sensitive to systematic er-
rors in the implementation, and applicable to any digital quan-
tum computation. The protocol is built on the framework of
measurement-based quantum computing (MBQC) [23, 24],
which has proven a powerful tool for blind and verifiable com-
puting protocols [25]. By exploiting the intrinsic symmetries
of quantum circuits when mapped to a measurement-based
computation, our approach allows us to quantitatively com-
pare the outputs of quantum circuits with different size and
structure, performed on independent physical devices in any
architecture, thus building a high level of trust in the results of
the computation. We demonstrate our protocol by running 200
circuits on five state-of-the-art quantum processors, using four
primary technologies for digital quantum computation: 1) nu-
clear magnetic resonance (NMR), 2) superconducting circuits,
3) trapped ions, and 4) photonics, see Fig. 1.
In order to verify the correctness of a quantum computation
we make use of independent runs of several different yet re-
lated sampling problems, obtained from a measurement-based
implementation of the computation. In contrast to the stan-
dard circuit model of quantum computing, where a unitary
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FIG. 1. A cartoon representation of the quantum processing
architectures used. a) An NMR device at the University of Ox-
ford [7]; b) superconducting circuits at IBM [26] and Rigetti Com-
puting [27]; c) a trapped-ion quantum processor at the University of
Innsbruck [8]; and d) a photonic quantum processor at the University
of Vienna [28].
operation is described by a sequence of gates applied to a ref-
erence input, for instance |0〉⊗N , in MBQC a computation
is realized as a sequence of single-qubit measurements per-
formed on highly entangled multi-qubit states. These states
are also known as graph states for their one-to-one corre-
spondence with simple graphs G = {V, E}, represented by
a set of vertices V , corresponding to single qubits initialized
in the state |+〉 = (|0〉 + |1〉)/√2, and a set of edges E ,
corresponding to pairwise controlled-Z entangling gates ap-
plied to the respective vertices, see Supplementary Material
for details. The MBQC model is computationally equivalent
to the circuit model for appropriate families of graphs [23],
even when measurements are restricted to the XY-plane of the
Bloch sphere [29], as considered here.
One way to visualize a quantum computation as an MBQC
pattern is to identify subsets of vertices on the graph as input
and output sets: the input set represents the initial state of
the computation, and the output set will contain the final state
once all other qubits have been measured.
A deterministic computation is implemented by sequen-
tially measuring the non-output (also called operational)
qubits and applying outcome-dependent corrections to the un-
measured neighbouring qubits. By convention, a measure-
ment outcome of zero requires no correction, whereas a mea-
surement outcome of one requires a correction. For a given
choice of input and output sets, a unique set of paths can
be identified between each qubit in the input set and a corre-
sponding qubit in the output set. These paths dictate how the
corrections, i.e. the updating of measurement angles, should
be applied, giving rise to the notions of flow [30] and gener-
alized flow (g-flow) [31]. These flow structures thus specify
the possible circuits over a graph by determining the appropri-
ate corrections for non-zero measurement outcomes and their
order.
The key insight that we make use of is that, although
MBQC performs a deterministic computation between a spe-
cific choice of input and output sets, there are always multi-
ple such choices for a given graph. Consequently, there are
multiple possible information flows, a concept known as flow
ambiguity [32]. These alternate flows give rise to compu-
tations that require different outcome-dependent corrections.
The left side of Figure 2 shows an example of two differ-
ent flows on an H-shaped 6-qubit graph, with the associated
circuits shown on the right. In MBQC, flow-dependent cor-
rections are uniformly random and effectively insert random
Z-gates into a fixed circuit determined by the graph and the
choice of output set. Thus an MBQC implementing a deter-
ministic computation can also be seen as providing the out-
comes of a random set of other computations, each related to
a unique computation in the circuit model. Our strategy will
be to choose several such related computations, and run each
independently, on a distinct physical device, and compare the
results. As these computations can have different numbers of
logical qubits, this approach provides a natural means for test-
ing devices of differing complexity against one another.
Formally, we now consider an n-qubit graph state |G〉,
where each qubit is subject to a projective measurement, given
by Pθ = 1√2 (〈0| + e−iθ〈1|), at an angle θ in the XY-plane
of the Bloch-sphere. The probability of a particular mea-
surement string of zero and one outcomes, m = m1 . . .mn,
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FIG. 2. Schematic representation of equivalent computations in
MBQC (left) and in the circuit model (right). The MBQC graph
state is a six-qubit H-shaped cluster state with 2 different g-flows,
consisting of a) 4 and b) 3 operational qubits. The direction of the
flow is indicated by the arrows on the graph, with edges not involved
in flow shown as a dashed line. The qubits are measured accord-
ing to the order of the labelling numbers. In (a) the input state of
the circuit Ca is |++〉, associated with qubits 1 and 2 of the clus-
ter state, whereas in (b) the input state of the circuit Cb is |+++〉,
associated with qubits 1, 2, and 5 of the cluster state. Note that
the quantum circuits on the right correspond to the same MBQC
graph state on the left, albeit with a different flow. The basic gate
Jˆ(αi) = HˆRˆz(αi) (for brevity Jˆi with i = (1, ..., 6)) can be de-
composed into a Hadamard gate Hˆ and a rotation Rˆz(α) around the
Z-axis of the Bloch sphere, see Supplementary Material for details.
3is then given by pα,m = |(
⊗n
i=1 Pαi+mipi) |G〉|2, where
α = {α1 . . . αn} are the measurement angles for qubits 1 to n.
Importantly, for an MBQC with nO output vertices, all mea-
surement outcomes over non-output qubits occur with equal
probability of 2−(n−nO) [33]. Hence there is no bias, and us-
ing the substitution α′i = αi + mipi, we have pα,m = pα′,0
and can, without loss of generality, focus on the measurement
string with all zeros where no flow-dependent corrections are
necessary. Consequently, there is no preferred choice of out-
put set, and hence the outcome of many different, but related
computations can be obtained from pα′,0 or equivalently from
pα,m.
We can use this to generate correlated sampling problems
by converting a given MBQC with angles α′ into the circuit
model for different choices of the output set (which also de-
termines the input set and uniquely identifies the computa-
tion). This is illustrated in Fig. 2 on the example of a 6-
qubit H-shaped cluster state, from which we obtain circuit
Ca with nO = 2 and circuit Cb with nO = 3. As an ex-
ample, let us consider the circuit Ca. Since all measure-
ment outcomes over non-output qubits occur with probability
2−(n−nO), that is 2−4 in the considered case, the probability
pα′,0Ca of obtaining a zero outcome when measuring all the 6
qubits is therefore given by pα′,0Ca = 2
−4Pr(0, 0)Ca , where
Pr(0, 0)Ca is the probability of obtaining zero outcomes when
measuring only the 2 output qubits. Analogously, we obtain
pα′,0Cb = 2
−3Pr(0, 0, 0)Cb for the circuit Cb. The value of
the probabilities Pr(0, 0)Ca and Pr(0, 0, 0)Cb depend on the
chosen measurement angles {αi}6i=1. Since both circuits Ca
and Cb are encoded into the same graph, the output probabil-
ities for all the outcomes with fixed values are identical for
the two circuits, i.e. pα′,0Ca = pα′,0Cb . This fact allows
us to find that Pr(0, 0)Ca = 2Pr(0, 0, 0)Cb , thus correlating
the outcome probabilities of the two circuits. Similarly, we
can write this relation for different combinations of outcome
probabilities, thus finding that Pr(0, 1)Ca = 2Pr(1, 0, 0)Cb ,
Pr(1, 0)Ca = 2Pr(0, 0, 1)Cb , and Pr(1, 1)Ca = 2Pr(1, 0, 1)Cb .
This is a crucial insight that establishes a connection be-
tween the outcome probabilities from two quantum circuits
with different width, depth, and structure, but with correlated
angles for the single-qubit gates. Implementing these circuits
(Ca and Cb in the case of the current experiments) on a sin-
gle device provides a means for self-verification of the de-
vice, while implementing them on different devices provides a
pathway to cross-validate the two devices. More generally, all
output strings over shared output qubits can be related across
circuits, as we describe in detail in the Supplementary Ma-
terial. Moreover, one can randomize the output strings by
adding a random multiple of pi to the measurement angles for
the qubits in the output set. This would allow us to create two
distinct, but related circuits such that the probability of obtain-
ing particular (non-zero) strings as outputs is correlated.
In order to formally turn this approach into a test of consis-
tency between quantum devices, we now consider two quan-
tum processors implementing computations derived from the
same MBQC but with different output sets. For output sets
of sizes nO1 and nO2 , with nc qubits that are in both out-
put sets, and fixing all outcomes corresponding to qubits,
which are not in the output set of either computation to 0,
we are left with nv = nO1 + nO2 − nc variable bits and
thus 2nv different measurement strings m to consider. De-
noting the vector of probabilities of each m obtained by per-
forming the quantum circuit Cj on the jth device (normal-
ized as above) by pj, we can compare the probability dis-
tributions of different devices by computing the squared `2-
distance ‖p1 − p2‖2 = p1 · p1 − 2p1 · p2 + p2 · p2. Here,
pj · pj is the probability of obtaining the same result when
running the computation on the jth device twice. This prob-
ability can be estimated from the minimum number of runs
required to obtain a collision among output strings (i.e. ob-
tain the same string twice) which is at most O(2nOj /2), inde-
pendent of the probability distribution, due to a generalization
of the birthday paradox [34]. The term p1 · p2 can be es-
timated in a similar way by randomly fixing the remaining
variable non-output qubits in each computation and estimat-
ing the number of runs to obtain a collision between the sets,
which is at most O(2(nO1+nO2−nc)/2). The precise scaling of
our method thus depends on the problem at hand. However,
when there is a significant number of output qubits in com-
mon between the instances (nc ∼ nO1 , nO2 ), or where the
output distribution for either computation is far from uniform
(maxpj  2−nOj ), the quantity ‖p1−p2‖2 provides a mea-
sure of similarity between the outputs of the corresponding
quantum computations, which can be estimated with exponen-
tially fewer resources than conventional classical simulation
techniques, which scale at least as 2nOj . Moreover, we can
estimate the squared `2-distance for circuits of different size
and depths performed on a same device for self-verification of
a single device.
We experimentally perform correlated 2- and 3-qubit cir-
cuits with different depth on five independent small-scale
state-of-the-art quantum processors, covering four of the ma-
jor quantum computing architectures (see Fig. 1): an NMR
device [7] at the University of Oxford, simulating 2-qubit
computations; a photonic quantum device [28] at the Uni-
versity of Vienna, based on a 6-qubit cluster state; a cloud-
accessible superconducting system from IBM [26], perform-
ing 3-,4-, and 5-qubit computations; a cloud-accessible super-
conducting processor from Rigetti [27] running 3-qubit com-
putations; and a trapped-ion quantum processor [8] at the Uni-
versity of Innsbruck, performing 2- and 3-qubit computations.
Using these devices, we experimentally imple-
mented correlated sampling instances for the six-
qubit H-shaped graph shown in Fig. 2 by gener-
ating ∼200 random sets of angles {αi}6i=1, with
αi ∈ {0, pi/4, pi/2, 3pi/4, pi, 5pi/4, 3pi/2, 7pi/4}. We then
ran 2-qubit circuits of type Ca on the Oxford and Innsbruck
device, 3-qubit circuits of type Cb on the IBM and Rigetti
processor and the 6-qubit H-shaped MBQC on the Vienna
apparatus. After taking into account the known equivalences
and required corrections from non-zero outcomes in the
underlying MBQC, we analyze the correlations in the output
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FIG. 3. Experimental comparison of quantum devices. a) Experi-
mental distances between two independent devices, where squared
`2-distances are estimated between pairs of independent devices.
Each distance is averaged over 34 instances per device. The row
contains the devices performing a 2-qubit computation within the
circuit model, which are paired to the devices listed in the column of
the table implementing the 3-qubit circuits within either the circuit
or MBQC model. Only circuits performed using different numbers
of physical qubits are compared, so that the circuits correspond to
fundamentally different sampling problems. Uncertainties in paren-
thesis correspond to one standard deviation of statistical noise. b)
Value of squared distance per quantum device. For each quantum
device the experimental average of the different pair-wise squared
`2-distances in (a) are shown, along side the single-device squared
`2-distance from theory. These quantities are not expected to coin-
cide. However, as can be seen from the figure, arranging devices
according to either metric yields the same order in our experiments.
Averages are taken over squared `2-distance between each device
and all other devices in order to avoid bias.
strings obtained from the different systems for 34 correlated
instances that were implemented on all devices. Crucially,
rather than comparing the output strings to some “ideal
theory” (e.g. from simulations), which would not be possible
for future devices, we compare pairs of correlated instances
from different devices.
The key results of these comparisons are summarized in
Fig. 3a, estimating the value of the squared `2-distance for
each pair of systems performing different computations in size
and depth. A value close to 0 indicates reliable computations,
whereas any systematic error or statistical noise will lead to a
larger value. In performing these estimates we will scale re-
sults by an integer power of two to be directly comparable to
the case where nO = 2. For example, comparing an ideal to
a fully depolarized circuit for the instances considered in our
experiments would return a value of ∼ 0.428. Of course, the
noise in real experiments is much more complicated and the
exact dependence of the squared `2-distance on such physi-
cal noise models remains an interesting question for future re-
search. In order to give some insight into these distances, cor-
relation plots between projectors implemented on all pairs of
systems computing different size and depth circuits, are given
in Fig. 4. In Fig. 3b we show the squared `2-distance for each
device, averaged over all other devices, and the squared `2-
distance per device in comparison with the ideal theoretical
data (in this case still available from classical simulation due
to the low number of qubits involved, see Fig. 5 for graphi-
cal correlation plots). The averages are taken over all devices,
rather than just the comparisons shown in Fig. 3a, in order
to avoid biasing the results. In this case the theory results
show the accuracy of the individual device, which cannot be
extracted from the pairwise comparisons. When more than
two devices are considered, however, the average squared dis-
tances can be used to infer an approximate ordering of de-
vices in terms of comparison with theory. As can be seen
from Fig. 3b, the ordering of devices is the same independent
of whether they are sorted by average squared distance or by
squared distance from theory. Circuits of larger depths and
input size have also been performed on the Oxford, IBM, and
Innsbruck systems and are shown in the Supplementary Ma-
terial.
Besides cross-check verification between dissimilar quan-
tum devices, our method also provides an intriguing path-
way towards self-verification of a single device. Using the
Innsbruck trapped-ion system, we implemented correlated in-
stances of the 2- and 3-qubit circuits Ca and Cb of Fig. 2,
and estimate ‖pCa − pCb‖2 = 0.033(1). This result indicates
good (relative to the results in Fig. 4a agreement between
the two circuits, which is confirmed by the correlation plot
in Fig. 6 and demonstrates that our method can be used for
independent verification of a single quantum processor.
As quantum processors start to surpass their classical coun-
terparts, verification by direct comparison to theory will no
longer be an option. The technique we present here provides
a feasible alternative by validating quantum devices against
each other. While not providing a complete toolkit for charac-
terization of individual quantum processors, our method takes
a crucial step away from the dependence on classical meth-
ods. By sampling from different physical devices implement-
ing circuits that differ in the number of qubits, depth and struc-
ture, our method is robust against systematic, as well as sta-
tistical errors. By implementing these dissimilar circuits on
a single device, our method also provides an avenue towards
internal self-verification of single quantum devices.
A particularly intriguing feature of our approach is the way
in which it allows us to compare devices using radically dif-
ferent implementations. Recently, a detailed comparison of
a trapped ion system and a superconducting processor high-
lighted the advantages of each system for certain, identical
problems [35], concluding that each processor was well suited
to different tasks. In this work we overcome the heterogeinity
of quantum physical systems, introducing a verification model
which links computational circuits with different sizes and
depths, and consequently runnable on the many types of quan-
tum computer. The building block of our cross-check scheme
is represented by measurement-based quantum computation,
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FIG. 4. Experimental comparison between outputs of computations for pairs of different devices. Scatterplots of rescaled outcome
probabilities for all pairs of different devices implementing different-size circuits. For each dataset containing 136 samples (34 circuits
and 4 outcome combinations each), we performed linear total least-squares regression (solid blue line) to quantify the deviation from the
ideal correlation (red dashed line), yielding regression slopes with 1-sigma uncertainties of (top, left to right) 1.04(2), 0.88(3), 0.61(2),
0.84(3), (bottom, left to right) 1.05(2), 0.80(3), 0.56(2), and 0.58(2), respectively. Experimental error bars correspond to 1-sigma statistical
uncertainty and the blue shaded bands represent 3-sigma mean prediction intervals for the regression.
0. 0.2 0.4 0.6 0.8 1.
0.
0.2
0.4
0.6
0.8
1.
0. 0.2 0.4 0.6 0.8 1.
0.
0.2
0.4
0.6
0.8
1.
0. 0.2 0.4 0.6 0.8 1.
0.
0.2
0.4
0.6
0.8
1.
0. 0.2 0.4 0.6 0.8 1.
0.
0.2
0.4
0.6
0.8
1.
0. 0.2 0.4 0.6 0.8 1.
0.
0.2
0.4
0.6
0.8
1.
Theory
0.2 0.4 0.6 0.8 1.00.0
0.0
0.2
0.4
0.6
0.8
1.0
Ex
pe
rim
en
t
Oxford Vienna IBM Rigetti Innsbruck
0.2 0.4 0.6 0.8 1.00.0 0.2 0.4 0.6 0.8 1.00.0 0.2 0.4 0.6 0.8 1.00.0 0.2 0.4 0.6 0.8 1.00.0
FIG. 5. Comparison between experimental outcome probabilities and theoretical expected values per single device. From left to right:
Oxford, Vienna, IBM, Rigetti, Innsbruck. For each data set we performed linear least-squares regression (blue line) to quantify the deviation
from the ideal correlation (red dashed line), yielding regression slopes with 1-sigma uncertainties of 0.869(6), 0.85(3), 0.70(3), 0.50(2), and
0.94(1), respectively. Experimental error bars correspond to 1-sigma statistical uncertainty and the blue shaded bands represent 3-sigma mean
prediction intervals for the regression.
which has been proven to be already essential for quantum
computation security [36], quantum error correction [37], as
well as quantum simulation [38]. This will prove useful in
providing consistent benchmarks across the increasingly di-
verse range of quantum processors.
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APPENDIX
NMR (Oxford) experiments [7] were performed on a Var-
ian Unity Inova spectrometer with a nominal 1H frequency
of 600MHz using a H{CN} probe with a single pulsed field
gradient. The NMR sample comprised 13C-labelled sodium
formate dissolved in D2O at 25◦C, providing a heteronuclear
two-spin system. With both spins on resonance, the Hamilto-
nian took the form of a spin–spin ZZ coupling of 194.7Hz,
and the B1 field strengths were measured to give nutation rates
of approximately 25 kHz for 1H and 17 kHz for 13C.
Pseudo-pure two-qubit states were prepared using the
method of Ref. 39. Single-qubit rotations in the XY -plane
were implemented using simple pulses, while two-qubit ro-
tations were implemented as delays. Fixed Z-rotations were
implemented as frame rotations [40] which were propagated
through the pulse sequence [41] to points where they could be
dropped. The variable small-angle Z-rotations were imple-
mented using a pair of pi pulses with phases separated by θ/2,
with the phase of the first pulse chosen to partially cancel with
the preceding Hadamard gate.
At the end of the algorithm a crush gradient was applied to
project the density matrix onto the computational basis, and
the 1H NMR spectrum observed after a pi/2 pulse. NMR spec-
tra were processed using custom software and the intensity of
the two components of the 1H doublet were determined by
integration and normalized to a reference spectrum. Corre-
sponding measurements on the second qubit were performed
by repeating the experiment with the reverse assignment of
qubits to physical spins. From the collection of these mea-
surements the populations of the computational basis states
can be estimated. Due to imperfect calibration these popula-
tions do not quite sum to one, and some can be slightly nega-
tive. This was resolved by subtracting the most negative pop-
ulation found in any group of experiments from all the popu-
lations in that group, and then normalizing the populations for
each experiment.
Photons (Vienna) experiments are based on the generation
of the maximally-entangled six-qubit H-shaped cluster state.
Three polarization-entangled pairs of photons are produced
via three identical Sagnac-PPKTP pulsed down-conversion
sources and later entangled by using partial fusion gates at
polarizing beam splitters [42, 43]. The qubits are encoded by
the polarization of the six photons.
The laser repetition rate is set to 152MHz, by doubling
the original rate with a passive multiplexing scheme [44],
to reduce multi-photon noise for an average power of 220
mW per source. The pump photons have a wavelength of
772.9 nm and a pulse-width of 2.1 ps. The crystals’ temper-
ature is stabilized at 24 ◦C. The single-qubit measurements
are implemented with an optics tomographic unit of three mo-
torized waveplates and a polarizing beam splitter per pho-
ton. Twelve multi-element superconducting-nanowire single-
photon detectors, composed of 4 channels each and kept at
T = 0.9 K, enable a pseudo-number resolving detection, with
8an average quantum efficiency of 0.87. Due to technical prob-
lems, two of the multi-element detectors had to be later re-
placed with two single-element detectors. A customized time
tagging and logic module for 48 input-channels counts the
six-fold photons events. After postselection we obtain a total
six-fold coincidence rate of 0.08Hz. The purity of the single
photons, measured with four-fold HOM interference, corre-
sponds to 0.94 [28]. We characterize the six-photon cluster
state by using a subset of stabilizer operators, so-called iden-
tity product [45], giving a lower bound on the state fidelity
of Fexp ≥ 0.64 ± 0.04 and by using a technique based on
a probabilistic protocol for entanglement detection [43, 46],
estimating a fidelity of 0.75± 0.06 (see SM).
Superconducting (IBM and Rigetti) qubits are used inde-
pendently via the two cloud-accessible quantum processors:
the ibmqx2 (also known as IBM Q 5 Yorktown) from IBM
[26, 47] and the Rigetti 19Q from Rigetti [27, 48]. Both ap-
paratuses use transmon qubits, charge qubits which show in-
sensitivity to charge noise thanks to an additional large capac-
itor in the circuit. Variations of the two devices can be found
on the circuit wiring and reading, and the fabrication materi-
als, e.g. the ibmqx2 has a star-shaped connected circuit, based
on fixed-frequency transmons [49], with three qubits avail-
able as control qubits, whereas the Rigetti19Q has tunable-
frequency transmon qubits [50, 51], each coupled to three
fixed-frequency transmon qubits.
The ibmqx2 processor was calibrated twice during our ex-
perimental runs and kept at a temperature of 17.5 mK. We
selected qubits 2, 3, and 4 with frequencies of [5.2, 5.0, 5.3]
GHz, single-qubit gate errors of [3.4, 3.6, 3.3]·10−3, and read-
out errors of [3.5, 1.5, 1.6] · 10−2, respectively. The two-qubit
gate errors consist of [6.7, 3.7] · 10−2 for the controlled gate
between qubit 2 and 3 and between qubit 2 and 4, respectively.
The coherence times are [48.5, 51.7, 39.4] µs for depolariza-
tion and [28.9, 75.6, 49.9] µs for spin dephasing, whereas the
gate time is ∼ 250 ns.
On the Rigetti19Q we exploit the qubits labelled 2, 8 and
13, as they show reduced noise. The chip is maintained at
a temperature of 10 mK. From [51], single-qubit readout fi-
delities are equal to 0.97, 0.947, and 0.921, single-qubit gate
fidelities correspond to 0.981, 0.987 and 0.993 for qubits 2,
8 and 13, respectively, and two-qubit gate fidelities are 0.906
(between qubit 2 and 8) and 0.881 (between qubit 8 and 13).
The qubits coherence time is ∼ 20 µs, whereas entangling
gates time is 100-250 ns.
Trapped ions (Innsbruck) experiments are performed with
qubits encoded in the electronic states of a string of 40Ca+
ions confined in a linear Paul trap [8]. Each ion encodes a
qubit in the ground state S1/2(m = −1/2) = |1〉 and the
meta-stable state D5/2(m = −1/2) = |0〉, which determines
the qubit lifetime of ∼ 1 s. Single qubit Z-rotations are im-
plemented via Stark-shifts induced by tightly focused laser
beams, while collective rotations around any equatorial axis
of the Bloch-sphere are achieved by resonant illumination of
the whole ion string. Entangling operations are implemented
via global Mølmer-Sørensen interactions using a bi-chromatic
laser field [52]. Local gates as well as two-qubit entangling
gates achieve fidelities greater than 99% and operate on a
timescale of 20−30 µs (80 µs for entangling gates), much
faster than the coherence time which is on the order of ∼
100 ms and dominated by laser phase noise. Every run of the
experiment consists of Doppler and sideband cooling of the
ion string, followed by a gate sequence, and finally projection
onto the computational subspace via fluorescence detection
on the P1/2—S1/2 transition with a CCD camera. One such
run takes∼15ms and each experiment is repeated at least 100
times to gather statistics.
9Supplementary Information:
Verification of independent quantum devices
Here we provide full details on the conversion between MBQC and circuit model computations for different choices of flow.
We illustrate this using an explicit example from the main text and also provide complementary results on other graph states.
Finally, we discuss some additional experimental details of the single-photon implementation.
CONVERTING BETWEEN CIRCUIT MODEL AND MBQC
The reference gate in MBQC is Jˆ(α) = HˆRˆz(α),
which follows from the basics of the one-qubit teleportation
scheme [29, 53]. Single qubit universality is obtained by real-
izing that Jˆ(α)Jˆ(0) = Rˆx(α).
The underlying graph for the MBQC pattern can be con-
structed by decomposing a generic unitary computation on a
fixed initial state, |+〉⊗N , in terms of Jˆ(α) gates and CˆZ en-
tangling gates. For each Jˆ(α) gate we add a vertex, and draw
an edge to connect this vertex to the vertex that represents
the preceding Jˆ(α) gate as dictated by the circuit. This is
done recursively, hence creating N wires, which represent the
unitary evolution of each initial qubit state. The last step is
drawing an edge for each CˆZ gate, by connecting the two ver-
tices representing the Jˆ gates that immediately follow the CˆZ
gate in the quantum circuit representation. These few steps
give us the adjacency matrix of a graph G = {V, E}, with ver-
tex set V , and edge set E . The cardinality of the vertex set is
|V| = N +M , where M is the total number of Jˆ(α) gates in
the circuit.
CIRCUITS FOR THE 6-QUBIT H-SHAPED CLUSTER
We consider the two quantum circuits shown in Fig. 2 of
the main text, associated with the six-qubit H-shaped cluster
state. The unitary evolution of two g-flows correspond to:
Jˆ(α5, α6)Jˆ(α3, α4)CZ Jˆ(α1, α2)|++〉,
(S1)
Jˆ(α6)Jˆ(α4, α2)CZ(1,2) Jˆ(α3, α5)1,3CZ(1,3) Jˆ(α1)|+++〉,
(S2)
where Jˆ(αi, αj) = J(αi)1 ⊗ J(αj)2 and Jˆ(αi, αj , αk) =
J(αi)1 ⊗ J(αj)2 ⊗ J(αk)3. When using Jˆ(αi) or Jˆ(αi, αj)
in a circuit with more qubits, this is implicitly understood as
acting on the first set of qubits, unless a subscript indicates
which qubits are acted on. The angles α can be randomly cho-
sen within a specific set. The relationships between correlated
outcomes of the circuits Ca and Cb are
Pr(0, 0)Ca = 2 · Pr(0, 0, 0)Cb ,
Pr(0, 1)Ca = 2 · Pr(1, 0, 0)Cb ,
Pr(1, 0)Ca = 2 · Pr(0, 0, 1)Cb ,
Pr(1, 1)Ca = 2 · Pr(1, 0, 1)Cb , (S3)
where the labels of the outcomes are Pr(b5, b6)Ca , and
Pr(b6, b2, b5)Cb .
The MBQC protocols can be expressed in terms of the sta-
bilizer formalism [54]. A graph state is invariant under sta-
bilizer operations: Given a graph state on n qubits |G〉 =
(
∏
G CˆZ)|+〉⊗n we have:
Kˆv|G〉 = |G〉 , ∀v ∈ V . (S4)
We can rewrite the computation by applying a stabilizer op-
erator on each vertex of the graph state. We consider the sta-
bilizers in their most general form, not restricting to the Pauli
group, and a random bit-string k = {ki}6i=1, ki ∈ Z2 associ-
ated with the six stabilizers. Then the measurement angles α
can be rewritten as
angles =

α˜1 = (−1)k1α1 + k3pi
α˜2 = (−1)k2α2 + (k4 + r2)pi
α˜3 = (−1)k3α3 + (k1 + k4 + k5)pi
α˜4 = (−1)k4α4 + (k2 + k3 + k6)pi
α˜5 = (−1)k5α5 + (k3 + r3)pi
α˜6 = (−1)k6α6 + (k4 + r1)pi
(S5)
where r = {ri}3i=1 and can be used to mask the real outcomes
of the computation. Note that finding these relations, and thus
identifying correlated sampling problems, is computationally
efficient because of the graph structure of the problem.
For example, we select the original angle set—randomly
generated—to be α = { 34pi, 73pi, pi3 , 0, 23pi, pi}, and the random
strings to be k = {1, 0, 0, 0, 1, 0}, r = {1, 0, 1}. Using the
relations above we get α˜ = { 54pi, 73pi, 73pi, 0, pi3 , 0}. If we sim-
ulate the two circuits we obtain:
Pr(b5, b6) =

0.207 if b5, b6 = (0, 0),
0.393 if b5, b6 = (0, 1),
0.043 if b5, b6 = (1, 0),
0.357 if b5, b6 = (1, 1),
(S6)
and
Pr(b6, b2, b5) =

0.179 if b6, b2, b5 = (0, 0, 0),
0.196 if b6, b2, b5 = (0, 0, 1),
0.060 if b6, b2, b5 = (0, 1, 0),
0.065 if b6, b2, b5 = (0, 1, 1),
0.021 if b6, b2, b5 = (1, 0, 0),
0.104 if b6, b2, b5 = (1, 0, 1),
0.064 if b6, b2, b5 = (1, 1, 0),
0.311 if b6, b2, b5 = (1, 1, 1).
(S7)
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The strings we have to compare are the following
Pr(0, 0)Ca = 2 · Pr(0⊕ r1, 0⊕ r2, 0⊕ r3)Cb
= 2 · Pr(1, 0, 1)Cb , (S8)
Pr(0, 1)Ca = 2 · Pr(1⊕ r1, 0⊕ r2, 0⊕ r3)Cb
= 2 · Pr(0, 0, 1)Cb , (S9)
Pr(1, 0)Ca = 2 · Pr(0⊕ r1, 0⊕ r2, 1⊕ r3)Cb
= 2 · Pr(1, 0, 0)Cb , (S10)
Pr(1, 1)Ca = 2 · Pr(1⊕ r1, 0⊕ r2, 1⊕ r3)Cb
= 2 · Pr(0, 0, 0)Cb . (S11)
By checking the outcomes above, we confirm the correctness
of the relations.
PHOTONIC H-SHAPED CLUSTER STATE
CHARACTERIZATION
We first characterize the six-photon cluster state using a
technique based on subsets of stabilizer operators, referred
to as Identity Products (ID) [45]. The method exploits the
entanglement of the operators to obtain a lower bound on the
fidelity of the state and a proof of a Bell-type inequality with a
minimal number of measurement settings. There exist a large,
unquantified number of equivalent minimal subsets of stabi-
lizers for the 6-qubit states. Here we repeat the characteri-
zation procedure with two equivalent ID sets, composed of 7
measurements:
ZZIIII
ZZIXXX
IZIXYY
XYXYYY
YYYYXX
XXYYXX
YXXYXX
(a)
ZZIIII
ZZIXXX
IZIYYX
YYYXYX
XXYYYY
XYXXYX
YXXXXY
(b)
where we have omitted the tensor product symbols for com-
pactness. From the ID measurements we extract an ID-Bell
parameter 〈αID〉exp, where αID =
∑M
i λiOi and M is the
number of measurements settings in the ID and Oi is the ith
stabilizer operator of the ID. A Bell-type violation in this case
is obtained if 〈αID〉exp > M − 2. The experimental re-
sults show violations of the Bell-type inequality of 3.4σ and
2.4σ, respectively. A minimum value of the fidelity can be
calculated as Fmin = (〈αID〉exp − M + 4)/4, providing
Fmin = 0.64± 0.04 for the first ID and Fmin = 0.66± 0.07
for the second ID. The error bars are reduced for the first set
because of a longer acquisition time: 1.5 h and 0.7 h for the
first and second set, respectively. The experimental expecta-
tion values for the two IDs are reported in Fig. S1. In both
cases the results of the 6-qubit H-shaped cluster state show a
violation of the ID-Bell inequality and high minimal fidelity.
The non-ideal results are mainly due to the unbalanced losses
present at the polarizing beam splitters stage, the imperfect
FIG. S1. Expectation values of the measured stabilizer operators for
the two identity product related to the 6-qubit H-shaped cluster state.
polarization compensation along the single mode fibers con-
necting the three sources, and the non-unity purity of the sin-
gle photons.
Furthermore we follow a probabilistic protocol for entan-
glement detection [43, 46] in order to estimate the experi-
mental fidelity of the state. This method entails a significant
reduction of resources, that is, it needs in our case only a very
low number of detection events (around 100) to verify the
presence of entanglement in our cluster state with more than
99% confidence. We obtain a fidelity of 0.75± 0.06, which is
comparable to fidelities obtained in state-of-the-art photonic
experiments [55]. More details about the cluster state charac-
terization can be found in [43].
COMPLEMENTARY RESULTS
Here we report data related to the evaluation of quantum
circuits equivalent to closed lattice cluster states, without per-
forming the respective measurement based quantum compu-
tation. Specifically we consider the closed 2D cluster states
involving 8 and 10 qubits shown in Fig. S2. We refer to those
as Box Cluster 2x4 and Box Cluster 2x5, respectively, with
2xj (j = [4, 5]) labels the height and width of the cluster.
Different types of circuits are performed on pairs of quan-
tum devices. In the following table all the correlated devices
with the implemented circuits specifications (input qubits and
circuit depth) are reported.
Box Cluster input depth Q. device
2x4
2 4 Oxford
2 4 Innsbruck
4 2 IBM
2x5 2 5 Oxford5 2 IBM2
Note that the 5x2 cluster was measured using a different IBM
device, namely the ibmqx3 [56] (IBM Q 16 Rueschlikon),
which we refer to as IBM2. This device has similar speci-
fications as the first IBM quantum processor used here, but
allows for computations with up to 16 qubits.
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Input qubit
Non-I/O qubit
Output qubit
1 3 7
2 4 8
5
6
9
10
1 3 7
2 4 8
5
6
9
10
C2x5= J1
J2
J3
J4
J5
J6
J7
J8
J9
J10
C5x2=
J1
J3
J5
J7
J9
J2
J4
J6
J8
J10
a
b
Ji RZ (  i)
FIG. S2. The Box Cluster 2x5 with two choices of g-flow. a The “left-to-right” flow maps to the 2-qubit, depth-5 circuit C2x5, whereas the
b “top-to-bottom” flow maps to a 5-qubit, depth-2 circuit C5x2. The construction for the Box Cluster 2x4 is equivalent with the elements in
dashed borders removed.
Box Cluster
As in the main text, the equivalences for the outcome prob-
abilities obtained from the two circuits based on the Box Clus-
ter 2x4 are:
Pr(0, 0)C2x4 = 4 · Pr(0, 0, 0, 0)C4x2 ,
Pr(0, 1)C2x4 = 4 · Pr(0, 0, 0, 1)C4x2 .
Similarly, for the Box Cluster 2x5 we obtain:
Pr(0, 0)C2x5 = 8 · Pr(0, 0, 0, 0, 0)C5x2 ,
Pr(0, 1)C2x5 = 8 · Pr(0, 0, 0, 0, 1)C5x2 .
We ran 100 C2x4 circuits on the Oxford and Innsbruck ma-
chines, with the correlated 100 C4x2 circuits run on the IBM
processor. For the 2x5 case we ran 100 C2x5 circuits on the
Oxford machine and the correlated 100 C5x2 circuits on the
IBM processor. In each case, pair-wise cross-check verifica-
tion was performed between all devices, as well as individual
comparisons to theory. Scatterplots of the outcome probabili-
ties are shown in Fig. S3 and all relevant numerical values are
given in the caption of that figure. As in the main text, we
find that the squared `2 distance enables a very good estimate
of the true performance of the devices in agreement with the
theory simulation.
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FIG. S3. Data for cross-verification using the Box Cluster 2x4 (left) and 2x5 (right). (a) Scatterplots of outcome probabilities compared to
the theoretical expectation for (from left to right): Oxford, Innsbruck, IBM for the 2x4-cluster, and Oxford, IBM2 for the 2x5 cluster. The
squared `2-distances ‖p1 − p2‖2 for these theory comparisons are 0.00200(3), 0.0578(5), 0.0123(6), 0.00400(8), 0.145(1). This is in
good agreement with the trends seen from a linear least-squares regression (blue line) quantifying the deviation from the ideal correlation
(red dashed line), with the resulting regression slopes R with 1-sigma uncertainties given in the top left corner of the respective figure panel.
(b) Scatterplots of the outcomes probabilities for two-by-two cross-check verification between Oxford–IBM, Innsbruck–IBM, and Innsbruck–
Oxford for the 2x4 cluster, and Oxford–IBM2 for the 2x5 cluster. The squared `2-distances ‖p1−p2‖2 for the cross-validations are 0.0504(6),
0.060(2), 0.0115(6), 0.118(1). This is in good agreement with the regression coefficientsR obtained from linear total least squares regression
(blue line) given in the top left corner of the respective figure panel. Experimental error bars correspond to 1-sigma statistical uncertainty and
the blue shaded bands represent 3-sigma mean prediction intervals for the regression.
