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Tato práce se zabývá problematikou akcelerace výpočtu neuronových sítí skrze jejich imple-
mentaci v programovatelných hradlových polích FPGA. Práce představuje dvě různé hard-
warové implementace neuronových sítí, které porovnává mezi sebou a s volně dostupnou
softwarovou implementací. Dále práce představuje nástroje usnadňující VHDL implemen-
taci neuronových sítí.
Abstract
This thesis deals with an acceleration of neural networks, which are implemented into the
field programmable gate arrays. Two different hardware implementation are presented and
compared with each other and confronted with the software implementation. The tools for
easy implementation of neural networks in FPGAs are introduced.
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V roce 1943 Warren McCulloch a Walter Pitts představili v článku A Logical Calculus of
Ideas Immanent in Nervous Activity [13] matematický popis neuronu jako logického přepí-
nače a dokázali, že sestavením sítí z takových neuronů je možné realizovat libovolné operace
výrokové logiky. V roce 1949 definoval Donald Hebb ve své knize The Organization of Be-
havior [7] první učící algoritmus neuronových sítí. V roce 1957 Frank Rosenblat zobecnil
model neuronu na perceptron [20], který počítal s reálnými čísly, zároveň definoval učící al-
goritmus, který v konečeném čase najde odpovídající váhový vektor nezávisle na počáteční
kofiguraci. Na základě tohoto sestavil první neuropočítač Mark Perceptron I, který dovedl
rozpoznávat znaky. Úspěšná prezentace tohoto počítače k neuronovým sítím přitáhla první
vlnu zájmu. Na přelomu 50. a 60. let Karl Steinbuch vyvinul model bibární asociativní sítě
[24]. V roce 1969 Marvin Minsky a Seymour Papert ve své knize Perceptrons [15] poukázali
na nemožnost realizovat logickou funkci XOR jediným perceptronem. Tuto funkci sice bylo
možné realizovat dvouvrtsvou sítí se třemi perceptrony, ale v té době nebyl znám algoritmus
učení vícevrtsvých sítí. Z toho autoři nesprávně odvodili nemožnost takového algoritmu. To,
spolu s vyčerpáním většiny nápadů, vedlo k úpadku zájmu o neuronové sítě a odliv financí
z výzkumu tohoto oboru. Ten však v tichosti pokračoval a v 80. letech se znovu dostal do
popředí. V roce 1982 představil John Hopfield nový model neuronové sítě fungující jako au-
toasociativní paměť [9]. Ve stejném roce vznikl také model samoorganizující se Kohonenovy
sítě [10]. V roce 1986 David Rumelhart, Geo Rey Hinton a James McClelland publikovali
[22] důležitý algoritmus učení založený na zpětném šíření chyby - backpropagation. V roce
1987 se v San Diegu konala první velká konference, IEEE International Conference on
Neural Networks, výhradně zaměřená na neuronové sítě, na níž byla založena mezinárodní
společnost pro výzkum neuronových sítí INNS (International Neural Network Society). Od
té doby se neuronové sítě stále těší zájmu odborné veřejnosti.
Tato práce pojednává o implementaci neuronových sítí v programovatelných hradlových
polích. Kapitola 2 představuje úvod do neuronových sítí a také do konceptu napomáhajícímu
implementaci neuronových sítí v FPGA. Kapitola 3 krátce pojednává o obvodech FPGA a
kapitola 4 pojednává o samotné implementaci neuronových sítí v těchto obvodech. Kapi-
tola 5 představuje nástroje sloužící k usnadnění implementace neuronových sítí v FPGA.
Kapitola 6 srovnává hardwarové implementace mezi sebou a se softwarovou implementací.




2.1 Úvod do neuronových sítí
Neuronové sítě [16] se, podobně jako mozek, skládají z neuronů a spojů (synapsí), které je
mezi sebou propojují. Topologie propojení neuronů synapsemi jsou pak definovány jednot-
livými modely neuronových sítí, kterých existuje více.
2.1.1 Neuron
Na obrázku 2.1 představujícím obecný model neuronu, má každý neuron n vstupů x, které
se s příslušnými vahami w uplatňují jako vstup funkce f , jejíž výstup je zároveň výstupem
neuronu y. Ze vstupních impulsů x a vah w se počítá vážený součet, kterému se často říká
potenciál (v angličtině se často označuje net). Ten je pak vstupem funkce f , které se říká





y = f(net) (2.2)
Obrázek 2.1: Obecná struktura neuronu
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Obrázek 2.2 zobrazuje schematickou značku neuronu používanou ve zbytku této práce.
Obrázek 2.2: Vnější pohled na neuron
2.1.2 Aktivační funkce
Jak bylo řečeno v sekci 2.1.1, základním prvkem výpočtů v neuronu je aktivační funkce,
která se počítá z potenciálu a vytváří výstup neuronu. Konkrétní podoba této funkce se
odvíjí od konkrétního modelu neuronové sítě, ale obecně se jedná o rostoucí, spojitou, deri-
vovatelnou funkci jedné proměnné. Používají se také funkce, které nejsou spojité a na celém
definičním oboru derivovatelné. Jejich problémem ale je, že k naučení sítě požívající tyto
funkce nemůže být použit algoritmus uvedený v sekci 2.2.1. Často používanými aktivačními
funkcemi jsou například funkce sigmoid (2.3), unipolární skoková funkce (2.4), bipolární







0 pro x ≤ 0
1 pro x > 0
(2.4)
bipolar step(x) =
{ −1 pro x ≤ 0







Průběhy těchto funkcí jsou znázorněny na obrázku 2.3
2.1.3 Práh
Práh je nástroj, který zvyšuje sílu neuronových sítí tím, že umožňuje posunout průběh
aktivační funkce po ose x doprava nebo doleva. To je dosaženo přičtením hodnoty prahu k
potenciálu neuronu, jak ukazuje rovnice (2.8), kde θ je práh.
y = f(net+ θ) (2.8)
Pro implementaci prahu se často používá důmyslný trik, spočívající v přidání synapse s
vahou rovnou hodnotě prahu vedoucí od virtuálního neuronu, jehož výstup je trvale roven
1. Tím je jednoduše zajištěno započítání prahu a zároveň je tím umožněno naučit prahy
stejně jako váhy.
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Obrázek 2.3: Grafy některých aktivačních funkcí
2.1.4 Vrstvy
Neurony jsou v neuronových sítích obyčejně organizovány do vrstev. Těchto vrstev může
být různý počet a mohou obsahovat různé počty neuronů. Počty vrstev a neuronů v nich,
propojení uvnitř vrstev a mezi vrstvami pak definují jednotlivé modely neuronových sítí.
Neuronová síť pak může vypadat třeba jako na obrázku 2.4.
2.1.5 Typy a dělení neuronových sítí
Neuronové sítě můžeme dělit z různých hledisek. Prvním hlediskem může být počet vrstev
- neuronové sítě sestávající z jedné vrstvy nazýváme jednovrstvé, ostatní vrstvené. Druhým
hlediskem může být směr šíření signálů v síti - sítě, v nichž se signály šíří jen do následujících
vrstev nazýváme nerekuretní, zatímco sítě, v nichž se signály vracejí do stejné vrstvy nebo
předchozích vrstev nazýváme rekuretní. Dalším hlediskem může být způsob učení sítě - sítě,
v jejichž procesu učení vystupuje nějaká entita hrající roli učitele nazýváme sítě s učitelem,
sítě, které učitele nemají nazýváme sítě bez učitele, které se v některých případech nazývají
samoorganizující.
2.1.6 Učení neuronových sítí
Učení neuronových sítí obecně pobíhá na principu modifikace vah synapsí (které jsou
zpočátku nastaveny náhodně) - jak vyplývá ze sekce 2.1.1, modifikace vah způsobí při
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stejném vstupu změnu výstupu sítě, takže při učení jsou váhy obecně nějakým způsobem
modifikovány tak dlouho, dokud výstup neuronové sítě nespňuje nějaký požadavek na něj
kladený. Toto probíhá na základě různých algoritmů, existují ale dva základní modely učení
neuronových sítí.
Učení s učitelem probíhá za pomoci nějaké entity, nazývané učitel, která neuronové
síti předkládá příklady z tzv. trénovací množiny, což je množina vstupních dat, na něž zná
učitel požadovaný výstup, a hodnotí výstup sítě. Na základě tohoto hodnocení jsou pak
modifikovány váhy.
Učení bez učitele neprobíhá za pomoci žádné entity, která by na učení neuronové sítě
dohlížela. Není dopředu definován žádný cílový výstup sítě. Síť se učí sama na základě
souvislostí v datech trénovací množiny, podle kterých se sama organizuje. Tomuto způsobu
učení se tak často říká samoorganizace.
2.2 Modely neuronových sítí
Existuje mnoho různých modelů neuronových sítí, mající různé vlastnosti a určení. Tyto
modely definují strukturu sítě z hlediska vrstev neuronů a jejich propojení, určují aktivační
fukci a další aspekty relevantní pro dané modely. V tomto textu se podíváme je na několik
základních modelů.
2.2.1 Backpropagation model
Backpropagation model [16] je základní a nejpoužívanější model neuronových sítí. Jedná se
o nerekuretní vrstvenou síť s jednou vstupní vrstvou, jednou výstupní vrstvou a jednou nebo
více skrytými vrstvami. Na vstupy neuronů jsou přivedeny výstupy všech neuronů předchozí
vsrtvy (viz. obrázek 2.4). Počet neuronů ve vstupní a výstupní vrstvě je dán velikostí
vstupního a výstupního vektoru, počty neuronů ve skrytých vrstvách a počet skrytých vrstev
může být různý. Backpropagation model využívá učení s učitelem, který síti předkládá
příklady a kontroluje výstup sítě. Na základě odchylky od odčekávaného výstupu jsou pak
modifikovány váhy. Modifikace vah se šíří od výstupní vrstvy přes skryté vrtsvy směrem k
vrstvě vstupní, odtud se tento model nazývá backpropagation (zpětná propagace).
Učení v backpropagation modelu
Jak bylo řečeno v sekci 2.2.1, sítě tohoto modelu se učí za pomoci učitele, který síti předkládá
j trénovacích vektorů x. Z výstupu sítě yj a očekávaného výstupu sítě tj je pak vypočtena






(tj − yj)2 (2.9)
Při učení je pak nutno tuto odchylku snižovat, je tedy nutné, uvažujeme-li E za funkci
vah, hledat minimum této chybové funkce. K tomu se používají různé metody jako např.
simulované žíhání nebo častěji gradientní metody. Použitím gradientní metody odvodíme













ij = ηδjoi + α∆w
(n−1)
ij (2.11)
Rovnice (2.10) popisuje změnu vah přičtením odchylky, která se vypočítá podle rovnice
(2.11). V této rovnici η a α jsou kladná čísla, pro jejichž výpočet není definován vzorec.
Proto se jejich hodnota stanoví libovolně a v průbehu učení se může měnit pro dosažení
lepší konvergence.
Za předpokladu, že jako aktivační funkci používáme funkci sigmoid (2.3) s prahem,
můžeme δj definovat [16] pro výstupní a skryté vrstvy takto:
Výstupní vrstva:
δj = (tj − oj) oj (1− oj) (2.12)
Kde oj je výstup výstupního neuronu j a tj je požadovaný výstup tohoto neuronu.
Skryté vrstvy:




Kde bylo δk vypočteno v rovnici (2.12) a suma
∑
k byla vypočítána přes neurony ve výstupní
vrstvě.
2.2.2 Jiné modely
Kromě backpropagation modelu existuje řada dalších modelů neuronových sítí. Shortcut
perceptron je speciálním případem backpropagation modelu, ve kterém jsou neurony pro-
pojeny se všemi neurony ve všech předchozích vrstvách, nikoliv jen s tou předchozí. Dalším
známým modelem jsou Hopfieldovy sítě [17] [9], jednovrsvé rekurentní sítě používané na-
příklad jako asociativní paměť. Dalším zajímavým zástupcem jsou Kohonenovy sítě [17]
[10], což jsou jednovrtsvé plně propojené sítě vhodné ke kategorizaci.
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2.3 Zjednodušení synaptického propojení
Složitost propojení neuronů synapsemi může být problémem implementace neuronových sítí
v hardware. Synaptické propojení totiž bývá značně složité, skládající se z velkého počtu sy-
napsí. Tato struktura není pro implementaci v hardware nejvhodnější protože přímá imple-
mentace je výrazně prostorově složitá viz. kapitola 6. Existuje koncept, snižující prostorovou
složitost implementace při zachování vysoké míry paralelizace.
2.3.1 FPNA
FPNA (Field Programmable Neural Array) [4] je koncept zjednodušující topologii neuro-
nové sítě sloučením několika synapsí a jejich serializací. Vytváří tak síť s menším počtem
synapsí, ale stejným počtem neuronů, aproximující původní neuronovou síť. Byl navržen,
aby zjednodušil implemnetaci neuronových sítích v FPGA.
Definice 1. Na FPNA můžeme nahlížet jako na orientovaný graf (N,E), kde N je uspořá-
daná množina uzlů a E je množina orientovaných hran:
N - uspořádaná množina uzlů – aktivátorů
E - množina orientovaných hran – spojů
Každý uzel má množinu předchůdců: Pred(n) = {p ∈ N, (p, n) ∈ E}
Každý uzel má množinu následníků: Succ(n) = {s ∈ N, (n, s) ∈ E}
Množina vstupních uzlů: Ni = {n ∈ N,Pred(n) = ∅}
Každý spoj (p, n) ∈ E má definován afinní operátor: α(p,n) = Wn(p)x+ Tn(p)
Každý nevstupní aktivátor n ∈ N má definován iterační operátor in (pro sběr potenciálu)
Každý nevstupní aktivátor n ∈ N má definován funkční operátor fn (aktivační funkci)
Jak je uvedeno v definici 1, vrcholy grafu se nazývají aktivátory. Aktivátory aplikují na
množinu svých vstupů přenosovou funkci. Aktivátory tedy reprezentují neurony. Hrany v
grafu FPNA se nazývají spoje, a provádějí affinní trasformaci svých vstupů. Jak je z definice
této transformace vidět, spoje provádějí násobení vstupů vahami. Násobení vahami se tedy
neprovádí v aktivátorech (neuronech), ale ve spojích a aktivátory tedy provádějí nikoliv
vážený, ale obyčejný součet vstupních hodnot (za použití iteračního operátoru in), na nějž
pak aplikují přenosovou funkci (funkční operátor fn). Výrazným rozdílem mezi synapsemi
a FPNA spoji je ten, že spoje neaproximují jednotlivou každou synapsi, ale aproximují část
počtu synapsí, mezi dvěma aktivátory tak může ležet několik spojů za sebou a násobení
váhou se provádí po částech ve všech. FPNA nedefinuje konkrétní propojení, ani konkrétní
hodnoty některých parametrů, které jsou potřeba pro konstrukci konkrétní sítě. FPNA tedy
popisuje nikoliv jednu neurální síť, ale celou skupinu neurálních sítí.
2.3.2 FPNN
FPNN (Field Programmable Neural Network) [4] je jedna z možných konfigurací nějakého
FPNA. Udává konrétní propojení neurálních zdrojů a hodnoty všech parametrů a slouží
tak k popisu konkrétní sítě. Pro nevstupní uzly a spoje definuje:
Definice 2.
Θn ∈ R - počáteční hodnota vnitřní iterační proměnné v aktivátoru (může sloužit
jako práh)
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an ∈ N - počet iterací (použití iteračního operátoru), po nichž aktivátor aplikuje fun-
kční operátor
Wn(p), Tn(p) ∈ R - konkrétní hodnoty koeficientů afinního operátoru α(p,n)
∀p, p ∈ Pred(n) : rn(p) - binární příznak určující, zda jsou spoj (p, n) a aktivátor n
propojeny
∀s, s ∈ Succ(n) : Sn(s) - binární příznak určující, zda jsou aktivátor n a spoj (n, s)
propojeny
∀p, s; p, s ∈ Pred(n), s ∈ Succ(n) : Rn(p, s) - binární příznak určující, zda jsou spoje
(p, n) a (n, s) propojeny
Pro každý vstupní uzel:
c ∈ N - počet vstupů
∀s, s ∈ Succ(n) : Sn(s) - binární příznak určující, zda jsou vstupní uzel n a spoj (n, s)
propojeny
Jak vidíme v definici 2, FPNN binárními příznaky definuje lokální propojení aktivátorů
se spoji a spojů se spoji. Definuje také koeficienty affinních operátorů spojů a přidává
několik dalších parametrů.
Popis funkce FPNN
Neurální zdroje pracují autonomně a kontinuálně s ostatními. Jsou také (většinou) pro-
pojeny s některými svými předchůdci, od nichž získávají data ke zpracování, a s několika
následníky, jimž předávají výsledky své práce. Toto předávání dat se děje formou poža-
davků. Vždy, když nějaký neurální zdroj dokončí výpočet a vystaví jeho výsledek na výstup,
zárověň pošle svým připojeným následníkům zprávu, že má pro ně data – vygeneruje poža-
davky. Následníci však mohou být zrovna zaměstnáni a nepřevezmou si data hned. Proto
následníci při převzetí požadavku posílají zpátky potvrzení o jeho převzetí. Každý neurální
zdroj pak musí pozastavit svou činnost, dokud nedostane potvrzení od všech následníků.
Teprve poté sám přijme další požadavek. Činnost neurálních zdrojů jde tedy shrnout do
následujících bodů:
1. Neurální zdroj vybere ke zpracování jeden z požadavků od předchůdců čekajících na
jeho vstupu. Pokud žádné požadavky na zpracování nečekají, neurální zdroj čeká,
dokud nějaký nepřijde.
2. Pošle potvrzení předchůdci, který vybraný požadavek vznesl.
3. Zpracuje požadavek:
Spoj : Na přijatá data aplikuje affinní operátor.
Aktivátor : Na přijatá data aplikuje iterační operátor. Pokud se nachází v poslední
iteraci – provedl parametrem a předepsaný počet iterací – na iteračním operátorem
akumulovaná data aplikuje funkční operátor (přenosovou funkci) a pokračuje bodem
4. Pokud se v poslední iteraci nenachází, pokračuje bodem 1.
4. Vystaví výsledek na svůj výstup a vygeneruje požadavky pro připojené následníky.
5. Počká, dokud neobdrží potvrzení pro všechny požadavky.
6. Pokračuje bodem 1.
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V bodu 1 je důležitý způsob, jakým dochází k výběru požadavků. Pro správnou funkci
FPNN je nutné, aby byly požadavky vybírány spravedlivě. Kdyby tomu tak nebylo, mohlo
by docházet k zbytečným prodlevám práce některých částí sítě. Horším problémem by bylo,
kdyby se některá část sítě zpozdila tak, že při dávkovém zpracování dat by aktivátory při
iterování nad požadavky mohly počítat s daty požadavku patřícímu do jiné dávky dat, což
by zapříčinilo chybný výsledek celého výpočtu. Je tedy potřeba zvolit vhodnou techniku
výběru požadavků, která těmto problémům předejde – například Round&Robin.
Mřížová struktura FPNN
Koncept FPNA/FPNN zjednodušuje topologii propojení slučováním synapsí a jejich seriali-
zací. Dosahuje toho pomocí mřížové struktury propojení aktivátorů, jak znázorňuje obrázek
2.5. Na tomto obrázku kruhy představují aktivátory, tlusté šipky představují spoje a tenké
šipky značí propojení jednotlivých jednotek signály. Na obrázku je vidět, že výstup každého
aktivátoru je napojen na jeden spoj, který je připojen na aktivátor v následující vrstvě a
také k řetězci spojů uvnitř vrtsvy, který realizuje propojení s ostatními aktivátory. Jed-
notlivé synapse (váhy) jsou tedy aproximovány sekvencí jednoho či více spojů. Konstrukce
mřížového FPNN je popsána v [4].
Obrázek 2.5: Mřížová struktura FPNN
Příklad
Činnost FPNN bude prakticky vysvětlena v následujícím příkladu, který vychází z příkladu
uvedeném v [4]. Mějme neuronovou síť z obrázku 2.6:
FPNN pro síť z obrázku 2.6 by mohlo být definováno takto:
N = {nx, ny, n1, n2, n3, n4}
E = {(nx, n1), (ny, n4), (n1, n2), (n2, n1), (n1, n4), (n4, n1), (n3, n4), (n4, n3), (n2, n3)}
in1 = in2 = in3 = in4 = ((x, x
′)→ x+ x′)
fn1 = fn2 = fn3 = fn4 = (x→ tanh(x))
pro n1 : rn1(nx), rn1(n4), Sn1(n4), Rn1(nx, n2), Rn1(n2, n4), Rn1(n4, n2)
pro n2 : rn2(n1), Sn2(n1), Rn2(n1, n3)
pro n3 : rn3(n2), rn3(n4), Sn3(n4)
pro n4 : rn4(n1), rn4(n3), Rn4(ny, n1), Rn4(ny, n3)
a1 = 2, a2 = 2, a3 = 2, a4 = 3
cnx = cny = 1
Všechny ostatní hodnoty jsou nulové.
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Obrázek 2.6: Neuronová síť příkladu FPNN
V definici vidíme, že všechny iterační operátory i jsou definované jako obyčejné sčítání.
Všechny funkční operátory f , které v aktivátorech realizují přenosové funkce, jsou defino-
vány jako hyperbolický tangents. Parametry aktivátorů a udávající počet iterací příslušnými
operátory i, jsou nastavené v souladu s počtem synapsí, které do daného neuronu ve výchozí
neuronové síti vedou. Parametry vstupů c říkají, že jsou na každém vstupním uzlu očeká-
vána pouze jedna data. Pro všechny aktivátory jsou také definovány příznaky propojení s
ostatními zdroji. Toto propojení je na obrázku 2.7.
Obrázek 2.8 ilustruje činnost vzorového FPNN v devítí krocích, v nichž se děje násle-
dující činnost:
1. Spoje (nx, n1), (ny, n4) zpracovávají vstupní data a generují požadavky pro aktivátor
n1 a spoje (n1, n2), (n4, n1) a (n4, n3).
2. V druhém kroku pracují aktivátor n1 a spoje (n1, n2), (n4, n1) a (n4, n3) konkurentně
zpracovávají požadavky a generují nové požadavky pro aktivátory n1, n2 a n3 a spoje
(n1, n2) a (n2, n3).
3. Ve třetím kroku pracují aktivátory n1, n2, n3 a spoj (n2, n3). Aktivátor n1 nyní také
generuje požadavek, protože již zpracoval potřebný počet vstupních požadavků. Spoj
(n1, n2) má na vstupu sice také čekající požadavek ze spoje (n4, n1), nicméně jej
nemůže zpracovat, protože čeká na potvrzení převzetí požadavků od aktivátoru n2 a
spoje (n2, n3).
4. Nyní již spoj (n1, n2) svůj požadavek zpracovává zároveň se spojem (n1, n4), který
také poprvé vygeneruje požadavek pro aktivátor n4.
5. V tomto kroku své požadavky zpracovávají spoj (n2, n3) a aktivátory n2 a n4, který
přitom zpracovává první ze tří očekávaných požadavků, ve vzorové neurální síti to
jsou data od neuronu 1.
6. Spoj (n2, n1) a aktivátor n3 zpracovávají požadavky.
7. Spoje (n1, n4) a (n3, n4) zpracovávají požadavky a generují zbývající dva požadavky
pro aktivátor n4.
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Obrázek 2.7: Vzorové FPNN
Obrázek 2.8: Činnost vzorového FPNN
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8. Aktivátor n4 zpracovává požadavek od spoje (n1, n4), která přišla přes spoj (n2, n1)
od aktivátoru n2, ve vzorové neurální síti by to tedy byla data od neuronu 2.
9. Aktivátor n4 zpracovává poslední požadavek od spoje (n3, n4), ve vzorové neurální
sítí to jsou data od neuronu 3. Výstup tohoto aktivátoru je výstupem celého FPNN.
Na 2.8 obrázku je patrné, jak data putují od vstupních uzlů až na výstup. Dobře vi-
ditelná je i konkurentnost práce jednotlivých neurálních zdorjů. Z obrázků je také zřejmé,
že k některým aktivátorům se data nedostávají přímo, ale procházejí v několika krocích
několika spoji, či dokonce procházejí několika různými cestami přes různé posloupnosti
spojů. Data tedy na cestě k ativátoru podstupují několik affinních transformací. Affinní
trasformace aproximují váhy jednotlivých synapsí mezi neurony. Protože parametr T je v
tomto FPNN definován pro všechny spoje nulový, dochází pouze k samotnému násobení dat
parametrem W . Je tedy zřejmé, že vážení jednotlivých dat je rozděleno do jednoho nebo
několika násobení či dokonce součtu několika násobení (tento součet ale provádí aktivátor).
Můžeme definovat aproximace konkrétních váh jako posloupnost jednotlivých násobení či
součtu násobení ve vzorovém FPNN např. takto:
wx,1 = Wn1(nx)
wx,2 = Wn1(nx) ·Wn2(n1)
wx,3 = Wn1(nx) ·Wn2(n1) ·Wn3(n2)
wy,1 = Wn4(ny) ·Wn1(n4)
wy,2 = Wn4(ny) ·Wn1(n4) ·Wn2(n1)
wy,3 = Wn4(ny) ·Wn4(n3) +Wn4(ny) ·Wn1(n4) ·Wn2(n1) ·Wn3(n2)
w1,4 = Wn4(n1)





FPGA (Field Programmale Gate Array) [12], česky programovatelná hradlová pole, jsou čís-
licové integrované obvody obsahující množství programovatelných bloků propojených kon-
figurovatelnou propojovací maticí. Jedná se o obvody, jejichž funkce není továrně napevno
stanovena, ale je programovatelná na straně zákazníka. Jedná se tedy o obvody typu PLD
(Programmable Logic Device), mezi nimiž mají nejobecnější strukturu, jsou nejflexibilnější
a obsahují nejvíce logiky.
Z dostupných prostředků s obvody FPGA na naší fakultě byla pro implementaci zvolena
vývojová karta ML605 s FPGA rodiny Virtex-6 firmy Xilinx, o které pojednává sekce 3.1.
3.1 Rodina Virtex-6
Základní výpočetní jednotkou obvodů rodiny Virtex-6 je look up table - LUT (vyhledávací
tabulka). Ty se skládají z N-bitové paměti RAM a multiplexoru N:1. V paměti LUT může
být uložna pravdivostní tabulka logické funkce, přičemž vstupní bity LUT slouží jako adresa
do této tabulky, čímž je realizována logická funkce. Pomocí LUT a jejich propojení tedy
můžeme realizovat libovolnou logickou funkci. V obvodech FPGA rodiny Virtex-6 mohou
být LUT konfigurovány jako 6-vstupé (64 bitů RAM) s jedním výstupem, nebo dvě 5-vstupé
(32-bitová RAM) se dvěma oddělenými výstupy.
Čtyři 5-vstupé LUT, 8 klopných obvodů, 3 multiplexory a carry logika tvoří blok zvaný
slice. Dva slice pak tvoří CLB - Configurable Logic Block. FPGA rodiny Virtex-6 obsahují
matici tisíce bloků CLB propojených sběrnicí. Kromě CLB pak FPGA obsahují stovky
až tisíce Block RAM - 36 Kbit paměťové bloky, které mohou být konfigurovány i jako
dva 18 Kbitové. Dalšími důležitými bloky jsou DSP48E1, což jsou rychlé a optimalizované
výpočetní jednotky obsahující mnoho funkcí. Ke komunikaci naprogramovaného FPGA s
okolím pak slouží bloky IOB (input-output block).
3.2 Programování
Jedním z způsobů programování obvodů FPGA je jazyk VHDL [26], což je jazyk typu HDL
(Hardware Description Language). Nabízí prostředky pro popis číslicových obvodů pro si-
mulaci i fyzickou implementaci, který je nezávislý na cílové technologii. Syntakticky vychází
z jazyka ADA. Vznikl v rámci výzkumného projektu VHSIC (Very High Speed Integrated
Circuits) amerického ministerstva obrany v roce 1981. V roce 1987 byl standartizován IEEE.
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3.3 Překlad
Převod kódu napsaném v jazyce typu HDl na hardwarovou reprezentaci probíhá v nástrojích
firmy Xilinx v několika krocích (anglické názvy jednotlivých kroků jsou zažité termíny, proto
nejsou přeloženy):
Synthesis V této fázi dochází k překladu zdrojového kódu na technologicky specifický
netlist, což je soubor popisující propoje mezi jednotlivými použitými prostředky (LUT,
registry, DSP obvody atd.). Výstupem je NGC soubor.
Translate V této fázi dochází k propojení NGC netlistu se souborem s constraints, tedy
předpisy popisující časování, propojení s piny FPGA a další údaje související s cílovým
FPGA. Výstupem je NGD soubor (Native Generic Database).
Map V této fázi dochází k mapování logiky z NGD souboru na konkrétní komponenty
dostupné v cílovém FPGA. Výstupem je soubor NCD (Native Circuit Description).
Place & Route V této fázi se protředky popsané v NCD souboru dosazeny na konkrétní
pozice v FPGA a následně jsou mezi nimi vytvořena požadovaná propojení. Výstupem
této fáze je také NCD soubor, ten ale obsahuje také dodatečné údaje.
Generating Programming File V této fázi se z NCD souboru vygeneruje soubor vhodný
pro nakonfigurování obvodu FPGA. Jedná se o soubor BIT (bitstream). Tímto sou-
borem může být skrze programovací rozhraní FPGA naprogramováno.
16
Kapitola 4
Implementace neuronových sítí v
FPGA
Neuronové sítě jsou struktury s velkým potenciálem pro paralelizaci výpočtů. Jedním z
možných způsobů, jak toho dosáhnout je implementovat je v hardware takovým způsobem,
aby existovaly jako množina samostatných výpočetních obvodů a mohly tak počítat sku-
tečně paralelně. O implementaci neuronových sítí v FPGA toho bylo napsáno mnoho [23],
[21], [6], [5], [18], [2]. Tato kapitola se věnuje dvěma různým implementacím neuronových
sítí, přímé implementaci a implementaci konceptu FPNN.
4.1 Reprezentace dat
Prvním problémem implementace neuronových sítí v FPGA je reprezentace dat. Na běžných
CPU v softwarových implementacích neuronových sítí se obvykle využívá reprezentace dat
v plovoucí řádové čárce (standart IEEE-754). Tato reprezentace je pro implementaci v
FPGA nevýhodná protože výpočty v plovoucí řádové čárce vykonávají komplexní algoritmy,
jejichž implementace v FPGA by zkonzumovala velké množství zdrojů. Proto je preferována
reprezentace v pevné řádové čárce. V [8] bylo experimentálně dosaženo dobrých výsledků
při 16-bitové reprezentaci vah, s 8-bitovu celou a 8-bitovou desetinnou částí.
4.2 Aktivační funkce
Dalším problémem je implementace aktivační funkce. Některé používané aktivační funkce
jsou složité nelineární funkce. Jejich přímá implementace v hardware by byla velmi náročná,
vyžadovala by značné množství zdrojů a byla by pomalá. Proto se aktivační funkce obvykle
aproximuje méně implementačně náročnou funkcí, jako například rampovou funkcí, splaj-
nem, nebo jinou nelineární funkcí s podobným průběhem. Dalším výhodným způsobem je
použítí vyhledávacích tabulek, které nabízejí nejvyšší rychlost. Problémem je však potřebná
kapacita tabulek. Zbytek kapitoly se zaměří aproximaci funkce sigmoid (2.3).
4.2.1 Aproximace pomocí splajnů
Splajny jsou technika interpolace funkce polynomem na několika intervalech. Tato metoda
aproximace čelí problému, jaký řád splajnu zvolit. Vyšší řád splajnu zlepšuje aproximaci,
ale také vyžaduje složitější výpočet, protože každé navýšení řádu s sebou přináší až jednu
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aditivní a n (n je řád) multiplikativních operací. V [19] představili splajny třetího řádu pro
výpočet funkce sigmoid (2.3) a funkce hyperbolický tangents (2.6), které by měly přinést
dostatečně přesnou aproximaci při přijatelné složitosti implementace. Splajn uvedený v [19]
vidíme ve vzorci (4.1). My jsme si jej pro naše potřeby upravili (4.2) a dosáhli jsme tak lepší
aproximace. Na obrázku 4.1 vydíme výsledek aproximace funkce sigmoid (2.3) splajnem a na
obrázku 4.2 graf chyby této aproximace. Ta se pohybuje v intervalu < −0.00669, 0.00669 >.
Při 8-bitové reprezentaci desetinné části bude chybou aproximace zatížen nejnižší bit.
sl(x) =

0 pro x ∈ (−∞,−5)
0.0466x3 + 0.0643x2 + 0.3064x+ 0.5131 pro x ∈ 〈−5,−1.5)
−0.0166x3 + 0.249x+ 0.5 pro x ∈ 〈−1.5, 1.5)
0.0466x3 − 0.0643x2 + 0.3064x+ 0.5131 pro x ∈ 〈1.5, 5)




0 pro x ∈ (−∞,−5)
0.0466x3 + 0.0643x2 + 0.3064x+ 0.5131 pro x ∈ 〈−5,−1.5)
−0.0166x3 + 0.249x+ 0.5 pro x ∈ 〈−1.5, 1.5)
0.00466x3 − 0.0643x2 + 0.3064x+ 0.4862 pro x ∈ 〈1.5, 5)
1 pro x ∈ 〈5,∞)
(4.2)
Obrázek 4.1: Aproximace funkce sigmoid kubickým splajnem
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hh
Obrázek 4.2: Chyba aproximace funkce sigmoid kubickým splajnem
4.2.2 Aproximace pomocí rampové funkce
Dalším funkcí jíž můžeme využít při aproximaci funkce sigmoid je tzv.rampová funkce,
která má tvar rampy–tj. skládá se ze tří intervalů, z nichž na těch krajních je konstantní




0 pro x ∈ (−∞,−5)
0.1x+ 0.5 pro x ∈ 〈−5, 5)
1 pro x ∈ 〈5,∞)
(4.3)
Na obrázku 4.3 vidíme průběh dané rampové funkce spolu s průběhem funkce sigmoid (2.3)
a na obrázku 4.4 graf chyby této aproximace. Ta se pohybuje v intervalu < −0.181, 0.181 >.
Při 8-bitové reprezentaci desetinné části bude chybou aproximace zatížen už druhý nejvy-
šší bit. Jak vidíme z obou obrázků, tento způsob aproximace dosahuje mnohem horších
výsledků.
4.2.3 Aproximace jinou nelineární funkcí
Je metoda aproximující jednu nelineární funkci jinou nelineární funkcí s podobným průběhem,
ale kterou je snažší implementovat v hardware. V [11] byly definovány takové funkce sloužící
k aproximaci některých aktivačních funkcí:
Hs(x) =
{
x (β + θx) pro x ∈ 〈−L, 0〉
x (β − θx) pro x ∈ (0, L〉 (4.4)
Tato funkce má průběh podobný hyperbolickému tangentu. β a θ pak určují sklon a zkosení
funkce v její centrální části, tj. na intervalu 〈−L,L〉 . S pomocí této funkce může být
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Obrázek 4.3: Aproximace funkce sigmoid rampovou funkcí
definována i funkce aproximující bipolární funkci sigmoid:
Gs(x) =

−1 pro x ∈ (−∞,−L〉
Hs(x) pro x ∈ (−L,L)
1 pro x ∈ 〈L,∞)
(4.5)



















Výpočet funkce (4.4) lze tedy implementovat jako dvě násobení a jedno sčítání (viz obrázek
4.5). Nicméně, pokud bude interval L zvolen v mocninách dvou - 2m , lze jedno násobení
nahradit bitovým posunem, který je implementačně jednodušší. Jak vypadá výsledná apro-
ximace funkce sigmoid (2.3) definovanou funkcí (4.6) je znázorněno na obrázku 4.6 a chybu
tohoto způsobu aproximace zobrazuje obrázek 4.7. Interval byl zvolen L = 4, aby odpovídal
centrální nelineární části funkce sigmoid (2.3). Chyba aproximace se pohybuje v intervalu
< −0.0216, 0.0216 >. Při 8-bitové reprezentaci desetinné části bude chybou aproximace
zatížen třetí nejnižší bit.
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Obrázek 4.4: Chyba aproximace funkce sigmoid rampovou funkcí
Obrázek 4.5: Implementace
4.2.4 Zhodnocení
Všechny výše uvedené metody aproximace jsou vhodné pro implementaci v hardware, vy-
značují se různou náročností implementace a také různou přesností. Obrázek 4.8 zobrazuje
chyby aproximace výše uvedených metod a umožňuje tak snadné porovnání jejich přesnosti.
Aproximace pomocí rampové funkce (4.3) je implementačně nejjednodušší, protože vy-
žaduje pouze jednu násobičku a jednu sčítačku. Z hlediska přesnosti je však nejhorší. Splajny
nabízejí výrazně přesnějsí aproximaci, jsou však podstatně náročnější implementačně, vy-
žadují více násobiček a sčítaček, nebo vícenásobný průchod těmito bloky.
Velmi dobrou přesnost aproximace při nízké implementační náročnosti nabízí aproxi-
mace založená na nelinerání funkci (4.4). Její přesnost se blíží přesnosti kubického slpajnu
a její implementační náročnost je však bližší náročnosti implementace rampové funkce.
Při použití plovoucí řádové čárky je množné použít například algoritmů CORDIC [14].
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Obrázek 4.6: Aproximace nelineární funkcí
4.3 Naivní implementace neuronových sítí
Vytvořili jme naivní přímou implementaci, jež nevyužívá žádné metody na snížení prosto-
rové složitosti, a je implementována co nejjednodušším způsobem s důrazem na vysokou
míru paralelizace výpočtů a nízkou míru režije způsobené vzájemnou komunikací obvodů.
Samotná struktura neuronové sítě je implementována přímo za použití autonomních ob-
vodů relizujích synapse a neurony. Výpočty probíhají v pevné řádové čárce za pomocí ba-
líku fixed_pkg z knihovny ieee_proposed a počty bitů celé i desetinné části jsou určeny
generickými parametry.
4.3.1 Synapse
Synapse je implementována jako násobička konstantou v pevné řádové čárce. Velikost celé
a desetinné části je určen generickými parametry integer_bits a fraction_bits. Kon-
krétní konstanta, pro kterou je obvod implementován je předána generickým parametrem
W . Komunikace s ostatními obvody je realizována jen pomocí signálů nesoucích příznaky
validity dat. Vstupem těchto signálů je VALID_IN, výstupem VALID_OUT. X je datový vstup
a Y datový výstup. CLK je vstup hodinového signálu a R resetovacího signálu.
Rozhraní entity SYNAPSE
Jméno Směr Typ Funkce
X vstup sběrnice datový vstup
VALID IN vstup vodič příznak validity dat
Y výstup sběrnice datový výstup
VALID OUT výstup vodič příznak validních dat na výsupu
R vstup vodič nulovací signál
CLK vstup vodič hodinový signál
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Obrázek 4.7: Chyba aproximace nelineární funkcí
Generické parametry entity SYNAPSE
Jméno Typ Funkce
integer bits integer určuje počet bitů celé části
fraction bits integer určuje počet bitů desetinné části
W real váha
4.3.2 Neuron
Neuron je implementován pomocí dvou obvodů - vícevstupé sčítačky a funkční jednotky
počítající přenosovou funkci, pracující v pevné řádové čárce. Velikost celé a desetinné části
je určen generickými parametry integer_bits a fraction_bits. Jak sčítačka, tak i fun-
kční jednotka jsou napsány tak, aby pracovaly každá v jednom hodinovém taktu. Výpočet
neuronu nad jedněmi daty tedy trvá dva hodinové takty, a při dávkovém zpracování dat
dokáže vracet jeden výsledek za jeden hodinový takt.
Počet vstupů sčítačky je určen generickým parametrem synapses a odpovídá počtu
synapsí, které do daného neuronu vedou a tedy i počtu neuronů v předchozí vrstvě. V
případě, že je hodnota generického parametru treshold, udávající práh, nenulová, přidá se
sčítačce jeden vstup navíc, na němž bude uvedená hodnota generického parametru napevno
nastavena, čímž dojde k simulaci další synapse vedoucí od neuronu s trvalým výstupem o
hodnotě 1, což je oblíbená metoda implementace prahu.
Byly implementovány čtyři verze funkční jednotky, každá pro jinou aktivační funkci.
První funkcí je běžná funkce sigmoid (2.3) implementována pomocí aproximace (4.6). Dru-
hou je ”bipolární” funkce typu sigmoid s oborem hodnot H = 〈−1, 1〉, aproximovaná
(4.5). Tvar obou funkcí je ovlivňován šířkou centrálního intervalu, ve kterém jsou neli-
neární (viz. sekce 4.2.3). Tato hodnota je určena generickým parametrem L. Třetí funkcí je
skoková funkce s oborem hodnot H = 〈0, 1〉 (2.4), čtvrtou skoková funkce s oborem hodnot
23
Obrázek 4.8: Srovnání chyb aproximace
H = 〈−1, 1〉 (2.5). Obě jsou implementovány podmíněným přiřazením. Místo ”skoku” je u
obou možno určit generickým parametrem L.
Modul je implementován čtyřmi entitami. Všechny mají stejné rozhraní, ale každá im-
plementuje jinou aktivační funkci. Použití konkrétní entity závisí na hodnotě generického
parametru func_name v entitě aktivátoru. Entita UNIPOLAR_SIGMOID implementuje funkci
(4.6), BIPOLAR_SIGMOID funkci (4.5), UNIPOLAR_STEP funcki (2.4) a BIPOLAR_STEP funkci
(2.5).
Komunikace s ostatními obvody je realizována jen pomocí signálů nesoucích příznaky
validity dat. Přičemž na vstup vedou signály od všech připojených synapsí a neuron začíná
pracovat až tehdy, kdy obdrží všechny příznaky. Vstupem těchto příznakových signálů
je VALID_IN, výstupem VALID_OUT. X je datový vstup a Y datový výstup. CLK je vstup
hodinového signálu a R resetovacího signálu.
Tento blok pro výpočet v pevné řádové čárce využívá typ sfixed z knihovny ieee proposed.fixed pkg
a operátory a funkce pracující s tímto typem. Velikosti celé a desetinné části jsou určeny
generickými parametry integer_bits a fraction_bits.
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Obrázek 4.9: Jednotka synapse
Obrázek 4.10: Jednotka neuronu
Rozhraní entity NEURON
Jméno Směr Typ Funkce
X vstup sběrnice datový vstup
VALID IN vstup vodič příznak validity dat
Y výstup sběrnice datový výstup
VALID OUT výstup vodič příznak validních dat na výsupu
R vstup vodič nulovací signál
CLK vstup vodič hodinový signál
Generické parametry entity NEURON
Jméno Typ Funkce
integer bits integer určuje počet bitů celé části
fraction bits integer určuje počet bitů desetinné části
synapses integer určuje počet vstupů
L real parametr přenosové funkce
treshold real práh
func name string jméno přenosové funkce
Podporované hodnoty generického parametru func name entity NEURON
Hodnota Význam
none žádná přenosová funkce, dosadí se registr
unipolar sigmoid funkce 4.6 (výchozí hodnota)
bipolar sigmoid funkce 4.5
unipolar step funkce 2.4
bipolar step funkce 2.5
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4.4 Implementace FPNN
V jazyce VHDL byla vytvořena implementace konceptu FPNN [3]. Spoje i aktivátory byly
realizovány jako samostatné entity jejichž schémata jsou uvedena na obrázcích 4.12 a 4.13.
Tato schémata vycházejí ze schémat uvedených v [3]. Tato implementace není závislá na
konkrétním zařízení FPGA a je ji tedy možné na libovolném, dostatečně vybaveném čipu
použít.
4.4.1 Neurální zdroje
Neurální zdroje byly implementovány jako plně generické samostatné entity LINK a AKTI-
VATOR. Obě tyto entity mají shodné rozhraní. Některé generické paramatery jsou shodné
a některé rozdílné. Propojením instancí těchto entit signály je možné zkonstruovat FPNN.
Obrázek 4.11 popisuje shodné rozhraní obou entit.
Obrázek 4.11: Entita neurálního zdroje
Rozhraní entit LINK a ACTIVATOR
Jméno Směr Typ Funkce
X vstup sběrnice datový vstup
Y výstup sběrnice datový výstup
REQ IN vstup sběrnice vstup požadavků od předchůdců
REQ OUT výstup sběrnice výstup požadavků pro následníky
ACK IN vstup sběrnice vstup potvrzení od následníků
ACK OUT výstup sběrnice býstup potvrzení pro předchůdce
R vstup vodič nulovací signál
CLK vstup vodič hodinový signál
Spoj
Spoj je implementován entitou LINK. Vnitřně je spoj implementován podle shcématu na
obrázku 4.12, které vychází ze schématu uvedeného v [3].
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Obrázek 4.12: Schéma implementace spoje
Generické parametry entity LINK
Jméno Typ Funkce
integer bits integer určuje počet bitů celé části
fraction bits integer určuje počet bitů desetinné části
predecessors integer určuje počet předchůdců - výstupů
successors integer určuje počet následníků - počet generovaných požadavků
W real parametr W z definice FPNN
T real parametr T z definice FPNN
Aktivátor
Aktivátor je implementován entitou LINK. Vnitřně je aktivátor implementován podle sché-
matu na obrázku 4.13, které vychází ze schématu uvedeného v [3].
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Obrázek 4.13: Schéma implementace aktivátoru
Generické parametry entity ACTIVATOR
Jméno Typ Funkce
integer bits integer určuje počet bitů celé části
fraction bits integer určuje počet bitů desetinné části
predecessors integer určuje počet předchůdců - výstupů
successors integer určuje počet následníků - počet generovaných požadavků
L real parametr přenosové funkce
f string jméno přenosové funkce
iter op string jméno iteračního operátoru
Podporované hodnoty generického parametru iter op entity ACTIVATOR
Hodnota Význam




Podporované hodnoty generického parametru f entity ACTIVATOR
Hodnota Význam
none žádná přenosová funkce, dosadí se registr
unipolar sigmoid funkce 4.6 (výchozí hodnota)
bipolar sigmoid funkce 4.5
unipolar step funkce 2.4
bipolar step funkce 2.5
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4.4.2 Vnitřní komponenty neurálních zdrojů
V této sekci bude popsána funkce a implementace bloků ze schémat na obrázcích 4.12 a
4.13.
Modul ACK DEMUX
Blok ACK_DEMUX je demultixorem, skrze který je zasíláno potvrzení přijetí požadavku zvo-
lenému předchůdci. Jeho vstupem je signál sel, který nese adresu zvoleného předchůdce a
signál ack, který nese samotný demultiplexovaný signál.
Implementace modulu je plně generická a využívá principu adresace bitu ve sběrnici, jejíž
šířka je určna generickým parametrem predecessors pomocí vstupního signálu a jedno-
duchých matematických operací.
ACK_DEMUX je implementovaný entitou ACK_DEMUX.
Rozhraní entity ACK DEMUX
Jméno Směr Typ Funkce
ACK vstup vodič vstup potvrzení
ACK OUT výstup sběrnice výstup potvrzení požadavků k předchůdcům
ADDR vstup sběrnice adresový vstup
Generické parametry entity ACK DEMUX
Jméno Typ Funkce
predecessors integer určuje počet předchůdců - výstupů
Modul MUX
Blok MUX je multiplexor sběrnic přivádějící data od zvoleného předchůdce na vnitřní sběr-
nici zdroje. Vstupem jsou sběrnice s daty od předchůdců x, výběrový signál sel, výstup je
připojen k registru REG.
MUX je implementovaný entitou REQ_MUX.
Rozhraní entity REQ MUX
Jméno Směr Typ Funkce
X vstup sběrnice datový vstup
Y výstup sběrnice datový výstup
ADDR vstup sběrnice adresový vstup
Generické parametry entity REQ MUX
Jméno Typ Funkce
data width integer určuje bitovou šířku vstupních sběrnic
predecessors integer určuje počet předchůdců - vstupů
29
Modul REG
Je pouhým registrem s povolovacím vstupem. Jeho vstupem je výstup multiplexoru MUX a
jeho výstupem je vstup výpočetního bloku. Na povolovací vstup je připojen signál start.
Tento blok je implementovaný jako synchronní registr s povolovacím vstupem. Je imple-
mentován entitou INPUT_REG.
Rozhraní entity INPUT REG
Jméno Směr Typ Funkce
X vstup sběrnice datový vstup
Y výstup sběrnice datový výstup
EN vstup vodič povolovací vstup
CLK vstup vodič hodinový signál
Generické parametry entity INPUT REG
Jméno Typ Funkce
data width integer určuje bitovou šířku registru
Modul SELECT
Tento blok slouží k výběru některého z požadavků. Jeho vstupy jsou signály požadavků
od předchůdců a obvod z aktivních požadavků vybírá jeden, jehož číslo následně vystavuje
na výstup REQ_NUM , kterým jsou řízeny bloky ACQ DEMUX, zasílající potvrzení zvolenému
předchůdci a MUX přivádějící data od zvoleného předchůdce na vnitřní sběrnici zdroje. Na
vstup EN je připojen povolovací signál free spouštějící a blokující činnost bloku. Výstup
SEL je připojen na signál start spouštějící činnost bloků REG, některých výpočetních bloků,
a povoluje činnost generátoru požadavků.
Implementace modulu SELECT je složena ze dvou modulů – arbitra a kodéru. Implemen-
tace arbitra je založena na algoritmu Round&Robin, implementovaného pomocí logických a




(not ri − ri−1) and ri pokud je spodní rovnice nulová
(not ri − 1) and ri pokud není výsledkem rovnice 0 (4.9)
Tento modul svou činnost realizuje v jediném hodinovém taktu, jde tedy o nejrychlejsí
možnou arbitráž. Další výhodou je málo nákladná implementace pomocí jednoduchých
operací.
Za modulem arbitra je připojen modul kodéru převádějící signál z kódu 1 z N do bi-
nárního kódu. Tento kodér je plně generický.
Blok SELECT je implementován entitou REQ_SEL.
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Rozhraní entity REQ SEL
Jméno Směr Typ Funkce
REQ IN vstup sběrnice vstup požadavků
EN vstup vodič povolovací vstup
REQ NUM výstup sběrnice datový výstup - číslo vybraného požadavku
SEL výstup vodič příznak nového vybraného požadavku
R vstup vodič nulovací signál
CLK vstup vodič hodinový signál
Generické parametry entity REQ SEL
Jméno Typ Funkce
predecessors integer určuje počet předchůdců - počet vstupních požadavků
Výpočetní blok MULT ADD
je blok, který realizuje affinní operátor α(p,n) = Wn(p)x+ Tn(p) z definice FPNN.
Tento blok implementuje násobení konstantou s přičtením konstanty, které jsou předány
generickými parametry W a T. Výpočet provádí v pevné řádové čárce, využívá typ sfixed
z knihovny ieee_proposed.fixed_pkg a operátory a funkce pracující s tímto typem. Veli-
kosti celé a desetinné části jsou určeny generickými parametry integer_bits a fraction_bits.
Tento blok je implementován entitou MULT_ADD.
Rozhraní entity MULT ADD
Jméno Směr Typ Funkce
X vstup sběrnice datový vstup
Y výstup sběrnice datový výstup
FIN výstup vodič příznak dokončeného výpočtu
R vstup vodič nulovací signál
CLK vstup vodič hodinový signál
Generické parametry entity MULT ADD
Jméno Typ Funkce
integer bits integer určuje počet bitů celé části
fraction bits integer určuje počet bitů desetinné části
W real parametr W z definice FPNN
T real parametr T z definice FPNN
Výpočetní blok - iteračí jednotka ITER
je blok, realizující iterační operátor i, tedy sběr potenciálu iterováním nad daty jednotli-
vých požadavků. Pro iteraci je možné použít čtyři operátory - sčítání, odčítání, násobení
a dělení. Použití konkrétního operátoru závisí na hodnotě generického parametru iter_op
entity ACTIVATOR. Tento blok pracuje na popud bloku SELECT skrze signál start. Po každé
iteraci kromě poslední, pak pomocí signálu next vyvolá přijetí dalšího požadavku. Po do-
končení všech iterací spustí blok TRANS, který od něj převezme data a aplikuje přenosovou
funcki.
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Tento blok je implementován čtyřmi entitami se stejným rozhraním, z nichž každá ale imple-
mentuje jiný operátor. ITER_PLUS implementuje sčítání, ITER_MINUS odčítání, ITER_MULT
násobení a ITER_DIV dělení. Počet iterací, které má blok vykonat, před propagací dat ná-
sledujícímu bloku určuje generický parametr a. Při resetu je vnitřní akumulátor nastaven
na hodnotu danou generickým parametrem theta. Výpočet je prováděn v pevné řádové
čárce, za použití typu sfixed z knihovny ieee_proposed.fixed_pkg a operátorů a funkcí
pracující s tímto typem. Velikosti celé a desetinné části jsou určeny generickými parametry
integer_bits a fraction_bits.
Rozhraní entit iteračních jednotek
Jméno Směr Typ Funkce
X vstup sběrnice datový vstup
ITERE vstup vodič vstup povolení iterace
Y výstup sběrnice datový výstup
NEXT REQ výstup vodič příznak dokončení iterace a připravenosti na další
FIN výstup vodič příznak dokončení iterací
R vstup vodič nulovací signál
CLK vstup vodič hodinový signál
Generické parametry entit iteračních jednotek
Jméno Typ Funkce
integer bits integer určuje počet bitů celé části
fraction bits integer určuje počet bitů desetinné části
a integer počet iterací - parametr a z definice FPNN
theta real počáteční hodnota iterační proměnné - θ z definice FPNN
Výpočetní blok TRANS
je blok realizující funční operátor f , tedy přenosovou funkci. Pracuje na popud bloku ITER,
nad daty od něj převzatými. Po skončení výpočtu propaguje výsledek na výstup a spouští
propagaci požadavků následníkům.
Byly implementovány čtyři verze tohoto bloku, každý pro jinou aktivační funkci. První
funkcí je běžná funkce sigmoid (2.3) implementována pomocí aproximace (4.6). Druhou je
”bipolární” funkce typu sigmoid s oborem hodnot H = 〈−1, 1〉, aproximovaná (4.5). Tvar
obou funkcí je ovlivňován šířkou centrálního intervalu, ve kterém jsou nelineární (viz. sekce
4.2.3). Tato hodnota je určena generickým parametrem L. Třetí funkcí je skoková funkce s
oborem hodnot H = 〈0, 1〉 (2.4), čtvrtou skoková funkce s oborem hodnot H = 〈−1, 1〉 (2.5).
Obě jsou implementovány podmínkou. Místo ”skoku” je u obou možno určit generickým
parametrem L.
Tento blok je implementován čtyřmi entitami. Všechny mají stejné rozhraní, ale každá
implementuje jinou aktivační funkci. Použití konkrétní entity závisí na hodnotě generic-
kého parametru f v entitě aktivátoru. Entita UNIPOLAR_SIGMOID implementuje funkci (4.6),
BIPOLAR_SIGMOID funkci (4.5), UNIPOLAR_STEP funcki (2.4) a BIPOLAR_STEP funkci (2.5).
Tento blok provádí výpočet v pevné řádové čárce, využívá typ sfixed z knihovny
ieee_proposed.fixed_pkg a operátory a funkce pracující s tímto typem. Velikosti celé
a desetinné části jsou určeny generickými parametry integer_bits a fraction_bits.
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Rozhraní entit aktivačních funkcí
Jméno Směr Typ Funkce
X vstup sběrnice datový vstup
EN vstup vodič vstup povolení výpočtu
Y výstup sběrnice datový výstup
FIN výstup vodič příznak dokončení iterací
R vstup vodič nulovací signál
CLK vstup vodič hodinový signál
Generické parametry entit aktivačních funckí
Jméno Typ Funkce
integer bits integer určuje počet bitů celé části
fraction bits integer určuje počet bitů desetinné části
L real parametr přenosové funkce
Implementace generátoru požadavků LINK REQ GEN a ACT REQ GEN
Tento blok slouží ke generování požadavků následníkům a příjmů potvrzení od následníků.
Generátor požadavků je implementován genericky pomocí předdefinovaných entit klop-
ných obvodů FPNN_DE_FLIPFLOP a logických operací AND, OR a NOT, viz obrázky 4.14 a
4.15. Počet následníků, pro které bude obvod implementován je určen generickým paramet-
rem successors. Generátor požadavků spoje je implementovaný entitou LINK_REQ_GEN.
Obrázek 4.14: Schéma implementace generátotu požadavků spoje
Generátor požadavků aktivátoru je implementovaný entitou ACT_REQ_GEN.
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Obrázek 4.15: Schéma implementace generátotu požadavků aktivátoru
Rozhraní entity LINK REQ GEN
Jméno Směr Typ Funkce
ACK IN vstup sběrnice vstup potvrzení o přijetí požadavků následníky
READY vstup vodič vstup povolující propagaci požadavků následníkům
START vstup vodič vstup spouštějící přípravu požadavků
REQ OUT výstup sběrnice výstup požadavků
FREE výstup vodič výstup signálu indikujícího přijetí všech potvrzení
R vstup vodič nulovací signál
CLK vstup vodič hodinový signál
Rozhraní entity ACT REQ GEN
Jméno Směr Typ Funkce
NEXT REQ vstup vodič vstup jímž je možné předčasně nastavit výstup free
ostatní stejné jako LINK REQ GEN
Generické parametry entit LINK REQ GEN a ACT REQ GEN
Jméno Typ Funkce
successors integer určuje počet následníků - počet generovaných požadavků
Popis činnosti
Výchozí stav obvodu, navozený resetovacím signálem, je čekání na požadavky. Protože vý-
stup klopných obvodů v řadiči požadavků byl signálem resetu vynulován, je signál free
ve stavu jedna, čímž umožňuje činnost bloku SELECT. Jakmile se na vstupu REQ_IN objeví
nějaké požadavky, vybere SELECT jeden z nich a jeho číslo vystaví na signál req_num a
zároveň na dobu jednoho hodinového taktu nastaví signál start na jedna. Vstupní datový
multiplexor REQ_MUX vybere podle hodnoty signálu req_num data příslušející danému poža-
davku. Protože je signál start v jedničce, převezme vstupní data registr REG. Výstupní
demultiplexor ACK_DEMUX vybere ten ze svých výstupů, který je připojen ke zvolenému
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předchůdci. Výpočetní bloky jsou resetovány. Klopné obvody v Generátoru požadavků
dostanou povolení k načtení vstupu, a tak se všechny překlopí do stavu 1, čímž jsou vyge-
nerovány požadavky pro následníky. Nejsou však propagovány na výstup, protože se čeká
na dokončení výpočtu. Zároveň s nastavováním výstupů klopných obvodů spadne signál
free do 0, čímž se zakáže činnost bloku SELECT. Další činnost se liší podle typu obvodu.
Spoj: Blok MULT převezme data z registru REG a provede násobení. Po skončení této ope-
race vystaví výsledek na výstup a zároveň nastaví signál ready, který je v Generátoru požadavků
připojen do hradel AND s výstupy klopných obvodů, a jeho nastavením tak dojde k propa-
gaci požadavků následníkům. Následně obvod čeká na přijetí potvrzení od následníků. To
probíhá skrze nulování klopných obvodů v Generátoru požadavků signály nesoucí potvr-
zení. Když jsou všechny klopné obvody vynulovány, je nastaven signál free, čímž je opět
spuštěna činnost bloku SELECT a může tak být přijmut další požadavek.
Aktivátor: Blok ITER si převezme data z registru REG a provede iteraci, tedy je přičte k
obsahu vnitřního akumulátoru. Pokud tímto neprovedl poslední iteraci, nastaví signál next,
kterým vynuluje klopné obvody v Generátoru požadavků, čímž způsobí nastavení signálu
free a tim spuštění bloku SELECT. Následně může přijmout další požadavek. Pokud je
zpracován parametrem a předepsaný počet iterací, nedojde po poslední iteraci k nastavení
signálu next. Místo toho je nastaven výstup FIN, čímž dojde ke spuštění bloku TRANS.
Ten nad nashromážděnými daty provede přenosovou funkci. Po skončení výpočtu vystaví
výsledek na výstup a zároveň nastaví signál ready, který je v Generátoru požadavků
připojen do hradel AND s výstupy klopných obvodů, a jeho nastavením tak dojde k propagaci
požadavků následníkům. Následně obvod čeká na přijetí potvzení od následníků. To probíhá
skrze nulování klopných obvodů v Generátoru požadavků signály nesoucí potvrzení. Když
jsou všechny klopné obvody vynulovány, je nastaven signál free, čímž je opět spuštěna
činnost bloku SELECT a může tak být přijmut další požadavek. Ve chvíli kdy je přijat, je
nastaven signál start. Tento signál je v logickém součinu se signálem ready, který je taky




I když nejsou FPNN svou strukturou principiálně složité, ruční konstrukce mřížové struk-
tury je v případě rozsáhlejších sítí náročný úkol, stejně jako samotný její popis, který je kvůli
složité definici komplikovaný. Dalším problémem je sestavení kódu VHDL implementujícího
takovou strukturu, protože vyžaduje vytvoření velkého množství samostatných komponent,
správné nastavení parametrů každé z nich, a jejich patřičné propojení množstvím signálů.
Stejným problémem trpí i konstrukce VHDL kódu přímé implemnetace neuronových sítí.
Všechny tyto činnosti jsou pro ruční práci náročné a zatížené velkým prostorem pro výskyt
chyb. V rámci této práce byl proto vytvořen projekt PyFPNN jako prostředek usnadňující
tyto činnosti.
PyFPNN je sada aplikací napsaných v multiplatformním skriptovacím jazyce Python
ve verzi 3. Jedná se o čistě konzolové aplikace komunikující s uživatelem pomocí para-
metrů příkazové řádky a textovým výstupem. Jedná se o celkem čtyři aplikace, z nichž
každá implementuje jinou činnost související s návrhem, verifikací a implementací FPNN
a neuronových sítí. Všechna FPNN i všechny neuronové sítě v této práci byly navrženy a
zkonstruovány pomocí těchto nástrojů.
5.1 FPNNGenerator
FPNNGenerator je aplikace sloužící ke konstrukci FPNN z normální neuronové sítě. Převádí
běžnou vrstvenou síť struktury backpropagation do mřížové struktury FPNN. Jako vstup
slouží argumenty, kterými je popsána struktura vzorové neuronové sítě. Výstupem je popis
FPNN ve formátu uvedeném v kapitole B.1. Kromě FPNN v mřížové struktuře umí aplikace
vygenerovat i FPNN ve struktuře odpovídající původní neuronové síti a provádí tak přimé
mapování původní sítě na neurální zdroje.
5.2 FPNNSimulator
FPNNSimulator je aplikace umožňující softwarovou simulaci asynchronních FPNN. Jako
vstup bere soubor s popisem konkrétního FPNN ve formátu uvedeném v kapitole B.1.
Jednotlivé neurální zdroje implementuje jako instance konkrétních tříd, z nichž každá běží
ve svém vlastním samostatném vlákně, takže jejich činnost probíhá paralelně. FPNN tedy
existuje jako množina samočinných objektů provázaných způsobem předepsaným v souboru.
Tomuto FPNN mohou být předložena vstupní data a ono odsimuluje výpočet nad těmito
daty a poskytne výsledek. Výpočet probíhá v pevné řádové čárce, přičemž počty bitů celé
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a desetinné části jsou specifikovány v popisu FPNN ve zdrojovém souboru. Výpočet v
pevné řádové čárce využívá knihovny FixedPoint. Kromě samotné simulace umožňuje tato
aplikace zobrazit vztahy mezi jednotlivými neurálními zdroji a verifikovat tak správnost
struktury FPNN.
5.3 VHDLGenerator
VHDLGenerator je aplikace sloužící ke konstrukci VHDL kódu implementujícího FPNN.
Je implementována pomocí stejných tříd jako FPNNSimulator, které podle své potřeby
rozšiřuje. Při generování VHDL kódu používá námi vytvořené komponenty popsané v sekci
4.4. Jako vstup je brán soubor s popisem FPNN ve formátu uvedeném v kapitole B.1.
Aplikace vygeneruje entitu pojmenovanou podle souboru s popisem a v ní deklaruje porty
odpovídající vstupům a výstupům neurálních zdrojů na vstupu a výstupu FPNN. V ar-
chitektuře vytvoří pro každý neurální zdroj instanci odpovídající VHDL komponenty a ty
propojí signály způsobem odpovídajícím struktuře vzorového FPNN. U každé komponenty
také nastaví všechny potřebné generické parametry. Na začátek kódu také vloží odkazy na
všechny potřebné balíčky, takže výsledný kód je možné rovnou vysyntetizovat. Pro tento
kód umí vygenerovat i kostru testbenche.
5.4 NaiveNNGenerator
NaiveNNGenerator nesouvisí s konceptem FPNN. Slouží ke konstrukci VHDL kódu naivní
implementace neuronových sítí jak byla popsána v sekci 4.3. Podobně jako u FPNNGeneratoru
jsou vstupem argumenty popisující strukturu sítě, nebo soubor ve formátu uvedeném v ka-
pitole B.2. Generování VHDL kódu pracuje podobně jako VHDLGenerator. Je vygenerována
odpovídající entita a jednotlivé objekty neuronové sítě jsou instancovány jako komponenty
popsané v sekci 4.3, a propojeny signály tak, aby výsledná struktura odpovídala původní
neuronové síti. I v této aplikaci je možné vygenerovat odpovídající testbench.
5.5 Budoucí rozvoj
Projekt je stále ve vývoji a v rámci budoucí práce se bude rozšiřovat. Pro FPNNSimulator
je naplánována implementace učení FPNN a také simulace na základě hodinového taktu,
umoňující analýzu výhodnosti struktury z hlediska časové efektivity. Pro VHDLGenerator
a NaiveNNGenerator je v plánu implementace načítání uživatelem určených VHDL entit a
jejich používání ke konstrukci výsledného kódu. Dále je v plánu implementace samostatného
překladu VHDL kódu těmito aplikacemi pomocí programů společnosti Xilinx. Celý projekt
pak bude rozšířen o knihovnu určenou ke konstrukci neuronových sítí a práci s nimi. Cílem





6.1 Porovnání nákladnosti přímé implementace a FPNN
6.1.1 Synapse versus spoj
Synapse i spoj v sobě nesou stejnou výpočetní jednotku pracující v jednom hodinovém
taktu. Liší se však režií komunikačních obvodů. Synapse je připojena vždy jen k jednomu
předchůdci a jednomu následníkovi, takže musí obsluhovat jednobitový signál validity dat.
Naproti tomu spoj může být připojen k více obvodům na obou stranách, což spolu s funkč-
ností založenou na požadavcích vyžaduje navíc obvody implementující arbitra, multiplexor,
demultiplexor, registr a generátor požadavků. Prostorová režie těchto obvodů je tak jedno-
značně vyšší. Časová také, protože společně prodlužují dobu zpracování jednoho požadvku
o 3 hodinové takty. Tato fakta ukazuje tabulka 6.1.
Jednotka Slice Registers Slice LUT DSP Délka výpočtu [hod. takty]
Synapse 1 46 1 1
Spoj(1p. a 1n.) 21 99 1 4
Spoj(2p. a 1n.) 24 120 1 4
Tabulka 6.1: Nákladnost implementace spoje a synapse
6.1.2 Neuron versus aktivátor
Aktivátor i neuron nesou stejnou funkční jednotku počítající přenosovou funcki. Liší se však
ostatními obvody. Neuron pro komunikaci s ostatními obvody používá signály nesoucí pří-
znaky validních dat, aktivátor používá požadavky, kvůli kterým pak musí implementovat
komplikovanější komunikační obvody. Kromě toho se liší sběrem vstupních dat. Aktivátor
využívá iterační způsob, který prodlužuje délku výpočtu, ale spotřebuje méně prostředků
FPGA. Neuron naproti tomu provádí součet paralelně pomocí velké sčítačky. Počet vstupů
této sčítačky odpovídá počtu synapsí, které do daného neuronu vedou a tedy i počtu neu-
ronů v předchozí vrstvě. Prostorová složitost této sčítačky tedy roste s počtem synapsí a je
ovlivněna strukturou sítě, na rozdíl od iterační jednotky aktivátoru jejíž prostorová složi-
tost je konstantní. Nákladnost neuronu je tedy rostoucí a není shora omezena, na rozdíl
od nákladnosti aktivátoru, který má v mřížové struktuře FPNN vždy maximálně jen tři
předchůdce. Vzhledem k tomu, že sčítačka pracuje v jednom hodinovém taktu přináší nám
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její složitost další nevýhodu v podobě omezení pracovní frekvence obvodu. Neuron však
pro svou činnost potřebuje vždy pouze dva hodinové takty, a jeho časová složitost je tak
mnohem menší, než časová složitost aktivátoru, která roste lineárně s počtem požadavků,
jež musí zpracovat a je zvýšena režií komunikačních obvodů. Pro zpracování jednoho poža-
davku potřebuje aktivátor nejméně 4 hodinových taktů, zatímco neuron jen 2, takže je
vždy rychlejší. Tabulka 6.2 porovnává nákladnost aktivátoru s třemi předchůdci a jedním
následníkem s neuronem s různými počty vstupních synapsí.
Jednotka Slice Registers Slice LUT DSP Délka výpočtu [hod. takty]
Aktivátor 106 272 4 1
Neuron(3 synapse) 34 210 4 2
Neuron(10 synapsí) 34 324 4 2
Neuron(30 synapsí) 34 668 4 2
Tabulka 6.2: Nákladnost implementace aktivátoru a neuronu
6.1.3 Přímá implementace sítě versus implementace ekvivalentním FPNN
Pro srovnání časové a prostorové složitosti implementace FPNN a naivní implementace
jsme vytvořili dvě různé sítě s 52 neurony, ale s různými počty a velikostmi vrstev. Ná-
kladnost těchto obvodů ukazuje tabulka 6.3. Je vidět, že naivní implementace je skutečně
prostorově složitější. V případě struktury 25x25x2 dokonce téměř dvojnásobně. Tato sk-
tuktura, složená z neuronů s velkými 25-ti vstupými sčítačkami je schopná pracovat pouze
na čtvrtině frekvence FPNN. Přesto je však rychlejší než FPNN. Obvody FPNN mají totiž
větší časovou režii způsobenou komunikačními obvody, navíc v nich výpočet vah probíhá
sériově ve více krocích a sběr potenciálu probíhá iteračně, takže pro svou činnost potřebují
výrazně více hodinových taktů než naivní implementace, v níž probíhá výpočet vah i sběr
potenciálu v jednom kroku a neobsahuje žádnou časovou režii komunikačních obvodů.
6.2 Srovnání výkonu
Tato kapitola nabízí srovnání rychlosti výpočtu neuronových sítí na procesoru architektury




















25x25x2 FPNN 725 150 28 658 8 128 202 358 68.470
25x25x2 NN 725 725 58 429 15 024 768 10 22.772
10x10x10x10x10x2 FPNN 440 144 28 190 8 008 195 351 76.359
10x10x10x10x10x2 NN 440 440 39 583 10 152 543 18 59.22
Tabulka 6.3: Přehled nákladnosti implementace různých struktur sítí.
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6.2.1 Použitý software pro neuronové sítě
Jako softwarovou implementaci neuronových sítí jsme zvolili knihovnu FANN (Fast Artificial
Neural Network) [1]. Jedná se o multiplatformní knihovnu napsanou v jazyce C, poskytující
rozhraní pro mnoho programovacích jazyků. Knihovna poskytuje kompletní rozhraní pro
plnohodnotnou práci s neuronovými sítěmi. Je šířena pod lincencí LGPL.
Náš testovací program byl napsán v jazyce C v prostředí Microsoft Visual Studio 2010
Ultimate. Jedná se o jednoduchou konzolovou aplikaci, jenž postupně provádí řadu výpočtů
zvolených neuronových sítí a poskytuje údaje o délce trvání těchto výpočtů. K měření byla
použita standartní knihovna jazyka C.
6.2.2 Metodika
Protože se v této práci nezabýváme akcelerací učení, ani neměříme aproximační schopnosti
konceptu FPNN, zaměřili jsme se na změření různých struktur sítí, abychom získali ucelý
obraz o výkonu a náročnosti našich dvou implementací. Změřili jsme tedy pět různých
neuronových sítí, lišící se počty vrstev a neuronů v nich s váhami vygenerovanými náhodně
a s unipolární funkcí sigmoid, či její aproximací, jako aktivační funkcí. Měření jsme provedli
na počítači pomocí výše uvedené implementace, a stejné struktury jsme implementovali
pomocí naší naivní VHDL implementace a také pomocí ekvivalentního mřížového FPNN.
Měření jsme prováděli způsobem zjišťování, jak dlouho dané struktuře trvá výpočet 10 000
000 výstupů, přičemž vstupy byla náhodná čísla.
6.2.3 Srovnání jednotlivých implementací
Tabulka 6.4 uvádí přehled testovaných sítí. Pravý sloupec udává strukturu dané sítě po-
mocí čísel vyjadřujících počty neuronů v jednotlivých vrstvách oddělených znakem ×. V
následujícím textu se na jednotlivé sítě budeme odkazovat pomocí čísel uvedených v levém
sloupci této tabulky.
Číslo sítě Struktura
1 2× 4× 2
2 2× 16× 4
3 4× 8× 4
4 4××16× 32× 4
5 16× 32× 16
Tabulka 6.4: Přehled měřených struktur sítí
Softwarová implementace
Tabulka 6.5 udává výsledky měření softwarové implementace. Čísla předsatvují aritmetické
průměry z 25 měření. Měření bylo prováděno na procesoru Intel Core i7-2600k, 3.4 GHz.
6.2.4 Naivní implementace
Tabulka 6.6 zobrazuje nákladnost přímé (naivní) implementace zvolených sítí. Tabulka 6.7
pak rychlost výpočtu jednotlivých sítí. Všechny sítě byly implementovánayjako 16-bitové s
8-bitovou celou a 8-bitovou desetinnou částí.
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Tabulka 6.5: Přehled průměrných výsledků softwarové implementace.
Číslo sítě Slice Registers Slice LUT DSP
1 1 313 1 313 48
2 3 354 10 074 183
3 2 670 6 932 128
4 15 952 59 158 768
5 19 162 114 563 768
Tabulka 6.6: Přehled prostorové složitosti přímé implementace
Mřížové FPNN
Tabulka 6.8 zobrazuje nákladnost implementace zvolených sítí v mřížové struktuře FPNN.
Tabulka 6.9 pak rychlost výpočtu jednotlivých FPNN. Všechna FPNN byla implementována
jako 16-bitová s 8-bitovou celou a 8-bitovou desetinnou částí. Parametry W spojů byly
vygenerovány náhodně.
6.2.5 Srovnání implementací
Tabulka 6.10 ukazuje srovnání rychlostí jednotlivých implementací.
6.2.6 Sítě pro výpočet XOR a parity
Kromě struktur uvedených v 6.2.3 jsme v naivní implementaci vytvořili známé sítě pro
výpočet logické funkce XOR a pro výpočet 8-bitové a 32-bitové parity [25].
Síť pro výpočet XOR byla naučena na počítači pomocí vzorového příkladu, který byl
přiložen ke knihovně FANN. Z naučené sítě byly vyexportovány váhy a použity v přímé
VHDL implementaci. Tato implementace pracovala v 16-ti bitech s 8-bitovou celou částí a
8-bitovou desetinnou částí. Jako aktivační funkce byla použita aproximace bipolární funkce
sigmoid (4.5). Vracela výsledky s maximální odchylkou 2−8, tedy chybou na nejnižším bitu
desetinné části.
Sítě pro výpočet parity používaly váhy nastavené v článku [25]. Jako aktivační funkci
používají bipolar step (2.5). Výhodou pro hardwarovou implementaci těchto sítí je fakt, že
jim stačí pracovat na tolikati bitech, kolik jich stačí pro reprezentaci maximální hodnoty
potenciálu. Síť pro výpočet 8-bitové parity tedy pracovala ve 4 bitech (hodnota potenciálu
se pohybuje v intervalu < −7, 7 >), a síť pro výpočet 32-bitové parity v 6 bitech (hodnota
potenciálu se pohybuje v intervalu < −31, 31 >). Tabulka 6.11 udává výsledky měření
softwarové implementace. Čísla představují aritmetické průměry z 25 měření. Měření bylo
prováděno na procesoru Intel Core i7-2600k, 3.4 GHz. Tabulka 6.12 popisuje konzumaci
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Max. f [MHz] Délka výp.
všechny vstupy
[ms]
1 9 10 000 008 194.97 51.29
2 9 10 000 008 120.51 82.98
3 9 10 000 008 209.03 47.84
4 12 10 000 011 144.03 69.43
5 9 10 000 008 89.77 111.39
Tabulka 6.7: Přehled časové složitosti přímé implementace
Číslo sítě Slice Registers Slice LUT DSP
1 1 790 3 356 46
2 4 165 9 437 142
3 3 195 6 543 96
4 9 505 23 812 374
5 11 625 26 275 396
Tabulka 6.8: Přehled prostorové složitosti FPNN
zdrojů FPGA hardwarovou implementací těchto sítí. Tabulka 6.13 popisuje časovou složitost
a tabulka 6.14 provádí srovnání implementací.
6.2.7 Shrnutí
Experimenty jsme zjistili, že přímá (naivní) implementace dokáže oproti modernímu proce-
soru výpočet značně urychlit, ovšem za cenu značné konzumace zdrojů FPGA. Implemen-
tace pomocí FPNN už akcelerovat výpočet oproti procesoru nedokáže, naopak ale vyniká
nižší spotřebou zdrojů FPGA. Je tedy vhodnější pro implementaci rozsáhlých sítí a také v
designech vyžadujících úspornější řešení neuronových sítí.
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Max. f [MHz] Délka výp.
všechny vstupy
[ms]
1 30 196 666 685 247.831 793.55
2 104 919 999 996 216.123 4 256.84
3 64 480 000 024 228.938 2 096.64
4 239 1 815 000 052 100.624 18 037.45
5 269 2 019 999 962 89.437 22 585.73
Tabulka 6.9: Přehled časové složitosti FPNN
Číslo sítě Software [ms] Naivní implementace [ms] FPNN [ms] Nejrychlejší
1 967 51.29 793.55 přímá implementace
2 3 774 82.98 4 256.84 přímá implementace
3 2 485 47.84 2 096.64 přímá implementace
4 12 642 69.43 18 037.45 přímá implementace
5 14 766 111.39 22 585.73 přímá implementace
Tabulka 6.10: Srovnání výsledků jednotlivých implementací




Tabulka 6.11: Přehled průměrných výsledků softwarové implementace.
Číslo sítě Slice Registers Slice LUT DSP
XOR 667 1 742 45
PARITY8 834 1 011 0
PARITY32 1 340 2 253 0
Tabulka 6.12: Přehled prostorové složitosti implementace






Max. f [MHz] Délka výp.
všechny vstupy
[ms]
XOR 9 10 000 008 194.932 51.3
PARITY8 9 10 000 008 245.098 40.80
PARITY32 9 10 000 008 211.909 47.19
Tabulka 6.13: Přehled časové složitosti implementace
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Číslo sítě Software [ms] Naivní implementace [ms] Nejrychlejší
1 1 468 51.3 přímá implementace
2 2 910 40.80 přímá implementace
3 19 006 47.19 přímá implementace




V rámci práce byly vytvořeny dvě různé implementace neuronových sítí v FPGA. Experi-
menty bylo zjištěno, že přímá implementace neuronových sítí v FPGA dokáže jejich výpočet
výrazně akcelerovat, ovšem za cenu velmi náročné implementace designu a značné spo-
třeby zdrojů FPGA. Oproti tomu implementace pomocí FPNN přináší úsporu prostředků
a zjednodušuje implementaci. Ve srovnání s moderním procesorem však již nepřináší žádné
urychlení, je naopak mírně pomalejší.
Budoucí práce s touto problematikou se zaměří urychlení implementace FPNN a o
snížení složitosti přímé implementace mimo jiné například použitím iterace. Také je možné
se zabývat vylepšenými koncepty FPNN a jejich učením přímo na čipu. Další zajímavou
problematikou by pak byla akcelereace učení samotných neuronových sítí.
V této práci jsme také představili nástroje pro usnadnění práce s konceptem FPNN a
implementce neuronových sítí v FPGA. Je mnoho směrů, kterými se tyto nástroje mohou
rozvíjet s cílem vytvoření komplexního a uživatelsky přívětivého nástroje schopného imple-
mentovat neuronové sítě v FPGA mnoha různými způsoby podle potřeb a přání uživatele.
V budoucnu tak může být možné vložit podporu pro uživatelské implementace neuronových
sítí, či pro implementace publikované v jiných pracech, podporu softwarového učení FPNN
či neuronových sítí, vytvořit komplexnější a vybavenější simulační nástroje.
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Přiložené DVD obsahuje následující adresářovou strukturu:
/FPNN - zdrojové kódy VHDL implementace FPNN
/dokumentace.pdf - dokumentace VHDL implementace FPNN
/latex - zdrojové LATEX kódy této technické zprávy a dokumentací
/technicka zprava.pdf - tato technická zpráva
/fig - obrázky z této technické zprávy
/Naive NN - zdrojové kódy přímé VHDL implementace neuronových sítí
/dokumentace.pdf - dokumentace VHDL implementace neuronových sítí
/PyFPNN - zdrojové kódy projektu PyFPNN
/dokumentace - dokumentace PyFPNN ve formátu HTML
/uzivatelska prirucka.pdf - uživatelská příručka k aplikacím PyFPNN
/Software - zdrojové kódy softwarové implementace neuronových sítí
/dokumentace.pdf - dokumentace softwarové implementace
/src - zdrojové kódy implementovaných sítí
/FANN-2.2.0-Source - zdrojové kódy knihovny FANN
/VS2010 - zdrojové kódy příkladů
/fann.sln - projektový soubor
/xkrcma10 XOR - zdrojové kódy sítě pro výpočet XOR - sekce 6.2.6
/xkrcma10 PARITY8 - zdrojové kódy sítě pro výpočet 8-bitové parity -
sekce 6.2.6
/xkrcma10 PARITY32 - zdrojové kódy sítě pro výpočet 32-bitové parity
- sekce 6.2.6
/xkrcma10 ANNs - zdrojové kódy srovnávaných sítí - sekce 6.2.3
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Příloha B
Formáty souborů pro PyFPNN
B.1 Formát popisu FPNN
Aplikace PyFPNN používají textový popis FPNN, který vychází z definice FPNA/FPNN.
Každý řádek tohoto popisu začíná návěštím, následovaným dvojtečkou. Návěští určuje, čeho
se daný řádek týká. Může se jednat o některé předdefinované návěští, sloužící ke globálním
nastavením, nebo se může odkazovat jménem na některý neurální zdroj, pak řádek slouží
k nastavní konkrétního neurálního zdroje. Aktivátory mohou mít libovolná jména složená
z alfanumerických znaků, spoje ale musí mít jména ve formátu (zdrojový aktivátor,cílový
aktivátor).
Předdefinovaná návěští:
Ni - množina jmen vstupů
activators - globální nastavení všech aktivátorů
links - globální nastavení všech spojů
inputs - globální nastavení všech vstupů
number format - nastavení datového typu
Za návěštím následuje výčet nastavení oddělených středníkem. Jedná se o zápisy parametr =
hodnota, čímž jsou nastavovány konkrétní parametry. Kromě těchto nastavení uvádíme i
jména neurálních zdrojů, se kterými je právě nastavovaný neurální zdroj propojen. Nasta-
vení parametrů a jména připojených neurálních zdrojů můžou být na řádku libovolně pro-
míchaná. Jména nastavitelných parametrů odpovídají jménem i významem definici FPNN,
jedná se tedy o názvy: W,T,i,f,theta,a,c. Parametr i podporuje stejné hodnoty jako ge-
nerický parametr iter_op entity ACTIVATOR, tedy +,-,*,/ a parametr f podporuje stejné
hodnoty jako generický parametr func_name entity ACTIVATOR, tedy unipolar_sigmoid,
bipolar_sigmoid, unipolar_step, bipolar_step. V popisu je nutné uvézt množinu Ni a
nastavení datového typu number_format. Lokální nastavení přepisují globální nastavení.
Příklad
Následující příklad definuje trojvrstvé FPNN se třemi aktivátory a dvěma spoji. Je uvedeno
několik globálních nastavení, která jsou pak u některých neurálních zdrojů lokálně přepsána
- např. spoje mají globálně nastavené parametry W na 1.0, ale u spoje (n2, n3) je tento
parametr přepsán na 0.453. Stejně tak u aktivátoru n1 je přenastaven parametr theta.
Nastavení FX na řádku number_format deklaruje, že se bude používat pevná řádová čárka,
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i part pak určuje počet bitů celé části a f part počet bitů desetinné části. Jména uvedená
na řádcích neurálních zdrojů uvádějí propojení, takže např. aktivátor n3 je propojen se
spojem (n2, n3).
Ni: nx
activators: i = +;f = unipolar_sigmoid;theta = 0.0;a = 1
links: W = 1.0
inputs: c = 1
number_format: FX;i_part=8; f_part=8





B.2 Formát popisu neuronové sítě pro NaiveNNGenerator
Formát textového popisu sítě pro NaiveNNGenerator je založen na řádkovém zadávání
hodnot. Každý řádek je ve formátu nastavení=hodnota. Na levé straně rovnice je uvedeno
jméno nastavení v daném formátu a na pravé číslo nebo řetězec jako hodnota. Tak jdou
nastavit parametry neuronům, synapsím i vrstvám. Neurony se číslují od 1 od prvního neu-
ronu ve vstupní vrstvě. Vrstvy se číslují od 1 od vstupní vrstvy.
Jména nastavení:
structure - udává strukturu sítě jako čísla značící počet neuronů ve vrstvách odděle-
ných znakem ”x”. Toto nastavení je povinné.
activation in layerX - udává název aktivační funkce neuronů ve vrstvě číslo X. Pod-
porovány jsou stejné hodnoty, které podporuje generický pa-
rametr func\_name entity NEURON, tedy unipolar sigmoid, bipo-
lar sigmoid, unipolar step a bipolar step. Výchozí hodnota je uni-
polar sigmoid.
activation param in layerX - udává parametr přenosové funkce pro neurony ve vrstvě
číslo X. Toto nastavení odpovídá generickému parametru
L entity NEURON. Výchozí hodnota je 5.0
wX,Y - udává váhu synapse mezi neuronem číslo X a neuronem číslo Y.
tresholdX - udává hodnotu prahu neuronu číslo X.
Příklad
Zde je uveden případ trojvrstvé sítě se třemi neurony, jejíž výstupní neuron používá jako
aktivační funkci skokovou funkci (2.4) a má práh s hodnotou 3.0. Váhy jsou nastaveny na
hodnoty svých indexů.
structure = 1x1x1
activation_in_layer3 = unipolar_step
activation_param_in_layer3 = 0.0
w1,2 = 1.2
w2,3 = 2.3
treshold3 = 3.0
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