Abstract-The Artificial Bee Colony (ABC) algorithm is a relatively new algorithm for function optimization. The algorithm is inspired by the foraging behavior of honey bees. In this work, the performance of ABC is enhanced by introducing the concept of generalized opposition-based learning. This concept is introduced through the initialization step and through generation jumping. The performance of the proposed generalized opposition-based ABC (GOABC) is compared to the performance of ABC and opposition-based ABC (OABC) using the CEC05 benchmarks library.
I. INTRODUCTION
The foraging behavior of any living organism is defined as how this organism behaves in order to locate, handle and ingest food. The approach taken to achieve this behavior is referred to as the search strategy. For many animals, this strategy is usually broken down to three steps, as indicated by [1] , namely: searching for and locating the prey, attacking the prey and ingesting the prey. The relative importance of these steps depends on the animals and environment characteristics.
Based on previous studies in [2] , [3] , [4] , [5] , one of the most successful foraging algorithms is ABC, as it has a better performance in comparison to many other foraging and evolutionary algorithms when applied to a wide variety of benchmark functions. A previous study [6] , also showed the ABC has an excellent performance when tackling separable functions.
Opposition-based learning (OBL) was first proposed by [7] , in which the author stated that the worst case scenario that might face the search after evolving the population for a number of iterations, is that the best solution we are looking for might be actually in the opposite location in the search space. This idea was successfully integrated within Differential Evolution (DE) in [8] , [9] , Particle Swarm Optimization (PSO) in [10] , [11] , and ABC in [12] .
This concept was further extended to what is known as generalized opposition-based learning (GOBL) by employing a space transformation technique proposed in [13] . This new learning strategy was used to enhance the performance of both DE [14] , [15] and PSO [16] .
In this work, we employ the concept of generalized opposition-based learning in order to enhance the performance of ABC. The generalized opposition-based ABC (GOABC) is implemented and compared against the performance of ABC and opposition-based ABC (OABC) using the CEC05 benchmark library.
The original ABC algorithm is introduced in Section II. Section III illustrates the concepts of opposition-based learning and generalized opposition-based learning. Experimental results are presented in Section IV. The paper is concluded in Section V.
II. ARTIFICIAL BEE COLONY
The ABC algorithm was first proposed in [17] . The algorithm was inspired by the method adopted of a swarm of honey bees to locate food sources. There are two different honey bee groups that share knowledge in order to successfully locate such sources. First, there are the employed bees that are currently exploiting a food source. Second, there are unemployed bees that are continually looking for a food source. Unemployed bees are divided into scout bees that search around the nest and onlookers that wait at the nest and establish communication with the employed bees.
This algorithm was applied to multidimensional and multimodal function optimization in [17] , [18] , [19] . The swarm is divided into employed bees, scouts and onlookers.
solutions to the problem are randomly initialized in the function domain and referred to as food sources. A number of employed bees, set as the number of the food sources and half the colony size, are used to find new food sources using the following equation:
where is a randomly selected number in [1, ] and is the number of dimensions, is a random number uniformly distributed in the range [-1,1] , and is the index of a randomly chosen solution. Both v and x are then compared against each other and the employed bee exploits the better food source.
Onlooker bees next choose a random food source according to the probability given in equation 2. Then, each onlooker bee tries to find a better food source around the selected one using
where is the fitness of the ℎ food source. If a food source cannot be improved for a predetermined number of cycles, referred to as , this food source is abandoned. The employed bee that was exploiting this food source becomes a scout that looks for a new food source by randomly searching the problem domain. The ABC algorithm is shown in Algorithm 1. Produce new solutions using employed bees 6: Evaluate the new solutions and apply greedy selection process 7: Calculate the probability values using fitness values 8: Produce new solutions using onlooker bees 9: Evaluate the new solutions and apply greedy selection process 10: Produce new solutions for onlooker bees 11: Apply Greedy selection process for onlooker bees 12: Determine abandoned solutions and generate new solutions randomly using scouts 13: Memorize the best solution found so far 14: Cycle = Cycle + 1 15: end while 16: return best solution
Algorithm 1

III. THE OPPOSITION-BASED APPROACH
This section illustrates the concepts of opposition-based and generalized opposition-based learning techniques.
A. Opposition-Based Initialization
In the absence of any prior knowledge, initial solutions are randomly initialized in the allowable domain using uniform distribution. However, in the worst case scenario, a randomly initialized solution could be actually on the opposite location of the best solution. This will considerably increase the computational cost of the search process.
In opposition-based initialization, after solutions are randomly initialized, the opposite population is generated:
for ∈ {1 . . . }, ∈ {1 . . . } where is the number of dimensions, and are the lower and upper bounds of the allowable domain for dimension , and and are the randomly initialized solution number and its opposite solution.
Both the initial and opposite populations (2 × solutions in total) are evaluated and the best solutions are selected as the initial population.
B. Opposition-Based Jumping
Every now and then, the concept of opposition-based learning is applied to the current population during evolution. The basic idea, [9] , is to hopefully jump from the current position to a fitter position in space in a single iteration. The decision whether to take this jump or not is probabilistically based on a new parameter known as the jumping rate . When generating the opposite population of the current one, and in equation 3 are set as the minimum and maximum values found for each dimension in the current population instead of using the lower and upper bounds of the allowable domain. This is to avoid losing any information gathered during the search.
C. The Generalized Opposition-based Approach
In generalized opposition-based learning, the opposite population is generated using space transformation:
where is a randomly generated number in the interval [0, 1]. and are the upper and lower bounds for dimension in the current population. Using generalized opposition-based initialization or jumping could cause the solution to jump out of the allowable search domain. If this happens, the opposite solution is randomly initialized in the search domain (note that this could be different than the initial allowable search domain in the case of opposition-based jumping). The GOABC algorithm is shown in Algorithm 2. Perform steps 5 to 12 in Algorithm 1 8: Generate a random number 9: if < then 10: Generate the opposite food sources 11: Evaluate the opposite food sources 12: Set the current food sources to the best solutions 13: end if 14: Perform steps 13 and 14 in Algorithm 1 15: end while 16: return best solution
Algorithm 2 The GOABC algorithm
IV. EXPERIMENTAL RESULTS
A. Parameter Tuning
For ABC, the works in [5] , [20] , [21] indicated that there is no need to have a huge colony size in order to provide good results. In our experiments, it was found that using a swarm of 40 bees provided the best results on average. The recommendations in [3] were followed by setting the parameters to × , although in [20] , it was shown that lower values might be needed for more difficult functions.
For opposition-based algorithms, is set as 0.3, which the default value previously proposed for OBL in [8] , [9] and for GOBL in [16] .
Finally, all the algorithms are tested on problem sizes of = 10 and = 30 performing a maximum of 10 4 × function evaluations.
B. Results and Discussion
The results are provided in Tables I and II for uni-modal  functions and Tables III and IV for multi-modal functions. The best results are highlighted in bold (to test for the significance of the results, we used the Mann-Whitney non-parametric statistical test, where the null hypothesis is rejected with a 95% confidence level).
For uni-modal functions, GOABC is the best performance in almost all of the tested functions. The same observation also applies for multi-modal functions. What is noticeable here is that opposition-based ABC algorithms in general has a very deteriorated performance on f6, the reason behind this requires further investigation as it may lead to a class of problems in which such algorithms are not efficient. Table V shows the performance rates and success rates for all the algorithms for the functions successfully solved. The tables show the best performance rates achieved by any of the algorithm accompanied by the normalized performance rates for all other algorithms (the best algorithm has a normalized entry of 1). An entry shown as -means that the corresponding algorithm did not reach the specified threshold in any of the runs. The results show that GOABC is able to successfully solve more functions while having a higher success rate than OABC. 
V. CONCLUSION
In this work we incorporated ABC with a generalized opposition-based learning scheme. This is done through the initialization step as well as generation jumping.
ABC, OABC and GOABC were tested using the CEC05 benchmark library and it was shown that GOABC has the best performance on most of the uni-modal and multi-modal functions and solves the largest number of functions while having a higher success rate.. In future work it is intended to study the effect of changing the jumping rate on the performance of GOABC, apply the algorithm to higher size problems in order to study its scalability, and compare its performance against other generalized opposition-based learning algorithms.
