Abstract-Quality assurance of high throughput ''-omics'' data is a major concern for biomedical discovery and translational medicine, and is considered a top priority in bioinformatics and systems biology. Here, we report a webbased bioinformatics tool called caCORRECT for chip artifact detection, analysis, and CORRECTion, which removes systematic artifactual noises that are commonly observed in microarray gene expression data. Despite the development of major databases such as GEO arrayExpress, caArray, and the SMD to manage and distribute microarray data to the public, reproducibility has been questioned in many cases, including high-profile papers and datasets. Based on both archived and synthetic data, we have designed the caCORRECT to have several advanced features: (1) to uncover significant, correctable artifacts that affect reproducibility of experiments; (2) to improve the integrity and quality of public archives by removing artifacts; (3) to provide a universal quality score to aid users in their selection of suitable microarray data; and (4) to improve the truepositive rate of biomarker selection verified by test data. These features are expected to improve the reproducibility of Microarray study. caCORRECT is freely available at: http:// caCORRECT.bme.gatech.edu.
INTRODUCTION
For microarrays to reach their full potential as a clinical molecular profiling tool for personalized and predictive medicine, the quality of microarray data must be addressed. The FDA has started the MicroArray Quality Control (MAQC) consortium and is seeking to develop FDA guidelines on MAQC and data analysis. 16, 22 However, the current status of MAQC and noise reduction is still a collection of scattered tools and methods. While tools such as dChip, 17 RMAExpress, 12 Harshlighting, 23 and SmudgeMiner 21 include methods to improve the quality of microarray data, these tools fail in several important aspects: (1) they do not provide sufficient visualization to help a novice user understand the source of data problems; (2) they do not incorporate spatial information into the outlier detection methods; (3) they do not incorporate outlier information into their normalization routines; and (4) they do not generate dataset quality metrics to help users select high-quality data. 4, 8 caCORRECT (chip artifact CORRECTion) addresses these deficiencies and seeks to replace or complement the existing technology by combining a novel methodology with an interface that focuses on usability. caCORRECT is a web-based bioinformatics tool that uses the latest methods of normalization and multi-chip variance calculations based on technical or biological replicates to generate crisp representations of artifacts. caCORRECT then uses knowledge-based image processing techniques to flag problematic probes for replacement based on images generated using variance thresholds. Chip artifact detection is the process that the user takes to interpret heatmap visualizations and quality scores. Analysis and correction is the data processing step that takes place to replace suspicious data. The web-based design will allow public microarray archives to process large amounts of data in a short time.
To improve the quality of genomic data, it is important to understand the source of the errors and the current state-of-art in quality control (QC). Recent studies have shown that the choice of microarray platforms is important, but not always the primary factor influencing data quality produced by laboratories. Instead, laboratory techniques are often responsible for the lack of reproducibility in microarray datasets. 13 It has even been suggested that some gene co-expression in microarray chips is the result of spatial artifacts-with the gene pair correlations being more a function of relative chip distance than chromosomal distance. 15 Even worse, the methods that are designed to alleviate such chip to chip non-uniformity could actually hamper results. 6 ,9 Using caCORRECT's capability for interactive visualization, we discover several classes of artifacts which can be easily linked to their root causes. Among the most common artifacts are scratches, edge effects, and bubble effects that manifest as visible localized variations in the microarray dataset. These localized variations are not detected at the level of gene expression, but can be seen using low-level scanner outputs and by preserving the original spatial orientation of the microarray.
Much work has already been done at the gene expression analysis level to detect outlier data points and to improve the reproducibility of microarray results. Affymetrix microarrays, for example, can be processed with Affymetrix's own Microarray Suite (MAS5.0), GeneChip Operating Software (GCOS), or Probe Logarithmic Error Intensity Estimate (PLIER), but alternatives such as dChip, 17 RMAExpress, 12 or GCRMA implementations in Matlab or the R statistical language (www.bioconductor.org) also exist. These programs include good measures such as normalization, background correction, and robust model fitting in an attempt to determine gene expression from multiple probe values. Many of them provide a visualization feature showing where outlier probes, or probe sets are located on the chips, but yet they do not include this spatial information in their outlier detection schemes. Direct comparisons of caCORRECT to these methods are difficult because caCORRECT is a quality assurance step happening before expression analysis, and with each of the methods mentioned above, noise removal and gene expression calculation are inseparable.
One method by Reimers and Weinstein 21 does take spatial effects into account. This system can be used to visualize regional biases across high-density chips. Citing factors such as temperature, liquid flow rate, RNA diffusion rate, and edge effect, they showed that significant regional biases are common and can greatly affect downstream results. In addition to localized background calculation, Reimers and Weinstein's program produces a comprehensive quality score for each chip by measuring the correlation of each probe's expression level to that of its neighbors. While this application may provide quality score information, it does not allow correction of these artifacts. Users are then faced with a difficult choice to abandon a chip, or to proceed knowing that artifacts exist.
In the development of new methods for quality control and assessment, Brodsky et al. proposed a novel method of using clustering of gene expression profiles across microarrays to indicate quality. 5 First, gene expression profiles are clustered, and then the uniformity of the clusters' distributions across the microarrays are measured. Second, the patterns of high and low expressed genes are monitored on each sample for uniformity. These two methods provide a dual description of a gene's artifactual nature, which is then used to discard it from further analysis. Most of the genes discarded in this way are identified as a result of artifacts localized to one or few chips. Brodsky's strategy of removing such a gene from the experiment entirely is too harsh, and therefore caCORRECT uses a more conservative strategy to remove offending gene data from the artifact-containing chips. In this way, caCORRECT is able to retain all genes on the array while removing potentially distracting noise.
A brief survey of current microarray databases (such as GEO, 26 arrayExpress, 20 caArray, and the SMD 1 ) reveals that quality analysis at this level of detail is beyond the scope of many labs which produce microarrays today. The post-processing done by labs corresponds to the goals of their experiment. Some labs produce technical replicates in hopes to increase signal-to-noise ratios and to reduce the need for laborious artifact detection, while others just ignore these effects and look only at large-scale data features. For data curators and data consumers (who often only have access to the published expression data, and not to the more detailed output of the scanner), a different approach is needed. Our goal in designing caCOR-RECT is to make public data a knowledge resource for the whole community, and let researchers use data at a level of detail appropriate to their investigations.
METHODOLOGY

System Overview
As shown in Fig. 1 , the caCORRECT workflow centers on detection and removal of localized chip variances, referred to hereafter as artifacts. The defining feature of an artifact is that it results from errors in microarray manufacturing or lab processing, not from underlying biological phenomena. The first step in the caCORRECT workflow is a quantile normalization process to align the distributions of each uploaded chip and remove global chip biases. Following this step, the variance scores are calculated to analyze data quality on a probe by probe basis. Next, image processing is run on the variance data to identify artifacts. At this point, quality metrics are calculated describing the artifact coverage and noise content of each chip and of the experiment as a whole.
After this first round is complete, additional rounds of normalization and artifact detection may follow along with calculation of updated quality scores. The purpose of this iterative scheme is to identify small to medium artifacts in later rounds that may have been previously over-shadowed by larger artifacts identified in earlier rounds. This is a common scenario as artifacts often overlap in multi-chip experiments, and artifacts influence the variance statistics by moving the calculated mean away from the true mean. Upon completion of caCORRECT, the user is presented with the following files: (1) heatmap images of all of the chips, with and without masks; (2) new versions of ''clean'' probe expression files with appropriate replacement applied; and (3) gene expression value tables calculated by the R implementation of RMA from data before and after caCORRECT.
caCORRECT can be run in two modes: batch mode or interactive mode. In the interactive mode, the user may browse through heatmaps of the chips in their experiment selectively removing artifacts that they encounter via a point-and-click interface. At each step of this process, the user can see how their actions are affecting the two quality metrics assigned by the system: artifact coverage area and a uniformity score, which is derived from overall experiment variance. When the user is satisfied that the quality score cannot be improved further with additional processing, they may then elect to retrieve their microarray data files in zipped format. Figure 2 shows an example of caCORRECT's interactive interface.
In the batch mode, the entire process of artifact removal is completely automated with no input from the user. Our experience is that batch mode gives comparable results to those produced by users during the interactive mode. Most users (including the authors), once becoming comfortable with the caCOR-RECT concept by using the interactive mode, elect to use the batch mode almost exclusively. In any case, if the user is unsatisfied with the results of the batch mode, they may recover their session in order to augment or touch-up these results in the interactive mode. It should be noted, however, that even advanced users find it difficult to improve results beyond those produced by the batch mode alone.
Variance Statistics
The cornerstone of any QC tool is the statistical method used for outlier detection. Here we employ a method similar to a modified t-statistic to describe each spot's behavior compared to its peers on other chips. Our method is better than other methods such as absolute deviation or residuals because it reduces the ''ghosting'' effect in which an artifact on one chip can transfer or ''ghost'' onto other clean chips, and confound analysis, leading to unnecessary data removal. To accomplish this, we implement a fuzzy weighting scheme that allows multiple artifacts in the same location on different chips to be observed simultaneously, while still retaining the ability to perform sequential and iterative analysis to a good stoppingpoint. Our method introduces a variance component, which identifies subtle artifacts in low-variance probes and ignores natural variation in high-variance probes. To begin, an artifact-weighted independent mean l jk is calculated for each location k on a chip j by using the expression values x ik of that location on every other chip i in the set.
The weighting factor a ik equals one for spots that have not been identified as artifactual, and a small nonzero parameter k for spots that have been identified as artifactual. Note that in the initial round of variance scoring no artifacts have yet been identified, and these procedures reduce to the commonly known sample mean, sample standard deviation, and t-statistic.
Next an artifact adjusted independent deviation score r jk is calculated in a similar manner, downplaying the weight of artifacts already identified on other chips.
The variance statistic t jk for each location on chip j is then calculated as the expression level difference from the adjusted mean, modified by the adjusted deviation.
A non-linear scaling procedure approximate to the cumulative density function of the Student's t-distribution is then applied to account for the statistical ramifications of the number of chips in the study, and to bound the score between 0 and 100 for consistent visualization and image processing across datasets. The result of this analysis yields a variance statistic t Ã jk for each spot k on each chip j in the study. High variance indicates statistical improbability, and thus artifactual tendency. Care must be taken, however, not to remove every spot in the study with high variance statistic but only to use this statistic as a guideline for identifying regions of chips where artifacts are present.
The variance statistic is critical to correct identification of outliers, but with this measure alone, the user does not get the critical feedback necessary to improve their microarray processing techniques. This feature is provided by incorporating the variance statistic into an intuitive heatmap based on the physical layout of the chip. The default configuration is on the left-hand side. Clicking on the switch button (two opposing arrows) produces the image at the right-hand side with the enlarged histogram plot. The color stripes in the histogram plot correspond directly to the color bands used in the heatmap. The histogram panel can display the distributions of variance score (shown), original intensity values and normalized intensity values. As artifacts are detected, these histograms will be colored as in Fig. 3 . Clicking on the magnifying glass icon will replace the histogram pane with a 5· magnification of the heatmap, with the location controlled by the mouse. This example shows the highest resolution, where 1 pixel in the large heatmap represents a spot on the array.
Heatmap Generation
The heatmaps implemented in caCORRECT serve a dual purpose. First, they are the critical input for both the batch-mode and user-guided image-based artifact detection process (to be described later). Second, the novel interactive nature of the heatmap in the ca-CORRECT interface allows the user to see and learn about the nature of the artifacts in the data, and perhaps to take steps to avoid recreating these mistakes in the future.
Heatmaps are created by thresholding the variance score described in the previous section with a default value of 80 (roughly the 80th percentile for scores). Any variance value above that threshold is automatically assigned to the ''hottest'' heatmap color. For a microarray chip designed using modern chip layout techniques and containing reliable data based on wellconstructed (and well-executed), experimental protocols for hybridization, these spots will represent real RNA concentration differences in the sample and will be distributed randomly throughout the chip. In many cases, protocols do not achieve uniform hybridization due to uneven drying, formation of salt streaks, scratching or contamination of the microarray surface due to contact with skin or dust, miscalculated hybridization times, or failure to control environmental variables. 7 All of these most common mistakes result in clearly visible localized patches of variance (artifacts) on the heatmap. The default threshold for batch mode is 80, but the interactive mode of ca-CORRECT allows the user to adjust the threshold and immediately see the resulting chip coloration. The user specifies a maximum threshold by clicking a histogram in the heatmap control panel. All chips in the experiment are represented in the histogram to help the user in identifying exceptionally high-variance chips. The available color schemes are designed to allow the user to see patterns in variance changes while minimizing bias that may result from color intensity interactions (see Fig. 3 ). Four resolutions are also provided for heatmaps to allow users to ''blur'' the data to help recognize global trends in the data.
Even the best experimental protocols can produce microarray data with varying global intensity profiles. This is especially true for microarrays produced on different days or by different labs. This difference in mean intensity must be removed before calculating the variance or producing heatmaps. We achieve this using quantile normalization as described below.
Artifact-Aware Normalization
Quantile normalization, as described in Bolstad et al. 3 and recommended by the latest FDA MAQC results, 22 reduces noise in microarray experiment replicates by forcing the intensity distribution of each chip to be identical. A set of n distributions is from the same family of distributions (i.e., normal) if a plot of the quantiles in n dimensions results in a straight line. Projecting each quantile onto the unit diagonal vector will transform all distributions to one identical distribution. This method is generally good for the microarray problem, where the distributions are poorly defined, and parametric methods break down. However, the power of quantile normalization comes with a major caveat; if the chips are not of the same distribution, the algorithm will proceed to warp the distributions to be the same and proceed as if nothing bad happened. Fortunately, it is a reasonable assumption that high-quality microarray data from a single source on a single platform follow the same distribution. Unfortunately, this high quality is not the case in much real-world data, where chip artifacts can significantly alter the distribution of intensities on a chip. One bad chip then ends up warping the others when quantile normalization is performed, thus compromising the reproducibility of the results. We have found a way to alleviate this problem by identifying artifacts before quantile normalization, and setting them aside temporarily. In theory, perfect knowledge of artifacts would allow for perfect correction. This process is called ''artifact-aware quantile normalization'' and its positive effects are described in Fig. 4 . Figure 4 demonstrates the difference between classical quantile normalization and our new artifactaware normalization using real microarray data and artifacts identified with caCORRECT's batch mode. As can be seen in the raw intensities, the artifacts (pink) have a different distribution than the rest of the chip (blue). Once the first round of classical quantile normalization is performed, the ''warping'' of the nonartifacts can be seen in the way that the blue and red curves differ in shape, unlike in the artifact-aware normalization where the blue and red curves agree nicely. The noticeable hump in one of the red curves at low intensities for artifact-aware normalization is due to artifacts on another chip, and is expected in the same way that the black hump exists for the chip highlighted in this example. The original caCORRECT heatmaps for these two chips are also provided for reference (Fig. 5) .
After the quantile normalization, the artifact intensities are then replaced with appropriate values as discussed in the next section. After this replacement step, the results again show that the non-artifact intensities follow a more natural distribution (the shape of the blue curve is similar to the red curve) when they are processed with the artifact-aware normalization procedure. In this case, the classical method results in a sharper distribution, pushing mid-range expression values into inappropriately lower or higher value ranges.
This new artifact-aware quantile normalization scheme is implemented as the standard normalization procedure for caCORRECT. In order for it work properly however, only appropriate artifacts must be identified. If, for instance, all extremely low or high values were arbitrarily marked as artifacts, this would ruin the assumption that the remaining non-artifact intensities on a chip follow the natural distribution of chip intensities. Thus, in order to preserve the integrity of this procedure, a conservative artifact removal process is implemented as discussed in the next section.
Artifact Identification and Replacement
Perhaps the most obvious benefit of this tool is the identification and replacement of artifactual data before they can foul downstream results. caCORRECT accomplishes this by sending its own heatmaps through a battery of image processing routines which are designed to identify spatially relevant areas of high variance. The image processing routines can vary from relatively simple moving-window searches used in batch mode to complex custom-designed kernels used in interactive mode to find specific artifacts based on user input.
To maintain the specificity of artifact removal during interactive mode, we require that users provide minimal information or parameters regarding the type, size, and location of probable artifacts present on the chip image via a simple point-and-click interface. Based on the artifact type and size suggested by the user, an image kernel (mask) is generated. Simple morphological convolution is then applied to the chip heatmap image based on the custom kernel. Depending on the type of artifact being identified, various open and close operations are then performed to further specify the artifacts. Once identified, these artifacts may be superimposed on the original chip image for visual comparison by the user. Flagged spots already indicated by proprietary software provided by Affymetrixä encoded into the CEL file format can also be superimposed on the image for comparison during the artifact flagging process. In most cases, we have found that outliers specified in CEL files do not correspond well to our artifact definitions, but are more randomly distributed throughout the heatmap. The user has the option of retaining these outlier indexes, or replacing them upon data retrieval.
Aside from visual inspection, we suggest data quality metrics (discussed later) as a quantitative measure of the completion of the artifact removal process and resultant chip quality. The user may accept the identified artifacts at any time, or repeat the artifact removal process iteratively until they are satisfied.
Once the user is satisfied that the artifact removal is complete (or at the end of batch removal) the data may be retrieved by the user with the artifactual data appropriately replaced. The most common methods are to replace individual probe intensities with the mean or median values of that probe for each nonartifact sample in the dataset. Besides these options, caCORRECT also allows replacement with zeros, with ''null,'' or any other custom value that the user prefers.
Data Quality Scoring
A major goal of the caCORRECT project is not only to identify and remove errors in microarray experiments, but also to describe experimental datasets and chips according to comparable quality scores. Our efforts have produced two balanced scores: the Uniformity Score (described below) and Artifact Coverage Percent. The desired properties of a quality score for microarray experiments are as follows: (1) If chip variation between technical or biological replicates is low, the quality score is high; (2) the quality score of an experiment composed of identical chips is maximum; ( 3) The quality score should be bounded for easy comparability (e.g., [0,1]); (4) Masking of high variance regions from the scoring algorithm should improve quality; and (5) the ordering of the chips should not affect the quality score.
For caCORRECT, we implemented a pairwise Normalized Cross-Correlation algorithm that satisfies all of our desired properties. This quality score serves a dual purpose. First, the score gives feedback to a lab which is generating microarray data as to the quality and repeatability of their own work. Second, it gives users of microarray data repositories some criteria by which to select a dataset. In addition to this uniformity score, we calculate an artifact coverage percentage throughout the artifact identification process for each chip, and for the dataset as a whole. This number can be used to remove highly suspect chips from the data set and improve overall data quality. It is recommended that any chip with greater than 20% artifact coverage be considered for removal from the dataset, especially if the artifact is widespread and diffuse in nature, as opposed to a sharp, localized artifact.
Generation of Test Data
In order to directly assess the quality improvement ability of caCORRECT, synthetic test data sets are generated. The test data has two advantages over real data: we have total control of which genes are differentially expressed for identifying true and false positives, and we have total control of the appearance and location of artifacts. To simulate conditions observed in real array experiments as much as possible, real values from real arrays 25 are used to construct the test data. Some data are harvested from obvious regions of artifact as well as from regions determined to be generally artifact free. It is worth noting that the ''artifactfree'' regions need not be entirely clean, because the loss of spatial information that occurs following the subsequent resampling process dilutes any artifact to negligible levels. Test microarray synthesis is performed with the following procedure:
1. Two identical templates are generated (one for each class in the biclassification problem) consisting of the numbers 1-5. The numbers are uniformly and randomly distributed across the chip, and represent the relative expression quantile for each location; 2. A specified percentage of the templates are ''spiked'' in random locations by altering the templates so that they are different for a location. This is to represent a differentially expressed gene; 3. Five good and bad distributions are created by first sorting, and then dividing the values extracted from a real chip into equal sized quantiles; 4. A hand drawn binary artifact mask is selected which will dictate the distribution used for each location on the generated chip (0 for bad and 1 for good); and 5. For each spot, a random number is pulled from the corresponding distribution (good or bad depending on the mask, and quantile 1-5 depending on the template).
Two datasets are created as described above, and with the following properties. Dataset 1, called the ''highly separable'' dataset is 640 · 640, and spiked with 0.15% of the spots on the array. Of these spiked probes, the templates are always changed such that one class would be chosen from quantile 1 and the other from quantile 5. Dataset 2, called the ''weakly separable'' dataset is also 640 · 640, but has 0.20% of its genes spiked. For the weakly separable dataset, spiking consists of altering the two classes to be in quantiles randomly selected from 2 to 4 without replacement.
To validate the effectiveness of caCORRECT in aiding biomarker discovery, two tests are performed on each simulated microarray dataset. Test one uses a student's t-statistic to rank each spot in decreasing significance. The top genes identified by this ranking are then checked against the list of spiked genes, and the amount of overlap is recorded. The size of the top gene list for this test is determined by the number of spiked genes in the data so that the genes can have 100% overlap. The second method analyzing the ability of caCORRECT to aid in biomarker selection is the construction of ROC curves. For each dataset, ROC curves are created showing the rate of true positive discovery versus false positive discovery.
Testing Biomarker Reproducibility with Cross-Validation
To measure caCORRECT's effect on the reproducibility of microarray experimental findings, ranked lists of selected biomarkers from independent datasets are compared. The goal is to find little change between ranked gene lists of two different datasets-indicating reproducibility of findings. To create these independent datasets, the dataset published by West et al.
11 is randomly split into two non-overlapping data subsets. In this way, one large 24 vs. 25 dataset is split into subsets of 12 vs. 12 and 12 vs. 13. Each of these subsets is then used as input for a support vector machines gene ranking routine twice; once without any QC, and once after being run through the caCORRECT batch mode QC. RMAexpress was used for all gene expression calculations in this study. Figure 6 shows a schematic for this design.
The above process yields four different lists of ranked biomarkers, which are then compared in a pairwise manner to determine reproducibility of findings. First the ranks are transformed to the log 2 scale to reflect the decrease in marginal discriminatory power with an increase in rank. Second, the change in log 2 rank is then calculated between two lists for the top 100 genes on each list. This whole procedure is then repeated with different random splits to ensure repeatability.
RESULTS
Improvement in Synthetic Test Data Analysis
For both of the synthetic test datasets, caCOR-RECT is able to improve biomarker identification according to both the rank-overlap test, and for ROC analysis. For both datasets, the distribution of t-statistics for each spot becomes more significant after caCORRECT analysis, but the magnitude of the t-statistics increases in a more favorable manner for the spiked genes as a whole.
Analysis of spiked gene appearance in the set of top genes identified by t-statistic indicates that caCOR-RECT actually increases the amount of truly significant genes found in the top ranks of biomarker selection by t-statistic. Table 1 summarizes these results, showing the increase in the percentage of genes identified that are actually spiked in during the data creation process. The remaining genes come from the same distribution, and hold no discriminating information about the two classes being investigated.
Comparing which genes are found first in the t-statistic ranking yields the ROC curves shown in Fig. 7 . In this case, true positives are spiked in values and false-positives are the other genes which comprise over 99% of the total spots on each chip. As can be seen for both the highly separable (top) and weakly separable (bottom) ROC curves, the data that has been processed with caCORRECT (red) outperforms that of unprocessed data (blue).
Improvement in Biomarker Reproducibility
Results from the independent splitting of the West dataset are summarized in Fig. 8 . It can be seen that using QC on both datasets has a significant positive effect on the reproducibility of ranked gene lists in two ways. First, distribution plots show an increase in the number of genes whose rankings do not change more than two-fold. Second, this change is enough to drag the mean of rank differences far away from the distribution that does not use QC (p < 0.05).
Quality Assessment of Public Data
Our artifact removal strategies are validated against real data from the scientific literature. We selected recent experiments from ArrayExpress and Oncomine with only two constraints: each experiment must include Affymetrix CEL files and each experiment must have an associated publication.
Next we divide the chips into classes based on sample source as specified by the paper. Figure 9 shows selected heatmaps generated by caCORRECT during our survey. Our results (see Table 2 ) show three interesting trends. First, the yeast genome chips produce data of overall higher quality than the human microarrays. These chips also represent the most recently acquired data. Second, in cases where artifact coverage is the greatest, the improvement in quality score due to running caCORRECT is also the greatest. Finally the quality score corresponds well to predicted similarity of the biological samples. Separating chips . Effect of caCORRECT on receiver operating characteristic (ROC). Curves shown are for the highly separable (top) and weakly separable (bottom) synthetic datasets. Blue is before, and red is after caCORRECT processing. Please note the difference in horizontal scales for the two panels, as the highly separable dataset needed much less false positive rates to achieve full identification of true positives. In both cases caCORRECT increased the performance of positive identification. by class produces the highest quality scores when the classes are the most uniform (wild-type yeast and healthy lung tissue) while samples of low uniformity (engineered yeast and tumor samples) are generally of lower quality.
DISCUSSION
caCORRECT has been developed to aid research that uses microarrays as a primary data source. The system uses an accessible web-interface and novel FIGURE 9. Selected heatmap images generated by caCORRECT during a survey of public microarray data sets. Each heatmap is a whole microarray. The quality score is indicative of the actual dataset quality.
visualizations that engage users through interactivity. A novel framework for artifact detection and removal has been implemented by incorporating both user feedback and existing knowledge. caCORRECT takes a significant step beyond model-based smoothing. It targets at finding authentic artifactual instrumentation error instead of using only mathematical assumption. The results show that caCORRECT can effectively recover lost information that has been obscured by artifacts, and can increase reproducibility of biomarker selection from real microarray data. A large-scale survey of public data also demonstrates caCOR-RECT's ability to both assess and improve the quality of a wide array of datasets.
In conclusion, we have developed a web-based tool that is able to assess and improve quality of microarray data, which in turn will improve the quality of biomarker selection, therapeutic target studies, and pathway analysis studies in bioinformatics and systems biology. Importantly, caCORRECT improves downstream analysis of microarray data, especially in biomarker selection and translational bioinformatics. We believe that this tool could have a large impact on the wider systems biology and bioinformatics community (1) by illustrating how common the microarray artifacts are, and (2) by providing a quality assurance tool to save a tremendous amount of time and money spent in generating and utilizing experimental data.
Our future work is to evaluate artifact replacement schemes that are more sophisticated than simple median value replacement. Our preference is to not replace data in any way, but many classification schemes are difficult to adapt to data containing samples of varying dimensions. 14, 18, 19, 24, 27 Our primary near-term objective is to implement MAGE-ML dataset import, including import of common chip platforms other than Affymetrix. Another goal is to integrate with NCI caBIG (cancer Biomedical Informatics Grid) by following the procedures outlined in the caCORE Software Development Kit Programmer's Guide and registering all data elements in the system with caBIG Enterprise Vocabulary Services (EVS). This would enable caCORRECT to be interoperable with the caARRAY archive, whose data model already allows for tracking of Quality Control process descriptions and metrics but lacks a standardized way to generate them.
