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We report a detailed structural analysis of the phases of 1,2-sn-dipalmitoylglycerol Langmuir monolayers at
room temperature. Pressure-induced transitions have been investigated by combination of molecular-dynamics
simulations and grazing-incidence x-ray diffraction ~XRD!. The diglyceride film undergoes two phase transi-
tions occurring at 38.3 and 39.8 Å2/molecule. Simulation indicates that the first transition involves a reorien-
tation of the headgroups while simulation and XRD show that in the second transition the order parameter is
the tilt angle of the alkyl chains. A methodology for Fourier analysis of simulated Langmuir monolayers is
presented. According to the simulation, in the two states of higher surface pressure the alkyl chains are vertical
and pack in a centered-rectangular ~nearly hexagonal! lattice. In the second phase transition the alkyl chains
start tilting. At the lowest pressure the tilt angle reaches '14° in a direction close to a nearest neighbor
direction. Both arrangements of the alkyl chains are confirmed by XRD. For higher order and fractional order
Bragg peaks, simulations predict higher intensities than observed with XRD. This may indicate that in the
simulated monolayer the finite size with periodic boundary conditions imposes a higher degree of order.
@S1063-651X~98!01503-7#
PACS number~s!: 68.10.Cr, 61.90.1d, 68.35.Rh, 68.55.NqI. INTRODUCTION
In recent years considerable progress has been made in
refining the application of scanning probe microscopies, im-
aging, and diffraction techniques @1–4# to study highly or-
dered molecular films on solid substrates or aqueous sub-
phases. The physical properties of such thin films can be
drastically different from those of the corresponding bulk
phases. A detailed understanding of the properties of these
self-assembled films and the physical origin of the surface
structure is fundamentally important to basic and applied
problems such as adhesion, capillarity, contact formation,
friction, lubrication, wear, modifications of surfaces, etc. @5–
13#. Theoretical approaches @14–16# and, in particular, with
the recent developments and implementations of computa-
tional methods, simulation techniques @17–28# have been
used to elucidate the microscopic origins of these phenom-
ena and their technological consequences.
Some of the most intensively studied systems are lipid
monolayers at air-water interfaces ~Langmuir films!, being
particularly attractive model systems for the study of dy-
namic processes occurring in restricted molecular geom-
etries. Various parameters such as temperature, molecular
packing density, molecular composition, and the nature of
the subphase can be controlled, and the effect of these vari-
ables on, e.g., lateral diffusion can be examined @29#. This is
an important aspect in biological membranes, where lateral
interactions determine the fluidity and permeability. Fluidity
and permeability may modulate the activities of membrane
proteins, controlling, e.g., enzyme activity, transport of small571063-651X/98/57~3!/3153~11!/$15.00molecules across the membrane, or the binding constants of
receptors for substances such as hormones, antigens, or nu-
trients. Most commonly, phase transitions in Langmuir
monolayers have been inferred from surface pressure versus
molecular area (p-A) isotherm measurements @30–32#. A
number of new experimental techniques have recently been
used to determine structures in monolayers at different
length scales. Structures on a mesoscopic scale may be ob-
tained by fluorescence or Brewster angle microscopies
@1,3,33–38#, whereas structure on a microscopic scale ~posi-
tional order in, e.g., hexatic and quasicrystalline phases, tilt
angle, and orientation of the alkyl chains, rotational order of
the backbones of the chains resulting in herringbone or rota-
tor phases and order of ions attracted to the monolayer! can
now be deduced from x-ray reflectivity and diffraction meth-
ods @39–59# and from neutron reflectivity @60,61#. Informa-
tion about dynamics, structural orientation of the headgroups
at the aqueous subphase, or influence of internal chain con-
formation on molecular packing and phase stability is, how-
ever, experimentally difficult to obtain. Instead, it may be
inferred from computer simulation techniques, which
complement experimental methods to assess the relative role
of order-disorder phenomena involved in lipid monolayer
dynamics and phase transitions @62–79#. It has been demon-
strated that the simulations reproduce cooperative tilt effects
and tilt transitions @66–68# as well as backbone ordering and
different rotator phases @62,63#. Additional results have been
obtained describing headgroup orientation and location of
gauche defects in the chains @69–79#.
In the present study, we have performed molecular-
dynamics simulations and a synchrotron x-ray diffraction
experiment to determine the structural ordering of3153 © 1998 The American Physical Society
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Our earlier simulation results indicated that the monolayer
undergoes two phase transitions, where the transitions at
high and low surface pressures involve the reorientation of
the headgroups and tilting of the alkyl chains, respectively.
An analysis of the headgroup orientation and distribution of
trans-gauche defects in the alkyl chains has appeared @73,74#.
Here, we present a detailed analysis of the structures ob-
served in the different phases. Though Fourier analysis is
often considered in simulations, the structure factors have
usually been reported only for a two-dimensional ~planar!
cut in three-dimensional ~3D! reciprocal space. Considering
also the third dimension in reciprocal space increases the
amount of extractable structural information, such as quanti-
tative descriptions of tilt angle and molecular orientation.
Furthermore, higher and fractional order peaks may elucidate
the extent of ordering phenomena. In this study, we have
calculated both the planar ~projected! structure factor inten-
sities and the intensity dependence on all three dimensions of
reciprocal space, giving information about the crystalline or-
dering of the alkyl chains ~lattice parameters, tilt, and tilt
direction! and the crystalline order of the headgroups. The
simulated structures and their calculated structure factors are
compared with the x-ray diffraction results.
The paper is organized as follows. In the next section, we
briefly present the model and details of the molecular-
dynamics simulations. In Sec. III we discuss the experimen-
tal setup and in Sec. IV we compare the simulation results
with the x-ray diffraction data. Finally, in Sec. V, the main
findings of our investigation are summarized.
II. MODEL AND SIMULATION DETAILS
In the molecular-dynamics calculations, which consist of
the integration of the Newtonian equations of motion, we
have investigated the dynamical behavior and structural or-
dering of the diglyceride monolayer at different surface pres-
sures. The monolayers are treated in full atomic detail with
the exception that the methyl and methylene units of the
alkyl chains of the molecule are modeled as ‘‘anisotropic
united atoms’’ ~AUA! @74,80#. The different potential func-
tions for the intramolecular contributions ~bond length, bond
angle, torsion, Lennard-Jones type, and Coulombic energies!
and intermolecular interactions ~Lennard-Jones type and di-
polar energies @81#! have appeared in the literature many
times and are fully described in Ref. @74#. The various po-
tential parameters appearing in the potential function are
based on recent experimental data or force field calculations
and numerical values of the parameters are provided in Ref.
@74#. The aqueous subphase is considered to be a continuous
medium modeled by an external field @74#, whose strength is
based on data for the free energy of solvation for simple
esters and alcohols. This static field maintains the feature of
a soft ~flexible! interface and serves as a stabilization of the
monolayer.
The simulation was started from one layer of the three-
dimensional structure of the Lb mesophase of
1,2-sn-dipalmitoylglycerol @74,82#. 48 chiral molecules
were placed in a rectangular simulation cell, where the alkyl
chains were perpendicular to the surface and in an all-trans
state. Periodic boundaries were imposed in the x and y di-rections and the minimum image convention @83# was em-
ployed. The equations of motion were integrated using a
leapfrog algorithm @83# with a time step of t>0.7 fs @73–
76#. The temperature was maintained at 25 °C with a Nose-
Hoover thermostat @84–86#. To obtain a stable film and to
avoid mechanical non-equilibrium responses @76#, such as
strains and stresses within the film, the layer was compressed
to a mean molecular area of A536.2 Å2/molecule by adjust-
ing the ratio of the simulation cell dimensions such that the
off-diagonal pressure tensor components on average equal
zero and the diagonal elements equal the spreading pressure
@78#. The configuration for the next lower surface density
was obtained by expanding the monolayer in the x and y
directions while maintaining the ratio of the simulation cell
dimensions @87#. Thermodynamic, structural, and dynamic
quantities were sampled after thorough equilibration of the
film for at least 100 ps. Details of the equilibration and sam-
pling procedure are provided elsewhere @74#.
III. EXPERIMENTAL DETAILS
Experimental data were obtained using a Langmuir trough
for measuring the surface pressure ~p! versus mean molecu-
lar area (A) isotherm and synchrotron x-ray diffraction for
determining the packing and conformation of the molecules
in the monolayer in situ.
The (p-A) isotherm measurements were performed by
spreading a 1 mg/ml solution of ~chiral resolved!
1,2-sn-dipalmitoylglycerol ~Sigma; '99% pure; substan-
tially free of 1,3 isomer! in chloroform ~Merck; analytical
grade! on Millipore filtered water ~18.2 MV cm! thermo-
stated at 2060.2 °C. After evaporation of the solvent, the
monolayer was compressed at a rate of 0.4 Å2/molecule min
to a surface pressure of 50 mN/m, which is just below the
collapse pressure. The compressed monolayer was left for
more than 12 h at constant surface pressure, maintained by
adjusting the barrier position, in order to equilibrate. The
isotherms were measured with a KSV5000-3 Langmuir
trough ~KSV Instruments, Helsinki!. For comparison with
simulation results, experimentally determined isotherms
were recorded during the expansion of the compressed
monolayer, as discussed in Sec. IV. The expansion rate was
0.03 Å2/molecule min up to a mean molecular area of
45 Å2/molecule, and beyond this point the rate was
0.15 Å2/molecule min. The structure of the Langmuir mono-
layer was investigated by synchrotron x-ray diffraction using
the liquid surface diffractometer on the undulator beamline
BW1 at HASYLAB, DESY, Hamburg. A beam of wave-
length 1.351 Å was incident on the surface at a shallow angle
a50.85ac ~to enhance surface sensitivity!, where ac is the
critical angle for total external reflection, giving a footprint
of 50 by 5 mm on the water surface. The background level of
scattering was reduced by a He atmosphere inside the trough.
Diffracted x rays were detected by a vertically oriented
position-sensitive detector with 256 channels mounted be-
hind a Soller collimator, giving a ~horizontal! uqW xyu resolu-
tion ~full width at half maximum! of 0.011 Å21 and a ~ver-
tical! qz resolution of 0.005 Å21. Here, qW 5(qx ,qy ,qz)
5(qW xy ;qz) is the scattering vector. Since generally Lang-
muir monolayers are seen to consist of domains that are ran-
domly oriented around the vertical axis, the horizontal com-
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combination qxy5uqW xyu5A(qx21qy2). Spreading conditions
were equivalent to those described above. After evaporation
of the solvent, the film was compressed at a rate of
1.5 Å2/molecule/min to a surface pressure of 40 mN/m. To
allow for equilibration and stabilization of the film, the com-
pressed monolayer was maintained for 1 h at constant pres-
sure by adjusting the barrier position before the first diffrac-
tion scan. Diffraction scans were conducted at constant
surface pressures of 40, 20, and 5 mN/m. At the highest
surface pressure, a broad scan resolving only qxy was per-
formed to detect the presence of peaks ~cf. following sec-
tion!. Peaks were observed only in the range 1.47– 1.55 Å21
~corresponding approximately to the interchain distance in a
compact hexagonal lattice!. Consequently, this range was
used for scans simultaneously resolving both qxy and qz at
all three surface pressures. In-between scans, lower pressure
states were obtained by expanding the film at a rate of
0.1 Å2/molecule/min.
IV. RESULTS AND DISCUSSION
Surface tension g and the positional order of the mono-
layer at different surface pressures are easily calculated in
the simulations and can directly be compared with experi-
mental results. In monolayer experiments, the lateral pres-
sure p is given by the difference of surface tension in the
absence (g0) and presence (g1) of amphiphilic molecules at
the water surface; p5g02g1 . In the simulations, the posi-
tive spreading pressure p is calculated from the intermolecu-
lar interactions @88# and the external force field contributions
@89#.
Surface pressure data are shown in Fig. 1. The experimen-
tal isotherm was obtained during expansion. Small hysteresis
effects were observed in the isotherms during compression-
expansion cycles ~data not shown!. The hysteresis is prob-
ably caused by large relaxation times of structural ordering
in the film. Discontinuities in the slope of the isotherm ob-
served during expansion were not detected upon compres-
sion. This is inherent to the diglyceride monolayer film.
FIG. 1. Surface pressure computed in the simulations ~left ordi-
nate! and determined by experiment ~right ordinate! during expan-
sion @74#. Computed surface pressures are given in reduced units:
p*502gs2/e , where g is the computed surface tension and s and
e are the Lennard-Jones parameters for methyl groups ~s53.527 Å
and e/kB5120 K; kB is the Boltzmann constant!.Similar observations have been reported, e.g., for long chain
aliphatic alcohols @90,91#. The isotherms calculated in the
simulations and the experimental isotherms measured during
expansion of the film show two discontinuities in slope oc-
curring at 38.3 and 39.8 Å2/molecule. Experimentally, the
location of the kinks could be determined with a precision of
61 Å2/molecule, and good agreement is found between
simulations and experiment. The differences in the slopes of
the isotherms will be discussed later.
Structural information about the simulated Langmuir film
was obtained qualitatively by inspection of several snapshots
at the different surface pressures @cf. Figs. 2 and 7~c! below#,
and quantitatively by computing the structure factor intensi-
ties. In the simulations, periodic boundary conditions were
applied to avoid boundary effects. Hence, the system can be
considered as a set of NR replicas ~superlattice! of the actual
simulation cell. Then, the intensity from the extended sys-
tem, Iext , is given by @92#
Iext~qW !}K U 1NR (j51
NR
(
i51
NP
exp@ iqW ~RW j1rW i!#U2L
5U 1NR (j51
NR
exp~ iqW xyRW j!U2K U(
i51
NP
exp~ iqW rW i!U2L
[IRepl~qW xy!I~qW !, ~1!
where the two sums are over the different replicas of the
system NR~!`! and over the NP particles in the simulation
cell. ^•••& denotes an ensemble average over independent
configurations. RW j is a vector pointing to the origin of the j th
replica in the superlattice, and rW i is the position of the ith
particle in the simulation cell. As shown, the double sum can
be separated ~cf. @93#! into two factors: IRepl ~arising from
replication of the simulation cell! gives a set of Bragg peaks
corresponding to the superlattice structure: IRepl is unity for
scattering vectors qW 5(qW xy ;qz) with horizontal components
qx
P52pm/Lx and qy
P52pn/Ly ~m,n560,1, . . . ; Lx and Ly
are the replication translations in the x and y directions, re-
spectively! while ~for NR!`! IRepl ~and Iext! are zero else-
where. The spacing between the qW xy
P can only be reduced by
increasing the size of the simulation cell. Due to the inherent
restriction of system replication along the real space lateral
dimensions, any crystalline particle lattice must necessarily
be commensurate with the superlattice, so that the reciprocal
lattice of the particle lattice will be subset of the qW xy
P lattice.
It is conventional in simulation studies to denote as the in-
tensity the factor I(qW )[^u( i51
NP exp(iqWrWi)u2&, the intensity
arising from the NP particles in the simulation cell. As
pointed out above, the intensities I(qW xy ;qz) are meaningful
only for qW xyP$qW xy
P % @94#.
A top view of the monolayer is shown in Fig. 2. It appears
that the chains form a crystalline lattice, where the chains
remain straight and parallel @cf. Fig. 7~c! top#. To quantify
the ordering of the layer, we have calculated the intensities
I(qxP ,qyP ,qz) @95#. For simplicity, we first consider projected
intensities *21
1 I(qxP ,qyP ,qz)dqz . A map is shown in Fig. 3,
where intensities due to the entire molecules are indicated by
the white area of the semicircles and intensities due only to
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groups are indicated by the thin bonds in Figs. 2 and 6!.
Six dominant peaks are observed in Fig. 3. Using aW * and
bW *5(1.394,70.782) Å21 as the primitive vectors of a
reciprocal lattice @97#, the six peaks may be written as qW xy
5haW *1kbW * with Miller indices (h ,k) as indicated in Fig. 3.
For the six dominant peaks the intensities due to the en-
tire molecules are much higher than those due only to the
headgroups. We conclude that the six dominant peaks de-
scribe the apparently crystalline order of the hydrocarbon
chains. From the reciprocal basis vectors aW * and bW * we
can construct @92# the ~nearly hexagonal! real-space lattice
FIG. 2. Top view of a snapshot of the simulation cell at 36.2 Å2
~high pressure state!. The alkyl chains ~drawn in bold lines! form a
slightly distorted hexagonal lattice indicated by dashed lines in the
left part of the figure. Real space unit vectors aW and bW are indicated
above the simulation cell. The dashed lines on the right reveal a
two-molecule ~four-chain! rectangular superlattice, formed by the
headgroups, giving rise to fractional order peaks in reciprocal
space. The superlattice real space unit vectors aW H52(aW 1bW ) and
bW H52aW 1bW are shown above the cell. The idealized arrangement
of heads (H) and alkyl chains (T) is shown below ~right!.
FIG. 3. Calculated projected scattering intensity of the entire
molecules ~white semicircles! and the headgroups alone ~black
semicircles! shown for 36.2 ~left! and 41.0 ~right! Å2/molecule. The
area of the respective semicircles is proportional to the projected
intensity *21
1 I(qxP ,qyP ,qz)dqz ; qxP52mp/Lx , qyP52np/Ly .@dashed lines in Fig. 2 ~left!# with basis vectors aW and bW as
shown in Fig. 2 ~top left!. Projected intensities @*211 I(haW *1
kbW *;qz)dqz , bars# and Bragg rod intensities @I(haW *
1kbW *;qz) versus qz , dotted lines# are shown in Fig. 4 for a
number of different mean molecular areas. To ease the com-
parison with x-ray diffraction measurements @98#, in Fig. 4
we further report intensities ~dashed lines! that are calculated
as Isum(qW )5I(1qx ,1qy ,1qz)1I(2qx ,2qy ,1qz). Pro-
jected intensities ~data not shown! of the $11%, $1¯2%, and $21¯%
peaks, and the $02% $2¯2%, and $20% peaks are '10% and
'5%, respectively, of the intensities of the first order peaks
~$01%, $11¯%, and $10%!.
In Fig. 3 intensities of '5% of the first order peaks are
further observed at the fractional-order positions qW xy
56(11/4aW *,11/4bW *), 6(13/4aW *,21/4bW *), and
6(11/4aW *,23/4bW *). These reflections are due to the head-
groups ~cf. black semicircles in Fig. 3!. Their positions may
be generated from reciprocal basis vectors aW H*5
1
4 (aW *1bW *)
and bW H*5
1
2 (2aW *1bW *). The resulting @92# real space lattice
is shown in Fig. 2 ~right!: the headgroups form a rectangular
superlattice with unit cell vectors aW H52(aW 1bW ) and bW H5
2aW 1bW giving rise to the fractional order peaks. The pattern
of alkyl chains (T) and headgroups (H) is shown schemati-
cally in Fig. 2 ~bottom right!, and the symmetry of the ar-
rangement results in systematic absences of some of the
peaks predicted by the reciprocal basis vectors aW H* and bW H*
~cf. Fig. 3!: All integer-order reflections are present, with
contributions from both alkyl chains and headgroups. Only
every second row of fractional-order reflections is present,
and only the headgroups contribute to those intensities @99#.
Projected and qz-resolved intensities ~Bragg rods! of the
headgroups, given in Fig. 5, indicate that there is no major
difference between the projected intensities in the most com-
pressed and expanded states. However, differences are ob-
served in the qz-resolved intensities.
We now proceed with the analysis of the integer-order
peaks. From the Bragg rod profiles shown in Fig. 4 ~dotted
lines! we have deduced the average orientation of the mol-
ecules defined by the tilt angle u and the azimuthal angle c
of the hydrocarbon chains as follows: The features of the
intensity distribution along the Bragg rods are determined
mainly by the form factor of the aliphatic chains. Now, for
nearly parallel long linear aliphatic chains the atom-by-atom
structure is largely irrelevant for calculating the intensities
and it may be replaced by a smoothed electron distribution
resulting in a very slim prolate ellipsoid of length L . The
form factor of the hydrocarbon chains, being the Fourier
transform squared of the electron density, will be a very flat
oblate ellipsoid of FWHM thickness 2p/L and perpendicular
to the chain axis @96,102#. Hence, the orientation of the cen-
ter plane of the oblate ellipsoid ~where the form factor is
maximum! gives the orientation of the hydrocarbon chains.
In Fig. 4, the maxima in the I(haW *1kbW *;qz) ~dotted lines!,
at positions qz5 qˆ z
hk
, result from the molecular form factor.
The average orientation of the axes of the hydrocarbon
chains can then be determined by least-square fitting, to the
points (qx10 ,qy10 , qˆ z10), (qx01 ,qy01 , qˆ z01), (qx1
¯1
,qy
1¯1
, qˆ z
1¯1), a plane
through the origin,
57 3157X-RAY DIFFRACTION AND MOLECULAR-DYNAMICS . . .FIG. 4. Diffraction profiles calculated in the simulations at 36.2, 38.0, 38.25, 38.5, 38.875, 39.25, 40.0, and 41.0 Å2/molecule ~as
indicated!. $hk% denotes th(hk) and (hk) reflections. Dotted curves are qz-resolved intensities @Ihk(qz)# for 21,qz,1 Å21, where three
of these were calculated using the Laue symmetry @I(qx ,qy ,qz)5I(2qx ,2qy ,2qz)# @92#. Dashed lines are the qz-resolved summed
intensities @I $hk%
sum (qz)[Ihk(qz)1Ihk(qz)# . Isum is useful because experimentally the intensities Ihk(qz) could not be separated from Ihk(qz).
The bars represent projected ~i.e., qz-integrated! diffraction intensities I $hk%* [*01I $hk%sum (qz)dqz where the integration limits were chosen for
comparison with experimental data. Note that by the Laue symmetry I $hk%
* 5*21
1 Ihk(qz)dqz.05aqz1bqy1gqz
[sin~u!cos~c!qx1sin~u!sin~c!qy1cos~u!qz . ~2!
The chain axis is then orthogonal to the plane, i.e., along
the real-space vector ~a,b,g!, having tilt angle u and azi-
muthal angle c. In Table I, the peak positions qˆ z
hk and the
corresponding peak intensities Ihk( qˆ z)5I(haW *1kbW *; qˆ z) are
summarized for different coverages. The orientations of the
molecules were then determined from Eq. ~2! @4,96,102#,
resulting in the fitted parameters given in Table II: at a small
area per molecule, A<38.5 Å2, the alkyl chains are tilted by
1–2°. The low tilt angles, u result in an ill-defined azimuthal
angle c. At 40 Å2/molecule, the alkyl chains tilt by '10°
from the vertical in a lateral direction close to the direction
of next nearest neighbor. On further expansion to
41 Å2/molecule, the tilt angle increases to approximately 14°
from the vertical in a lateral direction '7° from the aW 1bW
nearest neighbor direction.
While the phase transition at low pressure is due to tilting,
the phase transition observed at high surface pressure is not
associated with tilting or structural reorientation of the alkyl
chains. Simulation results indicate that the transition is
caused by a reorganization of the headgroups. A detailed
analysis of the headgroup motion @74,76# and its role in bio-
logical systems @78# has been presented, and we thereforeprovide only a brief summary here. At high surface pressure,
the alkyl chains are close packed in a hexagonal structure.
Due to packing effects, both ester groups cannot simulta-
neously be in contact with the water phase; if one is down,
the other is pushed up into the hydrophobic region and vice
versa, as schematically shown by the molecules (A1) and
(A2) in Fig. 6. This cyclic movement can be thought of as a
‘‘seesaw mechanism,’’ which is hindered or stabilized by the
FIG. 5. Diffraction profiles as in Fig. 4 but for the fractional-
order peaks, for 36.2 ~left! and 41.0 ~right! Å2/molecule.
3158 57G. H. PETERS et al.TABLE I. For the Bragg rods, the qz value ( qˆ z) giving the maximum intensity is tabulated as well as the
maximum intensity Ihk( qˆ z). qz , f it is the fitted value using Eq. ~2!. The last column shows the difference
between actual and fitted qˆ z data.
A
(Å2/molecule! (hk)
qx
p
(Å21)
qy
p
(Å21)
qxy
p
(Å21) Ihk( qˆ z)
qˆ z
(Å21)
qz , f it
(Å21)
qˆ z2qz , f it
(Å21)
36.20 01 1.394 0.782 1.598 825709 20.020 20.017 0.003
36.20 1¯1 0.000 1.565 1.565 1012197 20.030 20.033 20.003
36.20 10 1.394 20.782 1.598 893061 0.020 0.017 20.003
37.00 01 1.379 0.774 1.581 845843 20.020 20.017 0.003
37.00 1¯1 0.000 1.548 1.548 978408 20.040 20.043 20.003
37.00 10 1.379 20.774 1.581 788340 0.030 0.027 20.003
38.00 01 1.360 0.764 1.560 814053 20.040 20.040 0.000
38.00 1¯1 0.000 1.527 1.527 866751 20.030 20.030 0.000
38.00 10 1.360 20.764 1.560 781291 20.010 20.010 0.000
38.25 01 1.356 0.761 1.555 790504 20.060 20.060 0.000
38.25 1¯1 0.000 1.522 1.522 703557 20.020 20.020 0.000
38.25 10 1.356 20.761 1.555 674604 20.040 20.040 0.000
38.50 01 1.352 0.759 1.550 764862 0.020 0.020 0.000
38.50 1¯1 0.000 1.517 1.517 840744 20.020 20.020 0.000
38.50 10 1.352 20.759 1.550 765386 0.040 0.040 0.000
38.88 01 1.345 0.755 1.543 767758 20.080 20.080 0.000
38.88 1¯1 0.000 1.510 1.510 687653 20.090 20.090 0.000
38.88 10 1.345 20.755 1.543 638988 0.010 0.010 0.000
39.25 01 1.339 0.751 1.535 760406 0.060 0.063 0.003
39.25 1¯1 0.000 1.503 1.503 866345 20.110 20.113 20.003
39.25 10 1.339 20.751 1.535 838040 0.180 0.177 20.003
39.38 01 1.337 0.750 1.533 747307 20.030 20.027 0.003
39.38 1¯1 0.000 1.500 1.500 759203 20.120 20.123 20.003
39.38 10 1.337 20.750 1.533 728634 0.100 0.097 20.003
40.00 01 1.326 0.744 1.521 708864 0.030 0.040 0.010
40.00 1¯1 0.000 1.489 1.489 848814 20.200 20.210 20.010
40.00 10 1.326 20.744 1.521 714239 0.260 0.250 20.010
41.00 01 1.310 0.735 1.502 705526 0.300 0.303 0.003
41.00 1¯1 0.000 1.470 1.470 716408 20.040 20.043 20.003
41.00 10 1.310 20.735 1.502 495286 0.350 0.347 20.003balance of intramolecular and intermolecular forces @74,76#.
On expansion, the intermolecular interaction decreases, and
at the high pressure transition, the intramolecular interaction
between the two chains is strong enough to cause a ‘‘swell-
ing’’ of the molecules @78#, allowing the two ester groups to
escape from the constrained motion given by the ‘‘seesaw
mechanism.’’ On further increasing the area per molecule,
sufficient space is created that both ester groups can be ex-
posed to the water phase simultaneously as indicated by mol-
ecules (B) and (C) in Fig. 6, where conformation (C) rep-
resents the tilted state.In Fig. 7, a subset of the simulation results @correspon-
ding to the three different regions observed in the (p-A)
isotherm ~Fig. 1!# is presented in a form suitable for direct
comparison @103# with the XRD data, which are shown in
Figs. 8 and 9. Initially, in the high pressure state of the film,
a fast scan over a wide range of the horizontal scattering
vectors qxy5A(qx21qy2) was performed to detect the pres-
ence of peaks ~while not resolving qz in order to increase
speed!. Only one peak ~due to the alkyl chains! was observed
in the range 0.65,qxy,2.87 Å21. Figure 8 shows the mea-
sured diffraction profile ~bold line!. Peaks calculated from
57 3159X-RAY DIFFRACTION AND MOLECULAR-DYNAMICS . . .the simulations are shown vertically displaced @104#.
The two sets of data were put on a common scale by equat-
ing the integrated intensities of the first order peaks. The
calculated peaks were drawn as Lorentzians with the
same FWHM ~full width at half maximum! as the measured
peaks @106#. The simulation predicts higher order peaks
and fractional order peaks that are absent from the XRD
data. While the simulated higher order peaks are at the limit
of what would be detectable in the XRD, the simulated
fractional order peaks are about 7 to 10 times the XRD
detection limit.
A detailed scan of the first order peak resolving both qxy
and qz showed the Bragg rod to have maximum at the hori-
zon (qz.0) in accordance with the simulation results. Simu-
lation also predicts that the headgroup Bragg rods and the
higher order alkyl chain Bragg rods should have the major
part of their respective intensities at uqzu,0.7 Å21. In the
fast scan, the range 0,qz,0.8 Å21 was integrated. Due to
the absence of other peaks, only the first order alkyl chain
TABLE II. Fitted parameters used in Eqs. ~2! and ~2! to describe
a plane through the origin and the points (qx10 ,qy10 , qˆ z10),
(qx01 ,qy01 , qˆ z01), (qx1
¯1
,qy
1¯1
,qz
1¯1). No azimuthal angles ~c! are given
for low tilt angles ~u!, since c is ill defined at low u. The reported
errors are standard deviations and were calculated by performing
the fitting procedure to each configuration.
A ~Å2/molecule! a b g u c
36.20 0.000 0.021 1.000 161 n/a
37.00 20.004 0.028 1.000 261 n/a
38.00 0.018 0.020 1.000 261 n/a
38.25 0.037 0.013 0.999 261 n/a
38.50 20.022 0.013 1.000 261 n/a
38.88 0.026 0.059 0.998 462 n/a
39.25 20.089 0.075 0.993 862 140621
39.38 20.026 0.082 0.996 662 108623
40.00 20.108 0.139 0.984 1062 128612
41.00 20.241 0.029 0.970 1461 17366
FIG. 6. Conformations observed with high probability density in
the simulations at different surface pressures. Structures (A1) and
(A2) show the two limiting arrangements of the sn-1 and sn-2 ester
groups at high pressure. Structure (B) is observed at edium pres-
sure, whereas conformation (C) represents the tilted state at low
pressure. Hydrocarbon chains are indicated by the thick lines,
whereas the headgroup region is indicated by the thin lines. See text
for more details.peaks were considered for scans simultaneously resolving
qxy and qz at all three investigated surface pressures. The
scans resolving qz are presented in Fig. 9. The left column
(A) shows contour plots of the measured diffraction intensi-
ties depending on both qxy and qz . In the center column (B),
the scattered intensity is integrated over all PSD channels
(0,qz,0.8 Å21), with background subtracted, as a func-
tion of horizontal scattering vector qxy component for the
three different surface pressures. Diffraction peaks at 40 and
20 mN/m were fitted to a single Lorentzian, whereas the
diffraction peak at 5 mN/m was fitted by the sum of two
Lorentzians. The right column (C) shows the scattered in-
tensity integrated over the qxy range of each peak, with back-
ground subtracted, as a function of vertical scattering vector
(qz) component ~i.e., Bragg rod scans! @96#. The solid lines
represent fits of the Bragg rod scans modeling each alkyl
chain as a narrow cylinder of constant electron density and
adjusting length, tilt angle, and tilt direction of the cylinder
and the surface roughness for the best agreement with the
data @102,96#. The fitted parameters are given in Table III
along with the numerical data for lattice parameters and tilt.
From the qxy scans, it was found that the high and medium
pressure structures of the alkyl chains are hexagonal. As
shown in Fig. 9, at high and medium pressures, the Bragg
rod scans are peaked at or close to qz50 corresponding to a
collective tilt of the chains ,2° @96,102#. By contrast, the
low pressure state shows a distorted-hexagonal phase where
the $10%1$01% peak is displaced in qxy from the $ 1¯1% peak.
The Bragg rod of the $10%1$01% peak is shifted to higher
FIG. 7. Diffraction profiles calculated in the simulations at
three distinct mean molecular areas ~from the top: 37.0, 38.5,
and 41.0 Å2/molecule! corresponding to high, medium, and
low pressure states. (A) Diffraction peaks: Integrated intensities
I $hk%
* [*0
1I $hk%
sum (qz)dqz as a function of the in-plane scattering vector
qW xy . $hk% denotes the sum of (hk) and (hk) reflections. (B) Inten-
sities @I $hk%
sum (qz)[Ihk(qz)1Ihk(qz)# summed for equivalent diffrac-
tion peaks as a function of the vertical scattering vector component
qz.0 ~Bragg rod profile!. (C) Side view: Snapshots of the outer-
most row of the simulation cell ~showing six of 48 molecules! at the
three mean molecular areas.
3160 57G. H. PETERS et al.qz values while the $ 1¯1% Bragg rod remains centered at
the horizon (qz.0), indicating that the chains are tilted
by 14° in the aW 1bW direction towards a nearest neighbor
chain.
Generally, chirality may lead to packing arrangements
in racemic mixtures that are different from those occurring
in chiral-resolved compounds. The two-dimensional ordering
of phospholipids in Langmuir films is influenced by the
headgroup packing resulting in unit cell arrangements of
lower symmetry for the chiral compounds than for the race-
mate @107#. Similarly, it has been observed for phospholipids
that chirality plays a key structural and functional role in
both cell membranes and plasma lipoproteins @108#. In three-
dimensional phospholipid crystal structures, molecules are
linked by an infinite two-dimensional network of hydrogen
bonds involving the hydroxyl groups of the glycerol moiety.
In the present study, both in the experiments and in the
simulations, 1,2-sn-dipalmitoylglycerol molecules have a
chiral carbon center, so that low-symmetrical ~oblique! struc-
tures might have been expected. However, the dimensions
of the headgroups ~containing the asymmetric carbon! in the
diglyceride molecules are smaller than in phospholipids,
and it appears that the packing is predominantly determined
by the alkyl chains, resulting in rectangular or higher
symmetry.
FIG. 8. Experimentally determined diffraction profile ~bold
line! in the high surface pressure state ~40 mN/m! at a mean mo-
lecular area of 38.9 Å2/molecule. The intensity is integrated over
all channels of the position sensitive detector as a function of in-
plane scattering vector uqW xyu. Diffraction peaks calculated from
the simulations ~for A537.0 Å2 per molecule! are shown vertically
displaced by 700 counts ~LPA and form factor corrected; see text
for more detail!. The calculated intensities were plotted as peak
profiles by normalizing the integrated intensities of the first order
peak to the measured peak ~after subtracting the background level!
and drawing each profile as a Lorentzian with the same width as
the measured peak. In addition, the measured background level
was added. The inset is a close-up of the region of the first order
peaks.V. CONCLUSION
In conclusion, we have performed a detailed structural
analysis of the phases observed in 1,2-sn-dipalmitoyl-
glycerol Langmuir monolayers based on data from
molecular-dynamics simulations and synchrotron x-ray scat-
tering experiments. We have provided the mathematical de-
tails of calculating projected and Bragg rod ~qz-resolved!
intensities from the simulation data in order to determine
structural details such as the orientation of the molecules and
for comparison with equally detailed experimental x-ray dif-
fraction data. The simulation results are qualitatively in good
agreement with the experimental data, predicting the location
of the transitions as well as the absolute value of the molecu-
lar tilt angle. We can conclude that the diglyceride film re-
mains in a highly ordered state down to very low surface
pressures. At high and medium pressures the alkyl chains
pack in a hexagonal structure. The transition at high surface
pressure is due to a reorientation of the headgroups as deter-
mined by simulation ~and not detected in XRD!, while the
transition at low pressure involves tilting of the alkyl chains
by up to '14° at the lowest pressure in a direction close to
the nearest neighbor direction. The latter transitional reorder-
ing is observed by both simulation and x-ray diffraction. The
FIG. 9. Experimentally determined diffraction profiles at
three mean molecular areas ~from the top: 38.9, 39.6, and
40.5 Å2/molecule! corresponding to high ~40 mN/m!, medium ~20
mN/m!, and low ~5 mN/m! pressure states. (A) Contour plots of
the diffraction intensities depending on both in-plane scattering
vector uqW xyu and vertical scattering vector qW z . In the upper
two plots, the contour line spacing is 1000 counts/s ~bold contours
at 3000 and 6000 counts/s!, while the lower plot has a spacing
of 100 counts/s and a bold contour at 900 counts/s. (B) Diffraction
peaks: intensity integrated over all channels of the detector as a
function of the in-plane scattering vector uqW xyu ~crosses!. The solid
lines are fits to Lorentzian line shapes. The low pressure state
was fitted to two Lorentzians. (C) Bragg rod profiles: diffracted
intensity as a function of the vertical scattering vector component
qz integrated over the uqW xyu range of the corresponding diffraction
peak ~crosses!. The solid lines are fits to a model of the chains as
long narrow cylinders. Fitted parameters are given in Table IV and
in the text.
57 3161X-RAY DIFFRACTION AND MOLECULAR-DYNAMICS . . .simulated system has a higher degree of ordering than ob-
served with XRD in the real system: According to the simu-
lation, the intensities of the $11%, $ 1¯2%, $2 1¯% higher order
peaks are at the detection limit of the XRD experiment,
while the peaks with fractional indices ~which are due to
TABLE III. Tilt and lattice parameters determined from the x-
ray diffraction measurements.
Parameters 40 mN/m 20 mN/m 5 mN/m
Surface
roughness ~Å!
2.5 2.5 2.1
Length of
alkyl chains ~Å!
18 18 15
Tilt direction aW 1bW
Tilt angle of alkyl
chains ~degrees!
<2 <3 '14
Tilt azimuthal angle
relative to the (aW 1bW )
direction ~degrees!
<2
d-spacing ~Å!
$0,1%, $1,0% 4.126 4.141 4.200
$1,21% 4.126 4.141 4.169
Correlation
length ~Å!
300 250 80, 120
uaW u ~Å! 4.7660.02 4.7860.02 4.8360.02
ubW u ~Å! 4.7660.02 4.7860.02 4.8360.02
uaW 1bW u ~Å! 4.7660.02 4.7860.02 4.8660.02
g ~degrees! 120.0 120.0 119.5
A52ab sin(g) (Å2/molecule! 39.3 39.6 40.5the head groups! are well above the XRD detection limit.
Neither higher order peaks nor peaks due to the headgroups
were observed in the experiments. The apparently higher
ordering of the simulated system is probably due to finite
size effects in the simulations, which causes an inherent
ordering imposed by the repeated cell. Sample size depen-
dence was also observed in the simulation of simple hydro-
carbon monolayers @109#. This study revealed that systems
with 64 chains are large enough to obtain statistically mean-
ingful results. The differences observed in the slope of the
(p-A) isotherms, and lattice parameters ~Tables I and III!
are probably caused by slightly inaccurate ‘‘interaction en-
ergy’’ parameters in the energy functions ~e.g., well depth in
the Lennard-Jones potential! and/or ‘‘excluded volume’’ pa-
rameters ~e.g., van der Waals radii! @110#. The influence of
these parameters on thermodynamic quantities has been dis-
cussed recently @111#. The location of the phase transitions
@i.e., the kinks in the (p-A) isotherms# and the structural
features ~i.e., tilt! observed in the simulations are in good
agreement with the experimental data indicating that the pa-
rameters are adequate for describing the dynamical behavior
of the monolayer.
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