On the basis of the collection of individual marine observations available from the Comprehensive OceanAtmosphere Data Set, major parameters of the sea state were evaluated. Climatological fields of wind waves and swell height and period, as well as significant wave height and resultant period are obtained for the North Atlantic Ocean for the period from 1964 to 1993. Validation of the results against instrumental records from National Data Buoy Center buoys and ocean weather station measurements indicate relatively good agreement for wave height and systematic biases in the visually estimated periods that were corrected. Wave age, which is important for wind stress estimates, was evaluated form wave and wind observations. The climatology of wave age indicates younger waves in winter in the North Atlantic midlatitudes and Tropics. Wave age estimates were applied to the calculations of the wind stress using parameterizations from field experiments. Differences between wave-age-based and traditional estimates are not negligible in wintertime in midlatitudes and Tropics where wave-induced stress contributes from 5% to 15% to the total stress estimates. Importance of the obtained effects for ocean circulation and climate variability is discussed.
Introduction
Climatology of wind waves is an important indicator of climatology of the sea-air interface in general. However, different climatologies of sea-air interactions usually do not provide wind wave variables with some seldom exceptions (Hastenrath and Lamb 1978; Esbensen and Kushnir 1981; Hasse 1985, 1987; Oberhuber 1988; da Silva et al. 1994 ). The U.S. Navy Marine Climatic Atlas of the World (hereafter MCA) (Naval Oceanography Command Detachment 1981) contains wave height charts based on a limited collection of visual observations, restricted primarily to the period from the 1920-1930s to the late 1960s. Korevaar (1990) produced a comprehensive climate of meteorological variables and waves for the North Sea, based on observations from ships and lightvessels. Some results were obtained from ocean weather station (OWS) data, which are relatively homogeneous and were taken continuously for periods of at least several years at fixed positions (Walden et al. 1970; Rodewald 1972; Rye 1976) . During the period from the mid-1970s to the early 1990s, NOAA Marine Environmental Buoys Program provides instrumental wave measurements at a number of locations along the east and the west coasts of North America and in the Gulf of Mexico. Long-term series of instrumental measurements with shipborne wave recorders were obtained at OWS L and Seven Stones Light Vessel (Carter and Draper 1988; Bacon and Carter 1991, 1993) and show an increase in mean wave height over the North Atlantic midlatitudes, ranging from 0.1 to 0.4 m per decade. Neu (1984) updated 12-h synoptic wave forecast charts, published by the Meteorological and Oceanographic Center (Halifax, Nova Scotia, Canada) , for the period 1970-82. Computed 5Њ annual anomalies of significant wave heights indicate a pronounced longterm trend, although the rather short time series is inadequate for discussing these trends with confidence. Widely used by sailors and naval engineers, Ocean Wave Statistics (Hogben and Lumb 1967) and Global Wave Statistics (Hogben et al. 1986 ) contain statistical distributions based on limited visual wave data for 50 and 104 areas of the World Ocean, respectively. At the same time, there were no attempts to update wave data from the Comprehensive Ocean-Atmosphere Data Set (COADS), which provides at present the most complete collection of marine meteorological observations up to 1993.
During the last decade considerable effort was made to produce a number of satellite datasets of wind waves derived from ERS-1, GEOSAT, and TOPEX/Poseidon (Mognard et al. 1983; Chelton et al. 1990 ; Tournadre VOLUME 
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and Ezraty 1990; Campbell et al. 1994; Bruning et al. 1994; Young and Holland 1995; Katsaros 1996) . These data give very complete coverage of the ocean by measurements of surface elevation, which results from both sea and swell. However, satellite observations are still restricted in time by several years and need to be validated against alternative sources of information and intercompared to each other (Cotton and Carter 1994) and to model products (Bauer et al. 1992 ). There is a considerable demand for independent estimates of wave variables from the model side. A number of wave simulations and hindcasts with different wind wave, general circulation, and assimilation models need global-or individual basin-scale wave fields for validation (U.S. Navy 1983; de las Heras and Janssen 1992; Weber et al. 1993; Weber 1994; Khandekar et al. 1994; Sterl et al. 1997, manuscript submitted to J. Geophys. Res.) .
During the last 30 years strong evidence of the influence of the sea state on wind stress on the sea surface has been found. A number of special field experiments, like JONSWAP (Hasselmann et al. 1973) , MARSEN (Geernaert et al. 1986 ), Lake Ontario (Donelan 1982) , HEXOS (Smith et al. 1992) , SWADE (Katsaros et al. 1993) , Gulf of Alaska (Juszko et al. 1995) , and the laboratory experiments of Toba et al. (1990) demonstrated that the roughness of sea surface and therefore the drag coefficient appear to be a function of wave age, although some field measurements reject this dependence (Yelland and Taylor 1996) . The physics of the interaction between the wind and wave fields has been developed in theoretical works of Kitaigorodskii (1973) , Janssen (1989 Janssen ( , 1991 , Chalikov and Makin (1991) , Perrie and Wang (1995) , and others. At the same time, these experimental and theoretical results were not applied yet to the wind stress climatologies, based on voluntary observing ships (VOS) data. In this study we update wind wave data from the COADS collection of individual marine observations in the North Atlantic in order to produce the climatology of wind waves to be compared with in situ observations at a few locations. Long-term observations of wave parameters offer the possibility to compute wind stress, based on its dependence on the sea state, and to determine whether this effect is important for the climatological forcing fields computed mostly using traditional parameterizations (Smith 1980; Large and Pond 1981) .
Data processing
In this study we used individual observations from the COADS. Data for the period 1950-79 were taken from the COADS Release 1 in the form of compressed marine reports (CMR-5) (Slutz et al. 1985) . For the period 1980-93 COADS Release 1a provides long marine reports (LMR) (Woodruff et al. 1993; NCAR 1993) . Individual CMR and LMR contain in coded form a number of wave parameters, taken visually by VOS with different degrees of accuracy: 1) wave height (h w ) with reported accuracy of 0.5 m 2) wave period ( p w ) with reported accuracy of 2 s for periods greater than 5 s and unique code for the periods less than 5 s 3) wave direction (d w ) with reported accuracy of 10 deg 4) swell height (h s ) given as wave height 5) swell period ( p s ) given as wave period 6) swell direction (d s ) given as wave direction 7) wave period ( p w ) in seconds with reported accuracy of 1 s 8) swell period ( p s ) in seconds with reported accuracy of 1 s 9) second most significant swell direction 10) second most significant swell height 11) second most significant swell period.
All individual reports were decoded to obtain physical values of the parameters. COADS swell period codes were changed in 1968, and this change might not have been accepted simultaneously by all nations and ship owners, and is hardly detectable. There is a pronounced peak of swell periods in 1968-69 at many locations because the new codes yield swell nearly twice as long as the old codes, and even a small contribution of the incorrectly reported periods can cause a considerable increase of the values for 1969. We tried to break down all reports into the contributions from different nations, using the so-called country code. Most of the nations that reported a significant number of observations indicate this peak, with the exception for France and the former Soviet Union. Thus, we decided to exclude swell periods for 1969 from our analysis. First, we made a quality inspection of the data, according to the quality flags, also available from COADS CMR and LMR. An additional quality check was based on some logical conclusions and consideration of the other variables. For example, some reports from northern areas give simultaneously considerable ice coverage and high waves. In other cases, there is a sharp disagreement between the period, wave height, and wind speed. Special attention has been paid to the nighttime, when the number of such suspicious reports increases. Some nations that contributed reports to the COADS collection use their own codes for missing data, and these codes are within the range of the COADS true value checks. All of these reports were excluded from the consideration. Then all reports that include at least six first parameters were extracted from COADS CMR. The second most significant parameters were not used due to their low quality and infrequent appearance in the reports.
Visible presence of reports that include wave observations appears in COADS in the second part of 1963. Thus, we restricted the actual period to 30 years to have a relatively homogeneous dataset. Figure  1 shows the percentage of reports that selected from the total number of COADS CMR and LMR for the period 1964-93. In most Marsden squares the contribution of 
FIG. 2. (a)
Total number of reports in COADS that contain basic variables (gray area), and the number of reports that also include wave parameters (black area); (b) relative number (in portion of unity) of reports with wave parameters in the total number of the COADS reports; (c) relative number of reports omitted during the wave age calculations.
reports with wave observations exceeds 40%. Lower relative contributions appear in areas along the North American east coast, in the North Sea, and in high latitudes. However, in many of these regions, the total number of COADS reports is very high, so even 20% of reports give the absolute number, which is considerably higher, than those for midocean regions. Figure  2 shows interannual variability of the total number of COADS CMR and LMR without missing basic variables, and those that include wave observations for the whole North Atlantic. A remarkable increase of the number of wave observations appears in 1970. During the 1970s the percentage of reports with wave observations usually closely matches 60%, with the exception of high latitudes where this estimate is slightly lower. There is no indication of pronounced seasonal dependence of the number of wave observations. In the Tropics and subtropics their frequency is slightly higher in spring, and in high latitudes there is a weak maximum in autumn. In general, we can point out that the COADS collection provides the first look at a sufficient number of reports with wave observations. Many areas in the Pacific, Indian, and the South Atlantic Ocean covered by climatologies of individual variables and fluxes (Oberhuber 1988; da Silva et al. 1994; Hasse et al. 1996) have an even smaller number of reports in comparison with those that include wave variables in the North Atlantic. Data collection in the COADS Release 1a for the 1980s and early 1990s is still poor in places in comparison with Release 1 for the earlier decades. Although there is a general tendency of increase of the relative contribution of the reports with wave estimates in the 1980s and 1990s (Fig. 2) , a considerable decrease of the total number of reports in the late 1980s is quite remarkable.
Thus, we evaluated wave parameters for future computations. Evaluation of the other meteorological variables, such as sea surface temperature (T w ), air temperature (T a ), water vapor pressure (e z ), sea level pressure (P a ), scalar wind speed (V), and direction has been done traditionally. One can find estimates of accuracy of these variables, taken from voluntary observations in Kent et al. (1993) and da Silva et al. (1994) . Obtained from individual reports, sampled variables and computed products were averaged into 5Њ ϫ 5Њ boxes over the North Atlantic for each individual month from 1964 to 1993. We decided not to calculate 2Њ ϫ 2Њ monthly averages as done for the basic parameters in the COADS Monthly Summary Trimmed Groups (MSTG) in order to ensure that our monthly statistics are not influenced by inadequate sampling (Legler 1991) or irregularity in space and time (Weare 1989; Weare and Strub 1981) . Monthly means were taken by direct averaging of sampled variables and products, as in COADS MSTG (Slutz et al. 1985) . In addition to sea and swell height and period estimates, we computed significant wave height and period to provide relevant background for the intercomparison with in situ measurements.
Significant wave height H s , which is originally defined as the mean of the highest one-third of all individual waves in a record, in terms of spectral moments can be expressed as H s ϭ 4 m 0 , where m 0 is the zeroth ͙ moment of the spectrum, which is equal to the sea sur-
face variance. There are several approaches to estimate significant wave height from the visual observations. Hogben (1988) 
This formula has been used in Ocean Wave Statistics (Hogben and Lumb 1967) , Global Wave Statistics (Hogben et al. 1986) , and in the wind and wave summaries of Paskausky et al. (1984) . MCA used the higher of sea or swell heights as an estimate of H s . This approach was justified by comparison of visual observations with selected buoy data (Wilkerson and Earle 1990) . Barratt (1991) Wilkerson and Earle (1990) , which corresponds to the definition of zero-up-crossing period (Srokosz and Challenor 1987) . Since 30%-70% of available COADS reports were eliminated from the study, as those that do not contain wave information or do not provide a possibility to define clearly required parameters, we first checked whether the results are representative for the North Atlantic climate from the point of view of data coverage. The comparison of the climatological mean scalar wind speed computed from reports with wave observations with those computed from all available COADS CMR and LMR shows that the spatial patterns of both wind fields are very close to each other and to other known climatologies of wind speed. In general, scalar wind computed from reports with wave observations is higher everywhere except for a very limited region in the Caribbean and Norwegian Sea. Typical differences range from a minimum of 0.1 m s Ϫ1 to a maximum of 1 m s Ϫ1 and give the mean value of 0.27 m s Ϫ1 . Other variables indicate even better agreement between the whole COADS collection and our dataset. Thus, the selected collection of reports is quite representative to study climatology of wind waves and other variables for the period 1964-93.
Comparison with instrumental measurements
To evaluate biases in the visual observations, we compared them to instrumental measurements at a number of locations in the North Atlantic. We have used observations from National Data Bouy Center (NDBC) buoys, wave records from OWS L (57ЊN, 20ЊW) and C (52.5ЊN, 35.5ЊW), and from the Seven Stones Light Vessel (SSLV) (50ЊN, 6ЊW). Monthly summaries and statistics from NDBC buoys were used for 20 locations in the offshore regions of the North American east coast. Time periods vary from several years to nearly 20 years from 1972 to 1993. Monthly summaries of shipborne wave recorder data are available for the period 1975-88 at OWS L and for 1968-86 at SSLV (Bacon and Carter 1989, 1991) . OWS C provides 11 monthly series of observations during the period 1979-84, taken with wave recorder GM-16 (Davidan et al. 1985) . Wilkerson and Earle (1990) , studying differences between buoy and VOS data, selected VOS observations taken simultaneously with those measured by buoy instruments within 25-100 km. For the comparison of monthly means and statistics we have computed spatial correlation functions around the points of instrumental measurements (either buoys or OWS) and then selected all VOS observations for individual months within the correlation ellipse of 0.8. The linear dimensions of these ellipses vary from 60 to 200 km along the major axis of the spatial correlation function and from 20 to 120 km across the major axis of the spatial correlation function. The largest ellipses are obtained for OWS L and C, and the smallest for the buoys in the subtropics and the Gulf of Mexico region. Table 1 summarizes results of the comparison for all buoys, OWS, and the SSLV.
The best estimates of significant wave height appear to be either H h or H 30 , which give the mean ''buoy minus VOS'' differences of Ϫ0.03 and Ϫ0.07 m respectively. Significant wave height defined by (1) overestimates instrumental values everywhere by several tens of centimeters with the mean deviation of Ϫ0.27 m. This is in agreement with Wilkerson and Earle (1990) Wilkerson and Earle (1990) , considering differences between individual visual estimates and simultaneous buoy measurements, obtained large standard deviations (std dev) of the differences (from 1 to 3 m). We have computed std dev of monthly differences (Table 1) (not shown here) also indicates good agreement between the visual and measured data. Note here that the comprehensive comparisons of measured and visually estimated wave heights, undertaken by Hogben et al. (1983) and Dacunha et al. (1984) for a number of primarily midlatitudinal areas, showed good agreement for both climatological means and statistical properties. If we consider wave periods (Table 1) , there will be a systematic underestimation of visual estimates in comparison with instrumental measurements by several tenths of a second with a mean departure of 0.26 s and std dev of 0.1-0.6 s. In general, sites exposed to high levels of swell (OWS C, L, and SSLV) indicate slightly larger ''buoy minus VOS'' biases in periods than NDBC buoys primarily sheltered from swell. Underestimation of visual periods by several tenths of a second is a known problem of the VOS observations. Particularly Wilkerson and Earle (1990) reported about 0.2 s buoy minus VOS differences. Figure 4 shows the occurrence histograms for SSLV and NDBC buoy 44005 computed VOLUME 28 from instrumental observations and VOS. Probability distributions of instrumental data were taken from NDBC buoy CD-ROMs and from Bacon and Carter (1989) . VOS data indicate larger variance and, at least in the northeast Atlantic, demonstrate clearly the shift of the maximum of the the VOS probability distribution to shorter periods in comparison with instrumental data. This shift is not as large as those obtained by Dacunha et al. (1984) and Hogben (1988) Table 2 displays the values of the coefficients that should be taken for the cases when sea and swell are within the same 45Њ directional sector, and without this sector, as well as for the cases when swell is higher than sea, and vice versa. In this way we have accounted for the differences between cases with high and low swells that assume different corrections (Dacunha et al. 1984) . Resultant periods computed from sea and swell periods corrected using Eq. (2) with the coefficients from Table  2 give an agreement between monthly means of P s computed from VOS and from instrumental data with std dev of the differences of 0.12. Figure 4 shows the occurrence histograms of the corrected periods, which also indicate similarity of distributions of periods. Dacunha et al.'s (1984) method as well as Ochi's (1978) correction give systematic overestimation of periods in the northeast Atlantic and systematically underestimate periods in the western Atlantic midlatitudes and subtropics. area where they vary from 0.7 m to 0.9 m. A local minimum in the subtropics indicates heights from 0.8 m to 1.0 m. Figure 5b indicates the highest annual mean for swell height of 3.0 m in the northeast Atlantic, and the lowest annual mean swell of 1.5 m in the equatorial area. Since the propagation of swell is from the area of generation to other remote regions, one should not expect the collocation of sea and swell height maxima and minima. Although there is a general similarity of the spatial distribution of swell height with wave height, the subtropical minimum and the tropical maximum in swell height are not as visible as for the sea. In the North Atlantic midlatitudes the shift between swell and sea maxima is not so pronounced due to the coupling of different swell systems for the midlatitudinal storm track area. In this case the effect is more pronounced in the period fields rather than in the height field (Fig.  8) . Annual charts of the estimates of significant wave height are shown in Fig. 5c for estimated H h and in Fig.  5d for estimated H 30 . The latter reasonably gives 0.1-0.25 m higher values. The highest significant wave height is observed in the northeast Atlantic midlatitudes where it is higher than 3.2 m.
Climatology of the sea state characteristics
Figure 6 displays monthly maps of the sea height and significant wave height (H 30 ) for winter and summer, and Fig. 7 shows the seasonal cycle of zonal averages for sea, swell, and significant wave heights. The highest waves are observed in winter in the northeast Atlantic, where they range from 2.2 to 2.5 m. In summer the northeast Atlantic maximum gives a 1.3-m wave height. A pronounced local maximum of wave height appears in the Gulf Stream area at 40ЊN during winter and spring and is characterized by heights of 1.8 m and 1.5 m respectively. Annual variation of the subtropical minimum is from 0.7 m in summer to 1.1 m during winter. Seasonal march is pronounced for all latitudes north of 10ЊN. In the Tropics wave heights indicate an additional maximum in May-June and a minimum in SeptemberOctober, which is in agreement with the seasonal cycle of the trade winds. The highest swell heights in January and July are equal to 4.0 and 2.2 m respectively. The swell height in equatorial regions has a complicated seasonal dependence, characterized by variations within the range 1.4-1.7 m. The highest significant wave height in the northeast Atlantic is 4.6 m in January and 2.5 m in July. Annual variation of the tropical maximum is from 2.2 m in summer to 2.6 in winter. Seasonal latitudinal diagram for H 30 (Fig. 7) is similar to those for swell and shows the highest zonal significant height of 3.8 m in January in midlatitudes, and the lowest heights of 1.6-1.8 m in the subtropics and equatorial area. Figure 8 shows annual mean wave period and swell period before and after the correction (2). Corrected periods in general are from 0.1 to 0.5 s greater than those originally estimated. A sea period absolute maximum of about 5 s is observed in the northeast Atlantic, subtropical minimum indicates periods of about 3.4-3.5 s, and the smallest periods less than 3.2 s are located in the equatorial area. Spatial patterns of the swell period are quite different from those for windsea periods. Isolines of swell periods in the North Atlantic midlatitudes and subtropics are primarily directed from north to south and indicate a strong zonal gradient of periods. The longest swells of 8.8-9.0 s are observed in the northeast Atlantic. The minimum is located in the subtropical western Atlantic and indicates values from 6 to 6.6 s. Resultant wave period P s corresponding to the higher of sea or swell heights is shown in Fig. 8e . The largest resultant periods of 7.2-7.5 s are observed in the northeast Atlantic. A subtropical minimum indicates periods from 4.2 to 4.8 s. The absolute minimum of 3.5 s is located in the equatorial area.
Monthly maps for wind wave and resultant periods are displayed in Fig. 9 . Figure 10 displays the diagrams of the seasonal cycle of zonal averaged sea, swell, and resultant periods. The longest sea periods are observed in the northeast Atlantic in winter, when the maximum closely matches 5.5 s. In spring there is another pronounced maximum in the northwest Atlantic, which indicates periods from 4.5-5 s. The subtropical minimum is located at 20Њ-25ЊN in winter and is shifted to 30ЊN in summer, as well as the tropical maximum, which moves from 10ЊN in April to 15Њ-20ЊN in July. This is, in general, coincident with the annual cycle of the trade winds that generate waves in this region. Annual variation of the largest resultant period (Figs. 9c,d ) in the northeast Atlantic is from 6.0 to 8.6 s. The subtropical minimum varies from 4.0 to 5.8 s. If we consider the diagram of the seasonal cycle of zonal averaged sea and swell periods (Fig. 10 ) there will be a remarkable time lag of about 3-4 months between the appearance of a minimum in midlatitudes and the Tropics. For the resultant period this lag is even longer than 5 months. Maximum midlatitudinal zonal values of the sea, swell, and resultant periods are observed in January and equal 4.9, 8.8, and 7.7 s, respectively.
It was interesting to compare our results with the other visual climatologies such as MCA and global wave statistics (Hogben et al. 1986 ). We have recomputed our results for time periods 1950-78 and 1950-82 al.'s (1984) correction of periods, which is based on the comparison with instrumental data primarily in eastern oceanic regions exposed to high swells. Local comparison could be done with Korevaar (1990) , who produced North Sea climatology for most of the time interval . He found, that the annual median wave height varies between 1 and 2 m in the north part of the North Sea and between 0.5 and 1 m in the south. We recomputed our results for the North Sea in terms of medians (the median wave height is the height exceeded in 50% of observations) and obtained for the north part 1.4 m, which agrees well with Korevaar's (1990) estimate.
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Evaluation of wave age and sea-state-dependent wind stress from voluntary observing ship data
To estimate sea-state-dependent wind stress we have to obtain estimates of the wave age. The latter characterizes the stage of wave development and can be defined (Smith 1991) as
where C p is the deep water wave phase speed at spectral peak and V ef is the component of wind in the wave direction. In general, if a Ͻ 1, the wave is assumed to be sea, and if a Ͼ 1, the wave is considered swell. An alternative estimate of wave age is given as the ratio between the deep water wave phase speed and the friction velocity u * : Smith et al. (1992) noted that from a theoretical viewpoint this estimate is more credible (Janssen et al. 1987; Janssen 1989; Perrie and Toulany 1990) . At the same time wind speed is a more readily available parameter than u * . Estimates of a * vary within the range from 4-5 (very young sea) to 30-40 (fully developed sea). The deep water wave phase speed was computed from wave period, as
Swell does not have (by definition) relations to the local wind, and it is the interaction of the local wind with the windsea that determines the part of the wind stress caused by the waves. Thus, we take the corrected sea period for the evaluation of the wave age and, therefore, of the contribution from sea state to the stress. The effective wind is evaluated from the actual wind vector, as
where is the angle between wave and wind direction and V 10 is wind speed at a 10-m anemometer reference level. COADS CMR and LMR do not provide infor- mation about the height of ship anemometers. Recently Kent and Taylor (1997) and Josey et al. (1996) introduced the merging of COADS individual reports with the WMO47 (WMO 1990) annual lists of the information about VOS characteristics, including anemometer heights. Following Kent and Taylor (1997) we have merged our collection of reports with the WMO47 list by checking the call signs of VOS. For the cases when the COADS call signs did not match the WMO47 list, the anemometer level was assumed to be constant and equal to 25 m according to Cardone et al. (1990) , da Silva et al. (1994) , and Kent and Taylor (1997) . Then the correction of anemometer winds to a 10-m standard level and neutral stability was made using Smith's (1980) method. This correction has reasonably reduced the actually measured wind by from several tenths of a meter for moderate winds to 1-2 m for strong winds. Estimated winds in the COADS CMR and LMR collection are assumed to be taken at a 10-m reference height according to the old WMO code 1100 Beaufort equivalent scale (WMO 1970 Then we applied a correction for the 10-m height and neutral stability to these winds as described above. According to the recommendations of Dobson et al. (1994) we eliminated those reports that give || Ͼ 30Њ, when sea was not in wind direction. Relative contributions of such reports decrease from the beginning to the end of the observational period and in the majority of cases is lower than 5%. In general, the difference between true and effective wind is smaller than 0.3 m s Ϫ1 . Following Dobson et al. (1994) and Smith et al. (1992) , we also eliminated those reports that give a Ͼ 1.2. These omitted reports contribute another 0.1%-3% to the total amount of omitted observations. Figure 2c shows the interannual variability of the relative number of reports omitted due to both described quality controls. Their number is always less than 20% and significantly decreases in the late 1960s, 1970s, and 1980s when the typical number of deleted reports ranges from 1% to 6%. Approximately 95.5% of all reports with wave observations were accepted for the calculations of wave age according to (3) and (4) and for the evaluation of the wind stress. Smith (1991) on the basis of selected cases from videotapes with single wave trains introduced a ''neutral drag coefficient anomaly,'' which represents the departure of neutral drag C Vn due to its dependence on wave age. Following Smith (1991) and Smith et al. (1992) , this anomaly can be computed from wave age as VOLUME 28
11. Annual mean wave age estimates a ϭ C p /V ef (a) and a * ϭ C p /u * (b), and monthly mean wave age a ϭ C p /V ef for January (c) and July (d).
(7) represents the departure of the neutral drag coefficient from Smith (1988) , computed with the Charnock (1955) formula. Equation (7) gives zero departure at a wave age of 0.83. For every individual report we applied anomaly (7) to the neutral drag coefficient of Smith (1988) and computed a revised drag coefficient, which has been taken for the computations of the wind stress and its components:
A number of parameterizations of drag coefficients is based on the alternative wave age estimate (2). Smith et al. (1992) studied, on the basis of HEXOS results, the relationship of surface roughness z 0 to wave age a * . He found, that the dependence of roughness on wave age can be defined by a regression:
with ϭ 0.48 (Smith et al. 1992 ). This estimate gives another means to evaluate neutral drag, dependent on both wind speed and wave age. The dependencies of roughness on the alternative wave age estimate (4) were evaluated by Donelan (1990) , Smith et al. (1992) , and Donelan et al. (1993) . Smith et al. (1992) notes that Eq. (9) is possibly influenced by self-correlation through scaling with the friction velocity. At the same time, in Eq. (7) self-correlation is avoided. We also computed wind stress estimates based on Eq. (9), although the majority of results in this paper are presented for the drag coefficient computed from the anomaly (7). Dobson et al. (1994) showed that the open ocean relation between sea state and wind stress in the presence of swell do not differ much from those obtained without swell. We have obtained an additional estimate of the wind stress based on only those cases when sea was a dominant process. We have selected for each individual month only those reports that indicate sea higher than swell by at least 50% (h w /h s Ն 1.5). Then we computed a sea-state-dependent stress using (7) on the basis of only these cases. For all other cases (sea either equal to or lower than swell) stress was computed traditionally using Smith's (1988) parameterization. Individual estimates of wave age and sea-state-based wind stress
12. Annual cycle of zonal averaged wave age parameter a ϭ C p /V ef (a) and of the ratio between Smith (1991) and traditional estimates of wind stress (b).
computed from different parameterizations were averaged into 5Њ boxes in the same manner as for individual wave and swell parameters.
Wave age and sea-state-dependent wind stress in the North Atlantic
Figures 11a,b display annual mean charts of wave ages computed using Eqs. (3) and (4) (Smith et al. 1992; Dobson et al. 1994) . Spatial patterns of the annual distribution of wave age estimate a * do not differ very much from those for a and indicate more pronounced features in the Tropics and subtropics. January and July charts of wave age estimate a (Figs. 11c,d ) indicate a pronounced annual cycle everywhere in the North Atlantic. The youngest waves in winter are characterized by values from 0.68 to 0.71 in midlatitudes. Summer values are higher than 0.83 practically everywhere, except for a very limited area in the midlatitudes and in the Tropics. The highest wave age, ranging from 0.90 to 0.92, appears during summer months in equatorial areas. The seasonal cycle for zonal averages of a is shown in Fig. 12 and indicates that greatest month-to-month changes take place during spring and autumn when wave age drops from 0.85-0.89 to 0.75-0.80 during one month, which accounts for about 75% of annual variation. Minimum zonal means smaller than 0.7 are observed in December in midlatitudes. Maximum summer values in the subtropics range from 0.88 to 0.90. Figures 13a,b show the annual mean wind stress, taken traditionally according to (8) and on the basis of Smith's (1991) parameterization (7). Wind stress taken from the Smith (1991) parameterization exceeds that computed traditionally by 10 ϫ 10 Ϫ3 to 25 ϫ 10 Ϫ3 N m Ϫ2 in midlatitudes and in the Tropics. Subtropical and equatorial climatological values are very close to each other, when computed traditionally and on the basis of the wave age. Charts of the ratios between different estimates of the stress with and without considering wave age for individual months are shown in Figs.  13c,d . In winter Smith's (1991) estimate is from 3% to 20% higher than traditional. A maximum of the ratio between the two estimates is located in the midlatitudinal northwest Atlantic, where the ratio closely matches 1.20. In July, when waves become significantly more developed, the ratio ranges from 0.93 to 1.08. In the subtropics and in the equatorial area the ratio between Smith (1991) and traditional estimates is less than 1, indicating higher values of stress taken traditionally. A time-latitude diagram of zonal averages of the ratio between Smith's (1991) and the traditional estimate of wind stress (Fig. 12b) demonstrates that over the whole North Atlantic north of 10ЊN and during practically the whole year, except for three summer months south of 35ЊN, the Smith values are higher by 3%-18%. If we compare east and north components of wind stress, taken traditionally with those computed with Smith's (1991) method (Fig. 14) , there will be major differences for the east component, which indicates from 10 ϫ 10 (1991) method, is nearly 22% higher than those taken traditionally. In the Tropics Smith's (1991) method gives 10%-15% stronger negative values in comparison with traditional estimates. Thus, we conclude that the impact of sea state on the stress estimates, computed with the Smith (1991) method, at least in midlatitudes and during the winter season has a remarkable climatological effect.
We have evaluated additional estimates of the wind stress on the basis of only cases when sea was significantly more pronounced than swell. Dobson et al. (1994) and Hanson (1996) have developed methods of the spectral partitioning of sea and swell. Visual observations give separate estimates of sea and swell. Figure 16a shows the percentage of cases when sea was significantly higher than swell (h w /h s Ն 1.5), which varies from a minimum of 11%-12% in the central midlatitudinal Atlantic to about 25% in the western Atlantic. Although spatial patterns for individual seasons (not shown here) are similar for the climatological picture in Fig. 16a , there is a seasonal dependence with higher values in winter (16%-38%) and smaller percentages in summer (6%-20%). Climatological mean wave age estimate a computed from only these selected cases is shown in Fig. 16b . Wave age values are from 0.02 to 0.06 smaller than those computed from all cases and indicate a minimum of about 0.70 in the northwest Atlantic and a maximum of 0.82 in the equatorial area. Wind stress for these cases was computed using formula (7), and for all other cases using traditional Smith (1988) drag coefficient. Then all estimates were averaged in the same manner as for other estimates to produce climatology. The result is shown in Fig. 16c in terms of the ratio between wave age-based wind stress and a traditional estimate. Values of this ratio in midlatitudes are reasonably smaller than those for the ratio computed on the basis of all cases by approximately 0.03-0.05. Maximum ratios of 1.12-1.14 are located in the midlatitudinal northwest Atlantic and in the Norwegian Sea where the percentage of cases with h w /h s Ն 1.5 is higher than in the central part of the North Atlantic.
Errors and uncertainties
There are a number of errors and uncertainties in our estimates of individual wave variables and wave-age- based products. There are different views on the reliability of visual estimates taken by VOS. On one hand, there is evidence of inaccuracy of the visual estimation technique (Hogben and Lumb 1967; Jardine 1979; Hogben et al. 1983; Wilkerson and Earle 1990; Hogben 1995) . On the other hand, wave parameters observed visually should not be much worse than Beaufort estimates of wind speed, which are still a considerable contribution of about 70%-80% of the total number of marine wind observations. Sailors, estimating Beaufort force, use the characteristics of the sea state, and the sea surface is always under considerable attention of the observers. In order to evaluate observational accuracy of visual estimates, we used visual observations at OWS vessels and from the Sections field program in the northwest Atlantic (Gulev 1994) . These observations are done by technicians, who are much better trained than the VOS observers. Hogben and Lumb (1967) and Hogben et al. (1986) compared OWS J visual data with the VOS visual estimates and found both systematic and random errors in the VOS observations. At the same time, they used data from a 5Њ ϫ 10Њ box around the OWS vessel. This area grossly overestimates the size of even 0.2 correlation ellipse. Thus, differences obtained may result from the natural space variability and sampling errors. We compared OWS visual observations with the VOS data within a certain spatial correlation ellipse. Actual values of the correlation level varied for different OWS and time periods from 0.82 to 0.94 to provide at least 100 VOS observations per month within selected ellipse. The comparison was made for the period of overlap of OWS and SECTIONS data with VOS observations, excluding the year of 1969 for swell periods. Table 3 shows results of the comparison for OWSs C, D, E, I, J, and M. Standard deviations of the differences in sea and swell heights vary within the range of 1 m, and std dev of periods are within the range of 1 s. Swell periods from OWS and VOS match each other better than those for sea periods. Our estimates of std dev of ''OWS minus VOS'' differences are nearly twice as small as those obtained by Hogben and Lumb (1967) ,
15. Annual zonal means of the east (solid lines) and the north (dashed lines) components of wind stress computed traditionally (thin lines) and using Smith's (1991) method (bold lines).
FIG. 16. Percentage of cases h w
/h s Ն 1.5 (a), annual mean wave age computed on the basis of only these cases (b), and the ratio between wave age-based wind stress [computed using Smith's (1991) method for h w /h s Ն 1.5 and traditionally for all other cases] and traditional wind stress estimate (c). Tucker (1994), and Hogben (1995) from a large 5Њ ϫ 10Њ area around OWS J.
To obtain error estimates of our results we estimated random observational and sampling errors in the computed wave age. We used a method from Weare's (1989) , based on a Monte Carlo generation of random errors in observations. Cayan (1992) applied this method to the estimated errors in his heat flux calculations and found errors to be strongly connected with a number of samples. In our case, errors of wave age estimates (3), (4) are caused from observational errors of fundamental observations, such as scalar wind speed, wind direction, wave period, wave direction. To set appropriate ranges of observational error generation we used the results of the VSOP-NA project (Kent et al. 1993) . For wind speed and wind direction we can take from 1 to 2 m s Ϫ1 and Ϯ10Њ, as recommended by Kent et al. (1993) . Taking into account general agreement of wave direction with wind direction (cases with higher than a 30Њ departure of these directions from each other were omitted), we can also take Ϯ10Њ as an observational error for wave direction. For visually observed wave periods we selected ranges from 1 to 2.5 s on the basis of the comparison with instrumental measurements (Table 1) and OWS data (Table 3) . Then we generated for the actual observations random errors bounded by selected ranges of observational error. Figure 17a demonstrates errors computed for January for three Marsden squares in the northeast Atlantic as a function of the number of samples within a 5Њ ϫ 5Њ box and an individual January. The region selected and the season are characterized by the greatest variability of the parameters involved in the computations. So we expect that in the other regions and months error estimates will be lower. For 100 samples the observational error of a becomes about 0.025 for wind speed observational accuracy of 2 m s Ϫ1 and wave period accuracy of 2.5 s. For the 1 m s Ϫ1 and 1-s accuracies we get for n ϭ 100 std dev error of 0.0118. The corresponding error estimates for 300 samples are 0.02 and 0.009, and for 600 samples are 0.017 and 0.01. The number of samples for an individual month is usually higher than 200-300, and for multiannual clima- tological months is larger than several thousand. Thus, for our seasonal and climatological products, random observational error in a is expected to be within 0.015 for wintertime and midlatitudes and should be significantly lower in other regions and seasons.
To estimate inadequate sampling error (Legler 1991; Cayan 1992) , we selected a different random number of reports for each 5Њ ϫ 5Њ box within Marsden squares 80, 110, 114, 116, 146 and 147, 149, 252 , characterized by a high number of observations. To ensure that the original number of reports gives nearly errorless variables statistics, we used only those months that have more than 700 observations within a 5Њ ϫ 5Њ box. Sampling error depends on the level of the spatial correlation and on the degree of the anisotropy of the two-dimensional spatial correlation functions for selected areas. Figure 17b shows the behavior of sampling error with a number of samples for different regions. If the spatial correlation of wave parameters and of wind is high, the sampling error in the wave age varies from 0.018 to 0.022 for 200 samples, and from 0.013 to 0.018 for 600 samples. For regions with lower spatial correlation, the sampling error is slightly higher than the observational error (Fig. 17a) and gives, for say 300 samples, 0.02-0.03. Thus, for the eastern and western subtropical Atlantic and for the Norwegian Sea we can expect 20%-30% higher sampling errors than for open ocean regions. When we consider the products for climatological months, the number of observations exceeds usually several thousand, and the sampling error drops to less than 0.01. If we combine observational and sampling error, assuming the coupled error to be approximately the sum of the individual errors, we get 0.02 to 0.035 error in wave age estimates for individual months and from 0.01 to 0.015 error for climatological products. This is several times smaller than the obtained range of spatial variability of a (0.06-0.09) and than the seasonal variation (0.05-0.08). Thus, principal features of the variability of the wave age appear to be reliable. We did not estimate nonrandom errors, caused from the methods we used because of incomplete information about the accuracy of parameterizations given by different authors. Smith et al. (1992) and Dobson et al. (1994) give estimates of the correlations about their regressions lines, but this is not enough yet to estimate the nonrandom errors. Experience shows that such errors could be rather high, even for relatively well-developed ''traditional'' parameterizations of sea-air fluxes (Blanc 1987; Isemer et al. 1989; Gulev 1995; Kent and Taylor 1995) . Geernaert et al. (1987) and traditional estimates of wind stress.
Discussion
Our results based on visual observations can be discussed from a number of viewpoints. The spectrum of approach to visual estimates among officers is quite wide: ranging from really precise attention to the wave field with the use of a special plane and watch to just short seaward looks, if only made by very experienced sailors. In this context it is important to make a comprehensive evaluation of the actual accuracy of visual observations by designing special observational projects, like the Voluntary Ship Observational Project in the North Atlantic for basic meteorological variables (Kent et al. 1993) , and special questionnaires to be distributed among ship officers. Of great importance is the continuity of the validation efforts against different in situ measurements. Our climate of wave parameters does not indicate any strong disagreement with known and expected wind field features, so there is not much point in rejecting it completely. We have at the moment no other source of information about the wave fields with such space-time resolution for a long period as the COADS collection. Moreover, when using these data it is possible to separate sea from swell, which is especially important for wind stress estimates. During recent years there was considerable debate about the reliability of long-term wind speed trends, indicated by COADS, ranging from 0.1 to 0.5 ͗m s Ϫ1 ͘ per decade (Ramage 1984; Peterson and Hasse 1987; Cardone et al. 1990; Lindau et al. 1990; Ward 1992; Bigg 1993; Diaz et al. 1995) . Changes with time of the relative role of anemometer measurements are considered as one of the possible reasons for unrealistically high COADS wind trends. In this context wind waves, as an integrated space-time characteristic of wind speed, can give a relevant background for investigating the reliability of wind trends, especially if both climatologies are taken from the same information source, such as COADS. Recently Cardone et al. (1994) found a positive correlation between zonal wind index and wave height from a model hindcast for winter months in the 1980s that is in agreement with Kushnir's (1994) analysis of North Atlantic ocean-atmosphere interaction and circulation changes. Thus, observed for long periods, waves could be considered as an important independent indicator of climate variability in general.
Our wave age and wind stress calculations give evidence of the possible climatological significance of the impact of sea state on wind stress. Of extreme importance is to attend such estimates with nonrandom errors, caused from parameterizations of drag coefficient dependence on wave age. At the same time, wave age estimates by themselves can be used in many ways. Some other parameterizations of the sea-state-based wind stress can be tested on the basis of obtained wave age fields. For comparison, we have computed wind stress on the basis of the parameterization from the MARSEN field experiment (Geernaert et al. 1987; Geernaert 1990) , which gives for the neutral drag the following dependence on the wave age estimate a * :
C Vn ϭ 0.012 . naert et al. (1987) and the traditional estimate is shown in Fig. 18 . In the tropical area, the Geernaert et al. (1987) method gives significantly higher values of the wind stress than those computed using Smith's (1991) approximation. Due to the impact of C V on a * , the Geernaert et al. (1987) estimate is influenced by self-correlation through scaling of C p with friction velocity. Thus, ratios in Fig. 18 have a pronounced meridional dependence with a general tendency of increasing in the Tropics and equatorial area, where they reach 1.15-1.20 values. Experiments with the ocean wave model (WAM) coupled with the atmospheric GCM (Weber et al. 1993) show that the effect of wave-induced stress is small and appears in the area of the Southern Ocean storm track and particularly in the North Atlantic tropical area where it contributes 15%-20% to the total stress. In this context Fig. 18 shows general agreement with the Weber et al. (1993) results in the tropical Atlantic. On the other hand, our estimates of the wave-induced stress obtained using Smith's (1991) method in midlatitudes (Fig. 13 ) are significantly larger than those obtained in model experiments of Weber et al. (1993) .
Impact of the sea state on wind stress can have profound implications for evaluation of the wind-driven circulation in ocean models. We applied the obtained wind stress estimates to the calculation of Ekman volume transport and Ekman meridional heat transport to determine whether any differences appear in these important climatological parameters when computed with wave-dependent stress. Although not all of the momentum loss to the waves is available to the ocean (Weber 1994) , the WAM-ECHAM (European Centre Hamburg Model) model shows that the remainder, dissipating in the local waved field, is not higher than 5% for young waves (S. Weber 1995, personal communication) . Thus we can obtain the highest possible estimate of the sea state influence on the Ekman transport in the ocean. Meridional Ekman volume and heat fluxes were computed as
where f is the Coriolis parameter, is the density of sea water, c p is the specific heat of sea water, and is the annual vertical mean potential temperature, taken from Levitus (1987) . We computed Ekman volume transports and Ekman heat transports from (11) and then integrated the obtained values over the North Atlantic latitudinal belts, as recommended by Levitus (1987 Levitus ( , 1988 . Figures 19a,b shows Ekman volume and heat transports computed traditionally and with the use of Smith's (1991) parameterization of drag coefficient. Seasonal Ekman volume transport (not shown here) computed with the revised wind stress gives 6%-13% higher tropical values and 12% stronger negative midlatitudinal values in winter. If we consider mean climatological curves of the meridional Ekman volume and heat transports, taken with traditional and wavebased wind stress for the period 1964-93 (Fig. 19) , the tropical maximum indicates nearly 10% higher values of the Ekman transport when computed on the basis of wave age. Concerning this comparison, we can note that Boening et al. (1991) made experiments with an eddy resolution circulation model forced by Isemer and Hasse (1987) wind stress and Hellerman-Rosenstein (1983) wind stress. They obtained significant differences in the intensity of subtropical gyre of the North Atlantic in two experiments forced by different stresses. One of the possible lines of future investigations is connected with the evaluation of other important wave-based climatological parameters. For example, Preisendorfer and Mobley (1986) found albedo of the sea surface to be dependent on wave parameters in addition to sun declination and cloudiness. Perhaps some other radiation VOLUME 28 J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y characteristics could be better evaluated if computed taking into account the state of the sea surface.
