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FUNCTORIALITY, SMITH THEORY, AND THE BRAUER HOMOMORPHISM
DAVID TREUMANN AND AKSHAY VENKATESH
ABSTRACT. If σ is an automorphism of order p of the semisimple group G, there is a
natural correspondence between mod p cohomological automorphic forms on G and Gσ .
We describe this correspondence in the global and local settings.
1. INTRODUCTION
1.1. Let G be a semisimple group over a number field F , with Langlands-dual LGˆ, and
let k be an algebraically closed field of positive characteristic p. By “mod p automorphic
forms” for G we shall mean Hecke eigenclasses in the cohomology of congruence sub-
groups with k-coefficients. We make no assumption that these cohomology classes lift to
characteristic zero, i.e. there may be no automorphic form in the classical sense associated
to this eigenclass.
Now let σ be an order p automorphism of G, defined over F , with a connected fixed
point subgroup Gσ . The main goal of this paper is to show that there is a close relation-
ship between mod p automorphic forms on G and mod p automorphic forms on Gσ: we
construct a homomorphism (§4.3)
Hecke algebra for G at v,
with k coefficients
ψv−→ Hecke algebra for G
σ at v,
with k coefficients
which is a slight variant of the “Brauer homomorphism” of modular representation theory.
We prove (see Theorem 5.8):
First Main Theorem. If a mod p automorphic form for Gσ has Satake parameters {av}
then there exists a mod p automorphic form for G with Satake parameters {ψ∗v(av)}.
What is the relationship between the parameters of these forms at ramified places? This
is answered by Theorem 6.5, based on the the notion of “linkage” (Definition 6.2) of local
representations. Roughly speaking, these results suggest that local functoriality should be
realized by Tate cohomology.
One of course wants to compute ψv. This is accomplished by the Theorem of §8.1. The
formulation in §8.1 is not the natural one from the point of view of the Langlands program.
The remainder of the paper addresses this issue, which we now describe:
1.2. Torsion functoriality. Write H = Gσ . One wants to know if the “lift” furnished
by the theorem is a “functorial lift” in the sense of Langlands: is ψv induced by a L-
homomorphism of L-groups
Lψˆ : LHˆ → LGˆ?
For the precise meaning of the word “induced” here, see §7.7. In the setting of our paper,
it is natural to construct the dual groups as algebraic groups over k, rather than over C,
and we shall always follow that convention (§2.5). In that case the Theorem amounts to
functoriality for ψ and we call such an Lψˆ a σ-dual homomorphism.
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A basic example is that of cyclic base change. If G = ResE/F (H⊗F E) where E/F
is a cyclic extension of degree p, and σ induced by a generator of Aut(E/F ), then we
may take Lψˆ to be the homomorphism obtained by restriction on the Galois group, and
the result amounts to “cyclic base change.” It doesn’t follow from usual base change, even
for H = SL2 and F = Q(i), as our result applies to characteristic p torsion classes.
Indeed, this result itself seems interesting: we do not know of any other examples of where
functoriality can be established, in such a strong form, for torsion classes (compare [11]).
Our second main theorem verifies that such Lψˆ exists at least in some generality:
Second Main Theorem. Suppose that G is simply connected and H is semisimple1. Then
there exists a σ-dual homomorphism LHˆ → LGˆ with the possible exception of cases2
where (Lie(G),Lie(H)) contains a factor of the form (e6, sl33 or sl6 × sl2 or sp8).
In summary, then, the two theorems together give a functoriality for mod p automorphic
forms, from H to G.
We prove this second theorem using the Theorem of §8.1, some general arguments, and
finally some case-by-case verification for some exceptional cases. Because the case-by-
case verifications are lengthy, and the remainder of the proof is already long, we present
only the most interesting cases (e.g. the order 5 inner automorphism of E8) in full, and
simply summarize some salient data in the remaining cases.
In many instances the validity of the Theorem is related to delicate properties of the
relevant groups in characteristic p. For example, when G is a split form of Spin8 and
σ is the pinned triality with fixed points G2, the σ-dual homomorphism G2 → PSO8
is not the “standard” eight-dimensional representation but (Proposition 11.5 and Lemma
11.4) its twist by the exceptional isogeny G2 → G2 that exists only in characteristic 3.
Also the Galois component of the L-group enters in an interesting way, especially when
p > 2: roughly speaking, the action of Lψˆ on the “Galois component” of LHˆ must exactly
compensate the difference between half-sum shifts for H and G (a simple example is the
inner automorphism of G2 of order 3, see Proposition 10.6).
If we relax the assumption that G is simply connected such an Lψˆ need not exist: a
counterexample is given by taking σ to be an inner automorphism of order 3 of G =
PGL2. The difficulties arising here are related to the ambiguity of square roots in the
Satake transform. A plausible solution is described in §7.8: one can replace the L-group
by a different extension Gˆ→ cGˆ→ Gal(F¯ /F ) but without the “pinned splitting” of LGˆ,
with respect to which the Satake isomorphism can be formulated canonically (Theorem
7.9). It tempting to speculate then that there is always a σ-dual map cHˆ → cGˆ. This
variant cGˆ is a subgroup of the “C-group” discussed in [9] and is closely related to the
ideas of Deligne [16]. Since this story is somewhat orthogonal to our main goals we do not
examine it further in this paper. It would also be interesting to relax the assumption that
H is connected. In that case it appears that the First Main Theorem, suitably interpreted,
remains valid, but we have not investigated if it has an L-group formulation.
1.3. Discussion. In the local setting, this correspondence is related to the “Brauer corre-
spondence” of modular representation theory. In the global setting, the correspondence can
be viewed as a kind of “mod p Eisenstein series;” like Eisenstein series, many phenomena
related to the Langlands program simplify but yet do not become trivial.
1In this case, H is automatically connected.
2The remaining cases could presumably be similarly treated, but the authors were left exhausted by the exist-
ing proof.
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Indeed, Eisenstein series are, in a sense, dual to the operation of restricting an automor-
phic form to the boundary. Here we observe that the symmetric space for Gσ , embedded in
the symmetric space for G, behaves with respect to characteristic p homology like a kind
of “interior boundary.” A better-known example of this phenomenon is that “restriction to
supersingular points” gives, for classical modular forms, a geometric construction of the
Jacquet–Langlands correspondence modulo p.
The main technical tool to prove the “interior boundary” property is Smith theory, or
Z/p-equivariant localization. It is related to the prior paper [33] of the first-named author.
If we call Y (resp. X) the locally symmetric space for Gσ (resp. G) and put Γ = 〈σ〉,
then the inclusion Y →֒ X induces (almost) an isomorphism on equivariant cohomology
H∗Γ(X) → H∗Γ(Y ), and what remains is “just” to pass from equivariant cohomology to
usual cohomology, and to understand Hecke actions.
Given a sufficiently good chain-level understanding of the σ-action on the cohomology
of X , for instance a compatible triangulation of X , our method gives an explicit recipe for
lifting automorphic forms on Y to X . The recipe can be presented as a spectral sequence
(see proof of Theorem 4.4). We do not expect it to degenerate and indeed the differentials
seem to carry interesting information. It will be interesting to study this further.
One cannot be too optimistic about “lifting” the method to characteristic zero in any
direct way. The proof uses special properties of the Frobenius at various points; in fact the
homomorphism of dual groups mentioned above need not lift to characteristic zero, as in
the example above, or the inner examples of [33]. Nonetheless the results here could be
lifted to characteristic zero, using more machinery, in the following situation:
(i) There is a σ-dual homomorphism LHˆ → LGˆ and it lifts to characteristic zero,
(ii) On H one may associate Galois representations to mod p forms;
(iii) On G one has available modularity lifting theorems.
then one can in fact deduce the corresponding functoriality in characteristic zero (i.e., for
cohomological automorphic forms) from the above Theorem. The recent work of Scholze
and Calegari–Geraghty [28, 10] enlarges the list of possibilities where (ii) and (iii) apply.
We do not pursue this here.
We note some related work. One inspiration for this paper was trying to understand
the ideas behind the Glauberman correspondence [19]. In a Langlands setting the closest
paper appears to be the recent work of Clozel [14]; it is closely related to the ideas of the
current paper, specialized to the case of G a definite quaternion algebra over a totally real
number field; it moreover makes intriguing use of this idea in the context of an infinite
p-adic tower (see §1.4). The paper [33] of the first author, already mentioned, studies a
similar story in the setting of the local geometric Satake correspondence, when σ is inner.
L. Clozel has pointed out that the arguments of §8 resemble some of the constructions in
the theory of twisted endoscopy, as in [24], but in our case these constructions are on the
dual side and in characteristic p. The paper of Kionke [23] applies the Smith inequalities
to p-adic analytic towers of locally symmetric spaces for G. Finally we draw attention to
the paper of Ash [1], which uses Smith theory to produce homology for GLn over certain
fields.
1.4. Open questions. We mention five interesting open questions:
(i) The ramified correspondence: we formulate a conjecture in §6 relating local func-
toriality to Tate cohomology. This is a problem solely in the representation theory
of p-adic groups. N. Ronchetti has obtained some evidence for this, in the setting
of cyclic base change for GLn and supercuspidal representations.
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(ii) Behavior in a p-adic tower: In the case of a definite quaternion algebra, Clozel
[14] formulates a theory of “automorphic forms over Q(ζp∞).” Can one make a
similar theory for cohomological forms on an arbitrary group, using the ideas of
the current paper?
(iii) Generalization of second main theorem: replacing the L-group by the c-group that
we define in §7, establish the existence of σ-dual homomorphisms in all cases —
that is, without any restriction that G be simply connected. (Even the situation
when H is a torus would be of interest.)
(iv) Spectral sequences: Study more carefully the higher differentials in the spectral
sequence of Theorem 4.4. In our context, these higher differentials cannot always
be zero, and it would be interesting to understand their arithmetic importance.
(v) In general the locally symmetric space Y for Gσ is only part, a union of connected
components, of the full space of σ-fixed points of the locally symmetric space X
of G. The other components appear to be locally symmetric spaces for different
F -forms of Gσ . Smith theory realizes their cohomology as a subquotient of the
cohomology of X , but we have not investigated the compatibility with Hecke
actions.
1.5. Plan of the paper. §2 summarizes some of our notations, and §3 some basic facts
about Tate cohomology for cyclic groups.
§4 and §5 describe the Brauer homomorphism and describe the proof of the first main
theorem.
§6 describes the situation at ramified places. The results of this section are also used in
the later parts of the paper.
§7 consists of “folklore results” on the Satake transform. We have stated and proved
them here because we do not know of a reference with characteristic p coefficients. How-
ever, the formulation of Theorem 7.9 may be of independent interest.
§8 computes the unramified Brauer homomorphism in terms of Satake parameters.
Rather than compute directly, we deduce the result by applying the results of §6 to un-
ramified representations.
§9 collects some preliminaries to the proof of our second main theorem. §10 proves it in
many cases when σ is an inner automorphism, §11 proves it in many cases including when
σ is a pinned automorphism, and §12 handles all remaining cases by direct computation.
1.6. Acknowledgements. We thank Raphael Rouquier and Zhiwei Yun for sharing their
ideas about the Glauberman correspondence, and Brian Conrad and Mark Reeder for taking
time to answer several questions about algebraic groups. Finally we thank Laurent Clozel
for several helpful discussions as well as comments on the manuscript.
CONTENTS
1. Introduction 1
2. Notation 5
3. Tate cohomology 10
4. The Brauer homomorphism 12
5. Cyclic group actions on locally symmetric spaces 15
6. Representation theory 19
7. Satake parameters 22
8. The Satake parameters of the Brauer homomorphism 31
9. Construction of σ-dual homomorphisms 1: Preliminaries 38
10. Construction of σ-dual homomorphisms 2: Inner cases 40
11. Construction of σ-dual homomorphisms 3: exceptional isogenies 46
12. Construction of σ-dual homomorphisms 4: computations in remaining cases 50
References 54
FUNCTORIALITY, SMITH THEORY, AND THE BRAUER HOMOMORPHISM 5
2. NOTATION
2.1. Notation used throughout. Let p be a prime number and let k be an algebraic closure
of the field with p elements. Let Λ denote the ring of Witt vectors of k (thus, p is a
uniformizer for Λ) and let Λ[p−1] denote the fraction field of Λ. For x ∈ Λ let x ∈ k
denote its reduction mod p.
The symbol σ denotes a generator for a group of order p. We write 〈σ〉 for this group.
Let F be a number field, ΓF its absolute Galois group, OF its ring of integers, A its
adele ring, Af its ring of finite adeles, and set F∞ = F ⊗Q R. If v is a place of F then
Fv denotes the completion of F at v. By cyclo : ΓF → F∗p ⊂ k∗ we mean the cyclotomic
character, i.e. the action of ΓF on pth roots of unity in F .
If W is a k-vector space we denote by W (p) the Frobenius-twist of W , i.e. the space
with the same underlying vectors but scalar multiplication modified: if · is the scalar mul-
tiplication in W then the scalar multiplication ∗ in W (p) is given by λ ∗ w = λ1/p · w;
equivalently, W (p) =W ⊗(k,Frob) k, so that wλ ⊗ µ = w ⊗ λpµ for λ ∈ k.
When we write homologyH∗ or cohomologyH∗ of a topological space, we will always
understand the coefficients to be taken in k, unless otherwise specified.
If X = Spec(R) is an affine algebraic variety over k and G an algebraic group acting
on X , we denote by X//G the geometric quotient, i.e. the spectrum of RG.
2.2. Nonabelian cohomology. If σ is an order p automorphism of a group M , we let
H1(σ;M) denote the nonabelian cohomology of 〈σ〉 with coefficients in M , i.e. cocycles
j : 〈σ〉 →M modulo coboundaries. Elements of H1(σ;M) may be equivalently regarded
as elements j(σ).σ ⊂ M.σ ⊂ M ⋊ 〈σ〉 modulo M -conjugacy, or elements j(σ) ∈ M up
to twisted conjugacy.
IfN ⊂M is a σ-stable subgroup, then we have the “long exact sequence” of nonabelian
cohomology [29, §§I.5.4–I.5.5]
Nσ →֒Mσ → (M/N)σ → H1(σ;N)→ H1(σ;M)
If N is normal in M and nilpotent of order prime to p, then H1(σ;M) → H1(σ;M/N)
is a bijection.
2.3. Algebraic groups and level structures. Let G be a connected reductive algebraic
group over F . If v is a place of F , then G(Fv) is a locally compact topological group that
we denote by Gv . If v is a finite place, Kv will denote an open compact subgroup of Gv .
If v is an archimedean place, Kv denotes a maximal compact subgroup of Gv , and finally
K∞ denotes a maximal compact subgroup of G∞ = G(F∞).
By a level structure for G, we mean an open compact subgroup K ⊂ G(Af) of the
form
∏
vKv. Note for such a level structure Kv is a “standard” maximal compact for
almost all v (i.e. is obtained by taking Ov-points of an integral model of G overOF ).
When a level K is fixed then for V a set of places of F , we denote by GV the restricted
product
∏′
v∈V Gv = {(gv)v∈V | gv ∈ Kv for all but finitely many v}. When V is a set of
finite places, we denote by KV the product
∏
w∈V Kw and by K(V ) the complementary
subgroup
(2.3.1) K(V ) := K∞
∏
w/∈V
Kw
where the product is taken over finite places w not belonging to V .
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2.4. Canonical torus. If F is any field, and G is connected and reductive over F , there is
a canonical algebraic torus defined over F attached to G. We denote it by TcanG . We will
follow [15, §1.1].
If G is quasisplit we may describe TcanG as the limit lim−→B/Ru(B) over F -rational
Borel subgroups of G, of the quotient torus of the Borels. In general, we pass to an
extension over which G is quasisplit, and then descend the torus thus constructed; then
there may be no inclusion of TcanG into G defined over F .
Let X∗ denote the character lattice of TcanG ×F F and X∗ the dual lattice. Then
(X∗, X∗) supports a canonical based root datum Ψ(G).
Automorphisms of F/F induce an action θG : ΓF → Aut(Ψ(G)) ⊂ Aut(X∗). The
permutation representation of ΓF on simple roots determines an étale algebra over F , and
if G is semisimple the F -rational points of TcanG are naturally identified with the units in
this algebra.
2.5. Dual groups and L-groups. By default, we will regard all dual groups as reductive
algebraic groups over k, i.e. in characteristic p.
The dual root datum to Ψ(G) determines a pinned reductive algebraic group over k,
which we denote by Gˆ. Recall that a “pinning” is data (Tˆ , Bˆ, {Xi}) where Tˆ ⊂ Bˆ ⊂
Gˆ are a maximal torus and Borel subgroup of Gˆ, and each Xi is a nonzero vector in a
simple root space of Lie(Bˆ). A pinning determines a splitting Out(Gˆ)→ Aut(Gˆ), and an
identification Out(Gˆ) ≃ Aut(Ψ(G)).
In fact the dual group and its pinning can be constructed over the prime field Fp. It
follows that Gˆ, Bˆ, Tˆ can be equipped with Frobenius endomorphisms that are defined over
k, which we will denote by Frob.
The construction Ψ(G) → Ψ(G)∨ → (Gˆ, Bˆ, {Xi}) is functorial, and one obtains a
ΓF action ΓF → Out(Gˆ) ⊂ Aut(Gˆ). We let LGˆ denote the semidirect product Gˆ⋊ ΓF .
We regard Gˆ and LGˆ as algebraic groups over k (the latter with an infinite component
group), and denote their groups of k-points by Gˆ(k) and LGˆ(k).
If α is a root in Ψ(G), it determines a coroot for Gˆ. We will use the notation α∗ for
this coroot (although a couple of times we will abuse notation and drop the subscript).
Similarly, if α∨ is a coroot for Ψ(G), then we use α∨∗ for the associated root in Gˆ.
Suppose H is another algebraic group with L-group LHˆ . As k is algebraically closed
and Hˆ, Gˆ are scheme-theoretically reduced, any algebraic morphism LHˆ → LGˆ is de-
termined by its induced morphism on k-points LHˆ(k) → LGˆ(k). For our purposes
(Langlands functoriality), we may therefore usually ignore the difference between them.
(Note however that, as k has positive characteristic, the map LHˆ → LGˆ can have non-
trivial fibers as a map of schemes and yet induce an injection, or even an isomorphism,
LHˆ(k)→ LGˆ(k).)
2.6. Local L-groups. In the construction of §2.5, we may replace F by Fv for any finite
place v, producing a group Gˆ ⋊ ΓFv . When G splits over an unramified extension of Fv ,
we work with the smaller group LGˆv := Gˆ⋊ 〈Frobv〉. Here 〈Frobv〉 denotes the discrete
infinite cyclic group that topologically generates the unramified quotient of ΓFv .
2.7. Parabolics and Levis in G and Gˆ. A G(F )-conjugacy class of parabolic subgroups
P ⊂ G ×F F distinguishes a subset ∆P of the simple roots of Ψ(G): the set of α for
which −α is a root of P (for a conjugation action of Tcan induced by an arbitrary Borel
subgroup B ⊂ P and splitting of B→ Tcan, all defined over F ).
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We define a corresponding Levi subgroup Lˆ of Gˆ — the subgroup generated by Tˆ and
the coroot homomorphisms SL2 → Gˆ corresponding to α ∈ ∆P .
Then the abelianization Lab of the quotient Levi L of P is dual, as a torus, to the center
of Lˆ – with notations as above, the character group ofLab is identified withX∗(Tcan)/〈α∨ :
α ∈ ∆P 〉, whereas the co-character group of Z(Lˆ) is identified with the orthogonal com-
plement of {α∨∗ : α ∈ ∆P } in X∗(Tˆ ).
2.8. Frobenius maps. We will use the notation “Frob” for the Frobenius endomorphism
of any k-group scheme equipped with a descent to Fp. This applies, in particular, to any
group of the form Gˆ; the fixed point subgroup of Frob is exactly the discrete set of Fp-
points of Gˆ.
2.9. Class field theory. We’ll recall part of the Langlands correspondence for tori [25].
Let T be an algebraic torus over a number field F . We say T is unramified at v if
Tv := T(Fv) splits over an unramified extension of Fv . A homomorphism Tv → k∗ is
unramified if it is trivial on the maximal compact subgroup of Tv. An idele class character
T(F )\T(Af)→ k∗ is said to be unramified at v if its restriction to Tv is unramified.
Set LTˆ = Tˆ ⋊ ΓF as in §2.5. When T is unramified at v set LTˆv = Tˆ ⋊ 〈Frobv〉 as
in §2.6. Let Av denote the Fv-points of the maximal split subtorus Av ⊂ T. (We leave
in the subscript v because this depends on the place v). Then when T is unramified at v
restriction gives an isomorphism (see [4, §9.5]):
(2.9.1) {unramified characters of Tv} ∼→ {unramified characters of Av}
There is also a natural surjective homomorphism Tˆ → Aˆv that identifies Aˆv with the
Frobv-coinvariants of Tˆ . Therefore, to an unramified character of Tv is associated an
element of the coinvariants TˆFrobv ; put another way, this gives a natural bijection between
unramified characters of Tv and conjugacy classes of splittings 〈Frobv〉 → LTˆv. The
element of TˆFrobv associated to an unramified character χ will be called the “Langlands
parameter” of χ.
We can describe this more directly: Since X∗(T)Frobv → X∗(A) is an injection with
finite cokernel, and k∗ is divisible, we obtain a surjection X∗(T)Frobv ⊗ k∗ ։ X∗(A) ⊗
k∗. Thus each element of X∗(T)Frobv ⊗ k∗ gives an unramified character χ, and every
unramified character χ arises thus, although possibly not uniquely. Explicitly, if α ∈
X∗(T)Frobv and λ ∈ k∗, the unramified character associated to α ⊗ λ is given by t ∈
Tv 7→ λv(α(t)).
One obtains the parameter of χ via the maps
(2.9.2) X∗(T)⊗ k∗ = X∗(Tˆ )⊗ k∗ = Tˆ (k)
(i.e., the character χ is parameterized by the splitting Frobv 7→ tχFrobv, where tχ ∈ Tˆ (k)
is the element thus produced).
2.10. Hecke algebras. Let G be a locally compact, totally disconnected group. If S is
a discrete set with a continuous left G-action and compact stabilizers, let FunG(S × S)
(pronounced “funguses”) denote the set of k-valued functions on S × S that are invariant
for the diagonal action of G, and whose support is a union of finitely many G-orbits.
FunG(S × S) has an algebra structure with multiplication given by
(2.10.1) (h1 ∗ h2)(x, z) =
∑
y∈S
h1(x, y)h2(y, z)
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If k[S] denotes the vector space spanned by S, there is a left action of FunG(S × S) on
k[S] given by
h ∗ s =
∑
t∈S
h(s, t)t
If S has finitely many G-orbits, FunG(S × S) has a two-sided unit and the action on k[S]
identifies FunG(S × S) with the ring of G-endomorphisms of k[S].
The standard example is when K ⊂ G is an open compact subgroup and S = G/K .
In that case, FunG(G/K × G/K) can be identified with finitely supported functions on
the double coset space K\G/K , via h(K, gK) = h(KgK). We abbreviate this case by
H (G,K). We will also use the notation H (G,K;Fq) for that subalgebra of H (G,K)
consisting of functions valued in Fq ⊂ k.
The theories of left- and right- H (G,K)-modules are equivalent via the anti-involution
KgK ↔ Kg−1K; nevertheless we wish to record some explicit formulas for these actions
with some attention paid to the difference between left and right:
The identification V K = HomG(k[G/K], V ) gives theK-invariants of a leftG-module
the structure of a right H (G,K)-module. When V is a left G-module, an explicit formula
for this action is
(2.10.2) v ∗ h =
∑
gK∈G/K
g−1vh(K, gK)
When X is a set with a right G-action, the k-vector space k[X ] spanned by X carries a
left G-module structure extending linearly g · x = xg−1. Then (2.10.2) specializes to the
following right H (G,K)-action on k[X/K] ≃ k[X ]K :
(2.10.3) xK ∗ h =
∑
gK∈G/K
xgK h(K, gK) for xK ∈ X/K
2.11. Hecke actions on homology and cohomology. Suppose that:
(i) G, as in §2.10, is a locally compact, totally disconnected group, and K ⊂ G an
open compact subgroup.
(ii) X is a locally compact Hausdorff topological space with continuous right G-
action, such that the restriction of this action to K is free and proper;
Note that the assumptions force K to be profinite. Let Ki ⊂ K be a collection of open
normal subgroups with
⋂
iKi = {e}; then the natural map
(2.11.1) π : X → lim←−X/Kn
is a homeomorphism. In fact, it is easily verified to be a continuous bijection. Now, we
need to check that the image of any closed set Z ⊂ X is also closed in lim←−X/Kn. Choose
y /∈ π(Z). We want an open set containing y and disjoint from π(Z). We may find a
compact neighbourhood A of y in X/K with π−1A also compact. Then π(Z) ∩ A =
π(Z ∩ π−1(A)) is compact inside lim←−X/Kn. Thus there is an open set N ∋ y that’s
disjoint from π(Z) ∩A, and then A◦ ∩N is the required open set.
Then there is a right action of H (G,K) on the k-homology of X/K and a left action
on the k-cohomology of X/K . We give an explicit construction of it:
The set of singular m-simplicesHom(∆m, X) has a rightG-action. Since theK-action
is free on X it is free also on Hom(∆m, X) and the quotient is naturally identified with
the set of singular m-simplices in X/K: Each map X/Kn → X/K is a covering space
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and by (2.11.1) each m-simplex in X/K lifts to X uniquely up to lim←−K/Kn = K . Thus,
we get a right action of H (G,K) on
Cm(X/K) = k[Hom(∆
m, X)/K] = k[Hom(∆m, X)]K
for each m by applying the discussion around (2.10.3) with S = Hom(∆m, X). As
the face maps are maps of H (G,K)-modules, the action descends to a right action of
H (G,K) on Hm(X/K; k). The identification of Hm(X/K) with the dual vector space
to Hm(X/K) gives it a left H (G,K)-action.
2.12. Borel-de Siebenthal theory. The section title refers to the general structure theory
for semisimple subgroups of G of the same rank as G. In characteristic 0, such subgroups
are the fixed points of inner automorphisms of G. We will recall that aspect of the theory
that is important for us, when the inner automorphism has prime order p.
Let G be a simply-connected algebraic group over F , and let BG ⊃ T be a maximal
torus and Borel in G, and let ∆(G) = {αi} denote the corresponding set of simple roots.
Let α0 be the highest root. Let ω∨i : Gm → T/Z (G) denote the ith fundamental weight,
so that the coefficient of αi in α0 is 〈ω∨i , α0〉.
Theorem. Suppose 〈ω∨i , α0〉 = p. Then there is a unique connected and semisimple
subgroup H ⊂ G, containing T, with the following properties:
(1) −α0 and αj are roots of T on H. Meanwhile, αi is not a root of H.
(2) The set ∆(H) = {−α0} ∪ {αj}j 6=i is a system of simple roots for H, which can
be realized as a subset of the extended Dynkin diagram ∆˜(G) by removing vertex
i.
Recall the method of proof ([5], [27, §2]): One sees that if H exists, the quotient
Z (H)/Z (G) must have an element of order p represented by the image under ω∨i of a
primitive pth root of unity ζ. One then constructs H as the centralizer of a representative
s ∈ T for ω∨i (ζ).
The automorphism group of the extended Dynkin diagram of ∆˜(G) permutes the ω∨i
with 〈ω∨i , α0〉 = p. If ω∨i and ω∨j are in the same orbit, the corresponding subgroups H
are G(F )-conjugate. This provides a complete list of G(F )-conjugacy classes of inner
automorphisms of order p whose fixed points are semisimple.
2.13. Endoscopic subgroups. If Gˆ is an algebraic group of low characteristic (for us,
the dual group of a simply connected group G), there are some exceptional semisimple
subgroups of Gˆ, of full rank, not captured by Borel-de Siebenthal. Because they arise
in duality with the centralizers of G it is tempting to call such subgroups “endoscopic
subgroups.”3 In this section we recall a parametrization of these subgroups parallel to that
of §2.12.
Let TˆG ⊂ BˆG ⊂ Gˆ be the pinned maximal torus and Borel subgroup in Gˆ over k, as in
§2.5. Let ∆(Gˆ) = {α∨i,∗} denote the corresponding set of simple roots, and let α∨0,∗ denote
the highest short root. (We are following the notation for roots of dual groups discussed
in §2.5). Let αi,∗ and α0,∗ denote the associated coroots to the roots α∨i,∗ and α∨0,∗ — thus
α∨0,∗ is the highest coroot of Gˆ. Let 〈ω∨i,∗, α0,∗〉 denote the coefficient of αi,∗ in α0,∗.
Theorem. Suppose 〈ω∨i,∗, α0,∗〉 = p. Then there is a unique connected and semisimple
subgroup Hˆ0 of Gˆ, containing TˆG, with the following properties:
3But note that in our story these groups appear on the Galois side. In the theory of endoscopy they appear on
the automorphic side, where they are not always subgroups.
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(1) −α∨0,∗ and α∨j,∗ for j 6= i are roots of TˆG on Hˆ0. Meanwhile α∨i,∗ is not a root of
Hˆ0.
(2) The set ∆(Hˆ0) := {−α∨0,∗} ∪ {α∨j,∗}j 6=i make a system of simple roots for Hˆ0,
which can be realized as a subset of the extended Dynkin diagram of Gˆ by remov-
ing α∨i,∗ from ∆˜(Gˆ).
A case-by-case proof is given in [33, Theorem 3.3] but it does not give as much precision
on the root systems, so we sketch a proof now:
Proof. To specify a smooth subgroup scheme of Gˆ or G we must specify a “quasi-closed”
subset S of roots for G or Gˆ — see [6, §3] but also [30, Corollary 5] for a reference in
a form more convenient to us. Let us for simplicity suppose G does not have type G2,
though that case can be verified either directly or by a similar argument. If G does not
have type G2, then “quasi-closed” means (loc. cit.) the following: If α, β ∈ S and i, j > 0
are such that iα + jβ is a root for G, and furthermore the commutator coefficient Nαβ,ij
(in the notation of [30]) is not divisible by p, then in fact iα+ jβ ∈ S.
In view of the computations of [34] we may rephrase this condition for symmetric S
(i.e. S = −S) as follows: if α and β are in S and Ψ is the root system they span, then
either Ψ ∩ S = Ψ, or Ψ ∩ S is the set of long roots of Ψ, or else Ψ ∩ S is the set of short
roots of Ψ. The last possibility occurs only when p = 2.
To prove the Theorem, we prove that if S is the quasi-closed set of roots that arise from
H as in Theorem 2.12, the set {α∨∗ : α ∈ S} is also quasi-closed. As H is reductive, S is
symmetric, and according to the criterion for symmetric S this is automatic if G is simply
laced, or p = 2. The only remaining cases are F4 and G2 with p = 3, which can be verified
by hand. 
A more uniform “Tannakian” approach is proposed in loc. cit., but to carry out the pro-
posal requires a better understanding of Smith theory for perverse sheaves [33, Conjecture
4.18].
3. TATE COHOMOLOGY
3.1. Definition of Tate cohomology. Let M be an abelian group with an action of the
cyclic group 〈σ〉 of order p generated by σ. Set T0(M) := ker(1 − σ)/Im(N) and
T1(M) := ker(N)/Im(1 − σ), where N = 1 + σ + · · · + σp−1 is the “norm.” In other
words, Ti(M) is the cohomology of the 2-periodic chain complex whose differentials
alternate between 1 − σ and N . Because of this each short exact sequence of σ-modules
induces a long exact sequence
T0(M ′)→ T0(M)→ T0(M ′′)→ T1(M ′)→ T1(M)→ T1(M ′′)→ T0(M ′)
3.2. Tate on smooth functions on ℓ-spaces. If X is a Hausdorff, locally compact, to-
tally disconnected space (an “ℓ-space”, in the terminology of [2]) write C∞c (X ; Λ) or
C∞c (X ; k) for the space ofΛ- or k-valued functions onX that are locally constant (“smooth”)
and compactly supported. If σ acts continuously on X then we may form Ti(C∞c (X ; ?)).
These groups can be computed in terms of Xσ, as follows:
(1) For i = 0 or 1, restricting to fixed points descends to an isomorphism
Ti(C∞c (X ; k))
∼→ C∞c (Xσ; k)
(2) The map
T0(C∞c (X ; Λ))→ C∞c (Xσ; k)
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give by restricting to fixed points and reducing mod p (in either order) is an iso-
morphism, while T1(C∞c (X ; Λ)) = 0.
We are going to prove a more general result in the Proposition below.
3.3. Tate on sheaves on ℓ-spaces. Let X be as in §3.2, and let F be a sheaf of k- or
Λ-modules on X . Write Γc(X ;F ) for the space of compactly supported sections of F .
For instance, if F is the constant sheaf with stalk k or Λ then Γc(X ;F ) = C∞c (X ; k) or
C∞c (X ; Λ). The assignment F 7→ Γc(X,F ) is a covariant exact functor [3, §1.3].
If σ acts on X and F is σ-equivariant then σ can be regarded as a map of sheaves
F |Xσ σ→ F |Xσ and we may define
T0(F |Xσ ) = ker(1− σ)/Im(N) (a sheaf on Xσ)
T1(F |Xσ ) = ker(N)/Im(1− σ) (a sheaf on Xσ)
A compactly supported section of F can be restricted to a compactly supported section of
F |Xσ . This map preserves the σ-actions inducing a map
(3.3.1) Ti(Γc(X ;F ))→ Γc(Xσ; Ti(F ))
Proposition. The map (3.3.1) is an isomorphism.
In the proof we’ll use “existence of fundamental domains:” if σ acts freely on a compact
ℓ-space X , there is a fundamental domain, i.e. a closed and open subset F ⊂ X so that
X is the disjoint union of σiF for 0 ≤ i ≤ p − 1. Indeed, take a cover of X by finitely
many closed-and-open sets Ui so that σ(Ui) ∩ Ui = ∅, take the algebra of sets generated
(under intersection and complement) by the Ui and their images under 〈σ〉. The minimal
nonempty elements of that algebra give a finite compatible partition of X , each block of
the partition being disjoint from its σ-image. The desired domain now follows by taking
representatives for the σ-orbits on the blocks.
Proof. There is a short exact sequence (cf. [2, 1.16])
0→ F ′ → F → F ′′ → 0
of σ-equivariant sheaves where F ′′ is supported on Xσ and the stalks of F ′ vanishes
along Xσ. It suffices to treat the cases F = F ′′ and F = F ′. For F ′′, the Proposition
follows from the exactness of Γc applied to the 2-periodic chain complex defining T∗. So
it is enough to check vanishing of Ti(Γc(U ;F ′)) when Uσ is empty.
We check for T0, the other case being similar. If f ∈ Γc(U,F ′) is σ-invariant, choose
a σ-invariant compact U ′ ⊂ U containing the support of f , take a fundamental domain
F ′ ⊂ U ′ for the σ-action, and note f = N(f ′), where f ′ is a section which agrees with f
on F ′ and is zero off F ′. 
3.4. Tate on rings. There is an algebraic relative of §3.2:
If A is any commutative unital k-algebra with a σ-action, set A¯ = T0A = Aσ/NA. It
has a ring structure because N ·A is an ideal in Aσ . Then we have a bijection
(3.4.1) Hom(A, k)σ ∼−→ Hom(A¯, k).
defined by restriction of characters.
Proof. For short, let us say an “extension” of a character ψ : A¯ → k is a character χ :
A→ k such that χ, when restricted to Aσ , factors as Aσ → A¯ ψ→ k.
There is a ring homomorphism A → A¯ given by a 7→ (aaσ . . . aσp−1). When we
restrict this to Aσ , it gives the pth power of the tautological map Aσ → A¯.
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Thus given a character χ on A¯ the formula
χ˜(a) = χ(aaσ . . . aσ
p−1
)1/p
defines an extension to A. This is the unique extension of χ to A: it is clearly the only
possible σ-fixed extension, and in fact any extension of χ to A must be σ-fixed. To see
this, note that as χ is trivial on NA we must have
∑p−1
i=0 χ˜
σi = 0 for any extension χ˜. By
linear independence of characters [8, Ch. V §6.1, Theorem 1], it follows that χ˜σi = χ˜, i.e.
χ˜1 ∈ Hom(A, k)σ . 
The proof shows, more generally, that given any commutative integral domain B, any
homomorphism χ : A¯ → B has the property that χp extends uniquely to A (same argu-
ment, replacing B by its quotient field to invoke the linear independence of characters).
4. THE BRAUER HOMOMORPHISM
4.1. σ-actions, σ-plain subgroups. Let G be a locally compact, totally disconnected
group, and K ⊂ G an open compact subgroup. Suppose σ acts on G with σ(K) = K and
σp = 1. Write Gσ and Kσ for the fixed subgroups.
If X is a right G-space on which K-acts freely, then H (G,K) acts on the chains and
cochains of X/K and H (Gσ,Kσ) acts on the chains and cochains of Xσ/Kσ. Note the
difference between (X/K)σ and its subspaceXσ/Kσ — the former usually does not carry
a H (Gσ ,Kσ)-action.
We wish to relate the Hecke modules H∗(X/K) and H∗(Xσ/Kσ). The relationship
becomes much simpler under a technical hypothesis on K . We say that K ⊂ G is σ-plain
if both of the following conditions hold:
(a) the inclusion
Gσ/Kσ →֒ (G/K)σ : gKσ 7→ gK
is a bijection, or equivalently if Gσ acts on (G/K)σ with a single orbit, or equiv-
alently if H1(σ,K)→ H1(σ,G) has trivial fiber above the trivial class.
(b) K is virtually prime-to-p, i.e. there is a finite index subgroup K ′ ⊂ K which is a
projective limit of prime-to-p finite groups. In particular H1(σ,K) is finite (§2.2).
4.2. The Brauer homomorphism. Suppose σ acts on G and K as in §4.1. The alge-
bra H (G,K) has an action of σ (i.e. hσ(xσ) = h(x) for x ∈ G/K × G/K). Write
H (G,K)σ for the σ-invariant part of H (G,K). If K is σ-plain, then the Brauer homo-
morphism is the map
Br : H (G,K)σ → H (Gσ,Kσ)
just given by restricting h from G/K × G/K to ((G/K)σ × (G/K)σ) = (Gσ/Kσ) ×
Gσ/Kσ. Since the summands of (2.10.1) are invariant under the action of σ on G/K , and
k has characteristic p, the Brauer map is an algebra homomorphism. A similar construction
is called the “Brauer homomorphism” in the modular representation theory of finite groups,
and we call it by the same name here.
Set N = 1+ σ+ σ2 + · · ·+ σp−1, i.e. N is the “norm element” in the group ring k[σ].
Then N · (1− σ) = (1− σ) ·N = 0. If σ acts on a set S, and we thereby regard k[S] as a
k[σ]-module, there are canonical identifications
(4.2.1) ker(1− σ)/Im(N) = k[Sσ], ker(N)/Im(1− σ) = k[Sσ]
Note these are the groups Ti from §3.1. The identification on the left sends s ∈ Sσ to
s+ Im(N) and on the right it sends s ∈ Sσ to s+Im(1− σ). The Brauer homomorphism
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is compatible with these identifications in a sense we now describe (see also (6.2.1) for a
more general statement):
Suppose that S˜ is a right G-set with compatible σ-action such that K acts freely, S =
S˜/K and h ∈ H (G,K)σ . Then the map i : S˜σ/Kσ → Sσ is injective as the K action is
free. Moreover, H (G,K)σ acts on k[Sσ] ≃ T0k[S] by means of (4.2.1), i.e. each h ∈ H
acts via T0h.
We claim that, in fact, k[S˜σ/Kσ] is a H (G,K)σ-direct summand of k[Sσ], and
(4.2.2)
The action of T0h for h ∈ H (G,K)σ on k[S˜σ/Kσ] coincides with Br(h) ∈ H (Gσ,Kσ).
Moreover, the identical statement holds also for T1.
It is enough to show the same statement with “direct summand” replaced by “sub-
module”; then one notes that the natural k-valued bilinear pairing on k[Sσ] — given by
〈∑ ass,∑ bss〉 = ∑ asbs — has the property that 〈a ∗ T0h, b〉 = 〈a, b ∗ T0h′〉 where
h 7→ h′ is the antiinvolution of the Hecke algebra sending KgK to Kg−1K . Moreover,
this bilinear pairing is nondegenerate on k[S˜σ/Kσ]. That shows that k[S˜σ/Kσ] is actually
a summand.
Now to check (4.2.2): For s˜ ∈ S˜σ we have s˜Kσ∗Br(h) =∑g∈Gσ/Kσ s˜gKσ h(K, gK)
and s˜K ∗ h =∑g∈G/K s˜g Kh(K, gK). Considered in k[S]σ, these elements differ by∑
g∈G/K−(Gσ/Kσ)
s˜gK h(K, gK)
and our assumption that K is σ-plain means that σ acts freely on G/K − (Gσ/Kσ); in
particular, the element above belongs to the image of N from (4.2.1).
4.3. Normalized Brauer homomorphism. Suppose H (G,K) and H (Gσ,Kσ) are com-
mutative integral domains. Then according to §3.4, the pth power of Br extends uniquely
to a homomorphism
B˜r : H (G,K)→ H (Gσ,Kσ).
This map is not k-linear but rather Frobenius semilinear. However, we may twist it to be
linear: H (G,K) has an Fp-structure, i.e.
H (G,K) = FunG(G/K ×G/K;Fp)⊗Fp k
The normalized Brauer homomorphism, which we denote with a lower case “b,” is the
unique k-linear homomorphism
br : H (G,K) −→ H (Gσ,Kσ),
that agrees with B˜r on FunG(G/K ×G/K;Fp). An explicit formula for br is given by
(4.3.1) br(h)(Kσ, gKσ) =
((
h∗ p· · · ∗h
)
(K, gK)
) 1
p
.
4.4. Theorem. Let G,K,X be as in §2.11. Suppose that σ acts compatibly on G,K,X ,
so that Gσ,Kσ, Xσ also satisfy the conditions of §2.11. Suppose in addition that X/K
has finite cohomological dimension, and that K is σ-plain in the sense of §4.1. In this
situation, as described above,
H∗(X/K) is a left H (G,K)-module(4.4.1)
H∗(Xσ/Kσ) is a left H (Gσ,Kσ)-module(4.4.2)
Then we have:
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(a) If we regard these as H (G,K)σ-modules (via restriction for (4.4.1) and via Br
for (4.4.2)), then every composition factor of (4.4.2) is also a composition factor
of (4.4.1).
(b) Suppose that we are in the setting of §4.3 — i.e., suppose that H (G,K) and
H (Gσ,Kσ) are both commutative integral domains — so the normalized Brauer
homomorphism br is defined. Suppose that χ : H (Gσ ,Kσ) → k is a char-
acter that appears as an eigenvalue of (4.4.2) (i.e. there exists an element of
H∗(Xσ/Kσ) annihilated by all h− χ(h) for h ∈ H (Gσ,Kσ)).
Then also χ ◦ br appears as an eigenvalue of (4.4.1).
Proof. Note that (a) implies (b). Indeed, suppose that χ is as in (b). By (a) we have
(4.4.3) χ ◦ Br appears as an eigenvalue of (4.4.1) when restricted to H (G,K)σ .
We have seen in §3.4 that (χ ◦ B˜r)1/p is the unique extension of χ ◦ Br from H (G,K)σ
to H (G,K). So, supposing (4.4.3), we see that (χ ◦ B˜r)1/p appears as an eigenvalue of
(4.4.1). But this implies that χ ◦ br appears as an eigenvalue of (4.4.1): the isomorphisms
H∗(X/K) = H∗(X/K;Fp)⊗Fp k, H (G,K) = FunG(G/K ×G/K,Fp)⊗Fp k
yield semilinear actions of Aut(k) on H (G,K) and H∗(X/K). We have also
ατ (hτ ) = (α(h))
τ
for α ∈ H , h ∈ H∗(X/K), τ ∈ Aut(k). So if h ∈ H∗(X/K) corresponds to the eigen-
value (χ ◦ B˜r)1/p then hτ corresponds to the eigenvalue χ ◦ br, where τ is the Frobenius
automorphism.
The proof of (a) is an application of “fixed point localization” methods of Smith, Borel,
Quillen. We give a treatment here that is well adapted to keeping track of the Hecke action.
The statement of the theorem for homology implies the statement for cohomology — let
us prove the homology version.
Consider the “Smith double complex”
CSmith∗ :=
[
· · · C∗(X/K)Noo C∗(X/K)1−σoo C∗(X/K)Noo · · ·1−σoo
]
The map σ is not a map of H (G,K)-modules but it is a map of H (G,K)σ-modules, so
CSmith∗ is a double complex of H (G,K)σ-modules. It leads to two spectral sequences of
H (G,K)σ-modules:
• The spectral sequence hvE, in which the differential on the 0th page is the hori-
zontal differential, on the 1st page is the vertical differential.
• The spectral sequence vhE, in which the differential on the 0th page is the vertical
differential and on the 1st page is the horizontal differential.
If C∗ is bounded, then both hvE and vhE converge to the homology of the total complex of
CSmith∗ . Let us abbreviate the horizontal differential (which alternates between 1−σ or N )
by dh and the vertical differential (which is the standard singular differential onC∗(X/K))
by dv . We can compute higher differentials in these spectral sequences by the following
standard device. If x ∈ hvE0ij is an element that survives to hvErij , and (x1, . . . , xr) is a
sequence of elements with x = x1 and dv(xi) = dh(xi+1) for i < r, then dv(xr) is a
representative for dr(x).
We complete the proof in three steps:
(1) Degeneration of hvE. The hvE spectral sequence is analyzed as follows:
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By equation (4.2.1) the first page hvE1 is naturally identified with C∗((X/K)σ) i.e.
hvE1ij = Cj((X/K)
σ) d1 : Cj → Cj−1 is the singular differential
It follows that hvE2ij = Hj((X/K)σ). Now, if ζ ∈ hvE0ij = Cj(X/K) has d0(ζ) = 0
then, by (4.2.1),
ζ = ζ′ + d0ε
for some ζ′ ∈ Cj((X/K)σ). If ζ survives to hvE2, we must have, in addition, dvζ ∈
Im(d0), or equivalently dvζ′ ∈ im(d0). But dvζ′ ∈ Cj−1((X/K)σ); by another applica-
tion of (4.2.1), dvζ′ is identically zero. In other words, every element of hvE2 is represented
by a cycle ζ′ ∈ Cj((X/K)σ). Then (ζ′, dv(ζ′) = 0, 0, 0, . . . , 0) is a sequence we may use
to compute dr(ζ′) = 0 for all r ≥ 2. Thus, hvE2 = hvE∞.
(2) Compatibility with the Brauer homomorphism. In other words, (1) shows that the ho-
mology of the total complex of CSmith∗ has a filtration (by H (G,K)σ-submodules) whose
associated graded is H∗((X/K)σ). We claim that our assumptions imply that Xσ/Kσ is
a union of connected components of (X/K)σ.
To prove the claim, let Y ⊂ X be the inverse image of (X/K)σ. As K acts freely,
for each y ∈ Y there is a unique κ(y) ∈ K such that yκ(y) = σ(y). The map κ is
K-equivariant for the σ-twisted conjugation action on K . The graph of κ is the set of all
(y, k) ∈ Y ×K with σ(y) = yk — in particular it is a closed set. The projection of this
graph to Y is a homeomorphism. So κ is a continuous function Y → K . It descends to a
continuous function
Y/K = (X/K)σ → σ-twisted conjugacy classes for K,
where we give the right-hand side the quotient topology. But the space of σ-twisted con-
jugacy classes for K is a finite set, because we assumed that K is σ-plain, and because
each σ-twisted conjugacy class is closed in K , the topology on this finite set is the discrete
topology. It follows that Xσ/Kσ is a union of connected components of (X/K)σ.
Thus, on the first page, hvE1ij = Ci((X/K)σ) has Ci(Xσ/Kσ) as a vector space sum-
mand. By equation (4.2.2) — applied with S˜ equal to the freeK-set of singular i-simplices
in X — the action of H (G,K)σ on this summand factors through Br and it is actu-
ally a H (G,K)σ-submodule. Passing to homology, we conclude that H∗(Xσ/Kσ) is a
H (G,K)σ-submodule of hvE2ij .
(3) Convergence of vhEr In this last step, observe that vhE1ij = Hj(X/K) and that since
H∗(X/K) vanishes in large degrees, we have a convergent spectral sequence
(4.4.4) vhE1ij = Hj(X/K) =⇒ H∗(Tot(CSmith))
of H (G,K)σ-modules. Therefore by (2), we obtain the desired statement: we have ex-
hibited H∗(Xσ/Kσ), as a composition factor of H∗(X/K), where both are regarded as
modules under H (G,K)σ . Indeed, even better: We can identify vhE2ij with the Tate coho-
mology TiHj(X/K); and we have thus actually exhibited H∗(Xσ/Kσ) as a subquotient
of T∗H∗(X/K). 
5. CYCLIC GROUP ACTIONS ON LOCALLY SYMMETRIC SPACES
5.1. Definition. Let G,K∞ and level structure K ⊂ G(Af) be as in §2.3. Let [G]K
denote the double coset space
[G]K := G(F )\G(A)/(K∞ ×K)
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If K ∩G(F ) is torsion-free, the homology and cohomology of [G]K carry the action of
the Hecke algebra H (G(Af),K) described in §2.11. For general K , one should regard
[G]K as an orbifold and take homology and cohomology in this sense, in which case a
more careful discussion defines an action of H as well.
The Hecke algebra H (G(Af),K) is a restricted tensor product over finite places
H (G(Af),K) =
⊗
v
′
H (Gv,Kv)
where the restricted product is taken with respect to the identity element in H (Gv,Kv).
When V is a set of finite places, we write H (GV ,KV ) :=
⊗′
v∈V H (Gv,Kv); we some-
times abbreviate this to simply HV .
5.2. Good places. We call a place v good with respect to the algebraic group G, level
structure K and prime p if
(i) The residue characteristic of Ov is not equal to p
(ii) G×F Fv is quasi-split over Fv and split over an unramified extension of Fv .
(iii) Kv is a hyperspecial subgroup of Gv . In other words, Kv is a maximal compact
subgroup of the form G(Ov), where G is a reductive smooth model for G ×F Fv
overOv.
For any K , all but finitely many places are good. At a good place, H (Gv,Kv) is a com-
mutative integral domain and its characters are understood via the Satake isomorphism; for
this, see §7.2.
5.3. Characters of the Hecke algebra occurring on cohomology. Suppose given a char-
acter χ of H (GV ,KV ), where V is a set of finite good places. We say “χ appears in the
cohomology of [G]K” if there is h ∈ H∗([G]K) such that h transforms under H (GV ,KV )
by χ.
The following result shows that it is enough to consider “sufficiently small” level struc-
tures, in particular — as long as V excludes at least one finite place — one may always
assume that the relevant locally symmetric spaces are manifolds and not merely orbifolds.
5.4. Proposition. Suppose that K =
∏
Kv and K ′ =
∏
K ′v where K ′v ⊂ Kv for all v
with equality K ′v = Kv for v ∈ V . If χ appears in the cohomology of [G]K then it also
appears in the cohomology of [G]K′ .
Proof. The finite group K/K ′ acts on the cohomology of [G]K′ . For all v ∈ V we have
Kv = K
′
v, and the actions of Hv and K/K ′ on H∗([G]K′) commute. The spectral se-
quence
Eij2 = H
i(K/K ′;Hj([G])K′) =⇒ Hi+j([G]K)
is a spectral sequence of HV -modules. Thus, a character of HV that occurs in the co-
homology of [G]K also occurs in H∗(K/K ′;H∗([G])K′). The bar model for the K/K ′-
cohomology of H∗([G]K′) shows that the character mus appear in H∗([G]K′) itself. 
5.5. σ-action. Now suppose that σ acts on G with order p, and set H = Gσ . Suppose
that H is connected. We may treat either G or H as a special case of the setup of §5.1, and
we make the following parallel notations and assumptions:
(a) Fix level structures K for G and U for H, and suppose that K is σ-stable with
fixed points U = Kσ;
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(b) Fix a maximal compact K∞ ⊂ G(F∞) in such a way that K∞ is σ-invariant and
K∞ intersects H(F∞) in a maximal compact subgroup U∞.
This is always possible: inside the disconnected group G(F∞)⋊ 〈σ〉, we may
find a maximal compact subgroup that contains U∞ × 〈σ〉, and then we just take
its intersection with G(F∞).
(c) Write [G]K = G(F )\G(AF )/K∞K and [H ]U = H(F )\H(AF )/U∞U .
(d) K is “sufficiently small”, in that G(F ) ∩K∞K is trivial; so also H(F ) ∩ U∞U
is trivial. By Proposition 5.4, this will entail no real loss of generality.
5.6. Proposition. Say that a finite place v is σ-good with respect to G,K,H, U if
(a) v is good with respect to K and U in the sense of §5.2, and
(b) Kv ⊂ Gv is a σ-plain subgroup in the sense of §4.1.
If H is connected, then all but finitely many places of F are σ-good.
We remark that Brian Conrad and Gopal Prasad explained to us how to obtain a much
sharper result by reducing to a corresponding assertion for tori.
Proof. Let G be a model of G over OF . We must check that the map H1(σ,G(Ov)) →
H1(σ,Gv) has trivial fiber above the trivial class, for almost all v (it is easy to check the
remaining conditions are valid for almost all v).
Consider the morphism of OF -schemes g 7→ g−1σ(g) from G to itself. Its image I
is constructible, i.e. a finite union of locally closed sets. On the other hand, it interects
the generic fiber of G in a closed set J : in characteristic zero, the conjugacy class of σ is
closed ( [22, Corollary 5.8]: σ is automatically semisimple, being of finite order). Let J be
the closure of J inside G. The symmetric difference (J\I)∪ (I\J), considered as a subset
of G, is a constructible set which does not intersect the generic fiber. The projection of this
symmetric difference to Spec(OF ) is (being constructible and disjoint from the generic
point) a finite set of closed points.
Let T be the corresponding set of places, together with all places at which G or Gσ are
not smooth and all places of residue characteristic dividing p. In what follows, replace G
by its restriction to O[ 1T ]. Then, by choice of T , the image of g 7→ g−1σ(g) is a closed
subset J ′ of G.
We claim that the claim holds for v /∈ T . Indeed, suppose given g ∈ Gv with the
property that g−1σ(g) ∈ G(Ov). We need to verify that the Ov-scheme defined by
X = {x ∈ G : x−1σ(x) = g−1σ(g)}
has an Ov-point.
Now X has a Fv-point: By assumption, g−1σ(g) yields a map Spec(Ov)→ G sending
the generic point of Spec(Ov) to an element of J ′. Because J ′ is closed, the special
point of Spec(Ov) is also sent to an element of J ′, i.e. there exists y ∈ G(Fv) with
y−1σ(y) = g−1σ(g) modulo v, as desired.
Therefore, X also has a point over Fv , because X(Fv) is a torsor under H(Fv) and
Steinberg’s theorem [31, Theorem 1.9] says that the Galois cohomology of the connected
algebraic group H is trivial over the finite field Fv.
In other words there exists x ∈ G(Ov) such that
(xg)−1σ(gx) ∈ ∆v := ker (G(Ov)→ G(Fv)) ,
i.e. it defines a class in H1(σ,∆v). But ∆v has pro-order that is relatively prime to p, so
that class must vanish, i.e. there exists δ ∈ ∆v such that (xg)−1σ(gx) = δ−1σ(δ). In
other words, the class of g−1σ(g) = y−1σ(y) where y = δx−1 ∈ G(Ov), as desired. 
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5.7. Analysis of connected components. Let V be any nonempty finite set of σ-good
places. Write K(V ) = K∞
∏
w/∈V Kw. We are going to apply the discussion of §4.4, with
X = G(F )\G(AF )/K(V )
and the acting groups (“G,K” from §4.4)
GV = G from §4.4 =
∏
w∈V
G(Fw),
KV = K from §4.4 =
∏
w∈V
Kw,
Since we assumed that G(F ) ∩ K∞K is trivial, the group KV acts freely on X . The
main issue is to precisely analyze how the fixed locus Xσ is related to H.
Proposition. The natural map [H ]U → Xσ/KσV maps [H ]U homeomorphically onto a
union of components of Xσ/KσV .
Proof. There’s a map
(5.7.1) e : Xσ/KσV → H1(σ,G(F )) ×H1(σ,K(V ))
constructed as follows: For g ∈ G(AF ), the double coset G(F )gK(V ) ∈ X is σ-fixed
if and only if one can find γ ∈ G(F ) and κ ∈ K(V ) such that σ(g) = γgκ inside
G(AF ). Consider this equality at a place w ∈ V : it shows that actually γ = σ(gw)g−1w ,
in particular, it satisfies σp−1(γ) . . . σ(γ)γ = e. Then computing σp(g) we see that
also κσ(κ) . . . σp−1(κ) = e. In other words σ 7→ γ−1 and σ 7→ κ define cocycles in
H1(σ,G(F )) and H1(σ,K(V )); these classes depend only on the double coset.
The map e of (5.7.1) is locally constant. In fact choose x ∈ Xσ and a representative
g ∈ G(AF ). Let U∞ be a σ-fixed open neighbourhood of K∞ inside G(F∞) and let
U = U∞ ·K . Suppose g is, as above, so that the double coset G(F )gK(V ) is σ-fixed, and
γ, κ are as above. Suppose that gu also defines a σ-fixed element of X , i.e.
σ(g)σ(u) = γ′guκ′ =⇒ γgκσ(u) = γ′guκ′,
and in particular,
γgK ∩ γ′gK · U∞ · U−1∞ 6= ∅.
Because the action of G(F ) on G(AF )/K∞K is properly discontinuous and free by
assumption (d) of §5.5, this implies that γ′ = γ if U∞ is chosen sufficiently small. (Recall
that K∞ is chosen σ-invariant, and so one may choose U∞ to be an arbitrarily small open
neighbourhood of it.)
We also then have κ = uκ′(σ(u))−1 and thus the corresponding classes inH1(σ,K(V ))
are also equal. Indeed, this is now clear for the projection to the latter component of
K(V ) ≃ K∞ ×
∏
w/∈V Kw; to handle the K∞ component we observe that H1(σ,K∞)
is finite, and for each class in H1(σ,K∞) the set of representing cocycles is closed; thus
the induced topology on H1(σ,K∞) is the discrete one. Thus, if we take U∞ sufficiently
small, the classes H1(σ,K∞) corresponding to κ∞ and κ′∞ are then forced to be equal.
The natural [H ]U → Xσ/KσV is injective: if the double cosets of h, h′ ∈ H(AF )
map to the same point, we have h = γh′k with γ ∈ G(F ), k ∈ K(V )KσV ; considering
components at a place w ∈ V we see that hw = γh′wkw, and in particular γ is σ-invariant;
then k too is σ-invariant and belongs to (K∞K)σ = U∞U .
Finally, the image of [H ]U → Xσ/KσV is, by definition, precisely the fiber of e above
the trivial class, i.e. a union of connected components. This map from [H ]U to its image
is now a proper continuous bijection, so a homeomorphism.
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(We do not know a reference for the properness, which uses the reductivity of H;
we outline this argument. Let A+ be the positive cone in the connected real points of
a maximal split torus of H. Then reduction theory shows that there is a compact set
Ω ⊂ H(AF ) such that A+ · Ω surjects to H(F )\H(AF ). We are reduced to verify-
ing that A+ → G(F )\G(A) is proper, and in turn that will follow from the properness
of AG → G(F )\G(A), where AG is the group of connected real points of a maximal
F -split torus inside G. For the last statement, we use the action of the Weyl group of G to
reduce to the case of A+G → G(F )\G(A), where A+G is again a positive cone in AG. That
statement is again part of reduction theory.) 
At this point we are ready to prove the first Theorem from the introduction.
5.8. Theorem. Let G,H, U,K, σ be as in §5.5, and V a nonempty set of σ-good places.
Then H (GV ,KV ) and H (HV , UV ) are both commutative integral domains, and in par-
ticular the normalized Brauer homomorphism br : H (GV ,KV )→ H (HV , UV ) of §4.3
is defined. If χ : H (HV , UV )→ k is an eigenvalue occuring in the cohomology of [H ]U
then the character χ˜ = χ ◦ br : H (GV ,KV )→ k occurs in the cohomology of [G]K .
Proof. The fact that H (GV ,KV ) and H (HV , UV ) are commutative integral domains is
well-known (at least in the context where the coefficient ring is C rather than k, but the
same proof works); we summarize the proof in Theorem 7.2.
It suffices to prove the theorem when V is finite. For suppose that V is infinite and the
theorem is false, i.e. χ˜ doesn’t occur in the cohomology of [G]K . Since that cohomology
is finite-dimensional, there is certainly a finite subset V ′ ⊂ V such that the restriction of χ˜
to H (GV ′ ,KV ′) doesn’t occur in the cohomology of [G]K .
Now suppose V is finite. As we saw above,H∗([H ]U ) is a direct summand ofH∗(Xσ/KσV ),
where X is as above. Indeed, it is even a H (HV , UV )-submodule, as is clear by inspec-
tion. Now apply Theorem 4.4 (and use Theorem 7.2, applied to both G and H, to check
the conditions.) 
6. REPRESENTATION THEORY
Let G,K,H, U be as in §5.5. For any finite place v the Hecke algebras H (Gv,Kv)
and H (Hv, Uv) describe portions of the category of representations of Gv-modules and
Hv-modules. In this section we make precise a sense in which the Brauer homomorphism
of §4.2 “lifts” to a functor between categories of representations. This is relevant both to
understand the situation at ramified places and for the proof of the Theorem of §8.1.
6.1. Linkage and the Brauer homomorphism. Let G,K,H, U be as in §5.5. Fix a
finite place v of F , of residue characteristic 6= p. We do not require that Kv is maximal
compact. In particular, H (Gv,Kv) is not necessarily commutative.
We consider irreducible k-linear representationsΠ of Gv. These are always understood
to be continuous, i.e. every vector in Π has open stabilizer (often called “smooth.”) We will
only consider admissible representations: ΠK′ is finite-dimensional over k for every com-
pact open subgroup K ′ ⊂ G. Say that such a representation is σ-fixed if it is isomorphic
to Π ◦ σ.
Proposition. If Π is σ-fixed, then there is a unique action of σ on Π compatible with the
σ-action on Gv.
Proof. If A is a k-linear isomorphism from Π to itself that intertwines Π with Π ◦ σ, then
we claim Ap must be a scalar. If that scalar is λ, then σ = λ−1/pA is a σ-action on Π
compatible with the σ-action on Gv .
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To prove the claim, choose a prime-to-p open subgroupK0v ⊂ Kv. ThenΠK
0
v is a finite-
dimensional irreducible representation of the Hecke algebra H (Gv,Kv), so by Schur’s
lemmaAp acts as a scalar on ΠK0v . Since the image of the action map Gv/K0v×ΠK
0
v → Π
generates Π, Ap must act by the same scalar on the entirety of Π. 
For a σ-fixed Π with its action of σ, we may then consider the Tate cohomology TiΠ
for i ∈ {0, 1}. It carries an action of Hv.
6.2. Definition. We say that an irreducible representation π of Hv is linked with Π if the
Frobenius-twist π(p) (see §2.1) occurs as a Jordan-Holder constituent of T0(Π) or T1(Π).
As a motivating example, which may explain the role of the Frobenius-twist: take G =
Hp and σ to act by cyclic permutation. Then the irreducible representation πv of Hv is
linked with the irreducible representation π⊗pv of Gv ≃ Hpv .
The notion of linkage is a representation theoretic version of the Brauer homomorphism:
Let Π be a σ-fixed representation of Gv. We may apply T∗ to the H (Gv,Kv)-module
ΠKv . The σ-equivariant inclusion map ΠKv → Π induces T∗(ΠKv ) → T∗(Π), which in
fact takes values in the H (Hv, Uv)-module T∗(Π)Uv .
We now suppose thatHv/Uv = (Gv/Kv)σ , as in §4.1, i.e. Kv is σ-plain in the notation
of that section. Then the (unnormalized) Brauer homomorphism Br : H (Gv,Kv)σ →
H (Hv, Uv) is compatible with linkage in that the diagram
(6.2.1) T∗(ΠKv )
T∗(h)

// T∗(Π)Uv
Br(h)

T∗(ΠKv ) // T∗(Π)Uv
commutes for any h ∈ H (Gv,Kv)σ .
Proof. We give the proof for T0. If x ∈ ΠKv is σ-fixed, then the image of x + N(ΠKv )
in T0(Π)Uv is x+N(Π), and to verify (6.2.1) we have to show that the equation
Br(h) ∗ (x+N(Π)) = (h ∗ x) +N(Π)
holds. The left-hand side is ∑
gUv∈Hv/Uv
Br(h)(Uv, gUv)g(x+N(Π))
=
∑
gUv∈Hv/Uv
h(Kv, gKv)(gx+N(Π))
and the right-hand side is ∑
gKv∈Gv/Kv
h(Kv, gKv)gx
 +N(Π)
so (6.2.1) reduces to checking ∑
gKv∈Gv/Kv−Hv/Uv
h(Kv, gKv)gx ∈ N(Π)
Since we have assumed (Gv/Kv)σ = Hv/Uv, σ acts freely on the set indexing the sum,
which therefore does belong to N(Π). A similar computation shows (6.2.1) holds for
x+ (1− σ)(ΠKv ) ∈ T1(ΠKv ). 
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6.3. Conjectures. It seems very reasonable to believe that
Let Π be a σ-fixed irreducible admissible representation ofGv . ThenT∗Π
is of finite length as an Hv-representation.
The conjecture is motivated by the analogy with Eisenstein series formulated in the
introduction. If the functor TiΠ should be seen as an analog of the Jacquet functor, then
the Conjecture is a counterpart to the fact that the Jacquet functor carries admissibles to
admissibles [13, Theorem 3.3.1]. The analogy, together with computations we have carried
out in the case of depth zero base change for GLn, suggests another conjecture, which we
will leave in a slightly less precise form:
Linkage is compatible with the Langlands functorial transfer associated
to a σ-dual homomorphism Lψˆ : LHˆ → LGˆ (§1.2, §7.7)
In particular, if the σ-fixed representationΠ of Gv is linked with the representation π of
Hv, we should expect Lψˆ to carry the Langlands parameter of π to the Langlands parameter
of Π. In other words: Just as the Jacquet functor realizes functoriality between an L-
group and a Levi subgroup, we expect that the Tate cohomology functor should realize
functoriality for the σ-dual homomorphism of §7.7.
6.4. Ramified places. Fix a finite set V of places of F and a level structure K ⊂ G,
where each place v ∈ V is good (§5.2) with respect to K .
Let S be a finite set of finite places, disjoint fromV , and putGS =
∏
w∈S Gw. Consider
all level structures K ′ that agree with K away from the set S, that is to say,
(6.4.1) K ′ =
∏
v∈S
K ′v ·
∏
v/∈S
Kv.
The V -Hecke algebra H (GV ,KV ) is a commutative integral domain acts on the coho-
mology of [G]K′ . Let χ : H (GV ,KV ) → k be a homomorphism. We may form the
GS-module
π(χ) := χ-component of lim−→
K′
H∗([G]K′)
where by χ-component we mean in fact the localization at the maximal ideal defined by χ,
i.e. the generalized eigenspace corresponding to χ. Strictly speaking, as we have defined
it, this depends on both χ and V , but we have suppressed the dependence on V in the
notation.
The precise determination of π(χ) is an interesting and difficult question; it is the sub-
ject of the mod p Langlands correspondence [18]. In any case, π(χ) and all of its irre-
ducible subquotients are admissible: if we take K ′ small enough that K ′S :=
∏
v∈S K
′
v
has pro-order that is prime-to-p, then π(χ)K′S is identified with the χ-component of coho-
mology of H∗([G]K′). If we shrink K ′ further, we may ensure that [G]K′ is a manifold
and has finite-dimensional cohomology.
We are ready to formulate the exact relationship between linkage and the functoriality
associated to a σ-dual homomorphism:
6.5. Theorem. Let G,H,K, U, σ be as in §5.5, and suppose G is semisimple and H is
connected. Let V be a finite set of σ-good places (see Proposition 5.6) and S a finite set of
finite places disjoint from V and all primes above p.
Let χ : H (HV , UV ) → k be a character, ψ = χ ◦ br. Let π = πχ and Π = Π(ψ)
be the representations of (respectively) HS and GS attached to χ as in §6.4. Then any
irreducible subquotient of the HS-module π(χ) is linked with an irreducible subquotient
of the GS-module Π(ψ).
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Note a minor weakness compared to Theorem 5.8: the set V above is required to be
finite. It is likely this can be relaxed, and it seems harmless in practice. More seriously one
could ask for a more precise statement — for example, a complete determination of one
space in terms of the other, but we do not pursue this here.
Proof. Let K ′ 6 GS be an open compact subgroup as above (see around (6.4.1)), now
assumed σ-stable; let U ′ = (K ′)σ 6 HS .
We proceed just as in §5.7 and Theorem 5.8 but in cohomology rather than homology.
That furnishes an embedding of
H∗([H ]U ′) as a subquotient of T∗H∗([G]K′)
equivariantly for the action of H (HV , UV ). In fact, we can do this compatibly at all
levels at once, thus embedding lim−→H
∗([H ]U ′) as a subquotient of T∗
(
lim−→H
∗([G]K′ )
)
in an HS ×H (HV , UV )-equivariant fashion. We explicate this a little:
Proceed as in the proof of Theorem 5.8, but form the associated “Smith double com-
plex” from the direct limit of cochain complexes for the [G]K′ . The sequences are con-
vergent because the cohomological dimension of [G]K′ is bounded independent of [K ′].
Our reasoning as before shows that the hv-complex converges to lim−→H
∗([G]σK′) whereas
the E2 term of the vh-complex is lim−→T
∗H∗([G]K′). Moreover, lim−→H
∗([H ]U ′ ) is an
HS ×H (HV ,KV )-summand of lim−→H
∗([G]σK′).
Now localizing at a character of H (HV ,KV ) we see that (as HS-representations)
Any irreducible constituent τ of π(χ) is a composition factor of T∗Π(ψ′)
where ψ′ = χ ◦ Br is considered as a character of H (GV ,KV )σ . By an argument with
Frobenius acting on the coefficients, similar to that given earlier, we see that τ (p) is a
composition factor of T∗Π((ψ′)p). Finally, because χ◦br is the unique extension of (ψ′)p
to H (GV ,KV ), we see that Π((ψ′)p) = Π(ψ). 
7. SATAKE PARAMETERS
In this background section, we recall the Satake isomorphism and the notion of modu-
larity. Then we reformulate the Brauer map in terms of Satake parameters. This section is
primarily to set up notation and give references for results which are standard over C but
less so over k.
However the formulation of Theorem 7.9 and the accompanying discussion of the c-
group may be of independent interest. Although Theorem 7.9 points the way to the most
intrinsic way of formulating our results, we do not use it in the rest of the paper — sticking
instead to theL-group and taking the ad hoc approach to the various square roots that occur.
This is enough for our purposes, and can be readily matched with the existing literature.
7.1. Restricted Weyl group. Let v be a good place for G, and let Av ⊂ Bv be a maxi-
mally split torus and Borel subgroup of Gv; let Av ⊂ B be the corresponding algebraic
groups, and T the quotient torus of B. The “restricted Weyl group” of G at v is the quo-
tient NGv(Av)/ZGv(Av), i.e. the normalizer of Av divided by the centralizer of Av . We
denote it by W0,v . The correspondence between unramified characters of Tv and splittings
of Tˆ (k) ⋊ Frobv → 〈Frobv〉 from §2.9 is compatible with the natural action of W0,v on
each side.
The restricted Weyl group also acts on the dual torus Aˆv to Av . We will need the
following assertion:
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Proposition. The action of any w ∈ W0,v on Aˆv is induced by an element n ∈ Gˆ(k)
normalizing Tˆ and fixed by Frobv.
This result is proven in [4, Lemma 6.2] over the complex numbers.
Proof. As in [4, §6.1] we must show that each Frobv-fixed class in the Weyl group of
(Gˆ, Tˆ ) has a Frobv-fixed representative within Gˆ(k).
It is proven by Steinberg [31, p 173] that σ-fixed points of the Weyl group Wˆ are
generated by basic reflectionsWD indexed by orbits D of Frob on simple roots on (Gˆ, Tˆ ).
The basic reflection WD is characterized (item (3) of loc. cit.) as the unique element of
〈wα〉α∈D ⊂ Wˆ with the property that WD sends D setwise into −D. Equivalently,WD is
the long element of the Weyl of the Levi subgroup MˆD obtained when we adjoin each of
the α ∈ D to Tˆ .
We are reduced to a verification inside such a Levi group Mˆ . This is a reductive
group Mˆ , equipped with a pinning, and the pinned automorphism Frobv acts transitively
on simple roots. We need to produce a representative for the long Weyl group element
that is Frobv-fixed. It suffices to produce such a representative inside the derived group
[Mˆ, Mˆ ](k), and then inside Mˆ ′(k) where Mˆ ′ is the simply connected cover of that derived
group. The question can then be analyzed on each simple factor of (Mˆ ′,Frobv). The only
nontrivial cases are as follows:
(a) Mˆ ′ = SL(3): the pinned automorphism of SL(3) is given by g 7→ ω(gt)−1ω,
where ω =
 0 0 10 −1 0
1 0 0

. This fixes a representative for the long Weyl group
element, namely ω itself.
(b) Mˆ ′ = Mˆ r0 and Frobv permutes the simple factors. Note that Frobrv still acts tran-
sitively on the simple roots of Mˆ0, and by what we showed above, there is a Frobrv-
fixed representativew ∈ Mˆ0 for the long Weyl element; then (w,Frob(w), . . . ) ∈
Mˆ r0 gives the desired representative.

7.2. The Satake isomorphism. We now describe the Satake isomorphism. We begin with
a statement of the main ingredients, but presented “over k” and with no choices of square
roots made. For this statement, we will require the following twisted action of the Weyl
group W0,v on Aˆv:
(7.2.1) w ∗ a = wa ·
√
Σ∗G
wΣ∗G
(qv) for w ∈W0 and a ∈ Aˆv(k)
and Σ∗G is the co-character of Tˆ given by the sum of all positive coroots. Note that
Σ∗/wΣ∗G is divisible by 2 in that cocharacter lattice; thus
√
Σ∗G
wΣ∗G
(qv) makes sense, and
we can then project to Aˆv via Tˆ → Aˆv .
Theorem. Let Gv = G(Fv) be a reductive v-adic group and let Kv ⊂ Gv be a maximal
compact subgroup satisfying the conditions of §5.2, which is “in good position” with re-
spect to Av , i.e. Av ∩ Kv is a maximal compact subgroup of Av . Let Aˆv be as in §2.9,
§7.1. The following hold:
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(i) There is a natural isomorphism
(7.2.2) H (Gv,Kv) ∼−→ (W0,v, ∗)-invariant regularfunctions on Aˆv
In particular, H (Gv,Kv) is a commutative integral domain.
(ii) There is a natural identification
(7.2.3) (W0,v, ·)-invariant regularfunctions on Aˆv
∼←− regular functions on
Gˆ⋊ Frobv//Gˆ.
where the W0,v-action on Aˆv is now the usual one.
Proof of (i). We will prove (i) here, and (ii) in §7.3. There does not seem to be a reference
with coefficients in k, so we give some details. We emphasize that we are working with
characteristic p coefficients and no square roots are chosen.
We will deduce (i) from some properties of the standard Satake isomorphism (i.e. the
Satake isomorphism over C). It is a standard observation that the coefficients of this iso-
morphism can be shrunk from C to Z[q±1/2v ] ⊂ R (see e.g. [20]). By using the modified
W0,v-action of (7.2.1), we can further shrink the coefficients to Z[q±1v ] ⊂ Q.
Let us first recall the standard Satake isomorphism. Let Bv be the Fv-points of a Borel
containing Av , and Nv the points of its unipotent radical. Let δR>0 be the modular char-
acter of the Borel, i.e. the composite
(7.2.4) Bv → F ∗v → qZv ⊂ R>0,
where the first map is the sum ΣG of all positive roots, evaluated on Fv-points. Let δ1/2R>0
denote the positive square root of δR>0 . The usual Satake transform f 7→ S(f) produces
from f ∈ H (Gv,Kv) a function S(f) on Av given by
S(f)(t) = δ1/2R>0(t) ·
∫
Nv
f(Kv, tnKv)dn
where the measure dn is normalized so that Nv ∩Kv has mass 1. Then S(f) is compactly
supported, and constant on (Av ∩Kv)-cosets. We may therefore regard S as an element
of the group ring C[X∗(Av)] = C[X∗(Aˆv)]. As such [20] S defines a ring isomorphism
from H to the W0,v-invariant subring of C[X∗(Aˆv)], where W0,v acts as in §7.1; more-
over, [21, Lemma 10.2.1], with respect to the basis of doubleKv-cosets in the domain, and
of W0,v-orbits on X∗(Aˆv) in the codomain, S is upper triangular and the diagonal entries
belong to Z[q±1/2v ]. In other words, S defines an algebra isomorphism
H (Gv,Kv) with Z[q±1/2v ]-coefficients
∼→ Z[q±1/2v ][X∗(Av)]W0,v
where the W0,v-action on X∗(Aˆv) is the “untwisted” one from §7.1.
One obtains a form of the Satake isomorphism over k by tensoring with k, but this
requires choosing an embedding Z[q±1/2v ] → k, i.e. choosing a square root of qv in k. To
avoid that, define a modified Satake transform S∗ by
(7.2.5) S∗(f)(t) =
∫
f(Kv, tnKv)dn
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i.e. S∗ := δ−1/2S. Then S∗ is also an injective ring homomorphism with values in
C[X∗(Aˆv)]. Since the ∗-action of W0,v on C[X∗(Aˆv)] (7.2.1) sends χ ∈ X∗(Aˆv) to
w ∗ χ = wχ · q〈Σ∗G−w−1Σ∗G,χ〉/2v
= wχ · q〈wΣ∗G−Σ∗G,wχ〉/2v ,
and we deduce thatS∗ is an isomorphism onto the (W0,v, ∗)-invariant subring ofC[X∗(Aˆv)].
For the rest of the proof of (i), let us write Z′ := Z[q−1v ] and Z′′ := Z[q−1/2v ], for
short. The ∗-action of W0,v on C[X∗(Aˆv)] clearly leaves the subrings Z′[X∗(Aˆv)] and
Z′′[X∗(Aˆv] stable, and (d) for S implies that S∗ lies in Z′′[X∗(Aˆv)]. To conclude that S∗
is an isomorphism over Z′ it is only necessary to check that S∗ carries the basis element
indexed by Kvt0Kv into Z′[X∗(Aˆv)], i.e. to check that the measure of n ∈ Nv with
KvtnKv = Kvt0Kv lies in Z′; that follows from the normalization of dn. 
7.3. Invariant theory lemma. The proof of part (ii) of the Theorem of §7.2 depends on
the following lemma:
Lemma. Every W0-invariant function on Aˆ arises from a Gˆ-invariant function on Gˆ ⋊
Frobv
Proof. We will actually show that the ring of W0-invariant regular functions on Aˆ is
spanned by traces of representations of Gˆ ⋊ Frobv . (It will follow that functions on
Gˆ⋊ 〈Frobv〉//Gˆ are spanned by traces of representations of Gˆ⋊ 〈Frobv〉.)
The ring of regular functions on Aˆ is naturally identified with the group ring k[X∗(Tˆ )Frobv ].
TheW0,v-invariant regular functions have a basis parameterized byW0,v-orbits onX∗(Tˆ )Frobv .
Every W0,v-orbit on X∗(Tˆ )Frobv = X∗(T)Frobv contains a dominant element: if we
look on the dual side, the relative Weyl group for A (i.e., the Weyl group of the relative
root system, that might not be reduced) has a relatively dominant element in its orbit, which
implies it is dominant considered as a cocharacter of T — although it may lie on a wall.
Let us denote the basis element corresponding to W0,vν, where ν is dominant, by ων .
For each dominant weight ν, let Vν denote the corresponding Weyl module for Gˆ, i.e.
by Borel-Weil
Vν = H
0(Gˆ/Bˆ;O(ν))
Note that Vν need not be irreducible, since we are in characteristic p, but it does not matter
for us. If ν is Frobv-invariant then (asFrobv leaves Bˆ stable) the line bundleO(ν) acquires
a Gˆ⋊ 〈Frobv〉-equivariant structure, and Vν is canonically a Gˆ⋊ 〈Frobv〉-module.
Let W be the full Weyl group for Tˆ , i.e. the quotient N(Tˆ )/Tˆ . Let |Wν| ⊂ X∗(Tˆ )
denote the convex hull of the W -orbit of ν. For λ ∈ |Wν|, let Vν(λ) denote the corre-
sponding weight space of V (ν). For t ∈ Tˆ , we compute
(7.3.1) χν(t⋊ Frobv) =
∑
λ∈|Wν|Frobv
λ(t)Tr(Frobv|Vν(λ))
(where |Wν|Frobv is the Frobv-fixed elements of |Wν|). We will show that
(7.3.2)
∑
λ∈(Wν)Frobv
λ(t)Tr(Frobv|Vν(λ)) = Tr(Frobv|Vν(ν))ων
The left-hand side is the dominant term of the right-hand side of (7.3.1), so that (7.3.2)
implies
χv(t⋊ Frobv) = Tr(Frobv|Vν(ν)) · ων +
∑
ν′
aν′ων′
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where every ν′ ∈ X∗(Tˆ )Frobv has the property that |ν′| < |ν|. After observing that
Tr(Frobv|Vν(ν)) is nonzero and Vν(ν) is one-dimensional, it follows by induction that ων
can be written as a linear combination of characters of Vν′ , where ν′ ∈ X∗(T ) and ν′ ≤ ν.
Let us prove (7.3.2). We may write Wν as W/Wν , where Wν is the Frobv-stable
parabolic subgroup fixing ν. Recall that each coset of Wν has a minimum element in the
Bruhat ordering on W . As Frobv preserves the Bruhat ordering on W , it follows that each
Frobv-fixed coset is represented by a Frobv-fixed element of W , i.e. by an element of W0.
As Frobv and W0 commute, the trace Tr(Frobv|Vν(λ)) is therefore constant on the unique
W0-orbit on (Wν)Frobv . This completes the proof. 
Proof of part (ii). We are now ready for the proof of part (ii) of the Theorem of §7.2.
Any Gˆ-invariant regular function on Gˆ ⋊ Frobv gives by restriction a regular function
on Tˆ ⋊ Frobv . As tFrobv and t(t′)Frobv (t′)−1Frobv are conjugate by t′, this restricted
function descends to a regular function on the Frobv-coinvariants on Tˆv, that is to say, it
descends to Aˆv . By the Proposition of §7.1, this function is W0,v-invariant as well. After
the Lemma, it only remains to check that any Gˆ-invariant regular function on Gˆ ⋊ Frobv
that induces the zero function on Aˆv (and thus on Tˆ ), is zero.
The image of the action map α : Gˆ × (Tˆ ⋊ Frobv) → Gˆ ⋊ Frobv is of dimension
dim(Gˆ)+dim(Tˆ )−dim(M), whereM is the set-wise stabilizer of Tˆ⋊Frobv in Gˆ⋊Frobv .
A Lie algebra computation shows that the identity component of M is Tˆ ; consequently α
is dominant. This completes the proof. 
7.4. Local pseudoroots. We now address the “mismatch” between (7.2.1) and (7.2.3) of
Theorem 7.2. After a suitable choice, we can identify the ∗-action and the usual action
of W0,v on Aˆv, thus obtaining the usual statement of the Satake isomorphism. A more
intrinsic approach is described in Theorem 7.9 but, for most of this paper, we will follow
the ad hoc approach outlined below, because it is enough for our purposes and much closer
to the literature.
With notation as in the Theorem, a pseudoroot at v is a fixed point of (W0,v, ∗) on Aˆv
whose square is normalized in a natural way. More precisely, a pseudoroot is a choice of
element α0 ∈ Aˆv such that
(a) α20 = Σ∗G(qv)
(b) α0 is invariant under the ∗-action of W0,v (see (7.2.1)).
Such always exist: If we choose a square root√qv ∈ k∗ we could take α0 = Σ∗G(
√
qv). If
Σ∗G is divisible by two, then
√
Σ∗G(qv) gives a particularly natural choice.
The rule a 7→ aα0 defines an isomorphism
(7.4.1) Aˆv/(W0,v, usual action) −→ Aˆv/(W0,v, twisted action)
Thus, by composing (7.2.2), pullback under (7.4.1), and (7.2.3), we arrive at an identifica-
tion
(7.4.2) characters of H (Gv,Kv) ≃ Gˆ⋊ Frobv//Gˆ
which we refer to, in short, as the Satake isomorphism. In particular, having fixed a pseu-
doroot, each element of Gˆ(k) gives a character H (Gv,Kv)→ k, and two elements g1, g2
give the same character precisely when g1 · Frob, g2 · Frob have the same projection to
LGˆ//Gˆ.
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There are two other important equivalent ways to think of pseudroots, via the identifi-
cations of §2.9:
(7.4.3)
Aˆv ≃ conj. classes of splittings LTˆv → 〈Frobv〉 ≃ unramified characters of Tv
(a) As “square roots of the modular character” of Bv:
A pseudoroot gives rise via (7.4.3) to an unramified character of Tv, thus also
an unramified character of Bv. In this way, pseudoroots are identified with certain
preferred square roots of the modular character for Bv:
Let v be a good place. By proceeding as in (7.2.4) but using the natural map
qZv → k∗ instead of the inclusion qZv ⊂ R we get the “k-valued modular character”
(7.4.4) δ : Bv → F ∗v
|·|v−→ qZv → k∗
or δ = |ΣG|v for short. Then a local pseudroot for G at v corresponds to an
unramified character δ1/2 : Bv → k∗ that squares to δ, and that obeys
(δ1/2)2 = δ
wδ1/2
δ1/2
=
∣∣∣∣∣
√
wΣG
ΣG
∣∣∣∣∣
v
for w ∈ W0,v
(b) A pseudoroot is uniquely determined by the associated splitting ρ : 〈Frobv〉 →
LTˆv; this splitting sends Frobv to α˜0 · Frobv , where α˜0 ∈ Tˆ is a lift of α0 ∈ Aˆv .
We will often simply say “let ρ : 〈Frobv〉 → LTˆv be a pseudoroot”, meaning
that ρ(Frobv) · Frob−1v is a pseudoroot in the above sense.
It will also be convenient to use the symbol ρ− for the parameter of the inverse
pseudoroot, i.e.
(7.4.5) ρ− : Frobv 7→ α˜−10 Frobv.
i.e. ρ− parameterizes a square root of the negative modular character for Bv .
7.5. Global pseudoroots and canonical pseudoroots. We define a global pseudoroot to
be a k∗-valued idele class character of TcanG (the canonical F -torus of G, §2.4) which
restricts to a local pseudoroot at almost every good place v — that is to say, the associated
character of a Borel subgroup Bv ⊂ G(Fv), via Bv → TcanG (Fv), is a pseudoroot in the
sense of the discussion around (7.4.4).
At least in our cases (and presumably always, by a global Langlands for tori with k∗ co-
efficients, but we did not verify the validity of this) a global pseudoroot yields a conjugacy
class of sections ρG of LTˆ → ΓF with the property that for almost every v, the element
ρG(Frobv)Frob
−1
v ∈ Tˆ (k) projects to an element of Aˆv satisfying conditions (a) and (b)
of §7.4.
There are two situations when there is a canonical choice of global pseudoroot:
(a) When the characteristic of k is two, where the trivial character is the canonical
choice — equivalently, the trivial splitting where ρG(Frobv) = Frobv;
(b) When the half-sum of positive roots ΣG2 : TcanG → Gm exists in the charac-
ter lattice for G. Then we pull back the “cyclotomic” idele class character of
Gm(A)→ k∗ via ΣG2 . (The “cyclotomic” idele class character corresponds to the
Hecke character that sends a prime-to-p ideal to its norm in k∗.) The associated
splitting is
(7.5.1) ρG : γ 7→ Σ
∗
G
2
(cyclo(γ))⋊ γ,
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where cyclo : ΓF → F∗p is the action of ΓF on pth roots of unity in F .
When both these apply, these canonical choices agree: the half-sum of positive roots
determines the trivial character. We shall simply say “there is a canonical pseudoroot” in
these cases.
Our focus will be on cases where there is a canonical pseudoroot for both G and H, but
in general there need not be any global pseudoroot at all, e.g. §7.8.
7.6. Parabolic induction and Satake parameters. The isomorphism of (7.2.3) induces
a bijection between maximal ideals, i.e. a bijection between semisimple twisted conjugacy
classes in Gˆ(k) and characters of the Hecke algebra. To clarify the role of pseudoroots, let
us give an explicit formula for this bijection.
Let θ be an unramified character of Tv. We can form the unnormalized parabolic in-
duction JGB(θ). This is the submodule of C∞c (Gv; k) given by those s : Gv → k that
obey s(bg) = θ(b)s(g) for b ∈ Bv. The Kv-invariant subspace is a one-dimensional k-
vector space (because Gv = BvKv), generated by the vector v0 whose restriction to Kv is
identically 1. For h ∈ H (Gv,Kv) we have4
(7.6.1) hv0 = 〈S∗h, θ〉 · v0
with S∗ as in (7.2.5). In other words, the Hecke algebra acts on the Kv-fixed vector by the
character obtained by pulling back θ via S∗. Let χθ be this character of the Hecke algebra.
Now θ determines a point aθ ∈ Aˆv as in (7.4.3), and thus a well-defined conjugacy class
C(θ) ⊂ Gˆ(k) ⋊ Frobv//Gˆ — the Gˆ-conjugacy class of any element of the form tθFrobv
where tθ ∈ Tˆ lifts aθ ∈ Aˆv .
Now fix a pseudoroot, which we think of, by the discussion around (7.4.4), as a square
root δ1/2 of the modular character. The Satake correspondence is then given by
(7.6.2) C(θ)←→ χθδ1/2
Or, to say a different way: the Hecke character arising from the induction JGB(θ) has
parameter given by the class of
tθ · ρ−G(Frobv)
inside Gˆ(k)⋊ Frobv//Gˆ.
For later use, let us examine the situation when we induce from a parabolic that is not
minimal. Suppose Pv is a parabolic subgroup and θ an unramified character of Lab, the
abelianized Levi subgroup for the parabolic Pv , and its Langlands parameter therefore is a
twisted conjugacy class in the dual torusZ(Lˆ) (cf. §2.7); let lθ ∈ Z(Lˆ) be a representative.
Then the Satake parameter of the character of H (Gv,Kv) on JGP (θ) is
(7.6.3) lθ · ρ−G(Frobv)
Indeed to verify this we just choose a Borel subgroup Bv ⊂ Pv and note that JGP (θ) ⊂
JGB (θ), and use the previous formula.
4Indeed we compute directly hv0(e) =
∫
n∈Nv ,a∈Av,k∈Kv
h(an)θ(a)dnvdav ; note that the measure on
Gv , normalized so that the measure of Kv is 1, also decomposes [12, §4.1] via g = ank as da · dn · dk, where
the measures on Av, Nv are normalized so that the measures of Av ∩Kv, Nv ∩Kv is 1.
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7.7. The σ-dual homomorphism. In many cases, the transfer of eigenvectors of Theorem
5.8 arises from a homomorphism of L-groups we call the “σ-dual homomorphism.” As in
§2.5, let Gˆ and Hˆ be the dual groups to G,H, and let LGˆ and LHˆ be the L-groups to
G,H.
We have defined at a σ-good place the normalized Brauer map
br : H (Gv,Kv)→ H (Hv, Uv).
It seems very likely that this arises from an algebraic homomorphism
(7.7.1) ψv : LHˆv → LGˆv
covering the identity map on 〈Frobv〉. Indeed such a ψv induces by Theorem 7.2 a homo-
morphism of Hecke algebras. The existence of such a ψv depends, a priori, on the choice
of local pseudoroot.
Even better, we can ask for a single homomorphism
(7.7.2) Lψˆ : LHˆ → LGˆ
which induces ψv for almost all places v. Again, there is an implicit choice of global
pseudoroots.
We will call such an Lψˆ a σ-dual homomorphism. We will prove that these exist in
“most” cases when G is simply connected and H semisimple (see Theorem 9.1). In the
presence of a σ-dual homomorphism we may reformulate Theorem 5.8 as a functorial lift:
Theorem. Suppose there is a σ-dual homomorphism LHˆ → LGˆ. If ρ : ΓF → LHˆ is
modular for H, then Lψˆ ◦ ρ is modular (for G).
Here, we say that ρ : ΓF → LGˆ(k) is modular, with respect to a fixed choice of global
pseudoroot for G, if there is a level structure K and a class h ∈ H∗([G]K) such that
For all but finitely many good places v, the class h is an eigenvector for
the Hv-action whose eigenvalue χ : Hv → k coincides with ρ(Frobv)
under Satake.
7.8. The C-group and the c-group. It is possible that there is no σ-dual homomorphism
at all. A simple example is provided by G = PGL2 over F = Q and σ an inner automor-
phism of order 3, with fixed points isomorphic to H = PSO(x2+3y2). In that case, there
is no homomorphism of L-groups:
Gm ⋊ ΓQ → SL2 × ΓQ,
because the image of complex conjugation (considered in ΓQ, on the left-hand side) when
projected to SL2 must be an order 2 element that normalizes but does not centralize a
nontrivial torus, and none such exists.
Deligne has introduced a mild modification of the L-group that allows one to bypass
the issues of square roots. It is termed by “C-group” by the Buzzard and Gee [9]; we will
denote it CGˆ. It is the quotient LGˆ × Gm by the order 2 element e := (Σ∗G(−1),−1) ∈
LGˆ × Gm. Here Σ∗G denotes the cocharacter k∗ → Tˆ (k) corresponding to the sum of
positive roots of G, as in §7.4.
Note that Σ∗G(−1) is always central, since the pairing of the sum of positive coroots
with a root is always even. As Σ∗G is a product of coroot homomorphisms, which extend to
SL2, it always takes values in the commutator subgroup of Gˆ. There is a natural projection
CGˆ→ Γ×Gm: if we identify the set CGˆ(k) with {1, e}-cosets of Gˆ(k)×Γ×k∗, it carries
the class of (g, γ, c) to (γ, c2).
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Even when there is no global pseudoroot, one expects (see [9, Conjecture 5.3.4] for
characteristic zero) Hecke eigenclasses in H∗([G]) to match homomorphisms ΓF → CGˆ
whose composition with this projection is γ 7→ (γ, cyclo(γ)). One might hope that in such
cases there would be a homomorphism of C-groups CHˆ → CGˆ over Γ × Gm. But the
same example (G = PGL2 over Q, σ of order 3) also contradicts this hope:
The C-group for PGL2 identified with the product GL2 × ΓQ and the C-group for H
is (SO2 ⋊ ΓQ)×Gm. We seek
C ψˆ : (SO2 ⋊ ΓQ)×Gm → GL2 × ΓQ
where projection to Gm on the left should correspond to determinant on the right. The
projected map Gm → GL2 must be of the form x 7→
(
xn 0
0 xm
)
where n +m = 1;
in particular, the centralizer of this image is the diagonal torus in GL2, and so SO2 ⋊ ΓQ
must map into the diagonal torus in GL2. But every element of SO2 is a commutator in
SO2 ⋊ ΓQ, so that C ψˆ must be trivial on SO2.
This problem can be fixed by reducing the size of the C-group, retaining only the es-
sential part of the Gm factor: Suppose that the characteristic of k is not 2. We replace the
C-group by the subgroup cGˆ with
cGˆ :=
{(g, γ, c) ∈ Gˆ(k)× Γ× k∗ : c2 = cyclo(γ)}
(ΣG(−1), 1,−1)
Observe that this naturally fits in an extension Gˆ → cGˆ → Γ; the extension class corre-
sponds to the 2-cocycle that is the image
cyclo ∈ H1(Γ, k∗) Bockstein−→ H2(Γ, {±1}) ΣG−→
(
extensions Gˆ→?→ Γ
)
,
where the last map simply constructs the extension associated to a cocycle inH2(Γ, {±1}),
by using ΣG : {±1} → Gˆ(k).
With this notation, there exists a σ-dual homomorphisms “for c-groups” in the case
described above: the c-group of PGL2 becomes identified with
{(g ∈ GL2(k), γ ∈ Γ) : det(g) = cyclo(γ)},
and the c-group of the torus H is simply the semidirect product SO2 ⋊ Γ. Then
(h, γ) ∈ SO2 ⋊ γ 7→ (ι(h)wχ(γ), γ) ∈ cGˆ
defines a σ-dual morphism; here ι : SO2 → GL2 is the standard inclusion, w is any
element of O2−SO2 and χ : Γ→ Z/2Z is the quadratic character associated to Q(
√−3).
As in §2.6, we can define a variant cGˆv of the c-group, using only the discrete cyclic
group generated by Frobenius at v rather than the full Galois group of Fv . This allows us
to close this section with the following intrinsic form of the Satake isomorphism:
7.9. Theorem (Satake isomorphism in terms of c-groups). LetGv = G(Fv) be a reductive
v-adic group and let Kv ⊂ Gv be a maximal compact subgroup satisfying the conditions
of §5.2. Then there is a natural isomorphism
(7.9.1) H (Gv,Kv) ∼−→ regular functions onpreimage of Frobv in cGˆv//Gˆ.
Proof. Choose a square root√q of q inside k∗. This gives, firstly, an isomorphism
(7.9.2) LGˆv ∼−→ cGˆv
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given by g ⋊ Frobkv 7→ (g, (
√
q)k, γ). It also gives us a pseudoroot, namely,
b ∈ Bv 7→ (√q)v(δ(b)).
In this way we obtain the isomorphism of (7.9.1) by comparing (7.9.2) with the Satake
isomorphism, in the sense previously described. If we change √q by −1 both the iden-
tification of (7.9.1), and the Satake isomorphism change by multiplication by Σ∗G(−1) ⊂
Gˆ(k) inside LGˆ. Thus, (7.9.1) is independent of choice of √q. 
In these terms, we may precisely formulate a “better” version of our earlier question:
Suppose G is semisimple and H = Gσ connected. Does there always
exist a map cHˆ → cGˆ which induces via Theorem 7.9 for almost every
place v, the normalized Brauer map br : H (Gv,Kv)→ H (Hv, Uv)?
8. THE SATAKE PARAMETERS OF THE BRAUER HOMOMORPHISM
8.1. Computing the Brauer homomorphism. Let G and H = Gσ be as in §5.5. Sup-
pose that H is connected. Let v be a σ-good place (§5.6), let γ ∈ ΓF be a Frobenius
element at v, and choose a local pseudoroot at v (§7.4) for both G and H.
By Theorem 7.2 and (7.4.2), the normalized Brauer homomorphism gives a map
(8.1.1) Spec(br) : Hˆ ⋊ γ//Hˆ → Gˆ⋊ γ//Gˆ
We may write the domain and codomain of this map as quotients of the maximal tori
TˆH ⊂ Hˆ and TˆG ⊂ Gˆ, respectively. In this section we discuss the extent to which this
map is covered by a homomorphism Nˆ : TˆH → TˆG. The map Nˆ is not canonically
specified — there is a finite set of choices for it, indexed by what we call “γ-admissible
Borel classes” (§8.6). The map Nˆ is the “dual norm” associated to the admissible Borel
class (§8.9). We will also attach to γ a Levi subgroup Lˆγ ⊂ Gˆ, called the associated dual
Levi (§8.7 and §8.9). With these notations:
Theorem. Let Nˆ : TˆH → TˆG be the dual norm homomorphism attached to a γ-admissible
Borel class, and let Lˆγ be the associated dual Levi to γ.
(1) For every k-point x of Hˆ ⋊ γ//Hˆ, there is a t ∈ TˆH(k) such that tρ−H(γ) ∈ LTˆH
is a representative for x, and Nˆ(t)ρ−G(γ) is a representative for the image of x
under the map (8.1.1).
(2) Moreover t can be chosen such that Nˆ(t) lies in the center of Lˆγ .
Note that part (1) of the Theorem does not assert that (8.1.1) can be extended to a
commutative square of the form
(8.1.2) TˆH //❴❴❴❴❴❴

TˆG

Hˆ ⋊ γ//Hˆ // Gˆ⋊ γ//Gˆ
Roughly speaking, the proof of the Theorem goes like this: We compute the effect of
Tate cohomology on suitable spherical representations and deduce the computation of the
Brauer homomorphism from (6.2.1). In turn, spherical representations are realized in the
spaces of sections of suitable line bundles over flag varieties; the main technical step is
extending a Borel subgroup of Hv to a σ-stable parabolic subgroup of Gv , to produce
“compatible” flag varieties for Gv and Hv. It is at this step that we need to make choices
(the “γ-admissible Borel classes”) from above.
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The arguments in this section resemble the arguments used to prove Theorem 3.3.A of
[24], which produces a map similar to (8.1.1), but on the dual side and in characteristic
zero. We are grateful to Laurent Clozel for bringing this to our attention; it would be
interesting to investigate further.
8.2. Outline of this section. In §8.3–§8.9, we will work with G and H over F . The Ga-
lois group makes its mark through its image in Out(H) and Out(G). For a fixed element
γ ∈ Out(H), we define certain subgroups TγH , LG(γ), and a restricted class of Borels
BG and parabolics PG (the former called “γ-admissible Borels”). Until §8.10, all these
groups are defined over F . In §8.10 we return to rationality issues. If γ is a Frobenius
element at v, some of these groups (but not BG) are defined over Fv.
8.3. Proposition. Let TH be a maximal torus in H. Then the centralizer of TH is a
maximal torus in G.
(We repeat: in §8.3–§8.9, all subgroups are to be taken as defined over F¯ .)
Proof. Let x ∈ TH be a regular semisimple element of H. By [32, §8.9], or by [27,
Lemma 3.2], we may find a σ-stable maximal torus and Borel of G containing x, and
therefore containing TH . Let TG ⊂ G be such a maximal torus. Then TH is the identity
component of TσG = TG ∩H. (In fact since H is connected and TH is a maximal torus
in H, we actually have TH = TσG). The roots of TG on the centralizer of TH are those
β ∈ Φ(TG,G) that are trivial on TH , or equivalently that vanish on the Lie algebra of
TH . We will show that there are no such β, and therefore the centralizer is equal to TG.
The map Lie(TG)∗ → Lie(TH)∗ identifies the codomain with the σ-coinvariants of
the domain. Thus any β that vanishes on Lie(TH) belongs to the image of 1 − σ, or
equivalently to the kernel of 1+σ+ · · ·+σp−1. If β is a positive (resp. negative) root, then
each σi(β) is also positive (resp. negative), and in particular β+σ(β)+· · ·+σp−1(β) 6= 0.
This completes the proof. 
8.4. The torus (TγH)◦. We continue with the notations of the previous subsection. Let
BH ⊂ H be a Borel containing TH . Let γ be an outer automorphism of H. (For instance,
the image of an element of ΓF → Out(H) induced by the F -rational structure of H).
Then there exists a unique representative for γ in Aut(H) which preserves TH and BH ;
we denote this representative also by γ. Let TγH denote the group of γ-fixed points, and
(TγH)
◦ the identity component of TγH .
Proposition. (1) The centralizer of (TγH)◦ in H is TH .
(2) The cone of coweights in (TγH)◦ that are positive on Φ(TH ,BH) is “open”, i.e.
it does not lie in any hyperplane in X∗((TγH)◦)
Proof. The proof of Prop. 8.3, with σ replaced by γ and G replaced by H, establishes (1).
Let us prove (2). Let m denote the order of γ in Out(H), and consider the operator ν on
X∗(TH) carrying χ to χ+ γ ◦ χ+ · · ·+ γm−1 ◦ χ. After tensoring with Q, the image of
ν coincides with the kernel of 1 − γ, in particular the image of ν is not contained in any
hyperplane of X∗(TγH). Part (2) now follows from the fact that ν preserves the property
of being positive on BH . 
8.5. The Levi LG(γ) and its derived group. We let LG(γ) denote the centralizer in G
of the torus (TγH)◦. It is a Levi subgroup, and Φ(TG,LG(γ)) ⊂ Φ(TG,G) is given by
those β : TG → Gm that are trivial on (TγH)◦.
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Let us call a cocharacter χ : Gm → (TγH)◦ generic if its centralizer in G is LG(γ).
Each δ ∈ Φ(TG,G)−Φ(TG,LG(γ)) defines an orthogonal hyperplaneHδ ⊂ X∗((TγH)◦),
and genericity is equivalent to χ /∈ ⋃δHδ.
Note that LG(γ) is σ-stable, as is [LG(γ),LG(γ)]. We have the following fixed-point
computations:
Proposition. The following hold
(1) LG(γ)σ = TH .
(2) [LG(γ),LG(γ)]σ is a maximal torus in [LG(γ),LG(γ)].
Proof. Part (1) follows immediately from part (1) of the proposition of §8.4. We claim
that σ induces an inner automorphism of [LG,LG]. Since the fixed points of an inner
automorphism contain a maximal torus, and [LG,LG]σ is contained in a torus by part (1),
we can conclude (2).
Let’s prove the claim. In fact we will prove that if g is a semisimple Lie algebra over
F¯ and a an automorphism of g of prime order p, then if a is not inner we cannot have ga
contained in a Cartan subalgebra. Indeed we may find a pinning (t, b, {eα}α∈I) of g such
that a = θadx, where θ is a pinned automorphism and x ∈ t. If θ is nontrivial then it also
has order p, and there is a simple root α with α, θ(α), θ2(α) · · · , θp−1(α) all distinct.
From the classification of semisimple Lie algebras by Dynkin diagrams, either we may
choose α so that the θi(α) are all orthogonal, or else p = 2 and g has a factor of the form
sl3 on which θ acts by transpose-inverse. In the second case, take α to be one of the simple
roots of the sl3-factor. In either case one computes that the elements eα + a(eα) + · · · +
ap−1(eα) and e−α + a(e−α) + · · ·+ ap−1(e−α) do not commute. 
8.6. Admissible Borels. We will say that a Borel BG is γ-admissible (with respect to
σ,TH ,BH) if it contains TG and there exists a cocharacter χ : Gm → (TγH)◦ with the
following properties:
(i) χ is positive for BH : all nontrivial roots β ∈ Φ(TH ,BH) satisfy 〈β, χ〉 > 0
(ii) χ is nonnegative for BG: all nontrivial roots δ ∈ Φ(TG,BG) satisfy 〈δ, χ〉 ≥ 0
(iii) χ is generic in the sense of §8.5
A tuple (TH ,BH ,TG,BG), where TH ⊂ BH , TG = ZG(TH), and BG is an
admissible Borel, will be called a “γ-admissible Borel tuple.” The group H(F ) acts
on γ-admissible Borel tuples by conjugation — an orbit of this action is called a “γ-
admissible Borel class.” Given a homomorphism Γ → Out(H), we will say that a tuple
(TH ,BH ,TG,BG) is “Γ-admissible” if it is γ-admissible for every γ in the image.
The significance of admissibility is the following Lemma, which realizes BH as the
σ-fixed points of a parabolic in G (cf. discussion after (8.1.2)).
8.7. Lemma. If BG is a γ-admissible Borel, then LG(γ) and BG generate a σ-stable
parabolic subgroup PG whose σ-fixed points are PσG = BH .
Proof. We’ll construct P = PG by different means, and then show that its σ-fixed points
are BH and that it is generated by LG(γ) and BG.
Let g and h denote the F -linear Lie algebras of G and H. Similarly let tH and tG denote
the Lie algebras of TH and TG. We have root space decompositions
g = tG ⊕
⊕
β∈Φ(TG,G)
gβ h = tH ⊕
⊕
δ∈Φ(TH ,H)
hδ
Suppose χ witnesses the admissibility of γ, i.e. χ obeys (i), (ii), and (iii) of §8.6.
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Let P ⊂ G denote the parabolic subgroup containing BG whose Lie algebra is the sum
of tG and those root spaces gβ with 〈β, χ〉 ≥ 0. Then P contains BG.
It is clear that P is σ-stable. To see that Pσ = BH , note that by assumption (i) for χ,
the Lie algebra of P ∩H is the Lie algebra of BH , i.e. (P ∩H)◦ = BH , and BH is its
own normalizer in H.
It remains to show that PG is generated by LG(γ) and BG. Since both LG(γ) and BG
are connected, the subgroup they generate is connected as well, so this can be checked on
Lie algebras, i.e. it is enough to see p = lG(γ) + bG. We already have p ⊃ bG, and
p ⊃ lG(γ) follows from
lG(γ) = tG ⊕
⊕
β|〈β,χ〉=0
gβ
As all three spaces contain tG, to show that p ⊂ lG(γ) + bG it is enough to prove that a
root of TG on p is either a root of lG(γ), or a root of bG. Suppose gβ ⊂ p but gβ 6⊂ lG(γ),
then 〈β, χ〉 > 0. By assumption (ii) for χ, it follows that g−β is not a root for BG. But BG
is a Borel subgroup: we have Φ(TG,G) = Φ(TG,BG) ∐ (−Φ(TG,BG)), so g−β 6⊂ bG
implies gβ ⊂ bG. This completes the proof.
Note the proof has shown that LG(γ) is the standard Levi factor of PG, generated by
T, the root subgroups for simple roots αi of BG with 〈αi, χ〉= 0, and the roots subgroups
for−αi. 
γ-admissible Borels always exist, in fact:
8.8. Lemma. Fix a Borel subgroup and maximal torus BH ⊃ TH in H.
(1) For any γ ∈ Out(H), there is a Borel subgroup BG ⊂ G that is γ-admissible
with respect to BH ,TH .
(2) For any group homomorphismΓ→ Out(H) whose image is cyclic of prime order,
there is a Borel subgroup BG ⊂ G that is Γ-admissible with respect to BH ,TH .
The second assertion of the Lemma is not used in the proof of Theorem §8.1, but has a
further consequence (discussed in §8.15) that will be useful later.
Proof. By part (2) of the Proposition of §8.4, we may find a cocharacter of TγH that is
positive on BH , i.e. that obeys (i) and (iii) of the conditions for admissibility. Fix such a
χ. By “perturbingχ in X∗(TH),” we may find a Borel BG obeying (ii). More specifically,
let ǫ : Gm → TH be any cocharacter that does not vanish any roots of Φ(TG,G). For
N ∈ Z sufficiently large, the cocharacter Nχ + ǫ also does not vanish on any root of G
and therefore determines a positive system in Φ(TG,G). Let BG be the corresponding
Borel, i.e. with δ ∈ Φ(TG,BG) if and only if 〈δ,Nχ+ ǫ〉 ≥ 0. By taking N sufficiently
large, we have 1N 〈δ, ǫ〉 > −1 and therefore 〈δ, χ〉 ≥ 0 for all δ ∈ Φ(TG,BG).
To prove the second assertion it suffices to show that BG can be chosen simultaneously
γ-admissible and 1-admissible. When γ = 1, we have (TγH)◦ = TH , so the cocharacter
Nχ+ ǫ also witnesses the 1-admissibility of BG. 
8.9. The norm and dual norm homomorphisms. With TH a maximal torus of H and
TG its centralizer in G, we define the norm homomorphism N : TG → TH by
N(t) = t · tσ · · · · · tσp−1
If we choose BH ⊃ TH and BG ⊃ TG, we get an induced map
X∗(BH) ≃ X∗(TH) N
∗
−→ X∗(TG) ≃ X∗(BG)
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which in turn induces a map TˆH → TˆG which we call the dual norm. Note that (as there is
no direct identification of T with Tcan, §2.4) the dual norm depends on BH and BG.
When BG is γ-admissible with respect to TH ,BH , the parabolic PG of Lemma 8.7
determines (§2.7) a Levi subgroup Lˆγ ⊂ Gˆ containing TˆG. The natural projection TG →
LabG dualizes to an inclusion
(8.9.1) Z(Lˆγ) →֒ TˆG
8.10. Rationality. Now fix a place v of F at which H is quasisplit, then we may choose
TH and BH to be Fv-rational. The group TG := ZG(TH) is also Fv-rational.
If γ ∈ Out(H) is the outer automorphism corresponding to the Frobenius, then (TγH)◦
is the maximal split subtorus of TH , and its centralizer LG(γ) is Fv-rational. When v is
implicit we write LG := LG(γ), for short.
If BG is any γ-admissible Borel (relative to TH ,BH ) then the corresponding parabolic
PG of Lemma 8.7 is Fv-rational, because any character into the split torus (TγH)
◦ is au-
tomatically F -rational and PG can be defined via the non-negative weight spaces for such
a character. Note that we cannot necessarily arrange for BG itself to be Fv-rational (nor
will we need it), even if G is quasisplit at v. As before we write Lˆγ for the standard Levi
subgroup of Gˆ associated to the parabolic PG.
8.11. Lemma. Notation as above, TG ∩ [LG,LG] is an anisotropic maximal torus in
[LG,LG].
Proof. We appeal to the following basic structural properties of Levi subgroups: TG ∩
[LG,LG] is a maximal torus in [LG,LG], and [LG,LG] ∩ Z (LG) is finite. As Z (LG)
contains the maximal split torus (TγH)◦, we can prove that TG ∩ [LG,LG] is anisotropic
by proving
TH ∩ [LG,LG] = TG ∩ [LG,LG]
The left-to-right containment is obvious, and since TσG = TH , to show equality it is
enough to show that any element of the right-hand group is σ-fixed. This follows from part
(2) of the proposition of §8.5. 
8.12. Lemma. Let T1 and T2 be algebraic tori over Fv , and suppose that f : T1 → T2
has anisotropic kernel. Then precomposition with f induces a surjection
{unramified k∗-valued characters of T2} → {unramified k∗-valued characters of T1}
Proof. Indeed, let T ◦v,i be the maximal compact subgroup of Ti(Fv). Then f induces a
map T1,v/T ◦1,v → T2,v/T ◦2,v which is injective: Its kernel is a compact subgroup of a free
abelian group, thus trivial. Since k∗ is injective as an abelian group, the result follows. 
8.13. Extension of characters. Let us say that a homomorphism BH(Fv) → k∗ or
PG(Fv) → k∗ is unramified if it factors through an unramified character of BabH (Fv) =
TH(Fv) or P
ab
G (Fv) = L
ab
G (Fv).
Proposition. With notation as in §8.10, let χ be an unramified character of BH(Fv).
(1) χ extends to a σ-invariant unramified character χ∗ of PG(Fv).
(2) χ∗ may be chosen in such a way that we may choose representatives tχ ∈ TˆH and
tχ∗ ∈ Z (Lˆγ) ⊂ TˆG for the Langlands parameters of χ and χ∗, respectively, with
(8.13.1) Nˆ(tχ) = (tχ∗)p
where Nˆ is the dual norm map associated to the admissible Borel BG (§8.9).
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Proof. Let K(Fv) be the kernel of the natural projection TG →֒ LG → LabG . Let N(K) ⊂
TH be the image of K under the norm map of §8.9. By Lemma 8.11, K and N(K) are
anisotropic tori.
The composite TG
N→ TH → TH/N(K) is trivial on K, so it factors through LabG .
Consider the commutative squares of Fv-algebraic tori and of associated dual tori
TG
N

g
// LabG
f

TH pi
// TH/N(K)
̂TH/N(K)
pˆi //
fˆ

TˆH
Nˆ

Z (Lˆγ) // TˆG
where we use the γ-admissible Borel class to identify the duals of TG,TH , and LabG with
TˆG, TˆH , and Z (Lˆγ) as in §8.9.
SinceN(K) is anisotropic, there is (by Lemma 8.12) an unramified character ofTH/N(K),
call it χ, with π∗χ = χ. Set ψ = f∗χ, an unramified character of LabG (Fv). Then for
t ∈ TH(Fv) we have
ψ(g(t)) = χ(π ◦N(t)) = χ(t)p.
In other words, χ∗ := ψ1/p extends χ.
If tχ is a representative for the Langlands parameter of χ, then its image tχ = πˆ(tχ) ∈
TˆH is a representative for the Langlands parameter for χ, tψ = fˆ(tχ) ∈ Z (Lˆγ) is a repre-
sentative for the Langlands parameter of ψ, and t1/pψ is a representative for the Langlands
parameter of χ∗ = ψ1/p. (These facts are all readily deduced from (2.9.2)). So (8.13.1) is
a consequence of the commutativity of the right-hand square. 
8.14. Proof of the Theorem of §8.1. As in the hypotheses of the Theorem, let v be a
place of F , let γ ∈ ΓF be a Frobenius element at v, and let TH ,BH ,TG,BG be a γ-
admissible Borel tuple. Let PG be the corresponding parabolic (Lemma 8.7), and let Nˆ be
the corresponding dual norm (§8.9).
Fix θ ∈ Hˆ⋊γ//Hˆ. We have to find t ∈ TˆH such that the image of tρ−H(γ) in Hˆ⋊γ//Hˆ
coincides with θ, and is moreover carried by the Brauer homomorphism to the image of
Nˆ(t)ρ−G(γ) in Gˆ⋊ γ//Gˆ.
We may regard (via Satake (7.4.2)) θ as a character H (Hv, Uv) → k. By §7.6, there
is an unramified homomorphism χ : B(Fv) → k∗ such that θ is the character by which
H (Hv, Uv) acts on the Uv-invariants of the unnormalized induction JHBH (χ). We will
show that we may take t = tχ, the element of TˆH(k) corresponding to χ.
Indeed, by §8.13, χ extends to a σ-invariant character χ∗ of PG(Fv). Restriction from
Gv to Hv gives a surjection (see (3.3.1))
(8.14.1) T0(JGPG(χ∗))→ JHBH (χ)
that carries a nonzero Kv-invariant vector on the left (the function which is identically 1
on Kv) to a nonzero Uv-invariant vector on the right (the function which is identically 1
on Uv). Let Θ be the character by which H (Gv,Kv) acts on JGPG(χ∗)Kv . As PG and χ∗
are σ-fixed, we may apply (6.2.1) and conclude
Θ|H (Gv,Kv)σ = θ ◦ Br
Thus (θ ◦ Br)p is the character by which H (Gv,Kv;Fp)σ acts on JGP ((χ∗)p)Kv , by
(7.6.1). Recall §4.3 that br is the linear extension of Brp from the Fp-valued Hecke al-
gebra. Since θ ◦ br extends the σ-invariant character (θ ◦ Br)p : H (Gv,Kv;Fp)σ → k
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and such an extension is unique (§3.4), it follows that θ ◦ br is the character by which
H (Gv,Kv) acts on on JGP ((χ
∗)p)Kv . In other words, θ ◦ br ∈ Gˆ⋊ γ//Gˆ has a represen-
tative of the form tpχ∗ρ−G(γ), where tχ∗ ∈ Z(Lˆ) is a Langlands parameter for χ∗.
The conclusion of the Theorem now follows from (8.13.1)
8.15. A consequence of the Theorem of §8.1. In this section we show how to use the
Theorem of §8.1 to verify that a candidate homomorphism LHˆ → LGˆ is a σ-dual homo-
morphism, in the sense of §7.7. The criterion we derive here is not applicable in every case
we check — sometimes one has to use §8.1 directly — but it is nonetheless very useful.
Suppose that we may find a Γ-admissible Borel tuple (§8.6), and let Nˆ be the associated
dual norm map (§8.9). Let Lψˆ : LHˆ → LGˆ be a homomorphism over ΓF , not a priori
known to be a σ-dual homomorphism. If
(a) Lψˆ agrees with Nˆ on TˆH , and
(b) for every γ ∈ ΓF , the elements Lψˆ(ρ−H(γ)) and ρ−G(γ) project to the same element
of Gˆ⋊ γ//Lˆγ,
then we claim that Lψˆ is a σ-dual homomorphism.
Whenever (a) holds, (b) is implied by the following condition, which we will often use
to verify it:
(β) For every γ ∈ ΓF , the elements Lψˆ(ρ−H(γ)) and ρ−G(γ) of Gˆ⋊γ centralize Z (Lˆγ)
and have the same prime-to-p part, i.e. Lψˆ(ρ−H(γ))p
n
= ρ−G(γ)
pn for some posi-
tive integer n.
Proof. Indeed, choose a representative tρ−H(γ) for an element of Hˆ ⋊ γ//Hˆ, as in the
statement of Theorem 8.1. Set α = Lψˆ(ρ−H(γ)) and β = ρ
−
G(γ). We need to see that
Lψˆ(tρ−H(γ)) = Nˆ(t)α and Nˆ(t)β define the same classes in Gˆ ⋊ γ//Gˆ, i.e f(Nˆ(t)α) =
f(Nˆ(t)β) for any Gˆ-invariant algebraic function f on Gˆ⋊γ. But note that x 7→ f(Nˆ(t)x)
actually defines a regular function on Gˆ⋊ γ//Lˆγ, so the claim follows from hypothesis.
To see that (β) implies (b): consider the centralizer Lˆ+ of Z(Lˆγ) inside Gˆ ⋊ 〈γ〉. Its
identity component is Lˆγ . Thus α, β ∈ Lˆ+. For any linear representation ρ of Lˆ+ we we
have tr ρ(α) = tr ρ(β) because αpn = βpn . But the traces of such representations span
all Lˆγ-invariant functions on the component of Lˆ+ containing α and β; that was proved in
the Lemma of §7.3 and concludes the proof. 
Finally, we have the following Lemma, which will be useful later:
8.16. Lemma. Fix a γ-admissible class (TH ,BH ;TG,BG) for some γ ∈ ΓF . Let Nˆ be
the dual norm map associated to the Borel class, and let Tˆ γH denote the γ-fixed points on
TˆH . Suppose also that h is semisimple and its absolutely simple factors have multiplicity
at most 1. Then
(8.16.1) ZGˆ
(
Nˆ(Tˆ γH)
◦
)
= Lˆγ .
Proof. We need to prove that, for a root α of G, it is equivalent for α to be trivial on
(TγH)
◦
, and for the associated root α∨∗ of Gˆ to be trivial on Nˆ(Tˆ
γ
H)
◦
. Here, the subscript ◦
denote connected component.
The latter condition is equivalent to
α∨∗ ◦ Nˆ is trivial on
(
Tˆ γH
)0
.
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or equivalently N ◦ α∨ : Gm → TH should project trivially to coinvariants (TH)γ , or,
what is the same, N ◦ α∨ takes image in (γ − 1)TH .
Write Nγ : TH → TH for the “γ-norm”
∑o
j=1 γ
j where o is the order of γ acting
on Hˆ. Also write ι for the inclusion of TH into TG. Thus (γ − 1)TH is the connected
component of the kernel of Nγ ; on the other hand, α is trivial on (TγH)
◦ if and only if
α ◦ ιNγ is trivial on TH , i.e. if α ◦ ιNγN is trivial on TG. So we need to check that
α ◦ ιNγN = 0 if and only if ι︸︷︷︸
TH→TG
Nγ︸︷︷︸
TH→TH
N︸︷︷︸
TG→TH
◦ α∨︸︷︷︸
Gm→TG
= 0.
Computing with Lie algebras, we see that it is enough to check that ιNγN , considered
as a map tG → tG, is self-adjoint with respect to the Killing form on g. Equip tH with the
restricted Killing form from g. Factor this map as
tG
N→ tH Nγ→ tH ι→֒ tG.
The adjoint of N : tG → tH with respect to the Killing form is pι, and the adjoint of ι is
N/p.
So it is enough to verify that Nγ : tH → tH is self-adjoint with respect to the restricted
Killing form; and for that it is enough to see that γ preserves the restricted Killing form.
But on each simple factor of h, the restricted Killing form from g is proportional to the
Killing form for h, and (by virtue of the assumption on h) the action of γ preserves the
splitting into simple factors. 
We could have reached the same conclusion under the following assumption: Split
h =
⊕
hi, where each hi is a sum of simple Lie algebras of the same type (and the types
of different hi are distinct). Then we require that the action of γ on each hi be induced by
an element of Aut(g).
9. CONSTRUCTION OF σ-DUAL HOMOMORPHISMS 1: PRELIMINARIES
The remainder of this paper is devoted to the proof of the second main theorem, i.e.
9.1. Theorem. Suppose that G is simply connected and H = Gσ is semisimple, where σ
is a F -rational automorphism of G of prime order. Suppose also that (Lie(G),Lie(H))
does not contain a factor isomorphic to (e6, sl33 or sl6 × sl2 or sp8). Then there exists a
σ-dual homomorphism, with respect to canonical pseudoroots (see Proposition 9.5).
In this somewhat miscellaneous section, we reduce to the case where G is absolutely
almost simple. Part of this reduction involves proving the Conjecture in the important
case of cyclic base change. After these reductions, what is left is a finite list of cases,
summarized in the Tables at the end of the section.
9.2. Cyclic base change. Let E/F be a cyclic extension, let H be a simply connected
group over F , and let G = ResE/F (H ⊗F E) (thus also simply connected). Then a
generator σ for Aut(E/F ) induces an automorphism of G fixing H. In this case there is
a unique compatible Borel class.
We claim that the canonical “diagonal-restriction” map on L-groups LHˆ → LGˆ is a σ-
dual homomorphism. (For generalities on the L-group of a restriction of scalars, we refer
to [4, §5]). That follows from §8.1 and the following facts: with respect to the canonical
map ι : LTˆH → LTˆG, the canonical pseudoroots pseudoroots satisfy ρ−G = ι ◦ ρ−H and also
moreover ι|TˆH is simply the dual norm.
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9.3. Proposition. Suppose that G has simply connected cover G′. Let Gˆ′ be the dual
group to G′. Suppose that canonical pseudoroots exist for G,G′,H,H′ = fix(σ). If
(G, σ) has a σ-dual homomorphism Lψˆ : LHˆ → LGˆ, extending a dual norm map, then so
also does (G′, σ).
Note that the converse statement does not hold: if there is a σ-dual homomorphism for
G˜, we cannot make any deduction about G.
Proof. Let H′ be the fixed points of σ on G′. The Hecke algebra for G′ is identified with
a subalgebra of the Hecke algebra for G and similarly for H. Indeed, let Kv ⊂ Gv be a
hyperspecial maximal compact subgroup, with preimage K ′v. We may identify (G′v/K ′v)
with a subset of (Gv/Kv); moreover, if two elements in G′v/K ′v are in the same Kv-orbit,
they are also in the same Kv-orbit. Then the identification is given by “extension by zero.”
For almost all v, the following diagram commutes, where the middle vertical arrows are
the inclusions just mentioned
(9.3.1) k[Gˆ′ ⋊ Frobv//Gˆ]

H(G′v)≃oo

br // H(H ′v)

≃ // k[Hˆ ′ ⋊ Frobv//Hˆ]

k[Gˆ⋊ Frobv//Gˆv] H(Gv)≃oo br // H(Hv) ≃ // k[Hˆ ⋊ Frobv//Hˆ]
We discuss only commutativity of the central square: It clearly commutes if br is replaced
by the un-normalized Br (vertical arrows are extension by zero, the horizontal arrows are
then restriction). The two compositions in the central square are thus seen to be the same
on H (G′v ,K
′
v;Fp)
σ and by §3.4 the same on H (G′v,K ′v).
It follows from these remarks that, if the map Lψˆ : LHˆ → LGˆ covers a homomorphism
Lψˆ′ : LHˆ ′ → LGˆ′, then Lψˆ′ is also a σ-dual homomorphism. To verify that Lψˆ indeed
descends to such a Lψˆ′, it is enough to check that its projection to LGˆ′ is trivial on the
kernel of LHˆ → LHˆ ′, that is, the kernel of Hˆ → Hˆ ′. (This kernel is regarded as a group-
scheme; it may have a single k-point.) But that kernel is contained inside TˆH ; and the dual
norm map TˆH → TˆG visibly covers a dual norm map Tˆ ′H → Tˆ ′G, in particular, is trivial on
ker(TˆH → Tˆ ′H) ≃ ker(Hˆ → Hˆ ′). 
9.4. Reduction to the case where G is absolutely almost simple. Suppose now that G is
simply connected over F . We claim that the existence of a σ-dual homomorphism reduces
to the absolutely simple case. Start by noting:
(i) If (G, σ) = (G1, σ1)× (G2, σ2), and the Gi admit σ-dual homomorphisms, then
so does G.
(ii) If E ⊃ F is an extension field and (G, σ) = ResE/F (G′, σ′), and G′ admits a σ-
dual homomorphism, then so does G. (Here the L-group of G is the “induction”
of the L-group of G′, and we just do direct computations with induced groups.)
By a version of [6, §6.21 (ii)], there is an étale F -algebra F ′, an F ′-group G′ with
absolutely almost simple geometric fibers, so that G = ResF ′/FG′, and moreover an
F -automorphism τ of F ′ and an τ -linear automorphism τ˜ of G′ which induce σ.
Now split (F ′, τ) as a product of irreducible factors. There’s a corresponding splitting
of G′, and it is thus enough to consider the case that (F ′, τ) is irreducible, i.e. either F ′
is a field, or F ′ is a sum of p isomorphic fields, permuted by τ ; in that case there is also a
corresponding decomposition of G′ ≃ Gp0, the factors being permuted by p. The second
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case is easy to check by hand (indeed, it amounts to §9.2 in the degenerate case where
E = F⊕p).
In the first case (F ′ a field) we use τ˜ to descend G′ to a group G∗ over the fixed field
F ∗ ⊂ F ′ so that there’s an isomorphism
G∗ ⊗F∗ F ′ ≃ G′,
and now τ˜ on the right-hand side is induced by τ ∈ Aut(F ′/F ∗).
Set G′′ = ResF ′/F∗(G∗ ⊗F∗ F ′), and let σ′′ be the automorphism of G′′ defined by
τ ∈ Aut(F ′/F ∗). Then (G, σ) = ResF ′/F (G′, τ˜ ) = ResF∗/F (G′′, σ′′). Together with
reduction (ii), this is cyclic base change, which we have already discussed (§9.2)
9.5. Proposition (Canonical pseudoroots). When G is simply connected and H is semisim-
ple, both G and H have canonical pseudoroots (see §7.5 for definition).
Proof. When p = 2, the trivial section is a canonical pseudoroot and the proposition is
trivial, so let us suppose p > 2. As G is simply connected, the sum of roots for G is
always divisible by 2 in the weight lattice, but there is something to check for H.
As in §9.4, we may reduce to the case where G is almost simple. We consult the
classification given in the tables of §9.6. Either
(1) σ is an order 3 outer automorphism of Spin8 and H is one of G2, PGL3.
(2) G is an exceptional group and σ is an inner automorphism of order 3 or 5.
The outer cases are readily checked. In the inner cases (2), we see from the classification
that in every case but one, the sum of positive roots of H is divisible by 2 even in the
adjoint form (because the Lie algebra of H is a product of copies of slk for k odd.) The
exception is the order 3 automorphism of E7, whose fixed points have h ≃ sl3 × sl6. We
verify that ΣH is even by hand, using §2.12.
ΣH = 96α1 + 84α2 + 96α3 + 160α4 + 132α5 + 96α6 + 52α7
where α1, . . . , α7 are the simple roots of the simply-connected form of E7 with their Bour-
baki numbering. 
9.6. Overview of the remainder of the proof. We have verified in §9.4 that it suffices to
treat the case where G is almost simple simply connected. In that case, automorphisms of
G×F F whose fixed points are a semisimple group have been classified.
We now recall the classification of prime order automorphisms of simple Lie algebras
over an algebraically closed field as a brute list (omitting the several interesting automor-
phisms of composite order), and refer to [27] for a more subtle discussion. For the outer
cases, the “comments” column list the name of the automorphism given in loc. cit., §4.
Let g be a simple Lie algebra over F , and let σ be an automorphism of prime order
whose fixed point subalgebra gσ is semisimple. We tabulate the cases below (the two tables
give inner and outer cases) together with references to where Theorem 9.1 is proved, i.e.
we verify the existence of a σ-dual homomorphism for some group G (not necessarily the
simply connected one) with the corresponding Lie algebra. This is enough by Proposition
9.3.
10. CONSTRUCTION OF σ-DUAL HOMOMORPHISMS 2: INNER CASES
In this section, which is part of the proof of the second main theorem 9.1, we handle
inner cases with p = 3, except for E6. Throughout this section, suppose G is a simply
connected algebraic group over F , and that σ is an inner automorphism of G whose fixed
points H are semisimple.
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group fixed subgroup comments p ref
sl2n+1 so2n+1 σ0 2 11.5
sl2n sp2n σ0 2 11.5
sl2n so2n σn 2 Th 12.1
so2n+2 so2a+1 × so2b+1 2 Th 12.1
so8 g2 σ0 3 11.5
so8 sl3 σ2 3 Th 12.1
e6 f4 σ0 2 11.5
e6 sp8 σ4 2
group fixed subgroup comments p ref
so2n so2a × so2b a, b ≥ 2 2 Th 12.1
so2n+1 so2a+1 × so2b b ≥ 2 2 11.2
sp2n sp2a × sp2b a, b ≥ 1 2 11.2
g2 sl3 3 10.6
g2 so4 2 11.2
f4 sl3 × sl3 3 10.6
f4 sp6 × sl2 2 11.2
f4 so9 2 11.2
e6 sl
×3
3
3
e6 sl6 × sl2 . 2
e7 sl3 × sl6 3 10.6
e7 sl8 2 11.2
e7 sl2 × so12 2 11.2
e8 so16 2 11.2
e8 sl9 3 10.6
e8 sl5 × sl5 5
e8 sl2 × e7 2 11.2
e8 sl3 × e6 3 10.6
By a Borel triple for G,H we will mean a triple (T,BH ,BG) where T is a maximal
torus in H ×F F and BH , BG are Borel subgroups of H,G containing T. Note that a
Borel triple leads to an identification of canonical tori TcanG ≃ T ≃ TcanH , and therefore
of dual tori TˆH ≃ TˆG — we denote this identification by ψ1 : TˆH ∼→ TˆG. (This differs
from the dual norm §8.9, which in the inner case is a composition of ψ1 with a Frobenius
endomorphism.)
10.1. Proposition. Let (T,BH ,BG) be a Borel triple and let ψ1 denote the corresponding
identification TˆH ∼→ TˆG. Then ψ1 extends to an injection of dual groups ψ′1 : Hˆ →֒ Gˆ.
This extension is moreover unique up to TˆH -conjugacy.
As any two maps ψ′1 are TˆH -conjugate, the image of Hˆ and BˆH under ψ′1 are well-
defined. We will denote them by Hˆ1 and ψ′1(BˆH). If we fix a pinning of Hˆ1 (with ψ′1(BˆH)
as the pinned Borel) there is a unique ψ′1 inside the TˆH-conjugacy class of morphisms
Hˆ → Gˆ preserving the pinning.
Proof. By §2.12 the pair (G,H) is isomorphic over F to a pair as considered in Theorem
2.12. Now Theorem 2.13 establishes the claim for a possibly different choice of Borel
subgroups BH ,BG. To obtain ψ′1, one just applies suitable Weyl group elements.
As to uniqueness, suppose ψ′1, ψ′′1 are two possible extensions. Consider any one-
parameter unipotent root group u : Ga → Hˆ associated to a simple root. Then ψ1u, ψ′1u :
Ga → Gˆ both transform under the same character of TˆG, and must differ then by a scaling
automorphism ofGa. Modifying by a suitable element of TˆH , we may suppose that ψ1, ψ′1
act the same way on all the unipotent root groups in Hˆ for simple roots, and then they are
the same on all of Hˆ. 
10.2. Weyl groups and Galois action. Let (T,BH ,BG) be a Borel triple. Let WG and
WH be the Weyl groups of G and H. For each w ∈ WG, the intersectionAd(w)BG∩H ⊂
H is a Borel subgroup of H, and there is therefore a unique νw ∈WH for which
Ad(w)BH ∩H = Ad(νw)BH .
The map ν : WG → WH is left WH -equivariant. The preimage ν−1(1) ⊂ WG corre-
sponds exactly to those w for which Ad(w)BG ⊃ BH and is a set of coset representatives
for WH\WG. We call this set WH\G . Then the composite
WG →WH\WG ≃WH\G,
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will be denoted by w 7→ w¯; explicitly, w¯ = ν−1w w.
Now we examine the Galois action. Suppose T to be chosen F -rational. There is now a
unique w(γ) ∈ WG so that BγG = Ad(w(γ)) ·BG. Then also BγH = Ad(νw(γ))BH . The
action of γ on X∗(BG) is given by the composite:
(10.2.1) X∗(BG) ≃ X∗(BγG)
Ad(w(γ))−1−−−−−−−−→ X∗(BG).
and now comparing this with the corresponding sequence for BH , we see that
(10.2.2) action of γ on X∗(BH) = Ad(w(γ)) ◦ action of γ on X∗(BG)
where we emphasize that we have identified X∗(BH) and X∗(BG) using (T,BH ,BG).
This implies that
(10.2.3) γ 7→ w(γ)⋊ γ ∈WG ⋊ ΓF ≃WGˆ ⋊ ΓF
is a homomorphism, where ΓF is acting on the Weyl group of G according to its outer
action on G.
10.3. Proposition. Let G be a simply-connected semisimple group over F and let H be
the fixed points of an inner automorphism of order p of G. Suppose moreover that
(i) There exists a ΓF -admissible Borel class in the sense of §8.6.
(ii) The center of Hˆ has only one k-point (e.g., it is a group scheme of p-power order).
Then there is a homomorphism Lψˆ : LHˆ → LGˆ extending a dual norm map of §8.9.
Proof. Let (T,BH ;T,BG) be a ΓF -admissible class, and let ψ′1 : Hˆ → Gˆ be as in §10.1,
with Hˆ1 the image of ψ′1; fix a pinning of Hˆ1 which makes ψ′1 into a pinned map.
Then ψ′1 extends the identification TˆH → TˆG that arises from the choices of Borel
subgroups; on the other hand, the dual norm map TˆH → TˆG is the pth power of this
identification. As Hˆ is defined in characteristic p and has a natural Fp-rational structure,
the pth power map on TˆH extends to a k-linear Frobenius homomorphism Frob : Hˆ → Hˆ
splitting TˆH . So it suffices to show that ψ′1 ◦ Frob : Hˆ → Gˆ can be extended to L-groups.
Let α be a root of TˆH on Hˆ , let Uα ⊂ Hˆ be the unipotent root group for Hˆ associated
to α, and let β = γα, the image of α under the pinned automorphism of Hˆ corresponding
to some γ ∈ ΓF . Then inside Gˆ we have an equality
Ad(w(γ) ⋊ γ) · ψ′1Uα = ψ′1Uβ
because they are both unipotent subgroups corresponding to the same character of Tˆ (by
(10.2.2)). In particular, the elements w(γ) ⋊ γ ∈ WGˆ ⋊ ΓF for γ ∈ ΓF normalizes Hˆ1
because it permutes the nontrivial root groups.
Moreover, because of (ii), the element w(γ) ⋊ γ ∈ WGˆ ⋊ ΓF can be lifted uniquely to
an element ̟γ ⋊ γ ∈ NGˆ(Tˆ )(k)⋊ ΓF inducing a pinned automorphism of Hˆ1. (In many
cases, we will write down a formula for ̟γ in the course of proving Proposition 10.6). In
particular, we have an equality of maps Hˆ → Hˆ1:
(10.3.1) ψ′1 ◦ γ = Ad(̟γ ⋊ γ) · ψ′1
since both sides act the same way on roots and respect pinnings. Now define
(10.3.2) Lψˆ : h⋊ γ ∈ LHˆ 7→ ψ′1(Frob(h)) (̟γ ⋊ γ) ∈ LGˆ
where Frob is the Frobenius. To verify this really is a homomorphism just amounts to
checking that ψ′1(Frob(γhγ−1)) = Ad (̟γ ⋊ γ) · ψ′1(Frob(h)). But Frob(γhγ−1) =
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γFrob(h)γ−1, because the pinned automorphism of Hˆ defined by ΓF is defined over Fp,
and so the result follows from (10.3.1). 
10.4. The Weyl group element U in the case p = 3. We now suppose that p = 3. If G
is almost simple then, examining the classification (see tables in the next section), G must
be of exceptional type EFG if H is to be semisimple.
Proposition. Suppose that G is simply connected almost simple not of type E6, that σ is
inner of order 3, and that the fixed points H are semisimple. Let (T,BH ,BG) be a Borel
triple. Then
(1) Over F , the quotient NG(H)/H has precisely two elements.
(2) There is a unique element U ∈WG that has a representative that normalizes both
H and BH and moreover acts by −1 on Z (H)/Z (G).
Proof. If σ is inner and of order 3, then Z (H)/Z (G) is of order 3, because it is dual to the
quotient of the root lattice of G by the root lattice of H, which by §2.12(3) is of order p.
We have already remarked that G is of exceptional type. If it is not of type E6, then
Z (G) has order prime to 3. It follows that if n ∈ NG(H) acts trivially on Z (H)/Z (G),
then n ∈ H, i.e. that the index of H in NG(H) has order ≤ 2. A case by case check
of the exceptional groups reveals that the normalizer contains H with index precisely two.
(See [26, Table 10.3]. Note also that when G is a form of E6 and H a form of SL×33 /∆µ3,
NG(H)/H is the symmetric group of order 3.)
To prove (2), note that H(F ) acts transitively on the set of pairs B′H ⊃ T′H , where
B′H ⊃ T′H are a Borel and maximal torus in H ×F F . Thus the nontrivial element of
NG(H)/H has a representative U˜ ∈ G(F ) that normalizes H, BH , and T simultane-
ously. Any two such must necessarily differ by an element of T, so U˜ determines a unique
element of WG. 
We record, case-by-case, the element U with respect to the Borel triple of §2.12. Being
of order two in WG, it can (see [7, Exercise V.3.3]) be written as a product of commuting
root reflections for a finite set of orthogonal positive roots {r1, . . . , rn} of G. In our cases
this can be taken to be the full set of positive (−1)-eigenroots of U .
G h
node
of
∆G
{r1, . . . , rn} = positive (−1)-eigenroots of U ∆UH
G2 sl3 1 α1 + α2 ∅
F4 sl3 × sl3 2
α1 + α2 + α3 + α4
α1 + α2 + 2α3
∅
E7 sl3 × sl6 3
α1 + α2 + α3 + 2α4 + α5
α1 + α3 + α4 + α5 + α6 + α7
α1 + α2 + α3 + α4 + α5 + α6
α5
E7 sl3 × sl6 5
α1 + α2 + α3 + α4 + α5 + α6
α2 + α3 + 2α4 + α5 + α6
α1 + 2α2 + 2α3 + 3α4 + 2α5 + α6 + α7
α3
E8 sl9 2
α1 + α2 + α3 + 2α4 + 2α5 + α6 + α7 + α8
α1 + α2 + 2α3 + 2α4 + 2α5 + α6 + α7
α1 + α2 + 2α3 + 3α4 + 2α5 + α6
2α1 + 2α2 + 3α3 + 4α4 + 3α5 + 3α6 + 2α7 + α8
∅
E8 sl3 × e6 7
α1 + α2 + 2α3 + 2α4 + α5 + α6 + α7 + α8
α1 + α2 + α3 + 2α4 + 2α5 + α6 + α7 + α8
α2 + α3 + 2α4 + 2α5 + 2α6 + α7 + α8
α2, α4
Note that in this table the two subgroups of E7 are conjugate to each other — we include
both for completeness. The αis are the simple roots of T on BG in their Bourbaki num-
berings [7, Plates I–IX]. The outer action of U on H is determined by its fixed points ∆UH
on ∆H, which are recorded in the rightmost column. Finally, in all the cases that occur,
these orthogonal roots mentioned above are in fact strongly orthogonal, i.e. ri ± rj are not
roots, as can be verified from the table.
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10.5. Lemma. Let G be an almost simple, simply connected group of exceptional type, but
not of type E6. Let H be the semisimple fixed points of an inner automorphism of order
3, let (T,BH ,BG) be a Borel triple, and let U ∈ WG be the corresponding Weyl group
element of §10.4. The following hold:
(1) U = s1 · . . . sk, where the si are commuting reflections associated to a set of
strongly orthogonal roots r1, . . . , rk of T on BG. The ri are uniquely determined
as the positive roots r such that Ur = −r.
(2) If BG is γ-admissible with respect to BH ,5 where γ is the outer automorphism of
H determined by U , then the roots ri are simple for the positive system determined
by BG.
(3) There is at least one Γ-admissible (in the sense of (3)) Borel BG such that if β is a
simple root of T on BH that is fixed by U , then 〈ρG, β∨〉 is odd, where ρG denotes
half the sum of the positive roots of T on BG.
Proof. We already proved (1) (we verified it for a different choice of Borel triple, but the
statement is independent of that choice).
Let us verify (2). As BG is γ-admissible, we may find χ ∈ X∗(Tγ) (i.e., orthogonal to
each of the ri) that is positive on simple roots of BH and nonnegative on simple roots of
BG. Also, χ is generic, in that its centralizer in G coincides with Tγ . Write ri as a sum of
positive simple roots
∑
si; since χ(ri) = 0 each of those simple roots must be orthogonal
to χ and then (by genericity) orthogonal to Tγ , i.e ri is a sum of simple roots each in the
−1 eigenspace of U . By our prior discussion, each of these simple roots must actually be
one of the ris, so every ri is in fact simple.
Let us prove (3). From the table above, we see that unless G, h is one of E8, sl3 × e6 or
E7, sl3 × sl6, there are no U -fixed elements of ∆UH at all and the statement is vacuous. Let
us treat the remaining cases:
Case G = E8. Let BG,BH be as in §2.12. BG is not admissible with respect to BH ,
but in the basis αi of simple roots of T on BG, the Borel whose simple roots are
α′1 = 2α1 + 2α2 + 3α3 + 4α4 + 3α5 + 3α6 + 2α7 + α8
α′2 = α1 + α2 + α3 + 2α4 + 2α5 + α6 + α7 + α8
α′3 = −α1 − α2 − 2α3 − 2α4 − α5 − α6 − α7 − α8
α′4 = −α1 − 2α2 − 2α3 − 4α4 − 4α5 − 3α6 − 2α7 − α8
α′5 = α2 + α3 + 2α4 + 2α5 + 2α6 + α7 + α8
α′6 = α1 + α2 + 2α3 + 2α4 + 2α5 + α6 + α7
α′7 = α4
α′8 = α2
is admissible with respect toBH . TheU -fixed roots of∆H are α2 andα4, and we compute
〈ρG, α∨2 〉 = 〈ρG, α∨4 〉 = 1 are both odd.
Case G = E7. Let BG,BH be as in §2.12. In the basis αi of simple roots of T on BG,
the Borel whose simple roots are
α′1 = α1 + 2α2 + 2α3 + 3α4 + 2α5 + α6 + α7
α′2 = α1 + α2 + α3 + α4 + α5 + α6
α′3 = −α1 − α2 − α3 − 2α4 − α5
α′4 = −α1 − α2 − 2α3 − 2α4 − 2α5 − 2α6 − α7
α′5 = α1 + α3 + α4 + α5 + α6 + α7
α′6 = α2 + α3 + 2α4 + α5 + α6
α′7 = α5
is γ-admissible. The only U -fixed root of ∆H is α5, and 〈ρG, α∨5 〉 = 1 is odd. 
10.6. Proposition. Suppose that σ is an inner (F -rational) automorphism of order p = 3
of a simply connected group G, and over the algebraic closure (Lie(G),Lie(H)) is one of
(g2 ⊃ sl3), ( f4 ⊃ sl3 × sl3), ( e7 ⊃ sl3 × sl6), (e8 ⊃ sl9) or (e8 ⊃ sl3 × e6). Then there
exists a σ-dual homomorphism.
5Note this assumption does not apply to the Borel triple used in the table above.
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Proof. Note that in all cases listed G has no nontrivial outer automorphisms. By the dis-
cussion of §10.4 the index of H in its normalizer is 2. Then (10.2.3) shows that the image
of ΓF → Out(H) is of order ≤ 2, so there is a ΓF -admissible Borel class by Lemma
8.8(2). Fix such a Γ-admissible Borel class (T,BH ,T,BG).
As in the first sentence of the proof of 10.3, if we choose any pinning of Hˆ1 then we
can specify Lψˆ in such a way that it preserves pinnings when restricted to Hˆ . We will in
fact choose a pinning of Hˆ1 only in in Step 6 below; all the prior steps will be independent
of the choice of pinning, because they will depend only on ψ′1 restricted to TˆH .
In each case the center of Hˆ is a p-group (p = 3), so the hypotheses of Proposition
10.3 apply and produce a homomorphism Lψˆ : LHˆ → LGˆ extending the dual norm map
associated to the Γ-admissible class. Explicitly, this is given by
(10.6.1) Lψˆ : h⋊ γ ∈ LHˆ 7→ ψ′1(Frob(h)) (̟γ ⋊ γ) ∈ LGˆ
where Frob is the Frobenius. To prove that Lψˆ is a σ-dual map, we verify (b) from §8.15.
That is, for each γ ∈ Γ, we must see that
(10.6.2) ρ−G(γ) and Lψˆ(ρ−H(γ)) project to the same element of Gˆ⋊ γ//Lˆγ,
where Lˆγ is defined as in §8.9, and ρ−G, ρ−H are the canonical pseudoroots for H,G.
Step 1. We claim that ΓF → Out(H) is the F∗3-valued cyclotomic character. That is
γ acts nontrivially on H if and only if qγ = −1 mod 3, where qγ ∈ Zˆ∗ is the image of γ
under the cyclotomic character.
Set S = TcanH /Z(G). Now any γ fixes σ ∈ S(F ), where σ is the order 3 element such
that conjugation by σ has H for fixed points. In other words, “evaluation at σ,” considered
in Hom(X∗(S)/3, µ3) is Galois-invariant. If γ ∈ ΓF acts nontrivially on H its action is
the same as that of U ; in particular, it acts as −1 on X∗(S), so it acts as −1 on µ3 too.
Step 2. Let us prove (10.6.2) in the case that γ acts trivially on H, i.e. qγ = 1. The
element w(γ), defined in (10.2.2) is trivial here. That means, looking at the way we define
Lψˆ from (10.3.2), that γ is sent to γ. It follows that ρ−G(γ) and Lψˆ(ρ−H(γ)) coincide already
in Gˆ⋊ γ.
Step 3. When γ acts nontrivially on H, i.e. qγ = −1, it acts via the element U of §10.4.
Let us denote the Levi Lˆγ of §8.9 by Lˆ. It is obtained from Tˆ by adjoining the roots±r∨i,∗,
where r∨i,∗ are the orthogonal roots of Lemma 10.5.
Step 4. We prove an identity (10.6.3) between the coweights Σ∗G and Σ∗H , that give rise
to the canonical pseudoroots. Let ΣG and ΣH be the sum of all positive roots of TG on
BG and TH on BH respectively. Let Σ∗G and Σ∗H be the corresponding cocharacters of
TˆG and TˆH respectively. We identify TˆH and TˆG with each other via the homomorphism
ψ1 of §10.1, and:
(10.6.3) Σ∗G − ψ1 ◦ Σ∗H =
∑
rj,∗ + δ
where δ ∈ X∗(TˆG) is orthogonal to all r∨j,∗, i.e. it is in the center of Lˆ. To prove (10.6.3),
it is equivalent to show that 〈Σ∗G − ψ1 ◦Σ∗H , r∨j,∗〉 = 2 for each j, which is a consequence
of
(1) 〈ΣG, r∨j 〉 = 2 as the rj are simple (Lemma 10.5(3)).
(2) 〈ΣH , r∨j 〉 = 0, where we consider ΣH as a character of TG = TH . This is true
since U fixes ΣH and acts on r∨j by −1
Step 5. Let Uˆ ∈ WGˆ correspond to U ∈ WG. We give an explicit formula for an
element ̟ ∈ NGˆ(Tˆ ) that projects to Uˆ . As U leaves stable the coroots of H, we see that
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Uˆ leaves stable the roots of Hˆ1, and so it will follow in particular that ̟ normalizes Hˆ1
and induces on it the outer automorphism corresponding to γ.
Fix a primitive fourth root of unity
√−1 ∈ k, i.e. a square root of qγ . By (10.6.3), we
have
Σ∗G
(√−1) = ψ′1 ◦ Σ∗H (√−1) · (∏ rj,∗ (√−1)) δ (√−1)
Let ιj : SL2 → Lˆ be the coroot homomorphisms corresponding to the rj,∗, and set
(10.6.4) ̟ = δ(√−1)
∏
ιj(J) where J :=
(
0 1
−1 0
)
∈ SL2(k)
Both ̟ and Σ∗G(
√−1)/ψ′1 ◦ Σ∗H(
√−1) are elements of Lˆ, and by (10.6.3) they are
Lˆ-conjugate. In particular, since both Σ∗H and Σ∗G are actually divisible by 2 inside the
cocharacter group (see Proposition 9.5), ̟ has order 2. Since δ(√−1) ∈ TˆG, the conju-
gation action of ̟ on X∗(Tˆ ) is the product of the conjugation actions of ιj(J), each of
which induces the root reflection through r∨j,∗. In other words, ̟ acts as U on Tˆ .
Step 6. We show that there exists a choice of pinning of Hˆ1 such that ̟ acts as a pinned
automorphism on Hˆ1, i.e. for each simple root β of Tˆ on ψ′1(BˆH), there is a nonzero vector
Xj ∈ Lie(Hˆ1)β , and the Xj are permuted by the conjugation action of ̟. As ̟ has prime
order two, this is possible if and only if ̟ acts trivially on Lie(Gˆ)β whenever β is actually
fixed by ̟. Such a β corresponds (under ψˆ1) to a simple root α of Hˆ that is γ-fixed.
Consulting the table of §10.4, for G2, F4, and (E8, sl9), there is nothing to prove since
there are no U -fixed simple roots. The remaining two cases are simply-laced, in which
case the β-root group commutes with each ιj(SL2), because β is orthogonal (therefore
strongly orthogonal in these simply laced cases) to r∨,∗j inside the root system of Gˆ:
〈β, r∗j 〉 = 〈β∗, rj〉 = 0
where β∗ is the associated coroot for Gˆ — the last because U fixes β∗ and negates rj .
Finally, we must check that the β-root group commutes with δ(
√−1), or equivalently
that 〈δ, β〉 is divisible by 4. From (10.6.3), and the fact that 〈Σ∗H , β〉 = 2 and 〈r∗j , β〉 = 0,
this is equivalent to showing that 〈12Σ∗G, β〉 is odd, which is part of Lemma 10.5(4).
Step 7. Finally we verify (10.6.2) when qγ = −1. Note that, e.g., ρ−(γ) = Σ∗G(
√−1)
in this case. Referring to (10.6.1) we must show that
ψ′1Σ
∗
H(Frob(
√−1))̟ ⋊ γ = ψ′1 ◦ Σ∗H(
√−1)̟ ⋊ γ and Σ∗G(
√−1)⋊ γ
of LGˆ are conjugate under Lˆγ . Because G is inner, it is sufficient to show that Σ∗G(
√−1)
and ψ′1Σ∗H(
√−1)̟ are Lˆ-conjugate. This follows from the remarks of Step 5. (note that,
as 〈ΣH , r∨j 〉 = 0, the map ψ′1 ◦ Σ∗H takes values in the center of Lˆγ). 
11. CONSTRUCTION OF σ-DUAL HOMOMORPHISMS 3: EXCEPTIONAL ISOGENIES
In this section we treat two large “clusters” of cases. One of these involves heavily the
“exceptional isogenies” of semisimple groups that exist only in special characteristic. The
remaining cases are checked individually, and they are discussed in the final section.
11.1. Remark on twisting. We will use repeatedly the following remark: Suppose that
(G, σ,H = fix(σ)) admits a form (G′, σ′,H′ = fix(σ′)) defined over F with G′ and H′
both F -split groups. Then G, σ is obtained by twisting from (G′, σ′) by an element of
H1(Γ,Aut(G′, σ′,H′)).
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This group of automorphisms is precisely the centralizerZAut(G′)(σ′) of σ′ insideAut(G′).
In particular, the image of Γ → Out(H) lies inside the image of ZAut(G′)(σ′) in
Out(H′) ≃ Out(H) and similarly for the image of Γ → Out(G). For example, if
ZAut(G′)(σ
′) is connected, then both H and G are necessarily inner.
11.2. Proposition. Suppose the following conditions hold:
(i) Out(G) is trivial (so that G and σ are both inner) and p = 2;
(ii) The image of Γ in Out(H) is of order ≤ 2; thus we may choose (Lemma 10.3) a
Γ-admissible Borel class.
(iii) π1H is a 2-group.
then Lψˆ as defined by Proposition 10.3 is a σ-dual homomorphism. These conditions hold
when the Lie algebras of G ⊃ H are isomorphic over F to a pair from the following list:
(so2n+1 ⊃ so2u+1 × so2v), or (sp2n ⊃ sp2u × sp2v) for n ≥ 2, u, v ≥ 1, and u+ v = n;
or (g2 ⊃ so4), (f4 ⊃ sp6 × sl2 or so9), (e7 ⊃ sl2 × so12 or sl8), (e8 ⊃ so16 or sl2 × e7).
Proof. By inspection all cases have properties (i), (ii); and for (iii) Out(H) itself has
at most two elements, except in the first-listed case with v = 4. But then the image
of ZAut(Spin2n+1)(σ) = ZSO2n+1(σ) in Out(H) has order ≤ 2 (the centralizer has two
connected components), and that Γ→ Out(H) has image of size ≤ 2 follows from §11.1.
In all cases, an application of Lemma 10.3 now shows that the dual norm map extends
to LHˆ → LGˆ. It remains to check §8.15(b). Let us show that the stronger condition
§8.15(β) holds. The pseudoroots are trivial, since p = 2; that is to say ρH(γ) = γ ∈ LHˆ
and ρG(γ) = γ ∈ LGˆ. The condition to be checked is that γ and Lψˆ(γ) both centralize
Z(Lˆγ), and that
(11.2.1) γ2n = Lψˆ(γ)2n for n≫ 0
Recall that on the left γ denotes an element of LGˆ and on the right it denotes an element
of LHˆ .
The hypotheses of Lemma 8.16 apply in all cases except g2 ⊃ so4: this is clear except
in the cases when h has a repeated factor i.e. (so2n+1 ⊃ so2u+1 × so2v) with v = 2, or
(sp2n ⊃ sp2u × sp2v) with u = v. In each of these cases, the criterion remarked after the
proof of Lemma 8.16 applies. For the case g2 ⊃ so4, the normalizer of H in G is trivial,
so by (10.2.2) the conclusion of Lemma 8.16 is trivially true.
As G is inner, LGˆ = Gˆ×ΓF and γ ∈ LGˆ automatically centralizesZ(Lˆγ). Meanwhile
γ ∈ LHˆ centralizes Tˆ γH by definition, so that Lψˆ(γ) centralizes Nˆ(Tˆ γH), the image of Tˆ γH
under the dual norm. Now conjugation by Lψˆ(γ) gives an inner automorphism of Gˆ, and
according to Lemma 8.16 that inner automorphism is represented by an element of Lˆγ ; so
Lψˆ(γ) centralizes Z(Lˆγ) as well.
Since the image of ΓF in Out(H) and Out(G) both have order at most 2, both γ2
and Lψˆ(γ)2 must centralize Hˆ1 = Lψˆ(Hˆ), i.e. they must differ by an element of Gˆ
that centralizes the image of Hˆ1. Now, by our explicit construction (§10), Hˆ1 ⊂ Gˆ is a
subgroup of maximal rank. Thus, any element that centralizes the image of Hˆ1 lies inside
Hˆ1; but then it lies in the center of Hˆ1(k) = {e} (because π1(H) is a 2-group). 
11.3. When σ is pinned. We now study the case where (G, σ) is isomorphic, over the
algebraic closure, to a pinned automorphism of an almost simple simply connected group
G, leaving stable a maximal torus and Borel T ⊂ B ⊂G×F F .
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Put TH := Tσ and BH := Bσ — as G is simply-connected, they are a maximal
torus and Borel subgroup of H. As G is almost simple, Out(H) is trivial and B is ΓF -
admissible (i.e. 1-admissible) with respect to TH ,BH .
For each root α of G, let α¯ be its restriction to (Tσ)◦. In general, the roots of H are in
one-to-one correspondence with the “σ-equivalence classes” of roots of T on G — here α
and β are σ-equivalent if α¯ = rβ¯ for some r > 0. In particular, the number of roots of H
is the number of distinct rays in R ⊗X∗(Tσ) of the form R>0α¯. For further discussion
of this and what follows, we refer to [27, §§3.3–3.4] and [31, p. 177].
Any σ-equivalence class a is the positive roots of a system of type either Ar1 or A2 ([31,
p. 177]). We say accordingly that a (or any α ∈ a) is “ of type Ar1” or “of type A2.”
Type A2 occurs only in type SL2n+1, namely a = {ei− en+1, en+1− ei∗ , ei− ei∗} where
i+ i∗ = 2n+ 2 and we use the standard realization of the root system A2n. Moreover, if
a root is of type Ar1, then r is the size of the σ-orbit of α.
If a is a σ-equivalence class of roots, the corresponding root of Tσ on H is eα¯ for a
unique e ∈ Q>0; here α is any element of a. We set eα = e for any α ∈ a. Also, we
write θα for the angle between α and α¯ with respect to a W -invariant inner product on
X∗(T) ⊗ R. Finally, we let oα to be the order of the σ-orbit of α, so that oα = 1 or p
according to whether α is σ-fixed or not.
The pinned automorphism σ also acts as a pinned automorphism on Gˆ. Let Gˆσ be the
fixed locus with its reduced subscheme structure. If α∨∗ is a root of Tˆ on Gˆ, we let α∨∗
denote its restriction to Tˆ σ = (Tˆ σ)◦. In general a positive multiple fαα∨∗ of α∨∗ is a root
of Tˆ σ on Gˆσ .
In particular Gˆσ and H are both semisimple, and have the same rank and the same
number of roots — however, they are not always dual groups, but they are isogenous:
11.4. Lemma. Suppose that for all roots α of T on G,
(11.4.1) peαfα cos2(θα) ∈ {1, p, p2, . . . }
Then the dual norm defined by (BH ,BG) extends to an isogeny Hˆ → Gˆσ.
For example, for pinned triality acting on Spin(8), the dual norm composes the inclu-
sion G2 → PSO8 with an exceptional isogeny G2 → G2.
By explicit computation in the type A2 case,
(11.4.2) (eα, fα, cos2(θα)) =
{
(12oα, oα, o
−2
α ), type A2,
(1, 1, o−1α ) else.
and so the assumption (11.4.1) always applies. Indeed, when G is not a form of SL2n+1,
this isogeny is a “special isogeny”, switching short and long roots from Hˆ to Gˆσ .
Proof. The norm is a σ-invariant map TG to TH , and the dual norm Nˆ takes TˆH to Tˆ σG,
a maximal torus of Gˆσ . We will apply Chevalley’s isogeny theorem, which says that Nˆ
extends to an isogeny so long as for each root α of Gˆσ , there is a root α′ of Hˆ and a
qα ∈ {1, p, p2, . . .} such that Nˆ induces
(11.4.3) (A) α 7→ qαα′, and (B) (α′)∨ 7→ qαα∨
Before proceeding we make a reduction. Suppose that the condition (A) on the left holds,
and that the quantity qα depends only on whether α is long or short. Then the condition
(B) on the right also holds. Indeed under these assumptions the tensor ∑α α ⊗ α pulls
back under Nˆ to q1
∑
α′ short α
′⊗α′+ q2
∑
α′ long α
′⊗α′ — these are both Weyl invariant
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and (as as both Hˆ and Gˆσ are semisimple) positive definite inner products. Using them to
identify weights with coweights, we have (α′)∨ = 2α′/〈α′, α′〉 7→ 2qαα/〈α, α〉 = qαα∨,
as desired.
Now let us prove that (11.4.3)(A) holds. Let tG = X∗(TG) ⊗ R. If we identify tG
with the the Lie algebra of a maximal torus inside the real points of the split form of G,
the Killing form endows it with an inner product, and σ acts on tG and preserves this inner
product.
Make the following identifications:
(a) X∗(TG) ⊗ R = t∗G ≃ tG via Killing form; for each root α let Hα ∈ tG be the
corresponding element representing the root.
(b) X∗(TˆG)⊗R = X∗(TG)⊗R ≃ tG via (a).
(c) X∗(Tˆ σG)⊗R ≃ tσG via (b).
(d) X∗(Tˆ σG)⊗R ≃ (X∗(Tˆ σG)⊗R)∗ ≃ tσG via (c) and the Killing form.
(e) X∗(TH)⊗R ≃ tσG.
(f) X∗(TH)⊗R = (tσG)∗ ≃ tσG via Killing form again.
(g) X∗(TˆH)⊗R ≃ X∗(TH)⊗R ≃ tσG via (f).
With these identifications the dual norm TˆH → Tˆ σG corresponds to “multiplication
by p” on tσG. The associated root α∨∗ for Gˆ corresponds to 2Hα/〈Hα, Hα〉 ∈ t. Then
2fα
p
∑
Hσiα
〈Hα,Hα〉
∈ t represents a root of (Gˆ)σ . Pulling back under TˆH → (TˆG)σ , we get the
weight of TˆH represented by
(11.4.4) 2fα
∑
Hσiα
〈Hα, Hα〉 ,
On the other hand, the root α gives rise to a root of H, namely eαα¯, which is represented
by eαp
∑
Hσiα ∈ tσG. The associated coroot for H is given by
(11.4.5) 2
peα(cos2 θα)
∑ Hσiα
〈Hα, Hα〉
By our assumption (11.4.1), the weight (11.4.4) is a p-power multiple of (11.4.5).
In fact, examining (11.4.2), the multiple is given by 1/2 in the type A2 case, and o−1α
otherwise. From this we see that the multiple depends only on whether the induced root of
Gˆσ is long or short; in particular, it is constant on Weyl orbits.

11.5. Proposition. Assume that H is inner and that σ is conjugate over F¯ to a pinned au-
tomorphism of G. Then there is a σ-dual homomorphism. These conditions hold for each
of the following pairs (G,H): (SL(2n + 1), SO(2n + 1)) for n ≥ 1, (SL(2n), Sp(2n))
for n ≥ 2, (Spin(2n+ 2), Spin(2n+ 1)) for n ≥ 1, (Spin(8),G2) and (E6,F4).
Proof. In each case H is inner and (by §11.1) the image of Γ in Out(G) is contained in
the subgroup generated by σ. In this setting the Borel class (BH ,BG) is Γ-admissible.
The dual norm extends by Lemma 11.4 to ψ0 : Hˆ → Gˆσ and we take
(11.5.1) Lψˆ : hˆ⋊ γ ∈ LHˆ −→ ψ0(hˆ)⋊ γ ∈ LGˆ.
This satisfies the conditions of §8.15. In fact, in all cases Lψˆ(ρ−H(γ)) = ρ−G(γ). That is
clear in the cases where p = 2. For (Spin8,G2) with p = 3: The cyclotomic character is
valued in F∗3, and we must verify that (see (7.5.1)) Nˆ ◦ (Σ∗H/2) and Σ∗G/2 are equal when
evaluated on F∗3; it is enough to check that the difference Σ∗G− NˆΣ∗H is divisible by 4, i.e.
that ΣG and ΣH ◦N differ by a multiple of 4, which can be checked by hand. 
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12. CONSTRUCTION OF σ-DUAL HOMOMORPHISMS 4: COMPUTATIONS IN
REMAINING CASES
In discussing the remaining examples we observe the following: Suppose that ψ1 :
Hˆ → Gˆ has trivial centralizer in Gˆ(k). Then it extends in at most one way to a morphism
LHˆ → LGˆ over ΓF . This applies in all cases of the following:
12.1. Theorem. A σ-dual homomorphism exists when (G,H) or (g, h) is a form of any of
the following: (when we specify the Lie algebra, we suppose that G is simply connected).
(i) (so8, sl3), where ψ1 : SL3 → PSO8 which is the composition of the Frobenius
and the adjoint representation.
(ii) (SL2n, SO2n) or (SO(2n), SO(2a) × SO(2b)) with n = a + b; where ψ1 is the
composition of the Frobenius and the standard inclusion.
(iii) (SO(2n+2), SO(2a+1)×SO(2b+1)), where ψ1 : Sp2a×Sp2b →֒ Sp2a+2b
ι→֒
SO2n+2, and ι is described below (12.2.1).
(iv) When (g, h) is a form of (e8, sl25). Here Lψˆ is described in detail below.
The proof of all cases is similar, but lengthy. We give only details of the final case
(e8, sl
2
5), after describing the morphism ι from case (iii). Note that in some of the other
cases it is necessary to use directly the Theorem of §8.1, not only its corollary from §8.15.
12.2. The map Sp(2n)→ SO(2n+ 2)pinned in characteristic 2. We describe the map ι
cited above. Write Q for a quadratic form on the vector space V = k2n, with associated
nondegenerate bilinear form B = 〈−,−〉. Let q be the form on the two dimensional vector
space 〈f1, f2〉 with q(z1f1 + z2f2) = z1z2. We describe an embedding
(12.2.1) Sp(B)→ SO(Q
⊕
q)τ
where τ is the identity on V swaps f1, f2. For any A ∈ Sp(B) there exists a unique linear
functional ℓ = ℓA ∈ V ∗ such that Q(Ax) − Q(x) = ℓ2. Write ℓA(v) = B(Av,wA) for
some wA ∈ V . Note that, if we use B to give an isomorphism V → V ∗ and thus regard
Q as a quadratic form also on V ∗, we have Q(ℓA) = Q(wA). After all, ℓA(A−1wA) =
B(wA, wA) = 0, so that Q(wA) = Q(A−1wA) = Q(ℓA).
Then there is a unique regular function [17] D on Sp(B), extending the {0, 1}-valued
Dickson invariant on O(Q), with the property that
D(A)2 −D(A) = Q(wA)2 = Q(ℓA)2
i.e. the Artin–Schreier covering of Sp(B) defined by this last equation has a canonical
splitting. With this in hand, the map (12.2.1) is A 7→ Frob(A˜) where A˜ is given by
A˜v = Av + ℓ(v)(f1 + f2), A˜fi = sfi + (1− s)fj + w, {i, j} = {1, 2}.
and s =
√
D(A), ℓ = ℓA, w = wA are as above. Note that the map A 7→ A˜ is not regular,
because it involves square roots, but Frob(A˜) does not.
12.3. Proposition. Suppose that (Lie(G),Lie(H)) is a form of (e8, sl25). Then there is a
σ-dual homomorphism.
Let G be a form of E8 over F , let σ ∈ G = Aut(G) be an element of order 5 whose
centralizer (denoted H) is semisimple. We may find a maximal torus T ⊂ H ×F F ⊂
G×F F over the algebraic closure of F , such that X∗(T) is naturally identified with the
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E8 lattice in R8. The simple roots of this may be taken to be the columns of the matrix
(12.3.1)

−1/2 −1 1 0 0 0 0 0
1/2 −1 −1 1 0 0 0 0
1/2 0 0 −1 1 0 0 0
1/2 0 0 0 −1 1 0 0
1/2 0 0 0 0 −1 1 0
1/2 0 0 0 0 0 −1 1
1/2 0 0 0 0 0 0 −1
−1/2 0 0 0 0 0 0 0

Let αi denote the ith column of this matrix — this numbering agrees with the Bourbaki
numbering. Let α0 denote the highest root:
(12.3.2) α0 = 2α1 + 3α2 + 4α3 + 6α4 + 5α5 + 4α6 + 3α7 + 2α8
Then ∆H := {−α0, α8, α7, α6, α1, α3, α4, α2} may be taken to be simple roots of T on
H×F F . A visual aid:
•2
•1 •3 •4 ◦5 •6 •7 •8 •0
The red numbers denote the indices of the αs, but note the node labeled 0 corresponds
to minus α0. Let BH ⊂ H ×F F denote the Borel subgroup containing T whose simple
roots are the black nodes of the diagram above.
Let us denote by U the following matrix:
(12.3.3) U =

0 0 0 0 1/2 −1/2 −1/2 −1/2
0 0 0 0 −1/2 1/2 −1/2 −1/2
0 0 0 0 −1/2 −1/2 1/2 −1/2
−1/2 −1/2 −1/2 1/2 0 0 0 0
1/2 1/2 −1/2 1/2 0 0 0 0
1/2 −1/2 1/2 1/2 0 0 0 0
−1/2 1/2 1/2 1/2 0 0 0 0
0 0 0 0 1/2 1/2 1/2 −1/2

One checks that U belongs to the Weyl group of E8 — that is, it is orthogonal and pre-
serves the E8-lattice. It moreover has order 4 and preserves ∆H , in particular we have
{1, U, U2, U3} ⊂ Out(H). Finally, {1, U, U2, U3} is precisely the normalizer of H in the
Weyl group.
Proposition. The map ΓF → Out(H) induced by the F -rational structure on H factors
through {1, U, U2, U3}. In fact γ induces U i exactly when qγ = 2i, where qγ ∈ F∗5 is the
cyclotomic character.
Proof. The first assertion — that the map factors through 〈U〉 — follows as before, us-
ing (10.2.2). Next, proceed as in Step 1 of Proposition 10.6; with notation as in there,
evaluation at σ ∈ Hom(X∗(S), µF ).
Suppose, for example, that γ induces U . Now α5 defines an element of X∗(S) =
X∗(BH). The image of σ under α5 is a primitive 5th root of unity ζ5. Then (γα5)(σ) =
Uα(σ) = ζ25 because the coefficient of α5 in Uα5 is 2, and and αi(σ) = 1 for i 6= 5.
Similarly qγ = 2j when γ induces U j . 
To each of element γ ∈ {1, U, U2, U3}, we consider a Levi subgroup LG(γ) ⊂ G ×F
F — the centralizer of the identity component6 of Tγ . In fact LG(U) = LG(U3) ⊃
6though in this case, Tγ is always connected
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LG(U
2) ⊃ LG(1) = T. Let us indicate what the roots of T on these Levis are. First, put
x1 = α2 + α3 + α4 + α5 + α6 + α7
x2 = α1 + α2 + α3 + 2α4 + α5
x3 = α1 + α2 + 2α3 + 2α4 + 2α5 + 2α6 + α7 + α8
y1 = α1 + α3 + α4 + α5 + α6 + α7
y2 = α2 + α3 + 2α4 + α5 + α6
y3 = −α1 − 2α2 − 2α3 − 4α4 − 3α5 − 3α6 − 2α7 − α8
The roots generate a root system of type A3 × A3 inside E8, indeed they are a system of
simple roots for such a root system. Computing dot products between these six vectors,
we find that their Dynkin diagram is
x1 x2 x3 y1 y2 y3
Proposition. We have
(1) LG(U) = LG(U3) is the Levi obtained by adjoining to T the roots
±x1 ±x2 ±x3 ±(x1 + x2) ±(x2 + x3) ±(x1 + x2 + x3)
±y1 ±y2 ±y3 ±(y1 + y2) ±(y2 + y3) ±(y1 + y2 + y3)
(2) LG(U2) is the Levi obtained by adjoining the roots to T the roots
±x1 ±y3 ±y1 ±y3
In particular the derived subgroups [LG(U),LG(U)] and [LG(U2),LG(U2)] are isomor-
phic to SL24 and SL42, respectively. We also record:
(3) If sr denotes the reflection across the hyperplane perpendicular to the root r, then
(12.3.4) U = sx1sx2+x3s−x1−x2sy1sy2+y3s−y1−y2
In particular U is a Coxeter element of the Weyl group of LG(U).7
The roots x1, x2, x3, y1, y2, y3 may be extended to a basis of simple roots of E8 in 1720
ways. Let us consider one of them, the following:
(12.3.5)
α′1 = x1
α′2 = −α1 − α2 − α3 − α4 − α5 − α6
α′3 = x2
α′4 = x3
α′5 = −2α1 − 2α2 − 4α3 − 5α4 − 4α5 − 3α6 − 2α7 − α8
α′6 = y1
α′7 = y2
α′8 = y3
Let us denote the Borel subgroup of G×F F whose simple roots are α′1, . . . , α′8 by BG.
In what follows, the identification X∗(T) ≃ X∗(Tˆ ) is understood with respect to BG.
Proposition. The Borel subgroup BG is Γ-admissible with respect to BH .
Proof. The row vector (1,−3,−7, 9, 7, 3,−1, 3) considered in X∗(T) witnesses the ad-
missibility of BG with respect to U or U−1; the vector (1,−3,−7, 8, 6, 3, 0, 2) witnesses
the admissibility with respect to U2. Finally one verifies that BH ⊂ BG, so it is also
admissible with respect to the trivial element. 
In what follows, the identification X∗(TG) ≃ X∗(Tˆ ) is understood with respect to this
Borel BG, and not with respect to the Borel defined by α1, . . . , α8.
The triple BG ⊃ BH ⊃ T induces an identification of TˆH with TˆG, which extends
(uniquely up to TˆH-conjugacy) to an injective homomorphism
ψ′1 : Hˆ →֒ Gˆ
7As such, in Carter’s classification, its conjugacy class in the Weyl group of E8 is the one labeled (2A3)′′,
see Carter, Springer Lecture Notes in Mathematics 131, Table 7
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The image of ψ′1 contains TˆG, denote it by Hˆ1. The center of Hˆ1 is isomorphic to µ5
— in particular as k has characteristic 5, it has a single k-point. By Proposition 10.3, it
follows that ψ′1 ◦Frob extends to a homomorphism of L-groups LHˆ → LGˆ. There is some
freedom in choosing this extension, one such extension for each lift of U ∈ NG(T)/T =
NGˆ(Tˆ )/Tˆ to ̟ ∈ NGˆ(Tˆ ) that (1) normalizes Hˆ1 and (2) preserves a pinning of Hˆ1 and
(3) has order 4. Given such a ̟U , we define Lψˆ be the following formula:
Lψˆ(h⋊ γ) = ψ′1(Frob(h))̟
j
U ⋊ γ if qγ = 2
j
Let us define such a ̟ = ̟U . If α is a root of T on G, and α∗ is the corresponding
coroot of Gˆ, we let ια denote the coroot homomorphism ια : SL2(k) → Gˆ. Let J ∈ SL2
be as in (10.6.4). Then
Proposition. Define ϕ via
(12.3.6) ϕ := ιx1(J) · ιx2+x3(J) · ι−x1−x2(J) · ιy1(J) · ιy2+y3(J) · ι−y1−y2(J)
Let ϕ be as in (12.3.6). Then ϕ has order 8, normalizes Hˆ1, and lifts U ; regarded as an
element of SL4 × SL4, its characteristic polynomial is (x2 − 3)(x2 − 2) on each factor.
Let r1 = α3+α4+α7+α8 and r2 = α1+α2+α3+α4+α6+α7+α8−α0. Then
r1,∗ and r2,∗, regarded as homomorphismsGm → Tˆ ⊂ Gˆ, generate the center of LˆU . Let
us take
(12.3.7) t = (−3r1 − r2)∗(
√
2)
and put ̟U = ϕt = tϕ. Now r1 + r2 differs by x1 + x3 + y1 + y3 by an element of
2X∗(T ). This means that r1,∗ + r3,∗ and x1,∗ + x3,∗ + y1,∗ + y3,∗ take the same value
at −1; from this we see that ̟4U = 1. To verify that Lψˆ is a σ-dual homomorphism, it
suffices to prove that
ρ−G(γ) and ψ
′
1(Frob(ρ
−
H(γ)))̟
log2(qγ)
U project to the same element of Gˆ⋊ γ//Lˆγ
Because G is inner, it is equivalent to prove that ψ1Σ∗H(Frob(
√
qγ))
−1̟
log2(qγ)
U and
Σ∗G(
√
qγ)
−1 are conjugate in Lˆγ . Note that ψ′1Σ∗H = ψ1Σ∗H and, by computing,
ΣG = 3x1 + 4x2 + 3x3 + 3y1 + 4y2 + 3y3 + 13r1 + 21r2
ψ1ΣH = 2r1 + 4r2
Let us treat qγ = 2 first. We have Frob(
√
2) = −√2, so we want to check (where ∼
denotes Lˆγ-conjugacy)
(12.3.8) ψ1(Σ∗H(−
√
2))−1tϕ ∼ Σ∗G(
√
2)−1
are conjugate in LˆU . In particular ψ1ΣH (and also t) is central in LˆU , so to show (12.3.8) it
is equivalent to show that tψ1Σ∗H(−
√
2)−1Σ∗G(
√
2) is LˆU -conjugate to ϕ−1. Since ψ1ΣH
is even in the root lattice, ψ1Σ∗H(−
√
2) = ψ1Σ
∗
H(
√
2). So we are left with showing that
t
Σ∗G
ψ1Σ∗H
(
√
2) ∼ ϕ−1
Note ΣH − ΣG = −3x1 − 4x2 − 3x3 − 3y1 − 4y2 − 3y3 − 11r1 − 17r2. So by (12.3.7)
the left-hand side is (3x1 + 4x2 + 3x3 + 3y1 + 4y2 + 3y3)∗(
√
2). By a computation in
SL4 × SL4, this is conjugate both to ϕ and ϕ−1.
The case qγ = 3 is similar. We now check qγ = ±1. For qγ = 1 there is nothing to
check and for qγ = −1 we must see that t2 ΣGψ1Σ∗H (2) ∼ ϕ
−2 i.e. the square of the previous
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conjugacy, but now for the smaller group Lˆγ . The left-hand side equals the diagonal matrix
D =
(
D 0
0 D−1
)
in each SL4 factor where D =
(
2 0
0 3
)
; on the other hand ϕ2 =( −J 0
0 −J
)
∈ SL4, and indeed both D and D−1 are conjugate to −J inside SL2(k).
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