In this paper, we study a model of tumor growth in the presence of inhibitors. The tumor is assumed to be spherically symmetric and its boundary is an unknown function r Rt. Within the tumor the concentration of nutrient and the concentration of inhibitor (drug) satisfy a system of reaction±diusion equations. The important parameters are K 0 (which depends on the tumor's parameters when no inhibitors are present), c which depends only on the speci®c properties of the inhibitor, and " b which is the (normalized) external concentration of the inhibitor. In this paper, we give precise conditions under which there exist one dormant tumor, two dormant tumors, or none. We then prove that in the ®rst case, the dormant tumor is globally asymptotically stable, and in the second case, if the radii of the dormant tumors are denoted by R 
The model
In this paper, we study a model recently proposed by Byrne and Chaplain [1] for the growth of tumor in the presence of inhibitors. The tumors consists of life cells (non-necrotic tumor) and receives blood supply through a developed network of capillary vessels (vascularized tumor). The Mathematical Biosciences 164 (2000) 103±137 www.elsevier.com/locate/mbs blood supply provides the tumor with nutrients as well as inhibitors. Inhibitors may also diuse into the tumor from neighboring tissues. The inhibitors may develop from the immune system of healthy cells, as well as from drugs administered for therapy. The paper develops mathematical techniques for rigorous analysis of transient and stationary solutions to such models. In the particular model under study they allow us to con®rm, but also signi®cantly extend, the results obtained in [1] through numerical studies.
As in other models developed over the last 30 years (see, e.g., [2±6] and the references cited therein), Byrne and Chaplain represent the tumor's evolution in the form of a free-boundary problem whereby its growth is determined by the levels of diusing nutrient and inhibitor concentrations. In contrast with previous ones, however, their model departs from in vitro growth scenarios by taking into account the possible blood±tissue nutrient transfer that occurs in vivo through angiogenesis as described and modelled in [7, 8, Ch. 5] . (Angiogenesis is a process by which tumors induce blood vessels to sprout capillary tips which migrate toward, and penetrate into, the tumor, thus providing it with circulating blood supply.) Further, the model includes a well-motivated cell-loss mechanism, apoptosis, which implies the existence of dormant (stationary) non-necrotic tumor states.
Following [1] , we shall assume the tumor to be spherically symmetric and to occupy a region fr`Rtg r j x jY x x 1 Y x 2 Y x 3 at each time t; the boundary of the tumor is given by r Rt, an unknown function of t. Then, after non-dimensionalization, the (dimensionless) nutrient concentration rrY t will satisfy a reaction±diusion equation of the form where b is the (dimensionless) inhibitor concentration. Here the constants r B and C 1 denote the (dimensionless) nutrient concentration in the vasculature and the rate of nutrient-in-blood±tissue transfer per units length, respectively. Thus C 1 r B À r accounts for the transfer of nutrient by means of the vasculature, whose presence stems from angiogenesis. The term k 0 r is the nutrient consumption rate, c 1 b is the inhibitor consumption rate, and c T diffusion aT growth is the ratio of the nutrient diusion time scale to the tumor growth (e.g., tumor doubling) time scale. Note that, typically, T diffusion % 1 min (see [8, pp. 194±195] ) while T growth % 1 day, so that c ( 1.
The (dimensionless) inhibitor concentration b satis®es a similar reaction±diusion equation [1] 
where the constant b B denotes the (dimensionless) inhibitor concentration in the vasculature, C 2 is inhibitor-in-blood±tissue transfer per unit length, and c 2 b is the inhibitor consumption rate. Here D 2 is the (dimensionless) diusion coecient of the inhibitor concentration, and c 2 aD 2 is the quotient of the inhibitor diusion time scale to the tumor growth time scale; typically D 2 $ 1 so that c 2 ( 1. Actually C 2 0 in [1] ; however if the inhibitor is partially fed through the vasculature, then C 2 b 0.
Note that in (1. 
Assuming that the mass density of cells is constant, the principle of conservation of mass coincides with the principle of conservation of volume. A reasonable simpli®ed approach to this principle, developed in [2] , gives the relation
where S rY b denotes the cell proliferation rate within the tumor. For simplicity we restrict ourselves to the inhibitor-free proliferation rate [1] Sr l r ÀrY 1X5
where l andr are positive constants. This means that the cell birth-rate is l r while the death-rate (apoptosis) is given by lr. Finally, the external nutrient concentration is assumed to be a constant " " r and the external inhibitor concentration is assumed to be a constant " " b, so that r " "
The case where inhibitors are absent was recently studied by Friedman and Reitich [9] under the assumption that
Extending the results obtained in [1] by perturbative and numerical studies, they proved by rigorous mathematical analysis that there exists a unique stationary solution Rt R s and that this solution is asymptotically stable for the time-dependent problem, provided c is suciently small; the asymptotic stability was only formally proved in [1] and only so in the limit case c 0. The present work includes the presence of inhibitor, and our interest is to study the eect of the inhibitor on the tumor's growth. We shall not make the assumption (1.7), but for simplicity we shall require that
or, equivalently, that
This means that the level of transfer rate of the inhibitor (by means of the vasculature) at the tumor's boundary is smaller than the inhibitor consumption rate at the boundary. We note that in [1] the term C 2 b B À b does not appear at all and so (1.8) is automatically satis®ed.
Remark 1.1. The methods presented in this paper can be extended to the case where (1.8) is not satis®ed, but the results will be dierent. It will be convenient to simplify the system (1.1)±(1.5) by introducing the following notation:
The speci®c value of l (in (1.5)) will not aect the results of this paper. In order to slightly simplify the calculations, we shall take l 3. Then, introducing the normalized nutrient and inhibitor concentrations, r and b, by
the system (1.1)±(1.6) reduces to
Note that the assumption (1.8) means that
as mentioned above, we can actually allow " b to be any real number though we shall not do so in this paper.
Finally we have initial conditions
where u 0 and w 0 are continuously dierentiable functions.
We may view k and c as the consumption±transfer coecients of the nutrient and inhibitor, respectively, and " b as the normalized external concentration of the inhibitor. In this paper, we shall prove that there exists a unique solution to the system (1.12)±(1.18) for all t b 0. However our main interest is to establish the existence of stationary solutions and to study their asymptotic stability with respect to the non-stationary solution. Our results will depend on just four constants
We shall always assume that
For simplicity we always assume that
so that K 1 is well-de®ned, and K 1 T 0; the case c k is brie¯y considered in Remark 6.3. We ®rst show that ifr`min" rY r 0 , then Rt 3 I as t 3 I, whereas ifr b max" rY 0, then Rt 3 0 as t 3 I. The function
will play a fundamental role in studying all the remaining cases. We shall prove the following results: A 1 If 0`K 0`1 3 then there exists a unique stationary solution r s Y b s Y R s which is asymptotically stable if " r P 0 and unstable if " r`0, with respect to the time-dependent solutions of (1.12)±(1.18). A 2 If À1a/ 1 T / À 1K 1 T /, and K 0 T P 0Y 1 3 then no stationary solutions exist. Rt IX
The mathematical results of this paper have implications for the treatment of tumor. Consider for example the case wherer`0`" r, so that with no inhibitors the tumor will grow unboundedly. Then, by administering inhibitor (drug) with suciently large external (normalized) concentration " b we are able to contain the tumor. In fact, there are two critical parameters, b Ã and b ÃÃ , with b Ã`bÃÃ , where b Ã does not depend on the initial conditions and b ÃÃ depends on the initial conditions, such that the following holds: If " b b b Ã , then a dormant situation can be achieved provided the initial size of the tumor is below a certain radius R s b Ã , whereas if " b is further increased so that it becomes larger than b ÃÃ then the tumor will de®nitely be contained and it will evolve into a dormant one with radius R À s , more details will be given in Section 7.
Global existence and uniqueness
Theorem 2.1. he system (1.12)±(1.18) hs unique solution rY bY R for ll t b 0 nd
Proof. Local existence and uniqueness can be proved as in the case of the Stefan problem [1] . If we can prove the a priori bounds (2.3) and (2.4), then the solution can be continued for all t b 0. On the other hand (2.4), and consequently also (2.3), follows from (2.2) and (1.16). Thus it remains to prove (2.2) and (2.1). These assertions follow by the maximum principle. Indeed, (2.1) is rather immediate; as for (2.2), by comparison we have that r 1 rY t T rrY t T r 2 rY t, where
for 0`r`RtY t b 0 and
By comparison r 2 rY t T max" rY 0 and also (using the relation kr 0 " b 0)
Therefore in studying the asymptotic behavior of Rt we shall concentrate just on the case where min" rY r 0 Tr T max" rY 0X 2X7
Henceforth it will be assumed that (2.7) is satis®ed.
Steady-state solutions
The steady-state solution, if existing, is determined by the system
and the equation
For a given R s b 0, the solution of (3.1)±(3.4) is
Substituting (3.6) and (3.7) into (3.5) we obtain
this equation was derived in [1] .
It will be convenient to introduce the variable
and the functions
Dividing (3.8) by " rR s , we obtain the relation
Thus we have proved:
The remaining of this section is devoted to determining how many solutions Eq. (3.12) admits. We ®rst need two lemmas.
The ®rst part is proved in [9] , and the other parts are rather immediate.
is stritly monotone deresing nd in ftD k H g`0 for ll g b 0F
Proof. By direct computation
Thus it remains to show that gg b 0 for all g b 0.
Writing
one can easily verify that, for g P 2,
But, as easily seen, the function g 5 e À6g is monotone decreasing if g P 5a6 and the function
is monotone decreasing for g P 2. Since also h2X25 1X57163 Â 10
For g`2X25 we write 7
Applying the lower bounds to the ®ve positive terms in ggag 5 and the upper bounds to the ®rst two negative terms in gg, we obtain after some calculations, if 0`g`2X25 since the expression in parenthesis is positive. Ã
Proof. Clearly
Since the last factor is positive by Lemma 3.2, the assertion follows from Lemma 3.3. Ã
In the next theorem we analyze the behavior of the function f g de®ned in (3.11), note that
nd, y (3.14),
then there exists unique g 0 b 0D suh tht
Also, by simple calculation,
Consider ®rst the case 0 T / À 1K 1 T /. Then K 1 P 0 (respectively, K 1`0 ) implies / P 1 (respectively, /`1), so that, by Corollary 3.4, p H /gap H g is strictly monotone decreasing (respectively, increasing). Consequently, by (3.19) ,
and (3.15) follows. The remaining case of (i), namely, À1a/ 1 T / À 1K 1`0 , can be proved similarly.
To prove (ii), note that
From Lemma 3.2(i) and (3.18)±(3.20) we see that if
Hence in both cases there exists a point g 0 such that f H g 0 0. Since p H g never vanishes whereas the expression in brackets in (3.18) has everywhere negative derivative if / b 1 and everywhere positive derivative if /`1 (by Corollary 3.4), we deduce that f H g has a unique zero and (ii) readily follows. Finally, (iii) is established by the same argument as (ii). Ã From Lemma 3.1 and Theorem 3.5 we obtain the following results concerning the existence of stationary solution of (3.1)±(3.5):
there re no sttionry solutionsF 
Substituting the last expression into (1.16) and setting gt k p Rt, we get
By applying Theorems 3.5 and 3.6 we easily obtain the following conclusions: (Fig. 1) (Fig. 2(a) (Fig. 2(b) ). For K 0 P 1 3 we have lim t3I Rt 0, and for K 0`K Ã 0 we have lim t3I Rt I.
(R 3 ) If À1a/ 1 T / À 1K 1`0 (which implies " r`0), then for 0`K 0`1 3 we have (Fig. 3) ; for
we have lim t3I Rt I and for K 0 T 0 we have lim t3I Rt 0. we have the same conclusion as in (R 3 ) (Fig. 4(a) ); for (Fig. 4(b) ). For K 0 b K ÃÃ 0 we have lim t3I Rt I and for K 0 T 0 we have lim t3I Rt 0.
The rest of the paper is devoted to the extension of the above results to the non-degenerate case where c b 0Y c H b 0.
A non-extinction theorem
In cases (R 1 ), (R 2 ), and (R 4 (b)) (see Figs. 1, 2 and 4(b)) we have lim t3I Rt b 0, so that Rt does not become extinct as t 3 I. In this section, we shall extend this result to non-vanishing cY c H , proving that lim inf t3I Rt b 0. Note that in cases (R 1 ) and (R 2 ), " r b 0Yr`" r, whereas in case (R 4 (b))r`" r`0. Since we always assume that (2.7) holds (recall Corollary 2.2), in all these three cases we have r 0`r`" r.
We now state the non-extinction result:
Theorem 4.1. sf r 0`r`" r then for ny e b 0 there exist positive onstnts
It is important to note that d 0 is independent of R 0 .
Proof. The proof is an extension and some simpli®cation of the corresponding proof for the inhibitor-free case [9] . We choose r Ã`0 such that
and introduce the function
Note that
and, since kr Ã " b T 0,
Recalling that À Rt Rt Tr À min" rY r 0 r À r 0 and using the estimate 0`n coth n À 1`1 3 n 2 V n b 0Y 4X4
we get, for c T e,
We shall now use the function v to show that if R 1 is small enough then, for any T 1 b 0, the inequality
here R 1 is independent of the initial radius R 0 . Indeed, otherwise we deduce from (4.5), with M 2 k 1, that
Since further v " r on r Rt, the function
is a subsolution for t P T 1 and, by the maximum principle,
Using this in (1.16) we ®nd (as in [9] ) that Rt b 0 if t À T 1 is suciently large, and this leads to a contradiction (as in [9] ).
Having proved (4.6) we conclude that for any T 1 b 0 there exists a T 2 b T 1 such that
We choose positive constants d 1 and w such that
Note that n coth n 1 1 3 n 2 On 3 if n 3 0 so that, for some small positive constant d 2 ,
We shall now prove the assertion (4.1) with
Indeed, suppose (4.1) is not true. Then for any T 2 b 0 there exists t 0 b T 2 such that Rt 0 `d 0 . By the assertion we proved previously, we may choose T 2 such that RT 2 b R 1 . It then follows that there exists t 1 P T 2 Y t 0 such that Rt 1 d 1 and Rt T d 1 for all t 1 T t`t 0 . We claim that rrY t P vrY t À Ae
where v is the function de®ned in (4.2) and A " r 2 j r Ã j. Indeed, using (4.5) and the second inequality in (4.8) we see that the right-hand side of (4.12) is a subsolution to r, so that (4.12) follows by comparison. Now let t 2 P t 1 Y t 0 be such that Rt 2 d 0 and Rt`d 0 for all t P t 2 Y t 0 ; then Rt 2 T 0. Since RtaRt P À r À r 0 , we have 
Since Rt T d 0 for t 2 T t T t 0 , we have MRt T Md 0`d2 by (4.11). Using also (4.9), (4.11) and (4.13), we conclude that
But since the right-hand side vanishes at t t 2 , by the choice j in (4.10), this is a contradiction to R 2 t 0 T 0. Ã
Asymptotic stability
In this section we shall extend the stability results of R Lemma 5.1. vet rrY tY brY tY Rt e the solution of (1.12)±(1.18) for 0 T tY T 0 0`T 0 T I nd set
hen there exist positive onstnts g @depending only on kY cY " rY " b nd @depending only on kY cA suh tht
Proof. As easily veri®ed
where the function pg is de®ned in (3.10). By Lemma 3.2
Consequently, by comparison,
which yields (again by comparison) the assertion (5.4).
Similarly,
and since K 1 k À c" r " b 0, we obtain
On the other hand, by (5.4),
This implies that
and M 1 M max1Y 2ak. By comparison (as in the derivation of (5.6)) we then get 
F hen there exists positive onstnt e 0 depending only on w @in (5.3)) nd on kY cY " rY " bYrY dY K suh tht if c c H T e 0 then
Rt T K for all t P 0X 5X7
Proof. The assumptions on /Y K 1 imply that
and that either " r b 0 and
whered depends on the same constants on which e 0 is asserted to depend on. Suppose that (5.7) is not true. Then, since K b R 0 , there exists a t 0 b 0 such that (5.7) holds for all t`t 0 and Rt 0 K. Consequently, Rt 0 P 0 5X9
and, by Theorem 2.1,
By Theorem 2.1 we also have
It follows that t Ã and v depend on the same constants upon which e 0 is asserted to depend on. We now apply Lemma 5.1 to obtain the inequalities vrY t À Cc HH e Àatac HH T rrY t T vrY t Cc HH e Àatac HH 5X13 for 0 T r T RtY 0`t T t 0 , where v is the function de®ned in (5.2). Substituting the upper bound on r into (1.16) and setting gt k p Rt, we get
Taking t t 0 and using (5.8) and (5.10) we get gt 0 `0 if c HH T e 0 and e 0 is small enough, which is a contradiction to (5.9). Ã We now state the main result of this section which asserts, for cY c H small enough, the same stability results that hold in the case c c H 0 (see Figs. 1±4 ).
s e s in heorem 5.2. uppose the initil rdius R 0 stisfiesD for some smll d b 0D one of the following three onditionsX
hen there exists positive onstnt e 0 depending only on w (in (5.3) 
moreoverD the onvergent is exponentilly fstF
We shall ®rst prove Theorem 5.3 in case (iii).
Proof of (5.15) in case (iii). Take a constant u such that it satis®es the conditions in Theorem 5.2 (with d replaced by da2). By Theorem 5.2, Rt T K for all t b 0 provided c c H T e 0 Y e 0 suciently small, and then (5.11)±(5.14) follow as before. Recall that in case (iii) " r Tr`0 and f k p R 0 b K 0 X Fix t 0 suciently small (independently of e 0 ) so that, by Theorem 2.1,
for all 0 T t T t 0 . On the other hand from (5.14) we get gt T " rgtf gt À K 0 Ce 0 gt if t P t 0 X Choosing e 0`j " r j b 0 a2C we deduce that gt`0 at t t 0 and then, by continuity,
in this interval. We can now repeat the previous step and deduce, step-by-step, that gt`0 and (5.17) holds for all t P t 0 , so that gt 3 0 as t 3 I (and, in fact, exponentially fast since the right-hand side of (5.17) remains T À 1a2" rb 0 gt. Ã Remark 5.1. The above proof shows that Rt decreases monotonically (to zero) for all t P 0. 
hold for ll 0 T r T RtY t P 0 then lso the inequlities
holds for ll 0 T r T RtY t P 0F rere r s rY b s r re defined y (3.6), (3.7) for ll r b 0F 
Consider ®rst the case 0 T / À 1K 1 T /. Then " r b 0 and
By Theorems 4.1 and 5.2 we know that there are positive constants e 0 Y T 0 Y d 0 and u independent of cY c H and a (but dependent on a 0 ) such that if c HH T e 0 then
Consequently, by the mean value theorem,
where g s k p R s and C 0 is a positive constant depending only on " rY d 0 Y K and the coecients of f g. We shall use this inequality to prove that there exist positive constants mY B independent of cY c H , and a such that 
In this section, we consider essentially all the cases that were not covered by the stability results of Section 5. We can divide them into four disjoint cases:
(ii) / À 1K 1 b / and either K To prove that Rt Ã b 0 we consider ®rst the case " r b 0 (Figs. 1 and 2 ) and divide it into three cases. The ®rst one is
i.e., / b 1Y 0 T K 1 T 1 (for this case Lemma 6.2 is not needed). Since
We claim that
Indeed, the function u b t satis®es c H u t Du À cu and by dierentiating (1.14), ou or 0Y t 0Y uRtY t Àb r RtY t Rt T 0Y since Rt P 0 and b r RtY t b 0 by the maximum principle. Finally (6.7) ensures that urY 0 T 0 and, then, (6.13) follows by the maximum principle applied to u.
From (1.13) and (6.13) we deduce that
Consider next the function
By (1.12) and (6.14) we have cz t À Dz kz P 0 and since " r À " bac À k P 0,
by comparison. Combining this with (6.15) we conclude that
Substituting this estimate into (1.16) we obtain the inequality
and since
by condition (b), (6.18) and (6.21) and the inequality n coth n À 1 T n. Also gSince of aog gg " bY/`0 (by Theorem 3.5), the inequalities in (7.18) follow immediately from (7.8) and (7.17) and from Lemma 7.1. The inequalities (7.19 ) and (7.20) can be proved in a similar way. Next let us prove (7.21). From (7.18) we see that
exists and is non-negative and ®nite. If this number is positive then, by dividing (7.24) by " b and letting " b 3 I, we obtain
which is a contradiction since pg is strictly monotone decreasing. Hence we must have g Ã 0, and (7.21) is proved. The relations (7.22) and (7. b we n lwys derese the tumour nd in ftD render its limiting size ritrrily smllY the smllest onentrtion tht ensures ontinment of the tumour is " b b ÃÃ D nd it is funtion of its initil rdius R 0 F Theorems 7.2 and 7.3 also show that decreasing c has a similar eect as increasing " b: the smaller the c, the more eective the drug is; if c is decreased then the limiting Rt is also decreased. Here again a drug with smaller c is more eective: if c is decreased then the limiting Rt is also decreased.
We ®nally note that the case " r 0 can be handled as a limit case of either " r b 0 or " r`0.
Conclusion
We have show that, for ®xed K 0 , the number of dormant tumors depend on the parameters K 1 Y / de®ned in (1.19), or on the intrinsic inhibitor-parameter c and its external concentration "
b. There may be one, two or no dormant states. In the cases where dormant states exist, we determined by rigorous mathematical analysis which of them is asymptotically stable and which is unstable; when two dormant states exist, the smaller one is stable and the larger one is unstable. We established monotonic dependence of the tumor's radius on the parameters " b and c. Our analysis suggests how the external concentration " b should be chosen. " b should exceed the level b ÃÃ for which the initial tumor radius R 0 becomes smaller than the radius of the unstable dormant tumor. This will ensure that Rt will converge either to the radius of the stable dormant tumor (Figs. 1, 2, and 4(b) ) or to zero (Figs. 3 and 4(a) ). By further increasing " b we can decrease the size of the stable dormant tumor, which is of course always desirable if one may neglect side-eects. We have also established that the drug is more eective the smaller its parameter c is provided again that one may neglect side-eects.
The present paper does not consider the side-eects of increasing the doze or strength of the inhibitor. At present, the decision for treatment of solid tumors rests on experience based on obtaining the optimal ratio of cure rates to undesirable responses.
