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Abstract
In this paper, we prove concentration of the H˙
1
2 × H˙− 12 (Rd) norm for type II blow-up
solutions for the wave equation with initial data in H˙
1
2 × H˙− 12 (Rd).
1 Introduction
We consider the initial value problem for the H˙
1
2×H˙− 12 (Rd)-critical nonlinear wave equation:{
utt −∆u+ γu|u| 4d−1 = 0
u(0) = u0 ∈ H˙ 12 , ut(0) = u1 ∈ H˙− 12 .
(1)
where γ ∈ R \ {0} and d ≥ 3. A function u : Rd × I → R on an open time interval I ⊂ R
containing the origin is a solution to (1) if (u, ut) ∈ C0t (H˙
1
2×H˙− 12 ;K) and u ∈ L2
d+1
d−1
t,x (Rd×K)
for all compact K ⊂ I, and obeys the Duhamel formula
u(t) = S[u0, u1](t) + γ
∫ t
0
1
2i
(ei(t−τ)√−∆√−∆ − e−i(t−τ)
√−∆
√−∆
)
u|u| 4d−1 (τ)dτ (2)
for all t ∈ I. Here, S[u0, u1](t) is the solution to the linear wave equation with initial data
(u0, u1), which can be written as
S[u0, u1](t) =
1
2
(
eit
√−∆u0 +
1
i
eit
√−∆u1√−∆
)
+
1
2
(
e−it
√−∆u0 − 1
i
e−it
√−∆u1√−∆
)
,
where
e±it
√−∆f(x) =
1
(2pi)d
∫
Rd
f̂(ξ)ei(x·ξ±t|ξ|)dξ
and
√̂−∆f(ξ) = |ξ|f̂(ξ). The linear wave equation satisfies the Strichartz inequality (see
[26], [27]),
‖S[u0, u1]‖
L
2 d+1
d−1 (Rd+1)
≤ C‖(u0, u1)‖
H˙
1
2×H˙− 12 (Rd), (3)
where H˙α(Rd) denotes the homogeneous Sobolev space with α derivatives in L2(Rd).
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A solution is said to be global if I = R and a solution is said to blow up if
‖u‖
L
2 d+1
d−1 (Rd×I)
=∞.
If the norm were finite, the solution could be extended beyond I by standard arguments.
The maximal time interval of existence will be denoted (Tmin, Tmax). In the recent literature
blow-up solutions of type II have been considered, i.e solutions which blow up and remain
bounded in the initial norm; in our case that is
sup
t∈I
‖(u(t), ∂tu(t))‖
H˙
1
2×H˙− 12 (Rd) <∞.
Recent results prohibit blow-up solutions of type II for nonlinear wave equations: Kenig and
Merle [11], Killip and Visan [14], [15] in the case of the defocusing energy supercritical wave
equation; Duyckaerts, Kenig and Merle [10] in the case of the focusing energy supercritical
wave equation; and Shen [23], [24] for the energy subcritical wave equation with initial data
in H˙s × H˙s−1(R3) with 12 < s < 1.
On the other hand, Krieger, Schlag and Tataru [16] constructed type II blow-up solutions for
the focusing energy critical wave equation in dimension d = 3. Also the work of Duyckaerts,
Kenig and Merle [8], [9] characterize these solutions.
We prove that for blow-up solutions of type II there is a concentration of the H˙
1
2 × H˙− 12
norm. This may help to prohibit the existence of such solutions.
The sets where the solution will be concentrated in space-time, are rectangles in Rd of
dimensions 2−k × 2−k2j × · · · × 2−k2j , with k ∈ R, j ∈ R+, that we denote by Rj,k. Letting
S := {wm}m ⊂ Sd−1 be maximally 2−j-separated, we define the sector τ j,km ⊂ Rd by
τ j,km :=
{
ξ ∈ Ak :
∣∣ ξ
|ξ| − wm
∣∣ ≤ ∣∣ ξ|ξ| − wm′ ∣∣ for every wm′ ∈ S, m′ 6= m
}
,
where Ak = {ξ ∈ Rd; 2k ≤ |ξ| ≤ 2k+1}. Note that
∣∣ ξ
|ξ| − wm
∣∣ ≤ 2−j for all ξ ∈ τ j,km . We
also set P̂τj,km f = χτj,km f̂ and P̂kf = χAk f̂ .
The main result is the following theorem.
Theorem 1.1 Suppose that u is a solution of (1) that blows up at Tmax <∞. Suppose also
that
sup
t∈[0,Tmax)
‖u(t)‖
H˙
1
2
+ ‖∂tu(t)‖
H˙−
1
2
≤ B. (4)
Then
lim sup
t→Tmax
sup
Rj
′,k′ ⊂ Rj,k, τj,km :
Tmax−t ≥ 2−k22j
‖Pτj,km (χRj′,k′u(t))‖H˙ 12 + ‖Pτj,km (χRj′,k′∂tu(t))‖H˙− 12 > , (5)
where  depends only on B and γ.
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For the L2−critical Schro¨dinger equation Bourgain [4] proved a similar result in R2+1 and
it was generalized to higher dimensions by Begout and Vargas [2]. See also Rogers and
Vargas [22] for the nonelliptic Schro¨dinger equation, Chae, Hong and Lee [6] for higher order
Schro¨dinger equations, and Chae, Hong, Kim, Lee and Yang [7] for the Hartree equation.
In these cases a hypothesis like (4) is not needed as the L2-norm is conserved.
In the following section we present adaptations of lemmas originally due to Bourgain for the
Schro¨dinger equation.
In the third section, we proof the theorem. The main difficulties are generated by the need
to control the Fourier supports and the space-time supports simultaneously.
2 Preliminary lemmas
For the proof of Theorem 1.1, which is based on an argument of [4], we need some preliminary
lemmas. The first is from [20] and the proof requires a refinement of the Strichartz inequality
based on the pioneering work of [3], [18] and [19]. For other applications, following the ideas
of Bahouri, Ge´rard [1] and Keraani [13] (see also [5], [12] or [17]), of the Strichartz refinement
to the nonlinear wave equation, see [21].
Lemma 2.1 [20] Let (u0, u1) ∈ H˙ 12 × H˙− 12 (Rd) and ‖S[u0, u1]‖
L
2 d+1
d−1 (Rd+1)
≥ . Then,
for every  > 0, there exist N = N(, ‖(u0, u1)‖
H˙
1
2×H˙− 12 ), A = A(, ‖(u0, u1)‖H˙ 12×H˙− 12 ),
a family of pairs of functions
{
(f i0, f
i
1)
}
1≤i≤N and a family of sectors
{
τ ji,kimi
}
1≤i≤N that
satisfy
(i) compact Fourier support:
supp(f̂ i0), supp(f̂
i
1) ⊂ τ ji,kimi ,
(ii) boundedness:
2
ki
2 |f̂ i0|, 2
−ki
2 |f̂ i1| ≤ A|τ ji,kimi |−
1
2 ,
(iii) closeness: ∥∥∥S[u0, u1]− N∑
i=1
S[f i0, f
i
1]
∥∥∥
L
2 d+1
d−1 (Rd+1)
< ,
(iv) orthogonality:
‖(u0, u1)‖2
H˙
1
2×H˙− 12 =
N∑
i=1
‖(f i0, f i1)‖2
H˙
1
2×H˙− 12 +
∥∥∥(u0 − N∑
i=1
f i0, u1 −
N∑
i=1
f i1)
∥∥∥2
H˙
1
2×H˙− 12
.
The next lemma takes advantage of the frequency localization to obtain concentration in
space-time of S[f i0, f
i
1]. We first define the transformations T
2j
w , which are the composition
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of a dilation and a Lorentz transformation1, to be the linear maps which preserve the cone
and satisfy
T 2
j
w (w, 1) = (w, 1),
T 2
j
w (w,−1) = 22j(w,−1),
T 2
j
w (x, t) = 2
j(x, t) if (x, t) ∈ Rd+1 is orthogonal to (w, 1) and (w,−1), (6)
with w ∈ Sd−1 and j ∈ [0,∞). We have that
detT 2
j
w = 2
j(d+1)
and that if ξ ∈ τ j,1m , then T 2
j
wm(ξ, |ξ|) ⊂ C0, where C0 := {(ξ, |ξ|) : 14 ≤ |ξ| ≤ 4}.
Lemma 2.2 Let f̂0, f̂1 be supported in a sector τ
j,k
m satisfying 2
k
2
∣∣f̂0∣∣, 2− k2 ∣∣f̂1∣∣ ≤ A|τ j,km |− 12 .
Then, for all  > 0, there exist N = N(, A), regions
{
(Υj,km )i
}
1≤i≤N , where (Υ
j,k
m )i are
parallelepipeds of dimensions 2−k × 2−k22j × 2−k2j × · · · × 2−k2j, with longest side pointing
in the direction (wm,−1) and shortest side pointing in the direction (wm, 1), such that
‖S[f0, f1]‖
L
2 d+1
d−1 (Rd+1\⋃(Υj,km )i) < .
Proof. By changing variables
eit
√−∆f0(x) =
2kd
(2pi)d
∫
ei(2
kx·ξ+2kt|ξ|)f̂0(2kξ)dξ
=
2kd
(2pi)d
∫
|J(T 2j0,wm)−1(ξ)|ei〈(T
2j
wm
)−1(2kx,2kt),(ξ,|ξ|)〉f̂0
(
(T 2
j
0,wm)
−1(2kξ)
)
dξ
=
2
k(d−1)
2 2
−j(d−1)
2
(2pi)d
∫
|J(T 2j0,wm)−1(ξ)| ei〈(T
2j
wm
)−1(2kx,2kt),(ξ,|ξ|)〉
× 2 k(d+1)2 2 j(d−1)2 f̂0
(
(T 2
j
0,wm)
−1(2kξ)
)
dξ
= 2
k(d−1)
2 2
−j(d−1)
2 eit
′√−∆f ′0(x
′),
where (x′, t′) = (T 2
j
wm)
−1(2kx, 2kt),
f̂ ′0(ξ) = 2
k(d+1)
2 2
j(d−1)
2 |J(T 2j0,wm)−1(ξ)|f̂0
(
(T 2
j
0,wm)
−1(2kξ)
)
,
(T 2
j
0,wm)
−1 is the transformation defined as (T 2
j
wm)
−1(ξ, |ξ|) = ((T 2j0,wm)−1(ξ), ∣∣(T 2j0,wm)−1(ξ)∣∣),
and |J(T 2j0,wm)−1(ξ)| is the Jacobian of the transformation (T 2
j
0,wm)
−1. It is easy to see that
|J(T 2j0,wm)−1(ξ)| ∼ 2−j(d−1) on the support of f̂0(2kξ). Thus, f̂ ′0(ξ) is a function supported
in the annulus A0 ∪ A1 ∪ A2, and satisfies
|f̂ ′0(ξ)| ∼ 2
k(d+1)
2 2
−j(d−1)
2
∣∣f̂0((T 2j0,wm)−1(2kξ))∣∣
≤ 2 k(d+1)2 2−j(d−1)2 A2− k2 |τ j,kk |−
1
2
≤ A.
1The Lorentz transformation L2
j
w is defined by L
2j
w (x, t) = T
2j
w (2
−j(x, t)).
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Similarly, we have
eit
√−∆f1√−∆ (x) = 2
k(d−1)
2 2
−j(d−1)
2
eit
′√−∆f ′1√−∆ (x
′),
where f̂ ′1(ξ) = 2
k(d−1)
2 2
j(d−1)
2 |J(T 2j0,wm)−1(ξ)|f̂1
(
(T 2
j
0,wm)
−1(2kξ)
)
, f̂ ′1 is supported in the an-
nulus A0 ∪ A1 ∪ A2 and |f̂ ′1(ξ)| ≤ A.
Using Wolff’s linear restriction theorem [28], there is a q < 2 d+1d−1 such that
‖eit′
√−∆f ′0‖Lq(Rd+1),
∥∥∥eit′√−∆f ′1√−∆
∥∥∥
Lq(Rd+1)
. (‖f̂ ′0‖∞ + ‖f̂ ′1‖∞) . A,
and then, writing λ = (
(

2
)2 d+1d−1A−q) 12 d+1d−1−q , we get∫
|eit′√−∆f ′0(x′)|<λ
|eit′
√−∆f ′0(x
′)|2 d+1d−1 dx′dt′ < Aqλ2 d+1d−1−q ≤ ( 
2
)2 d+1d−1 . (7)
We cover
{
(x′, t′) : |eit′
√−∆f ′0(x
′)| > λ
}
by N1 balls Bn of radius
λ
4CA , so that∫
Rd+1\⋃Bn |e
it
√−∆f ′0(x
′, t′)|2 d+1d−1 dx′dt′ < ( 
2
)2 d+1d−1 .
We are required to prove that N1 depends only on  and A. To see this we note that if
|eit′
√−∆f ′0(x
′)| > λ, |x′′ − x′| ≤ λ4AC and |t′′ − t′| ≤ λ4AC , then, as f ′0 is Fourier compactly
supported and bounded by A, we have
|eit′
√−∆f ′0(x
′)− eit′′
√−∆f ′0(x
′′)| ≤ CA(|x′ − x′′|+ |t′ − t′′|),
and we conclude that |eit′′
√−∆f ′0(x
′′)| ≥ λ2 . Therefore, taking
N1 =
∣∣∣ {(x′, t′) : |eit′√−∆f ′0(x′)| > λ2} ∣∣∣(
λ
2AC
)d+1 ,
it is enough to take N1 balls Bn of radius
λ
2AC to cover
{
(x′, t′) : |eit′
√−∆f ′0(x
′)| > λ
}
. Now,
by Chebychev and the Strichartz inequality (3),∣∣∣ {(x′, t′) : |eit′√−∆f ′0(x′)| > λ2} ∣∣∣(
λ
2AC
)d+1 ≤ ( 2λ
)2 d+1d−1 ‖eit′√−∆f ′0(x′)‖2 d+1d−12 d+1d−1(
λ
2AC
)d+1
≤
(
2
λ
)2 d+1d−1 ‖f ′0‖2 d+1d−1
H˙
1
2(
λ
2AC
)d+1
.
(
2
λ
)2 d+1d−1 A2 d+1d−1(
λ
2AC
)d+1 ,
and therefore N1 is bounded by something which depends only on λ(, A).
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Now, defining the parallelepipeds
(Υj,km )
′
n := 2
−kT 2
j
wm(Bn),
we can cover each by a collection of parallelepipeds
(Υj,km )
′
n ⊂
N2⋃
n′
(Υj,km )n,n′
of dimensions 2−k × 2−k22j × 2−k2j × · · · × 2−k2j , with longest side pointing in the direc-
tion (wm,−1) and shortest side pointing in the direction (wm, 1). The cardinal N2 of this
collection depends only on  and A.
We reorder the collection
N⋃
i
(Υj,km )i =
N1⋃
n
N2⋃
n′
(Υj,km )n,n′ ,
where N depends only on  and A.
We have∫
Rd+1\⋃i(Υj,km )i |e
it
√−∆f0|2
d+1
d−1 dxdt
≤
∫
Rd+1\⋃n(Υj,km )′n |e
it
√−∆f0|2
d+1
d−1 dxdt
= 2k(d+1)2−j(d+1)
×
∫
Rd+1\⋃n(Υj,km )′n
∣∣∣ ∫ e2pii〈(T 2jwm )−1(2kx,2kt),(ξ,|ξ|)〉f̂ ′0(ξ)dξ∣∣∣2 d+1d−1 dxdt
=
∫
Rd+1\⋃n Bn
∣∣∣ ∫ e2pii〈(x′,t′),(ξ,|ξ|)〉f̂ ′0(ξ)dξ∣∣∣2 d+1d−1 dx′dt′
<
( 
2
)2 d+1d−1 .
Similarly, for another collection {(Υj,km )i}1≤i≤N , we obtain∫
Rd+1\⋃i(Υj,km )i
∣∣∣eit√−∆f1√−∆
∣∣∣2 d+1d−1 dxdt < ( 
2
)2 d+1d−1
and the result holds by taking the union of both collections of parallelepipeds.

Remark 2.1 As ∠
(
(wm,−1), (0, · · · , 0, 1)
)
= pi4 , we have that
(Υj,km )
t0
i := (Υ
j,k
m )i ∩
{
(x, t) ∈ Rd+1 : t = t0
}
is, up to a mild dilation, a rectangle of dimensions 2−k × 2−k2j × · · · × 2−k2j.
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For the convenience of the reader we include the proof of the following lemma, which follows
by well-known arguments.
Lemma 2.3 If u is a solution of (1) and (T0, T1) ⊂ R, then
‖u− S[u(T0), ∂tu(T0)](t− T0)‖
L
2 d+1
d−1 (Rd×(T0,T1))
. |γ|‖u‖
d+3
d−1
L
2 d+1
d−1 (Rd×(T0,T1))
(8)
Proof. By the Duhamel formula,
u(t)− S[u(T0), ∂tu(T0)](t− T0) = γ
∫ t
T0
1
i
(ei(t−τ)√−∆√−∆ − e−i(t−τ)
√−∆
√−∆
)
u|u| 4d−1 (τ)dτ,
so that
‖u(t)− S[u(T0) , ∂tu(T0)](t− T0)‖
L
2 d+1
d−1 (Rd×(T0,T1))
= |γ|
∥∥∥∫ t
T0
1
2i
(ei(t−τ)√−∆√−∆ − e−i(t−τ)
√−∆
√−∆
)
u|u| 4d−1 (τ)dτ
∥∥∥
L
2 d+1
d−1 (Rd×(T0,T1))
≤ |γ|
∥∥∥∫ t
T0
ei(t−τ)
√−∆
√−∆ u|u|
4
d−1 (τ)dτ
∥∥∥
L
2 d+1
d−1 (Rd×(T0,T1))
+ |γ|
∥∥∥∫ t
T0
e−i(t−τ)
√−∆
√−∆ u|u|
4
d−1 (τ)dτ
∥∥∥
L
2 d+1
d−1 (Rd×(T0,T1))
.
So it will suffice to prove∥∥∥∫ t
T0
ei(t−τ)
√−∆
√−∆ u|u|
4
d−1 (τ)dτ
∥∥∥
L
2 d+1
d−1 (Rd×(T0,T1))
≤ C‖u‖
d+3
d−1
L
2 d+1
d−1 (Rd×(T0,T1))
, (9)
the argument for the second term being the same.
Now, using the Littlewood–Paley inequality (see for example [25]),∥∥∥∫ t
T0
ei(t−τ)
√−∆
√−∆ u|u|
4
d−1 (τ)dτ
∥∥∥2
L
2 d+1
d−1 (Rd×(T0,T1))
.
∑
k
∥∥∥∫ t
T0
ei(t−τ)
√−∆
√−∆ Pku|u|
4
d−1 (τ)dτ
∥∥∥2
L
2 d+1
d−1 (Rd×(T0,T1))
,
which, by Minkowski integral inequality, is bounded by
∑
k
∥∥∥∫ t
T0
∥∥∥ei(t−τ)√−∆√−∆ Pku|u| 4d−1 (τ)
∥∥∥
L2 d+1d−1 (Rd)
dτ
∥∥∥2
L2 d+1d−1 (T0,T1)
. (10)
Now, by Plancherel’s theorem, if supp f̂k ⊂ Ak = {ξ ∈ Rd : |ξ| ∼ 2k}, then,∥∥∥eit√−∆√−∆ fk
∥∥∥
L2(Rd)
. 2−k‖fk‖L2(Rd).
On the other hand, using the well-known decay estimate
‖eit
√−∆f‖∞ ≤ |t|−
d−1
2 ‖f‖1
7
which is valid for functions f such that supp f̂ ⊂ A1,∥∥∥eit√−∆√−∆ fk
∥∥∥
L∞(Rd)
=
∥∥∥∫ ei(x·ξ+t|ξ|)β( ξ
2k
) f̂k(ξ)
|ξ| dξ
∥∥∥
L∞(Rd)
. 2k(d−1)
∥∥∥∫ ei(2kx·ξ+2kt|ξ|) β(ξ)|ξ| dξ∥∥∥L∞(Rd)‖fk‖L1(Rd)
. 2k(d−1)(2k|t|)− d−12
∥∥∥( β|ξ|)∨∥∥∥L1(Rd)‖fk‖L1(Rd)
. 2
k(d−1)
2 |t|− d−12 ‖fk‖L1(Rd),
where β a smooth function adapted to A1.
Interpolating between the two we obtain∥∥∥eit√−∆√−∆ fk
∥∥∥
L
2 d+1
d−1 (Rd)
. |t|− d−1d+1 ‖fk‖
L
2 d+1
d+3 (Rd)
,
so that, (10) is bounded by
∑
k
∥∥∥ ∫ t
T0
‖Pku|u| 4d−1 (τ)‖
L
2 d+1
d+3 (Rd)
|t− τ | d−1d+1
dτ
∥∥∥2
L2 d+1d−1 (T0,T1)
.
By the 1-dimensional Hardy–Littlewood–Sobolev inequality
∑
k
∥∥∥∫ t
T0
‖Pku|u| 4d−1 (τ)‖
L
2 d+1
d+3 (Rd)
|t− τ | d−1d+1
dτ
∥∥∥2
L2 d+1d−1 (T0,T1)
.
∑
k
‖Pku|u| 4d−1 ‖2
L
2 d+1
d+3 (Rd×(T0,T1))
.
As 2(d+1)d+3 ≤ 2, we can exchange the order of the sum and the integral, and apply the
Littlewood-Paley inequality, so that∑
k
‖Pku|u| 4d−1 ‖2
L
2 d+1
d+3 (Rd×(T0,T1))
. ‖u|u| 4d−1 ‖2
L
2 d+1
d+3 (Rd×(T0,T1))
= ‖u‖2
d+3
d−1
L2 d+1d−1 (Rd×(T0,T1))
,
which yields (9) and so we are done.

3 Proof of Theorem 1.1
Concentration in space-time. By hypothesis we have that
‖u‖
L
2 d+1
d−1 (Rd×(0,Tmax))
=∞.
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Thus, for a small constant η to be determined later, and for every T0 < Tmax, there is a
T1 < Tmax such that
‖u‖
L
2 d+1
d−1 (Rd×(T0,T1))
= η.
By Lemma 2.3,
‖u− S[u(T0), ∂tu(T0)](t− T0)‖
L
2 d+1
d−1 (Rd×(T0,T1))
. |γ|η d+3d−1 , (11)
so that
‖S[u(T0), ∂tu(T0)](t− T0)‖
L
2 d+1
d−1 (Rd×(T0,T1))
≥ η − C|γ|η d+3d−1 > η d+3d−1 .
By Lemma 2.1, there exist pairs of functions {(f i0, f i1)}1≤i≤N0 , Fourier supported in rectan-
gles τ ji,kimi , such that∥∥∥S[u(T0), ∂tu(T0)](t− T0)− N0∑
i=0
S[f i0, f
i
1](t− T0)
∥∥∥
L
2 d+1
d−1
≤ η d+3d−1 , (12)
2
ki
2 |f̂ i0|, 2
−ki
2 |f̂ i1| ≤ A|τ ji,kimi |−
1
2 ,
where N0 and A depend only on B and η. Now, by Ho¨lder’s inequality, (11) and (12),∫ T1
T0
∫
Rd
|u|2|u−
N0∑
i=0
S[f i0, f
i
1](t− T0)|
4
d−1
≤ ‖u‖2
L
2 d+1
d−1 (Rd×(T0,T1))
∥∥∥u− N0∑
i=0
S[f i0, f
i
1](t− T0)
∥∥∥ 4d−1
L
2 d+1
d−1 (Rd×(T0,T1))
≤ η2
(
‖u− S[u(T0), ∂tu(T0)](t− T0)‖
L
2 d+1
d−1 (Rd×(T0,T1))
+
∥∥∥S[u(T0), ∂tu(T0)](t− T0)− N0∑
i=0
S[f i0, f
i
1](t− T0)
∥∥∥
L
2 d+1
d−1 (Rd×(T0,T1))
) 4
d−1
≤ η2(C|γ|η d+3d−1 + η d+3d−1 ) 4d−1
≤ 1
4
η2
d+1
d−1 ,
where we choose η small enough to satisfy η
4
d−1 ≤ 4− d−14 (C|γ|+ 1)−1.
For every a, b ≥ 0,
(a+ b)α ≤ C(α)(aα + bα), with
{
C(α) = 1 if 0 < α ≤ 1
C(α) = 2α−1 if α > 1
, (13)
and in particular for d ≥ 3, we have (a+ b) 4d−1 ≤ 2(a 4d−1 + b 4d−1 ), so that
η2
d+1
d−1 =
∫ T1
T0
∫
Rd
|u|2|u| 4d−1 ≤ 2
∫ T1
T0
∫
Rd
|u|2|
N0∑
i=0
S[f i0, f
i
1](t− T0)|
4
d−1
+ 2
∫ T1
T0
∫
Rd
|u|2|u−
N0∑
i=0
S[f i0, f
i
1](t− T0)|
4
d−1 .
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This yields ∫ T1
T0
∫
Rd
|u|2|
N0∑
i=0
S[f i0, f
i
1](t− T0)|
4
d−1 ≥ 1
4
η2
d+1
d−1 .
That is, there exists an i0 such that∫ T1
T0
∫
Rd
|u|2|S[f i00 , f i01 ](t− T0)|
4
d−1 ≥ 0, (14)
where 0 depends only on η(γ) and B.
Now, by Lemma 2.2, and setting j = ji0 , k = ki0 ,m = mi0 , we can find a collection{
(Υj,km )i
}
1≤i≤N1 for which∫
Rd+1\⋃(Υj,km )i |S[f
i0
0 , f
i0
1 ](t− T0)|2
d+1
d−1 ≤
( 0
2η2
) d+1
2
,
where N1 depends on B and γ. By Ho¨lder’s inequality,∫
Rd×(T0,T1)\
⋃
(Υj,km )i
|u|2|S[f i00 , f i01 ](t− T0)|
4
d−1
≤ ‖u‖2
L
2 d+1
d−1 (Rd×(T0,T1))
(∫
Rd+1\⋃(Υj,km )i |S[f
i0
0 , f
i0
1 ](t− T0)|2
d+1
d−1
) 2
d+1 ≤ 0
2
.
Thus, by (14) we have that∫
Rd×(T0,T1)∩
⋃
(Υj,km )i
|u|2|S[f i00 , f i01 ](t− T0)|
4
d−1 ≥ 0
2
,
and we can find a (Υj,km )i0 such that∫
Rd×(T0,T1)∩(Υj,km )i0
|u|2|S[f i00 , f i01 ](t− T0)|
4
d−1 ≥ 0
2N1
= 1.
We rewrite this as (see Remark 2.1),∫
(T0,T1)∩I0
∫
(Υj,km )
t
i0
|u|2|S[f i00 , f i01 ](t− T0)|
4
d−1 ≥ 1, (15)
where (Υj,km )
t
i0
is a mild dilation of a rectangle in Rd of dimensions 2−k×2−k2j×· · ·×2−k2j
and |I0| ∼ 2−k22j . Now
|S[f i00 , f i01 ](t− T0)| ≤
1
2
∫
τj,km
∣∣f̂ i00 (ξ)∣∣dξ + 12
∫
τj,km
∣∣f̂ i01 (ξ)∣∣
|ξ| dξ
≤ 1
2
|τ j,km |2−
k
2A|τ j,km |−
1
2 +
1
2
2−k|τ j,km |2
k
2A|τ j,km |−
1
2 = 2−
k
2A|τ j,km |
1
2 , (16)
so that by Ho¨lder’s inequality,
1 ≤
∫ T1
T0
∫
(Υj,km )
t
i0
|u|2|S[f i00 , f i01 ](t− T0)|
4
d−1 (17)
≤ ‖u‖2
L
2 d+1
d−1 (Rd×(T0,T1))
(∫ T1
T0
∫
(Υj,km )
t
i0
|S[f i00 , f i01 ](t− T0)|2
d+1
d−1
) 2
d+1
≤ η2(T1 − T0) 2d+1 |(Υj,km )ti0 |
2
d+1 2−
2k
d−1A
4
d−1 |τ j,km |
2
d−1
. η2A 4d−1 (T1 − T0) 2d+1 2k 2d+1 2−j 4d+1 .
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Therefore,
(T1 − T0) ≥ 
d+1
2
1 A
−2 d+1d−1 η−(d+1)2−k22j = 22−k22j . (18)
Now, arguing as before in (17), we also have∫ T1
T1− 12 22−k22j
∫
(Υj,km )
t
i0
|u|2|S[f i00 , f i01 ](t− T0)|
4
d−1 ≤ 1
2
2
d+1
.
Thus, calling
J = (T0, T1 − 1
2
22
−k22j) ∩ I0, (19)
by (15) we have ∫
J
∫
(Υj,km )
t
i0
|u|2|S[f i00 , f i01 ](t− T0)|
4
d−1 ≥ (1− 1
2
2
d+1
)
1.
Now, by (16) we deduce
3 =
(
1− 1
2
2
d+1
)
1A
− 4d−1 ≤ A− 4d−1
∫
J
∫
(Υj,km )
t
i0
|u|2|S[f i00 , f i01 ](t− T0)|
4
d−1
≤ 22k2−2j
∫
J
∫
(Υj,km )
t
i0
|u|2. (20)
Unbounded oscillation. Let C1 a large constant to be determined later and break
(T0, T1) =
η−C1⋃
s=1
(ts, ts+1),
so that
‖u‖2
d+1
d−1
L
2 d+1
d−1 (Rd×(ts,ts+1))
= ηC1η2
d+1
d−1 , (21)
for every 1 ≤ s ≤ η−C1 . We apply Lemma 2.1 to (u(ts), ∂tu(ts)) and obtain pairs of functions
{(fs,i0 , fs,i1 )}1≤i≤N2 Fourier supported in rectangles τ
j′s,i,k
′
s,i
m′s,i
such that
∥∥∥S[u(ts), ∂tu(ts)](t− ts)− N2∑
i=0
S[fs,i0 , f
s,i
1 ](t− ts)
∥∥∥
L
2 d+1
d−1 (Rd×(ts,ts+1))
≤ ηC1 (22)
2
k′s,i
2 |f̂s,i0 |, 2
−k′s,i
2 |f̂s,i1 | ≤ A|τ
j′s,i,k
′
s,i
m′s,i
|− 12 ,
where N2 and A depend only on B, η(γ) and C1. Moreover, reasoning as for (16), we have
|S[fs,i0 , fs,i1 ](t− ts)| ≤ 2−
k′s,i
2 A|τ j
′
s,i,k
′
s,i
m′s,i
| 12 . (23)
11
We write∫
J
∫
(Υj,km )
t
i0
|u|2 =
∑
s
∫
(ts,ts+1)∩J
∫
(Υj,km )
t
i0
u u
=
∑
s
∫
(ts,ts+1)∩J
∫
(Υj,km )
t
i0
u
(
u− S[u(ts), ∂tu(ts)](t− ts)
)
+
∑
s
∫
(ts,ts+1)∩J
∫
(Υj,km )
t
i0
u
(
S[u(ts), ∂tu(ts)](t− ts)−
N2∑
i=0
S[fs,i0 , f
s,i
1 ](t− ts)
)
+
∑
s
∫
(ts,ts+1)∩J
∫
(Υj,km )
t
i0
u
( N2∑
i=0
S[fs,i0 , f
s,i
1 ](t− ts)
)
= I + II + III.
First we note that by Ho¨lder’s inequality and Lemma 2.3,
I ≤
∑
s
(
|(Υj,km )ti0 ||ts+1 − ts|
) 2
d+1
‖u‖
L
2 d+1
d−1 (Rd×(ts,ts+1))
‖u− S[u(ts), ∂tu(ts](t− ts)‖
L
2 d+1
d−1 (Rd×(ts,ts+1))
≤ |γ|∣∣(Υj,km )ti0∣∣ 2d+1 ∑
s
|ts+1 − ts| 2d+1 ‖u‖2
d+1
d−1
L
2 d+1
d−1 (Rd×(ts,ts+1))
,
so that by (21) and Ho¨lder’s inequality,
I ≤ C|γ|∣∣(Υj,km )ti0∣∣ 2d+1 ∑
s
|ts+1 − ts| 2d+1 ηC1η2
d+1
d−1
≤ C|γ|∣∣(Υj,km )ti0∣∣ 2d+1(∑
s
|ts+1 − ts|
) 2
d+1
(∑
s
1
) d−1
d+1
ηC1η2
d+1
d−1
. C|γ|
(
|J |∣∣(Υj,km )ti0 ∣∣) 2d+1 ηC1 2d+1 η2 d+1d−1 .
As we have the following bound on |J |,
|J | = ∣∣(T0, T1 − 1
2
22
−k22j) ∩ I0
∣∣ ≤ ∣∣I0∣∣ ∼ 2−k22j ,
we conclude that
I ≤ C|γ|2−2k22jηC1 2d+1 η2 d+1d−1 . (24)
By (22) and arguing as before,
II ≤
∑
s
(
|ts+1 − ts|
∣∣(Υj,km )ti0 |) 2d+1 ‖u‖L2 d+1d−1 (Rd×(ts,ts+1))
× ‖S[u(ts), ∂tu(ts](t− ts)−
N2∑
i=0
S[fs,i0 , f
s,i
1 ](t− ts)‖
L
2 d+1
d−1 (Rd×(ts,ts+1))
≤
(
|J |∣∣(Υj,km )ti0∣∣) 2d+1 η−C1 d−1d+1 ηC1 d−12(d+1) ηηC1
≤ 2−2k22jηC1 d+32(d+1) η. (25)
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Finally, by Lemma 2.2, for every pair of functions (fs,i0 , f
s,i
1 ), we have a collection of regions{
(Υ
j′s,i,k
′
s,i
m′s,i
)r
}
1≤r≤N3
such that
‖S[fs,i0 , fs,i1 ](t− ts)‖
L
2 d+1
d−1 (Rd+1\⋃r(Υj′s,i,k′s,im′
s,i
)r)
≤ ηC2 ,
where C2 will be determined later and N3 depends only on η(γ), B and C2. We write
(Υ
j′s,i,k
′
s,i
m′s,i
)r ∩ (Υj,km )i0 := {(x, t) ∈ Rd × R : t ∈ Ii0,s,i,r, x ∈ ((Υ
j′s,i,k
′
s,i
m′s,i
)r ∩ (Υj,km )i0)t}
= {(x, t) ∈ Rd × R : t ∈ Ii0,s,i,r, x ∈ (Υ
j′s,i,k
′
s,i
m′s,i
)tr ∩ (Υj,km )ti0},
where (Υ
j′s,i,k
′
s,i
m′s,i
)tr, (Υ
j,k
m )
t
i0 are mild dilations of rectangles of dimensions 2
−k′s,i×2−k′s,i2j′s,i×
· · · × 2−k′s,i2j′s,i and 2−k × 2−k2j × · · · × 2−k2j respectively, and Ii0,s,i,r ⊂ J is an interval
that satisfies
|Ii0,s,i,r| ≤ min(22j2−k, 22j
′
s,i2−k
′
s,i). (26)
By Ho¨lder’s inequality, we obtain
III ≤
∑
s
∑
i
∑
r
∣∣∣ ∫
Ii0,s,i,r∩(ts,ts+1)
∫
(Υ
j′
s,i
,k′
s,i
m′
s,i
)tr∩(Υj,km )ti0
u · S[fs,i0 , fs,i1 ](t− ts)
∣∣∣
+
∑
s
(
|ts+1 − ts||(Υj,km )t0i0 |
) 2
d+1 ‖u‖
L
2 d+1
d−1 (Rd×(ts,ts+1))∑
i
‖S[fs,i0 , fs,i1 ](t− ts)‖
L
2 d+1
d−1
(
(Rd+1\∪r(Υ
j′
s,i
,k′
s,i
m′
s,i
)r)∩(Υj,km )i0
)
≤
∑
s
∑
i
∑
r
∣∣∣ ∫
Ii0,s,i,r∩(ts,ts+1)
∫
(Υ
j′
s,i
,k′
s,i
m′
s,i
)tr∩(Υj,km )ti0
u · S[fs,i0 , fs,i1 ](t− ts)
∣∣∣
+ (|J ||(Υj,km )t0i0 |)
2
d+1 η−C1
d−1
d+1 ηC1
d−1
2(d+1) ηN2η
C2 .
As N2 does not depend on C2, we can choose C2 so that η
−C1 d−12(d+1) ηN2ηC2 ≤ ηC1 , and
therefore
III ≤
∑
s
∑
i
∑
r
∣∣∣ ∫
Ii0,s,i,r∩(ts,ts+1)
∫
(Υ
j′
s,i
,k′
s,i
m′
s,i
)tr∩(Υj,km )ti0
u · S[fs,i0 , fs,i1 ](t− ts)
∣∣∣ (27)
+ 2−2k22jηC1 .
Thus, by (24), (25) and (27) we have∫
J
∫
(Υj,km )
t
i0
|u|2
≤
∑
s
∑
i
∑
r
∣∣∣ ∫
Ii0,s,i,r∩(ts,ts+1)
∫
(Υ
j′
s,i
,k′
s,i
m′
s,i
)tr∩(Υj,km )ti0
u · S[fs,i0 , fs,i1 ](t− ts)
∣∣∣
+ 2−2k22j
(
C|γ|ηC1 2d+1 η2 d+1d−1 + ηC1 d+32(d+1) η + ηC1). (28)
Taking C1 sufficiently large, we can take
4 = 3 −
(
C|γ|ηC1 2d+1 η2 d+1d−1 + ηC1 d+32(d+1) η + ηC1) > 3
2
.
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Therefore by (20),
4 ≤ 22k2−2j
η−C1∑
s
N2∑
i
N3∑
r
∣∣∣ ∫
Ii0,s,i,r∩(ts,ts+1)
∫
(Υ
j′
s,i
,k′
s,i
m′
s,i
)tr∩(Υj,km )ti0
u · S[fs,i0 , fs,i1 ](t− ts)
∣∣∣.
By the pigeonhole principle, and writing j′ = j′s,i, k
′ = k′s,i, m
′ = m′s,i, we get
5 ≤ 22k2−2j
∣∣∣ ∫
Ii0,s,i,r∩(ts,ts+1)
∫
(Υj
′,k′
m′ )
t
r∩(Υj,km )ti0
u · S[fs,i0 , fs,i1 ](t− ts)
∣∣∣, (29)
where 5 depends only on B and η(γ).
We can suppose that
22k2−2j ≤ 3
(5)2
22k
′
2−2j
′
as otherwise we can prove (20) with 22k2−2j replaced by 3(5)2 2
2k′2−2j
′
so we could then
repeat the argument to obtain (29) with 22k2−2j replaced by 3(5)2 2
2k′2−2j
′
.
To see this, note that by the Cauchy-Schwarz inequality
5 ≤ 22k2−2j
( ∫
Ii0,s,i,r∩(ts,ts+1)
∫
(Υj
′,k′
m′ )
t
r∩(Υj,km )ti0
|u|2) 12
( ∫
Ii0,s,i,r∩(ts,ts+1)
∫
(Υj
′,k′
m′ )
t
r∩(Υj,km )ti0
∣∣S[fs,i0 , fs,i1 ](t− ts)∣∣2) 12 .
Now, as
|(Υj′,k′m′ )tr ∩ (Υj,km )ti0 | = min(2−k, 2−k
′
) min(2−k(d−1)2j(d−1), 2−k
′(d−1)2j
′(d−1)), (30)
together with (26) and (23), we have that
5 ≤ 22k2−2j min(2j2− k2 , 2j′2− k
′
2 ) min(2−
k
2 , 2−
k′
2 ) min(2−k
(d−1)
2 2j
(d−1)
2 , 2−k
′ (d−1)
2 2j
′ (d−1)
2 )
× 2k′ (d−1)2 2−j′ (d−1)2 ( ∫
Ii0,s,i,r∩(ts,ts+1)
∫
(Υj
′,k′
m′ )
t
r∩(Υj,km )ti0
|u|2) 12 .
Now, we have
5 ≤ 22k2−2j2j2− k2 2− k2 2−k
(d−1)
2 2j
(d−1)
2 2k
′ (d−1)
2 2−j
′ (d−1)
2
× ( ∫
Ii0,s,i,r∩(ts,ts+1)
∫
(Υj
′,k′
m′ )
t
r∩(Υj,km )ti0
|u|2) 12
≤ 2k′2−j′( ∫
Ii0,s,i,r∩(ts,ts+1)
∫
(Υj
′,k′
m′ )
t
r∩(Υj,km )ti0
|u|2) 12 ,
where we have used that 22k2−2j > (5)
2
3
22k2−2j > 22k
′
2−2j
′
and that d ≥ 3.
As
Ii0,s,i,r ∩ (ts, ts+1) ⊂ J and (Υj
′,k′
m′ )
t
r ∩ (Υj,km )ti0 ⊂ (Υj,km )ti0 ,
this yields
3 ≤ 3
(5)2
22k
′
2−2j
′
∫
J
∫
(Υj,km )
t
i0
|u|2,
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and so we have (20) with 22k2−2j replaced by 3(5)2 2
2k′2−2j
′
.
Therefore,
6 ≤ 22k′2−2j′
∣∣∣ ∫
Ii0,s,i,r∩(ts,ts+1)
∫
(Υj
′,k′
m′ )
t
r∩(Υj,km )ti0
u · S[fs,i0 , fs,i1 ](t− ts)
∣∣∣, (31)
where 6 depends only on η(γ) and B.
We now write
(Ts, Ts+1) := Ii0,s,i,r ∩ (ts, ts+1).
By Ho¨lder’s inequality,(31) yields
6 ≤ 22k′2−2j′‖u‖
L
2 d+1
d−1 (Rd×(T0,T1))
‖S[fs,i0 , fs,i1 ](t− ts)‖∞
× (Ts+1 − Ts)
d+3
2(d+1)
∣∣∣(Υj′,k′m′ )tr ∩ (Υj,km )ti0∣∣∣ d+32(d+1) .
By (23) and (30)
6 ≤ 22k′2−2j′η A 2k′
(d−1)
2 2−j
′ (d−1)
2 (Ts+1 − Ts)
d+3
2(d+1) 2−k
′ d(d+3)
2(d+1) 2j
′ (d+3)(d−1)
2(d+1) .
Therefore,
(Ts+1 − Ts) ≥
(
6(η A )
−1)2 d+1d+3 2−k′22j′ = 72−k′22j′ .
Arguing as before, we also have
22k
′
2−2j
′
∣∣∣ ∫ Ts+1
Ts+1− 12 72−k′22j′
∫
(Υj
′,k′
m′ )
t
r∩(Υj,km )ti0
u · S[fs,i0 , fs,i1 ](t− ts)
∣∣∣ ≤ 6
2
d+3
2(d+1)
.
If we write
J ′ = (Ts, Ts+1 − 1
2
72
−k′22j
′
) = (J ′0, J
′
1), (32)
by (31) we have
8 = (1− 1
2
d+3
2(d+1)
)6 ≤ 22k′2−2j′
∣∣∣ ∫
J′
∫
(Υj
′,k′
m′ )
t
r∩(Υj,km )ti0
u · S[fs,i0 , fs,i1 ](t− ts)
∣∣∣.
We write now for the sake of notational compactness
τ := (Υj
′,k′
m′ )
t
r ∩ (Υj,km )ti0 , τ ′ := τ j
′,k′
m′ .
Using the Fourier compact support of S[fs,i0 , f
s,i
1 ](t− ts),
8 ≤ 22k′2−2j′
∣∣∣ ∫
J′
∫
τ
u · S[fs,i0 , fs,i1 ](t− ts)
∣∣∣
= 22k
′
2−2j
′
∣∣∣ ∫
J′
∫
Pτ ′
(
χτu(t)
) · S[fs,i0 , fs,i1 ](t− ts)∣∣∣,
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where Pτ is the Fourier multiplier defined as
P̂τ ′f = χτ ′ f̂ .
As we have
S[fs,i0 , f
s,i
1 ](t) =
1
2
(
eit
√−∆fs,i0 + e
−it√−∆fs,i0
)
+
1
2i
(eit√−∆fs,i1√−∆ − e−it
√−∆fs,i1√−∆
)
=
1
2i
∂t
(eit√−∆fs,i0√−∆ − e−it
√−∆fs,i0√−∆
)
+
1
2i
(eit√−∆fs,i1√−∆ − e−it
√−∆fs,i1√−∆
)
,
(33)
by an integration by parts and using the fact that ∂t(f ∗ g) = f ∗ ∂tg, followed by the
Cauchy-Schwarz inequality,
8 ≤ 22k′2−2j′
∫
J′
((∫
|Pτ ′
(
χτu(t)
)|2) 12(∫ ∣∣∣ei(t−ts)√−∆fs,i1√−∆
∣∣∣2) 12
+
(∫
|Pτ ′
(
χτ∂tu(t)
)|2) 12(∫ ∣∣∣ei(t−ts)√−∆fs,i0√−∆
∣∣∣2) 12)
+ 22k
′
2−2j
′(∫ |Pτ ′(χτu(J ′1))|2) 12(∫ ∣∣∣ei(J′1−ts)√−∆fs,i0√−∆ − e−i(J
′
1−ts)
√−∆fs,i0√−∆
∣∣∣2) 12
+ 22k
′
2−2j
′(∫ |Pτ ′(χτu(J ′0))|2) 12(∫ ∣∣∣ei(J′0−ts)√−∆fs,i0√−∆ − e−i(J
′
0−ts)
√−∆fs,i0√−∆
∣∣∣2) 12 .
Now by Plancherel’s theorem and the Fourier support and boundedness properties of (fs,i0 , f
s,i
1 )
as in (23) we have
2k
′(∫ ∣∣∣ei(t−ts)√−∆fs,i0√−∆
∣∣∣2) 12 , (∫ ∣∣∣ei(t−ts)√−∆fs,i1√−∆
∣∣∣2) 12 . A2− k′2 ,
so that, as j′ > 0, taking the supremum in t, there exists t0 such that
9 . 22k
′
2−2j
′ |J ′|
(
2−
k′
2
(∫
|Pτ ′
(
χτu(t0)
)|2) 12 + 2− 3k′2 (∫ |Pτ ′(χτ∂tu(t0))|2) 12),
where 9 depends only on η(γ) and B.
By (26), we conclude that
10 ≤
(
2
k′
2
(∫
|Pτ ′
(
χτu(t0)
)|2) 12 + 2− k′2 (∫ |Pτ ′(χτ∂tu(t0))|2) 12),
where 10 depends only on B and η(γ).
Now, by (32), we have
Tmax − t0 ≥ 7
2
2−k
′
22j
′
.
Dividing (Υj
′,k′
m′ )
t
r in rectangles of dimensions 72
−k′ × 72−k′2j′ × · · · × 72−k′2j′ there will
be one which we denote by τ0, and dividing τ
′ in rectangles of dimensions 72k
′×72k′2−j′×
· · · × 72k′2−j′ there will be one which we denote again by τ ′ such that
16
(γ,B) ≤ 2k′
∫
|Pτ ′
(
χτ0∩τu(·, t0)
)|2 + 2−k′ ∫ |Pτ ′(χτ∩τ0∂tu(·, t0))|2,
which completes the proof.
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