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Re´sume´
Dans [B2], on a de´montre´ que les courants de Levin (cf. [L]) permettent de de´crire expli-
citement les classes d’Eisenstein d’un sche´ma abe´lien au niveau topologique. On applique
ici ce re´sultat, conjecture´ par Levin, au cas ou` le sche´ma abe´lien est une famille de varie´te´s
abe´liennes de Hilbert-Blumenthal (cf. Proposition 4.3). On e´tudie ensuite la de´ge´ne´rescence
de ces classes d’Eisenstein en une pointe de la compactification de Baily-Borel de la varie´te´
de Hilbert-Blumenthal. Au moyen du The´ore`me de Burgos-Wildeshaus [BW, Theorem 2.9],
on de´montre un re´sultat de rigidite´ (cf. Proposition 3.4) qui permet de restreindre l’e´tude
au niveau topologique. On prouve, en utilisant la description explicite des classes d’Ei-
senstein obtenue pre´ce´demment, que ces classes de´ge´ne`rent en des valeurs spe´ciales d’une
fonction L associe´e au corps de nombres totalement re´el sous-jacent (The´ore`me 5.2). On
en de´duit une preuve ge´ome´trique du The´ore`me de Klingen-Siegel (Corollaire 5.3) et un
re´sultat de non annulation pour certaines de ces classes d’Eisenstein (Corollaire 5.4).
Abstract
In [B2], we have proved that Levin’s currents (cf. [L]) give an explicit description of the
Eisenstein classes of an abelian scheme at the topological level. We apply here this result,
conjectured by Levin, in the situation where the abelian scheme is an Hilbert-Blumenthal
family of abelian varieties (cf. Proposition 4.3). Then we study the degeneration of these
Eisenstein classes at a cusp of the Baily-Borel compactification of the Hilbert-Blumenthal
variety. Using the Theorem of Burgos-Wildeshaus [BW, Theorem 2.9], we prove a rigidity
result which allows us to restrict the study at the topological level (cf. Proposition 3.4).
We show, using the explicit description of the Eisenstein classes obtained previously, that
these classes degenerate in special values of an L-function associated to the underlying
totally real number field (The´ore`me 5.2). We deduce then a geometric proof the Klingen-
Siegel Theorem (Corollaire 5.3) and a non vanishing result for some of these Eisenstein
classes (Corollaire 5.4).
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1 Introduction
Les classes d’Eisenstein d’un sche´ma abe´lien (cf. [B2, Partie 5] pour une de´finition) ont une
origine motivique d’apre`s Kings (cf. [Ki1]). Dans le cas elliptique, celles-ci ont e´te´ intensivement
e´tudie´es et on en connaˆıt des proprie´te´s remarquables, mais en dimension supe´rieure, peu de
choses sont connues a` leur sujet. Par exemple, la non nullite´ de ces classes constitue un proble`me
ouvert. Levin avait conjecture´ que les courants qu’il construit dans [L] permettent de de´crire le
polylogarithme (cf. [B2, Partie 4.1] pour une de´finition) et par suite les classes d’Eisenstein d’un
sche´ma abe´lien. Cette conjecture e´tant de´montre´e (cf. [B2]), on peut envisager d’utiliser cet outil
pour aborder l’e´tude des classes d’Eisenstein en dimension supe´rieure.
Dans cet article, nous conside´rons le cas particulier des familles de varie´te´s abe´liennes de
Hilbert-Blumenthal et nous utilisons le-dit outil pour exhiber des proprie´te´s remarquables des
classes d’Eisenstein. Le lecteur pourra consulter la note [B1] pour un expose´ concis des travaux
pre´sente´s ici. Toutefois, dans la Proposition 3.1 et dans le The´ore`me 4.1 a) de [B1], les constantes
rationnelles sont errone´es. Les valeurs correctes de celles-ci sont donne´es respectivement dans la
Proposition 4.3 et le The´ore`me 5.2. On commence par donner une expression en coordonne´es
de ces classes, au niveau topologique (cf. Proposition 4.3). Celles-ci vivent dans un groupe de
cohomologie de la base du sche´ma abe´lien, base qui est une varie´te´ de Hilbert-Blumenthal. On
e´tudie ensuite leur de´ge´ne´rescence en une pointe de la compactification de Baily-Borel de la base
et l’on de´montre que les re´sidus en cette pointe de ces classes s’expriment en termes de valeurs
spe´ciales d’une certaine fonction L attache´e au corps de nombres totalement re´el sous-jacent (cf.
The´ore`me 5.2). On re´duit ce calcul a` un calcul au niveau topologique (cf. Proposition 3.4) en
utilisant de fac¸on essentielle le The´ore`me de Burgos-Wildeshaus [BW, Theorem 2.9]. Ce re´sidu
e´tant un nombre rationnel, on en de´duit une preuve ge´ome´trique du The´ore`me de Klingen-Siegel
(cf. Corollaire 5.3).
Plusieurs preuves de ce The´ore`me ont e´te´ donne´es depuis 1962, date de la publication de la
premie`re de´monstration dans l’article [Kl]. Si notre approche pre´sente une certaine analogie avec
la preuve originale, elle met toutefois en lumie`re un lien ge´ome´trique nouveau avec la famille mo-
dulaire de Hilbert-Blumenthal, via le polylogarithme. On remarque que les deux de´monstrations
les plus re´centes de ce re´sultat dues a` Nori [No] et Sczech [Sc] utilisent toutes deux la rationalite´
d’une classe de cohomologie pour en de´duire la rationalite´ d’une valeur spe´ciale de la fonction L
en question. Notre approche pre´sente donc e´galement une certaine analogie avec les leurs.
On de´duit e´galement de la forme particulie`re de la de´ge´rescence des classes d’Eisenstein un
re´sultat de non nullite´ pour certaines classes d’Eisenstein dans cette situation ge´ome´trique (cf.
Corollaire 5.4). La preuve utilise une e´quation fonctionnelle due a` Siegel pour la fonction L qui
apparaˆıt dans l’expression du re´sidu. On mentionne enfin que Kings dans la pre´publication [Ki2]
e´tudie e´galement la de´ge´ne´rescence des classes d’Eisenstein dans le cas Hilbert-Bimenthal.
On passe maintenant au contenu des diffe´rentes parties de cet article.
• Partie 2 : On de´finit le sche´ma abe´lien que l’on conside`re a` l’aide du formalisme de Pink
(cf. [P]). Cette approche nous est utile pour la suite. On de´finit e´galement des sections de
torsion et on esquisse la construction de la compactification de Baily-Borel d’une composante
connexe de la base.
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• Partie 3 : Cette partie est consacre´e a` la de´finition et a` l’e´tude du morphisme re´sidu en une
pointe de la compactification de Baily-Borel de la base du sche´ma abe´lien pre´ce´demment
de´fini. On y montre en particulier que le but de ce morphisme est soit nul, soit canoni-
quement isomorphe a` Q. C’est ici qu’intervient le The´ore`me de Burgos-Wildeshaus [BW,
Theorem 2.9]. Son e´nonce´ faisant appel au formalisme de Pink, la de´finition du sche´ma
abe´lien dans ce langage nous est pre´cieuse. On e´tablit e´galement un re´sultat de rigidite´ (cf.
Proposition 3.4) qui nous permet de re´duire le calcul du re´sidu a` un calcul au niveau topo-
logique.
• Partie 4 : Il s’agit ici de calculer les diffe´rents objets qui interviennent dans la de´finition des
courants de Levin (cf. [L]). Le lecteur trouvera une explication des diffe´rents objets en jeu
en de´but de section. Ces calculs effectue´s, on peut alors donner une formule pour les classes
d’Eisenstein, au niveau topologique, dans notre contexte (cf. Proposition 4.3).
• Partie 5 : Disposant d’une expression explicite au niveau topologique des classes d’Eisenstein
et d’un re´sultat de rigidite´ qui nous permet d’effectuer le calcul au niveau topologique, on
de´termine, dans cette partie, le re´sidu de ces classes en inte´grant celles-ci le long du bord
d’un voisinage ouvert de la pointe conside´re´e. On e´tablit alors le lien entre ces re´sidus et
des valeurs spe´ciales d’une certaine fonction L (cf. Notation 5.1 et The´ore`me 5.2) et on en
de´duit le The´ore`me de Klingen-Siegel (cf. Corollaire 5.3) et un re´sultat de non annulation
(cf. Corollaire 5.4).
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Notations :
Pour X un sche´ma de type fini, se´pare´ et lisse sur C, on note :
V SHM(X) la cate´gorie des Q-variations de structures de Hodge mixtes polarisables et
admissibles (cf. [Ka]) sur X,
V le syste`me local sous-jacent a` V pour V ∈ Ob(V SHM(X)),
MHM(X) la cate´gorie des Q-modules de Hodge alge´briques mixtes sur X (cf. [Sa]).
En particulier,MHM(Spec(C)) est la cate´gorie des Q-structures de Hodge mixtes polarisables,
cate´gorie que l’on note simplement SHM .
On a un foncteur canonique V SHM(X)→MHM(X) qui est exact, pleinement fide`le et graˆce
auquel on identifie V SHM(X) a` une sous-cate´gorie pleine de MHM(X).
Par construction de MHM(X), on dispose d’un foncteur For := real ◦ rat : DbMHM(X) →
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Dbc(X), ou` rat est le foncteur de´fini par M. Saito, real est le foncteur de Beilinson et D
b
c(X) la
sous cate´gorie pleine de la cate´gorie de´rive´e borne´e des faisceaux de Q-vectoriels sur X(C), e´quipe´
de la topologie transcendante, dont les objets sont les complexes a` cohomologie alge´briquement
constructible.
Convention 1.1 − Si V ∈ Ob(V SHM(X)), For(V) est le syste`me local V convenablement
de´cale´. Dans cet article, on ne tient pas compte du de´calage.
On fixe pour la suite :
L un corps de nombres totalement re´el L de dimension g,
(σk)1≤k≤g une e´nume´ration des plongements re´els de L,
a un ide´al entier de L,
N un nombre entier plus grand que 3.
Soient b un ide´al fractionnaire de L et p un ide´al premier de L. On note
OL l’anneau des entiers de L,
TrL la trace de L,
NL la norme de L,
dL le discriminant de L,
dL la diffe´rente de L,
NL(b) la norme de b,
b∨ le dual de b relativement a` TrL,
Lp la comple´tion de L en la valuation associe´e a` p,
OLp l’anneau des entiers de Lp,
bp la comple´tion de b en la valuation associe´e a` p.
2 Donne´es ge´ome´triques
On commence par de´finir le sche´ma abe´lien que l’on conside`re dans cet article. On utilise pour
cela le formalisme et les re´sultats de la The`se de Pink [P]. On rappelle ensuite rapidement la
construction de la compactification de Baily-Borel de la base du sche´ma abe´lien pre´ce´demment
de´fini, qui est une varie´te´ de Hilbert-Blumenthal. On de´finit enfin des sections de torsion.
Convention 2.1 − Soit H un groupe alge´brique sur L et soit K ∈ {R,C}. Pour toute K-alge`bre
A, on dispose d’un isomorphisme de K-alge`bres A⊗Q L ∼→ Ag, a⊗ l 7→ (σk(l)a)1≤k≤g au moyen
duquel on identifie (ResL/QH)×Q K et (H ×Q K)g.
2.1 De´finition de la base du sche´ma abe´lien
Soit i : Gm,Q →֒ ResL/QGm,L le morphisme qui a` une Q-alge`bre A fait correspondre le mor-
phisme de groupes A× → (A⊗L)×, a 7→ a⊗ 1. On de´finit le Q-sche´ma en groupes re´ductif G par
le diagramme carte´sien suivant :
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G✷


//

ResL/QGL2,L
ResL/Q(de´t)

Gm,Q


i
// ResL/QGm,L .
On pose H± := C−R et on fait de (H±)g un G(R)-espace homoge`ne a` gauche en faisant agir le
groupe G(R) ⊆ GL2(R)g a` gauche sur (H±)g via les homographies. On de´finit alors un morphisme
h : (H±)g → Hom(SC, GC) ⊆ Hom(SC, (GL2,C)g) par :
τ ∈ (H±)g 7→
[
(z1, z2) ∈ S(C) 7→
(
i
2 Im(τk)
(
τkz1 − τkz2 −|τk|2(z1 − z2)
z1 − z2 −τkz1 + τkz2
))
1≤k≤g
∈ GL2(C)g
]
.
Alors, (G, (H±)g) est une donne´e de Shimura pure. Pour tout p ideal premier de L, on pose
H(a, N, p) :=

(
a b
c d
)
∈ GL2(Lp)
∣∣∣∣∣∣
a, d ∈ 1 +NOLp ,
c ∈ N(dLa2)p, b ∈ N(d−1L a−2)p,
ad− bc ∈ O×Lp
 .
Le groupe H(a, N) :=
(∏
p
H(a, N, p)
)
∩ G(AQ,f ) est un sous-groupe compact ouvert net de
G(AQ,f ).
On note S la varie´te´ alge´brique complexe quasi-projective lisse MH(a,N)(G, (H±)g) (cf. [G, p.
103] pour une interpre´tation modulaire de S). L’inclusion canonique du produit de g copies du
demi-plan de Poincare´ supe´rieur H dans (H±)g induit une immersion ouverte
Γ(a, N)\Hg →֒ San,
ou` Γ(a, N) :=
{(
a b
c d
)
∈ SL2(L)
∣∣ a, d ∈ 1 +NOL, c ∈ NdLa2, b ∈ Nd−1L a−2} ⊆ G(Q), qui
identifie Γ(a, N)\Hg a` une composante connexe de San. La varie´te´ analytique complexe Γ(a, N)\Hg
est la varie´te´ analytique complexe associe´e a` une varie´te´ alge´brique complexe quasi-projective
lisse canonique note´e S0. Par de´finition de la structure de varie´te´ alge´brique de S, S0 est une
composante connexe de S.
2.2 De´finition de la famille de varie´te´s abe´liennes
Soit V := ResL/Q(Ga,L ⊕ Ga,L). On pose P := V ⋊ G le produit semi-direct associe´ a` la
restriction a` G de l’action standard de ResL/QGL2,L sur V .
Lemme 2.2 (comparer a` [Wi1-V-Lemma 1.1]) − Soient τ ∈ (H±)g. Le morphisme h(τ) de´finit
une Q-structure de Hodge pure de poids −1 sur V (Q). Sous l’identification VC = (Ga,C ⊕ Ga,C)g
la filtration de Hodge est donne´e par :
F 1(VC) = 0,
F 0(VC) =
〈(
τ1
1
)〉
C
× · · · ×
〈(
τg
1
)〉
C
,
F−1(VC) = VC.
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De´monstration − H0,−1(VC) est le sous-espace propre associe´ au caracte`re (z1, z2) 7→ z2. Un
calcul permet alors de conclure. ✷
On de´finit alors la donne´e de Shimura (P,X) comme e´tant l’extension unipotente de (G, (H±)g)
par V . Comme Lie(V ) est de type {(−1, 0), (0,−1)}, on a la description suivante de X :
X =
{
(ψ, τ) ∈ Hom(S, PR)× (H±)g | h(τ) = p ◦ ψ
}
,
ou` p : P → G est la projection canonique. A` l’aide des isomorphismes donne´s par [Wi1-V-Lemma
1.2] et [Wi1-V-Corollary 1.4.b], on construit un biholomorphisme :
Cg × (H±)g ∼→ X.
On introduit le sous-groupe ouvert compact de P (AQ,f )
K(a, N) :=
(∏
p
(a∨)p ⊕
∏
p
ap
)
⋊H(a, N).
On note A la varie´te´ alge´brique complexe quasi-projective lisse MK(a,N)(P,X). La projection
canonique p : P → G induit un morphisme A → S, note´ (abusivement) e´galement p, qui est le
morphisme structural d’un sche´ma abe´lien de dimension relative pure g.
La restriction de pan : Aan → San au dessus (S0)an = Γ(a, N)\Hg est donne´e par la projection
canonique
q : A0 := Λ(a, N)\X+ → (S0)an,
ou` X+ := Cg × Hg et Λ(a, N) := (a∨ ⊕ a)⋊ Γ(a, N) agit sur X+ par l’action qui a`((
(a′, a),
(
α β
γ δ
))
, (z, τ)
)
∈ Λ(a, N) × (Cg × Hg)
fait correspondre :(
zk
σk(γ)τk + σk(δ)
+ σk(a
′)− σk(a)
(
σk(α)τk + σk(β)
σk(γ)τk + σk(δ)
)
,
σk(α)τk + σk(β)
σk(γ)τk + σk(δ)
)
1≤k≤g
∈ Cg × Hg.
On a donc l’identification suivante :
(
p|S0 : A|S0 → S0
)an
= (q : A0 → (S0)an).
2.3 La pointe ∞
On rappelle succinctement comment est construite la compactification de Baily-Borel de S0.
On de´finit une pointe de Γ(a, N) comme e´tant une orbite d’un point de P1(L) sous l’action de
Γ(a, N) ⊆ SL2(L) induite par les homographies. On adjoint a` S0 l’ensemble des pointes de Γ(a, N)
pour obtenir un ensemble que l’on munit de la topologie de Satake. Sur cet espace topologique,
on dispose d’une structure d’espace analytique complexe normal compact (non lisse si L 6= Q)
compatible avec celle de (S0)an. A` l’aide des se´ries de Poincare´, on construit un plongement de
cet espace analytique dans un espace projectif. Il he´rite ainsi d’une structure de varie´te´ alge´brique
complexe normale et projective. On note (S0)∗ la varie´te´ alge´brique obtenue. Par de´finition meˆme
de la structure alge´brique de S0, S0 est un ouvert dense de (S0)∗ et la varie´te´ (S0)∗ est appele´e
compactification de Baily-Borel de S0.
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On de´crit maintenant un syste`me fondamental de voisinages dans (S0)∗ (pour la structure
analytique) de la pointe ∞, pointe qui correspond a` l’orbite de [1 : 0] ∈ P1(L) sous l’action de
Γ(a, N). Le stabilisateur de l’∞ dans Γ(a, N) est
Γ(a, N,∞) :=
{(
ε a
0 ε−1
)
∈ Γ(a, N) ∣∣ ε ∈ UL,N et a ∈ Nd−1L a−2} ,
ou` UL,N est le sous-groupe des unite´s de OL congrues a` 1 modulo N . On ve´rifie que Γ(a, N,∞)
agit sur
Vr :=
{
τ ∈ Hg
∣∣∣∣∣
g∏
i=1
Im(τj) > r
}
,
pour tout r ∈ R>0. Alors pour r ≫ 0, le morphisme canonique Γ(a, N,∞)\Vr → S0 est une
immersion ouverte et l’ensemble {(Γ(a, N,∞)\Vr) ∪ {∞} | r≫ 0} forme une base de voisinages
ouverts de l’∞ dans S0.
2.4 Sections de torsion
Soient a′ ∈ N−1a∨, a ∈ N−1a. Le morphisme analytique
xa′,a : (S
0)an = Γ(a, N)\Hg → Λ(a, N)\(Cg × Hg) ≃ (A|S0)an
[τ ] 7→ [(σk(a′) + σk(a)τk)1≤k≤g, τ ] .
est le morphisme analytique associe´ a` un unique morphisme alge´brique S0 → A|S0 qui est une
section de N -torsion de p|S0 : A|S0 → S0 que l’on note (abusivement) e´galement xa′,a.
3 Le morphisme re´sidu en l’∞
Cette article traite de la de´ge´ne´rescence des classes d’Eisenstein (cf. [B2, De´finition 5.3]) du
sche´ma abe´lien p|S0 : A|S0 → S0 en la pointe ∞, i.e. de la de´termination du re´sidu en l’∞ des
classes d’Eisenstein.
Dans cette partie, on de´finit le morphisme re´sidu en l’∞, de source un groupe d’extensions de
MHM(S0) et de but un groupe d’extensions de SHM qui est soit trivial, soit canoniquement
isomorphe a` Q. On explique enfin que le calcul du re´sidu en l’∞ se re´duit a` un calcul au niveau
topologique.
On note :
j : S0 →֒ (S0)∗ l’immersion ouverte de S0 dans (S0)∗,
i∞ :∞ →֒ (S0)∗ l’immersion ferme´e de la pointe ∞ dans (S0)∗,
H := (R1(p|S0)∗Q)∨ ∈ Ob(V SHM(S0)),
l un entier positif.
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3.1 De´finition du morphisme re´sidu en l’∞
On de´finit le morphisme Resl∞ par le diagramme commutatif suivant.
Ext2g−1
MHM(S0)
(Q(0), (SymlH)(g))
Resl
∞

HomDbMHM(S0)(Q(0), (Sym
lH)(g)[2g − 1])
(adjonction)
HomDbMHM((S0)∗)(Q(0), j∗(Sym
lH)(g)[2g − 1])
1→(i∞)∗(i∞)∗

HomDbMHM((S0)∗)(Q(0), (i∞)∗(i∞)
∗j∗(Sym
lH)(g)[2g − 1])
(adjonction)
HomSHM (Q(0),H
2g−1(i∞)
∗j∗(Sym
lH)(g)) HomDbSHM (Q(0), (i∞)∗j∗(SymlH)(g)[2g − 1])H0
oo
3.2 Le but du morphisme re´sidu en l’∞
On de´termine a` pre´sent la Q-structure de Hodge H2g−1(i∞)
∗j∗(Sym
lH)(g).
Par construction de S = MH(a,N)(G, (H±)g), on dispose d’un foncteur canonique qui associe
a` une repre´sentation alge´brique rationnelle de G une Q-variation de structures de Hodge mixtes
polarisable surMH(a,N)(G, (H±)g)(C). De plus, d’apre`s [W, II - Theorem 2.2], les variations issues
de cette construction sont admissibles. On en de´duit un foncteur tensoriel canonique
µH(a,N) : RepQG→MHM(S),
ou` RepQG est la cate´gorie des repre´sentations alge´briques rationnelles de G·
D’apre`s la de´finition de G, on a un morphisme canonique G → Gm,Q, note´ χ, qui four-
nit une action de G sur Ga,Q. On ve´rifie que µK(a,N)(χ) = Q(1). Le groupe G agit sur V :=
ResL/Q(Ga,L ⊕ Ga,L) par restriction de l’action standard de ResL/QGL2,L. L’image par µH(a,N)
de cette repre´sentation est (R1p∗Q)
∨ (p est le morphisme structural du sche´ma abe´lien A → S).
Ainsi (Syml(R1p∗Q)
∨)(g) est dans l’image du foncteur µH(a,N).
Burgos et Wildeshaus ont e´tabli un The´ore`me [BW, Theorem 2.9] qui permet de calculer la
Q-structure de Hodge H2g−1i∗∞j∗ µH(a,N)(W ), pour W ∈ RepQG, en termes de cohomologies de
deux groupes : l’un alge´brique unipotent, l’autre arithme´tique. L’e´nonce´ du re´sultat pre´cis re-
quiert la description de la compactification de Baily-Borel dans le formalisme de Pink. Pour cela,
on renvoie aux chapitres 4 et 6 de la The`se de Pink [P] ou encore, pour un re´sume´, a` [BW-p. 365
et 366]. On explicite les diffe´rents objets qui interviennent dans la description de la pointe ∞ de
B en suivant les notations de [BW- p. 365 – 367] et aussi les groupes qui interviennent dans ce
cas dans le The´ore`me [BW-Theorem 2.9].
• Soit Q le sous-groupe parabolique admissible de G qui est le produit fibre´ du sous-groupe de
Borel standard de ResL/QGL2,L {( ∗ ∗
0 ∗
)}
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et de Gm,Q.
• Le sous-groupe normal canonique deQ, P1, est le produit fibre´ du sous-groupe de ResL/QGL2,L{( ∗ ∗
0 1
)}
et de Gm,Q qui s’identifie a` ResL/QGa,L ⋊Gm,Q.
• Le radical unipotent W1 de P1 (et de Q) est le produit fibre´ du sous-groupe de ResL/QGL2,L{(
1 ∗
0 1
)}
et de Gm,Q, c’est a` dire ResL/QGa,L.
• On note π : P1 → G1 := P1/W1 = Gm,Q la projection canonique.
• On fixe K := H(a, N) sous-groupe compact ouvert net de G(AQ,f ), g := 1 ∈ G(AQ,f ) et on
pose K1 := P1(AQ,f ) ∩H(a, N).
• La composante de bord dans la compactification de Baily-Borel qui correspond a` la pointe
∞ est la donne´e de Shimura (Gm,Q, Isom(Z,Z(1))) (cf. [P, Example 2.8]).
• On a donc un morphisme iGm,Q,H(a,N),1 : Mpi(K1)(Gm,Q, Isom(Z,Z(1)))→ (S0)∗.
• On calcule HC := CentQ(Q)({−1, 1}) ∩W1(AQ,f ) ·H(a, N) et HC := π(HC) pour trouver
HC =
{(
ε ∗
0 ε−1
)
| ε ∈ UL,N
}
et HC =
{[(
ε ∗
0 ε−1
)]
| ε ∈ UL,N
}
≃ UL,N .
• Enfin, ∆\Mpi(K1)(Gm,Q, Isom(Z,Z(1))) (cf. [BW, p. 367] pour la de´finition de ∆) est re´duit
a` un point et l’immersion induite par iGm,Q,H(a,N),1 : M
pi(K1)(Gm,Q, Isom(Z,Z(1)))→ (S0)∗
∆\Mpi(K1)(Gm,Q, Isom(Z,Z(1))) →֒ (S0)∗
correspond a` i∞ :∞ →֒ (S0)∗.
On peut alors e´noncer le re´sultat suivant.
The´ore`me 3.1 (cas particulier de [BW-Theorem 2.9]) −
H2g−1i∗∞j∗(Sym
lH)(g) = ⊕
p+q=2g−1
µpi(K1) ◦Hp(HC ,Hq(W1, ResGQ((SymlV )⊗ χg))).
La dimension cohomologique du groupe W1 (resp. du groupe abe´lien libre de rang g − 1 sans
torsion HC) est g (resp. g − 1). Ainsi, on a :
H2g−1i∗∞j∗(Sym
lH)(d) = µpi(K1) ◦H2g−1(HC ,Hg(W1, ResGQ((SymlV )⊗ χg))).
Proposition 3.2 −
H2g−1i∗∞j∗(Sym
lH)(g) =
{
Q(0) si g divise l,
0 sinon .
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De´monstration −
a) Calcul de Hg(W1, Res
G
Q(Sym
lV ⊗ χg))
On commence par remarquer que W1 n’agit pas sur χ
g. D’apre`s [Kn-Thm 6.10], on a un
isomorphisme (Q/W1)-e´quivariant :
Hg(W1,Res
G
Q(Sym
l)) ≃ H0(W1,ResGQ(SymlV ))⊗
g∧(LieW1)∨.
On e´tend ensuite les scalaires a` Q, une cloˆture alge´brique de Q. On a l’isomorphisme cano-
nique suivant :
H0(W1,Res
G
Q(Sym
lV ))⊗Q Q = H0(W1(Q),SymlV (Q)).
On note que :
W1(Q) =
g∏
i=1
{(
1 α
0 1
) ∣∣ α ∈ Q}
V (Q) =
g∏
i=1
{
aiXi + biYi
∣∣ ai, bi ∈ Q} ,
ou` Xi = (1, 0), Yi = (0, 1) ∈ Q2. On a ainsi une base canonique pour SymlV (Q) :(
Xm11 . . . X
mg
g Y
n1
1 . . . Y
ng
g
)
(m1,...,mg,n1,...,ng)
indexe´e par les 2g-uplets d’entiers positifs (m1, . . . ,mg, n1, . . . , ng) tels que :
m1 + · · ·+mg + n1 + · · ·+ ng = l.
Soit α ∈ Q et soit w :=
(
1 α
0 1
)
. Alors, w.Xi = Xi et wYi = αXi+Yi et on ve´rifie, a` l’aide
de cette remarque, que :
H0(W1(Q),Sym
lV (Q)) = SymlV (Q)/
〈{Xm11 . . . Xmgg Y n11 . . . Y ngg | ∃i tel que mi 6= 0}〉Q .
b) Calcul deHg−1(HC , (Sym
lV (Q)/
〈{Xm11 . . . Xmgg Y n11 . . . Y ngg | ∃i tel que mi 6= 0}〉Q)⊗χg).
Tout d’abord, HC n’agit ni sur χ
g (les e´le´ments de HC sont de de´terminant 1) ni sur
g∧(LieW1)∨ (le carre´ d’une unite´ est de norme 1). Le groupe HC e´tant isomorphe a` Zg−1, en
prenant une re´solution de Koszul, on obtient un isomorphisme entre :
Hg−1(HC , (Sym
lV (Q)/
〈{Xm11 . . . Xmgg Y n11 ..Y ngg | ∃i tel que mi 6= 0}〉Q))
et
H0(HC , (Sym
lV (Q)/
〈{Xm11 . . . Xmgg Y n11 . . . Y ngg | ∃i tel que mi 6= 0}〉Q).
Soient (n1, . . . , ng) un g-uplet d’entiers positifs tels que n1 + · · ·+ ng = l et
h =
[(
ε ∗
0 ε−1
)]
∈ HC
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alors, h.[Y n11 . . . Y
ng
g ] = [σ1(ε
−1)n1 . . . σg(ε
−1)ngY n11 . . . Y
ng
g ]. On remarque que si les ni ne
sont pas tous e´gaux, alors il existe ε ∈ UL,N tel que σ1(ε−1)n1 . . . σg(ε−1)ng 6= 1. Ceci peut
se voir en utilisant une Z-base (u1, . . . , ug−1) de UL,N et le re´sultat de the´orie des nombres
classique qui affirme que :
det
 log |σ1(u1)| . . . log |σg−1(u1)|... . . . ...
log |σ1(ug−1)| . . . log |σg−1(ug−1)|
 6= 0.
c) Conclusion
On rassemble les re´sultats pre´ce´dents. On de´finit W comme suit.
• Cas ou` g divise l : On pose λ := l/g ∈ N et on de´finit W comme e´tant le sous-espace
de SymlV (Q) engendre´ par les Xm11 . . . X
mg
g Y
n1
1 . . . Y
ng
g tels que
(n1, . . . , ng) 6= (λ, . . . , λ).
• Cas ou` g ne divise pas l : On pose W := SymlV (Q).
On a prouve´ que :
H2g−1i∗∞j∗(Sym
lH)(d)⊗Q Q = SymlV (Q)/W ⊗
g∧(LieW1)∨ ⊗ χg.
L’action de G1 sur (LieW1)
∨ ⊗ χg et sur SymlV (Q)/W est triviale. Enfin,
dim
Q
SymlV (Q)/W =
{
1 si g divise l,
0 sinon.
✷
Remarque 3.3 − Si g divise l, alors le quotient SymlV (Q)/W (engendre´ par la classe [Y l/g1 . . . Y l/gg ])
et la projection canonique SymlV (Q)→ SymlV (Q)/W sont de´finis sur Q.
3.3 Rigidite´ de la de´ge´nerescence
On suppose ici que g divise l. La construction de Resl∞ admet un analogue e´vident au niveau
topologique (i.e. dans la the´orie Dbc(·)) qui permet de de´finir un morphisme
Resl∞ : H
2g−1
Betti (S
0(C), (SymlH)(g))→ H2g−1Betti (∞, i∗∞Rj∗(SymlH)(g)).
Ce morphisme s’inse`re dans le diagramme suivant
Ext2g−1
MHM(S0)
(Q(0), (SymlH)(g))
Resl
∞

For // H2g−1Betti (S
0(C),SymlH(g))
Resl
∞

HomSHM(Q(0),H
2g−1i∗∞j∗(Sym
lH)(g)) For //
(cf Proposition 3.2)
H2g−1Betti (∞, i∗∞Rj∗(SymlH)(g))
(cf. Proposition 3.2)
HomSHM(Q(0),Q(0)) Q
qui est commutatif. En effet, le formalisme des 6 foncteurs de DbMHM(·) et celui de Dbc(·) sont
compatibles via le foncteur For. On en de´duit la Proposition suivante.
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Proposition 3.4 − Pour tout c ∈ Ext2g−1
MHM(S0)
(Q(0), (SymlH)(g)),
Resl∞(c) = Res
l
∞ ◦ For(c) ∈ Q.
4 Calcul des classes d’Eisenstein au niveau topologique
Dans cette partie, on de´termine les classes d’Eisenstein (cf. [B2, Partie 5] pour la de´finition) du
sche´ma abe´lien p|S0 : A|S0 → S0 au niveau topologique en utilisant le re´sultat principal de [B2] (cf.
[B2, Corollaire 4.7 ]). Ce dernier assure que les courants de´finis par Levin dans [L] permettent de
de´crire le polylogarithme de p|S0 : A|S0 → S0 au niveau topologique, et par suite (cf. [B2, Partie
5]) les classes d’Eisenstein, toujours au niveau topologique.
Il s’agit donc ici d’expliciter les courants de Levin dans notre situation ge´ome´trique. Ces cou-
rants sont des se´ries de formes diffe´rentielles note´es g′a,γ dans [L]. Pour la de´finition pre´cise de
ces formes, on renvoie le lecteur a` [L]. On en donne ci-dessous une esquisse tout en pre´sentant le
contenu de cette quatrie`me partie.
La construction de Levin vaut pour une famille de tores analytiques complexes munie d’une
polarisation (cf. [L, 1.1.2]). Dans la partie 4.1, on de´finit cette polarisation et on explicite le
pullback de
(p|S0 : A|S0 → (S0))an = (q : Λ(a, N)\(Cg ×Hg)→ Γ(a, N)\Hg)
par la projection canonique Hg → Λ(a, N)\Hg , note´ q′ : A′ → Hg. Pour la famille de tores analy-
tiques complexes q′ : A′ → Hg, on dispose de coordonne´es globales pour expliciter g′a,γ . C’est la
raison pour laquelle on conside`re plutot cette famille que (p|S0 : A|S0 → (S0))an.
On donne alors une trivialisation C∞-re´elle Ψ de la famille de tores re´els q′ : A′ → Hg
Ψ: (ΠR/Π)× Hg → A′,
ou` Π := a∨⊕a. Le syste`me local constant (R1q′∗Z)∨ s’identifie a` Π et la polarisation (principale) est
donne´e par un accouplement < · , · > : Π∧Π→ 2πiZ. En outre, (R1q′∗Z)∨ est muni d’une structure
de variation de structures de Hodge pure de poids−1. On note E le fibre´ holomorphe sur Hg associe´
et E = E−1,0 ⊕ E0,−1 la de´composition de Hodge de celui-ci. A` l’aide de la trivialisation Ψ, on
associe a` toute section θ deE un champ de vecteurs surA′ que l’on note e´galement θ. En particulier,
pour tout γ ∈ Π, on obtient deux champs de vecteurs γ−1,0 et γ0,−1 sur A′, ou` γ = γ−1,0 + γ0,−1
est la de´composition de Hodge de γ (cf. Partie 4.3 pour une expression en coordonne´es de γ−1,0
et γ0,−1). Toujours graˆce a` la trivialisation Ψ, on construit une de´composition du fibre´ tangent
C∞-complexe de A′ : TCA′ = (q′)∗TCHg⊕ (A′×ΠC) ou` TCHg de´signe le fibre´ tangent C∞-complexe
de Hg. La projection canonique TCA
′ → A′×ΠC donne une forme diffe´rentielle ν sur A′ a` valeurs
dans le fibre´ A′ × ΠC (cf. Partie 4.4 pour une expression de ν en coordonne´es). Pour a ∈ N≥1 et
γ ∈ Π \ {0}, la forme diffe´rentielle g′a,γ ∈ Γ(A′,Ω2g−1A′ ⊗ Syma−1E) est de´finie par
g′a,γ = iγ0,−1
(
χγ × 1
(ρ(γ)− Lγ−1,0)a
vol × (γ0,−1)a−1
)
,
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ou` • iγ0,−1 est l’ope´rateur de contraction par le champ de vecteurs γ0,−1,
• χγ est une fonction complexe sur A′ de´finie par
χγ([(z, τ)]) = exp(< γ , pr1 ◦Ψ−1([(z, τ)]) >C),
pr1 de´signant la projection canonique (ΠR/Π)× Hg → ΠR/Π et < · , · >C
l’accouplement obtenu en prolongeant par line´arite´ < · , · > (cf. Partie 4.6 pour une
expression de χγ en coordonne´es),
• ρ(γ) =< γ−1,0 , γ0,−1 >C (cf. Partie 4.5 pour une expression de ρ(γ) en coordonne´es),
• Lγ−1,0 est la de´rive´e de Lie associe´e au champ de vecteurs γ−1,0,
• vol = (−1)g(g!)−1ωg, ou` ω := 1
2
< ν, ν >C (cf. Partie 4.4 pour une expression de ω
en coordonne´es).
La forme g′a,γ est bien de´finie car L
k
γ−1,0vol = 0 pour k > 2g (cf. [L, Prop 3.2.2]). Dans la partie
4.7, on effectue le calcul en coordonne´es de
iγ0,−1
(
χγ × 1
(ρ(γ) − Lγ−1,0)a
ωg
)
.
Dans une dernie`re sous-partie, on applique les re´sultats de la Partie 5 de [B2], pour obtenir
une expression explicite des classes d’Eisenstein dans cette situation ge´ome´trique (cf. Prop 4.3).
4.1 Polarisation et trivialisation C∞-re´elle
Le calcul des courants de Levin recquiert une polarisation. On pre´cise ici celle que l’on conside`re
dans la suite.
Le pullback de la famille de tores complexes q : Λ′(a, N)\(Cg × Hg) → Λ(a, N)\Hg par la
projection canonique Hg → Λ(a, N)\Hg est
q′ : A′ := Π\(Cg × Hg)→ Hg,
ou` le quotient de Cg × Hg par le groupe Π := a∨ ⊕ a est celui associe´ a` l’action
(a∨ ⊕ a)× (Cg × Hg) → Cg ×Hg
((a′, a), (z, τ)) 7→ ((σk(a′) + σk(a)τk + zk)1≤k≤g, τ).
Soit τ ∈ Hg. On note ϕτ le monomorphisme ϕτ : Π → Cg, (a′, a) 7→ ((σk(a′) + σk(a)τk)1≤k≤g.
Le morphisme ϕτ⊗R : Π⊗R→ Cg de´duit de ϕτ par line´arite´ est un isomorphisme de R-vectoriels.
La fibre en τ ∈ Hg de q′, note´e A′τ , est Cg/ϕτ (Π) et l’application
< · , · > : Π ∧Π → 2πiZ
(a′1, a1) ∧ (a′2, a2) 7→ 2πi TrL(a′2a1 − a′1a2)
induit, via ϕτ , une polarisation principale sur A
′
τ .
On a en outre un isomorphisme C∞-re´el de familles de tores re´els au dessus de Hg
Ψ : (ΠR/Π) × Hg → A′ = Π\(Cg × Hg).
([ξ], τ) 7→ [(ϕτ ⊗R (ξ), τ)]
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Celui-ci joue un roˆle fondamental dans la construction des courants de Levin (cf. [L, Part 2.2]
pour la de´finition de cette trivialisation dans le cas ge´ne´ral).
Il est utile pour la suite d’expliciter l’inverse de Ψ. On fixe (α1, . . . , αg) une Z-base de a et
on note (α′1, . . . , α
′
g) la Z-base de a
∨ duale de (α1, . . . , αg) relativement a` la forme biline´aire
a∨ × a→ Z, (α′, α) 7→ TrL(α′α).
Notations 4.1 −
• Pour z = (z1 . . . , zg) ∈ Cg, on note D(z) la matrice diagonale g × g dont la diagonale est
(z1, . . . , zg) et z := (z1, . . . , zg).
• On introduit les deux matrices g × g
M := (σl(αk))1≤k,l≤g et M
′ := (σl(α
′
k))1≤k,l≤g.
• Pour τ = (τ1, . . . , τg) ∈ Hg, on pose
T (τ) := (t1, .., tg) := ((τ1 − τ1)−1, . . . , (τg − τg)−1).
A` l’aide des deux Z-bases (α1, . . . , αg) et (α
′
1, . . . , α
′
g), on effectue un calcul e´le´mentaire pour
montrer que l’image de [(z, τ)] ∈ A′ = Π\(Cg × Hg) par le morphisme C∞-re´el Ψ−1 est l’e´le´ment
de (ΠR/Π)× Hg
(z − z)D(T (τ))M−1
 α1...
αg
+ (zD(T (τ))D(τ)(M ′)−1 − zD(T (τ))D(τ )(M ′)−1)
 α
′
1
...
α′g

 , τ
 .
4.2 De´composition de Hodge
On fixe τ ∈ Hg. On note (uτ,1, . . . , uτ,g) (resp. uτ,1, . . . , uτ,g) la base de duale de dz :=
(dz1, . . . , dzg) (resp. dz := (dz1, . . . , dzg)) des formes holomorphes (resp. antiholomorphes) de A
′
τ ,
la fibre de q′ au dessus de τ .
L’e´galite´ matricielle suivante nous fournit une expression de uτ,1, . . . , uτ,g, uτ,1, . . . , uτ,g dans
ΠC = H1(A
′
τ ,C).
uτ,1
...
uτ,g
uτ,1
...
uτ,g

=
(
D(T (τ))M−1 −D(T (τ))D(τ)(M ′)−1
−D(T (τ))M−1 D(T (τ))D(τ)(M ′)−1
)

α1
...
αg
α′1
...
α′g

.
On note E := E−1,0⊕E0,−1 la de´composition de Hodge du fibre´ vectoriel analytique au dessus
de Hg attache´e a` la variation de structures de Hodge pures de poids −1 (R1q∗Z)∨. La trivialisation
C∞-re´elle Ψ introduite dans la partie 4.1 induit une identification entre (R1q∗Z)∨ (syste`me local
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constant) et Π.
Soit γ = (a′, a) ∈ Π. Cet e´le´ment de´finit une section de q∗E au dessus de A′
A′ → A′ ×ΠC, [(z, τ)] 7→ ([(z, τ)], γ)
que l’on note e´galement (abusivement) γ. On ve´rifie que la de´composition de Hodge de γ est
donne´e par :
γ−1,0 : A′ → q∗E−1,0
[(z, τ)] 7→
(
[(z, τ)],
g∑
k=1
(σk(a
′) + σk(a)τk) uτ,k
)
γ0,−1 : A′ → q∗E0,−1
[(z, τ)] 7→
(
[(z, τ)],
g∑
k=1
(σk(a
′) + σk(a)τk) uτ,k
)
.
4.3 Champs de vecteurs
La trivialisation Ψ permet d’associer a` tout e´le´ment θ de ΠC un champ de vecteurs C∞ complexe
sur A′ que l’on note (abusivement) aussi θ. Pour γ = (a′, a) ∈ Π, les champs de vecteurs associe´s
a` γ−1,0 et γ0,−1 sont :
γ−1,0 =
g∑
k=1
(σk(a
′) + σk(a)τk) ∂zk et γ
0,−1 =
g∑
k=1
(σk(a
′) + σk(a)τk) ∂zk .
4.4 La forme de polarisation
On de´duit de la trivialisation Ψ une de´composition du fibre´ tangent C∞-complexe de A′ :
TCA
′ = (q′)∗TCH
g ⊕ (A′×ΠC). La projection de TA′ sur (A′×ΠC) induit une forme diffe´rentielle
a` valeurs dans (A′ ×ΠC) note´e ν.
Notations 4.2 −
• D(dτ) (resp. D(dτ)) est la matrice diagonale de formes diffe´rentielles dont la diagonale est
(dτ1, . . . , dτg) (resp. (dτ1, . . . , dτg)).
• uk (resp. uk) est la section de (A′×ΠC) au dessus de A′ uk : [(z, τ)] 7→ uτ,k (resp. uk : [(z, τ)] 7→
uτ,k) pour k ∈ {1, . . . , g}.
Au prix d’un calcul faisant intervenir l’expression explicite de Ψ−1 obtenue pre´ce´demment, on
obtient l’expression en coordonne´es de ν suivante :
ν = (dz − (z − z)D(T (τ))D(dτ))
 u1...
ug
+ (dz − (z − z)D(T (τ))D(dτ ))
 u1...
ug
 .
Soit τ ∈ Hg. La matrice de Gram de l’accouplement < · , · >C : ΠC ∧ ΠC → C (obtenu en
e´tendant par line´arite´ < · , · >) dans la base (uτ,1, . . . , uτ,g, uτ,1, . . . , uτ,g) est
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(< uτ,k , uτ,l >C)1≤k,l≤g = −2πi T (τ).
La forme de polarisation ω :=
1
2
< ν, ν >C est donc :
ω = −2πi
g∑
k=1
(dzk − tk(zk − zk)dτk)︸ ︷︷ ︸
η1k
∧ (tk(dzk − tk(zk − zk)dτk)︸ ︷︷ ︸
η2k
.
4.5 Normes
Soient τ ∈ Hg et γ = (a′, a) ∈ Π. De (< uτ,k , uτ,l >C)1≤k,l≤g = −2πi T (τ) et des expressions
obtenues pour γ−1,0 et γ0,1 dans la partie 4.2, on de´duit que l’image de τ par la fonction ρ(γ) =
< γ−1,0, γ0,1 > : Hg → R est
ρ(γ)(τ) = −2πi
g∑
k=1
tk|σk(a′) + σk(a)τk|2.
4.6 Les fonctions χγ (γ ∈ Π)
Soit τ ∈ Hg. L’isomorphisme de R-vectoriels ϕτ ⊗R : ΠR → Cg induit par passage au quotient
un isomorphisme C∞-re´el de tores re´els ϕτ ⊗ R : ΠR/Π→ A′τ .
Soit γ = (a′, a) ∈ Π. L’image de [(z, τ)] ∈ A′ par la fonction C∞-re´elle χγ : A′ → C est donne´e
par :
χγ([(z, τ)]) = exp
(
< γ,ϕτ ⊗ R−1(z) >C
)
.
4.7 De´rive´es de Lie successives de la forme vol et effet du produit inte´rieur
Soit α ∈ N≥1 et soit γ = (a′, a) ∈ Π \ {0}. On explicite tout d’abord 1
(ρ(γ)− Lγ−1,0)α
vol, ou`
vol := (−1)g(g!)−1ωg. On rappelle que Lγ−1,0 de´signe la de´rive´e de Lie du champ de vecteurs γ−1,0
et que Lkγ−1,0ω
g = 0 si k > 2g (cf. [L, Prop. 3.2.2]) . A` l’aide de l’expression de ω de la Partie 4.4,
on obtient :
1
(ρ(γ)− Lγ−1,0)α
vol =
(2πi)g
(ρ(γ) − Lγ−1,0)α
η11 ∧ η21 ∧ η12 ∧ η22 ∧ · · · ∧ η1g ∧ η2g
=
2g∑
n=0
(2πi)g Cα−1n+α−1
ρ(γ)n+α
(Lγ−1,0)
n η11 ∧ η21 ∧ η12 ∧ η22 ∧ · · · ∧ η1g ∧ η2g .
Pour tout n ∈ {0, . . . , 2g}, on note Ln l’ensemble
{(L1, . . . , L2g) ∈ {Id, Lγ−1,0}2g | ♯({k ∈ {1, . . . , 2g} | Lk = Lγ−1,0}) = n}.
Puisque (Lγ−1,0)
2 η1k = (Lγ−1,0)
2 η2k = 0 pour tout k ∈ {1, . . . , g}, , on a :
(Lγ−1,0)
n η11 ∧ η21 ∧ · · · ∧ η1g ∧ η2g =
∑
(L1,...,L2d)∈Ln
L1η
1
1 ∧ L2η21 ∧ · · · ∧ L2g−1η1g ∧ L2gη2g .
16
On ve´rifie alors que pour tout k ∈ {1, . . . , g} :
Lγ−1,0 η
1
k = −tk(σk(a′) + σk(a)τk)dτk et Lγ−1,0 η2k = −t2k(σk(a′) + σk(a)dτk).
On a ainsi une expression en coordonne´es de
1
(ρ(γ)− Lγ−1,0)α
vol. On calcule maintenant
iγ0,−1
1
(ρ(γ) − Lγ−1,0)α
vol ( iγ0,−1 de´signe l’ope´rateur de contraction par le champ de vecteurs
γ0,−1). Compte tenu de ce qui pre´ce`de, il suffit d’expliciter iγ0,−1L1η
1
1∧L2η21∧· · ·∧L2g−1η1g ∧L2gη2g
pour tout n ∈ {0, . . . , 2g} et (L1, .., L2g) ∈ Ln.
Soient n ∈ {0, . . . , 2g} et (L1, .., L2g) ∈ Ln.
iγ0,−1 L1η
1
1 ∧ L2η21 ∧ · · · ∧ L2g−1η1g ∧ L2gη2g = (iγ0,−1L1η11) L2η21 ∧ · · · ∧ L2g−1η1g ∧ L2gη2g
− (iγ0,−1L2η21) L1η11 ∧ L3η12 ∧ · · · ∧ L2g−1η1g ∧ L2gη2g
+ ...
− (iγ0,−1L2gη2g) L1η11 ∧ L2η21 ∧ · · · ∧ L2g−1η1g .
De plus, pour tout k ∈ {1, . . . , g} :
iγ0−1 η
2
k = tk(σk(a
′) + σk(a)τk) et iγ0−1 η
1
k = iγ0−1 Lγ−1,0 η
1
k = iγ0−1 Lγ−1,0 η
2
k = 0.
4.8 De´termination des classes d’Eisenstein au niveau topologique
On fixe (b′, b) ∈ (N−1a∨ ⊕N−1a) \ {0} et l ∈ N>2g.
De la de´finition du morphisme Pω de Levin [L, Thm 3.4.4] et de la Partie 5 de [B2] et d’un calcul
e´le´mentaire, on de´duit que For(Eislxb′,b) ∈ H
2g−1
Betti (S
0(C), (SymlH)(g)) co¨ıncide avec la classe de
cohomologie induite par la forme diffe´rentielle
(−1)l(l + 2g)
∑
γ∈Π\{0}
x∗b′,b g
′
l+1,γ ∈ Γ(Hg,Ω2g−1Hg ⊗ Syml ΠC)
ou` g′l+1,γ = χγ iγ0,−1
1
(ρ(γ) − Lγ−1,0)l+1
vol ⊗ (γ0,−1)l, pour γ ∈ Π \ {0}.
Soit γ = (a′, a) ∈ Π et k ∈ {1, . . . , g}. On explicite maintenant x∗b′,b g′l+1,γ a` l’aide des calculs
effectue´s pre´ce´demment.
On a les relations suivantes
x∗b′,b η
1
k = x
∗
b′,b η
2
k = 0 x
∗
b′,b Lγ−1,0 η
1
k = −tk(σk(a′) + σk(a)τk)dτk
x∗b′,b Lγ−1,0 η
2
k = −t2k(σk(a′) + σk(a)τk)dτk x∗b′,b iγ0−1 η2k = tk(σk(a′) + σk(a)τk).
et par suite
(−1)l(l + 2g) x∗b′,b iγ0,−1
1
(ρ(γ)− Lγ−1,0)l+1
vol =
(−1)l+1 (2g + l)! (2πi)g
l! ρ(γ)2g+l
g∑
k=1
νk
avec
νk := t
2
k(σk(a
′) + σk(a)τk)
2
∏
j 6=k
t3j |σj(a′) + σj(a)τj |2
 dτ1 ∧ dτ1 ∧ · · · ∧ dτk ∧ d̂τk ∧ · · · ∧ dτg ∧ dτg,
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pour k ∈ {1, . . . , g}. En effet, seule reste la contribution de iγ0,−1 L2g−1γ−1,0 vol. On a e´galement
x∗b′,b χγ = exp(< γ, (b
′, b) >) = exp(2πi TrL(a
′b− ab′)).
De plus, on a explicite´ γ−1,0 relativement a` la base (uτ,1, . . . , uτ,g), mais aussi, la base (uτ,1, . . . , uτ,g)
relativement a` une Z-base de a∨⊕a (cf. Partie 4.2). On en de´duit l’expression de γ−1,0 dans Cg⊕Cg,
via l’isomorphisme ι : (a∨ ⊕ a) ⊗Z C ∼→ Cg ⊕ Cg induit par les plongements (σk)1≤k≤g :
γ−1,0 = ((−(tkτk(σk(a′) + σ′k(a)τk))1≤k≤g, (tk(σk(a′) + σ′k(a)τk)1≤k≤g).
On rassemble les re´sultats obtenus dans la Proposition suivante.
Proposition 4.3 − La (g, g − 1)-forme diffe´rentielle sur Hg a` valeurs dans SymlΠC
(2πi)g
(−1)l+1 (2g + l)!
l!
∑
(a′,a)∈a∨⊕a\{0}
g∑
k=1
exp(2πi TrL(a
′b− b′a))
ρ(a′, a)2g+l
fk(a
′, a, τ) µk ⊗ h(a′, a, τ)l
ou` pour tout (a′, a) ∈ a∨ ⊕ a, τ ∈ Hg, k ∈ {1, . . . , g}, on note tk := (τk − τk)−1 et
ρ(a′, a) := −2πi
g∑
j=1
tj |σj(a′) + σj(a)τj |2,
fk(a
′, a, τ) := t2k (σk(a
′) + σk(a)τk)
2
∏
j 6=k
t3j |σj(a′) + σj(a)τj |2,
µk := dτ1 ∧ dτ1 ∧ · · · ∧ dτk ∧ d̂τk ∧ · · · ∧ dτg ∧ dτg ∈ Γ(Hg,Ω2g−1Hg,C ),
h(a′, a, τ) := (−(tkτk(σk(a′) + σk(a)τk))1≤k≤g, (tk(σk(a′) + σk(a)τk)1≤k≤g) ∈ Cg ⊕ Cg ∼←
ι
ΠC,
induit une classe de cohomologie dans H2g−1
Betti
(Λ(a, N)\Hg , ((SymlH)(d))C) qui co¨ıncide avec For(Eislxb′,b).
5 De´termination du re´sidu en l’∞ des classes d’Eisenstein
On fixe b′ ∈ N−1a−1, b ∈ (N−1a) \ a, λ ∈ N≥3.
On note prres : Sym
λg(Cg ⊕ Cg) → C la projection qui correspond au niveau complexe a` la
projection de
SymλgV (Q)→ SymλgV (Q)/W
introduite pre´ce´demment (cf. Remarque 3.3).
Le morphisme Resλg∞ ⊗ C, obtenu a` partir de Resλg∞ par extension des scalaires de Q a` C, est
donne´ par :
Resλg∞ ⊗ C : H2g−1Betti (Λ(a, N)\Hg , (SymλgH(g))C) → C
[θ ⊗ [v1 ⊗ ..⊗ vλg]] 7→
(
1
(2πi)g
∫
Λ(a,N,∞)\Dr
θ
)
× prres([v1 ⊗ ..⊗ vλg]).
ou` Dr := {(τ1, . . . , τg) ∈ Hg |
g∏
k=1
ℑ(τk) = r} pour un nombre re´el r ≫ 0. Ce morphisme respecte
les structures rationnelles sous-jacentes. Cette partie est consacre´e au calcul de
Resλg∞(Eisλgxb′,b) = Resλg∞(For(Eisλgxb′,b)) (d’apre`s la Proposition 3.4)
= Resλg∞ ⊗ C (For(Eisλgxb′,b))
= (−1)λg(λ+ 2)g
∑
γ∈a∨⊕a\{0}
Resλg∞ ⊗ C( x∗b′,b g′λg+1,γ).
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D’apre`s la Proposition 4.3, le nombre rationnel Resλg∞ (Eisλgxb′,b) est e´gal a` :
(−1)λg+1 ((λ+ 2)g)!
(λg)!
g∑
k=1
∑
(a′,a)∈a∨⊕a\{0}
exp(2πi TrL(a
′b− b′a)) Ia′,a,k
ou`
Ia′,a,k :=
∫
Λ(a,N,∞)\Dr
g∏
j=1
tλj (σj(a
′) + σj(a)τj)
λ
 g∑
j=0
2πi tj|σj(a′) + σj(a)τj |2
(λ+2)g
νk
avec
νk = t
2
k(σk(a
′) + σk(a)τk)
2
∏
j 6=k
t3j |σj(a′) + σj(a)τj |2
 dτ1 ∧ dτ1 ∧ · · · ∧ dτk ∧ d̂τk ∧ · · · ∧ dτg ∧ dτg,
pour k ∈ {1, . . . , g}.
• E´tape 1 : Calcul de I1,k :=
∑
a∈a\{0}
∑
a′∈a∨
exp(2πi TrL(a
′b− b′a)) Ia′,a,k, pour k ∈ {1, . . . , g}.
i) Dans Ia′,a,k, on peut effectuer (a 6= 0) le changement de variables
τ ′j = τj +
σj(a
′)
σj(a)
, pour 1 ≤ j ≤ g
pour observer que Ia′,a,k = I0,a,k.
ii) Comme b /∈ a, il existe a′ ∈ a∨ tel que :
TrL(a
′b) /∈ Z.
iii) De i) et ii), on de´duit que I1,k = 0.
• E´tape 2 : Simplification de I2,k :=
∑
a′∈a∨\{0}
exp(2πi TrL(a
′b)) Ia′,0,k, pour k ∈ {1, . . . , g}.
On ne calcule que I2,k que pour k = 1, la me´thode e´tant analogue pour les autres valeurs de
k et on peut supposer r = 1. De nombreuses simplifications apparaissent lorsque a = 0 dans
Ia′,a,k. On note xk := ℜ(τk) et yk = ℑ(τk), pour k ∈ {1, . . . , g}. On a :
I2,k =
∑
a′∈a∨\{0}
exp(2πi TrL(a
′b))
(−1)g−1 NL(a′)λ+2
(2πi)(l+2g)
Ja′
ou`
Ja′ =
∫
Λ(a,N,∞)\D1
1 g∑
j=0
σj(a
′)2
yj
(λ+2)g
(dx1 + idy1) ∧ dx2 ∧ dy2
y2
∧ · · · ∧ dxg ∧ dyg
yg
.
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De la relation y1 . . . yg = 1 ve´rifie´e par (τ1, . . . , τg) ∈ D1, on de´duit :
Ja′ =
∫
Λ(a,N,∞)\D1
1 g∑
j=0
σj(a
′)2
yj
(λ+2)g
dx1 ∧ dx2 ∧ dy2
y2
∧ · · · ∧ dxg ∧ dyg
yg
=
∑
a′∈(a∨\{0})/UL,N
(−1)g−1 exp(2πi TrL(a′b)) NL(a′)λ+2
(2πi)(λ+2)g
×
∑
ε∈UL,N
∫
Λ(a,N,∞)\D1
1 g∑
j=0
σj(εa
′)2
yj
(λ+2)g
dx1 ∧ dx2 ∧ dy2
y2
∧ · · · ∧ dxg ∧ dyg
yg
=
∑
a′∈(a∨\{0})/UL,N
(−1)g−1 exp(2πi TrL(cb′)) NL(a′)λ+2
(2πi)(λ+2)g
vol(Nd−1L a
−2) Ka′
ou`
Ka′ =
∫
(R>0)g−1
1 g∑
j=0
σj(a
′)2
yj
(λ+2)g
dy2
y2
. . .
dyg
yg
,
pour a′ ∈ (a∨ \ {0})/UL,N . Pour e´tablir la dernie`re e´galite´, on utilise le Lemme 2.101 de [F]
et l’injectivite´ de l’homomorphisme de groupes UL,N → UL,N , ε 7→ ε2.
• E´tape 3 : Calcul de Ka′ , pour a′ ∈ (a∨ \ {0})/UL,N .
On calcule en fait Γ((λ+ 2)g)Ka′ :
Γ((λ+2)g)Ka′ =
∫
(R>0)g
u(λ+2)g exp
(
−u
(
y2 . . . ygσ1(a
′)2 +
σ2(a
′)2
y2
+ · · · + σg(a
′)2
yg
))
du
u
dy2
y2
. . .
dyg
yg
.
On effectue ensuite le changement de variables :
u1 = uy2 . . . yg
u2 = u/y2
...
ug = u/yg
et on trouve :
Γ((λ+ 2)g)Ka′ =
(∫
R>0
uλ+21 exp(−σ1(a′)2u1)
du1
u1
)
. . .
(∫
R>0
uλ+2g exp(−σg(a′)2ug)
dug
ug
)
=
Γ(λ+ 2)g
NL(a′)2(λ+2)
.
Ainsi Ka′ =
((λ+ 1)!)g
((λ+ 2)g − 1)! NL(a′)2(λ+2)
.
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Notation 5.1 − Pour β ∈ (N−1a) \ a, s ∈ C tel que ℜ(s) > 1, on de´finit L(a, N, β, s) par
L(a, N, β, s) :=
∑
a′∈(a∨\{0})/UL,N
exp(2πi TrL(a
′β))
NL(a′)s
.
Du calcul que l’on vient d’achever, on de´duit le The´ore`me suivant.
The´ore`me 5.2 − Soient λ ∈ N≥3, b′ ∈ N−1a∨ et b ∈ (N−1a) \ a.
Resλg∞ (Eisλgxb′,b) =
(−1)(λ+1)g ((λ+ 1)!)g (λ+ 2)g2 Ng
(λg)! NL(a)2
1√
dL (2πi)(λ+2)g
L(a, N, b, λ + 2)
Ayant pris soin de respecter les structures rationnelles tout au long du calcul, on de´duit de ce
re´sultat le The´ore`me de Klingen-Siegel.
Corollaire 5.3 − Pour tout λ ∈ N≥6 pair et b ∈ (N−1a) \ a :
L(a, N, b, λ) (2πi)−λg
√
dL ∈ Q.
Corollaire 5.4 − Soient λ ∈ N≥6 pair, b′ ∈ N−1a∨ et b ∈ (N−1a) \ a tel que les ide´aux entiers
NOL et Nba−1 sont copremiers. Si g ≥ 2, alors on a :
Eisλgxb′,b 6= 0.
De´monstration − On prouve que Resλg∞(Eisλgxb′,b) 6= 0 a` l’aide du The´ore`me 5.2. On pose f := NOL
et b := Nba−1. On introduit :
• l’ensemble E(b, f) des ide´aux entiers g premiers a` f pour lesquels il existe µ ∈ L totalement
positif et congru a` 1 modulo fb−1 tel que :
gb−1 = (µ),
• la fonction holomorphe ζ(b, f, ·) de´finie, pour s ∈ C tel que ℜ(s) > 1, par :
ζ(b, f, s) :=
∑
g∈E(b,f)
NL(g)
−s,
• U+L,N le sous-groupe de UL,N forme´ par les e´le´ments de UL,N totalement positifs,
• la fonction holomorphe L+(a, N, b, ·) de´finie, pour s ∈ C tel que ℜ(s) > 1, par :
L+(a, N, b, s) :=
∑
a′∈(a∨\{0})/U+L,N
exp(2πi TrL(a
′b))
|NL(a′)|s .
La fonction ζ(b, f, ·) a un prolongement holomorphe sur C − {1}. D’apre`s une e´quation fonc-
tionnelle pour L+(D−1L , N, b, ·) e´tablie par Siegel (cf. [Si, Formule (10)]), on a :
[UL,N : U
+
L,N ] L(D−1L , N, b′, λ+ 2) = L+(D−1L , N, b′, λ+ 2) ∼
R×
ζ(b, f,−λ− 1),
et, comme λ est pair, ζ(b, f,−λ− 1) est non nul (cf. [Ne, Theorem VII-5.9]).
✷
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