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Noncommutative geometry is based on an idea that an associative algebra can be regarded as ”an
algebra of functions on a noncommutative space”. The major contribution to noncommutative geometry
was made by A. Connes, who, in particular, analyzed Yang-Mills theories on noncommutative spaces,
using important notions that were introduced in his papers (connection, Chern character, etc). It was
found recently that Yang-Mills theories on noncommutative spaces appear naturally in string/M-theory;
the notions and results of noncommutative geometry were applied very successfully to the problems of
physics.
In this paper we give a mostly self-contained review of some aspects of M(atrix) theory, of Connes’
noncommutative geometry and of applications of noncommutative geometry to M(atrix) theory. The
topics include introduction to BFSS and IKKT matrix models, compactifications on noncommutative tori,
a review of basic notions of noncommutative geometry with a detailed discussion of noncommutative tori,
Morita equivalence and SO(d, d|Z)-duality, an elementary discussion of instantons and noncommutative
orbifolds. The review is primarily intended for physicists who would like to learn some basic techniques
of noncommutative geometry and how they can be applied in string theory and to mathematicians who
would like to learn about some new problems arising in theoretical physics.
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First of all we would like to give an exposition of some basic facts about M(atrix) theory
that is completely independent of any string theory textbooks. We will consider M(atrix)
model as a starting point and we will show that string theory can be obtained from it. More
precisely M(atrix) theory should be considered as a nonperturbative formulation of string
theory.
Our second goal is to give an exposition of Connes’ dierential noncommutative geometry
and to show that it arises very naturally in the framework of M(atrix) theory. We will show
that noncommutative geometry can be used in the consideration of dualities, in analysis of
BPS states, etc.
We address the present review to mathematicians who would like to learn about some
mathematical problems arising at the forefront of modern theoretical physics and to physi-
cists who would like to study some basic notions of noncommutative geometry and see how
they can be applied to physics. We do not assume that a mathematician reading this review
has any preliminary knowledge of string theory or M-theory. However some acquaintance
with the basic notions of supersymmetry is desired (for example see IAS school lectures [12]).
Also we do not suppose that a reader - physicist has any prior knowledge of noncommutative
geometry.
Let us describe very briefly the place of M(atrix) theory in a recent development. (The
exposition below is addressed primarily to mathematicians.) In the mid nineties a new
era in String theory began with explorations of nonperturbative eects in the theory. New
remarkable objects called D-branes were discovered. It was found that these objects play
fundamental role in establishing various duality relations between the known ve consistent
superstring theories. Those dualities led to a conjecture that all of those theories can be
obtained as limiting cases of some hypothetical unifying theory that was christened M-
theory. (There are dierent versions of interpretation of the letter M in the name of the
theory, such as Mystery, Mother, Membrane.) Not much is known precisely about this
theory. It is supposed to live in 11 space-time dimensions and it has to be invariant under 11-
dimensional Poincare group. The low energy limit of M-theory is known to be 11-dimensional
supergravity theory. After compactication on a circle M-theory describes a 10-dimensional
superstring. Of course a mathematician would be unable to work with a theory having such
a vague denition. Nevertheless, physicists manage to obtain many consistent and beautiful
results. More than that, to the delight of mathematicians, one of physicists conjectures
can be formulated in a precise mathematical way. It was conjectured that M-theory can be
formulated in the framework of matrix quantum mechanics. This conjecture is known by the
name \M(atrix) theory". Originally it was formulated in terms of reduction of 10-dimensional
super Yang-Mills theory (SYM) to 1+0 dimensions (this means that one considers a 10D
theory in which all elds are independent of spatial coordinates). Another form of M(atrix)
theory was later proposed in [2]. In that version the 10D SYM is reduced to a point.
The relation of M(atrix) theory to String/M-theory is not completely clear but there exist
some impressive consistency checks. It was found in [3] that noncommutative geometry arises
very naturally in the framework of M(atrix) theory. It was shown later that the notions and
theorems of noncommutative geometry can be used very eciently to analyze dualities, BPS
spectrum, etc. After this paper the appearance of noncommutative geometry was understood
from various other viewpoints. The subject is currently very popular and the number of
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papers trying to relate noncommutative geometry and String/M-theory grows exponentially.
We will not try (and are not able) to review any essential part of those developments. Also
we will not attempt to explain the \string part of the story" (we refer the reader to papers
[4], [5], [6], [7], [8], [9] for a review of M(atrix) theory and its relation with string theory
and to paper [79] for a very clear explanation of how noncommutative space-time geometry
emerges in the framework of string theory).
Almost all of physics papers dealing with the notion of noncommutative space do not use
the well developed apparatus of noncommutative geometry [37]. In particular the Yang-Mills
theory on noncommutative spaces is usually considered only on free modules (corresponding
to trivial vector bundles) and more general projective modules (nontrivial bundles) are dis-
regarded. One of our main goals is to give an accessible exposition of some of the important
notions and theorems of noncommutative geometry and to show how they can be applied to
concrete problems in physics. We hope to convince a reader-physicist that noncommutative
geometry is not more complicated than the commutative one. As a matter of fact in many
instances it turns out to be simpler than the last one. (The commutative geometry can be
considered as a degeneration of a noncommutative geometry and a generic situation is often
simpler than a degenerate one.) However, the reader should have in mind that we give an
exposition only of a very small part of noncommutative geometry; many notions and results
we need can be found in the very rst paper by A. Connes devoted to this subject [36]. If
the reader would like to study noncommutative geometry more thoroughly, he should turn
to the beautiful exposition of it in the book [37] and to papers [38], [39] for recent reviews.
The present text constitutes only a part of what we are planning to write. We restrict
ourselves mostly to the theory and applications of unital algebras (algebras having a unit
element) with the main example being an algebra of functions on a noncommutative torus. In
the commutative case unital algebras correspond to algebras of functions on compact spaces.
Thus, we will be saying very little about noncommutative Rd spaces. The theory of non-
unital algebras is also well developed and equally important but it is more complicated. We
are planning to consider non-unital algebras in the second part of this review. In particular,
we we are going to discuss in it solitons and instantons on noncommutative Rd.
Still we hope the present text will be useful for the growing audience of mathematicians
and physicists interested in applications of noncommutative geometry to physics. We hope
to write the second part of the review in the nearest future.
2 Yang-Mills theory reduced to a point
Let us consider gauge elds A(x) on the space R
d. A gauge eld can be considered as a
one-form A = Adx
 on Rd taking values in the Lie algebra g of the gauge group G. The eld




F = @A − @A + [A; A ]. Let us further assume that the Lie algebra g is equipped
with an invariant inner product h; i, i.e. h[a; b]; ci = ha; [b; c]i for any a; b; c 2 g. For example
if g = u(N) then one denes ha; bi = Trab. If the space Rd is provided with Minkowski or





hF ; F idV  1
4
(F; F ) : (1)
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This functional is invariant under gauge transformations
A 7! g−1Ag + g−1(@g) (2)
where g(x) is a G-valued function on Rd. We would like to consider the reduction of Yang-
Mills functional to a point. This means that we consider the functional (1) on constant elds
(and disregard the innite volume element that appears from integration). This gives us a




h[X; X ]; [X; X ]i : (3)
This functional is invariant under transformations
X 7! g−1Xg
where g 2 G, i.e. Xi’s transform by means of the adjoint action of the Lie group G. This
invariance is a remnant of the gauge invariance (2).
In particular let us consider a 2n-dimensional symplectic manifold (M; !) and take g to
be a space of smooth real valued functions on M with a Lie algebra structure dened by
Poisson brackets. An invariant inner product of two elements X; Y 2 g is dened by the
formula
hX; Y i =
Z
XY !n :







where f:; :g stands for Poisson brackets. One can allow the symplectic structure to vary, thus
we stressed in the notation S[X;!] that this is a functional of both X and !. As we want
to establish a connection of the reduced theory (3) with a string theory we will specialize
to the case when M is a two-dimensional surface and will change the notation for this case
from M to .











where  and  are some xed numerical factors. The d elements X1; X2; : : : ; Xd dene a
mapping X :  ! Rd that gives an embedding of the manifold M into Rd. Thus, S[X;!]
can be considered as a functional that depends on a two-dimensional surface (the world-sheet
of a string) embedded into (space-time) Rd and on a symplectic form !. In local coordinates
(0; 1) on  the symplectic form can be written as ! = !(0; 1)d0d1. Varying !(0; 1)






















This is a Nambu-Goto action of bosonic string with tension T = p where the sign
depends on the type of the metric in Rd. The functionals (5) and (6) are classically equivalent
in the sense that they have equivalent (isomorphic) spaces of classical solutions.
We have shown that the action functional of bosonic string theory is related to a particular
case of functional (3) for some choice of the Lie algebra g. It is important to realize that the








where X are N  N hermitian matrices. To justify this statement we note that in a
quantization procedure we assign to every function f() on a symplectic manifold M an
operator f^ acting in some Hilbert space. This assignment is such that for ~ ! 0 the Poisson




corresponds to trf^ . In the case at hand the manifold M is compact and two-dimensional.
Therefore, after the quantization we obtain a Hilbert space of nite dimension
N = tr 1  V ol(M)
2~
:
For a rigorous treatment of these questions in the case when M is a Ka¨hler manifold we
refer the reader to paper [64].
Considering operators in this nite dimensional Hilbert space as matrices and noticing
that the limit N ! 1 corresponds to the limit ~ ! 0 we obtain the action functional (5)
from the function (7) that can be considered as a version of (3) in the limit N !1.
One can construct N=1 supersymmetric Yang-Mills theories (SYM) in (space-time) di-
mensions d = 10; 6; 4; 3 [10]. (Note that these dimensions correspond to the dimensions of
division algebras shifted by 2). In particular in 10=9+1-dimensional Minkowski space we







hF ; F i+ 1
2
h ; [r;  ]i

: (8)
Let us explain the conventions we use. The vector indices indices run from 0 to 9 and
are raised and lowered by means of the standard flat Minkowski metric tensor  , 00 =
−1, ij = ij , i; j = 1; : : : ; 9. The elds   are anticommuting, taking values in g. The
index  = 1; : : : ; 16 corresponds to a Majorana-Weyl spinor representation of SO(9; 1). The
upper/lower spinor indices correspond to spinors of positive/negative chirality. So we will
distinguish systematically between the upper and lower spinor indices. The ten-dimensional








The matrices  , () satisfy
γ ()γ + 
γ
 ()γ = 2









 = 0 : (9)
This action is invariant under gauge transformations










where  =  −  and  is a constant Majorana-Weyl spinor parameterizing the
transformation.
One can reduce functional (8) to a point and obtain a functional
S[X; ] = −1
4
h[X; X ]; [X; X ]i+ 1
2
h ; [X;  ]i (10)
which is invariant under \gauge" transformations
X 7! g−1Xg ;   7! g−1 g
and supersymmetry transformations





In addition to this there are trivial supersymmetry transformations
~X = 0 ; ~ =  : (12)
As we have seen above, for a particular choice of the Lie algebra g the bosonic analogue
of (10) is related to the bosonic string action functional. It is clear then that the whole
action (10) is related to some sort of superstring. Indeed as it was shown in [2] the type IIB
superstring action functional in the Green - Schwarz formulation in a particular gauge (so






fX; Xg2 + 1
2
 fX;  g) + ]! (13)
where ! is a worldsheet volume element ! =
p
gd0d1, g is the determinant of the world-
sheet metric. This action can be obtained from (10) by choosing g as in the bosonic case
to be a Lie algebra of functions on a two dimensional surface  equipped with a symplectic





3.1 IKKT matrix model
We start with a U(N) 10-dimensional super Yang-Mills theory on R9+1 dened by (8). We
would like to look at reductions of this theory to (0 + 1)-dimensions and to a point. The





Tr [X; X ]2 +
1
2




which is called IKKT matrix model and was introduced in [2]. Here X,  = 0; : : : ; 9 and  ,
 = 1; : : : ; 16 are N N hermitian matrices of even and odd Grassmann parity respectively.
(Strictly speaking the last term in (14) has no analog in Yang-Mills theory on a noncompact
space and its addition should be considered as a possible generalization.) Here  and  are
constants. One can use the considerations above to prove that IIB superstring action can
be obtained from (14) by means of some limiting procedure. Moreover it can be argued
that (14) gives a nonperturbative denition of IIB superstring theory. We refer the reader
to review [15] and references therein for a discussion of this proposal. The above mentioned
limiting procedure and its relevance to string theory in Schild gauge were also discussed in
papers [61], [62], [63].
3.2 BFSS matrix quantum mechanics
Reduction to (0 + 1)-dimensions leads to the so called BFSS matrix model [1]. The La-
















where rt = @t +X0, indices i, j run from 1 to 9. This Lagrangian is invariant with respect
to gauge transformations
Xi = [Xi; g] ; X0 = @tg + [X0; g] ;  
 = [ ; g]
where g = g(t) 2 U(N) and with respect to two kinds of supersymmetry transformations.
Transformations of the rst kind have the form




ij+ [rt; Xj]0j : (16)
and transformations of the second kind read
~Xi = X0 = 0 ; ~ =  : (17)
The Lagrangian (15) is also invariant under SO(9) rotations and under translations
Xi 7! Xi + ci (18)
where ci belong to the center of u(N).
This model was rst considered in [20] as a maximally supersymmetric gauge quantum
mechanics. In [1] a large N limit of this model was considered as a main ingredient of the so
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called M(atrix) Theory conjecture put forward as a nonperturbative denition of M-theory.
Parts of this conjecture can be tested by studying quantum mechanical properties of the
model for nite N.
Instead of the matrix notations employed in (15) it is convenient to x an orthonormal
basis Ta 2 u(N), a = 1; : : : ; N2 in the Lie algebra u(N) with respect to the invariant inner
product ha; bi = −2Trab which is chosen to be positive denite. Denote fabc = hTa; [Tb; Tc]i
the structure constants in the chosen basis. One can write now the classical Hamiltonian































c − i2 b  c ). Here we assume that there is a summation over all of the
repeating indices running over the following sets of values: i; j = 1; : : : ; 9, a; b; ::: = 1; : : : ; N2,
and the variables   are assumed to be in a real representation with index  = 1; : : : ; 16. Also
notice that for simplicity we took the metric coming from R9 to be given by identity matrix.
The expression (19) means that we have a constrained classical system with Hamiltonian




































 b  

c ) = 0 (21)
(X0 plays a role of Lagrange multiplier).
After quantization we obtain a quantum system with a Hamiltonian H^ given by (20) with
ia, X
a
i ,  





i ,  ^

a satisfying (anti)commutation relations
[xaj ; 
k




b ; f ^a ;  ^b g = ab :
One can realize these operators in terms of dierential operators in the space E = L2(R
9N2)⊗
F where F is the fermionic Fock space. The space L2(R
9N2) can be considered as a space
of functions depending on variables Xai , i = 1; : : : ; 9 and F is a nite-dimensional space
of irreducible representation of the anticommutation relations for  ^a (i.e. of the Cliord
algebra). To take into account constraints (21) we should restrict ourselves to the subspace
Ephys of E consisting of vectors v satisfying G^av = 0 where G^a stands for the quantum
mechanical operator corresponding to the function (21). (This condition can be interpreted
as a gauge invariance of vectors in Ephys.) The Hamiltonian H^ on Ephys is supersymmetric.
More precisely it commutes with supersymmetry generators









that are quantum counterparts of the classical supersymmetries (16). On the space Ephys
these generators satisfy
fQ; Qg = 2H^ : (22)
It follows from these relations that the Hamiltonian H^ is nonnegative on Ephys.
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3.3 Bound states and scattering in BFSS model
Let us x one of the supersymmetry generators Q. Then on the space Ephys we have H^ = Q2.

















entering (19) plays the role of the potential energy. It is clear that min(V ) = 0 and that
the minimum is achieved when the matrices Xi all commute between themselves. Denote
the set of 9-tuples of commuting hermitian matrices by R. Commuting hermitian matrices
can be simultaneously diagonalized by means of a unitary transformation. This means that
every point of R is gauge equivalent to a point consisting of diagonal matrices. The set
R is unbounded, that is we can have commuting matrices with arbitrarily large entries.
We may say that the graph of V has valleys surrounded by potential walls that become
steeper and steeper as one goes along the valley to innity. This description can be given
a more precise meaning as follows. Consider the function V in a neighborhood of a point
(X1; : : : ; X9) 2 R where Xi = diag(d(1)i ; : : : ; d(N)i ). Then the second derivatives of V in the




i − d(k)j )2 !1 : (23)
To analyze the low lying excitations of our Hamiltonian and the time evolution of wave
functions we can apply the Born-Oppenheimer method considering the coordinates on R as
slow variables and coordinates in the directions transverse to R as fast ones. One can check
[29] that the eective Hamiltonian that governs the dependence of a wave function of slow








where Di ,  = 1; : : : ; 9, i = 1; : : : N are orthonormal set of coordinates along R. This
statement would be wrong if one would consider only the bosonic part of the Hamiltonian
at hand. An intuitive explanation of the eect is as follows. If we consider the potential
for the bosonic degrees of freedom as it was pointed above it gets innitely steep as we
go to innity. This means that the transverse excitations have a larger and larger ground
energy in the limit (23). In a purely bosonic theory this will not let a nite energy wave
packet traveling along the valley escape to innity. In the supersymmetric theory however
the transverse excitations are described by a system of supersymmetric oscillators that has
a vanishing ground state energy. In fact one can show how a wave packet can escape to
innity [28]. Quantitatively this fact is reveals itself in (24).
Thus we see that in our approximation the model describes a system of N free non-
interacting identical (bosonic) particles. If we take into account subleading terms of the
approximation we obtain an interaction between these particles. One can talk then about
their scattering.
It follows from the above consideration that the Hamiltonian (19) has a continuous spec-
trum starting at zero. One can prove however that there are also bound states at threshold.
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Note that singling out the u(1) part of the Lie algebra u(N) one obtains a decomposition
of the Hamiltonian H into two noninteracting parts. The summand corresponding to the
u(1) part is just a free Hamiltonian. One can prove that the su(N) part of the Hamiltonian
has at least one normalizable state having zero energy (a normalizable ground state). To
prove this assertion it is sucient to show that the operator Q has at least one normalizable
zero mode. This follows in its turn from the fact that the index of Q is equal to one. The
computation of this index is a nontrivial task because the operator Q is not Fredholm. For
N = 2 a convincing computation of the index was done in [21]. For N > 2 such a justication
is still missing. A computation of the index for N > 2 containing some gaps follows from
a combination of results obtained in [22], [23], [24]. See also [25], [26] for other approaches.
The fact that the index is equal to one is a strong indication that the ground state is unique.
For N = 2 there are additional arguments in favor of this conjecture [27].
One can also consider a problem of scattering of the bound states that according to the
BFSS conjecture describes scattering of 11-dimensional supergravitons. Note that when we
single out the U(1) part of the gauge group the bosonic part of the theory is that of a free
nonrelativistic particle and describes a center of mass degree of freedom. The U(1) fermions
in their turn generate a Fock space of dimension 28 = 256 that describes supergraviton
polarization states [31].
Consider a set Rn1;:::;nk consisting of 9-tuples of hermitian matrices X1; : : : ; X9 that can be
transformed simultaneously into a block-diagonal form with blocks of sizes n1n1; : : : ; nk
nk. Here n1; : : : ; nk are natural numbers such that their sum is equal to N (the size of
matrices Xi). The set R we considered above coincides with R1;1;:::;1. One can apply the
Born-Oppenheimer approximation to the scattering problem regarding coordinates along
Rn1;:::;nk as slow variables and coordinates in the transverse directions as the fast ones. Each
block then describes a supergraviton. The asymptotic state in the scattering problem should
be a superposition of k ground state wave functions for each block respectively. For further
discussion of scattering in BFSS Matrix Theory and its comparison with supergravity see
papers [30], [31], [32] and references therein.
4 Compactifications
4.1 Compactification on a circle. Relation between IKKT and BFSS models
Compactifying the IKKT or BFSS model on a circle in the direction X1 means that we would
like to dene a restriction of the IKKT/BFSS action to the space where an equivalence
relation X1  X1 + 2R11 is satised. Here 1 is the identity matrix and R1 is a radius
of compactication. By equivalence relation in this context one should understand gauge
equivalence. Thus, one considers the following equations
UX1U
−1 = X1 + 2R11 ;
UXiU
−1 = Xi ; i 6= 1 ;
U U−1 =   (25)
where U is a unitary matrix. This equation cannot be satised (unless R1 = 0) if Xi,  
 are
nite matrices as can be easily seen by taking the trace of both sides of the rst equation in
(25). However there are solutions in terms of operators in innite-dimensional Hilbert space.
11
Let H = L2(S1)⊗H0 where H0 is some Hilbert space (nite or innite dimensional). Then





Xi = Ai() ; i 6= 1 ;
  = Ψ() ;
(Uf)() = eif() (26)
where 0    2 is a coordinate on S1 = R=2Z, Ai() are operators acting on H0
depending on  as on a parameter. Here our conventions are such that X, Ψ
 are Hermitian
operators onH. One can prove that all other solutions to (25) are gauge equivalent to solution
(26). The choice of the direction X1 in the above discussion is absolutely inessential. One
can replace X1 by any of Xi, i = 1; : : : ; 9 in the BFSS or IKKT model. Note that for the
IKKT model these directions are space-like.
Here we would like to make some general comments about the metric signature in both
models. The BFSS model is a reduction of the 10-dimensional SYM model to 0 + 1 dimen-
sions that breaks the original SO(9; 1) Lorentz invariance. One ends up with a theory that
only possesses the invariance under SO(9) spatial rotations. All of the directions we can
compactify are spatial. The IKKT model was dened above as a reduction of 10D SYM to
a point. The metric inherited from R10 naturally has Minkowski signature and the model is
SO(9; 1) invariant. To put all of the directions in the discussion of IKKT compactications
on equal footing we can consider a Euclidean version of the model. This will also permit
us to establish a connection between both models. We are going to show below that the
Euclidean IKKT model compactied on a circle gives the BFSS model at nite temperature.
If one wants to use the Euclidean signature metric in the IKKT action (14) one encounters
complications related to the non-existence of Majorana-Weyl fermions in the Euclidean space.
However as far as physical quantities such as correlation functions are concerned it is just
a technicality. The conguration space of the IKKT model is M = (u(N))10 ⊗ (u(N))16
where  stands for the parity reversion operator (in the sense of a Grassmann algebra).
One can extend the action functional to the space MC = (MatN(C)10 ⊗ (MatN(C)16 in
such a way that it is a holomorphic functional on the complex manifold MC. Any physical
quantity can be given in terms of integrals over conguration space containing e−S factor.
To perform integration over a complex manifold one needs to specify a real cycle (real slice),
i.e. impose some reality conditions on the variables. The result then depends only on the
homology class of a chosen cycle. For a complex supermanifold an integral over a holomorphic
function depends only on the even part of the chosen cycle. (This is essentially due to the
formal algebraic nature of Berezin integral over odd variables.) We can work with complex
10-dimensional Weyl spinors. Then the absence of Majorana-Weyl spinors means that there
is no SO(10;C)-invariant real slice in the space of Weyl spinors. But this is irrelevant since
the result of integration does not depend on a choice of slice for odd variables anyway. From
now on when discussing the IKKT model we will assume that the Euclidean R10 metric is
being used.
One can also construct an action of the compactied theory starting with the original
action (14) or (15), substituting a sequence of nite-dimensional approximations to (26) and
performing a proper limiting procedure. Namely the operator @
@
in (26) can be approximated
by means of a nite dierence operator on a lattice with spacing a. Let us consider this
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approximation applied for the compactication of the IKKT model on a circle in the direction
X0. Taking a! 0 we obtain after a rescaling of numerical constants ,  in (14) the following
action functional



















where (r0)f() = iR0 @f@ + [A0; f ]() and R is an overall numerical factor. We obtained
an action functional of a matrix quantum mechanics with a compact Euclidean time direc-
tion. This is equivalent to considering the BFSS matrix quantum mechanics (15) at nite
temperature.
4.2 Compactification on a regular T 2
Similarly to the case of a circle considered in the previous section we can write down equations
specifying compactication in two directions, X1 and X2
U1X1U
−1
1 = X1 + 2R11 ; U2X2U
−1
2 = X2 + 2R21 ;
U1XiU
−1
1 = Xi ; i 6= 1 ; U2XiU−12 = Xi ; i 6= 2 ;
U1 
U−11 = U2 
U−12 =  
 (28)
where R1 and R2 are radii of compactication. As above we are going to search for solutions
to these equations in terms of operators in an innite-dimensional Hilbert space H.





all Xi and  
. It is natural then to set it to be a scalar operator, i.e.
U1U2 = U2U1 (29)
where  = e2i is a complex constant. Let us start with the case  = 1. One can take
H = L2(T 2)  H0 where L2(T 2) = L2(S1  S1) is the L2 space of functions on a two-torus





+ A1(1; 2) ; X2 = 2iR2
@
@2
+ A2(1; 2) ;
Xi = Ai(1; 2) ; i 6= 1; 2 ;   = Ψ(1; 2) ;
(Ujf)(1; 2) = e
ijf(1; 2) ; j = 1; 2 (30)
where 0  1; 2 < 2 are coordinates on T 2 and Ai, Ψ are functions on T 2 taking values
in operators on H0. If the space H0 is nite-dimensional then the total Hilbert space H can
be viewed as a space of sections of a topologically trivial vector bundle E over T 2 with a
typical ber H0. The operators X1, X2 then specify a connection on E, the operators Xi,
i 6= 1; 2 and Ψ are sections of the adjoint bundle E ⊗ E having as a ber the space of
linear operators acting in the corresponding ber of the bundle E. The last equation in (30)
just says that Uj’s are generators of the algebra of functions on T
2 acting on sections of E
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by point-wise multiplication. One can also construct solutions to (28) in terms of operators
acting on a space of sections of topologically nontrivial bundle E. In this case again the
operators Uj can be represented by pointwise multiplications by functions exp(ij). We can
rewrite the rst two equations in (28) as
XjUk = UkXj − 2RjjkUk = UkXj + 2i@Uk
@j
that is a Leibniz rule meaning that the operators Xj are connections on E. The rest of the
equations mean as above that the operators Xi, i 6= 1; 2 and Ψ are sections of the adjoint
bundle. Hence any connection rj ( Xj = irj , j = 1; 2 where the factor of i inserted
because of our hermiticity conventions, see the general denition of connection in section ...)
along with adjoint sections Xi, i 6= 1; 2, Ψ gives a solution to (28). It can be shown that
this solution is in some sense generic.
4.3 Compactification on a noncommutative T 2
We now consider the case  6= 1. The relation
U1U2 = e
2iU2U1 (31)
is known in the mathematical literature as a relation dening the algebra of functions on
a noncommutative two-torus T with noncommutativity parameter . By denition two
unitary operators in Hilbert space obeying (31) specify a representation of a noncommutative
two-torus T, or, in other words, a module over T. See section 4.... for more details.
The equations on X1, X2 can be compactly written as
[Xj; Uk] = −2RjjkUk ; j; k = 1; 2 : (32)
If these equations are satised for operators X1, X2 acting on the same Hilbert space E
then by denition one says that X1, X2 dene a connection on a module E (equations (32)
can be considered as an analogue of a Leibniz rule). The rest of the equations (28) say
that Xi, i 6= 1; 2 and Ψ commute with Uj , j = 1; 2. This means that the corresponding
operators are endomorphisms of T module E. Thus, we see that solutions to (28) in the
case  = e2i 6= 1 can be obtained in terms of connections and endomorphisms of modules
over a noncommutative torus T.
Let us give here a concrete example of a module over T and a connection on it. Consider
operators U1 and U2 acting on functions from the Schwartz space S(R) as
U1 : f(x) 7! f(x+ ) ; U2 : f(x) 7! f(x)e2ix : (33)
It is easy to see that these operators satisfy (31). Operators obeying the commutation
relations (32) can be constructed as
X1 : f(x) 7! 2R1x  f(x) ; X2 : f(x) 7! idf(x)
dx
:
However these X1 and X2 are not the most general solutions. One can add to the particular
solutions written above, that we will denote as Xi , any two operators that commute with U1
and U2 (endomorphisms). We can construct such operators in terms of linear combinations
of operators
Zn1;n2 : f(x) 7! f(x+ n1)e2in2=
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labeled by a pair of integers n1, n2. It can be easily checked that Zn1;n2 commute with







where Ci(n1; n2) are number coecients. The rest of the elds Xi, i 6= 1; 2, Ψ can be repre-
sented as linear combinations of operators Zn1;n2 with coecients of appropriate Grassmann
parity.
4.4 Compactifications on T d and T d
The above discussion of the two-dimensional case can be directly generalized to the case of
d dimensions. In this case we have the following equations
UjXkU
−1
j = Xk + kj2Rk1 ; j; k = 1; : : : ; d ;
UjXIU
−1
j = XI ; I > d ;
Uj 
U−1j =  
 : (34)





k commute with all Xi’s. It is natural to set these combinations to be constants.
One obtains then the following commutation relations
UjUk = e
2ijkUkUj (35)
where jk is a constant d  d matrix. By taking the inverse of both sides in (35) one
immediately nds that jk − kj is an integer. Hence, without loss of generality the matrix
ij can be chosen to be antisymmetric. An algebra generated by Ui’s satisfying (35) is known
as an algebra of functions on a d-dimensional noncommutative torus T d (where  stands for
the matrix ij). A representation of these commutation relations in terms of operators in a
Hilbert space species a module E over the algebra T d . The equations in the rst line in (34)
mean by denition that Xj’s dene a connection on E. Finally the last two equations in (34)
are equivalent to saying that XI for I > d and  
 are endomorphisms of E. Below we will
construct explicit examples of modules over T d and study connections and endomorphisms
thereof.
In the particular case when jk is a matrix with zero (or integer) entries the equations
(35) give a commutative algebra. The whole system of equations (34) can be solved in terms
of connections and endomorphisms (sections of the adjoint bundle) of a vector bundle over
a d-dimensional torus T d.
One can restrict the action functional of BFSS or IKKT matrix model to the set of
solutions to (34). This leads to a supersymmetric Yang-Mills theory on a noncommutative
torus (see sections 6.1 and 6.2 for details).
4.5 Noncommutative geometry from a constant curvature background
We have shown that noncommutative tori arise very naturally in the consideration of M(atrix)
Theory compactications. Another way to obtain a noncommutative geometry from M(atrix)
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theory is based on the expansion of this theory around a certain classical background. The
construction is as follows. Consider matrices p^ satisfying the relation
[p^; p^] = iB  1^ ; if 0  ;   d− 1 ; (36)
[p^; p^] = 0 ; otherwise : (37)
Here B is a constant d d antisymmetric matrix. We will assume that B is invertible.
The equation (36) cannot be satised by nite-dimensional matrices. One can work either
with an exact solution to (36) in terms of innite-dimensional matrices or with approximate
solutions in terms of N N matrices with N !1. We will work with innite-dimensional
matrices having in mind that all calculations should be justied by some limiting procedure.
In the case when B is invertible the operators (innite dimensional matrices) p,  =
0; : : : ; d−1 generate a Heisenberg algebra of d=2 degrees of freedom. By Stone-Von Neumann
theorem it has a unique irreducible representation and each representation breaks into a
direct sum (integral) of those. Let us consider the situation when we have an irreducible
representation F of algebra (36). We can realize F in terms of operators acting on functions
dened on Rd=2 in the following way
p^1 = b1@1; : : : ; p^d=2 = bd=2@d=2 p^d=2+1 = ib1x1; : : : ; p^d = ibd=2xd=2
where we assumed that the matrix B is brought to the canonical block-diagonal form
0 diag(b1; : : : ; bd=2)
−diag(b1; : : : ; bd=2) 0

where b are positive numbers.






where (k) are Fourier modes of (x), Cij = (B−1)ij , and the indices i; j run from 0 to d−1.
We can construct a map from an operator to a function as
^ 7! (x) =
Z
dk(k)exp(ikx)
where the function (k) corresponds to the representation of operator ^ in the form (38).
Under this mapping the operator product goes into the so called star product
a^b^ 7! a(x)  b(x) ;












The operator trace of a^ is equal up to a constant factor to the integral of the corresponding






Now let us expand the elds X around the background given by p
X = p^ + ^
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where ^ are operators that we will assume to be specied by functions (x) as in (38).
Applying the above rules (39), (40) we obtain (after omitting an irrelevant innite con-






ddx [ri;rj]  [ri;rj] + 1
2
[ri; I ]  [ri; I ] +
1
4
[I ; J ]  [I ; J ] (41)
whererj , a = 0; : : : ; d−1 stand for a noncommutative analog of covariant derivatives dened
by the formula
[rj; ] = i@j(x) + j  (x)−   j(x) :
The indices I; J in (41) run from d to 9. It is easy to check that the correspondence between
operators and functions transforms the commutator [p^j + ^j ; ^] into [rj; ]. This remark
together with formula (40) leads to (41). An analogous procedure can be applied to the







ddx  j [rj;  ] +   I [I ;  ] : (42)
The rst term in the action functional (41) can be called an action functional of noncommu-
tative U(1) Yang-Mills theory on a noncommutative Rd space (more formally this space will
be discussed in the next section). The sum of the bosonic part (41) and the fermionic part
(42) gives a noncommutative supersymmetric Yang-Mills theory on the same space. The
above derivation can be easily generalized to the case when the representation space breaks
into a direct sum of N > 1 irreducible representations of the Heisenberg algebra (36). In
that case X = p  ba +(^)ab where (^)ab is an N N matrix whose entries are operators
of the form (38). This leads to a noncommutative U(N) Yang-Mills theory.
5 Noncommutative geometry
5.1 Algebras of functions and vector bundles
In the next few sections we would like to give a general outline of how the analogs of
basic objects of ordinary (commutative) dierential geometry, such as algebras of functions,
vector bundles and connections can be dened in noncommutative geometry. We will start
with algebras of functions and vector bundles, then give an example of a noncommutative
space - a quantum Rd space and will proceed with general denitions of endomorphisms and
connections. All of these general notions will be illustrated by a variety of concrete examples
based on noncommutative tori in the subsequent sections.
The key idea of noncommutative geometry is in replacement of commutative algebra
of functions on a smooth manifold M by a noncommutative deformation of it. One can
consider an algebra C(M) of continuous functions and construct its noncommutative defor-
mation. The deformed algebra (and in fact any associative noncommutative algebra) can be
considered as an algebra of functions on a noncommutative space. In order to build up non-
commutative dierential geometry one has to consider a deformation of an algebra C1(M)
of smooth functions on M. Conventionally noncommutative geometry is developed in the
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framework of C-algebras ([37]). This means that the algebra A of functions on a noncom-
mutative space is assumed to be equipped with an involution (see section 5.4 for the precise
denition and a discussion of involutive algebras) and a norm satisfying certain axioms. For
most of the aspects of noncommutative geometry we are going to discuss the norm struc-
ture will not be essential. We will work therefore with noncommutative associative algebras
over complex numbers equipped with an involution and a unit element. Moreover we will
concentrate on the deformations of C1(M).
Most of noncommutative geometry constructions have the following pattern. We give a
denition of some geometric notion in standard (commutative) geometry in purely algebraic
terms, using algebras of functions C(M) or C1(M). To dene the corresponding notion for
noncommutative spaces we replace in this denition the algebra of functions by a noncom-
mutative algebra. Let us show how to use this idea to obtain a denition of a vector bundle
over a noncommutative space. Let  be a vector bundle over M specied by a projection
p : T ! M. Its space of sections E is an (innite dimensional) vector space. Any section
can be multiplied by a function over M in a pointwise manner. The result is another section.
Obviously if one does a successive multiplication of a section by two dierent functions the
result is the same as a multiplication by the product of these functions. This means that the
space of sections carries a representation of the algebra of functions. If we consider continu-
ous sections then naturally it carries a representation of the algebra of continuous functions,
if we are interested in smooth structures then all sections and functions should be smooth.
Phrasing it dierently E is a module over the algebra of functions. If the bundle  is a trivial
bundle of rank N then the space of (smooth for deniteness) sections E is isomorphic as a
vector space to (C1(M))N with a natural action of the algebra C1(M). This module is
called a free module of rank N over C1(M). There is a theorem due to Serre and Swan that
states that any vector bundle  can be embedded into a trivial one. Moreover this trivial
bundle can be represented as a direct sum of  and some other vector bundle  0 ( 0 can be
constructed as an orthogonal complement to  with respect to some inner product). This
implies that the module of sections E can be singled out as a direct summand in the module
(C1(M))N for some N . Modules that are isomorphic to direct summands of a free module
are called projective. We consider only free modules of nite rank, correspondingly our pro-
jective modules are always nitely generated. We see that any vector bundle gives rise to a
projective module. Conversely every nitely generated projective module over C1(M) can
be realized in terms of sections of some vector bundle over M. This leads us to a natural
generalization of the notion of a vector bundle to noncommutative geometry. The corre-
sponding object is a (nitely generated) projective module over an algebra of functions on a
noncommutative space.
5.2 Noncommutative Rd spaces
As an example of an algebra of functions on a noncommutative space let us consider an
associative algebra of operators acting on a Hilbert space L2(R
n). One can consider various
classes of operators. They correspond to various classes of functions on a noncommutative
space. One can choose, for example, the class of all bounded operators acting on L2(R
n).
This choice is not very convenient, in particular because it does not contain the operators
xi of multiplication by the coordinate xi and operators @i of dierentiation with respect to
xi. Here i runs from 1 to n. To include those operators we can take the algebra of all linear
operators acting on the Schwartz space S(Rn). Given a linear operator acting on functions of
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n variables one can assign to it a function of 2n variables called a symbol of a linear operator.




where hxjA^jyi stands for the kernel of operator A. The transition back from the symbol to the
operator is called quantization. The Weyl symbol corresponds to symmetric quantization.
Notice that one can consider Weyl symbols not only for dierential operators but also for
other classes of operators. In particular if A^ is an integral operator with a kernel belonging to
the Schwartz space then the Weyl symbol always exists and belongs to the Schwartz space.
It is easy to check that the Weyl symbol of a product of two operators having Weyl symbols
a(z), b(z) is given by the formula


















This star product can be generalized as in (39) for the case when (44) is replaced by an
arbitrary nondegenerate antisymmetric matrix jk.
It follows from the associativity of operator multiplication that the star product (43) is
also associative. Moreover, one can apply formula (43) in the case when jk is an arbitrary
antisymmetric matrix and d is not necessarily even. The product of functions dened in this
way remains associative. It is called Moyal or star product. For nonzero  the multiplication
(43) is noncommutative. For example it is easy to calculate the following commutation
relation
[xj ; xk]  xj  xk − xk  xj = 2ijk : (45)
One can consider various associative algebras of functions where the product is dened
by (43). For instance one can consider the space of polynomials in xi equipped with the
star product, that is the algebra generated by hermitian elements xj satisfying (45). An-
other option is to consider the space S(Rd) along with the star product multiplication as a
noncommutative deformation of the commutative algebra of Schwartz class functions on Rd.
We denote this algebra Rd and call it an algebra of smooth functions on a noncommutative
d-dimensional Euclidean space. One easily sees that when  ! 0 the -multiplication reduces
to the usual commutative pointwise multiplication of functions. This means that the matrix
jk can be considered as a parameter of noncommutativity.
Notice that the algebra Rd contains neither the coordinate functions x
j nor the function
identically equal to 1 that would play the role of unit element.
5.3 Endomorphisms and connections
Along with sections of a vector bundle  that pick a vector in a ber over every point
in the base M we can consider sections taking values in linear operators on bers. Such
sections are called endomorphisms of  . More precisely endomorphisms of  are sections
of the vector bundle End() =  ⊗  where  is the dual bundle (a bundle whose bers
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are dual vector spaces to the corresponding bers of ). The space of sections of End() is
naturally a vector space but in addition to that endomorphisms can be multiplied by means
of a pointwise composition of the corresponding linear operators acting on bers. This gives
a structure of associative algebra to the space of endomorphisms. A pointwise matrix trace
applied to an endomorphism of  gives us a function over M. Let us assume that the
manifold M is equipped with a volume form. If M is compact we can normalize the volume
form so that the volume of M is 1. Then, the composition of matrix trace and an integral
applied to an endomorphism yields a number. One can easily see that this operation denes
a trace on the algebra of endomorphisms. The trace of the identity endomorphism equals
the dimension of the vector bundle  . In general for any associative algebra A a mapping
Tr : A! C is called a trace if it satises Tr(ab) = Tr(ba) for any a; b 2 A. If the algebra A
is unital (has a unit element) we say that the trace is normalized if Tr1 = 1.
For example one can dene a trace on the algebra Rd by means of integration of functions
over Rd. The fact that we take functions from the Schwartz space ensures the convergence of
integrals. It is easy to check that the dening property of trace: Trf g = Trg f is satised.
Note that due to the noncompactness of the underlying commutative Rd the algebra Rd does
not contain a unit element. There is no natural way, therefore, to normalize the trace. We
will see more examples of noncommutative algebras and traces on them in the subsequent
sections. Usually we will assume that our algebras of functions on a noncommutative space
contain a unit element.
Consider now a projective module E over an associative noncommutative algebra A. A
linear operator Z : E ! E is called an endomorphism of module E if it commutes with
the action of A on E. In other words endomorphisms are A-linear maps. Endomorphisms
can be added together, composed and multiplied by a complex number. This means that
they form an associative algebra denoted EndAE. For example consider a free module E =
AN . Its elements are N -tuples of elements from A and the action of A is a componentwise
multiplication from the left. Endomorphisms of E correspond to N  N matrices whose
entries are elements of A. These matrices act on E by multiplication from the right. As
an algebra EndAA
N is isomorphic to MatN (A
op) where Aop is an associative algebra whose
elements are elements of A and the multiplication  is dened as a  b = ba where ba is the
ordinary product in A. This description comes from the fact that we used a right action
above.
A normalized trace on A (an analog of the integral over M in the commutative case) gives
rise to a (non-normalized) trace Tr on the algebra EndAE that can be described as follows.
Since E is projective it can be realized as a direct summand in a free module: AN = EE 0.
This decomposition determines an endomorphism P : AN ! AN projecting AN onto E.
This means that P 2 = P , Px = x for x 2 E and Px0 = 0 for x0 2 E 0. The endomorphisms
of module E can be identied with a subalgebra in MatN (A
op) of endomorphisms of AN .
Namely this subalgebra consists of elements of the form PaP . The algebra MatN (A
op) has a
canonical trace N that is a composition of the matrix trace with a given normailized trace on
A. Restricting this trace to the corresponding subalgebra we obtain a canonical trace Tr on
EndAE. By denition the number Tr1 is called the dimension of module E and is denoted
dim(E). Here 1 2 EndAE is the identity endomorphism. It follows from the denition of Tr
that the dimension is equal to the trace of the corresponding projector in MatN (A
op)
dim(E) = Tr1 = NP : (46)
Now let us turn to connections on a vector bundle. Let p : T !M be an n-dimensional
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vector bundle. In local coordinates a connection can be written as a collection of dierential
operators ri = @i +Ai(x), i = 1; : : : ; dimM acting on smooth sections of T . Here Ai(x) are
N  N -matrix valued functions. Moreover for any vector eld X = X i(x)@i on M we can
consider an operator rX = X iri satisfying
rX(f  s) = f  rX(s) + X(f)  s (47)
for any section s and any function f 2 C1(M). Here X(f) = X i@if . In addition to this
it is required that rfX = frX for any f 2 C1(M). This requirement along with (47) can
be taken as a denition of connection on a vector bundle. In noncommutative geometry one
can give dierent denitions of connection (see [37]). In the simplest denition we assume
that there is a Lie algebra L that acts on associative algebra A by means of innitesimal
automorphisms (derivations). This means that we have linear operators X : A ! A that
linearly depend on X 2 L and satisfy
X(a  b) = (Xa)  b+ a  (Xb)
for any a; b 2 A. The mapping X 7! X is a Lie algebra homomorphism, i.e. [X;Y ] = [X ; Y ].
A connection rX on an A-module (=module over A) dened with respect to the Lie algebra
L and action X is by denition a set of linear operatorsrX , X 2 L on E depending linearly
on X and satisfying the Leibniz rule
rX(a  e) = a  rX(e) + X(a)  e (48)
for any e 2 E and any a 2 A. This is a generalization of (47). It follows from the denition
(48) that for any two connections rX and r0X the dierence r0X −rX commutes with the
action of A on E, i.e. is an endomorphism of E.
Hence, if we x some ducial connection r0i on E an arbitrary connection has the form
rX = r0X + AX (49)
where AX 2 EndAE depend linearly on X 2 L.
A curvature of connection rX is a two-form FXY on L with values in linear operators on
E that measures a deviation of mapping X 7! rX from being a Lie algebra homomorphism:
FXY = [rX ;rY ]−r[X;Y ] :
It is easy to check that FXY commute with the action of A on E, i.e. FXY take values in the
endomorphisms of module E. Suppose now that the Lie algebra L is abelian and choose a
basis Xi in L. Then we have the curvature tensor
Fij = [ri;rj] ; ri  rXi :
On any projective module specied by a projector P : AN ! AN one can construct a
connection in the following way. The set of derivations X acts naturally on the free module
AN . Consider a set of operators rLCX = P  X  P . Evidently this operators commute
with P and hence they descend to operators on E = P AN . Moreover, because P is an
endomorphism of AN the operators rLCX satisfy [rLCX ; a] = P  [X ; a]  P = [X ; a]  P that
implies (48) when restricted on E. Hence rLCX denes a connection on an arbitrary projective
module which may be called a Levi-Civita connection. It is easy to check that Tr[rLCX ; ] = 0
21
for any endomorphism  2 EndAE. It follows from this identity and the fact that any two
connections dier by an endomorphism that
Tr[rX ; ] = 0 (50)
fro an arbitrary connection rX and an arbitrary endomorphism .
5.4 Involutive algebras
An operator  acting on an associative algebra A is called an (antilinear) involution if (ab) =
ba, (a+ b) = a + b, (a) = a. The standard examples of involution are the complex
conjugation in the algebra of functions and hermitian conjugation in the algebra of operators.
An element a 2 A is called selfadjoint if a = a and unitary if aa = aa = 1.
An involution  on A induces an involution on the matrix algebraMatN (A) by the formula
(a)ij = aji. Therefore, we can talk about selfadjoint and unitary elements of MatN (A).
Identifying the algebra EndAE of endomorphisms of projective module E with matrices of
the form eae where a 2MatN (A) and e is a selfadjoint projector we obtain an involution on
EndAE.
If the algebra A is endowed with an involution we can dene an A-valued inner product
in a free module AN by the formula




Embedding a projective module into a free module we obtain an A-valued inner product
< :; : >A on a projective module. We can also impose a hermiticity condition on a connection
on a projective A-module E. A connection rX : E ! E is said to be compatible with the
inner product (unitary) if it satises
< rX;  >A + < ;rX >A= X(< ;  >A)
for any ;  2 E. If Tr is a trace on A then Tr < :; : >A denes an ordinary C-valued
hermitian inner product. The above compatibility condition implies that the operators rX
is an antihermitian operator.
Note that in the ordinary Yang-Mills theory choosing rj = @j + iAj corresponds to a




k − @kAaj + fabcAbjAck
is hermitian with respect to the invariant inner product on the space of adjoint sections. In
our conventions the endomorphisms AX are antihermitian and so is the curvature FXY . In
all of the subsequent sections we will assume that we work with unitary connections.
5.5 Noncommutative tori
Let us consider an algebra generated as a linear space by elements Un where n = (n1; : : : ;nd)
is a d-dimensional vector with integer entries. We assume that multiplication in this algebra




where jk is an antisymmetric dd matrix, and summation over repeated indices is assumed.
Denote this algebra by T d . We introduce an involution  in T d by the rule: Un = U−n. The
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elements Un are assumed to be unitary with respect to this involution, i.e. U

nUn = U−nUn =
1. Denote Ui = Uei where e






i . These elements satisfy the condition
UjUk = e
2ijkUkUj : (52)









where Ui taken to a negative power is understood as the corresponding power of the inverse
operator U−1i = U

i . Hence, the elements U1; : : : ; Ud; U

1 ; : : : ; U

d are multiplicative generators
of T d .
A unitary representation of T d (a T
d
 -module, or more precisely a left T
d
 -module) is by
denition a set of unitary operators in a Hilbert space E satisfying (51). Clearly in order to
specify such a representation it suces to nd d unitary operators obeying (52).
There is a canonical normalized trace on T d specied by the rule
TrUn = 0 if n 6= 0 ; TrU0  Tr1 = 1 : (53)
For  = 0 we can realize the algebra T d as an algebra of trigonometric polynomials on a
d-dimensional torus T d. Namely if 1; : : : ; d 2 [0; 2) are angular coordinates on T d we can
identify Un with e
i
P
jnj . Then the trace (53) corresponds to an integral over T d provided
the volume of T d is 1. It follows from the general discussion in the previous section that
this canonical trace gives raise to a trace on the algebra of endomorphisms EndT dθ E of any
projective T d -module E.
For a general  we can assign to every linear combination of Un a function on the torus T
d
assuming that Un goes to e
i
P
jnj . However the multiplication in noncommutative algebra
T d does not correspond to a pointwise multiplication of functions under this map. It is easy
to check that the appropriate multiplication denoted by  for functions on T d is given by
the formula










This product is called Moyal product. When  goes to zero it reduces to the usual pointwise
product of functions. In such a way the algebra T d can be considered as a noncommutative
deformation of the algebra of functions on the commutative torus T d. It is called therefore
an algebra of functions on noncommutative torus. Note that nite linear combinations of
Un that we considered until now correspond to a very narrow class of functions on T
d.
However we can also consider innite linear combinations. In particular we can consider
linear combinations
P
nC(n)Un where the coecients C(n) tend to 0 faster than any power
of knk. The algebraic operations can be extended to the set of such linear combinations.
One can say that this set constitutes an algebra of smooth functions on a noncommutative
torus (the corresponding functions on commutative torus are smooth). From now on we
will use the notation T d for this algebra. This algebra was rst introduced and studied in a
seminal paper [36].
The canonical normalized trace (53) can be represented in terms of the ordinary integra-





dd f() : (55)
Notice that this trace is a positive functional , i.e. TrAA  0 for any A 2 T d .
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5.6 Projective modules over noncommutative tori
In this section we are going to describe (nitely generated) projective modules over noncom-
mutative tori. They were investigated in depth in [42]. We start with free modules that are
analogs of trivial bundles.
Let us consider a free module over T d of rank N , i.e. E = (T
d
 )
N consisting of N -tuples of
elements from T d . (T
d
 acts by means of multiplication from the left.) Endomorphisms of this
module can be identied with N N matrices with entries from T d . These matrices act on
(T d )
N by means of multiplication from the right. One easily sees that as an algebra EndT dθ E
is isomorphic to the matrix algebra MatN (T
d
−) where the minus sign comes from the fact
that we have a right action (in the notations of section 5.3 we have (T d )
op = T d−). Notice
that the algebra of endomorphisms is also equipped with a trace (it is given by a combination
of matrix trace with the trace dened in (53)). Of course, this is just a particular example
of the general fact that there is a canonical trace on the algebra of endomorphisms of any
projective module over T d .
Now we are going to describe a large class of projective modules over T, the so called
Heisenberg modules. We start with some examples illustrating the main idea and give the
most general construction of a Heisenberg module at the end of the section.
Example 1. Consider the Schwartz space E = S(R). On this space we can dene the
following two operators: U1 : E ! E, U2 : E ! E by the formulas
(U1f)(x) = f(x+ γ) ; (U1f)(x) = f(x)e
2i~γx (56)
where γ and ~γ are numbers. One can check that these operators satisfy
U1U2 = U2U1e
2i~γγ :
This means that these operators represent a 2-dimensional noncommutative torus T 2 with
12 = −21 = ~γγ. One can easily describe endomorphisms of this module. They are generated
by the operators Z1, Z2:
(Z1f)(x) = f(x+ ~γ
−1) ; (Z2f)(x) = f(x)e2ixγ
−1
: (57)
We see that the algebra EndT 2θE is isomorphic to T
2
~
where ~12 = ~γ−1γ−1 that is ~ij = (−1)ij .
Example 2. Let us show now how this construction can be generalized. In the two-
dimensional case we can assume that the torus is labeled by a single number 12 =  2 R.
Elements of our module will be functions j(x) 2 S(R Zm), x 2 R, j 2 Zm where Zm is a










where n is some integer. It is easy to check that these generators satisfy U1U2 = U2U1e
2i.
Hence, we constructed modules En;m over T
2
 labeled by two integers n;m, with m > 0.
These modules can be proven to be projective if (and only if) n − m 6= 0 that can fail
only for rational . The integers n, m are related to topological numbers of the module (see
section 5.8 for a detailed discussion). It turns out that, assuming  is irrational, an arbitrary
T 2 -module is either a free module or is isomorphic to one of the modules En;m.
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In the case when the integers m and n are relatively prime (and  is irrational) the

















where a is an integer satisfying an − bm = 1 for some other integer b. These generators
satisfy
Z1Z2 = e
2i^Z2Z1 ; ^ =
b− a
n−m : (60)
That is the endomorphisms themselves constitute a noncommutative torus T^ with a dierent
noncommutativity parameter ^. In general if g:c:d:(m;n) = D > 1 one can show that the
algebra of endomorphisms of En;m is isomorphic to a matrix algebra MatD(T^). (This follows
from the fact that En;m is isomorphic to a direct sum of D copies of En0;m0, n
0 = n=D,
m0 = m=D.)
General construction. The examples above lead us to the following general construction.
Let G be a direct sum of Rp and an abelian nitely generated group, and let G be its
dual group. The last one is dened as a group of homomorphisms  : G ! S1. We will
identify S1 with a group of complex numbers with absolute value 1 and will use additive
notation for group product in G and multiplicative notation for group product in S1 and
G. Thus, for any  2 G and any g1; g2 2 G we have (g1 + g2) = (g1)(g2). By denition
(12)(g) = 1(g)2(g). For the group G = R
p one can identify G with the group itself
by means of an exponential mapping (xj) 7! e2ijxj 2 S1, (xj) 2 Rp, (j) 2 Rp = Rp.
For the group Zq the analogous exponential mapping establishes an isomorphism of the
corresponding dual group to a torus T q = Rq=Zq. Finally a nite abelian group can be
represented as a product of cyclic groups Zm each one of which can be identied with a
subgroup of S1 consisting of m-th roots of unity. The dual group then is isomorphic to the
nite group itself. In the most general situation G = RpZq F where F is a nite group.
Then G = Rp  T q  F .
Consider a linear space S(G) of functions on G decreasing at innity faster than any
power. We dene operators U(γ;~γ) : S(G) ! S(G) labelled by a pair (γ; ~γ) 2 GG acting
as follows
(U(γ;~γ)f)(x) = ~γ(x)f(x+ γ) : (61)
One can check that the operators U(γ;~γ) satisfy the commutation relations
U(γ;~γ)U(;~) = ~(γ)~γ
−1()U(;~)U(γ;~γ) : (62)
If (γ; ~γ) run over a d-dimensional discrete subgroup Γ  GG, Γ = Zd then formula (61)




for a given basis (γi; ~γi) of the lattice Γ. This module is projective if Γ is such that GG=Γ
is compact [42]. (Note that in the decomposition of G above one has 2p+ q = d.) If that is
the case then the projective T d -module at hand is called a Heisenberg module and denoted
EΓ.
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It is not hard to see that the construction (58) in Example 2 above is precisely of this
general form and corresponds to the choice G = R1  Zm. The dual group G can be
identied with the group itself and the lattice Γ  GG is generated by the basis (γ1; ~γ1) =
(( − n=m;−1); (0; 0), (γ2; ~γ2) = ((0; 0); (1;−n)).
Let us give here one more example of a Heisenberg module.
Example 3. If  is rational one can construct a representation of T d by means of nite-
dimensional matrices. For a two-torus T 2 , 
12 = m=n an example of such representation can
be constructed via the familiar clock and shift operators on an n-dimensional vector space:
Ujk = e
2ijm=nj;k ; Vjk = j+1;k : (64)
These matrices satisfy UV = V Ue2im=n and thus represent the T 2 . From the point of view
of the general construction above this module corresponds to the choice G = Zn. It is easy
to generalize this construction to any T d with a rational matrix .
Endomorphisms of a Heisenberg module EΓ have a basis consisting of operators Z(;~) =
U(−;~−1) with the pair (; ~) belonging to the dual group Γ, i.e. satisfying ~() = ~()
for any (; ~) 2 Γ. Note that in general Γ is not a lattice, it might have some nite order
elements. In the case when Γ is a lattice the algebra EndT dθ EΓ is naturally isomorphic to a
d-dimensional noncommutative torus T d~ where
~ is determined by the lattice Γ in the same
fashion as it worked for Γ. The module En;m considered in Example 2 illustrates the above
assertion. Namely when the integers n and m are relatively prime the algebra EndT 2θEn;m
is generated by operators (59) that evidently are of the same general form as (58). One can
easily check that these operators correspond to a basis in Γ that is dual to the one in Γ
corresponding to (58).
Heisenberg modules play a special role. It was shown by Rieel ([42]) that if the matrix
ij is irrational in the sense that at least one of its entries is irrational then any projective
module over T d can be represented as a direct sum of Heisenberg modules. In that sense
Heisenberg modules can be used as building blocks to construct an arbitrary module.
If a Heisenberg module E cannot be represented as a direct sum of isomorphic modules
E = E 0E 0 : : :E 0 then it is called a basic module. Evidently by the result stated above
if ij is irrational any projective module can be represented as a direct sum of basic modules.





5.7 Connections on noncommutative tori
In order to dene a connection on a module E over noncommutative torus T d we will rst
dene a natural Lie algebra of shifts L acting on T
d
 . The shortest way to dene this Lie
algebra is by specifying a basis consisting of derivations j , j = 1; : : : ; d satisfying
j(Un) = 2injUn : (65)
For the multiplicative generators Uj the above relation reads as
jUk = 2ijkUk : (66)
This derivations then span a d-dimensional abelian Lie algebra that we denote L. However
this denition singles out a basis in L and one might be interested in a covariant denition of
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L as well as of the corresponding Lie group ~L of automorphisms. This covariant denition
can be given in the following way. The torus generators Un we dened above are labeled by
elements of a lattice Zd. Consider this lattice as a d-dimensional lattice D = Zd embedded
into Rd. The dual space Rd acts naturally on S(Zd) (the space of functions decreasing faster
than any power). Namely to every x 2 Rd we assign a map x transforming a function f()
into e2i<x;>f() where < :; : > stands for a natural pairing of elements from Rd with
elements form Rd. For any matrix  the map x can be considered as an automorphism
of T d (it preserves the relations (51) in an obvious way). This automorphism is trivial if
x 2 D where D is the lattice dual to D. Denote the group Rd=D considered as a group of
automorphisms of T d by
~L. Then it is easy to check that the Lie algebra of ~L is isomorphic
to L. The fact that ~L is a (commutative torus) is reflected in the relations
e2ijUne
−2ij = Un :
We see that in the basis (65) the periods of the torus ~L are all equal to 2. We call this
basis standard.
A connection on a module E over T d is a set of operatorsrX : E ! E, X 2 L depending
linearly on X and satisfying
[rX ; Un] = X(Un) (67)
where Un are operators E ! E representing the corresponding generators of T d . In the
standard basis (65) this relation reads as
[rj ; Un] = 2injUn : (68)
Notice that this is precisely one of the relations (34) that emerged in the study of M(atrix)
model compactications on tori (compare also with equation (32) written for the two-
dimensional compactication).
Let us give some examples of connections. First consider a free module E = (T d )
N . Its
elements are N -tuples (a1; : : : ; aN), ai 2 T d . One constructs a connection r0i by setting
r0i (a1; : : : ; aN) = (i(a1); : : : ; i(aN)). As we already described all endomorphisms in terms
of matrices with entries in T d acting from the right we have a description of an arbitrary
connection ri = r0i + Ai, Ai 2 EndT dθ E.
Consider now a module Em;n over T
2
 introduced in the previous section. Its elements
are functions fj(x) of one continuous and one discrete variable. We can try constructing a
connection r1, r2 in terms of suitable linear combinations of @@x and multiplication by x








; U1] = 0 ; [
@
@x
; U2] = 2iU2 :
Therefore, we can set
r1 = 2im




(these operators satisfy the dening relations (66)). One readily calculates the curvature of
this connection
F12 = −F21 = − 2im
n−m  1
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where 1 denotes the identity endomorphism. In general connections whose curvature equals
the identity endomorphism times a numerical tensor are called constant curvature connec-
tions. In fact on any Heisenberg module there exists a constant curvature connection. Let us
sketch the construction of such a connection. In general a Heisenberg module is constructed
on functions on a group G = Rp  Zq  F . Let x1; : : : ; xp be coordinates on the Rp factor.
Then one can construct connections rj in terms of suitable linear combinations of partial
derivatives @
@xj
and operators acting by multiplications by xk. Evidently such a connection
has a constant curvature. In the commutative gauge theory the closest analog of a constant
curvature connection over a noncommutative torus is a U(N) connection on a vector bundle
over T d with a vanishing SU(N) part and with a constant (coordinate independent) U(1)
part.
5.8 K-theory, Chern character
Let us remind the reader the main idea of K-theory. Given a manifold M one can consider
a set V ect(M) of all vector bundles over it. More precisely we need to consider bundles
dened up to isomorphisms, i.e. equivalence classes. Since we can add bundles by means
of the direct sum operation the set V ect(M) forms a commutative semigroup (we have to
add a formal \zero-dimensional" bundle 0 that plays the role of zero element). There is
a standard procedure called a Grothendieck construction that turns this semigroup into a
group denoted K0(M). Elements of K0(M) are equivalence classes of formal dierences
E1−E2 where E1; E2 2 V ect(M). Two dierences E1−E2, E 01−E 02 are set to be equivalent







1 + E2 + E3 :
In particular for any vector bundle E there corresponds an element in K0(M), it is given
by the equivalence class of E − 0. Note that in general two nonisomorphic bundles might
give rise to the same element in K0(M). Elements of K0(M) that do not correspond to any
vector bundle are called virtual bundles. This denition is very natural from the physical
view point. Formal dierences E1 − E2 can be considered as super vector bundles (vector
bundles having a linear superspace as a ber). More precisely E1−E2 can be identied with
E1 E2 where  denotes the Grassmann parity inversion. The equivalence relation above
now reads E E  0.
Following the idea of algebraization we can recast the above denition of K0(M) in terms
of projective modules over C1(M). In fact the modication is straightforward because a
direct sum of vector bundles corresponds to the direct sum of the corresponding projective
modules. One can simply replace everywhere above vector bundles by projective modules.
Consider now an associative noncommutative algebra A. One can rst dene a semigroup
of projective modules over A in a natural way. Applying the Grothendieck construction
to this semigroup we obtain a group K0(A). Again K0(A) can be described in terms of
Z2-graded modules over A with the equivalence relation E  E  0. The denition of
K0(A) can be applied to any associative algebra. One can dene also a group Ki(A), i 2 N
as Ki(A) = K0(A ⊗ C0(Ri)) where C0(Ri) is the algebra of continuous functions on Ri
tending to 0 at innity (we equip this algebra with the sup norm). One can prove that
Ki(A) = Ki+2(A) (Bott periodicity).
The K-groups of a noncommutative torus can be computed using the technique due to
28




= Z2d−1 = K1(T d ) :
This result is really not surprising because K-groups are discrete objects and should not
change under continuous deformations of algebra.
In the case of standard K-theory of a manifold M there exists a mapping called Chern
character
ch : K0(M) ! Heven(M;Z) : (70)
constructed in the following way. Consider an n-dimensional vector bundle  specied by
p : T ! M and equipped with a connection rX . It follows from denition (47) that the
curvature FXY = [rX ;rY ] can be considered as a dierential two-form F with values in
endomorphisms of the bundle  . More precisely F is a section of the bundle 2T (M) ⊗
End(). Locally F can be represented in terms of N N matrix-valued dierential 2-form.
Denote F k = F ^ ::: ^ F - the k-th exterior power of the form F . Then trF k are ordinary
dierential 2k-forms. Here tr is a matrix trace. One can prove the following two facts about
the forms trF k:
1) The forms trF k are closed.
2) If F (r1) and F (r2) are curvatures corresponding to two dierent connections r1X and
r2X then trF k(r1)− trF k(r2) is an exact 2-form.
The second fact implies that the cohomology classes of trF k does not depend on the choice
of connection rX and thus depends only on a vector bundle  . Moreover the cohomology
classes of the forms 1
(2)kk!
trF k turn out to be integral. Therefore, one can consider an
inhomogeneous cohomology class






] 2 Heven(M;Z) :
This construction naturally gives rise to a mapping (70) from the K0-group to the even
integral cohomologies that is called a Chern character. In the case when M is a torus T d we
can choose a basis i, i = 1; : : : ; d of 1-forms in H1(T d;Z). Then, the whole Heven(T d;Z) can
be considered as an even part of the Grassmann algebra generated by the anticommuting




: : : where n is the dimension of  , mij 2 Z are magnetic fluxes, etc. The Chern character is
associated in physics with a collection of D-branes (for example see [95]). The integer n is
interpreted as a number of D-branes of dimension d, mij are numbers of branes of dimension
d− 2 wrapped on a cycles transverse to directions i; j, etc.
Let us now explain how one can dene a Chern character of a projective module E over
a noncommutative torus T d . Let rX be a connection on E dened with respect to the Lie
algebra L (Lie algebra of shifts). The curvature FXY is an exterior two-form on the adjoint
vector space L with values in EndT dθ E. As it was already discussed in the previous sections
there is a canonical trace Tr on the algebra EndT dθ E. We dene the Chern character ch(E)
as







where even(L) is the even part of the exterior algebra of L. Let us choose a basis in L


in which the derivations corresponding to basis elements satisfy (65). Denote the exterior
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1-forms corresponding to basis elements by 1; : : : ; d. Then an arbitrary element of :(L)
can be represented as a function (a polynomial) of anticommuting variables i or equivalently
it corresponds to a collection of antisymmetric tensors. Explicitly we have for the Chern
character








jklmTrFjkFlm + : : :
Note that the rst term in this expansion equals the dimension of E: dimE = Tr1. The
factor of 1=i entering (71) comes from our convention that rj are antihermitian operators,
so that the curvature is also antihermitean. One can check that indeed, as the notation
suggests, the element ch(E) does not depend on the choice of connection. The proof is very
similar to the proof in the commutative case. It relies on the relation Tr[ri; ] = 0 (formula
(50) that holds for any connection ri and any endomorphism . Therefore, we have a map
ch : K0(T
d
 ) ! even(L) (72)
that is an analog of (70). Thus dened Chern character is a homomorphism, i.e. ch(E1 
E2) = ch(E1)+ ch(E2). However there is no analog of the multiplicative property that holds
in the commutative case: ch(T1 ⊗ T2) = ch(T1)  ch(T2) where T1, T2 are two vector bundles.
The primary reason for that is there is no suitable denition of a tensor product of two
projective modules. The Chern character as dened above was rst introduced and studied
in [36].
A distinctive feature of the noncommutative Chern character (72) is that its image does
not consist of integral elements, i.e. there is no lattice in L that generates the image
of Chern character. Equivalently it can be said that the corresponding exterior forms in
even(L) do not have integral coecients for any choice of basis in L

. However there
is a dierent integrality statement that replaces the commutative one. Consider a subset
even(Zd)  even(L) that consists of polynomials in j having integer coecients. It was
proved by Elliott ([47]) that the Chern character is injective and its range on K0(T
d
 ) is given








. For d = 2
this follows from [36]. This fact implies that the K-group K0(T
d
 ) can be identied with the
additive group even(Zd). Then a K-theory class (E) 2 even(Zd) of a module E can be

















g = ij . The coecients of (E) standing at monomials in i are integer
numbers to which we will refer to as the topological numbers of module E. This numbers
also can be interpreted as numbers of D-branes of a denite kind although in noncommutative
geometry it is dicult to talk about branes as geometrical objects wrapped on torus cycles.
Let us consider here an example of application of formula (73). In section 5.7 we found
a connection on a module Em;n over a noncommutative two-torus T
d
 . Its curvature was











We see that for this expression to be integral we need the fraction dim(E)
n−m to be at least rational.
In fact a direct calculation via the corresponding projector [41] shows that dim(E) = jn−mj
so that the above fraction equals 1 [36]. Thus, the corresponding K-theory class is (E) =
~n− ~m12. where ~n = n  sgn(n−m), ~m = m  sgn(n−m). One could alternatively label
modules Em;n by pairs of integers (~n; ~m) such that ~n− ~m > 0 .
Formula (73) to which we will sometimes refer as Elliott’s formula is probably the most
important formula as far as the applications are concerned. As another example of how it
works let us discuss a characterization of modules that admit a constant curvature connection
in terms of their K-theory class. If a module E can be equipped with a constant curvature
connection [rj ;rk] = 2ifjk the Chern character (71) of module E is a quadratic exponent
ch(E) = dim(E)  eifijj :
In order to calculate (E) by formula (73) it is convenient to apply a Fourier transform for
the odd Grassmann variables i. This allows us to write (E) as





i − i) + if ijj + γiijγj) :
We see that (E) can be expressed as a Gaussian integral in 2d anticommuting variables. If
the corresponding quadratic form is nondegenerate the result of integration is a quadratic
exponent. Noting that a degenerate quadratic form can be considered as a limit of nonde-
generate ones we see that (E) can be represented as a limit of quadratic exponents; we
can call such a function a generalized quadratic exponent. Thus we see that if a module
admits a constant curvature connection its K-theory class has to be a generalized quadratic
exponent. One can prove [44], [51] that the opposite statement is also true. In the case when
 is irrational (see more below) this means that whenever (E) is a generalized quadratic
exponent there exists a constant curvature connection on E.
As it was already noted above not every element in K0(T
d
 ) corresponds to an equivalence
class of some projective module. The set of elements of K0(T
d
 ) that are K-theory classes of
projective modules is called a positive cone of K0(T
d
 ). A projective module over T
d
 can be
specied by a hermitian projector P = P 2, P = P  that is an element of the matrix algebra
MatN (T−). From formulas (46) and (55) it follows then
dim(E) = NP = N(P  P )  0
(the last inequality follows from the positivity of trace). Thus, the dimension of module is
always a positive number. Moreover it was proved in [42] that if  is irrational the positive
cone consists exactly of elements with positive dimension. More precisely given an element












When dim(E) = jn − mj = ~n − ~m = 0 (that can happen only for rational ) formulas (58) still dene some module,
however it is not projective.
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Then  is a K-theory class of some projective module E, i.e.  = (E), if and only if the
zeroth order term ch0 in (74) is strictly positive.
There is another question that arises naturally in regard with the K-group. K-theory
classes might not distinguish the modules completely, i.e. two nonisomorphic modules can
lie in the same K-theory class. This is what happens in general for vector bundles over
commutative tori. However for noncommutative tori T d with irrational matrix  any two
projective modules which represent the same element of K0(T
d
 ) are isomorphic ([42]). In
terms of the denition of K0 group as equivalence classes of dierences we can equivalently
say that for any three projective modules E1, E2, F the isomorphism E1  F = E2  F
implies E1 = E2. This is the reason the above fact can be called a cancellation property.
It is noteworthy that for irrational  there are projective modules whose dimension is
arbitrarily small. In particular this implies that any projective module E over a noncom-
mutative torus with irrational  can always be split into a direct sum of projective mod-
ules. To see how it follows from the results quoted above take a module E 0 such that
dim(E0) < dim(E). Consider the element in the K-group corresponding to the dierence
E −E 0. Since dim(E −E 0) = dim(E)− dim(E 0) is positive there is a module E 00 specifying
the same element in the K-group as E−E 0. Therefore by cancellation property E = E 0E 00.
We see that although the K0(T) is a nitely generated group there is no nite set of gener-
ators for the positive cone (modules themselves). (By taking direct sums of modules from a
given nite set of modules we can never obtain a module whose dimension is smaller than
the smallest dimension of modules from the given set.)
5.9 Modules with nondegenerate constant curvature connection
Any Heisenberg module has a constant curvature connection, i.e. a connection rj that
satises
[rj;rk] = 2ifjk1 (75)
where fjk is a real-valued antisymmetric tensor and 1 is a unit endomorphism. In this
section we are going to describe a particular class of modules admitting a constant curvature
connection, those that have a nondegenerate curvature tensor fjk (of course this is possible
only if the dimension d of the torus is even). One can construct examples of such modules
taking commutation relations (75) as a starting point. If fjk is nondegenerate then the
operators rj dene a representation of Heisenberg algebra. It is well known that there
is a unique irreducible representation F of this algebra. Suppose that a representation
space E can be decomposed into a direct sum of a nite number of irreducible components:
E = FN = F ⊗ CN .




f1 0 : : : 0
0 f2 : : : 0
0 0
. . . 0









is a 2 2 matrix and fi are positive numbers.
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Then we can dene a representation space as L2(R
g) and the operators ri as
rj =
q
f(j+1)=2@j ; j − odd ; rj = 2i
q
fj=2xj−1 ; j − even (78)
where @j , xk, j; k = 1; : : : ; g are derivative and multiplication by x
k operators acting on
smooth functions f(x) 2 L2(Rg). An arbitrary representation of the torus generators Ui,
i = 1; : : : ; d has the form Ui = U
st
i  ui where Usti is some standard representation satisfying
[rj ; Ustk ] = 2ijkUstk
and ui is an N  N unitary matrix. This form of representation of Ui follows from the











Since Ui = U
st
i ui must give a representation of a noncommutative torus it follows from (80)
that so must do the operators ui. But the last ones are nite-dimensional matrices so they
can only represent a noncommutative torus whose noncommutativity matrix has rational
entries, i.e. ui’s have to satisfy
uiuj = e
2inij=Nujui (81)
where N is a positive integer and nij is an integer valued antisymmetric matrix. Putting the
formulas (80) and (81) together one nds that Ui’s give a representation of a noncommutative
torus T with
ij = −(f−1)ij + nij=N : (82)
It follows from the results obtained by M. Rieel ([42]) that for nite N (i.e. when E
decomposes into a nite number of irreducible components) the module E endowed with
Ui = U
st
i  ui as above is a nitely generated projective module over T with  given in (82).
Conversely one can show that the niteness of N is required by the condition of E to be
nitely generated and projective. (See [44] for a detailed discussion of modules admitting a
constant curvature connection.)
Topological numbers. Let us calculate here the topological numbers of the modules
constructed above. We assume here that the matrix ij given in (82) has irrational entries.
Then a projective module E is uniquely characterized by an integral element (E) of the
even part of Grassmann algebra even(Rd). In order to calculate (E) we can use the Elliot’s
formula (73) together with the following expression for the Chern character
ch(E) = dim(E)  exp(ifijj) : (83)
Substituting (83) into (73) and applying a Fourier transform in Grassmann variables we
obtain






−1)ij + ij)j + ii) =









At this point it is convenient to assume that the matrix nij is brought to a canonical block-
diagonal form similar to (76) with integers ni, i = 1; : : : ; g on the diagonal by means of an
SL(d;Z) transformation (this is always possible, see [49]). Then we can explicitly do the
integration in (84) and obtain














where C = dim(E)  Pfa(f) is a constant that can be determined by the requirement that
(E) is an integral element of Grassmann algebra (Rd) (i.e. each coecient is an integer).
By looking at the term of the highest order in  in (85) we immediately realize that C must
be an integer. In fact C = N . We will give a partial proof of this below.







so that for each i = 1; : : : ; g the pair Ni, ~Ni is relatively prime. Then we can rewrite (85) as
(E) =
C





N1N2  : : : Ng0(E) : (86)
For any integral element  2 even(Rd) let us introduce a number g:c:d:() which is dened
to be the largest integer k such that  = k 0 where  0 is also integral. Or, in other words
g:c:d:() is simply the greatest common divisor of the coecients of . It is a simple task
to prove by induction in g that g:c:d:(0(E)) = 1. Hence, C must be an integer divisible
by the product N1N2  : : :  Ng. Moreover C = g:c:d:((E))N1N2  : : :  Ng. It is known
(for example see [48]) that the dimension of an irreducible representation of the algebra
(81) is equal to the product N1  N2  : : :  Ng. Thus, necessarily this product divides N ,
i.e. N = N1  N2  : : :  Ng  N0 where N0 is an integer equal to the number of irreducible
components in the representation CN of the algebra (81). Evidently N0 divides g:c:d:((E)).
We will show below that g:c:d:((E)) cannot be bigger than N0. This implies that C = N .
Let us look at some particular examples of formula (85). If the matrix nij is nondegenerate
then (E) is a quadratic exponent:
(E) = p  exp(1
2
i(n−1)ijjN) ; p = N0 ~N1  : : :  ~Ng (87)
where p = N  Pfa(n=N) is written in a form where it is manifestly an integer. If nij
is degenerate then (E) is a so called generalized quadratic exponent (see [44] and [51],
Appendix D). For example if nij = 0 for all i and j then we obtain from (84)
(E) = N12  : : :  d : (88)
Moduli space of constant curvature connections. We showed above that modules en-
dowed with a constant curvature connection correspond to representations of matrix algebra
(81). The residual gauge transformations preserving (78) correspond toNN unitary trans-
formations acting on the CN factor of E. Thus, we see that the moduli space of constant
curvature connections on a module with xed (N; nij) (or xed (E), which is the same) can
be described as a space of inequivalent representations of the matrix algebra (81). The center
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of algebra (81) is spanned by elements uk with k 2 D = Zd satisfying kinijmj=N 2 Z for
any m 2 D. Such elements correspond to a sublattice of D that we denote ~D. To describe
the center in a more explicit way it is convenient to choose the basis we used above, in which
the matrix nij is brought to a block-diagonal canonical form. In this basis generators of the
center can be chosen to be elements (ui)
Mi where we set Mi = N(i+1)=2, i-odd and Mi = Ni=2,
i-even. Thus, in an irreducible representation (ui)
Mi = i 2 C are constants of absolute
value 1.
Using the substitution
ui 7! ciui (89)
where ci are constants, jcij = 1, we obtain an irreducible representation with values of center
generators 0i = ic
Mi
i . By means of this substitution one can transform any irrep into the
one with i = 1. The last one corresponds to a representation of the algebra specied by
relations (81) along with the relations (ui)
Mi = 1. This algebra has a unique irreducible
representation of dimension N1 N2  : : : Ng (for example see [48]). Therefore, the space of
irreducible representations of algebra (81) is described by means of d complex numbers i
with absolute value 1, i.e. is isomorphic to a (commutative) torus ~T d = Rd= ~D. We denote
the corresponding irreps by E,  = (1; : : : ; d). In general for any noncommutative torus
T one can construct a group L of automorphisms isomorphic to a commutative torus of
the same dimension by means of (89). This torus acts naturally on the space of unitary
representations of T. If  is rational we obtain a transitive action of this automorphism
group on the space of irreducible representations. In this case one can consider L as a nite
covering of ~T d.
Let us assume now that the space CN is decomposed into irreducible representations of
algebra (81)
CN = E1  : : :EN0 : (90)
Note that in the picture we are working with, gauge transformations are given by unitary
linear operators acting on E that commute with all ri’s that is by unitary N  N matri-
ces. The matrices representing central elements are diagonalized in the basis specied by
decomposition (90). There are residual gauge transformations corresponding to permuta-
tions of diagonal entries. Thus, we see that in general the moduli space is isomorphic to
( ~T d)N0=SN0. As it was noted in the previous subsection N0 divides g:c:d:((E)). On the
other hand as we know from [44], [51] any module E over a noncommutative torus T ad-
mitting a constant curvature connection ri can be represented as a direct sum of k identical
modules E = E 0  : : :  E 0 with k = g:c:d:((E)). This implies that the moduli space of
constant curvature connections necessarily contains a subset isomorphic to ( ~T d)k=Sk. Thus,
on dimensional grounds we conclude that k = g:c:d:((E)) = N0.
The considerations above were made in the assumption that we have a constant curvature
connection whose curvature tensor is nondegenerate. By using the technique of Morita
equivalence one can show that a generic case can be always reduced to the nondegenerate
one [55]. Therefore, the moduli space of constant curvature connections on a module E is
isomorphic to ( ~T d)g:c:d:((E))=SN0. For two-dimensional tori this result was rst proved in
[45].
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5.10 Heisenberg modules as deformations of vector bundles
Taking a closer look at the example of a Heisenberg module over T 2 (58) we notice that
it actually gives us a one-parameter family of modules depending on . Moreover this
dependence is continuous. An analogous fact is true for a general Heisenberg module. A
Heisenberg module is constructed via a lattice Γ 2 G  G where G is an abelian nitely
generated group. This group in general is isomorphic to Rp  Zq  F where F is a nite
group. Thus, G has a continuous factor Rp and a discrete factor Zq  F . The dual group
has the form G = Rp  T q  F  and its continuous and discrete parts are Rp  T q and
F  respectively. We can vary the lattice Γ by varying the continuous components of vectors
only. The idea is that deforming Γ this way will change jk without changing the topological
numbers (E). We might be able to deform continuously a projective module E into a
projective module over a commutative torus with ij = 0 or more generally 
ij can have
integer entries. But the last one has a description in terms of sections of a vector bundle
over a (commutative) torus T d. One has to make sure that Γ remains a d-dimensional lattice
through the deformation. For example if we consider a module over T 2 specied by (58)
with n = 0 it does not make sense to go to the  ! 0 limit because we do not end up with
a Heisenberg module (Γ does not stay a 2-dimensional lattice in the sense that the factor
GG=Γ does not stay isomorphic to T 2). The result of such deformation is still a module
over functions on a commutative torus but it is not projective and thus does not correspond
to any vector bundle. However in this case one can take instead a limit  ! n for some
nonzero integer n. It turns out that choosing an appropriate end point specied by jk with
integral coecients one can always deform a Heisenberg module into a Heisenberg module
over a commutative torus. We conclude from this discussion that it should be possible to
go into the opposite direction and describe Heisenberg modules as deformations of spaces
of sections of vector bundles over commutative tori. The appropriate vector bundles can be
described via twisted boundary conditions.
Let us illustrate this ideas on two-dimensional tori. Consider a nontrivial (twisted) U(n)
gauge bundle over T 2. A section of this bundle bundle can be represented by a vector function
j(1; 2) on T
2 (or more precisely on the universal covering of T 2 satisfying twisted boundary
conditions:
j(1 + 2; 2) = (Ω1)
k
j (2)(1; 2) ;
j(1; 2 + 2) = (Ω2)
k
j (1)(1; 2) (91)
where (Ω1)
k
j (2) and (Ω2)
k
j (1) are U(n)-matrix valued functions specifying the twists. These
matrices must satisfy the consistency condition
Ω1(2 + 2)Ω2() = Ω2(1 + 2)Ω1(2)
called the cocycle condition. (Here for brevity we omitted the matrix indices.) This condition
can be solved as
Ω1(2) = e
im2=nU ; Ω2(1) = V
where U and V are nn clock and shift matrices (64) and m is some integer relatively prime
with n.
One can nd then a general solution to the twisted boundary conditions (91) ([34]). A
section j(1; 2) is specied by m functions ^j(x) on R
1 (smooth and fast decreasing at
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One can check now that the multiplication of a section j(1; 2) by e
i1 , ei2 results in the
action on the functions ^j(x) on R
1 that is given by operators U1, U2 dened in (58) for
 = 0. The action of operators Ui as we know can be deformed to give (58) with an arbitrary
. We see thus that, indeed, a Heisenberg module over T d can be described as a deformation
of the space of sections of a vector bundle over a commutative torus. In this review we will
primarily work with the Hilbert space picture. For the details of deformation construction
we refer the reader to papers [58], [67], [68], [66].
6 Noncommutative Yang-Mills and super Yang-Mills theories
6.1 YM and SYM on free modules
Let us take a break now from developing the math formalism and describe an object of a
more immediate interest in physics - Yang-Mills theory on noncommutative tori.
Let E be a projective module over an associative noncommutative algebra A. And let L
be a Lie algebra acting on A with respect to which we dene connections. Then one can
introduce a noncommutative Yang-Mills action functional more or less in the same way as






where Fjk are components of a curvature tensor in some xed basis in L. Here we assume
that the Lie algebra L is equipped with some metric gij and we raise and lower indices by
means of this metric, V =
pdet(gij) is the corresponding volume and g is a coupling
constant. Note that when gij has the Minkowski signature the overall sign in (92) is plus in
contrast with the conventional minus in the commutative gauge theory. This is due to our
conventions discussed in section 5.4 in which the curvature Fij is an antihermitian operator.
If we consider connections on a free module over Rd or T
d
 this formula can be written
in terms of a star product (43) or (54) respectively. If j are coordinates on the underlying
commutative space Rd or T d (in the last case we assume that 0  j  2) a connection on a
free module of rank N can be written as rj = 2 @@j +Aabj (1; : : : ; d) where Aabj (1; : : : ; d),




jk (1; : : : ; d) = [rj ;rk]ab() =
2@jA
ab
k ()− 2@kAabj () +
X
c
(Aacj  Acbk −Aack  Acbj )() : (93)
It remains to plug in this expression into the general formula (92) bearing in mind that one
should take for the trace Tr a composition of the matrix trace and the canonical trace on Rd
or T d respectively that were dened above.
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A gauge transformation in the noncommutative Yang-Mills theory is specied by a unitary
endomorphism Z 2 EndAE. Let us remind that if A is equipped with an involution and E
is projective there is an induced involution on the algebra Z 2 EndAE. For example in the
case of a free module when an endomorphism is specied by a matrix with entries in A the
corresponding involution is just a composition of the matrix transposition and an involution
in A. The gauge transformation on connection reads
rj 7! ZrjZ :
In the example of Yang-Mills theory on a free module over Rd (T
d
 ) considered above a unitary
endomorphism is specied by means of a matrix-valued function Zab(1; : : : ; d) satisfying
Z  Z 
X
c
Zac()  Zbc() = ab  1  1 :
The corresponding gauge transformation acts on the gauge eld Aabj as
Aabj 7! Zac()  Acdj ()  (Z)db() + 2Zac()  @j(Z)cb()
where Zcd() = Zdc() (a bar stands for the usual conjugation of complex numbers), and
summation over repeated matrix indices is assumed.
Consider now a compactication of M(atrix) theory on a d-dimensional noncommutative
torus T d . Let us look at the solutions to the system of equations (34) corresponding to
connections and endomorphisms of a free module. The elds Xi, i = 0; : : : ; d − 1 up to a
factor of i are covariant derivatives: Xj = irj and are specied as above by means of a gauge
eld Aabj (). The scalar and spinor elds XI , I = d; : : : ; 9,  
 are endomorphisms specied
by matrix valued functions of the corresponding Grassmann parity on commutative T d:
XabI (1; : : : ; d),  
ab(1; : : : ; d) where a; b = 1; : : : N . A commutator of XI and a covariant
derivative is also an endomorphism and is given by a function
[rj ; XI ]ab() = 2@jXabI () +
X
c
(Aacj XcbI −XacI  Abcj )() : (94)
The same formula also works for the covariant derivative of  . A commutator of two scalar
elds XI is




(XacI XcbJ −XacJ XcbI )() : (95)
One can derive an action of the compactied theory from the M(atrix) theory action (15)
or (14) following a procedure similar to the one described in section 4.1. If we start from a
solution corresponding to a free module of rank N we get an action functional dened on










F abjk  F jkba + [ri; XJ ]ab  [ri; XJ ]ba +
[XI ; XJ ]
ac  [XI ; XJ ]cb − 2 abj  [rj;  ]ba − 2 abJ  [XJ ;  ]ba

(96)
where F abjk , [rj; XI ] and [rj;  ]ab, [Xi; XJ ]ab are dened as in (93), (94), (95); g is a coupling
constant, the indices are being raised and lowered by means of some xed metric on L = Rd.
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Note that it follows from the denition of Moyal product that
R
dd(fg)() = R dd(f g)()
so one can omit stars from (96); however Moyal products are still present in (93), (94).
The action functional (96) is a functional dening a maximally supersymmetric Yang-Mills
theory on a noncommutative torus T d written explicitly for a free module. We wrote down
this functional in such detail mainly for illustrative purposes.
6.2 SYM on arbitrary projective modules
Writing out the action functional (96) on a free module we could use the star product com-
bined with the matrix multiplication and integration of ordinary functions on a commutative
torus. This was possible due to a simple structure of the algebra EndT dθ E which our elds
are elements of. As it was noted in section 5.6 when we consider a Heisenberg module E the
algebra EndT dθ E is isomorphic to a matrix algebra over some other (dual) noncommutative
torus: MatN (T^). In that case one could also represent the elds Ai,  
, I in terms of
functions of the corresponding Grassmann parity on a commutative torus. Then one can
write a noncommutative SYM action functional on this module using the Moyal product
corresponding to ^ and integration over the commutative torus that corresponds to taking
the trace. However for an arbitrary projective module over T d there is no such explicit
description of the algebra EndT dθ E and we should proceed in a more abstract way.
Formally in order to dene a super Yang-Mills action functional on an arbitrary projective
module over T d one only needs a suitable trace operation. As we already discussed, the last
one always exists for any projective module. Below Tr stands for the canonical trace on
the algebra EndT dθ E. With this notation in mind we can write an action functional of







jk + [ri; XJ ][ri; XJ ] +
[XI ; XJ ][X
I ; XJ ]− 2 j [rj;  ]− 2 J [XJ ;  ]

(97)
where products and commutators are those of operators acting in E.
On an arbitrary projective module one can also dene an analog of the rank of the gauge
group in the commutative case. Namely, we say that N is the rank of the gauge group if the
module E can be represented as a direct sum of N isomorphic modules E = E 0: : :E 0. More
precisely we should take the largest number N with this property. It is easy to see then that
the algebra of endomorphisms EndT dθ E is isomorphic to the matrix algebra MatN (EndT dθ E
0).
This means that the group of gauge transformations is a subalgebra in this matrix algebra
that consists of unitary endomorphisms.






jI [rj ; XI ]+ IJ [XI ; XJ ]) ;
rj = j ; XJ = J ;
~ =  ; ~rj = 0 ; ~XJ = 0 : (98)
where  is a constant 16-component Majorana-Weyl spinor. To check that the action (97) is
invariant under these transformations one needs to use the Fierz identities for 10-dimensional
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Gamma matrices and the identities
Tr[A;B] = 0 ; Tr[ri; A] = 0
that hold for any endomorphisms A, B. The rst of these identities is obvious while the last
one can be easily proved by noting that it suces to prove it for a any single connection r0i
and then explicitly checking that it holds for the Levi-Civita connection dened in section
5.3.
Solutions to the equations of motions of (96) invariant under half of the supersymmetries
are called 1/2 BPS solutions. One nds from (98) that such solutions satisfy
[rj ;rk] = 2ifjk1 ; (99)
  = 0 ; [rj ; XJ ] = 0 ; [XJ ; XK ] = 0 (100)
where 1 is the identity operator and fjk is a constant antisymmetric matrix. Thus we see
that, as far as gauge elds are concerned, 1/2 BPS congurations correspond to constant
curvature connections (99).
6.3 BPS states on T 2
In this section we will explicitly calculate the energies of BPS states of the SYM theory
on a noncommutative spatial two-torus. We will use a semiclassical approximation the
exactness of which for BPS states is ensured by the supersymmetry. Instead of working
with the full supersymmetric action (97) we will consider the 1 + 2-dimensional YM action
functional and constant curvature connections which, by abuse of terminology, we will call
BPS elds (they satisfy BPS condition in the supersymmetric theory). It is a valid thing
to do because the calculation leads to the same result; the sole role of supersymmetry is to
ensure the exactness of the semiclassical approximation. We will consider a noncommutative
YM theory on R1  T# where R1 is the time direction that is assumed to be commutative














(F +   1)gg(F +   1)
!
: (101)
Here we explicitly wrote the metric tensor g ; g is the YM coupling constant,  plays the
role of a background eld, V = R1R2 is the volume of the torus, the indices , , ,  take
values 0; 1; 2. Note that adding the eld  essentially means adding a term TrF
 which
being proportional to Chern numbers is topological. This means that it does not depend on
the choice of connection (it depends only on topological numbers of the module at hand and
on ). We added such a term to the action because it will be important in the discussion of
Morita equivalence in sections 7.1, 7.2.
Hamiltonian formalism. We would like to calculate the energies of BPS states in the
Hamiltonian formalism. For the sake of completeness let us carefully go over the phase space
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Tr(Fij + ij  1)gikgil(Fkl + kl  1) : (102)
Here Fij is the curvature of connection ri on a T#-module E, P i 2 EndTϑE, and Tr denotes
the trace in EndTϑE. Thus, H is dened on the space Conn (EndTϑE)2. In the derivation
of (102) we assumed that the metric g obeys g0i = 0, g00 = −1, gij = ijR2i and the
antisymmetric tensor  has only spatial nonzero components ij (in this section the Greek
indices ; ; : : : run from 0 to d and Latin indices i; j; : : : run from 1 to d). The Hamiltonian
(102) should be restricted to a subspace N where the constraint
[ri; P i] = 0 (103)
is satised. More precisely, one should consider H as a function on the space N =G = P where
G is a group of unitary elements of EndTϑE (the group of spatial gauge transformations).
The symplectic form on the space Conn (EndTϑE)d can be written as
! = TrP i ^ ri : (104)
The restriction of this form to N is degenerate , but it descends to a nondegenerate form on
P = N =G (on the phase space of our theory). The phase space P is not simply connected.
Its fundamental group is the group of connected components of the gauge group G. In other
words, 1(N =G) = G=G0  Glarge where G0 is the group of \small" gauge transforma-
tions (connected component of G). One can say that 1(N =G) is a group of \large" gauge
transformations. It is useful to consider the phase space P as a quotient ~P=Glarge where
~P = N =G0 is a symplectic manifold obtained from N by means of factorization with respect
to small gauge transformations.
Modules over T# are labeled by pairs of integers (n;m). It is convenient to assume that
these numbers are such that n− #m > 0. We gave an explicit description of these modules
En;m in section 5.6. Let us remind that dim(En;m) = n − m#, (En;m) = n − m12,
ch(En;m) = dim(En;m) − m12, and the curvature of a constant curvature connection is
F12 = −2i mn−m#  1 in the standard basis.
Let us consider modules En;m where n and m are relatively prime. These modules are
basic (see section 5.6) because every module En;m can be represented as a direct sum of D
copies of identical basic modules En0;m0. (Here D = g:c:d:(n;m) and Dn
0 = n, Dm0 = m.)
Let us x a constant curvature connection r0. It follows from the results of [45] that for
a basic module any other constant curvature connection can be transformed to the form
r0j + iqj 1 by means of small gauge transformations. Using large gauge transformations one
can prove that r0j + iqj  1 is gauge equivalent to r0j + i(qj − 2njdim(En,m))  1 where nj 2 Z.
Therefore, the space of gauge classes of constant curvature connections is a two-dimensional
torus. From now on we x n, m and omit subscripts in the notation of the module En;m.
We will say that a set (ri; P j) is a BPS eld if ri is a constant curvature connection and
P j = pj  1. (After supersymmetrization these elds satisfy the BPS condition). We will
obtain the energies of quantum BPS elds restricting our Hamiltonian to the neighborhood
of the space of BPS states and quantizing the restricted Hamiltonian. Let us consider the
elds of the form
rj = r0j + iqj  1 + xj ; (105)
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P i = pi  1 + i (106)
where xi; 
j 2 EndTϑE, Trxi = Trj = 0. For a basic module we can identify EndTϑE with
a noncommutative torus T~# where
~# = (b− a#)(dimE)−1 ; and a; b satisfy mb− an = 1 (107)
( [45]). (In the explicit construction of the module En;m (58) these operators were dened
in (59).) We can consider xi and 





j(k)Zk where Zk are elements of T~# satisfying
ZkZn = exp(2i~#(k2n1 − k1n2))ZnZk : (108)
Substituting expressions (105) and (106) into the Hamiltonian (102), keeping the terms up




















(k1x2(k)− k2x1(k))(k1x2(−k)− k2x1(−k)) :
(109)
In the derivation of this formula we used the relation
[rj; xl](k1; k2) = 2ikj
dimE
xl(k1; k2) : (110)
The constraint (103) in the approximation at hand now takes the form
kj
j(k) = 0 : (111)
In a neighborhood of the space of BPS elds every eld satisfying (111) can be transformed
by means of a small gauge transformation into a eld obeying
kixi(k)R
−2
i = 0 : (112)
This means that in our approximation the conditions (111), (112) single out a symplectic
manifold P that can be identied with ~P = N =G0. It remains to factorize with respect
to large gauge transformations to obtain the phase space P. The group Glarge = G=G0 of
large gauge transformations can be identied with the subgroup Gmon of G consisting of the
elements Zk (more precisely, every coset in G=G0 has a unique representative of the form
Zk). It is easy to check that P is invariant under the action of Gmon. This observation
permits us to identify P = ~P=Glarge with P=Gmon. The Hamiltonian H on ~P describes a












More precisely, the elds under consideration can be represented in the form




−1=2(a(k) + a(−k))Zk (113)




where a(k), a(k) are classical counterparts of creation and annihilation operators obeying
the canonical commutation relations, x?j (k) is a unit vector satisfying (112), 
?j(k) is a unit



















The action of the group Gmon on the coordinates qj , p
j, ay(k), a(k) can be expressed by the
formulas
qj 7! qj − 2njdim(E)
pj 7! pj
a(k) 7! exp(2i~#(n2k1 − n1k2))a(k)
a(k) 7! exp(−2i~#(n2k1 − n1k2))a(k)
(116)
These formulas follow immediately from the relations (108), (110).
Quantization. The quantization of the system with Hamiltonian (115) is straightforward.






where j0i is the oscillators ground state. Here ay(k) are creation operators and pi are
eigenvalues of the quantum operator corresponding to the coordinate pi (which by abuse of
notation we denote by the same letter). The group Gmon acts on the space of states. Under
this action the state (117) gets multiplied by the exponential factor
exp
 








where the parameters j have the meaning of topological \theta-angles". Thus, the invari-
ance of state vectors under the gauge transformations leads to the following quantization
law of the pi values :













where e1 and e2 are integers. Substituting this quantization condition into the Hamiltonian






































The method used above to obtain the energy spectrum can be applied to calculate eigen-
values of a gauge invariant translation operator (momentum operator). A classical functional
dening this operator has the form Pi = TrFijP















where a 2 Z is the integer that enters the expression (107) for ~ and the parameters i are
assumed to be equal to zero. Thus, we see that the total momentum is quantized in the
usual way (provided i = 0). This is not surprising, the integrality of eigenvalues is related
to the periodicity of the torus. One can rewrite the rst two terms of the spectrum (119)








(n2 + n2 − #(m1 +m2))2R22 (121)
where












(In (121), for simplicity, we set i = 0.) When some of the fluctuations are in the excited
state they contribute to the energy and the integers ni can not be considered separately of the
quantum numbers related to fluctuations. When all oscillators representing the fluctuations
are in the ground state the numbers nj and mi are related by the formula min = mijn
j and
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thus are not independent. One can x the numbers mi and n
j and minimize (119) over all























(When minimizing it is convenient to use the simple fact that a norm of a sum of vectors is
always larger or equal then the corresponding sum of norms.) It is easy to check that (123)
gives energies of 1/4 BPS states; we obtain 1/2 BPS states when all oscillators are in the
ground states (i.e. min = mijn
j).
6.4 Supersymmetry algebra
In this section we will derive the supersymmetry algebra of SYM on an arbitrary projective
module over T d . It is convenient to adopt the following conventions about indices. The
Greek indices from the middle of the alphabet ; ; : : : run from 0 to 9, the small Latin
indices i; j; : : : take values from 1 to d, and the capital Latin indices I; J; : : : take values from
d + 1 to 9. We x a standard basis of the Lie algebra L such that the metric tensor g in
this basis satises g00 = −1, g0 = 0 if  6= 0, giJ = 0, gIJ = IJ . In other words g can be
written as the following block matrix
g =
0BBBB@
−1 0 0 : : : 0
0 (gij) : : : 0 0
0 : : : 1 : : : 0
0 : : : : : :
. . . 0
0 0 : : : : : : 1
1CCCCA (124)
where gij stands for a d  d matrix that denes a metric on the spatial torus. The Greek
indices from the beginning of the alphabet will be used as spinor indices. It is convenient
to denote the scalar elds XI 2 EndT dθ E as rI then all of the formulas can be written in a
more uniform way.
In the previous section for simplicity we considered only the bosonic part of the whole
SYM theory (= compactied M(atrix) theory) and discussed the quantization of Yang-Mills
theory on a noncommutative torus in the r0 = @t gauge. Those considerations can be
easily generalized to the supersymmetric case. The Minkowski action functional (101) is
dened on the conguration space ConnE  (EndTθE)16 where ConnE denotes the space
of connections on E,  denotes the parity reversion operator. To describe the Hamiltonian
formulation we rst restrict ourselves to the spaceM = Conn0E(EndTθE)9(EndTθE)16
where Conn0E stands for the space of connections satisfying r0 = @t, the second factor
corresponds to a cotangent space to Conn0E. We denote coordinates on that cotangent
45
space by P . Let N M be a subspace where the Gauss constraint [r; P ] + 0 = 0 is
satised. Then the phase space of the theory is the quotient P = N =G where G is the group
of spatial gauge transformations. The presymplectic form (i.e. a degenerate closed 2-form)
! on M is dened as




It descends to a symplectic form on the phase space P which determines Poisson brackets
f:; :gPB.














Tr  [r;  ] : (126)
The action (97) is invariant under the supersymmetry transformations  and ~ dened















(Supersymmetry transformations are odd vector elds preserving the symplectic form and
therefore are generated by odd functions on the phase space - supercharges.)
As one can readily calculate using (98) and (127), (128) the supersymmetry algebra has
the form
fQ; QgPB = 1
2












f ~Q; ~QgPB = V
g2
(0)dim(E) (129)




ij), p = TrP , P = TrFP  +
fermionic term, Cij = TrFij , Cijkl = TrFijFkl. Note that in (129) we assume that the index
 does not take the zero value. When calculating Poisson brackets (129) it is convenient
to use the identity fA;BgPB = 12(a(B) − b(A)) where a, b denote the Hamiltonian vector
elds corresponding to functions A and B respectively.
After quantization the supersymmetry algebra (129) preserves its form provided Q, ~Q,
H , P, and p are now considered as self-adjoint operators in a Hilbert space. The quantities
Cij, Cijkl, , dim(E) are central charges. As usual we dene BPS states as states annihilated
by a part of supersymmetry operators. The energy H eigenvalues of BPS states can be
expressed via values of central charges and eigenvalues of operators P, p (the operators H ,
P, and p all commute with each other). The energy of a 1/4-BPS state on a d-dimensional
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ij + dim(E)ij) +q
kvk2 + P2I + (=g)4(C2)2 : (130)





ijkl(Cijkl − (dim(E))−1CijCkl) :
In formula (130) we use the same notations P, p for the eigenvalues of the corresponding
operators. Note that when the term with the square root vanishes we get a 1/2-BPS state.
Here we would like to make few remarks on how to obtain formula (130). First one notices
that commutators of supercharges (129) form a block matrix M . The BPS condition
means that this matrix has a zero eigenvector. As the block f ~Q; ~Qg is non-degenerate
one can reformulate the BPS condition as the degeneracy condition on some square matrix
of dimension twice smaller than that of M . At that point one can apply the standard
technique of nding zero eigenvalues of matrices expressed in terms of Gamma matrices (for
example see [91] Appendix B).
Note that operators PI , pJ have a continuum spectrum. We will restrict ourselves to the
zero eigenvalue subspace for these operators. Moreover, we will not consider any eects of
scalar elds on the spectrum. Below Pi denotes the operator TrFijP j.
6.5 Topological terms from geometric quantization
In this section we would like to discuss how topological terms similar to the theta angle term
in the Yang-Mills theory can be incorporated into the Hamiltonian formalism. To this end
we use the framework of geometric quantization. This approach is not new and belongs to
a kind of mathematical physics folklore (however see [93]). Still by some reason it is not
widely known. In this section we will briefly explain the main idea. The material in this
section is not essential for understanding of the forthcoming sections and can be skipped at
the rst reading.
The phase space P of the theory we consider is not simply connected. It is well known
that in such a case there is some freedom in quantization. Namely, in the framework of
geometric quantization we can assign to every function F on a phase space an operator F
dened by the formula




where ri = ~@i + i is a covariant derivative with respect to U(1)-gauge eld having the
curvature !ij. (Such a gauge eld exists if the cohomology class of ! is integral.) Here !ij
is a matrix of symplectic form ! and !ij is the inverse matrix. The operator F acts on the
space of sections of a line bundle over the phase space. The transition from F to F is called
prequantization. It satises
[ F ; G] = i~(fF;Gg)_
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is the Poisson bracket. Notice that replacing  with  +  we
change F in the following way
F = Fold + (F ) = Fold + i
i
F (132)
where F stands for the Hamiltonian vector eld corresponding to the function F . To dene a
quantization we should introduce the so called polarization, i.e. exclude half of the variables.
Then for every function F on the phase space we obtain a quantum operator F^ .
If the gauge eld in (131) is replaced by a gauge equivalent eld we obtain an equivalent
quantization procedure. However, in the case when the phase space is not simply connected
the gauge class of ri in (131) is not specied uniquely. The simplest choice of the 1-form 
in the system we consider is
 = TrP r V
2g2
Tr 0 : (133)
But we can also add to this  any closed 1-form , for example
 = iTrri + ijkTrri  Fjk (134)
where ijk is an antisymmetric 3-tensor and i is a 1-tensor. One can check that for d  4
we obtain all gauge classes by adding (134) to (133) (for d > 4 one should include additional
terms labeled by antisymmetric tensors of odd rank  5). In the Lagrangian formalism one
can include topological terms into the action functional. The addition of all topological terms
to the Lagrangian corresponds to the consideration of all possible ways of (pre)quantization in
the Hamiltonian formalism. The topological terms can be interpreted as Ramond-Ramond
backgrounds from the string theory point of view (see [66], [69] for more details). The
additional terms in the action can be expressed in terms of the Chern character. In particular,
the consideration of the form + given by (133), (134) corresponds to adding the following




6.6 Spectrum of translation operators
Let us make one general remark rst. Assume that a rst order linear dierential operator
LA dened by LAF = fA;FgPB obeys e2LA = 1 (in other words the Hamiltonian vector
eld corresponding to A generates the group U(1) = R=Z). Then it is easy to check that
e2
A Fe−2
A = F (136)
for any function F on the phase space. It follows from (136) that after quantization we
should expect
e2iA^ = const:
We see that the eigenvalues of A^ are quantized; they have the form m+ where m 2 Z and
 is a xed constant.
Now we would like to discuss the spectrum of the operators P^i, p^i. Consider a Hamiltonian
vector eld Pi corresponding to the gauge invariant momentum functional Pi = TrFijP j.
The variation of rj under the action of Pi is equal to Fij . Let us x a connection r0i on the
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module E. Then an arbitrary connection has the form ri = r0i +Xi where Xi 2 EndTθE.
Hence, we have
Pi(rj) = Fij = −[rj ; Xi] + [r0i ;rj] : (137)
Here the rst term corresponds to innitesimal gauge transformation. Therefore, up to a
gauge transformation, Pi generates a vector eld acting as rj = [r0i ;rj]. Now one can
check using the identity ej = 1 that the operator exp(r0j ) is an endomorphism, i.e.
exp(r0j )Uiexp(−r0j ) = Ui
and since it is unitary it represents a global gauge transformation. This means that on
the phase space of our theory (after taking a quotient with respect to the gauge group) the
identity exp(LPj ) = 1 is satised. Here LPj stands for the dierential operator corresponding
to Pj . As we already mentioned this identity leads to a quantization of P^j eigenvalues.
Namely, for some xed constant j the eigenvalues of P^j have the form
Pj = 2(j +mj) (138)
where mj is an integer. The quantization condition (138) is valid for every choice of quanti-
zation procedure (for every + ). However, the constants j depend on this choice. Using
the freedom that we have in the quantization we can take j = 0 when  = 0. In the case
of non-vanishing  we obtain using (132) and (137)
Pj = 2mj + Cjkk + Cijkljkl : (139)
Quantization of the electric eld zero mode TrP i comes from periodicity conditions on the
space Conn0E=G. The operator TrP i can be considered as a generator of translations on that
space. As it was rst noted in [66] the operator Ujexp(−jkrk) commutes with all Ui and
thus is an endomorphism. Being unitary this operator determines a gauge transformation.
One can easily check that this gauge transformation can be equivalently written as an action
of the operator
exp((2jk − jlFlk) 
rk ) (140)
on the space Conn0E. Therefore, on the space Conn0E=G this operator descends to the
identity. The Hamiltonian vector eld dened by the exponential of (140) corresponds to the
functional 2pk−kiPi. Hence, as we explained above the quantum operator p^k−(2)−1kiP^i
has eigenvalues of the form ni + i where ni 2 Z and i is a xed number. Proceeding as
above we obtain the following quantization law for eigenvalues of TrP^ i
pi = ni + ijmj + 
idimE + ijkCjk (141)
where ni is an integer and mj is the integer specifying the eigenvalue of total momentum
operator (139).
6.7 Energies of BPS states in d= 2, 3, 4
Now we are ready to write explicit answers for d = 2; 3; 4. For d = 2 the Chern character
can be written as
ch(E) = (n−m#)−m12
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where n and m are integers such that n−m# > 0. Hence dimE = n−m#, Cij = −ijm,




(ni + ikmk + 
idim(E))gij 




(dimE − m)2 + 2
dim(E)
kvk (142)
where v = (min−mijnj). It is easy to see that this formula coincides with formula (123)
that we derived in section 6.3 by a dierent method.









where n is an integer and qij is an antisymmetric matrix with integral entries. Substituting
the expressions dim(E) = n + 1
2
tr(q), Cij = qij , C2 = 0 into the main formula (130) and




(ni + ikmk + 
idim(E) + iklqkl)gij 










where v = (midim(E)− qij(nj + jkmk)).
Finally let us consider the case d = 4. The Chern character now reads as
ch(E) = n +
1
2
tr(m) + qPfa() +
1
2
(m+ q  ~)ijij + q1234










detij stands for the Pfaan of . From this
expression for ch(E) we see that
dim(E) = n +
1
2
tr(m) + qPfa() ; Cij = (m+ ~q)ij
C[ijkl] = 
2ijklq ; C2 = (dim(E))
−1(nq − Pfa(m)) :





(ni + idimE + ikl(m+ ~q)kl + 
ikmk)gij 
(nj + jdim(E) + jrt(m+ ~q)rt + jrmr) +
V 2
4g2dim(E)
((m+ ~q)ij + dim(E)
ij









kvk2 + (=g2)2(nq − Pfa(m))2 : (144)
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7.1 Morita equivalence of associative algebras
One says that two associative algebras A and A^ are Morita equivalent if there exists a
natural identication of modules over these algebras (in mathematical terms this means
that the category of A-modules is equivalent to the category of A^-modules). In other words
to every A-module E there should correspond an A^-module E^ and to every A-linear map
 : E ! E 0 there should correspond a map ^ : E^ ! E^ 0. It is required that ̂1  2 = ^1  ^2
and that the above correspondences are bijections (i.e. one-to-one and onto). More precisely
we assume that there exists a map assigning to every A^-module F an A-module ~F in such a
way that
e^
E is canonically isomorphic E. We also assume that there exists a similar mapping
transforming A^-linear maps into A-linear ones. In particular we have an isomorphism between
EndAE and EndA^E^. Let us introduce a notation P =
cA1. In other words P denotes the A^-
module corresponding to the one-dimensional free A-module A1. Notice that P can be also
considered as an (A^; A)-bimodule because EndA^P = EndA(A
1) = Aop. Similarly Q =
f^
A1
can be considered as an (A; A^)-bimodule. If we know the bimodule P we can describe the
correspondence E 7! E^ by means of the formula
E^ = P ⊗A E : (145)
Here we use the notion of a tensor product over the algebra A that can be obtained from the
usual tensor product ⊗C (tensor product over C) by means of identication (pa)⊗e  p⊗(ae)
for any p 2 P , e 2 E, a 2 A. Note that in this denition we use the fact that P is a right
A-module and E is a left module. We omit the proof of (145). Instead we will use (145)
as a constructive denition of Morita equivalence. In other words we will take an arbitrary
(A^; A)-bimodule P as a starting point and use it to dene a correspondence between A-
modules and A^-modules by formula (145). This construction immediately extends to give a
correspondence between A-linear and A^-linear maps. Namely, every A-linear map  : E ! E 0
induces an A^-linear map ^ = 1⊗  : P ⊗A E ! P ⊗A E 0. We say that P generates a Morita
equivalence of algebras A and A^ if there exists an (A; A^)-bimodule Q generating the inverse
correspondence E^ 7! E. Then P is called an (A^; A) Morita equivalence bimodule.
One can prove that Morita equivalence bimodules can be characterized as follows. Con-
sider a projective A-module P that has the property that A1 is isomorphic to a direct
summand in PN = P  : : :  P for some N . Then P is an (A; A^) Morita equivalence bi-
module where A^ = EndAP . Every Morita equivalence bimodule can be obtained by means
of this construction. We are not going to give a complete proof of this statement. Let us
remark only that the necessity of the conditions we imposed on P is obvious (the second
condition is equivalent to projectivity of the A^-module cA1).
51
Let us give some examples. First of all for any algebra A we can take P = AN . We obtain
that any algebra is Morita equivalent to the algebra of N N matrices MatN (A). If A is a
two-dimensional noncommutative torus T 2 we can take as P the module dened by formulas
(56). We deduce that the algebra T 2 is Morita equivalent to the algebra T
2
1=. Taking as P
the module Em;n with m and n relatively prime we obtain that T
2







Here a and b are integers satisfying an−mb = 1. This fact follows from the description of en-
domorphisms of Em;n, they are generated by the operators (59) that satisfy the commutation
relation dening T 2
^
.
Consider now the module described in section 5.9 and dened by formula (79). It is
not hard to check that its endomorphisms are generated by operators erj that satisfy the
commutation relations of a noncommutative torus T d−1 . This means that d-dimensional
noncommutative tori T d and T
d
−1 are Morita equivalent (we assume that  is nondegenerate).
Another set of examples of Morita equivalence is provided by automorphisms of algebraA.
In general for any associative algebra A and any automorphism  : A! A one can consider
a bimodule P that consists of elements of A itself with the right action dened by the
multiplication by a 2 A from the right and the left multiplication dened as a multiplication
by (a) from the left. Clearly this denes an (A;A) Morita equivalence bimodule. It denes
some mapping of projective modules. In the case when  is an inner automorphism the
corresponding Morita equivalence is always trivial. Outer automorphisms as the examples
below show may result in a nontrivial relabeling of modules.
Noncommutative tori parametrized by the matrices ij and ij + N ij that dier by an
antisymmetric matrix N ij with integer entries, are isomorphic. However trivial this iso-
morphism may look it generates a nontrivial transformation on modules due to the Elliott
formula (73) that explicitly depend on the xed ij . The resulting transformation shues
the topological numbers that can be considered as a mere relabelling of modules. Another
kind of Morita equivalence of this sort has to do with geometric SL(d;Z) symmetry of the
torus. If A 2 SL(d;Z) then the tori with ij and ^ij = (AtA)ij are isomorphic. The corre-
sponding Morita equivalence results in a change of basis of the Grassmann algebra (L):
i ! (At)ijj that changes the topological numbers in the corresponding way.
In general we can take for P any basic T d -module. Then the algebra EndT dθ P is again a
noncommutative torus T d
^
(see section 5.6). One can prove that the matrix ^ is related to 
by means of a fractional linear transformation






is a 2d  2d matrix belonging to the group SO(d; djZ). (This result will be proved in the
next section.) Moreover given an element of SO(d; djZ) specied by a matrix (147) the torus
T d is Morita equivalent to the torus T
d
^
where ^ is related to  by means of the fractional
transformation (146) (provided it is well dened, i.e. the denominator is invertible). Let us
sketch a proof of this fact here. First note that the group SO(d; djZ) acting on  is generated
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by three kinds transformations: the shifts ! +N that embed in the SO(d; djZ) as matrices
with vanishing blocks M , R, S, the SL(d;Z) rotations  ! AtA corresponding to M = At,
R = (At)−1, N = S = 0, a single transformation  called a flip that inverts any given 2 2
block in matrix . More precisely the last transformation act on  as follows. Without loss













11 22 − 21−111 12

: (148)
For the particular case of a two-dimensional torus the flip simply inverts the whole matrix .
One can check that SL(d;Z) rotations, shifts and the flip  generate the whole SO(d; djZ).
The construction of Morita equivalence bimodules corresponding to SL(d;Z) transformations
and shifts is obvious. As about the flip transformation one can also explicitly construct the
corresponding bimodule. However the construction is a bit technical and we skip it here (see
[43]). Let us only note that for two-dimensional tori this bimodule is dened by (56), (57).
7.2 Gauge Morita equivalence
For the case of noncommutative tori one can dene a notion of gauge Morita equivalence
[50]y that allows one to transport connections between modules E and E^. Let L be a d-
dimensional commutative Lie algebra. We say that (T d
^
; T d ) Morita equivalence bimodule
P establishes a gauge Morita equivalence if it is endowed with operators rPX , X 2 L that





rPX(ea) = (rPXe)a + e(Xa) ;
rPX(a^e) = a^(rPXe) + (^X a^)e ;
[rPX ;rPY ] = 2iXY  1 : (149)
Here X and ^X are standard derivations on A and A^ respectively. In other words we have
two Lie algebra homomorphisms
 : L! L ; ^ : L! L^ : (150)
It is important to have covariant (independent of the choice of basis in L) formulas because
it does not happen in general that a standard basis in L dened with respect to L, in which
derivations i satisfy (66), has the same property with respect to L^. Putting it dierently
we can say that homomorphisms (150) set some particular isomorphism between L and L^.
This isomorphism is just some linear transformation.
Any basic module E is equipped with a standard constant curvature connection ri the
construction of which was described at the end of section 5.7. One can check that this
yIn [50] it was called \complete Morita equivalence". We adopt the term \gauge Morita equivalence" from [79] that seems
to be more illuminating.
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standard connection satises (149) that gives us an example of gauge Morita equivalence
bimodule.
Sometimes for brevity we will omit the word Morita in the term (gauge) Morita equiva-
lence bimodule. If a pair (P;rPX) species a gauge (A; A^) equivalence bimodule then there
exists a correspondence between connections on E and connections on E^. A connection r^X
on E^ corresponding to a given connection rX on E is dened as
rX 7! r^X = 1⊗rX +rPX ⊗ 1
More precisely, an operator 1 ⊗ rX + rPX ⊗ 1 on E ⊗C P descends to a connection r^X
on E^ = P ⊗Aθ E. It is straightforward to check that under this mapping gauge equivalent
connections go to gauge equivalent ones
ẐyrXZ = Z^yr^XZ^
where Z^ = 1⊗ Z is the endomorphism of E^ = P ⊗Aθ E corresponding to Z 2 EndT dθ E.
The curvatures of r^X and rX are connected by the formula
F r^XY = F^
r
XY + 1XY (151)
that in particular shows that constant curvature connections go to constant curvature ones.
As we now have a mapping of connections it is natural to ask whether this mapping
preserves the Yang-Mills equations of motion. It turns out it does. Moreover, one can
dene a slight generalization of Yang-Mills action functional in such a way that the values
of functionals on rX and r^X coincide up to an appropriate rescaling of coupling constants.




Tr(Fjk + jk  1)(F jk + jk  1) (152)
where jk is a number valued tensor that can be thought of as some background eld. Adding
this term corresponds to adding the terms 2Tr1 and jkTrFjk that are both topological
in nature (they are proportional to ch0 and (ch1)jk and thus do not aect the Yang-Mills
equation of motion. On the other hand adding this term will allow us to compensate the
shift (151) by adopting the transformation rule
XY 7! XY − XY : (153)
To show that thus dened SY M is invariant under gauge Morita equivalence one has to
take into account two more eects. Firstly, the values of trace change by a factor c =
dim(E^)(dim(E))−1 as T^rA^ = cTrA. Secondly, the identication of L and L^ is established
by means of some linear transformation Akj the determinant of which will rescale the volume
V . Both eects can be absorbed into an appropriate rescaling of the coupling constant. Note
that in this consideration it is not important that we consider the Yang-Mills action. It will
go through for any gauge invariant action depending only on the combination Fij + ij . In
particular one could consider Born-Infeld type action functionals.
Let us turn now to the derivation of precise transformation rules and the group governing
the above duality. Note that formula (151) implies the following relation between the Chern









(Here j corresponds to some basis in L, the particular choice is not essential here.) This
formula is a straightforward consequence of the denition (71) and the last formula in (149).
This relation between Chern characters induces by (73) a relation between K-theory classes
(E) and (E^). The last ones are integral elements of the Grasmann algebras :(L) and
:(L
^
) respectively. This integrality puts a strong restriction on the form of the transforma-
tion  7! ^ induced by (gauge) Morita equivalence. Eventually it will allow us to determine
the group governing the Morita equivalences of noncommutative tori. But rst we need to
develop some useful machinery.
The Grassmann algebra   (L) can be considered as a fermionic Fock space carrying
two irreducible representations  = even  odd of the group O(d; djC). Namely, we have
operators ak of multiplication by k and operators bk =
@
@k
acting on  and satisfying
canonical anticommutation relations
fak; blg+ = kl ; fak; alg+ = 0 ; fbk; blg+ = 0 (155)
that correspond to a Cliord algebra specied by a metric in R2d0BB@
0 : : : 0 1





1 : : : 0 0
1CCA :
This metric is equivalent to a metric with signature (d; d). One can construct a spinor
representation of the group O(d; djC) in the Fock space  very much in the same way as
one constructs a spinor representation of the Lorentz group starting with a Cliord algebra
specied by Dirac gamma matrices. More formally the group O(d; djC) can be regarded
as a group of automorphisms of the Cliord algebra (155) (a group of linear canonical
transformations). A transformation Wg given by the formulas
Wg : a
k 7! ~ak = Mkl al +Nklbl ;
Wg : bk 7! ~bk = Rklal + Slkbl (156)














One can dene a projective action of O(d; djC) on (L) assigning to every g 2 O(d; djC)
an operator Vg : (L
) ! (L) that satises
Vga
kV −1g = Wg−1(a
k) ; VgbkV
−1
g = Wg−1(bk) (159)
where Wg is dened by formula (156). The projectivity of this action means that the oper-
ators operators Vg are dened only up to a constant factor. It is possible however to dene
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a double-valued spinor representation of SO(d; djC) on the Fock space (L). This can be
done by choosing a bilinear form on (L) and imposing a requirement that operators Vg
should preserve this form (see Appendix B in [51] for details). The operators Vg xed this
way specify a spinor representation of SO(d; djC).
We also dene an action  7! g = ^ of O(d; djC) on the space of antisymmetric matrices
by the formula
^ = (M +N)(R + S)−1 (160)
where d d matrices M , N , R, S correspond to an element g 2 O(d; djC) by formula (157).
More precisely, this action is dened on a subset of the space of all antisymmetric matrices
where the matrix R + S is invertible.
Consider now two noncommutative tori T and T^ related by a gauge Morita equivalence.
If E is a T-module, E^ is the corresponding T^-module related by Morita equivalence then
it follows from (154), (73) that
(E^) = V (E) (161)

















where f 2 . The operator V1 relates (E^) and ch(E^), the operator V4 relates (E) and
ch(E). The operator V2V3 relates ch(E^) and ch(E). The last relation follows from (154) if
we take into account that we should identify L and L^ by means of some linear operator
A. (Note that formula (73) holds only in a standard basis.) It is clear from the formulas
above that the operators V1; V2; V3; V4, and hence their product too, are linear canonical
transformations. We know that (E^) and (E) are integral elements of (L). Therefore,
the operator V transforms integral elements of (L) into integral elements (i.e. V is an
integrality preserving operator). The same is true for the inverse operator V −1 because (E)
and (E^) are on equal footing. Thus, we can say that the linear canonical transformation V
corresponds to an element of SO(d; djZ). We proved that (E^) and (E) are related by a








This transformation, as well as transformations V1, V2, V4, preserves the bilinear form on
(L) (for V this follows from integrality of V and V −1, and for V1, V2, V4 it can be checked
directly). This means that V3 also preserves the form and therefore
dimE^
dimE
= jdet(A)j−1=2 : (163)
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(At)−1 − ^(At)−1 −(At)−1 − ^((At)−1 −A)
−(At)−1 (At)−1 + A

:
From the last formula one readily obtains
^ = (M +N)(R + S)−1 ; (164)
A = R + S ; (165)
 = −RAt = −R(R + S)t : (166)
This proves that whenever two tori T and T^ are gauge Morita equivalent the matrices
 and ^ are connected by a fractional transformation (164) corresponding to a subgroup
SO(d; djZ)  SO(d; djC)- the group of automorphisms of the Cliord algebra (L). Con-
versely one can also prove [43] that if  and ^ are connected by a fractional transformation
(164) corresponding to some element of SO(d; djZ) then the tori T and T^ are gauge Morita
equivalent. In the previous section we sketched the proof of the analogous result for Morita
equivalences. It follows from the explicit constructions of equivalence bimodules that the or-
dinary Morita equivalences can be always promoted to the gauge Morita equivalences. One
can choose a suitable constant curvature connection satisfying (149) on a Heisenberg module
specifying the equivalence bimodule.
Summarizing our results we see that gauge Morita equivalence of d-dimensional noncom-
mutative tori is governed by the group SO(d; djZ). This group acts on matrices  by means
of fractional transformations (164) and on topological numbers of modules by means of a
spinor representation.
It follows from the above formulas that the curvature tensor, metric tensor, background
eld ij and the volume transform according to















j − ij ; V^ = V jdetAj (167)
where ij and A
i
j are given in (166), (165).
7.3 Invariance of BPS spectrum
It is straightforward to check that the transformation rules (167) along with formula (163)
imply that the action functional SY M given by (152) is invariant under gauge Morita equiv-
alence provided the coupling constant changes according to
g^2 = g2  jdetAj1=2 : (168)
This result extends straightforwardly to the SYM action functional (97).
As one can see directly from formula (151) the constant curvature connections go into
constant curvature ones. Thus 1/2 BPS states are mapped again into 1/2 BPS states. Fur-
thermore it follows from the invariance of the Yang-Mills action functional and the fact that
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BPS solutions always minimize the Yang-Mills action for a given set of topological numbers
that any BPS solution should go to a BPS solution under a gauge Morita equivalence. In
particular the BPS spectrum should be invariant. In sections 6.3, 6.4, 6.7 we derived explicit
formulas for BPS energies. One can check directly that they are invariant under transfor-
mations induced by (164). Namely we can use the fact that topological numbers transform
according to the spinor representation of SO(d; djZ) and formulas (167), (168) for trans-
formations of the continuous moduli gij, ij , g. To derive the transformation of quantum
numbers mj , n
j one rst notices that the transformation rule for the translation operators
Pj , pj is
P^j = AkjPk − 2Rjkpk ; p^j = Bjkpk (169)
where A = (R + S), B = (At)−1. This can be derived directly using the expressions pj =
TrP j, Pj = TrFjkP k and formulas (167). Taking into account the quantization laws (139),
(141) one nds from (169) that the numbers (−nj ; mi) transform in the vector representation











The transformation laws for the topological tensors i, ijk can be derived from (135) and
(167)
^i = jdet(A)j1=2Bijj + ijkjk ;
^ijk = jdet(A)j1=2BilBjmBknlmn (171)
where jk is given in (166).
For example for the case of a noncommutative two-torus T 2# and the Morita equivalence
corresponding to # 7! −1=# we have in the notations of section 6.3
m 7! n ; n 7! −m;
n1 7! −m1 ; n2 7! −m2 ; m1 7! −n1 ; m2 7! −n2 ;
R2 7! R1# ; R1 7! R2# ;
 7! #2 − # ; 1 7! 2 ; 2 7! −1 ; g2 7! g2#
(172)
One readily checks that formula (123) for the energy of 1/4 BPS states on T 2# is invariant
under this transformation.
In the general case the invariance of BPS spectrum can be checked most easily using the
general formula (130) and the transformation rules (167), (169), (171).
8 Noncommutative instantons
8.1 Instantons on T 4 . Definition and a simple example.
Instantons in noncommutative gauge theories were rst considered in [80] for noncommuta-
tive Euclidean space R4. In [80] the ADHM construction for commutative instantons was
generalized. Remarkably it turned out that the presence of nonzero noncommutativity pa-
rameter ij leads to a Nakajima compactication of the instantons moduli space. Despite
this interesting results the theory of istantons on R4 has a mathematical subtlety of dealing
with an algebra without a unit element. For this reason we prefer to discuss instantons on
a noncommutative four-torus T 4 .
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Throughout this section we will assume that the Lie algebra L of shifts on the torus is
equipped with the standard Euclidean metric gij = ij . In the commutative gauge theory
an instanton on Euclidean R4 (eectively compactied to a four-sphere by imposing the
boundary conditions at innity) is a connection for which the corresponding curvature has








Respectively an antiinstanton has a vanishing anti-self-dual part F−jk  12(Fjk − ~Fjk). An






d4x hFjk; ~F jki :
For U(N) gauge theories this number is nothing but the appropriately normalized second
Chern-number.
When considering U(N) Yang-Mills elds on a torus a vector bundle in addition to the
Pontryagin number is characterized by the rst Chern numbers that are equal to magnetic
fluxes
R
dxidxjtrFij and the (anti)instanton solutions in general do not minimize the action.
One should also consider solutions whose (anti)self dual part of the curvature lies in the U(1)
part and is constant. (For example see [97] for a discussion of this kind of solutions). We
will show in the next section how the bound on action generalizes in the presence of nonzero
rst Chern numbers. However the U(1) part decouples and one can concentrate on SU(N)
instanton solutions.
In noncommutative gauge theory one cannot decouple the U(1) part. Let us illustrate
this on a simple example. Consider a connection rj eld on a free module of rank two over
T d . This connection can be written as rj = @j + iAabj () where Aabj (), a; b = 1; 2 functions







that would be analogous to having the vanishing U(1) part in the commutative theory.
Let us make an innitesimal gauge transformation parameterized by a 2  2 matrix valued
function of the same form with () on the diagonal. In the commutative theory such a
transformation would be trivial. But in the noncommutative theory we have
Aj = 122  (aj  −   aj)()
that is the U(1) part was generated as a result of the gauge transformation.
In view of the above remarks one can give the following denition of an instanton on
a noncommutative space. An instanton in a noncommutative gauge theory is a connection
such that the selfdual part of the corresponding curvature tensor is proportional to the identity
operator, i.e.
F+jk = i!jk  1
where !jk is a constant matrix with real entries. The antiinstanton is dened the same way
by replacing the selfdual part by antiselfdual.
Obviously by such a denition a constant curvature connection is an instanton and an
antiinstanton simultaneously. It is easy however to construct an example of an instanton
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solution on a module that does not admit a constant curvature connection. To this end
assume that the matrix ij specifying T
4
 is of particular form
(ij) = #
0BB@
0 1 0 0
−1 0 0 0
0 0 0 −1
0 0 1 0
1CCA
where # is a number. Evidently ij is an antiselfdual matrix. Consider a module E = E1E2
that is a direct sum of a rank one free module E1 = (T 4 )1 and a module E2 considered in
section 5.6, specied by formulas (78) (79). For the matrix ij at hand we have the following
representation on functions  2 S(R2)
U1(x1; x2) = (x1 + #; x2) U2(x1; x2) = (x1; x2)e
2ix1 ;
U3(x1; x2) = (x1; x2 − #) U4(x1; x2) = (x1; x2)e2ix2 :





x1 ; r22 = @1 ; r23 =
2i
#
x2 ; r24 = @2 :
This connection has a constant curvature [r2j ;r2k] = 2i(−1)jk that is also an antiselfdual





: E ! E
has a vanishing selfdual part of the curvature and hence is an instanton. On the other
hand the module E does not admit a constant curvature connection because its topological
numbers are (E) = 1 + 1234.
One can generalize this example as follows. Consider a module E over T 4 (where  need
not be in general of the particular form above) that splits into a direct sum of modules
E = E1  : : :En such that each Ea is equipped with a constant curvature connection raj .
Consider a block diagonal connection rj that acts as raj on each block Ea. The curvature
of this connection has the form
Fij = 2i
0BB@
f 1ij  1 0 : : : 0





0 0 : : : fnij  1
1CCA
where faij are constant tensors. The connection at hand will be an (anti)instanton if the
tensors faij all have the same (anti)selfdual part.
8.2 Instanton action
Instanton and antiinstanton solutions minimize the Euclidean Yang-Mills action functional





on an arbitrary projective module E over T 4 .
A bound on the value of Yang-Mills action can be derived starting with an obvious
inequality
Tr(Fjk  ~Fjk + i!jk  1)2  0
that follows from antihermiticity of Fjk. Here !jk is an arbitrary constant antisymmetric
matrix. Expanding the product and using the denition of the Chern character we obtain








Maximizing the right hand side over !jk we obtain












Evidently the bound (173) is saturated on instanton or antiinstanton solutions. The instan-
ton action equals S+ and the antiinstanton one is S−. Note that deriving the above bound
we have not really used the fact that we are dealing with a noncommutative torus. Any
other space for which the expressions Tr1, TrFij , TrFijFjk make sense would also do.
For a noncommutative four-dimensional torus T 4 the K-theory class of a projective mod-
ule E is given by an element (E) 2 even(L) that can be written explicitly as




jk + q1234 : (175)




tr(m) + q  Pfa() + 1
2





lm and Pfa() = 1
8
jkjklm
lm. One can substitute now these expressions
into (174) to obtain explicitly the values of instanton/antiinstanton actions.
A saturation of bounds of the type (173) is characteristic of BPS solutions in supersym-
metric theories. We have discussed this phenomenon in sections 6.4, 6.7. Indeed we can
extend an instanton or antiinstanton to a solution in a maximally supersymmetric Yang-
Mills theory on T 4 R1 where the R1 component stands for the time direction. This theory
can be obtained by a compactication of BFSS matrix model on T 4 . The 10-dimensional
Majorana-Weyl spinors can be decomposed with respect to representations of the subgroups























where ;A ( = 1; 2) transforms only under the rst SU(2) in SO(4) = SU(2)SU(2), while
;A changes only under the second SU(2). Or, equivalently, 
;A (;A) is a Weyl spinor
of left (right) chirality for each A = 1; : : : ; 4. Furthermore, ;A transforms in a complex
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conjugate of the SO(5; 1) representation ;A while together they furnish a pesudoreal two-
spinor representation (for each  that is assumed to be xed). The particular details of
this decomposition will not be important for us here (they can be found for example in
paper [100]). We assume that the Dirac Γ-matrices Γ are chosen now according to this
decomposition. In particular the SO(4) chirality is dened with respect to the matrix
~γ5  Γ1Γ2Γ3Γ4 :







jk + ΓjI [rj ; XI ]+ IJ [XI ; XJ ])
where  and  are components of  corresponding to the rst and second terms in the
decomposition (177) so that ~γ5 = , ~γ5 = −. From this formula we see that the solution
F+jk = i!jk  1 ;   = 0 ; XI = 0
is preserved by supersymmetry transformations 1 +
~2 where
 = (0; ) ; ~ = −i!ijΓij  :
An analogous formula with  = (; 0) gives supersymmetry transformations preserving an
antiinstanton solution. This means that in our conventions (anti)instantons are 1=4-BPS
elds.
9 Noncommutative orbifolds
9.1 Noncommutative toroidal orbifolds
In this section we will consider compactications of M(atrix) Theory on toroidal orbifolds,
including the case when the underlying torus is noncommutative.
Let D  Rd be a d-dimensional lattice embedded in Rd and let G be a nite group acting
on Rd by linear transformations mapping the lattice D to itself. For an element g 2 G we
will denote the corresponding representation matrix Rji (g). One can write down constraints
describing compactication of M(atrix) theory on the orbifold T d=G, where T d = Rd=D:
Xj + ij2  1 = U−1i XjUi ; (178)
XI = U
−1
i XIUi   = U
−1
i  Ui ; (179)
Rji (g)Xj = W
−1(g)XiW (g) ; (180)
(g)  = W
−1(g) W (g) ; XI = W−1(g)XIW (g) : (181)
Here i; j = 1; : : : ; d are indices for directions along the torus , I = d + 1; : : : ; 9 is an index
corresponding to the transverse directions,  is a spinor index; (g) is the matrix of spinor
representation of G obeying y(g)Γi(g) = Rij(g)Γj; Ui, W (g) - unitary operators. One can




j commute with all Xi, XI , and  . It is natural to





It is convenient to work with linear generators Un that can be expressed in terms of products
of Ui. One can further check that expressions W (gh)W
−1(g)W−1(h) andW−1(g)UnW (g)U−1R−1(g)n
also commute with all elds Xi, XI ,  . We assume that these expressions are proportional
to the identity operator. This leads us to the following relations
W (g)W (h) = W (gh)ei(g;h) ;
W−1(g)UnW (g) = UR−1(g)nei(n;g) (182)
where (g; h), (n; g) are constants. The rst equation means that operators W (g) furnish a
projective representation of G. It follows from these equations that the matrix  is invariant
under the group action R(g). In this review we will conne ourselves to the case of vanishing
cocycles  and . (See [59], [90] for a discussion of cases when cocycle  does not vanish.
(Note that for cyclic groups both cocycles are always trivial. This means that they can be
absorbed into redened generators.)
One can dene an algebra of functions on a noncommutative orbifold as an algebra gen-
erated by the operators Un and W (g) satisfying (51) and
W−1(g)UnW (g) = UR−1(g)n ; (183)
W (g)W (h) = W (gh) : (184)
This construction in mathematics is called a crossed product. Namely, the algebra generated
by Un, W (g) is a crossed product of the algebra T
d
 and the nite group G whose action on
T d is specied by means of representation R. We will denote this algebra as T oRG. Again
we remark here that allowing central extensions leads to a more general case of so called
twisted crossed products.
The algebra T oRG can be equipped with an involution  by setting Un = U−n, W (g) =
W (g). This makes it possible to embed these algebras into the general theory of C algebras.
A projective module over an orbifold can be considered as a projective module E over T
equipped with operators W (g), g 2 G satisfying (183). The equations (178), (180) mean that
Xi species a G- equivariant connection on E, i.e. Xj = irj where rj is a T-connection
satisfying
Rji (g)rj = W−1(g)riW (g) : (185)
The elds XI are endomorphisms of E, commuting both with Un and W (g) and the spinor
elds   can be called equivariant spinors.
Let us comment here on the supersymmetry of these compactications. The surviving
supersymmetry transformations are transformations (16), (17) corresponding to invariant
spinors , i.e. the ones satisfying (g) = . For d = 4, 6 this equation has a nontrivial
solution provided the representation R(g) lies within an SU(2) or SU(4) subgroup respec-
tively. The possible nite groups G that can be embedded in this way are well known. Those
include the examples of Z2 and Z4 four-dimensional orbifolds.
Example. Consider Z2 orbifolds of noncommutative tori T
d
 . The algebra of functions on
this orbifold T oZ2 is generated by the torus generators Un and a Z2 generator W obeying
the relations
W 2 = 1 ; WUnW = U−n : (186)
A map Un 7! U−n can be extended to an automorphism of the whole algebra T d . We
will denote this automorphism by w (do not confuse it with the involution  that is an
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antiautomorphism). A general element of algebra T o Z2 can be written as a formal linear
combination a0+a1W where a0; a1 2 T d . A multiplication of two such expressions is specied
by the formula













One can consider a module over T d o Z2 as a module over T equipped with an operator
W satisfying (186). As an example of a module over T 2 o Z2 consider a module En;m over
T 2 dened in (58). An operator representing W can be dened as
Wj(x) = −j(−x) :
One can check that the connection (69) is equivariant, i.e. satises
WrjW = −rj :










where the operators Zi dened in (59) are generators of endomophisms. It is easy to check
that thus dened W also satises (186).
The above constructions can be generalized to any Heisenberg module over T d as follows.
In section 5.6 we dened Heisenberg modules over noncommutative tori by constructing an
action of torus generators on functions f(x) 2 S(G). It is straightforward to check that
the operator W0 : f(x) 7! f(−x) satises the necessary condition (186). Moreover one can
modify this operator and consider W = Z(;~)W0 where Z(;~), (; ~) 2 Γ is an endomorphism
that acts on f(x) according to (61) (see section 5.6 for details). For d = 2 the example (187)
above is precisely of this form.
9.2 K-theory of orbifolds
In this section we discuss K-theory of commutative orbifolds. Consider a compact manifold
M and a right action of a nite group G on it. The K-theory of the corresponding orbifold is
called a G-equivariant K-theory onM. (Everywhere we consider the complex K-theory.) The
equivariant K-theory on M is equivalent to K-theory of noncommutative algebra C(M)oG
(a noncommutative C algebra dened as a crossed product of a commutative algebra C(M)
of functions on M and the group G acting on this algebra). The formal denition in terms of
the Grothendieck construction discussed in section 5.8 can be applied directly to the algebra
C(M)oG to dene an orbifoldK-group. However there is more to be said about the relation
of K0(M) with the orbifold K-group.
The group K(C(M)oG)⊗C can be expressed in homological terms. (Multiplication by
C means that we disregard nite order elements in the K-group.) For the standard K-theory
the Chern character denes a map
ch : K0(M) ! Heven(M;Z) : (188)
To dene an analogue of this map in the equivariant case one should consider a kind of
equivariant cohomology (\delocalized" equivariant cohomology) H iG(M). Following [94] we
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will give a direct geometric denition of this cohomology. (It can also be dened algebraically
as cyclic cohomology of C(M) o G.) The denition can be given in the following way. For
g 2 G we dene Mg as the set of points x 2 M obeying xg = x. Let us dene M^ as
a disjoint union M^ = [g2GMg. One can construct an action of the group G on M^. (If
xg = x then (xh)(h−1gh) = xh. Therefore, one can say that an element h 2 G species a
map from Mg to Mh−1gh.) The group HevenG (M) can be dened as the G-invariant part of
even-dimensional cohomology of M^:






One can dene the equivariant Chern character
chG : K
0
G(M) ! HevenG (M) (189)
and prove that this character induces an isomorphism between K0G(M)⊗C and HevenG (M).
The denition of chG can be given in the following way. We represent an element of K
0
G(M)
as a G-equivariant vector bundle E over M. This means that an element g 2 G acts on
E dening a linear map of a ber over x 2 M into a ber over xg 2 M. In particular if
x 2Mg then the ber Ex over x is mapped into Ex itself by g:
g : Ex ! Ex ; x 2Mg :
Let 1; 2; : : : ; s be the set of distinct eigenvalues of this linear transformation. Then, we
have a direct sum decomposition into eigenspaces: Ex = E
1
x E2x  : : :Esx. At the level of
vector bundles one has EjMg = E1E2: : :Es. The element g acts on Ei by multiplication
by i. Following [94] we dene ch
g






where ch(Ei) is the ordinary (non-equivariant) Chern character of E
i. Then the equivariant












acts as x 7! −x. In this case Mg is equal to T d for g = 0

and Mg contains 2d points
for g = 1

. We see that Heven(M^) consists of even-dimensional cohomology of T d and of 2d
summands H0(pt;C) = C. All elements of Heven(M^) are Z2-invariant. Therefore, HevenZ2 (T d)
has the dimension 2d−1 + 2d = 3  2d−1. Therefore (as the K-group at hand has no torsion)
K0
Z2
(T d) = K0(C(T
d) o Z2) = Z
32d−1 :
In the above considerations we talked about the group K0. However one can prove
corresponding statements for the group K1 and cohomology groups Hodd. In particular
Hodd
Z2
(T d) = 0. This agrees with the fact that K1
Z2
(T d) = 0.
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9.3 K-theory of noncommutative Z2 orbifolds
In this section we will explain how K-theoretic invariants can be constructed for noncom-
mutative toroidal Z2 orbifolds. For shortness we will adopt a new notation for the algebra
of functions on these orbifolds Bd  T o Z2. The action of Z2 on T d is specied by
w : Un 7! U−n.
First of all one can calculate the K-groups of Bd [98]. As usual it does not change under
continuous variations of the matrix  and
K0(B
d
 ) = K0(B
d
=0) = K0(C(T




 ) = K1(B
d
=0) = K1(C(T
d) o Z2) = 0 :
We explained already that a module over Bd is a module over T
d
 equipped with an operator
W satisfying (186). In this construction projective modules over T d correspond to projective
modules over Bd . At the end of section 9.1 we introduced B
d
 -modules constructed via
Heisenberg modules over T d . It seems that all other B
d
 -modules can be obtained as direct
sums of these modules (assuming  is irrational). For d = 2 this can be derived from the
results of [99].
Of course topological numbers of the underlying T d -module can be considered as topolog-
ical numbers of the Bd -module. However this remark gives only 2
d topological numbers out
of 3  2d−1 that we need. The remaining 2d−1 topological numbers can be constructed in the
following way. First one notices that in addition to the trace  inherited from the canonical
trace Tr on T d :
(a0 + a1W ) = Tr(a0)
we have 2d−1 new unbounded traces on Bd denoted . They are labeled by a sequence
 = (1; : : : ; d) where each i = 0; 1. The traces are dened by the following formula
(a0 + a1W ) = 2(a1) (191)
where  is a linear functional on T
d





One can check that indeed the functionals  satisfy the dening property of trace. One
essential dierence of this traces from the trace  is that they are not positive denite.
In the commutative situation when  = 0 and Un = e
inx the functional  is nothing but
the functional evaluating the value of the function at the xed point (1; : : : ; d).
Using these traces we can construct new invariants of projective modules over Bd :
(E)  (P ) (193)
where P is the projector specifying E. One can prove that these invariants are always integer.
They are related to the numbers of D-branes \sitting at orbifold singularities".
(Recall that any projective module E over Bd can be represented as a direct summand
in a free module (Bd )
N . In other words E = P (Bd )
N where P is an orthogonal projection:
P 2 = P , P  = P . This projector is an element of a matrix algebra MatN (Bd−). Any trace
on the algebra Bd gives rise when combine with a matrix trace to a trace on the matrix
algebra at hand. The value of this trace on the projector P is a K-theoretic invariant.)
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In the commutative case one can relate the Chern character chG, G = Z2 considered
in the previous section with invariants (E). Namely the invariants (E) correspond to
characters of the orbifold group representations on the bers over xed points in accordance
with (190).
10 Literature
In the present review we did not try to provide the main text with historically correct
references. Instead we concentrated on references to papers complementing the material we
discuss. However in this section we will attempt to review to a certain extent the existing
literature on the topics considered in the text. We apologize to those authors whose work
we unintentionally forgot to mention.
The BFSS matrix model of M-theory was introduced in paper [1] and is reviewed in [4],
[5], [6], [7], [8], [9]. The IKKT matrix model of type IIB string theory was introduced in [2]
and further developed in [16], [17], [84]. See [15] for a review.
The book [37] is up to date the most comprehensive textbook on noncommutative geom-
etry. See also papers [38], [39] for recent reviews. The smooth structure on noncommutative
tori, connections and Chern character were rst introduced in the seminal paper [36]. Most
of the standard results about noncommutative tori we have been quoting throughout the
review we learned from papers [36], [41], [42], [45], [46], [47]. See also [40] for a review of
results about noncommutative tori. The results about the duality group SO(d; djZ) that
governs Morita equivalence of noncommutative tori discussed in sections 7.1, 7.2 were ob-
tained in papers [50], [43]. A duality theorem generalizing SO(d; djZ) duality was proposed
in [56]. The classication of modules admitting constant curvature connections (sections 5.8,
5.9) was worked out in [51] (Appendix D) and [44]. The picture of Heisenberg modules over
noncommutative tori as deformed vector bundles (section 5.10) and its relation with Morita
equivalence induced duality was developed in [58], [67], [68], [69].
Compactication of M(atrix) Theory on noncommutative tori was originally considered
in [3] and further studied in the forthcoming papers [71], [72], [73], [74], [75], [76], [59],
[60]. The emergence of noncommutative geometry from the string theory point of view was
understood in [78], [77], [79]. The last paper contains a number of important insights into
the question and was especially influential.
A background of the kind that is used in section 4.5 was rst considered in [1], [13].
The M(atrix) theory in this background was shown to lead to a noncommutative Yang-Mills
theory in papers [14], [18], [19] (section 4.5). The approach to noncommutative Yang-Mills
theory in terms of a limit of nite-dimensional matrices was developed in [85], [86], [87].
The BPS spectrum of Matrix theory compactied on noncommutative tori was studied
in papers [58], [65], [66], [51], [70], [52], [53], [57]. Our discussion is based on papers [51]
(section 6.3, [52] (sections 6.4 - 6.7, 7.3), [66] (sections 6.6, 7.3). Geometric quantization is
reviewed in [92]. Connection between geometric quantization and topological terms in eld
theory was studied in [93].
Instantons in noncommutative Yang-Mills theory were rst considered in [80]; see [81] for
a recent review. Our elementary discussion of instantons on a noncommutative four-torus
(sections 8.1, 8.2) closely follows rst sections of paper [82] in which a noncommutative
geometry generalization of Nahm transform was studied.
Compactication of M(atrix) theory on noncommutative toroidal orbifolds (sections 9.1
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- 9.3) was studied in papers [54], [55]. Our exposition of equivariant K-theory in section 9.2
follows [94]. For d = 2 the invariants (193) were found and there properties were studied in
[99]. For a general case see [54].
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