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ABSTRACT
We propose a new superresolution imaging technique for interferometry using sparse modeling, utilizing two regular-
ization terms: the `1-norm and a new function named Total Squared Variation (TSV) of the brightness distribution.
TSV is an edge-smoothing variant of Total Variation (TV), leading to reducing the sum of squared gradients. First,
we demonstrate that our technique may achieve super-resolution of ∼ 30% compared to the traditional CLEAN beam
size using synthetic observations of two point sources. Second, we present simulated observations of three physically
motivated static models of Sgr A* with the Event Horizon Telescope (EHT) to show the performance of proposed
techniques in greater detail. We find that `1+TSV regularization outperforms `1+TV regularization with the popular
isotropic TV term and the Cotton-Schwab CLEAN algorithm, demonstrating that TSV is well-matched to the expected
physical properties of the astronomical images, which are often nebulous. Remarkably, in both the image and gradient
domains, the optimal beam size minimizing root-mean-squared errors is . 10 % of the traditional CLEAN beam
size for `1+TSV regularization, and non-convolved reconstructed images have smaller errors than beam-convolved
reconstructed images. This indicates that the traditional post-processing technique of Gaussian convolution in inter-
ferometric imaging may not be required for the `1+TSV regularization. We also propose a feature extraction method
to detect circular features from the image of a black hole shadow with the circle Hough transform (CHT) and use it
to evaluate the performance of the image reconstruction. With our imaging technique and the CHT, the EHT can
constrain the radius of the black hole shadow with an accuracy of ∼ 10 − 20 % in present simulations for Sgr A*,
suggesting that the EHT would be able to provide useful independent measurements of the mass of the supermassive
black holes in Sgr A* and also another primary target, M87.
Keywords: accretion, accretion disks — black hole physics — Galaxy: center — techniques: high
angular resolution — techniques: image processing — techniques: interferometric
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1. INTRODUCTION
Extremely high angular resolution is a fundamental
pursuit in modern observational astronomy. Finer reso-
lution provides a more detailed picture of astronomical
objects and has been essential for breakthroughs in un-
derstanding the nature of these objects. Interferometry
is one of the most effective approaches for obtaining high
angular resolution. With a collection of telescopes, the
synthesized aperture provides a nominal resolution (of-
ten referred to as “beam size” in radio astronomy and
“diffraction limit” in optical astronomy) of θ ≈ λ/Dmax,
where Dmax is the maximum length of the baseline be-
tween two telescopes, projected in the plane normal to
the direction of observation. The technique of interfer-
ometry has been expanded from radio to optical wave-
lengths in the last decades (e.g. Thie´baut 2013; Thomp-
son et al. 2017).
In the history of astronomy, the highest angular reso-
lution has been pursued with very long baseline interfer-
ometry (VLBI), which utilizes intercontinental baselines
or even baselines to space. Recent progress in VLBI
technology has opened a new window of VLBI observa-
tions at short/sub-millimeter wavelengths (λ . 1.3 mm,
ν & 230 GHz). Ground-based VLBI observations at
this wavelength have been realized with the Event Hori-
zon Telescope (EHT; Doeleman et al. 2009). The EHT
has been achieving an angular resolutions of a few tens
of microarcseconds (e.g. Doeleman et al. 2008, 2012;
Fish et al. 2011, 2016; Lu et al. 2012, 2013; Akiyama
et al. 2015; Johnson et al. 2015), which is the finest
angular scale accessible only with the EHT or lower-
frequency space VLBI (e.g. RadioAstron; Kardashev
et al. 2013). The EHT resolves compact structure of
the magnetized plasma on scales of a few Schwarzschild
radii (Rs = 2GM/c
2) in the vicinity of the supermassive
black holes (SMBH) in the Galactic Center source Sgr
A* (Doeleman et al. 2008; Fish et al. 2011, 2016; John-
son et al. 2015) and the nucleus of M87 (Doeleman et al.
2012; Akiyama et al. 2015). Imaging capability with the
EHT will be provided in the next few years with the crit-
ical addition of new sensitive telescopes such as the At-
acama Large Submillimeter/millimeter Array (ALMA;
e.g. Fish et al. 2013).
In parallel with developments in observational instru-
ments, significant progress has been made on techniques
for interferometric imaging to obtain higher-fidelity
and/or higher-resolution images in the last decades.
In particular, superresolution imaging has been identi-
fied as an important goal for the EHT. A practical limit
for a ground-based, 1.3 mm VLBI array like the EHT is
∼ 25 µas (= 1.3 mm/10000 km), which is comparable
to the radius of the black hole shadow in Sgr A* and
M87. Previous work has shown that the most widely-
used CLEAN algorithm (Ho¨gbom 1974) and its variants
(e.g. Clark 1980; Schwab 1984) have difficulty obtaining
high-fidelity images for both Sgr A* and M87 (Honma
et al. 2014; Chael et al. 2016; Akiyama et al. 2017a,b).
Hence, numerous works have been presented in the re-
cent few years on new imaging techniques for the EHT
(Honma et al. 2014; Lu et al. 2014, 2016; Fish et al.
2014; Bouman et al. 2016; Chael et al. 2016; Johnson
2016; Akiyama et al. 2017a,b).
The authors have developed a series of techniques
mainly designed for VLBI named “sparse modeling”
(Honma et al. 2014; Ikeda et al. 2016; Obuchi et al.
2017; Akiyama et al. 2017a,b), utilizing the expected
sparsity of the ground truth image. The underlying
idea comes from the theory of compressed sensing (also
known as compressive sensing and sparse sampling), re-
vealing that an ill-posed linear problem like interfero-
metric imaging may be solved accurately if the under-
lying solution vector is sparse (Donoho 2006; Candes &
Tao 2006). The pioneering work on sparse reconstruc-
tion techniques for radio interferometry is presented in
Wiaux et al. (2009a) and Wiaux et al. (2009b). Numer-
ous other papers1 have been presented, mostly geared
toward data from next-generation low-frequency inter-
ferometers (Wiaux et al. 2010; Wenger et al. 2010; Li
et al. 2011; McEwen & Wiaux 2011; Carrillo et al. 2012,
2014; Garsden et al. 2015; Dabbech et al. 2015; Onose
et al. 2016, 2017). Both our and other groups’ work have
shown that these state-of-the-art sparse reconstruction
techniques outperform the conventional CLEAN tech-
nique and its variants.
In previous work, we have utilized two convex regular-
ization functions that represent the sparsity of the image
(see §2 for details). The first regularizer is the `1 norm
of the image, which favors sparsity of the image itself.
The underlying idea, which comes from LASSO (Least
Absolute Shrinkage and Selection Operator; Tibshirani
1996), is that minimizing the `1 norm of the solution
leads to a sparse solution in the image domain (see, e.g.
Honma et al. 2014; Akiyama et al. 2017b, for details).
The second regularizer is the Total Variation (TV) of
the image, which favors sparsity in the image gradient
domain. For the TV term, we have heretofore adopted
the isotropic TV (Rudin et al. 1992), which has been
the most widely-used form for astronomical imaging in
previous literature (e.g. Wiaux et al. 2010; McEwen &
Wiaux 2011; Carrillo et al. 2012, 2014; Uemura et al.
2015; Chael et al. 2016). The inclusion of TV is essential
to solve for images with multi-scale structures (e.g. see
Akiyama et al. 2017b). Our imaging technique utilizing
`1+TV regularization can handle full complex visibili-
ties in full polarization (Akiyama et al. 2017b) and also
closure phases (Akiyama et al. 2017a). Note that the
majority of prior work takes an alternative approach,
1 The authors maintain a publicly available list of papers in ADS
beta with cooperation of other groups working on sparse imaging
techniques for interferometry: https://ui.adsabs.harvard.edu/
#user/libraries/wmxthNHHQrGDS2aKt3gXow.
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changing the basis of the image to a sparser one using
wavelet or curvelet transforms, which has been success-
ful as well.
An important advantage of all new state-of-the-art
imaging techniques, which solve the observational equa-
tion directly with convex regularization, is the capabil-
ity of high-fidelity super-resolution imaging beyond the
conventional resolution of ∼ λ/Dmax. This capability
is given by both analyticity of data and constraints on
Fourier modes of images with regularization functions
(Narayan & Nityananda 1986). Here we note that, in
radio astronomy, the term of ”angular resolution” has
often been used for two meanings in literature, which we
strictly distinguish in this paper; the first one is its literal
definition, a minimum separation of two (point) sources
identifiable with observations (henceforth effective angu-
lar resolution); another popular usage is for the optimal
size of the restoring Gaussian beam used to convolve the
raw reconstructed image (henceforth optimal beam size).
For the effective resolution, Honma et al. (2014) con-
cludes that superresolution of ∼ 0.25λ/Dmax would be
achievable with `1-regularization using one-dimensional
synthetic observations. For the optimal beam size, our
recent work finds that `1+TV regularization can achieve
an optimal beam size of ∼ 0.2−0.3λ/Dmax both in total-
intensity (i.e. Stokes I) imaging using visibility ampli-
tudes and closure phases (Akiyama et al. 2017a) and in
full-polarization imaging using full-complex visibilities
(Akiyama et al. 2017b). Although our previous work
demonstrates that our sparse reconstruction technique
is an attractive choice for high-fidelity imaging, our pre-
vious results have been limited by two issues.
The first issue is that edge-preserving reconstruction,
which is a representative property of isotropic TV reg-
ularization, introduces artificially edgy boundaries with
too flattened brightness distributions in reconstructed
images for simulated observations of black hole accretion
disks and jets with the EHT (Akiyama et al. 2017a,b).
Such edge-preserving regularization is generally favored
for natural images or photographs of the objects in the
Earth, where most of the target objects are solid or liq-
uid materials with sharp-edged boundaries. However, in
astronomy, observed objects are often diffuse, and their
images do not have clear boundaries due to a gradual
change in both the emissivity and the absorption coeffi-
cient.
The second issue is evaluation of the image fidelity,
which has been common in all the past EHT-related
imaging papers. Our past work has adopted metrics
comparing the reconstructed images with the ground
truth image on a pixel-by-pixel basis, such as the Image
Residual (Honma et al. 2014), Mean Square Error (MSE;
Lu et al. 2014, 2016; Fish et al. 2014; Bouman et al.
2016) or its variant Normalized Root Mean Square Error
(NRMSE; Chael et al. 2016; Akiyama et al. 2017a,b) and
Structural Dissimilarity index (DSSIM; Lu et al. 2014,
2016; Fish et al. 2014; Bouman et al. 2016). These met-
rics tend to be overly sensitive to the brightest regions
in the image and may not always be an appropriate indi-
cator of the goodness of feature reconstruction (e.g. see
§4.1 in Akiyama et al. 2017b), which is important for
interpreting the images physically.
In this work, we propose a new technique for interfer-
ometric imaging using sparse modeling, utilizing both
the `1-norm and a TV term. For the first issue, we
newly adopt an alternative form of TV, named “To-
tal Squared Variation,” which prefers smoothed images
with less sharp edges. For the second issue, we in-
volve a new metric using the image gradient, which is
more sensitive to the size of the emission region and
continuity of the emission structure than conventional
metrics. In addition, we present a new feature extrac-
tion method designed for the black hole shadow using
the circle Hough transform, and we adopt metrics us-
ing features extracted with this method. Inclusion of
these new metrics is inspired by the pioneering theory
work for detecting the black hole shadow of Sgr A* pre-
sented in Psaltis et al. (2015). As an example, we apply
our new technique, metrics and the feature extraction
method to data obtained from simulated observations
of Sgr A* with the array of the EHT expected in Spring
2017/2018.
2. IMAGING METHODS AND THE TOTAL
SQUARE VARIATION
As in our previous work (Akiyama et al. 2017a,b),
we aim to solve for the optimal two-dimensional image
reconstruction I = {Ii,j} in Stokes I by using the follow-
ing equation (see Akiyama et al. 2017b, for theoretical
background):
I = argmin
I
(
χ2(I) + Λ`||I||1 + Λt||I||tv
)
s.t. Ii,j ≥ 0
(1)
where ||I||p is the `p norm of the vector I given by
||I||p =
∑
i
∑
j
|Ii,j |p
 1p (for p > 0), (2)
and ||I||tv indicates an operator for TV described below.
The first term in Equation (1) is the traditional χ2-
term that represents the deviation between the recon-
structed image and the observed data. The form of the
χ2-term depends on the type of data. For measurements
of full complex visibilities, it can be given by the residual
sum of squares (RSS) between the model and observed
full complex visibilities (e.g. Honma et al. 2014; Ikeda
et al. 2016; Akiyama et al. 2017b),
χ2(I) = ||V− FI||22, (3)
where V is the observed visibility and F is the matrix of
a discrete Fourier transform. For measurements of the
visibility amplitude V¯ = {|Vi|} and closure phase Ψ, a
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popular form of the χ2-term is given by (e.g. Buscher
1994; Lu et al. 2012, 2013; Akiyama et al. 2017a)
χ2(I) = ||V¯−A(FI)||22 + ||Ψ−B(FI)||22, (4)
where A and B indicate operators to calculate the visi-
bility amplitude and closure phase, respectively. Follow-
ing our previous work (Akiyama et al. 2017a,b), we nor-
malize deviations between the model and observed data
in each `2 norm term with the errors of corresponding
data, by multiplying deviations with a diagonal matrix
W = {δi,j/σ2i } where σi is observational error of each
data point and δi,j is the Kronecker delta.
The second term in Equation (1) represents regular-
ization using the `1 norm, a sparse regularization func-
tion for the image. This is equivalent to the total flux
under the non-negative condition assumed in this pa-
per. Λ` is the regularization parameter, adjusting the
degree of sparsity — in general, a large Λ` leads to a so-
lution with very few non-zero components (i.e., a sparse
image), while a small Λ` prefers a non-sparse solution.
The third term in Equation (1) is the TV regulariza-
tion, defined by the sum of all differences of the bright-
ness between adjacent image pixels. This is a good in-
dicator of image sparsity in its gradient domain instead
of the image domain. Minimizing the TV leads to a
smooth image that has a small number of pixel-to-pixel
brightness variations. As introduced in §1, we adopt two
forms of the TV term for the TV regularization.
The first one is isotropic TV (Rudin et al. 1992)
(henceforth isoTV), which has been adopted for astro-
nomical imaging in the literature (e.g. Wiaux et al. 2010;
McEwen & Wiaux 2011; Carrillo et al. 2012, 2014; Ue-
mura et al. 2015; Chael et al. 2016), including our pre-
vious work (Ikeda et al. 2016; Akiyama et al. 2017a,b).
The isoTV term is a convex function defined by
||I||isotv =
∑
i
∑
j
√
|Ii+1,j − Ii,j |2 + |Ii,j+1 − Ii.j |2.
(5)
In general, isoTV regularization leads to a smooth but
edge-preserved image, as introduced in §1.
In this paper, we propose a new form of the TV term,
named Total Squared Variation (henceforth TSV), which
is a convex function defined by
||I||tsv =
∑
i
∑
j
(|Ii+1,j − Ii,j |2 + |Ii,j+1 − Ii.j |2) . (6)
Like isoTV, the TSV term takes the sum of all differ-
ences of the brightness between adjacent image pixels.
Unlike isoTV, the TSV term does not take the square
root of the brightness differences. This slight modifi-
cation makes the reconstructed image edge-smoothed.
For diffuse astronomical images, edge-smoothed images
may be a better representation of the truth image, in
which case TSV regularization may achieve better per-
formance. An obvious advantage of the TSV term com-
pared with post-processing smoothing (such as convolu-
tion with a Gaussian beam, as adopted in CLEAN) is
that the TSV term can reconstruct edge-smoothed im-
ages while maintaining consistency with observational
data. In contrast, smoothing in post-processing intro-
duces deviations between the smoothed reconstructed
image and observational data.
The difference between the isoTV and TSV terms —
edge-preserving or edge-smoothing — can be qualita-
tively understood by considering their behavior in re-
sponse to a brightness offset ∆I between two adjacent
pixels. For a given ∆I, the isoTV and TSV terms will
be increased by ∆I and ∆I2, respectively. For small dis-
crepancies, the isoTV term will give a stronger penalty
than TSV term. Larger edgelike differences will be more
effectively regularized with TSV term. As a result, TSV
regularization will favor a smooth image with smaller
variations between adjacent pixels, while isoTV regular-
ization will preserve more edgelike features.
Equation 1 is a convex minimization for full complex
visibilities (Equation 3) even without the non-negative
condition, which gives a unique solution regardless of
the initial conditions. Many efficient algorithms have
been proposed to solve this problem, such as the fast
iterative shrinking threshing algorithm (FISTA; Beck &
Teboulle 2009a,b). For instance, the problem with both
`1 and TSV regularizations can be solved with a mono-
tonic variant of FISTA (MFISTA) described in Akiyama
et al. (2017b).
On the other hand, when the input data consist of
visibility amplitudes and closure phases, the problem
becomes non-linear and non-convex. In this work, we
adopt the non-linear programming algorithm L-BFGS-
B (Byrd et al. 1995; Zhu et al. 1997) to solve the equa-
tion, as in our previous work (Akiyama et al. 2017a).
Because the problem becomes non-convex for this type
of data, a global solution is generally not guaranteed,
which is common with other imaging techniques using
closure quantities (e.g. Buscher 1994; Thie´baut 2008;
Bouman et al. 2016; Chael et al. 2016; Akiyama et al.
2017a).
3. SIMULATED OBSERVATIONS AND IMAGING
3.1. Models
In this work, we adopt two types of models to examine
the performance of imaging techniques presented in §2.
These models are located at the position of Sgr A*, and
synthetically observed with the EHT (see §3.2).
First, we adopt simple geometric models consisting of
two point sources with a flux of 1 Jy to test the effec-
tive angular resolution of imaging techniques along with
its literal definition — a minimal angular scale that can
identify two sources separately. Because the synthesized
beam (henceforth the CLEAN beam) of the EHT has
a position angle of 85.5◦ (see §3.2) close to the Right
Ascension (RA) axis, we simulate two point sources lo-
cated along the RA direction. We examine ten models
Superresolution Interferometric Imaging with Sparse Modeling Using Total Squared Variation 5
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(a) Free-fall Model
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(b) Sub-Keplerian Model
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(c) Keplerian Model
Figure 1. Three semi-analytic RIAF models around a non-
spinning black hole with different toroidal velocities (Free
fall, Sub-Keplerian and Keplerian) (see §3.1 and Pu et al.
2016). The left panel is the original model image. The right
panel is the image gradient of the model image, enhancing
the edges of the image (see §4.1 for details).
with different separations ranging from δθ = 0.1θmaj to
1.0θmaj, where θmaj = 22.7 µas is the major axis size of
the CLEAN beam.
Second, we use semi-analytic models of a radiative in-
efficient accretion flow (RIAF) around a non-spinning
black hole in Sgr A∗ presented in Pu et al. (2016) to
evaluate the performance of imaging techniques on more
complicated and physical images. We adopted three
representative images at 1.3 mm (230 GHz) for flow
models with dynamics characterized by (i) a Keplerian
shell that is rigidly rotating outside the innermost sta-
ble circular orbit (ISCO) and in-falling with a constant
angular momentum inside the ISCO (henceforth Ke-
plerian Model), (ii) Sub-Keplerian motion (henceforth
Sub-Keplerian Model), and (iii) free-falling motion with
zero angular momentum at infinity (henceforth Free-
fall Model). All three images, shown in Figure 1, are
Table 1. Stations in simulated observations
Telescope SEFD (Jy)
Phased ALMA 100
Phased SMA and JCMT 3600
LMT 1400
IRAM 30m 1400
NOEMA single dish 5200
ARO/SMT 11000
SPT 9000
broadly consistent with visibility amplitude measure-
ments of prior EHT observations in 2009 and/or 2013
(see Pu et al. 2016, for details).
3.2. Simulated Observations
We simulate observations of the three Sgr A* mod-
els described in §3.1 with the EHT at a wavelength of
1.3 mm (230 GHz) using the MIT Array Performance
Simulator (MAPS)2. The seven stations used in the sim-
ulations are listed in Table 1 with their expected sys-
tem equivalent flux densities (SEFD) for observations
in 2017/2018. The simulated observations contain a
series of 6-minute scans every 20 minutes over a day,
and data are integrated for each scan. Synthetic data
are generated in Stokes I with a bandwidth of 8 GHz,
equivalent to 4 GHz bandwidth in each of two circu-
lar polarizations. We adopt other observation param-
eters as in Akiyama et al. (2017a,b). Figure 2 shows
the uv-coverage of the simulated observations. The
maximum baseline length is 9.0 Gλ, corresponding to
θ = λ/Dmax = 22.9 µas. The major and minor axes and
position angle of the CLEAN beam at natural weighting
is 22.7 µas, 11.2 µas and 85.5◦, respectively.
For physically motivated models (§3.1), we convolve
the physical model images with an elliptical Gaussian
based on the scattering law of Sgr A* measured in Bower
et al. (2006) prior to simulating the observation, which
represents angular broadening effects due to diffractive
interstellar scattering (e.g. Goodman & Narayan 1989;
Narayan & Goodman 1989; Johnson & Gwinn 2015;
Johnson & Narayan 2016). The angular broadening ef-
fect is invertible, and results in a net increase in the
noise levels of visibilities inversely proportional to the
scattering kernel function (e.g., see Fish et al. 2014, for
details). Along with Fish et al. (2014), un-scattered
(i.e. intrinsic) visibility estimates are derived by divid-
ing observed visibilities with the scattering kernel func-
tion. Note that, in this paper, we do not include the ef-
fects of refractive interstellar scattering in our synthetic
2 http://www.haystack.mit.edu/ast/arrays/maps/
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Figure 2. The uv-coverage of the simulated EHT observa-
tions. Each track is split into two colors to identify the pair
of stations in the baseline.
observations, which introduce compact refractive sub-
structure into the observed image (Johnson & Gwinn
2015; Johnson et al. 2016; Johnson & Narayan 2016;
Akiyama & Johnson 2016). The effects of the refractive
scattering on the image are not simply invertible — the
mitigation of refractive scattering is an ill-posed prob-
lem that requires additional regularization (scattering
optics; Johnson 2016). Since the scope of this work is
testing TSV regularization in interferometric imaging,
inclusion of the scattering optics is not essential. We
will include scattering optics in our imaging algorithms
in future work. We note that here intra-day time vari-
abilities in the Rs-scale structure expected for Sgr A*
are ignored, since we here focus on evaluation of static
imaging. We will discuss issues related to time variabil-
ity in §5.
3.3. Imaging
We reconstruct images of two point source models and
physical models using techniques with `1 + isoTV and
`1 + TSV regularizations described in §2. Two-point
source models are reconstructed using full-complex vis-
ibilities, while RIAF models are reconstructed with vis-
ibility amplitudes and closure phases. As in Akiyama
et al. (2017a,b), we use normalized regularization pa-
rameters defined as
Λ˜` ≡ Λ` max(V¯)
Namp +Ncphase
, (7)
Λ˜isotv ≡ Λ` max(V¯)
4(Namp +Ncphase)
, (8)
Λ˜tsv ≡ Λ` max(V¯
2)
4(Namp +Ncphase)
. (9)
which are less affected, compared to unnormalized reg-
ularization parameters, by the total flux density of
the target source (≈ max V¯) and the number of data
points in visibility amplitudes (Namp) and closure phases
(Ncphase). We adopt Λ˜` = 10
3, 102, 101, 100, Λ˜isotv =
104, 103, 102, 101, and Λ˜tsv = 10
4, 103, 102, 101, provid-
ing 16 parameter sets for both `1 + isoTV and `1 + TSV
regularizations. The optimal imaging parameters are
determined from these parameter sets with 10-fold cross
validation (see Akiyama et al. 2017a, for details).
In addition, we reconstruct images with the Cotton-
Schwab CLEAN algorithm (henceforth, CS-CLEAN;
Schwab 1984) implemented in the Common Astronomy
Software Applications (CASA) package3. We adopt a
field of view (FOV) of 130 µas, gridded into 128 pixels
in each of right ascension and declination. The resulting
pixel size of ∼ 1.02 µas corresponds to a physical scale of
∼ 0.1 Rs. In general, the performance of CLEAN algo-
rithms is highly affected by the choice of uv-weighting
and CLEAN gains (e.g. Thompson et al. 2017). We
adopt different uv-weighting schemes (uniform, natural,
Briggs with robust parameters of {−2,−1, 0, 1, 2}) and
also CLEAN gains (0.1, 0.5, 1, 5, 10%). In this pa-
per, we show results at uniform weighting and CLEAN
gains of 10 %, stably showing the best performance for
all three models. Note that this relatively high value of
optimal CLEAN gains would be due to the source struc-
ture of the adopted physical models, which have a com-
plicated structure on scales comparable to the CLEAN
beam size.
4. EVALUATION OF THE IMAGE FIDELITY
We evaluate the performance of the image reconstruc-
tion using image fidelity metrics as in previous litera-
ture. In this work, we adopt several new metrics that
evaluate similarities in other types of features. In addi-
tion, as in other recent VLBI imaging work (Chael et al.
2016; Akiyama et al. 2017a,b), we adopt the NRMSE
metric on the image, defined by
NRMSEimage(I,K) =
√∑
i
∑
j |Ii,j −Ki,j |2∑
i
∑
j |Ki,j |2
, (10)
where I = {Ii,j} and K = {Ki,j} are the image to be
evaluated and the reference image, respectively. Since
3 https://casa.nrao.edu/
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larger deviations in the evaluated image from the ref-
erence image will provide larger NRMSEs, images with
smaller NRMSEs can be interpreted with good imaging
fidelities.
4.1. A Metric Using the Image Gradient
One of the physically most important features in the
images is the width or size of the emission region, or
more generally how and where the brightness distribu-
tion varies, which is useful to get the outline of the
brightness distribution. Such spatial variations in the
brightness distribution can be enhanced by taking the
gradient of the image (e.g. Psaltis et al. 2015), which is
given by
|∇I(x, y)| =
√∣∣∣∣∂I∂x
∣∣∣∣2 + ∣∣∣∣∂I∂y
∣∣∣∣2 (11)
for a continuous brightness distribution. There are many
methods to approximate the derivatives in Equation (11)
for discrete images (e.g. see Cui et al. 2013, for a review).
A popular method is the Sobel approximation, given by
∂Ii,j
∂x
≈ Ii+1,j−1 + 2Ii+1,j + Ii+1,j+1
−Ii−1,j−1 − 2Ii−1,j − Ii−1,j+1. (12)
∂Ii,j
∂y
≈ Ii−1,j+1 + 2Ii,j+1 + Ii+1j+1
−Ii−1,j−1 − 2Ii,j−1 − Ii+1,j−1, (13)
The Sobel approximation takes the central differences of
an image pixel where the gradient is estimated and its
four adjacent pixels, giving double weight to the central
pixel. In this work, we adopt the Sobel approximation
to calculate the image gradient. We use the python im-
plementation in scikit-image4. We show gradients of
the three model images in the middle panels of Fig 1.
Errors in the image gradients can be evaluated by taking
the NRMSE for them,
NRMSEgrad(I,K) ≡ NRMSEimage(∇I,∇K). (14)
This metric is more sensitive to steep gradients in the
brightness distribution, namely edges of the emission
structure, than to their brightness.
4.2. Metrics Using the Circle Hough Transform
For astronomical objects with ring-like morphology,
such as black hole shadows, accretion disks and cavity-
like structures, the radius and central position of its cur-
vature are often useful for extracting physical informa-
tion. In the case of the black hole shadow (i.e., the pho-
ton sphere of the black hole), its apparent shape and size
depend on the mass and spin of the black hole and the
4 http://scikit-image.org/
viewing orientation of the observer. Its apparent diam-
eter ranges from
√
27 ∼ 5.2 Rs for a non-rotating black
hole (independent of viewing angle; Bardeen 1973) to
4.84Rs for a maximally spinning one viewed pole-on (see
Psaltis et al. 2015, and references therein). As a result,
its apparent diameter changes only ∼ 4 % with black-
hole spin and viewing orientation. Measuring its radius
provides a unique opportunity to test general relativity
(Psaltis et al. 2015), and provide independent measure-
ments of the mass-to-distance ratio of the super-massive
black holes.
In this work, we adopt new metrics using the circle
Hough transform (CHT; e.g. Duda & Hart 1972), which
is a subclass of the Hough transform (e.g. Hough 1962)
that is better suited to detecting circular structures in
an image. We introduce the CHT in 4.2.1 and metrics
using the CHT in 4.2.2. Other approaches presented in
Psaltis et al. (2015) that utilize the linear Radon trans-
form (Radon 1986) and/or the linear Hough transform
(e.g. Hough 1962; Duda & Hart 1972) to derive the ra-
dius and center of the emission illuminating the photon
sphere. These techniques can be generalized to extract
any features. The CHT presented in this work is special-
ized and simplified to detect circles in an image. Since
the shape of the black hole shadow is nearly circular, we
take the simple approach of extracting the radius of the
photon ring with the CHT.
4.2.1. Circle Hough Transform
The circle Hough transform (CHT) is a feature extrac-
tion method specialized for circle detection. The most
classical form of the CHT (e.g. Duda & Hart 1972) de-
rives a three-dimensional accumulator from the input
two-dimensional image I(x, y), as given by
H(x, y, r; I) =
∫∫
C
I(x′, y′) dx′dy′, where
C = {(x′, y′); (x′ − x)2 + (y′ − y)2 = r2}. (15)
At a position of the image (x, y), the classic CHT in-
tegrates the brightness distribution on a circle with the
radius r centered there. The accumulator will be en-
hanced if a circular feature with the corresponding ra-
dius is located there. Therefore, the magnitude of the
accumulator is a good indicator of circles in the image,
and can be considered as a probabilistic description for
the existence of circles.
An important advantage compared with the linear
Hough/Radon transforms presented in previous work
(Psaltis et al. 2015) is that the distribution of the ac-
cumulator is not affected by the choice of the reference
(i.e. origin) position. Linear Hough/Radon transforms
are highly affected by the reference position, and gener-
ally require a four-dimensional search space (i.e., radius,
position angle and the location of the origin) to detect
circles. Therefore, the CHT provides more mathemati-
cally and intuitively straightforward indicator of circles
in the image.
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In this work, we adopt a discretized form of Eq. (15)
given by
H(x, y, r; I) =
Np∑
i=1
I(x−∆xi, y −∆yi),
where ∆xi = r cos
2pii
Np
, ∆yi = r sin
2pii
Np
. (16)
In Eq. (16), the CHT is discretized in the position-
angle direction, and we adopt Np = 360, which pro-
vides a resolution of 1◦ for the position angle. Since the
shifted coordinate (x−∆xi, y −∆yi) is mostly off-grid,
the brightness on each coordinate is evaluated with a
bi-cubic spline interpolation. We have also examined
larger values for Np (e.g. Np = 3600) and confirm that
the quantities derived from the CHT are consistent and
well-converged.
In Figure 3, we show the radial profile of the maximum
CHT accumulator, defined by
H˜(r; I) ≡ max
x,y
H(x, y, r; I), (17)
for three model images. When the CHT accumulator
is applied to the unfiltered original image, the principal
component with the highest value is at a radius of ∼
30 µas for all three models, regardless of the toroidal
velocity.
Although the peak radii of the ring-like emission are
slightly larger than the radius of the black hole shad-
owfor Sgr A* (∼ 27 µas), they are less affected by the
toroidal velocity and also the black hole spin that create
highly asymmetric brightness distributions. This indi-
cates that the CHT is an attractive choice to extract
the size of the photon ring illuminating the black hole
shadow. We show circular features corresponding to rep-
resentative peaks obtained from the three model images
in §5.3 with detailed comparison to those obtained from
simulated observations.
4.2.2. Metrics Using Representative Circular Features
From a feature extraction perspective, circular fea-
tures derived from the peak in the radial CHT profile
H˜(r; I) are good indicators of the image fidelity. In this
paper, we adopt two metrics using circular features de-
rived from the CHT accumulators, which are unaffected
by the location of the origin (i.e., the phase-tracking
center). These are particularly useful for high-frequency
VLBI and optical-interferometric images where the ab-
solute position is not measurable without phase refer-
encing.
The radii Rpeak(I) of the peak in the radial CHT pro-
file are important for estimating the size of the black
hole shadow. Here, we define a metric using the peak
radii for a corresponding feature in a pair of images,
given by
∆R(I, K) ≡ |Rpeak(I)− Rpeak(K)|. (18)
Another useful quantity is the positional offset P(ri; I)
between the curvature center and the center of the mass
of the image. This quantity is independent of the loca-
tion of the origin and also reflects the asymmetry of the
brightness distribution — one can expect a larger offset
for more asymmetric images (i.e., faster toroidal veloc-
ity for models adopted in this work). Here, we adopt a
metric for the difference in this positional offset between
a pair of images defined as
∆P (I, K) ≡ |P(ri; I)−P(ri; K)|. (19)
5. RESULTS
5.1. Effective Angular Resolutions
We show the ground-truth and reconstructed im-
ages of two point source models in Figure 4. The
reconstructed images are broadly consistent between
`1+isoTV and `1+TSV regularizations. Regardless
of separation and regularization, each point source is
blurred into a few pixels due to observational noise.
Two point sources are clearly separated at separations
larger than 0.4 θmaj, while two point sources start to be
identified as a single source at separations smaller than
0.3 θmaj. This suggests that superresolution of ∼30 %
can be achieved in synthetic observations with these
imaging techniques.
The above results are consistent with previous work,
which reconstruct images by directly solving observa-
tional equations with convex regularization function(s).
For instance, a superresolution of 0.25λ/D has often
been quoted for the Maximum Entropy Method (MEM;
see Narayan & Nityananda 1986, and reference therein),
which can be worse depending on the quality of data
(Holdaway 1990). A similar factor of ∼ 0.25 is obtained,
for instance, in one-dimensional simulations in Honma
et al. (2014) using `1 regularization with observational
noise. This superresolution factor of ∼0.25 would be
the best case which can be obtained in high-quality data
with high signal-to-noise ratio and uv-coverages, and can
be worse if the data have a small signal-to-noise ratio or
a poor uv-coverage.
Our simulations, which have larger noise and sparser
two-dimensional uv-coverage, imply a similar factor of
∼ 30%. This is slightly worse than the above work,
but yet broadly consistent. Our results, combined with
the previous work, suggest that the regularized imaging
techniques can achieve superresolution around ∼ 30%
for moderate or high SNR data regardless of regular-
ization function, and consistently outperforming greedy
image-domain deconvolution algorithms like CLEAN
(e.g. Ho¨gbom 1974; Clark 1980; Schwab 1984) and clas-
sical MEM techniques (Cornwell & Evans 1985).
5.2. Image Appearance of Physical models
We show the ground-truth images and the images re-
constructed with CS-CLEAN, `1+isoTV and `1+TSV
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Figure 3. The radial profile of the maximum CHT accumulator for the three model images. Each profile is normalized by its
maximum value. The dashed lines represent the radius of the black hole shadow for the non-spinning black hole (∼ 2.6 Rs ∼
27 µas; Bardeen 1973) assumed in the models.
regularizations in Figure 5. The CS-CLEAN recon-
struction uses full-complex visibilities, while the sparse
modeling techniques (`1+isoTV/TSV) use only visibil-
ity amplitudes and closure phases. These images are
convolved with restoring elliptical Gaussian beams that
minimize the image-domain NRMSE between the un-
convolved ground-truth image and beam-convolved re-
constructed images (see §5.3 for details).
A clear difference between CS-CLEAN and sparse
modeling techniques (`1+isoTV/TSV) is that CS-
CLEAN reconstructs images that are too sparse with
many compact artifacts. As explained in Akiyama et al.
(2017b), the most critical underlying assumption of
CS-CLEAN (and also a pure `1 regularization on the
image), which is to pursue sparsity in the image, does
not work well by itself, a result that is consistent with
previous work (e.g. Chael et al. 2016; Akiyama et al.
2017a). In the Keplerian model in particular, the CS-
CLEAN image is too sparse to reconstruct the faint
ring-like emission on the east side of the image. On
the other hand, `1+isoTV/TSV regularizations recon-
struct much smoother images with ring-like emission
for all three ground truth images. CS-CLEAN also in-
correctly puts point-source artifacts in a more extended
region than the ground truth image and `1+isoTV/TSV
reconstructions.
Images reconstructed with the two sparse regulariza-
tions (`1+isoTV/TSV) exhibit obvious differences. In
Figure 6, we show the unconvolved (i.e., raw) recon-
structed images for `1+isoTV/TSV regularizations. As
shown in Figure 5 and 6, `1+isoTV regularization makes
emission structures broader and flatter, as has already
been shown in M87 simulations with the EHT (Akiyama
et al. 2017a,b). In contrast, images regularized with
TSV have smoother edges with narrower photon rings
(as expected from the theoretical analysis in §2), which
are closer to the ground truth images. In particular, the
raw reconstructed images in Figure 6 clearly show that
smooth edges in the ground truth images, which are at-
tributed to a smooth transition in the emissivity and
opacity of the plasma in the accretion flow, are much
better reconstructed with `1+TSV regularization. As a
consequence of this, the TSV term comes reproduces a
much clearer shadow feature in the reconstructed im-
ages. For the Free-fall model, the size of the black
hole shadow is larger in the `1+TSV image that the
isoTV term and gets closer to the ground truth than the
isoTV term. For sub-Keplerian and Keplerian models,
the black hole shadow is visible in the `1+TSV images
but is mostly obscured (except for the darker funnel re-
gion) in the `1+isoTV methods.
The appearance of the reconstructed images indicates
that `1+TSV regularization is justified based on a more
physically reasonable assumption and is therefore more
suitable to image the objects seen in many astronomical
observations. In the following subsections, we evaluate
the images more quantitatively with the image fidelity
metrics described in §4.
5.3. NRMSE Analysis and Optimal Beam Sizes
In Figure 7, we evaluate the NRMSE metric on the
image domain and its gradient domain over various
spatial scales, as in previous work (Chael et al. 2016;
Akiyama et al. 2017a,b). The black curves represent
the ideal NRMSE curves between the original (uncon-
volved) ground truth image and the ground truth im-
age after convolution with a Gaussian beam scaled to
each resolution on the horizontal axis. These curves
represent the highest fidelity available at a given res-
olution, as would be provided by an algorithm that re-
constructs the image perfectly but at a finite (lower) res-
olution. The colored curves show the NRMSE between
the unconvolved ground truth image and the Gaussian-
convolved reconstructed images. For the NRMSE curve
of the image gradient (the bottom panels), we apply the
Gaussian convolution first, then take the gradient with
the Sobel filter and calculate the NRMSE metric. Note
that when calculating the NRMSE metrics, positional
offsets between two images are corrected to minimize
the NRMSE.
The behaviors of CS-CLEAN images, as seen in the
image-domain NRMSE curves, is broadly consistent
with previous work (Chael et al. 2016; Akiyama et al.
2017a,b). On scales larger than the CLEAN beam, the
CS-CLEAN NRMSE curves are close to the ideal curve.
On scales smaller than the CLEAN beam, the CS-
CLEAN NRMSE curves rapidly deviate from the ground
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Figure 4. The ground truth image (leftmost) and images reconstructed with `1+isoTV (middle) and `1+TSV (rightmost)
regularizations. The distance between two point sources δθ/θmaj (where θmaj = 22.7 µas) changes from 0.1 to 1 at intervals of
0.1.
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(a) Free-fall Model
(b) Sub-Keplerian Model
(c) Keplerian Model
Figure 5. The ground truth image (leftmost) and images reconstructed with CS-CLEAN (second from left), `1+isoTV (second
from right) and `1+TSV (rightmost) regularization. All reconstructed images are convolved with elliptical Gaussian beams
represented by the yellow ellipses, for which the size corresponds to the optimal resolution determined with the image-domain
NRMSE curve in Figure 7 (see §5.3). The same transfer function is adopted for four images of each model (i.e. on each row).
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(a) Free-fall Model
(b) Sub-Keplerian Model
(c) Keplerian Model
Figure 6. The ground truth and unconvolved (raw) reconstructed images with `1+isoTV/TSV regularizations. We overlay
circular features detected with the CHT. Colored dots indicate the central positions of the correspondingly colored circles derived
from the CHT accumulator (see §5.4 for details). Filled triangles represent the centers of the mass of the images. Blue circles
represent the principal circular feature in the CHT accumulator of the images.
truth image. In the superresolution regime, CS-CLEAN
reconstructions are too sparse and have too many bright,
compact artifacts. The angular scale that provides the
minimum NRMSE, which can be interpreted as the op-
timal beam size of the technique (Chael et al. 2016),
is ∼ 75 − 90 % of the CLEAN beam for CS-CLEAN,
broadly consistent with previous work on simulations
for both Sgr A* and M87 (Chael et al. 2016; Akiyama
et al. 2017a,b).
Sparse modeling images have much shallower curves
in the image domain, consistent with our previous work
on M87 simulations (Akiyama et al. 2017a,b). Both
`1+isoTV/TSV images are closer to the ideal curves
than CS-CLEAN, even on scales larger than the CLEAN
beam, and do not show a rapid increase in the super-
resolution regime like CS-CLEAN. In the superresolu-
tion regime, `1+TSV images show smaller deviations
due to smoother edges and narrower emission widths
than `1+isoTV images. Remarkably, the optimal beam
size of `1+TSV techniques is consistently ∼ 0 % of the
CLEAN beam for all three the ground truth images,
showing that a convolving beam is no longer necessary
for `1+TSV regularization. This optimal scale is much
smaller than the 40-60 % of CLEAN beam required for
optimal `1+isoTV images. Image-domain NRMSEs for
unconvolved `1+isoTV/TSV images are smaller than
the reconstructed images convolved with the CLEAN
beam, showing that the traditional beam-restoring pro-
cess does not give better images in terms of the image-
domain NRMSEs for sparse modeling techniques.
The gradient-domain NRMSE, newly introduced in
this work, provides a complementary view on the per-
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Figure 7. The metrics of the image fidelity as measured by using NRMSE (see §4) between the ground-truth image and ground-
truth/reconstructed images convolved with the elliptical Gaussian beam. The panel (a) shows the image domain NRMSE, while
the panel (b) shows the gradient domain NRMSE. The horizontal axis shows the size of the convolving beam relative to the
CLEAN beam. The green, blue and red arrows represent the optimal resolution minimizing the NRMSE value for CS-CLEAN,
`1+isoTV and `1+TSV regularizations, respectively.
formance of reconstructed images. Although the be-
havior and optimal beam size of CS-CLEAN images
are similar to the image-domain NRMSE, differences
between `1+isoTV and `1+TSV images are clearer
in the gradient-domain NRMSE. Brightness distribu-
tions that are too flat or that have edges that are too
sharp in `1+isoTV images cause a rapid increase in the
gradient-domain NRMSE curves in the superresolution
regime. As a result, the NRMSEs for the non-convolved
`1+isoTV images are larger than the CLEAN-beam-
convolved ones, indicating that the traditional beam-
restoring process gives better images in the gradient
domain. The optimal beam size of `1+isoTV images
in the gradient domain is ∼ 50 − 70 % of the CLEAN
beam, worse than in the image domain. Remarkably, the
`1+TSV images have similar NRMSE curves in the gra-
dient domain as in the image domain, with an optimal
beam size of . 10 % of the CLEAN beam for all three
models. All unconvolved `1+TSV images have smaller
NRMSE values than the CLEAN-beam convolved im-
ages, again showing that the traditional beam-restoring
process is not required for `1+TSV regularization.
5.4. Circular Features Extracted with the CHT
We show radial profiles of the maximum CHT accumu-
lator for the ground truth and `1+isoTV/TSV images
in Figure 8. Here, the CHT is applied to unconvolved
images in the same way as the ground truth images (see
§3.2 and Figure 3), since it is practically difficult to
determine the optimal resolutions in real observations
where the ground truth images are unknown.
The radial profiles of the reconstructed images (Fig-
ure 8) have a single peak around ∼ 30 µas, which
is ∼ 10% larger than the radius of the black hole
shadow. This is similar to the radial profile of the
ground-truth image, which has a peak near the same
location. The peak from the reconstructed images is
smoother than from the ground-truth image due to the
finite angular resolution of the data. Independent of the
model, `1+isoTV images have a larger peak radius than
`1+TSV due to their flattened brightness distribution
and larger emission size. As a result, peak radius can be
measured more accurately with `1+TSV regularization.
Especially for the sub-Keplerian and Keplerian models,
the peak radius coincides with the ground truth. Table 2
shows errors in the peak radius ∆R (see §4.2.2) normal-
ized to the ground-truth peak radius Rgt and also to the
diffraction limit θ = 22.9 µas. The errors are∼ 15−20 %
for `1+isoTV images and . 15 % for `1+isoTV images
compared to the ground-truth radius, corresponding to
∼ 35− 55 % and . 35 % of the diffraction limit, respec-
tively.
In Figure 6, we show circles corresponding to the peaks
in the radial profiles, their curvature centers, and the
center of the mass of the brightness distributions. In all
three models, the detected circle from the ground-truth
image well represents the edge of the black hole shadow
(blue circles), again demonstrating that the CHT is a
useful choice for detecting circular features in images
14 K. Kuramochi et al.
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Figure 8. The radial profiles of the maximum CHT accumulator for the ground truth image (black line; same as in Figure 3)
and the reconstructed images with `1+isoTV (blue) and `1+TSV (red) regularization for all three models. Each profile is
normalized by its maximum value. The arrows show representative peaks of each profile, for which corresponding circles are
shown in Figure 6 (see §5.4 for details).
Table 2. Metrics derived from the CHT
Metric Unit Free-fall model Sub-Keplerian model Keplerian model
`1+isoTV `1+TSV `1+isoTV `1+TSV `1+isoTV `1+TSV
Positional offset ∆P (θ)a 0.03 0.00 0.00 0.03 0.03 0.03
Radius ∆R (Rgt)
b 0.20 0.05 0.17 0.03 0.13 0.01
(θ)a 0.27 0.07 0.23 0.04 0.17 0.01
aThe diffraction limit of observations θ = 22.9 µas.
bThe ground-truth peak radius.
with a black hole shadow. The curvature centers of the
circles almost coincides with the center of the mass of the
image for the Free-fall model, with larger offsets perpen-
dicular to the spin axis for the sub-Keplerian/Keplerian
models, which have highly asymmetric images due to
relativistic Doppler beaming.
`1+TSV images show better performance in recover-
ing not only the radii of the circles but also positional
offsets between the curvature centers and the center
of the mass of the image. As summarized in Table 2,
the positional offset is consistent to within 3 % of the
diffraction limit, superior to `1+isoTV. This indicates
that `1+TSV images have better performance in recon-
structing the asymmetry in images caused by relativistic
Doppler beaming.
6. DISCUSSION
6.1. Total Squared Variation and Its Future Issues
We have presented a new technique for interferomet-
ric imaging using sparse modeling with the `1 norm
and a new regularization function, Total Squared Vari-
ation (TSV). As shown in §5, `1+TSV regularization
stably shows better performance than `1+isoTV regu-
larization and than the most widely used CS-CLEAN
algorithm. In particular, the superiority of the com-
bined `1+TSV regularization is significant in the su-
perresolution regime, where reconstruction of emission
boundaries is highly dependent on the underlying as-
sumptions of the regularization function. Our results
indicate that the edge-smoothing regularization implicit
in TSV is preferable to the edge-preserving characteris-
tics of isoTV for astronomical images, which often have
diffuse objects with gradual changes in the brightness
distribution.
Our results demonstrate that `1+TSV regularization
is an attractive choice for radio interferometry even com-
pared with other sparse regularization functions. The
computational cost of TSV is cheaper than the `1 norm
of wavelet/curvelet-transformed images, which is the
most popular approach in sparse reconstruction (Wiaux
et al. 2010; Wenger et al. 2010; Li et al. 2011; McEwen
& Wiaux 2011; Carrillo et al. 2012, 2014; Garsden et al.
2015; Dabbech et al. 2015; Onose et al. 2016, 2017).
The high fidelity achieved with `1+TSV regularization
suggests that it is physically well matched with real as-
tronomical images.
The technique presented in this paper can be applied
to images with negative brightness distributions and is
therefore also applicable to full-polarization imaging, as
is `1+isoTV regularization (Akiyama et al. 2017b). Our
previous work demonstrated that `1+isoTV regulariza-
tion is edge-preserving in imaging linear polarization as
well as Stokes I. In the case of linear polarization, its
performance outperforms the CS-CLEAN not just in the
superresolution regime but also on scales larger than the
diffraction limit. These results suggest that the perfor-
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mance of polarimetric imaging may be improved with
`1+TSV regularization, too. In a forthcoming paper,
we will evaluate the performance of `1+TSV regulariza-
tion in full-polarimetric imaging.
The edge-smoothing property of TSV would be useful
to expand the current framework of sparse reconstruc-
tion from two-dimensional images to three-dimensional
imaging, where the third dimension is, for instance, time
(i.e., reconstruction of movies). Our imaging techniques
can be applied to three-dimensional imaging problems
by reconstructing each time frame of the image sepa-
rately. However, if frame-to-frame variations of a three-
dimensional image can be regularized with a reasonable
function, the frames of a three-dimensional image can be
solved simultaneously. A clear benefit of this approach
is that since each frame of the image can be related to
other frames of the image, it may lead to further noise
suppression and higher fidelity. Since the dynamics and
spectrum of the diffuse medium are usually expected to
be gradual and without strong edges, TSV would be
a reasonable choice to regularize the brightness distri-
bution along the third dimension. Recently, Johnson
et al. (2017) presented movie reconstruction techniques,
including a technique using MEM regularization for two-
dimensional image and TSV regularization for time di-
rection, and demonstrated that TSV can be a good regu-
larization function in the time direction. Such an exten-
sion to higher dimensions will enable our techniques to
handle intra-day time-variable sources like Sgr A* and
also high-fidelity multi-epoch imaging.
6.2. Implications for the Near Future Observations of
Sgr A* and M87 with the EHT
With simulated observations, the black hole shadow
of Sgr A* is clearly reproduced with l1+TSV regular-
ization for all tested models. Combined with the results
of simulations of M87 in our previous work (Ikeda et al.
2016; Akiyama et al. 2017a), this work demonstrates
that near-future EHT observations will have sufficient
uv-coverage and sensitivity to image the silhouette of
the black hole and surrounding magnetized plasma on
Rs scales in both sources.
Furthermore, we propose a feature extraction method
using the CHT to detect circular features in an image,
and we evaluate its performance on ground-truth and
reconstructed images. Application of the CHT (see Fig-
ures 3 and 6) demonstrates that the CHT can extract
a circle of ∼ 30 µas, representing the photon ring itself,
regardless of the degree of relativistic Doppler-beaming
for semi-analytic RIAF models (Broderick & Loeb 2006;
Broderick et al. 2011a,b, 2016; Pu et al. 2016) and also
of the ground-truth and reconstructed images. Consid-
ering that its angular radius is ∼ 27 µas for the non-
rotating black hole case, the shadow angular size can be
constrained with an accuracy of ∼ 10−20% using circles
detected with the CHT. Although we present only the
CHT of the unfiltered images, another constraint would
be able to be obtained from the CHT of the shadow re-
gion of the image by using the gradient or Canny filter
as demonstrated in Psaltis et al. (2015). More detailed
study of the application of the CHT could lead to further
improvements in the accuracy of the physical parameter
estimations.
A measurement of the size of the black hole shadow
can be used to estimate the mass of the SMBH. This
measurement would be complementary to other meth-
ods of black-hole mass measurements, such as using the
orbits of circumnuclear stars for Sgr A* where each star
can be resolved (e.g. see Ghez et al. 2008; Chatzopoulos
et al. 2015, and reference therein), emission lines from
circumnuclear stars (e.g. Gebhardt et al. 2011) and gas
(e.g. Walsh et al. 2013) for M87 and nearby galaxies
where stars cannot be resolved. In particular, for M87
and nearby galaxies, recent studies suggest that there is
a systematic difference in the measured black hole mass
by a factor of ∼2 between stellar- and gas-dynamical
models (see Walsh et al. 2013). The achieved accuracy
of ∼ 10−20 % is more than sufficient to resolve a factor-
of-two discrepancy. Therefore, measurements of the cir-
cular features in the images of Sgr A* and M87 would
clarify which modeling method is preferable for measur-
ing the mass of SMBHs in nearby galaxies. This is an
important input for recalibrating the M −σ relation be-
tween the stellar velocity dispersion σ of a galaxy bulge
and the mass M of the SMBH and is therefore useful to
understand the coevolution of the SMBH and its host
galaxy (Kormendy & Ho 2013).
A relevant item for future work is applying these
feature extraction methods to more diverse models
for Sgr A* and M87, in particular simulated with
time-variable general-relativistic magnetohydrodynam-
ics (GRMHD) (e.g. Dexter et al. 2012; Chan et al.
2015a,b; Mos´cibrodzka et al. 2014, 2017), over a wide
range of physical parameters. The relation between the
derived parameters of the detected circles and more
fundamental physical parameters such as the black hole
spin and mass would be an interesting issue for future
work. The EHT is still expanding and is expected to
have both higher sensitivities and more stations in the
next several years than were assumed for the simulated
observations in this work. Feature extraction with the
CHT will be useful to evaluate the impact of potential
future improvements in the EHT array.
7. CONCLUSION
We have presented a new imaging technique for ra-
dio/optical interferometry to obtain high-fidelity super-
resolution images using two sparse regularizers: the `1
norm and a new function named Total Squared Varia-
tion (TSV). The edge-smoothing feature of TSV regu-
larization is physically reasonable for the astronomical
images which are often diffuse and without strong edges.
As an example, we apply the proposed technique to sim-
ulated observations of Sgr A* with the Event Horizon
16 K. Kuramochi et al.
Telescope at 1.3 mm (230 GHz). To evaluate the re-
constructed images, we develop new metrics using the
image gradient and a feature-extraction method using
the circle Hough transform (CHT), both of which are
inspired by recent theoretical work on Sgr A* in Psaltis
et al. (2015). These methods provide new ways to in-
spect and analyze the reconstructed images from a more
physical point of view.
We summarize our main conclusions as follows.
1. With geometric models consisting of two point
sources, we demonstrate that both `1+isoTV and
`1+TSV can separately identify two components
with an interval of ∼30 % of the CLEAN beam
size, which is therefore the effective angular resolu-
tion of the techniques. These results are consistent
with previous work that new imaging techniques
utilizing convex regularization functions generally
provide a capability of superresolution of ∼0.25
λ/D. The actual resolution obtained may be worse
when the quality of the data is poor.
2. Our new `1+TSV regularization successfully re-
constructs the black hole shadow for all three mod-
els. It outperforms both `1+isoTV regularization
and the Cotton-Schwab CLEAN algorithm. Re-
markably, the optimal beam size achieved with
`1+TSV regularization is . 10 % of the diffrac-
tion limit, and unconvolved reconstructed images
have smaller errors than images that have under-
gone post-imaging beam convolution. This indi-
cates that the traditional method of the Gaussian
convolution with a restoring beam in interferomet-
ric imaging would be no longer required for the
`1+TSV regularization.
3. The CHT is an attractive method to extract cir-
cular features from the images with the black hole
shadow. We find that the CHT can constrain the
radius of the black hole shadow to an accuracy of
∼ 10−20 % for reconstructed images with `1+TSV
regularization. This would provide complemen-
tary verification of current mass measurements of
the SMBHs in Sgr A* and M87.
These results demonstrate that `1+TSV regularization
is an attractive choice for superresolution interferomet-
ric imaging, which can provide an unprecedented view
of the event-horizon-scale structure of the super-massive
black hole in Sgr A* and M87 with the EHT.
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