Abstract. In recent years, environmental concerns have encouraged the use of wind power as a renewable energy resource.
for more accurate wind power estimate. This is still a very active research field (Lydia et al., 2014; Carrillo et al., 2013) . Studies have shown large sensitivity to the empirical estimation method of the of wind power estimate with errors ranging reaching 50% (Lydia et al., 2013) , and varying by about 20% between parametric and non-parametric approaches (Shokrzadeh et al., 2014) .
However, the power performance of a wind turbine also depends on air density. But most studies neglect it (Wagenaar and 30 Eecen, 2011). Its impact is not negligible with an error on wind power estimate which can be reduced by 20% when temperature correction for air density is accounted for (Fischer et al., 2017) . However as for the power curve, the sensitivity to the methods used to correct for air density is extremely large with errors varying by more than 100% depending on the method (Pelletier et al., 2016) .
Accurate estimate of air density is therefore a key to reduce the uncertainty of the wind energy production forecast. In an 35 operational configuration, different strategies can be adopted to achieve this. Considering default values is clearly the worst strategy and it is equivalent to ignoring air density variations. The best strategy requires real time temperature and pressure measurements for an a priori empirical derivation of the power curves and an a posteriori method for debiasing locally wind energy production forecasts. However, wind farms equipped with both sensors are rare. In that case, values from Numerical Weather Prediction models may be a suitable alternative.
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This paper aims at underscoring the temperature and pressure contributions of the air density computation in order to better take into account the lack in wind farm instrumentation. Section 2 details the methodology to compute the error budget of the air density with an in-depth analysis of the temperature and pressure contributions. The error budget analysis is performed at a densely instrumented site and its spatial pattern and sensitvity to the terrain complexity is further investigated using meteorological analysis. Application to wind energy production estimation is shown at an actual wind farm in Section 3.
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Section 4 concludes the study.
2 Air density error budget
At the SIRTA observatory
To quantify the contributions of temperature and pressure in the air density error budget, we use the large observation dataset from the SIRTA observatory (Site Instrumental de Recherche par Télédétection Atmosphérique), located 20 km South of Paris 50 (France) (48.7°N, 2.2°E, 150 m altitude) (Haeffelin et al., 2005) . We retrieve surface pressure and temperature at 2 m at 10-minutes frequency from 2015 to 2017 to compute the air density and the different contributions. We compute the air density ρ from the temperature T and pressure P based on the ideal gas law P = ρ R M T as:
where P 0 = 1013.25 hPa and T 0 = 288.15 K are reference values of the standard atmosphere at the Earth's surface. The is the ideal gas constant. To quantify the contributions of the temperature and pressure to the air density error budget, we compute the normalized bias (BIAS), the normalized mean absolute error (MAE) and the normalized root mean square error (NRMSE) as:
where, y i is a measured variable (air density),ŷ i is the computed variable, n is the sample size andȳ is the mean value over the period ranging between 2015 and 2017. computing it are assessed. The first row corresponds to the values when the pressure is set to its reference value (P = P 0 ), only temperature deviation is considered (hereafter referred as "temperature contribution"). The second row corresponds to the values when the temperature is set to its reference value (T = T 0 ), only pressure deviation is considered (hereafter referred as "pressure contribution"). The two contributions are evaluated separately because a wind farm may only have access to pressure or temperature measurements. When P = P 0 (temperature contribution, upper row), the BIAS and MAE have very 70 similar absolute value (1.34 % and 1.37 % with respect to the reference density), suggesting a significant negative bias.The NRMSE is of the same order of magnitude. When T = T 0 (pressure contribution, lower row), the bias is positive (+1.22 % with respect to the reference density). The MAE and NRMSE are more than 1.5 times larger than when P = P 0 , suggesting that the temperature contribution has a larger weight in the air density error budget. Indeed, despite the averaged relative fluctuations P OBS P 0 and T OBS T 0 have the same order of magnitude (around 3 K over 300 K for the temperature and 10 hPa over 1000 hPa 75 for the pressure), the relative standard deviation
and 8.66 × 10
respectively. The larger temperature variability causes a larger impact of temperature on air density error budget.
However, wind farm operators often lack simultaneous real time temperature and pressure measurements at hub height to compute air density and correct accordingly the wind energy production. Meteorological reanalysis, analyses or even short term forecasts are supposed to be the best 3 D representation of the state of the atmosphere at a given time. We use here the 80 temperature and pressure at 2 m from ERA5 reanalysis to test the added value of NWP model output when local measurements are missing. ERA5 are reanalysis dataset provided by the European Center for Medium-Range Weather Forecasts (ECMWF).
ERA5 provides hourly estimates of a large number of atmospheric, land and oceanic climate variables. The data cover the Earth on a 30 km grid and resolve the atmosphere using 137 levels from the surface up to a height of 80 km. The grid point nearest to SIRTA (48.75°N, 2.25°E) is located less than 7 km away. In order to have the same time resolution we compute 85 hourly averaged of the 10-minutes measurements. Table 2 . Same as Table 1 with data from ERA5 reanalysis at the grid point nearest to SIRTA observatory. The additional upper row compares the air density computed from ERA5 data with the measured air density.
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In case only one variable is measured (temperature or pressure), Table 3 displays the BIAS, MAE and NRMSE using ERA5
for the missing variable. For instance, if the temperature is measured (T OBS ) and not the pressure, then the pressure from the model output (P NWP ) is used. Conversely, if the pressure is measured (P OBS ) and not the temperature, then the temperature from the model output (T NWP ) is used. All error indicators (BIAS, MAE and NRMSE) are lower compared to those computed by discarding the missing variable, should it be measured (Table 1 ) or obtained from model output (Table 2) . 
Spatial pattern
In this part, the impact of both contributions is investigated across France. In both cases, the reference air density is computed from model outputs. Figure 1 displays the NRMSE of pressure contribution (left column) and temperature contribution (right column) over France. All data are retrieved from ERA5 reanalysis. The errors are low for the most part of France (< 4 % when T = T 0 and < 5 % when P = P 0 ) except in the mountains (up to 6 % when T = T 0 and up to 30 % when P = P 0 ). This is due 
1 + P OBS P0 0.05 0.27 0.36 Table 3 . Same as Table 1 when measurements at SIRTA observatory and data from ERA5 reanalysis at the grid point nearest to SIRTA observatory are combined to compute the air density.
to the reference values P 0 = 1013.25 hPa and T 0 = 288.15 K. These are approximations which are not valid anymore at high altitudes. To overcome this problem, we compute the reference temperature and the pressure corrected with the altitude according to the International Standard Atmosphere (ISA) as (ISA, 1975) :
(3a)
with z, the altitude in meters. After correction, the errors do not exceed 1 % except in the Alps where the NRMSE is around 3.0 % when T =T 0 and 1.2 % when P =P 0 (figure not shown), while it was around 6.0 % when T = T 0 and around 30 % when P = P 0 (see Fig. 1 ).
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Considering a constant value of temperature introduces larger errors than considering a constant value of pressure. Again, this is due to the higher variability of the temperature.
Application to a wind farm
We consider the data of a wind farm located in Bonneval, a small town 100 km Southwest of Paris (48. According to (IEC, 2005) , to take into account the air density, the wind speed must be normalized as follows:
where ρ 0 = 1.225 kg m −3 is the standard density for which the power curve is given by the wind turbine manufacturer.
Applying Eq. 4 is an efficient way to account for the air density. It is less costly than training a dedicated model and it has 125 already been used for energy potential evaluation (Dhamouni et al., 2011) . As the power curve is given as a function of the wind speed only and a reference density, it is necessayr to incorporate the density variations in the value of the wind. , the energy production varies after air density correction from 346 kW for a temperature between 0°C and 5°C to 320 kW for a temperature between 30°C and 35°C (i.e. 8.1 % difference). The spread between the power curves is therefore highly reduced.
135 Table 4 displays BIAS, MAE and NRMSE between the measured and modeled wind energy production for the measured wind speed (U n = U t ) and normalized wind speed using Eq. (4). The normalization is here applied with respect to the nominal power, equal to 2 MW. One can first note that the bias is close to 0. The negligible bias can be explained by the fact that on average at this location, the temperature and pressure conditions are close to the reference values. Correcting for air density 140 variation reduces MAE and NRMSE, as they are indicators quantifying the spread which is reduced (Fig. 2) . However, the improvement is significant but remains low as MAE goes from 0.96 % (no normalization) to 0.77 % (normalization), and NRMSE from 1.58 % (no normalization) to 1.32 % (normalization). As explained earlier, the temperature and pressure conditions are close to the reference values (i.e. the mean temperature for this period is around 13°C and the mean pressure is around 1000 hPa) so the averaged improvement is weak (Ahmed Shata and Hanitsch, 2006) .
No normalization : Un = Ut 0.03 0.96 1.58
0.02 0.77 1.32 Table 4 . BIAS, MAE and NRMSE between the measured and modeled wind energy production for the measured wind speed (Un = Ut) and normalized wind speed using Eq. (4).
Focusing on more extreme conditions such as temperatures below 5°C or higher than 25°C, improves significantly the impact of the air density correction. 
14.51 1.19 Table 5 . BIAS, MAE and NRMSE between the measured and modeled wind energy production for temperatures lower than 5°C and higher than 25°C. Comparison between measured wind speed (Un = Ut) and normalized wind speed (normalization using Eq. (4)) is shown.
Conclusions
This paper assesses the adding value of the wind normalization to take into account the air density in the wind energy modeling using in-situ measurements and meteorological analysis. In the state of the art, most of the papers that take into account 155 the air density use non-parametric methods. Those methods are numerically costly. Our parametric method overcomes this issue with also significant improved results with respect to results which do not account for air density correction. Indeed, this study shows that a correction for air density improves the wind energy production estimation by more than 15% over the 3 investigated years (2015 to 2017). In most of the paper that deal with this normalization, there is no skill scores of the improvements due to the normalization but for instance, visual comparison between power curves. Moreover, when skill scores 160 are given, they are given without distinction of the atmospheric conditions and without comparison with the case for which the air density is not considered. The lack of interest for this issue lies in the fact that the overall improvement remains limited especially in mid-latitudes, where atmospheric conditions are close to the standards. In this study, the usefulness of the air density correction is highlights by enhancing the situations where atmospheric conditions are far from the standard conditions and the improvement reaches nearly 40% in those cases (temperatures below 5°C or above 25°C). This study also shows that 165 the temperature is the key variable to account for when correcting for air density as its impact is the largest on the uncertainty of the air density estimation (twice larger than the pressure term). Meteorological analysis (i.e. model-based observations) have also a beneficial impact when one of the key variable (temperature or pressure) or even both variables are not measured.
