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This review is a summary of my work (partially in collaboration with
Kurt Scho¨nhammer) on higher-dimensional bosonization during the years
1994-1996. It has been published as a book entitled “ Bosonization of inter-
acting fermions in arbitrary dimensions” by Springer Verlag (Lecture Notes
in Physics m48, Springer, Berlin, 1997). I have not revised this review, so that
there is no reference to the literature after 1996. However, the basic ideas un-
derlying the functional bosonization approach outlined in this review are still
valid today.
Preface
In this book we describe a new non-perturbative approach to the fermionic
many-body problem, which can be considered as a generalization to arbitrary
dimensions of the well-known bosonization technique for one-dimensional
fermions. Our approach is based on the direct calculation of correlation
functions of interacting Fermi systems with dominant forward scattering via
functional integration and Hubbard-Stratonovich transformations – we do
not attempt to generalize one-dimensional operator identities between the
fermionic and bosonic field operators to higher dimensions. The fundamen-
tal ideas of higher-dimensional bosonization have first been formulated by
A. Luther (1979) and by F. D. M. Haldane (1992). In this book we shall
go beyond these ideas and develop a powerful and systematic method for
bosonizing interacting fermions on a curved Fermi surface. We then apply
our method to a number of problems of physical interest which are very dif-
ficult – and in some cases impossible – to solve by means of conventional
diagrammatic perturbation theory.
The restriction to dominant forward scattering means that in real space
the effective interaction between the fermions must be sufficiently long-range.
Physical examples are the Coulomb interaction at high densities, or the ef-
fective current-current interaction mediated by transverse gauge fields. On
the other hand, short-range interactions like the local Hubbard-interaction
cannot be directly treated within our approach. It seems, however, that our
method can be generalized to include (at least perturbatively) scattering pro-
cesses with large momentum transfer. Although we shall restrict ourselves to
normal Fermi systems, with our functional approach it should be straightfor-
ward to take also spontaneous symmetry breaking into account. We would
like to encourage interested readers to contribute to the further development
of our method. At the end of each chapter we have therefore mentioned open
research problems, which might be solvable with the help of extensions of the
methods developed in this book.
I would like to thank at this point everyone who – directly or indirectly
– has helped me to complete this book. First of all, I am grateful to Kurt
Scho¨nhammer for numerous collaborations and discussions, for getting me
interested in bosonization shortly after I had moved to Go¨ttingen, and for
giving me the freedom I needed to pursue my own ideas. The formal devel-
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opment of the functional bosonization approach was partially carried out in
collaboration with Kurt, and without him this approach would have never
been formulated in this simplicity and clarity. More recently I have been col-
laborating with my friend Guillermo Castilla, on whom I could always count
whenever I needed encouragement, advise, or help. We communicate mainly
via E-mail, but my information exchange with Guillermo has been almost as
intense as during our common time as graduate students at UCLA.
I am also grateful to Sudip Chakravarty and Konstantin Efetov for be-
ing my teachers. Under Sudip’s guidance I have learnt to do independent
research. He has taught me to distinguish interesting physics from empty
mathematics, and his very intuitive way of thinking about physical problems
has strongly influenced my personal style of choosing and solving my own
research projects. I have enjoyed very much being a postdoc in Konstantin
Efetov’s international and very active group at the Max-Planck-Institut fu¨r
Festko¨rperforschung at Stuttgart. During this time I could broaden my hori-
zon and become familiar with the physics of disordered Fermi systems. I have
greatly profited from Konstantin’s profound knowledge in this field.
I would like to thank Peter Wo¨lfle for comments on the manuscript, and
for pointing out some references related to gauge fields. In one way or the
other, I have also profited from discussions and collaborations with Lorenz
Bartosch, Jim “Claude” Cochran, Fabian “Fabman” Essler, Jens Fricke, Lev
Gehlhoff, Ralf Hannappel, Joachim Hermisson, Jens Kappey, Stefan Kette-
mann, Volker Meden, Walter Metzner, Jacob Morris, Ben Sauer, Peter Scharf,
Axel Vo¨lker, and Roland Zeyher.
Although I sometimes tend to ignore it, I know very well that there are
more important things in life than physics. This book is dedicated to my
girlfriend Cornelia Buhrke for helping me to keep in touch with the real
world during the nearly two years of writing, and for much more...
Go¨ttingen, December 1996 Peter Kopietz
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Part I
Development of the formalism
1
1. Introduction
. . . in which we try to explain why we have written this book.
1.1 Perturbation theory and quasi-particles
Perturbation theory for the single-particle Green’s function of an interacting
Fermi system usually works as long as the quasi-particle picture is valid.
The long-wavelength and low-energy behavior of the single-particle Green’s
function G(k, ω) of an interacting many-body system is directly related to
the nature of its ground state and low lying excited states [1.1–1.6]. Be-
cause the qualitative features of the low-energy spectrum of a many-body
Hamiltonian are usually determined by certain universal parameters such as
dimensionality, symmetries, and conservation laws [1.7], the infrared behav-
ior of the single-particle Green’s function can be used to classify interacting
many-body systems. Moreover, if G(k, ω) is known for all wave-vectors k
and frequencies ω, one can in principle calculate all thermodynamic prop-
erties of the system [1.6]. Unfortunately, in almost all physically interesting
cases it is impossible to calculate the Green’s function exactly, so that one
has to resort to approximate methods. The most naive approach would be
the direct expansion of G(k, ω) in powers of the interaction. It is well known,
however, that even for small interactions such an expansion is not valid for
all wave-vectors and frequencies, because G(k, ω) usually has poles or other
singularities, in the vicinity of which a power series expansion of G(k, ω) is
not possible. In many cases this problem can be avoided if one introduces the
irreducible self-energy Σ(k, ω) via the Dyson equation,
[G(k, ω)]−1 = [G0(k, ω)]−1 −Σ(k, ω) , (1.1)
and calculates Σ(k, ω) instead of G(k, ω) in powers of the interaction. Here
G0(k, ω) is the Green’s function of a suitably defined non-interacting system,
which can be calculated exactly. It is important to stress that the Dyson
equation does not simply express one unknown quantity G(k, ω) in terms
of another unknown Σ(k, ω), but tells us that the inverse Green’s function
should be expanded in powers of the interaction.
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In so-called Landau Fermi liquids the above perturbative approach can
indeed be used to calculate the Green’s function. Of course, for strong in-
teractions infinite orders in perturbation theory have to be summed, but
the integrals generated in the perturbative expansion are free of divergen-
cies and lead to a finite expression for the self-energy. The theory of Fermi
liquids was advanced by Landau [1.8] in 1956 as a phenomenological theory
to describe the static and dynamic properties of a large class of interacting
fermions [1.9]. The most important physical realization of a Fermi liquid are
electrons in clean three-dimensional metals, but also liquid 3He is a Fermi
liquid [1.10]. Simultaneously with Landau’s pioneering ideas the powerful
machinery of quantum field theory was developed and applied to condensed
matter systems [1.1–1.5], and a few years later his phenomenological theory
was put on a solid theoretical basis [1.9]. The retarded single-particle Green’s
function1 of a Fermi liquid is for wave-vectors k in the vicinity of the Fermi
surface and small frequencies ω to a good approximation given by
G(k, ω + i0+) ≈ Zk
ω − ξ˜k + iγk
, (1.2)
where the number Zk is the so-called quasi-particle residue, and the energy ξ˜k
is the single-particle excitation energy. Because by definition Landau Fermi
liquids are metals, the excitation energy ξ˜k must be gapless. This means that
there exists a surface in k-space where ξ˜k = 0. In a Fermi liquid this equation
can be used to define the Fermi surface. The positive energy γk in Eq.(1.2) can
be identified with the quasi-particle damping, and is assumed to vanish faster
than ξ˜k when the wave-vector k approaches the Fermi surface. Note that in
the complex ω-plane G(k, ω + i0+) has a simple pole at ω = ξ˜k − iγk with
residue Zk. Obviously, the Green’s function of non-interacting fermions can
be obtained as a special case of Eq.(1.2), namely by setting Zk = 1, γk = 0
+,
and identifying ξ˜k with the non-interacting energy dispersion measured rel-
ative to the chemical potential. Then the pole at ω = ξ˜k − i0+ with unit
residue is a consequence of the undamped propagation of a particle with en-
ergy dispersion ξ˜k through the system. The corresponding pole in the Green’s
function of an interacting Fermi liquid is associated with a so-called quasi-
particle. The important point is that in the vicinity of the quasi-particle pole
the Green’s function of a Fermi liquid has qualitatively the same structure
as the Green’s function of free fermions. In renormalization group language,
the interacting Fermi liquid and the free Fermi gas correspond to the same
fixed point in the infinite-dimensional parameter space spanned by all pos-
sible scattering processes [1.11, 1.12]. As explained in detail in Chap. 2, in a
Landau Fermi liquid the quantities Zk, ξ˜k and γk can be calculated from the
derivatives of the self-energy Σ(k, ω).
1 We denote the Fourier transform of the time-ordered Green’s function at wave-
vector k and frequency ω by G(k, ω). The corresponding retarded Green’s func-
tion will be denoted by G(k, ω + i0+), and the advanced one by G(k, ω − i0+).
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In some cases, however, the application of the standard machinery of
many-body theory leads to divergent integrals in the perturbative expan-
sion of Σ(k, ω). The breakdown of perturbation theory is a manifestation
of the fact that the interacting Green’s function is not any more related
in a simple way to the non-interacting one. In this case the system can-
not be a Fermi liquid. A well known example are electrons in one spatial
dimension with regular interactions, which under quite general conditions
show Luttinger liquid behavior [1.13–1.15]. In contrast to a Fermi liquid,
the Green’s function of a Luttinger liquid does not have simple poles in
the complex frequency plane, but exhibits only branch cut singularities in-
volving non-universal power laws2. As a consequence, in a Luttinger liq-
uid [G(k, ω)]−1 cannot be calculated by simple perturbation theory around
[G0(k, ω)]
−1. Hence, non-perturbative methods are necessary to calculate the
Green’s function of interacting fermions in d = 1 dimension. Besides the
Bethe ansatz [1.16] and renormalization group methods [1.13], the bosoniza-
tion approach has been applied to one-dimensional Fermi systems with great
success [1.13–1.15]. Over the past 30 years numerous interesting results have
been obtained with this non-perturbative method. The so-called Tomonaga-
Luttinger model is a paradigm for an exactly solvable non-trivial many-body
system which exhibits all the characteristic Luttinger liquid properties, such
as the absence of a quasi-particle peak in the single-particle Green’s func-
tion, anomalous scaling, and spin-charge separation [1.17–1.19]. Even now
interesting new results on the Tomonaga-Luttinger model are reported in the
literature [1.20,1.21]. For an up-to-date overview and extensive references on
bosonization in d = 1 we would like to refer the reader to the recent reprint
volume by M. Stone [1.22]. The central topic of this book is the generalization
of the bosonization approach to arbitrary dimensions.
1.2 A brief history of bosonization in d > 1
We apologize in advance if we should have forgotten someone. Maybe some
Russians have bosonized higher-dimensional Fermi systems long time ago,
and we just don’t know about their work . . .
The discovery of the high-temperature superconductors and Anderson and
co-workers suggestion [1.23, 1.24] that the normal-state properties of these
materials are a manifestation of non-Fermi liquid behavior in dimensions d >
1 has revived the interest to develop non-perturbative methods for analyzing
interacting fermions in d > 1. Note, however, that for regular interactions in
d > 1 perturbation theory is consistent in the sense that within the framework
2 In Chap. 6.3 we shall discuss the behavior of the Green’s function of Luttinger
liquids in some detail.
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of perturbation theory itself there is no signal for its breakdown [1.25, 1.26].
Nevertheless, consistency of perturbation theory does not imply that the
perturbative result must be correct. It is therefore highly desirable to analyze
interacting Fermi systems by means of a non-perturbative approach which
does not assume a priori that the system is a Fermi liquid. The recently
developed higher-dimensional generalization of bosonization seems to be the
most promising analytical method which satisfies this criterion in d > 1.
In one dimension bosonization is based on the observation that, after
proper rescaling, the operators describing density fluctuations obey canonical
bosonic commutation relations [1.13–1.15]. But also in d = 3 density fluctu-
ations in an interacting Fermi system behave in many respects like bosonic
degrees of freedom [1.27,1.28]. The first serious attempt to formalize this ob-
servation and exploit it to develop a generalization of the one-dimensional
bosonization approach to arbitrary dimensions was due to Luther [1.29].
However, Luther’s pioneering work has not received much attention until
Haldane [1.30] added the grain of salt that was necessary to turn higher-
dimensional bosonization into a practically useful non-perturbative approach
to the fermionic many-body problem. Haldane’s crucial insight was that the
degrees of freedom in the vicinity of the Fermi surface should be subdi-
vided into boxes of finite cross section, such that the motion of particle-hole
pairs can be described without taking momentum-transfer between different
boxes into account. In Luther’s formulation only the motion normal to the
Fermi surface can be described in such a simple way. The first applications
of Haldane’s bosonization ideas to problems of physical interest were given
by Houghton, Marston and Kwon [1.31], and independently by Castro Neto
and Fradkin [1.32]. These approaches follow closely the usual bosonization
procedure in one-dimensional systems, and are based on higher-dimensional
generalizations of the Kac-Moody algebra that is approximately satisfied by
charge and spin current operators. Just like in d = 1, it is possible to map
with this method the fermionic many-body Hamiltonian onto an effective non-
interacting bosonic Hamiltonian. The potential of these operator bosonization
approaches is certainly not yet exhausted [1.33,1.34]. However, unlike recent
claims in the literature [1.34], bosonization in d > 1 is not exact. For example,
scattering processes that transfer momentum between different boxes on the
Fermi surface and non-linear terms in the energy dispersion definitely give
rise to corrections to the free-boson approximation for the Hamiltonian. The
problem of calculating these corrections within the conventional operator ap-
proach seems to be very difficult and so far has not been solved.
In the present book we shall develop an alternative generalization of the
bosonization approach to arbitrary dimensions, which is based on functional
integration and Hubbard-Stratonovich transformations. In this way we avoid
the algebraic considerations of commutation relations which form the basis
of the operator bosonization approaches [1.31, 1.32]. The functional integral
formulation of higher-dimensional bosonization has been developed by the
1.2 A brief history of bosonization in d > 1 7
author in collaboration with Kurt Scho¨nhammer [1.35] during spring 1994.
Since then we have considerably refined this method [1.36–1.38] and applied it
to various problems of physical interest. A coherent and detailed presentation
of these results will be given in this book. A similar functional bosonization
method, which emphasizes more the mathematical aspects of bosonization,
has been developed independently by Fro¨hlich and collaborators [1.39, 1.40].
In the context of the one-dimensional Tomonaga-Luttinger model the func-
tional bosonization technique has first been discussed by Fogedby [1.41], and
later by Lee and Chen [1.42].
Compared with the more conventional operator bosonization [1.31–1.34],
the functional bosonization approach has several advantages. The most im-
portant advantage is that within our functional integral approach it is pos-
sible to handle the non-linear terms in the energy dispersion (and hence in
d > 1 the curvature of the Fermi surface). Note that the linearization of
the energy dispersion close to the Fermi surface is one of the crucial (and
a priori uncontrolled) approximations of conventional bosonization; even in
d = 1 it is very difficult to calculate systematically the corrections due to
the non-linear terms in the expansion of the dispersion relation close to the
Fermi surface [1.15, 1.43]. A practically useful method for doing this will be
developed in this book. In Chap. 4 we shall explicitly calculate the leading
correction to the free bosonized Hamiltonian and the density-density corre-
lation function. Moreover, in Chap. 5.2 we shall show how the bosonization
result for the single-particle Green’s function for fermions with linearized en-
ergy dispersion is modified by the quadratic term in the expansion of the
energy dispersion close to the Fermi surface. In this way the approximations
inherent in higher-dimensional bosonization become very transparent.
Another advantage of the functional integral formulation of higher-
dimensional bosonization is that it can be applied in a straightforward way
to physical problems where non-locality and retardation are essential. It is
well-known [1.44] that these important many-body effects can be described
in the most simple and general way via functional integrals and effective
actions. In fact, the complicated effective dynamics of a quantum mechan-
ical system that is coupled to another subsystem can sometimes only be
described by means of a non-local effective action, and not by a Hamilto-
nian [1.45]. For example, the effective retarded interaction between electrons
that is mediated via phonons or photons cannot be represented in terms of
a conventional Hamiltonian. It is therefore advantageous to use functional
integrals and the concept of an effective action as a basis to generalize the
bosonization approach to dimensions larger than one.
Alternative formulations of higher-dimensional bosonization have also
been proposed by Schmelzer and Bishop [1.46], by Khveshchenko and collab-
orators [1.47, 1.48], and by Li [1.49]. In particular, Khveshchenko [1.48] has
also developed a formal method to include the curvature of the Fermi surface
into higher-dimensional bosonization. However, so far his method has not
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been proven to be useful in practice. We shall not further discuss the above
works in this book, because we believe that our functional bosonization tech-
nique leads to a more transparent and practically more useful approach to the
bosonization problem in arbitrary dimensions. Finally, it should be mentioned
that recently Castellani, Di Castro and Metzner [1.50–1.52] have proposed
another non-perturbative approach to the fermionic many-body problem in
d > 1. Their method is based on Ward identities and sums exactly the same
infinite number of Feynman diagrams in the perturbation series as higher-
dimensional bosonization with linearized energy dispersion. We shall derive
the precise relation between the Ward identity approach and bosonization in
Chap. 5.1.4.
1.3 The scope of this book
We have subdivided this book into two parts. Part I comprises the first five
chapters and is devoted to the formal development of the functional bosoniza-
tion approach. We begin by reminding the reader in Chap. 2 of some basic
facts about interacting fermions. We also describe in some detail various
ways of subdividing the momentum space in the vicinity of the Fermi surface
into sectors. These geometric constructions are the key to the generaliza-
tion of the bosonization approach to arbitrary dimensions. In Chap. 3 we
introduce two Hubbard-Stratonovich transformations which directly lead to
the bosonization result for the single-particle Green’s function and the boson
representation of the Hamiltonian. The explicit calculation of the bosonic
Hamiltonian is presented in Chap. 4, where we also show that the problem
of bosonizing the Hamiltonian is essentially equivalent with the problem of
calculating the density-density correlation function. We also show that the
non-Gaussian terms in the bosonic Hamiltonian are closely related to the
local field corrections to the random-phase approximation. Chapter 5 is de-
voted to the calculation of the single-particle Green’s function. This is the
most important chapter of this book, because here we describe in detail our
non-perturbative method for including the non-linear terms in the expansion
of the energy dispersion for wave-vectors close to the Fermi surface into the
bosonization procedure. Note that in d > 1 the local curvature of the Fermi
surface can only be described if the quadratic term in the energy disper-
sion is retained. Our method is based on a generalization of the Schwinger
ansatz for the Green’s function in a given external field, an imaginary-time
eikonal expansion, and diagrammatic techniques borrowed from the theory
of disordered systems.
In Part II we shall use our formalism to calculate and classify the long-
wavelength and low-energy behavior of a number of normal fermionic quan-
tum liquids. In most cases we shall concentrate on parameter regimes where
conventional perturbation theory is not applicable. In particular, we dis-
cuss fermions with singular density-density interactions (Chap. 6), quasi-
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one-dimensional metals (Chap. 7), electron-phonon interactions (Chap. 8),
electrons in a dynamic random medium (Chap. 9), and fermions that are
coupled to transverse gauge fields (Chap. 10.). Finally, in the Appendix we
summarize some useful results on screening and collective modes in arbitrary
dimensions.
Because the method described in this book is rather new, much remains
to be done to establish higher-dimensional bosonization as a generally ac-
cepted, practically useful non-perturbative tool for studying strongly corre-
lated Fermi systems. We would like to encourage all readers to actively par-
ticipate in the process of further developing this method. For this purpose
we have given at the end of each chapter a brief summary of the main re-
sults, together with a list of open problems and possible directions for further
research.
1.4 Notations and assumptions
Let us briefly summarize the conventions that will be used throughout this
work. We shall measure temperature T and frequencies ω in units of energy,
which amounts to formally setting the Boltzmann constant kB and Planck’s
constant h¯ equal to unity. Note that in these units it is not necessary to
distinguish between wave-vectors and momenta. The charge of the electron
will be denoted by −e, and the fine structure constant is α = e2c ≈ 1137 . The
velocity of light c will not be set equal to unity, because in our discussion
of transverse gauge fields in Chap. 10 it is useful to explicitly see the ratio
vF/c, where vF is the Fermi velocity. The inverse temperature will be denoted
by β = 1/T , and the volume of the system by V . Although at intermediate
steps the volume of space-time V β will be held finite, we are eventually
interested in the limits of infinite volume (V → ∞) and zero temperature
(β → ∞). As pointed out by Kohn, Luttinger, and Ward [1.53], in case of
ambiguities the limit V → ∞ should be taken before the limit β → ∞.
However, we shall ignore the subtleties associated with the infinite volume
limit that have recently been discussed by Metzner and Castellani [1.54].
Although we are interested in the zero-temperature limit, we shall use the
Matsubara formalism and work at intermediate steps at finite temperatures.
In this way we also eliminate possible unphysical “anomalous” terms [1.53]
which sometimes appear in a zero-temperature formalism, but are avoided
if the Matsubara sums are performed at finite temperature and the T → 0
limit is carefully taken afterwards.
We shall denote bosonic Matsubara frequencies by ωm = 2πmT , m =
0,±1,±2, . . ., and put an extra tilde over fermionic ones, ω˜n = 2π[n + 12 ]T ,
n = 0,±1,±2, . . .. To simplify the notation, we introduce composite labels
for wave-vectors and Matsubara frequencies: k ≡ [k, iω˜n], q ≡ [q, iωm], and
q˜ ≡ [q, iω˜n]. Note that the label q is associated with bosonic frequencies,
whereas k and q˜ involve fermionic frequencies.
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2. Fermions and the Fermi surface
We summarize some basic facts about interacting fermions and introduce
notations that will be used throughout this book. We also describe Haldane’s
way of partitioning the Fermi surface into patches and generalize it such that
the curvature of the Fermi surface can be taken into account.
2.1 The generic many-body Hamiltonian
We first introduce the many-body Hamiltonian for interacting fermions and
point out some subtleties associated with ultraviolet cutoffs.
The starting point of conventional many-body theory is a second-quantized
Hamiltonian of the form
Hˆmat = Hˆ0 + Hˆint , (2.1)
Hˆ0 =
∑
k
∑
σ
ǫkψˆ
†
kσψˆkσ , (2.2)
Hˆint =
1
2V
∑
qkk′
∑
σσ′
fkσk
′σ′
q ψˆ
†
k+qσψˆ
†
k′−qσ′
ψˆk′σ′ ψˆkσ , (2.3)
where ψˆkσ and ψˆ
†
kσ are canonical annihilation and creation operators for
fermions with wave-vector k and spin σ, which satisfy the anti-commutation
relations
[ψˆkσ, ψˆ
†
k′σ′ ]+ = ψˆkσψˆ
†
k′σ′ + ψˆ
†
k′σ′ ψˆkσ = δkk′δσσ′ . (2.4)
The quantities fkσk
′σ′
q are the so-called Landau interaction parameters, de-
scribing the scattering of two particles from initial states with quantum num-
bers (k, σ) and (k′, σ′) into final states with quantum numbers (k+q, σ) and
(k′−q, σ′). This process can be represented graphically by the Feynman dia-
gram shown in Fig. 2.1. Quantum many-body theory is usually formulated in
the grand canonical ensemble, where the relevant combination is Hˆmat−µNˆ .
Here Nˆ =
∑
k
∑
σ ψˆ
†
kσψˆkσ is the particle number operator, and µ is the
chemical potential. Thus, the energy dispersion ǫk appears exclusively in the
combination
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σ σ
σ
k+q k
kk-q
q
σ
Fig. 2.1. Feynman diagram representing the interac-
tion fkσk
′σ′
q in Eq.(2.3).
ξk ≡ ǫk − µ . (2.5)
The value of µ at zero temperature is also called the Fermi energy EF. Al-
though in most physical applications we are interested in three dimensions, it
is very useful and instructive to formulate the theory in arbitrary dimension
d. Then the equation
ξk = 0 (2.6)
defines a d− 1-dimensional surface in momentum space, the non-interacting
Fermi surface. The precise definition of the interacting Fermi surface will be
given in Sect. 2.2. Note that in d = 1 the non-interacting Fermi surface con-
sists of two distinct points ±kF, where kF is the Fermi wave-vector. In higher
dimensions the Fermi surface is a d − 1-dimensional manifold, the topology
of which depends on the form of ξk. There is actually a subtle point hidden
in the above definition: although the energy ǫk is a parameter of the non-
interacting Hamiltonian Hˆ0, the chemical potential µ is by definition the exact
chemical potential of the interacting many-body system. Of course, the precise
value of µ remains unknown unless we can solve the many-body problem, but
fortunately it is not necessary to know µ in order to calculate physical corre-
lation functions. By defining µ to be the chemical potential of the interacting
many-body system, one implicitly adds a suitable counter-term to the bare
chemical potential which eliminates, order by order in perturbation theory,
all terms which would otherwise contribute to Σ(k, 0) for wave-vectors k on
the Fermi surface. In particular, all Feynman diagrams of the Hartree type
are cancelled by the counter-term. Such a procedure is familiar from pertur-
bative quantum field theory [2.1]. The consistency for such a construction is
by no means obvious, and has recently been questioned by Anderson [2.2].
For a thorough discussion and partial solution of this problem see [2.3].
It should be emphasized that Eqs.(2.1)–(2.3) can be interpreted in three
distinct ways, which can be classified according to the effective ultraviolet
cutoff for the wave-vector sums.
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(a) Homogeneous electron gas. First of all, we may define Hˆmat to be the
Hamiltonian of the homogeneous electron gas in d dimensions. For example
the Coulomb-interaction in d = 3 dimensions corresponds to ǫk = k
2/(2m)
and fkσk
′σ′
q = 4πe
2/q2, where m is the mass of the electrons. In this case
there is no intrinsic short-distance cutoff for the wave-vector sums.
(b) Relevant band of a lattice model. Because in realistic materials the
electrons feel the periodic potential due to the ions, the allowed energies
in the absence of interactions are subdivided into energy bands, and the
interaction has interband matrix elements. But if there exists only a single
band in the vicinity of the Fermi surface, then it is allowed to ignore all other
bands as long as one is interested in energy scales small compared with the
interband gap. In this case the Hamiltonian defined in Eqs.(2.1)–(2.3) should
be considered as the effective Hamiltonian for the band in the vicinity of the
Fermi energy. In this model the wave-vector sums have a cutoff of the order
of 2π/a, where a is the distance between the ions. The energy dispersion ǫk in
Eq.(2.2) incorporates then by definition the effects of the underlying lattice,
which in general leads also to a renormalization of the effective mass of the
electrons.
(c) Effective Hamiltonian for degrees of freedom close to the Fermi surface.
Finally, we may define Hˆmat to be the effective Hamiltonian for the low-energy
degrees of freedom in the vicinity of the Fermi surface, assuming that all
degrees of freedom outside a thin shell with radial thickness λ≪ kF have been
integrated out via functional integration and renormalization group methods
[2.12]. Of course, the operation of integrating out the high-energy degrees of
freedom will also generate three-body and higher order interactions, which
are ignored in Eqs.(2.1)–(2.3). The quantities ǫk and f
kσk′σ′
q should then
be considered as effective parameters, which take the finite renormalizations
due to the high-energy degrees of freedom into account. In this picture the
k- and k′-sums in Eqs.(2.2) and (2.3) are confined to a thin shell of thickness
λ around the Fermi surface, while the q-sum in Eq.(2.3) is restricted to the
regime |q| ≤ λ.
All three interpretations of the many-body Hamiltonian (2.1)–(2.3) are
useful. First of all, the model (a) has the advantage that it contains no free
parameters, so that it can be the starting point of a first principles micro-
scopic calculation. The model (b) is more realistic, although the effects of the
underlying lattice are only included on a phenomenological level. Finally, the
model (c) has the advantage that it contains explicitly only the low-energy
degrees of freedom close to the Fermi surface, so that, to a first approxi-
mation, we may locally linearize the energy dispersion at the Fermi surface.
Evidently the model (c) cannot be used for the calculation of the precise nu-
merical value of physically measurable quantities that depend on fluctuations
on all length scales. Furthermore, the integration over the degrees of freedom
far away from the Fermi surface usually cannot be explicitly carried out.
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2.2 The single-particle Green’s function
We define the single-particle Green’s function and the Fermi surface of an
interacting Fermi system. We then discuss in some detail the low-energy be-
havior of the Green’s function in a Landau Fermi liquid.
Because in the rest of this book the spin degree of freedom will not play any
role, we shall from now on simply ignore the spin index. Formally, the spin
is easily taken into account by defining k and k′ to be collective labels for
wave-vector and spin. For practical calculations we prefer to work with the
Matsubara formalism, because in this way we avoid the problem of regulariz-
ing formally divergent integrals by means of pole prescriptions, which arises
in the real time zero-temperature formulation of quantum many-body theory.
Furthermore, the Matsubara Green’s function can be represented as an imag-
inary time functional integral [2.4–2.7], so that the entire many-body problem
can be reformulated in the language of path integrals. In this work we shall
make extensive use of this modern approach to the many-body problem.
2.2.1 Definition of the Green’s function
The single particle Matsubara Green’s function G(k) of an interacting Fermi
system is defined by
G(k) ≡ G(k, iω˜n) = − 1
β
∫ β
0
dτ
∫ β
0
dτ ′e−iω˜n(τ−τ
′) < T
[
ψˆk(τ)ψˆ
†
k(τ
′)
]
> ,
(2.7)
where for fermions the time-ordering operator T in imaginary time is defined
by
T
[
ψˆk(τ)ψˆ
†
k(τ
′)
]
= Θ(τ − τ ′ − 0+)ψˆk(τ)ψˆ†k(τ ′)
− Θ(τ ′ − τ + 0+)ψˆ†k(τ ′)ψˆk(τ) , (2.8)
and the average in Eq.(2.7) denotes grand canonical thermal average with
respect to all degrees of freedom in the system. For any operator Oˆ the time
evolution in imaginary time is defined by
Oˆ(τ) = eτ(Hˆmat−µNˆ)Oˆe−τ(Hˆmat−µNˆ) , (2.9)
where Hˆmat is given in Eqs.(2.1)–(2.3). The Matsubara Green’s function of
a system of non-interacting fermions with Hamiltonian Hˆ0 (see Eq.(2.2)) is
given by
G0(k) =
1
iω˜n − ξk , (2.10)
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where the subscript 0 indicates the absence of interactions. Once the imaginary-
frequency Green’s function is known, we can obtain the corresponding re-
tarded zero-temperature Green’s function by analytic continuation in the
complex frequency plane just above the real axis, iω˜n → ω + i0+. For the
non-interacting retarded Green’s function we obtain
G0(k, ω + i0
+) =
1
ω − ξk + i0+ . (2.11)
This function has a pole at ω = ξk−i0+ with residue Zk = 1. The infinitesimal
imaginary part shifts the pole below the real axis, so that the retarded Green’s
function is analytic in the upper half of the complex frequency plane [2.5,2.6].
The corresponding advanced Green’s function G0(k, ω−i0+) is analytic in the
lower half of the frequency plane, while the time-ordered Green’s function,
G0(k, ω) =
1
ω − ξk + i0+sgn(ω) , (2.12)
agrees for ω > 0 with the retarded Green’s function, and for ω < 0 with the
advanced one. The analytic structure of the time-ordered Green’s function
G(k, ω) of the interacting many-body system is similar [2.5, 2.6]: It has cuts
above the real negative axis and below the real positive axis, a branch point
at ω = 0, and poles in the neighboring Riemann sheets. The simple pole
structure of the non-interacting Matsubara Green’s function G0(k) makes the
analytic continuation trivial. In general it can be quite difficult to perform
the analytic continuation of the interacting Matsubara Green’s function to
obtain the corresponding real frequency function. Nevertheless, we prefer to
work with the Matsubara formalism, because Euclidean time-ordering leads
to the very simple result (2.10) for the non-interacting Green’s function. Note
that the denominator in Eq.(2.10) can never vanish, so that we avoid in this
way the singular integrands with poles on the real frequency axis that appear
in a zero-temperature formalism.
2.2.2 Definition of the interacting Fermi surface
We define the Fermi surface of an interacting Fermi system as the set of points
in momentum space where, in the limit of zero temperature, the momentum
distribution nk has some kind of non-analyticity. The momentum distribution
can be expressed in terms of the exact Matsubara Green’s function as
nk =
1
β
∑
n
G(k, iω˜n) . (2.13)
In the absence of interactions we have nk = f(ξk), where
f(E) =
1
β
∑
n
1
iω˜n − E =
1
eβE + 1
(2.14)
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is the Fermi function1. In the zero-temperature limit f(E) → Θ(−E), so
that the momentum distribution reduces to a step function, nk = Θ(−ξk).
Because Θ(x) is not analytic at x = 0, we recover in the absence of inter-
actions the definition of the non-interacting Fermi surface given in Eq.(2.6).
We would like to emphasize that it is by no means clear that the momentum
distribution of an interacting Fermi system has always non-analyticities. In
fact, in Chap. 6.2.5 we shall give an example for a quantum liquid where nk
is analytic. In this case the interacting system simply does not have a sharp
Fermi surface. To avoid misunderstandings, we shall from now on reserve
the word Fermi surface for the non-interacting Fermi surface, as defined in
Eq.(2.6).
2.2.3 Landau Fermi liquids
As already mentioned in Chap. 1, for wave-vectors k sufficiently close to the
Fermi surface and sufficiently small energies, the Green’s function of a Landau
Fermi liquid has qualitatively the same pole structure as the non-interacting
Green’s function. The pole represents an elementary excitation of the system
which approximately behaves like a free particle. This is the quasi-particle.
To formulate the quasi-particle concept in precise mathematical language,
consider a point kα on the Fermi surface (i.e. ξkα = 0), and let us measure
wave-vectors locally with respect to this point. The geometry is shown in
Fig. 2.2. The energy dispersion is then given by
k
k
q
α
αv
Fig. 2.2. Local coordinate system
centered at point kα on an elliptic
Fermi surface. Note that in gen-
eral the local Fermi velocity vα is
not parallel to kα.
ξαq ≡ ξkα+q . (2.15)
We now expand for small q,
1 The Matsubara sum in Eq.(2.14) is formally divergent, and should be regularized
by inserting a convergence factor eiω˜n0
+
, see [2.6].
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ξαq = v
α · q + 1
2
d∑
ij=1
qic
α
ijqj +O(|q|3) , (2.16)
where
vα = ∇kǫk|k=kα , cαij =
∂2ǫk
∂ki∂kj
∣∣∣∣
k=kα
. (2.17)
Similarly, we expand the retarded self-energy Σ(k, ω + i0+) defined in
Eq.(1.1),
Σ(kα + q, ω + i0+) = q · ∇kΣ(k, i0+)
∣∣
k=kα
+ ω
∂Σ(kα, ω + i0+)
∂ω
∣∣∣∣
ω=0
+ δΣα(q, ω + i0+) , (2.18)
where in a Fermi liquid δΣα(q, ω + i0+) is by assumption for small q and ω
quadratic in these quantities. Note that in this expansion we have set
Σ(kα, i0+) = 0 , (2.19)
assuming that the chemical potential µ is chosen such that Eq.(2.19) is satis-
fied for all points kα on the Fermi surface. As already mentioned in Sect. 2.1,
this is a non-trivial assumption [2.2, 2.3].
The quasi-particle residue
Substituting Eq.(2.18) into the Dyson equation (1.1), we see that the Green’s
function of the interacting system can be written as
G(kα + q, ω + i0+) =
Zα
ω − ξαq − δvα · q − ZαδΣα(q, ω + i0+)
, (2.20)
where the so called quasi-particle residue Zα is given by
Zα =
1
1− ∂Σ(kα,ω+i0+)∂ω
∣∣∣
ω=0
, (2.21)
and the renormalization of the Fermi velocity at point kα is
δvα = (Zα − 1)vα + Zα ∇kΣ(k, i0+)
∣∣
k=kα
. (2.22)
Thus, the effective Fermi velocity at kα is
v˜α = vα + δvα = Zα
[
vα + ∇kΣ(k, i0+)
∣∣
k=kα
]
=
vα + ∇kΣ(k, i0+)|k=kα
1− ∂Σ(kα,ω+i0+)∂ω
∣∣∣
ω=0
. (2.23)
The finite temperature generalization of Eq.(2.21) is [2.8]
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Zα(T ) =
1
1− ImΣ(kα,iω˜0)ω˜0
, (2.24)
where ω˜0 = πT is the zeroth fermionic Matsubara frequency. The quasi-
particle residue determines at T = 0 the discontinuity of the momentum
distribution nk when k crosses the Fermi surface. To calculate the change in
the momentum distribution at point kα on the Fermi surface, consider
δnαq = nkα−q − nkα+q . (2.25)
For small enough q we may approximate ξαq ≈ vα ·q and ignore the correction
term δΣα in Eq.(2.20). At finite temperatures we obtain then
δnαq = Z
α(T ) [f(−v˜α · q)− f(v˜α · q)] . (2.26)
In the zero-temperature limit f(E) → Θ(−E) and Zα(T ) → Zα, so that
δnαq = Z
αsgn(v˜α ·q). Note that δnαq depends only on the projection of q that
is normal to the Fermi surface, because this corresponds to a crossing of the
Fermi surface and can thus give rise to a discontinuity.
The effective mass renormalization
If ∇kΣ(k, i0+)|k=kα is parallel to vα (for example, for spherical Fermi sur-
faces and rotationally invariant interactions this is the case), we see from
Eq.(2.23) that the renormalized Fermi velocity v˜α associated with point kα
on the Fermi surface can be written as
v˜α = Zαmv
α , (2.27)
where the effective mass renormalization factor Zαm is given by
Zαm = Z
α
[
1 +
vˆα · ∇k Σ(k, i0+)|k=kα
|vα|
]
=
1 +
vˆα·∇k Σ(k,i0+)|
k=kα
|vα|
1− ∂Σ(kα,ω+i0+)∂ω
∣∣∣
ω=0
, (2.28)
with vˆα = vα/|vα|. At finite temperatures, Eq.(2.28) should again be gener-
alized as follows,
Zαm(T ) =
1 +
vˆα·∇k ReΣ(k,iω˜0)|k=kα
|vα|
1− ImΣ(kα,iω˜0)ω˜0
. (2.29)
The effective mass m˜α is defined in terms of the bare mass m via m˜αv˜α =
mvα, so that
Zαm =
m
m˜α
=
|v˜α|
|vα| . (2.30)
2.2 The single-particle Green’s function 19
In other words, a small value of Zαm corresponds to a large effective mass. One
of the fundamental properties of a Fermi liquid is that the renormalization
factors Zα and Zαm are finite
2.
The quasi-particle damping
Eq.(2.20) is formally exact, provided Eq.(2.18) is taken as the definition of
δΣα(q, ω + i0+), expressing one unknown quantity in terms of another one.
Of course, this parameterization is only useful if the correction δΣα becomes
negligible, at least for wave-vectors in the vicinity of the Fermi surface. In
Landau Fermi liquids δΣα(q, ω + i0+) is by assumption analytic, so that for
small q and for frequencies ω close to v˜α · q we may approximate
ZαδΣα(q, ω + i0+) ≈ ZαδΣα(q, v˜α · q + i0+) ≈ 1
2
d∑
ij=1
qiδc
α
ijqj , (2.31)
where δcαij is a complex matrix that is determined by the various second par-
tial derivatives of the self-energy. Defining the renormalized second-derivative
matrix
c˜αij = c
α
ij + δc
α
ij , (2.32)
the real part of the renormalized energy dispersion for wave-vectors close to
kα is
ξ˜αq = v˜
α · q + 1
2
d∑
ij=1
qi[Rec˜
α
ij ]qj +O(|q|3) . (2.33)
Although cαij is real, the matrix δc
α
ij is in general complex, so that the renor-
malized energy dispersion acquires an imaginary part due to the interactions.
Defining
γαq = −
1
2
d∑
ij=1
qi[Imδc
α
ij ]qj , (2.34)
the interacting retarded Green’s function of the many-body system is for
sufficiently small q and ω given by
G(kα + q, ω + i0+) ≈ Z
α
ω − ξ˜αq + iγαq
, (2.35)
2 This working definition is sufficient for most physically interesting systems, al-
though in some rather special cases it is not accurate enough. For example, if
we retain only so-called g4-processes in the one-dimensional Tomonaga-Luttinger
model [2.17, 2.18] with spin and set g2 = 0 (the spinless model is discussed in
Chap. 6.3), then Zα and Zαm are finite, but the Green’s function exhibits spin-
charge separation, which does not occur in Fermi liquids. I would like to thank
Walter Metzner for pointing this out to me.
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which is equivalent3 with Eq.(1.2). This expression has a pole in the complex
frequency plane at ω = ξ˜αq − iγαq with residue given by Zα. By contour
integration [2.6] it is easy to see that the pole contribution to the real time
Fourier transform of the Green’s function is
G(kα + q, t) =
∫ ∞
−∞
dω
2π
e−iωtG(kα + q, ω + i0+)
= −iΘ(t)Zαe−iξ˜αq te−γαq t . (2.36)
If the damping γαq is small compared with the real part ξ˜
α
q of the energy,
then the behavior of the interacting Green’s function is, up to times of order
1/γαq , qualitatively similar to the behavior of the non-interacting Green’s
function. The pole is therefore said to represent a quasi-particle. Actually, at
times shorter than 1/ξ˜αq it is not allowed to keep only the pole contribution
in Eq.(2.36), so that quasi-particle behavior can only be observed in the
intermediate time domain [2.6]
1/ξ˜αq ≪ t <∼ 1/γαq . (2.37)
2.3 The density-density correlation function
We define the density-density correlation function Π(q), the dynamic struc-
ture factor S(q, ω), and the dielectric function ǫ(q) of an interacting Fermi
system. We also explain what is meant by “random-phase approximation”.
Besides the single-particle Green’s function, we are interested in the density-
density correlation function Π(q) ≡ Π(q, iωm), which is for q 6= 0 defined
by4
Π(q) =
1
βV
∫ β
0
dτ
∫ β
0
dτ ′e−iωm(τ−τ
′) 〈T [ρˆq(τ)ρˆ−q(τ ′)]〉 , (2.38)
where the operator
ρˆq =
∑
k
ψˆ†kψˆk+q (2.39)
represents the Fourier components of the total density, and T denotes bosonic
time-ordering, i.e.
3 Recall that wave-vectors are now measured with respect to the local coordinate
system centered at kα on the Fermi surface, so that in Eqs.(1.2) and (2.35) we
should identify Zkα = Z
α, ξ˜kα+q = ξ˜
α
q , and γkα+q = γ
α
q .
4 At q = 0 we should subtract from the time-ordered product in Eq.(2.38) the term
< ρˆq(τ ) >< ρˆ−q(τ
′) >, which in a translationally invariant system vanishes for
any q 6= 0. Because in the present work we are only interested in the q 6= 0 part
of the density-density correlation function, we shall omit this term.
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T [ρˆq(τ)ρˆ−q(τ ′)] = Θ(τ − τ ′ − 0+)ρˆq(τ)ρˆ−q(τ ′)
+ Θ(τ ′ − τ + 0+)ρˆ−q(τ ′)ρˆq(τ) . (2.40)
Note that, in contrast to Eq.(2.8), there is no minus sign associated with a
permutation, so that Π(q) depends on bosonic Matsubara frequencies ωm =
2πmT . We shall also refer to Π(q) as the polarization function, or simply the
polarization. In the absence of interactions Π(q) reduces to the imaginary
frequency Lindhard function,
Π0(q) = − 1
βV
∑
k
G0(k)G0(k + q) = − 1
V
∑
k
f(ξk+q)− f(ξk)
ξk+q − ξk − iωm . (2.41)
The corresponding real frequency function can be obtained via analytic con-
tinuation. The discontinuity of Π(q, z) across the real axis defines the dy-
namic structure factor S(q, ω) [2.7]
ImΠ(q, ω + i0+) = π [S(q, ω)− S(q,−ω)] . (2.42)
In terms of the exact eigenstates |n〉 and eigen-energies En of the operator
Hˆmat−µNˆ defined in Eqs.(2.1)–(2.3), S(q, ω) has the spectral representation
S(q, ω) =
1
V
∑
nm
e−βEm
Z |〈n|ρˆ
†
q|m〉|2δ(ω − (En − Em)) , (2.43)
where Z is the exact grand canonical partition function. From this expression
it is obvious that S(q, ω) is real and positive, and satisfies the detailed balance
condition
S(q,−ω) = e−βωS(q, ω) . (2.44)
Using 11−e−βω = 1 +
1
eβω−1 , it is easy to see that the imaginary part of
Π(q, ω + i0+) and the dynamic structure factor are related via
S(q, ω) =
[
1 +
1
eβω − 1
]
1
π
ImΠ(q, ω + i0+) . (2.45)
This relation is called the fluctuation-dissipation theorem. For arbitrary com-
plex frequencies z we have [2.7],
Π(q, z) =
1
π
∫ ∞
−∞
dω
ImΠ(q, ω + i0+)
ω − z
=
∫ ∞
0
dω[1− e−βω]S(q, ω)
[
1
ω − z +
1
ω + z
]
=
∫ ∞
0
dω[1− e−βω]S(q, ω) 2ω
ω2 − z2 . (2.46)
A widely used approximation for the density-density correlation function
is the so-called random-phase approximation [2.9], which we shall abbrevi-
ate by RPA. If the quasi-particle interaction in Eq.(2.1) depends only on the
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momentum-transfer q (and not on the momenta k and k′ of the incoming par-
ticles), the density-density correlation function within RPA is approximated
by
ΠRPA(q) =
Π0(q)
1 + fqΠ0(q)
, (2.47)
or equivalently
[ΠRPA(q)]
−1 = [Π0(q)]−1 + fq . (2.48)
Corrections to the RPA are usually parameterized in terms of a local field
correction g(q), which is defined by writing the exact Π(q) as [2.10, 2.11]
[Π(q)]−1 = [Π0(q)]−1 + fq − g(q) . (2.49)
Defining the proper polarization Π∗(q) via
[Π∗(q)]−1 = [Π0(q)]−1 − g(q) , (2.50)
we have
Π(q) =
Π∗(q)
1 + fqΠ∗(q)
=
Π∗(q)
ǫ(q)
, (2.51)
where the dimensionless function
ǫ(q) = 1 + fqΠ∗(q) (2.52)
is called the dielectric function. Using Eqs.(2.51) and (2.46), we may also
write
1
ǫ(q)
= 1− fqΠ(q) = 1− fq
∫ ∞
0
dω[1− e−βω]S(q, ω) 2ω
ω2 + ω2m
. (2.53)
Note that Eq.(2.50) has the structure G−1 = G−10 −Σ, i.e. it resembles the
Dyson equation for the single-particle Green’s function of a bosonic problem,
with the proper polarization and the local field factor playing the role of the
exact Green’s function and the irreducible self-energy. Although this analogy
has been noticed many times in the literature [2.10–2.15], it has not been
thoroughly exploited as a guide to develop systematic methods to calculate
corrections to the RPA. In Chap. 4 we shall show that higher-dimensional
bosonization gives a natural explanation for this analogy and yields a new
procedure for calculating the dielectric function beyond the RPA.
2.4 Patching the Fermi surface
We now discuss Haldane’s version of subdividing the degrees of freedom close
to the Fermi surface into boxes. This geometric construction opens the way
for generalizing the bosonization approach to arbitrary dimensions.
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2.4.1 Definition of the patches and boxes
This leads to the bosonization of the potential energy in arbitrary dimensions.
Following Haldane [2.30], we partition the Fermi surface into a finite number
M of disjoint patches with volume Λd−1. The precise shape of the patches
and the size of Λ should be chosen such that, to a first approximation, within
a given patch the curvature of the Fermi surface can be locally neglected. We
introduce a label α to enumerate the patches in some convenient ordering and
denote the patch with label α by PαΛ . For example, a possible subdivision of
a two-dimensional Fermi surface into M = 12 patches is shown in Fig. 2.3.
By definition PαΛ is a subset of the Fermi surface, i.e. a d − 1-dimensional
1
3
α
Λ
λ
M
9
7
8
k
α
α
5
6
4
2
v
Fig. 2.3.
Subdivision of a two-
dimensional spherical
Fermi surface into M = 12
patches PαΛ , α = 1, . . . , 12,
and associated boxes KαΛ,λ.
The vector kα has length
kF and points to the center
of the patch PαΛ . The
dashed arrow represents
the local Fermi velocity vα
associated with patch PαΛ .
λ
ΛΛ
kα
Fig. 2.4. Graph of a squat
box KαΛ,λ with patch cut-
off Λ and radial cutoff λ in
three dimensions. kα points
to the center of patch PαΛ on
the Fermi surface.
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manifold. To cover the entire momentum space in the vicinity of the Fermi
surface, each patch PαΛ is extended into a d-dimensional box (or sector)
KαΛ,λ such that the union
⋃M
α=1K
α
Λ,λ comprises all degrees of freedom in the
system.
The definition of the boxes requires the introduction of an additional
radial cutoff λ. If we assume that the degrees of freedom with wave-vectors
outside a thin shell of radial thickness λ≪ kF around the Fermi surface have
been integrated out, then in two dimensions the sectors KαΛ,λ can be chosen
in form of the trapezoids shown in Fig. 2.3, while in d = 3 a convenient choice
of the KαΛ,λ are the squat boxes shown in Fig. 2.4. The difference between
Haldane’s [2.30] and Luther’s [2.29] way of subdividing the degrees of freedom
close to the Fermi surface is that Luther takes Λ = O(V −1/d), so that his
sectors are actually thin tubes, with a cross section that covers only a few
discrete k-points. This has the obvious disadvantage that the motion parallel
to the Fermi surface cannot be described without taking scattering between
different tubes into account. Haldane’s crucial idea was to choose boxes with
finite cross section. In this case scattering processes that transfer momentum
between different sectors5 can be ignored as long as the width Λ of the boxes
is large compared with the typical momentum-transfer |q| of the interaction.
To bosonize the potential energy, we decompose the Fourier components
ρˆq of the density operator into the contributions from the various boxes,
ρˆq =
M∑
α=1
ρˆαq , (2.54)
where ρˆαq is the contribution from wave-vectors k in sector K
α
Λ,λ to the total
density,
ρˆαq =
∑
k
Θα(k)ψˆ†kψˆk+q . (2.55)
The cutoff function Θα(k) is defined by
Θα(k) =
{
1 if k ∈ KαΛ,λ
0 else
, (2.56)
and satisfies
M∑
α=1
Θα(k) = 1 , (2.57)
because by construction the union of allKαΛ,λ agrees with the total relevant k-
space. We shall refer to ρˆαq as sector density. Note that Eq.(2.57) insures that
the sum of all sector densities yields again the full density ρˆq, see Eq.(2.54).
In terms of the sector density operators the interaction part (2.3) of the
many-body Hamiltonian can be written as
5 These so-called around-the-corner processes are difficult to handle within higher-
dimensional bosonization, see Sect. 2.4.3 and Chap. 5.1.1.
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Hˆint =
1
2V
∑
q
∑
αα′
fαα
′
q : ρˆ
α
−qρˆ
α′
q : , (2.58)
where : . . . : denotes normal ordering, and it is assumed that the variations
of fkk
′
q are negligible if k and k
′ are restricted to given boxes, so that it is
allowed to introduce coarse-grained interaction functions
fαα
′
q =
∑
kk′ Θ
α(k)Θα
′
(k′)fkk
′
q∑
kk′ Θ
α(k)Θα′ (k′)
. (2.59)
The motivation for introducing the operators ρˆαq is that these operators obey
approximately (up to an overall scale factor) bosonic commutation relations
among each other [2.31,2.32]. Thus, Eq.(2.58) is already the bosonized poten-
tial energy.
It should be mentioned that the usefulness of the geometric construction
described above is not restricted to higher-dimensional bosonization. A very
similar construction has recently been used by Feldman et al. [2.16] to devise a
1/M -expansion for interacting Fermi systems. Furthermore, sectorizations of
this type play an important role in modern renormalization group approaches
to the fermionic many-body problem [2.40].
2.4.2 Linearization of the energy dispersion
In order to bosonize the full Hamiltonian, we should also obtain a boson
representation for the kinetic energy. This is only possible in a simple way if
the energy dispersion is linearized at the Fermi surface.
The crucial advantage of the subdivision of the Fermi surface into patches is
that it opens the way for a linearization of the non-interacting energy disper-
sion. In first-quantized notation this means that the kinetic energy operator
Hˆ0 is replaced by an operator involving only first order spatial derivatives.
Then it is not difficult to show that the operators ρˆαq defined in Eq.(2.55) have
in the high-density limit simple commutation relations with the kinetic energy
operator Hˆ0. Together with the bosonized potential energy in Eq.(2.58), this
directly leads to the free boson representation of the Hamiltonian [2.31,2.32].
In Chap. 4 we shall discuss the bosonization of the Hamiltonian and the
underlying approximations within the framework of our functional integral
approach.
Due to the non-trivial topology of the Fermi surface, it is impossible to
linearize the energy dispersion globally in a fixed coordinate system. However,
if the size of the patches is chosen sufficiently small, we may locally linearize
the energy dispersion within each sector separately. To do this, let us denote
by kα, α = 1, . . . ,M , the set of vectors on the Fermi surface (ξkα = 0) that
point to the centers of the patches PαΛ (see Figs. 2.3 and 2.4). Let us then
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Λ
λ
qc
kα
Fig. 2.5. Proper choice of the cutoffs. The patch cutoff Λ should be chosen
small enough so that within a given box the variations in the direction of the
local normal vectors to the Fermi surface (dashed arrows) can be neglected.
On the other hand, both cutoffs Λ and λ should be chosen large compared
with the range qc of the interaction in momentum space (dashed circle).
Only in this case physical correlation functions at distances |r| >∼ q−1c do not
explicitly depend on the unphysical cutoffs Λ and λ.
identify the vectors kα with the origins of local coordinate systems on the
Fermi surface6, and measure any given wave-vector k with respect to that
reference point kα for which |k−kα| assumes a minimum. The corresponding
geometry has already been discussed in Sect. 2.2.3, see Fig. 2.2. Formally, we
use Eq.(2.57) and write
ǫk − µ ≡ ξk =
∑
α
Θα(k)ξk =
∑
α
Θα(k)ξαk−kα , (2.60)
where the functions ξαq are simply defined by ξ
α
q = ξkα+q, see Eqs.(2.5)
and (2.15). Suppose now that the cutoff Λ is chosen sufficiently small so that
within a given patch the curvature of the Fermi surface can be neglected. As
shown in Fig. 2.5, this means that the variations in the direction of the local
normal vector to the Fermi surface must be small within a given patch. In
general Λ should be chosen small compared with the typical momentum scale
on which the Fermi surface changes its shape. For spherical Fermi surfaces
this means that
Λ≪ kF . (2.61)
On the other hand, for intrinsically flat Fermi surfaces the size of Λ can be
chosen comparable to kF. We shall discuss Fermi surfaces of this type in
some detail in Chap. 7. In the opposite limit, when the Fermi surface has
certain critical areas where its shape changes on some other characteristic
scale k0 ≪ kF, we should choose Λ≪ k0. Note that in the case of Van Hove
singularities k0 → 0, so that we have to exclude this possibility if we insist on
the linearization of the energy dispersion. For sufficiently small |q| = |k−kα|
6 Such a collection of coordinate systems is also called an atlas [2.17].
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we may then ignore the quadratic and higher order corrections in Eq.(2.16),
and approximate
ξαq ≈ vα · q . (2.62)
Note that for energy dispersions that are intrinsically almost linear7 the
quadratic corrections to Eq.(2.62) are small even for |q| = O(kF). In most
cases, however, Eq.(2.62) will only be a good approximation for the calcu-
lation of quantities that are determined by the degrees of freedom in the
vicinity of the Fermi surface.
2.4.3 Around-the-corner processes and the proper choice
of the cutoffs
The sector cutoffs Λ and λ should not be chosen too small, but also not too
large. The proper choice depends on the shape of the Fermi surface and on
the nature of the interaction.
Although the variations in the direction of the local normal vector can always
be reduced by choosing a sufficiently small patch cutoff Λ, this cutoff cannot
be made arbitrarily small. The reason is that for practical calculations the
sectorization turns out to be only useful if scattering processes that transfer
momentum between different boxes (so called around-the-corner processes)
can be neglected. This will only be the case if the Fourier transform of the
interaction is dominated by momentum-transfers |q| <∼ qc, where qc is some
physical interaction cutoff satisfying
qc ≪ min{Λ, λ} . (2.63)
In other words, the interaction must be dominated by forward scattering.
As illustrated in Fig. 2.5, the volume in momentum space swept out by the
interaction is then small compared with the volume Λd−1λ of the boxes, so
that boundary effects can be neglected. For example, in case of the long-
range part of the Coulomb potential the cutoff qc can be identified with
the usual Thomas-Fermi screening wave-vector κ. In this case the condition
κ ≪ kF is satisfied at high densities (see Chap. 6.2.3 and Appendix A.3.1).
Of course, the Coulomb potential has also a non-vanishing short-range part,
which cannot be treated explicitly within our bosonization approach. Fortu-
nately, there exist physically interesting quantities (for example the quasi-
particle residue or the leading behavior of the momentum distribution in the
vicinity of the Fermi surface, see Chap. 6.2) which are completely determined
by long-wavelength fluctuations with wave-vectors |q| <∼ κ. In this case our
bosonization approach leads to cutoff-independent results that involve only
7 For example, for some peculiar form of the band structure the coefficients cαij in
Eq.(2.17) might be small.
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physical quantities, because the condition (2.63) insures that the numerical
value of momentum integrals is independent of the unphysical cutoffs Λ and
λ.
Finally, let us consider the radial cutoff λ. If we would like to linearize the
energy dispersion, then we should choose λ small enough such that it does
not matter whether the energy dispersion is linearized precisely at the Fermi
surface, or at the top (or bottom) of the boxes KαΛ,λ. For a spherical Fermi
surface this condition is satisfied if
λ≪ kF . (2.64)
However, by introducing such a radial cutoff we are assuming that the high-
energy degrees of freedom have already been integrated out. As discussed in
Sect. 2.1, the parameters which define our model (such as the local Fermi
velocities vα or the physical cutoff qc) must then incorporate the finite renor-
malizations due to the high-energy degrees of freedom. Therefore these pa-
rameters depend implicitly on the cutoff λ. Although the precise form of this
cutoff dependence remains unknown unless we can explicitly perform the in-
tegration over the high-energy degrees of freedom, these physical parameters
can in principle be determined from experiments, for example by measuring
the density of states at the Fermi energy or the screening length. Such a pro-
cedure is familiar from renormalizable quantum field theories, where all cutoff
dependence can be lumped onto a finite number of experimentally measur-
able parameters [2.1, 2.18]. But also in field theory approaches to condensed
matter systems this strategy has been adopted with great success [2.19].
2.5 Curved patches and reduction of the patch number
If we do not require that the energy dispersion should be linearized, we are
free to subdivide the Fermi surface into a small number of curved patches.
In some special cases we may completely abandon the patching construction,
and formally identify the entire momentum space with a single sector. Then
the around-the-corner processes simply do not exist.
Because in this book we shall develop a systematic method for including the
non-linear terms of the energy dispersion into higher-dimensional bosoniza-
tion, we shall ultimately drop the requirement that the variation of the local
normal vector within a given patch must be negligible. We then have the free-
dom of choosing much larger patches PαΛ and sectors K
α
Λ,λ than for linearized
energy dispersion. For example, in Fig. 2.6 we show a sector KαΛ,λ that is con-
structed from five smaller boxes. Clearly, by choosing larger boxes with finite
curvature we automatically take into account all around-the-corner processes
between the smaller sub-boxes used in the linearized theory! Note that the
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λ
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3 4 5
Λ
Fig. 2.6. Sector KαΛ,λ on the Fermi surface (thick solid line) with non-
negligible curvature. The dashed arrows are the local normal vectors at the
Fermi surface. The dashed lines separate the smaller boxes which are more ap-
propriate if the energy dispersion is linearized. Note that around-the-corner
processes corresponding to momentum transfer between the smaller boxes
1 ↔ 2, 2 ↔ 3, 3 ↔ 4 and 4 ↔ 5 are automatically taken into account in
KαΛ,λ.
curvature of the Fermi surface is described by the non-linear terms in the
expansion of the non-interacting energy dispersion close to the Fermi sur-
face, see Eq.(2.16). For our purpose, it will be sufficient to assume that the
expansion of ǫkα+q for small q truncates at the quadratic order. By a proper
orientation of the axes of the local coordinate system centered at kα, we can
always diagonalize the second-derivative tensor cαij in Eq.(2.16), so that the
energy dispersion relative to the chemical potential for wave-vectors close to
kα becomes
ǫkα+q − µ = ǫkα − µ+ ξαq , (2.65)
where
ξαq = v
α · q +
d∑
i=1
q2i
2mαi
(2.66)
is the excitation energy relative to ǫkα , and the inverse effective masses 1/m
α
i
are the eigenvalues of the second derivative tensor cαij defined in Eq.(2.17).
So far we have always chosen kα such that ǫkα − µ = 0, in which case the
first two terms on the right-hand side of Eq.(2.65) cancel and ǫkα+q−µ = ξαq .
More generally, we may subdivide the entire momentum space into sectors
centered at points kα which are not necessarily located on the Fermi surface.
Of course, in this case ǫkα − µ does in general not vanish, so that we should
distinguish between the quantities ǫkα+q − µ and the excitation energy ξαq =
ǫkα+q − ǫkα given in Eq.(2.66). However, as long as we keep track of this
difference, we may partition all degrees of freedom into sectors as shown in
Fig. 2.7. Note that in general it will also be convenient to allow for sector-
dependent cutoffs Λα and λα in order to match the special geometry of the
Fermi surface. As discussed in Sect. 2.4, the sectors cutoffs should be chosen
large compared with the range qc of the interaction in momentum space, so
that the final result for the Green’s function at distances large compared with
q−1c is independent of the unphysical sector cutoffs. In fact, it is advantageous
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Fig. 2.7. Subdivision of the
entire momentum space of
a two-dimensional system
with a spherical Fermi sur-
face (thick solid circle) into
sectors. The solid arrows
point to the origins kα of
local coordinate systems as-
sociated with the sectors.
Note that only for sectors
at the Fermi surface we may
choose kα such that ǫkα =
µ. For example ǫk2 = µ,
but ǫk1 and ǫk3 are differ-
ent from µ.
kα
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k
(a) (b)
Fig. 2.8. (a) Spherical
Fermi surface and wave-
vector k close to the Fermi
surface. (b) If we are in-
terested in G(k, iω˜n), we
choose the coordinate ori-
gin kα such that k = kα+q,
with q parallel to kα. Note
that in this case |k−kα| as-
sumes the smallest possible
value.
to choose the sectors as large as possible in order to avoid corrections due
to the around-the-corner processes. Hence, as soon as we include the non-
linear terms in the energy dispersion, the only condition which puts an upper
limit to the sector size is the requirement that within a given sector KαΛ,λ
the effective masses mαi and the coarse-grained Landau parameters f
αα′
q (see
Eq.(2.59)) should be well-defined. If these conditions are satisfied, we may
use our formalism to calculate the single-particle Green’s function G(kα +
q, iω˜n) for all wave-vectors q that are small compared with the sector cutoffs.
Obviously, in the extreme case of Fermi surfaces that have constant curvature
(at least within the range qc of the interaction), and for Landau parameters
that are independent of the momenta of the incoming particles (i.e. fαα
′
q = fq,
such as the long-range tail of the Coulomb interaction), we may identify the
entire momentum space with a single sector. In other words, there is no need
any more for subdividing the degrees of freedom into several sectors. In this
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case the problem of around-the-corner processes is solved trivially. However,
given the fact that our main interest is the calculation of the single particle
Green’s function in the vicinity of the Fermi surface, it is still advantageous
to work with a coordinate system centered on the Fermi surface, as shown in
Fig. 2.8. Once we know the function Gα(q, iω˜n) ≡ G(kα + q, iω˜n) for wave-
vectors of the form q = qα‖ kˆ
α
(where kˆ
α
is a unit vector in the direction of
kα), we may use the symmetry of the Fermi surface to reconstruct G(k, iω˜n).
For spherically symmetric systems we simply have to substitute qα‖ → |k|−kF
in the result for Gα(qα‖ kˆ
α
, iω˜n).
2.6 Summary and outlook
In the first three sections of this chapter we have summarized some basic
facts about the fermionic many-body problem, mainly to introduce the no-
tation and to set the stage for the calculations that follow. In Sect.2.4 we
have given a detailed description of the geometric patching construction in
momentum space, which forms the basis of higher-dimensional bosonization
with linearized energy dispersion. This construction has first been suggested
by Haldane [2.30], and has been discussed in some detail in the work of
Houghton, Kwon, and Marston [2.31,2.33], and later in [2.36]. Note that Hal-
dane’s way of subdividing the degrees of freedom close to the Fermi surface
into sectors is a generalization of an earlier suggestion due to Luther [2.29],
who used thin tubes.
We have also pointed out that scattering processes that transfer momen-
tum between different sectors (the around-the-corner processes) are difficult
to handle within higher-dimensional bosonization. It is therefore desirable to
choose the size of the sectors as large as possible. In Sect.2.5 we have further
generalized the patching construction by defining larger patches with finite
curvature, anticipating that in this book we shall present a systematic method
for including curvature effects into bosonization. In other words, Haldane’s
boxes, which can be considered as the union of a large number of Luther’s
narrow tubes, have merged into a small number of sectors, within which the
curvature of the Fermi surface cannot be neglected. In the case of a spher-
ical Fermi surface and rotationally invariant interactions we shall formally
identify the entire momentum space with a single sector, thus completely
abandoning the patching construction.
Finally, we would like to draw the attention of the reader to the problem
ofVan Hove singularities, which will not be further discussed in this book,
although non-perturbative methods for analyzing this problem will be devel-
oped in the following chapters8. As discussed at the end of Sect. 2.4.2, at a
Van Hove singularity the local Fermi velocity vα vanishes, so that the leading
8 The fact that so far I have not studied this problem by myself with the help of
the technique described in this book does not necessarily mean that this problem
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term in the expansion of the energy dispersion close to the Fermi surface is
quadratic. Obviously, the effect of Van Hove singularities on the low-energy
behavior of the Green’s function cannot be studied within an approximation
that relies on the linearization of the energy dispersion close to the Fermi sur-
face. However, our more refined functional bosonization approach developed
in Chaps. 4.3 and 5.2 retains the quadratic term in the energy dispersion,
so that our method might shed some new light on the problem of Van Hove
singularities in strongly correlated Fermi systems.
is very difficult or requires conceptually new ideas. I simply have not found the
time to work on this problem. This is also true for the other research problems
mentioned in the concluding sections of the following chapters.
3. Hubbard-Stratonovich transformations
Our functional bosonization approach is based on two Hubbard-Stratonovich
transformations, which are described in detail in this chapter.
We start with the imaginary time functional integral formulation of quan-
tum statistical mechanics. This modern approach to the many-body problem
has recently been described in excellent textbooks [3.4–3.7], so that we can
be rather brief here and simply summarize the relevant representations of
fermionic correlation functions as Grassmannian functional integrals. We then
eliminate the Grassmann fields in favour of collective bosonic fields by means
of suitable Hubbard-Stratonovich transformations [3.1]. These can be viewed
as a clever change of variables to collective coordinates in functional integrals,
which exhibit the physically most relevant degrees of freedom. The associated
Jacobians define the effective actions for the Hubbard-Stratonovich fields. It
turns out that the non-perturbative bosonization result for the single-particle
Green’s function can be obtained with the help of a conventional Hubbard-
Stratonovich transformation that involves a space- and time-dependent aux-
iliary field φα. This transformation will be discussed in Sect. 3.2. On the
other hand, for the calculation of the boson representation of the Hamilto-
nian or the density-density correlation function we need a generalized two-
field Hubbard-Stratonovich transformation, which involves besides the φα-
field another bosonic field ρ˜α. Section 3.3 is devoted to a detailed description
of this transformation.
3.1 Grassmannian functional integrals
Fermionic correlation functions can be represented as Grassmannian func-
tional integrals. These representations are particularly convenient for our
purpose, because they can be directly manipulated via Hubbard-Stratonovich
transformations.
The grand canonical partition function Z of our many-body Hamiltonian
defined in Eqs.(2.1), (2.2) and (2.58) can be written as an imaginary time
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(i.e. Euclidean) functional integral over a Grassmann field ψ [3.4–3.7],
Z
Z0 =
∫ D {ψ} e−Smat{ψ}∫ D {ψ} e−S0{ψ} , (3.1)
where Z0 is the grand canonical partition function in the absence of interac-
tions, and the Euclidean action Smat{ψ} is given by
Smat{ψ} = S0{ψ}+ Sint{ψ} , (3.2)
S0 {ψ} = β
∑
k
[−iω˜n + ξk]ψ†kψk , (3.3)
Sint{ψ} = β
2V
∑
q
∑
αα′
fαα
′
q ρ
α
−qρ
α′
q . (3.4)
Here
ραq =
∑
k
Θα(k)ψ†kψk+q (3.5)
is the Grassmann representation of the sector density operator ρˆαq defined
in Eq.(2.55). Note that the k- and q-sums in these expressions are over
wave-vectors and Matsubara frequencies. Although the Landau parameters
fαα
′
q that appear in the Hamiltonian Hˆint in Eq.(2.58) depend only on the
wave-vector q, we have replaced them in Eq.(3.4) by more general frequency-
dependent parameters fαα
′
q ≡ fαα
′
q,iωm
. In our functional integral approach the
frequency-dependence does not introduce any additional complications. In
physical applications the frequency-dependence is due to the fact that the
underlying microscopic mechanism responsible for the effective interaction
between the electrons is the exchange of some particle with a finite velocity,
such as phonons1. Moreover, even in the case of electromagnetism the effective
interaction becomes frequency-dependent if the corrections of higher order in
vF/c are retained. The static Coulomb potential is just the vF/c = 0 limit.
The leading correction is a retarded current-current interaction mediated by
the transverse radiation field, which will be discussed in Chap. 10.
The time-ordered Matsubara Green’s function defined in Eq.(2.7) can be
represented as the functional integral average of ψkψ
†
k,
G(k) = −β
∫ D {ψ} e−Smat{ψ}ψkψ†k∫ D {ψ} e−Smat{ψ} . (3.6)
In absence of interactions this reduces to
G0(k) = −β
∫ D {ψ} e−S0{ψ}ψkψ†k∫ D {ψ} e−S0{ψ} = 1iω˜n − ξk , (3.7)
1 The coupled electron-phonon system will be discussed in detail in Chap. 8.
3.1 Grassmannian functional integrals 35
in agreement with Eq.(2.10). From the Matsubara Green’s function we can
obtain the real space imaginary time Green’s function via Fourier transfor-
mation,
G(r, τ) =
1
βV
∑
k
ei(k·r−ω˜nτ)G(k) . (3.8)
Defining
ψ(r, τ) =
1√
V
∑
k
ei(k·r−ω˜nτ)ψk , (3.9)
we can also write
G(r − r′, τ − τ ′) = −
∫ D {ψ} e−Smat{ψ}ψ(r, τ)ψ†(r′, τ ′)∫ D {ψ} e−Smat{ψ} . (3.10)
Two-particle Green’s functions can also be represented as functional in-
tegral averages. The density-density correlation function defined in Eq.(2.38)
can be written as
Π(q) =
β
V
∫ D {ψ} e−Smat{ψ}ρqρ−q∫ D {ψ} e−Smat{ψ} , (3.11)
where the composite Grassmann field corresponding to the Fourier compo-
nents of the total density is (see Eq.(2.39))
ρq =
∑
α
ραq =
∑
k
ψ†kψk+q . (3.12)
Using Eq.(2.57) we may also write
Π(q) =
∑
αα′
Παα
′
(q) , (3.13)
where for q 6= 0
Παα
′
(q) =
1
βV
∫ β
0
dτ
∫ β
0
dτ ′e−iωm(τ−τ
′)〈T
[
ρˆαq (τ)ρˆ
α′
−q(τ
′)
]
〉
=
β
V
∫ D {ψ} e−Smat{ψ}ραq ρα′−q∫ D {ψ} e−Smat{ψ} . (3.14)
We shall refer to Π(q) as the global or total density-density correlation func-
tion, and toΠαα
′
(q) as the local or sector density-density correlation function.
In the non-interacting limit Eq.(3.14) reduces to
Παα
′
0 (q) = −
1
V
∑
k
Θα(k)Θα
′
(k + q)
f(ξk+q)− f(ξk)
ξk+q − ξk − iωm . (3.15)
By relabeling k + q → k it is easy to see that
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Παα
′
0 (q) = Π
α′α
0 (−q) . (3.16)
Substituting Eq.(3.15) into Eq.(3.13) and using
∑
αΘ
α(k) = 1, we recover
the non-interacting Lindhard function given in Eq.(2.41). We would like to
emphasize that in the above functional integral representations of the corre-
lation functions the precise normalization for the integration measure D{ψ}
is irrelevant, because the measure appears always in the numerator as well
as in the denominator.
3.2 The first Hubbard-Stratonovich transformation
We decouple the two-body interaction between the fermions with the help of
a Hubbard-Stratonovich field φα. After integrating over the Fermi fields, the
single-particle Green’s function can then be written as a quenched average
with probability distribution given by the effective action of the φα-field.
3.2.1 Decoupling of the interaction
The generalized Landau parameters fαα
′
q in Eq.(3.4) have units of energy
× volume. Because we would like to work with dimensionless Hubbard-
Stratonovich fields, it is useful to introduce the dimensionless Landau pa-
rameters
f˜αα
′
q =
β
V
fαα
′
q . (3.17)
The interaction part of our Grassmannian action can then be written as
Sint{ψ} = 1
2
∑
q
∑
αα′
f˜αα
′
q ρ
α
−qρ
α′
q . (3.18)
Using the invariance of the sum in Eq.(3.18) under simultaneous relabelling
α↔ α′ and q → −q, it is easy to see that, without loss of generality, we may
assume that
f˜αα
′
q = f˜
α′α
−q , (3.19)
which is analogous to Eq.(3.16). We now decouple this action by means of
the following Hubbard-Stratonovich transformation involving a dimensionless
bosonic auxiliary field φαq ,
exp [−Sint{ψ}] ≡ exp
[
−1
2
∑
q
∑
αα′
[f˜
q
]αα
′
ρα−qρ
α′
q
]
=
∫ D {φα} exp [− 12∑q∑αα′ [f˜−1q ]αα′φα−qφα′q − i∑q∑α φα−qραq
]
∫ D {φα} exp [− 12∑q∑αα′ [f˜−1q ]αα′φα−qφα′q
] .(3.20)
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Here f˜
q
is a matrix in the patch indices, with matrix elements given by
[f˜
q
]αα
′
= f˜αα
′
q =
β
V
fαα
′
q . (3.21)
Throughout this work we shall use the convention that all underlined quan-
tities are matrices in the patch indices. Eq.(3.20) is easily proved by shifting
the φα-field in the numerator of the right-hand side according to
φαq → φαq − i
∑
α′
[f˜
q
]αα
′
ρα
′
q , (3.22)
and using Eq.(3.19). For later convenience, let us fix the measure for the
φα-integration such that
∫
D {φα} exp
[
−1
2
∑
q
∑
αα′
[f˜
−1
q
]αα
′
φα−qφ
α′
q
]
=
∏
q
det(f˜
q
) , (3.23)
where det denotes the determinant with respect to the patch indices. Note
that our complex auxiliary field satisfies φα−q = (φ
α
q )
∗, because it couples to
the Fourier components of the density, which have also this symmetry. Of
course, mathematically the φα-integrals in Eq.(3.20) and (3.23) are only well
defined if the matrix f˜
q
is positive definite. However, Eqs.(3.22) and (3.19) are
sufficient to proof Eq.(3.20) as an algebraic identity, so that we shall use this
transformation for intermediate algebraic manipulations even if the matrix f˜
q
is not positive definite. Possible infinities due to vanishing (or even negative)
eigenvalues of the matrix f˜
q
cancel between the denominator and numerator
of Eq.(3.20). For example, if all matrix elements of aM ×M -matrix have the
same (non-zero) value, thenM−1 of its eigenvalues are equal to zero, so that
for constant matrices f˜
q
we implicitly assume that the Gaussian integrations
in Eq.(3.20) have been regularized in some convenient way. Note also that
the appearance of f˜
−1
q
is only an intermediate step in our calculation. The
final expressions for physical correlation functions can be written entirely in
terms of f˜
q
, and remain finite even if this matrix is not positive definite.
Such a rather loose use of mathematics is quite common in statistical field
theory, although for mathematicians it is certainly not acceptable. Formally,
the appearance of f˜
−1
q
at intermediate steps can be avoided with the help
of the two-field Hubbard-Stratonovich transformation discussed in Sect. 3.3,
see Eq.(3.42) below2.
2 Other formal ways to avoid this problem are briefly discussed in the books by
Amit [3.2, p. 24], and by Itzykson and Drouffe [3.3, p. 153]. On the other hand,
Zinn-Justin mentions this problem [3.1, p. 518], but does not hesitate to perform
a transformation of the form (3.20) for a general matrix f˜
q
. Moreover, in the book
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3.2.2 Transformation of the single-particle Green’s function
Applying the Hubbard-Stratonovich transformation (3.20) to the functional
integral representation (3.6) of the single-particle Green’s function, we obtain
G(k) = −β
∫ D {ψ}D {φα} e−S{ψ,φα}ψkψ†k∫ D {ψ}D {φα} e−S{ψ,φα} , (3.24)
where the decoupled action is given by
S{ψ, φα} = S0 {ψ}+ S1 {ψ, φα}+ S2 {φα} , (3.25)
with
S1{ψ, φα} =
∑
q
∑
α
iραq φ
α
−q , (3.26)
S2{φα} = 1
2
∑
q
∑
αα′
[f˜
−1
q
]αα
′
φα−qφ
α′
q . (3.27)
Thus, the fermionic two-body interaction has disappeared. Instead, we have
the problem of a coupled field theory in which a dynamic bosonic field φα
is coupled linearly to the fermionic density. The φα-field mediates the inter-
action between the fermionic matter in the sense that integration over the
φα-field (i.e. undoing the Hubbard-Stratonovich transformation) generates
an effective fermionic two-body interaction. In fact, because all interactions
in nature can be viewed as the result of the exchange of some sort of parti-
cles, it is more general and fundamental to define the problem of interacting
fermions in terms of an action that does not contain the fermionic two-body
interaction explicitly, but involves the linear coupling of the fermionic density
to another bosonic field. This point of view has been emphasized by Feyn-
man and Hibbs [3.44]. We shall come back to the physical meaning of the
Hubbard-Stratonovich field φα in Chap. 10.1.1, where we shall show that for
the Maxwell action the φα-field can be identified physically with the scalar
potential of electromagnetism.
In a functional integral we have the freedom of performing the integrations
in any convenient order. Let us now perform the fermionic integration over
the ψ-field in Eq.(3.24) before integrating over the φα-field. To do this, we
write
S0 {ψ}+ S1 {ψ, φα} = −β
∑
kk′
ψ†k[Gˆ
−1]kk′ψk′ , (3.28)
where Gˆ−1 is an infinite matrix in momentum and frequency space, with
matrix elements given by the formal Dyson equation
by Negele and Orland [3.6, p. 198] as well as in Parisi’s book [3.4, p. 209] this
transformation is used without further comment. I would like to thank Kurt
Scho¨nhammer for giving me a copy of his notes with a summary and discussion
of the relevant references.
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[Gˆ−1]kk′ = [Gˆ−10 ]kk′ − [Vˆ ]kk′ . (3.29)
Here Gˆ0 is the non-interacting Matsubara Green’s function matrix,
[Gˆ0]kk′ = δkk′G0(k) , G0(k) =
1
iω˜n − ξk , (3.30)
and the self-energy matrix Vˆ is defined by
[Vˆ ]kk′ =
∑
α
Θα(k)V αk−k′ , V
α
q =
i
β
φαq . (3.31)
Recall that k denotes wave-vector and frequency, so that δkk′ = δkk′δnn′ .
Choosing the normalization of the integration measure D{ψ} suitably, the
“trace-log” formula [3.4] yields∫
D {ψ} exp [−S0 {ψ} − S1 {ψ, φα}] = det Gˆ−1
= eTr ln Gˆ
−1
= eTr ln Gˆ
−1
0 eTr ln[1−Gˆ0Vˆ ] , (3.32)
−β
∫
D {ψ}ψkψ†k exp [−S0 {ψ} − S1 {ψ, φα}]
= [Gˆ]kke
Tr ln Gˆ−10 eTr ln[1−Gˆ0Vˆ ] . (3.33)
Hence, after integration over the fermions the exact interacting Green’s func-
tion (3.24) can be written as a quenched average of the diagonal element
[Gˆ]kk,
G(k) =
∫
D{φα}P{φα}[Gˆ]kk ≡
〈
[Gˆ]kk
〉
Seff
. (3.34)
Note that [Gˆ]kk is in general a very complicated functional of the field φ
α.
The normalized probability distribution P{φα} is
P{φα} = e
−Seff{φα}∫ D {φα} e−Seff{φα} , (3.35)
where the effective action for the φα-field contains, in addition to the ac-
tion S2{φα} defined in Eq.(3.27), a contribution due to the coupling to the
electronic degrees of freedom,
Seff{φα} = S2{φα}+ Skin{φα} , (3.36)
with
Skin{φα} = −Tr ln[1− Gˆ0Vˆ ] . (3.37)
Note that in Eq.(3.34) one first calculates the Green’s function for a frozen
configuration of the φα-field, and then averages the resulting expression
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over all configurations this field, with the probability distribution given in
Eq.(3.35). Such a procedure closely resembles the background field method,
which is well-known in the field theory literature [3.5]. Following this termi-
nology, we shall also refer to our auxiliary field φαq as the background field.
The above transformations are exact. Of course, in practice it is im-
possible to calculate the interacting Green’s function from Eq.(3.34), be-
cause (a) the matrix Gˆ−1 cannot be inverted exactly, (b) the kinetic en-
ergy contribution Skin{φα} to the effective action of the φα-field can only
be calculated perturbatively, and (c) the probability distribution P{φα} in
Eq.(3.35) is not Gaussian, so that the averaging procedure cannot be carried
out exactly. The amazing fact is now that there exists a physically interesting
limit where the difficulties (a), (b) and (c) can all be overcome. The above
method leads then to a new and non-perturbative approach to the fermionic
many-body problem. The detailed description of this method and its ap-
plication to physical problems is the central topic of this book. The highly
non-perturbative character of this approach is evident from the fact that in
d = 1 the well-known bosonization result for the Green’s function of the
Tomonaga-Luttinger model [3.19] can be obtained with this method [3.42].
This will be explicitly shown in Chap. 6.3.
3.3 The second Hubbard-Stratonovich transformation
In order to introduce collective bosonic density fields, we perform another
change of variables in the functional integral by means of a second Hubbard-
Stratonovich transformation. In this way we arrive at the general definition
of the bosonized kinetic energy.
From Eq.(3.26) we see that after the first Hubbard-Stratonovich transfor-
mation the composite Grassmann field ρα couples linearly to the φα-field.
Evidently the φα-field is related to the ρα-field in a very similar fashion as
the chemical potential is related to the particle number. In other words, the
φα-field is the conjugate field to the sector density ρα. We now use a second
Hubbard-Stratonovich transformation to eliminate the composite Grassmann
field ρα in favour of a collective bosonic field ρ˜α, which can then be identified
physically with the bosonized density fluctuation. This additional transfor-
mation is useful for the calculation of quantities that can be written in terms
of collective density fluctuations, such as the density-density correlation func-
tion or the bosonized Hamiltonian. On the other hand, for the calculation of
the single-particle Green’s function the first Hubbard-Stratonovich transfor-
mation introduced in the previous section is sufficient.
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3.3.1 Transformation of the density-density correlation function
Applying the first Hubbard-Stratonovich transformation (3.20) to the Grass-
mannian functional integral representation (3.14) of the sector density-
density correlation function, we obtain
Παα
′
(q) =
β
V
∫ D {ψ}D {φα} ραq ρα′−q exp [−S {ψ, φα}]∫ D {ψ}D {φα} exp [−S {ψ, φα}] . (3.38)
We now decouple the quadratic action S2{φα} in this expression by means
of an integration over another bosonic field ρ˜αq ,
exp [−S2{φα}] ≡ exp
[
−1
2
∑
q
∑
αα′
[f˜
−1
q
]αα
′
φα−qφ
α′
q
]
=
∫ D {ρ˜α} exp [− 12∑q∑αα′ [f˜ q]αα′ ρ˜α−q ρ˜α′q + i∑q∑α φα−q ρ˜αq
]
∫ D {ρ˜α} exp [− 12∑q∑αα′ [f˜ q]αα′ ρ˜α−q ρ˜α′q
] . (3.39)
It is convenient to define the integration measure for the ρ˜α-integral such
that∫
D {ρ˜α} exp
[
−1
2
∑
q
∑
αα′
[f˜
q
]αα
′
ρ˜α−qρ˜
α′
q
]
=
∏
q
[
det(f˜
q
)
]−1
, (3.40)
so that with Eq.(3.23) we have
∫
D {ρ˜α}
∫
D {φα} exp
[
−1
2
∑
q
∑
αα′
[f˜
q
]αα
′
ρ˜α−q ρ˜
α′
q
−1
2
∑
q
∑
αα′
[f˜
−1
q
]αα
′
φα−qφ
α′
q
]
= 1 . (3.41)
Then our two-field decoupling of the original fermionic two-body interaction
reads
exp [−Sint{ψ}] ≡ exp
[
−1
2
∑
q
∑
αα′
[f˜
q
]αα
′
ρα−qρ
α′
q
]
=
∫
D {ρ˜α}
∫
D {φα}
× exp
[
−1
2
∑
q
∑
αα′
[f˜
q
]αα
′
ρ˜α−q ρ˜
α′
q + i
∑
q
∑
α
[
ρ˜αq − ραq
]
φα−q
]
. (3.42)
Note that ραq =
∑
kΘ
α(k)ψ†kψk+q on the left-hand side of this equation is
a composite Grassmann field, while ρ˜αq on the right-hand side is a complex
collective bosonic field. Eq.(3.42) can be viewed as a functional generalization
of the elementary identity
42 3. Hubbard-Stratonovich transformations
e−x
2
=
∫ ∞
−∞
dy
∫ ∞
−∞
dφ
2π
e−y
2+i(y−x)φ . (3.43)
Let us also point out that the two-field Hubbard-Stratonovich transformation
(3.42) does not involve the inverse of the matrix f˜
q
, so that it is perfectly
well defined for matrices with constant elements.
Applying the Hubbard-Stratonovich transformation (3.39) to the denom-
inator in Eq.(3.38) and integrating over the fermionic ψ-field, we obtain with
the help of the “trace-log” formula (3.32),
∫
D {ψ}D {φα} exp [−S {ψ, φα}] = e
Tr ln Gˆ−10∫ D {ρ˜α} e−S˜2{ρ˜α}
×
∫
D {ρ˜α}D {φα} exp
[
−S˜2 {ρ˜α}+ i
∑
qα
φα−q ρ˜
α
q − Skin{φα}
]
, (3.44)
where the interaction contribution to the effective action of the collective
ρ˜α-field is
S˜2 {ρ˜α} = 1
2
∑
q
∑
αα′
[f˜
q
]αα
′
ρ˜α−q ρ˜
α′
q , (3.45)
and the action Skin{φα} is defined in Eq.(3.37). The relation analogous to
Eq.(3.44) for the numerator in Eq.(3.38) is
∫
D {ψ}D {φα} ραq ρα
′
−q exp [−S {ψ, φα}] =
eTr ln Gˆ
−1
0∫ D {ρ˜α} e−S˜2{ρ˜α}
×
∫
D {ρ˜α}D {φα} ρ˜αq ρ˜α
′
−q exp
[
−S˜2{ρ˜α}+ i
∑
qα
φα−q ρ˜
α
q − Skin{φα}
]
.(3.46)
To proof Eq.(3.46), we introduce the generating functional
F{φ˜α} =
∫
D {ψ}D {φα} exp
[
−S {ψ, φα}+ i
∑
qα
φ˜α−qρ
α
q
]
, (3.47)
which depends on external bosonic fields φ˜α and generates via differentiation
(up to a constant factor) the left-hand side of Eq.(3.46),
∂2F{φ˜α}
∂φ˜α−q∂φ˜α
′
q
∣∣∣∣∣
φ˜α=0
= i2
∫
D {ψ}D {φα} ραq ρα
′
−q exp [−S {ψ, φα}] . (3.48)
Applying the Hubbard-Stratonovich transformation (3.39) to our generating
functional, we obtain
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F{φ˜α} = 1∫ D {ρ˜α} e−S˜2{ρ˜α}
∫
D {ρ˜α}D {φα} e−S˜2{ρ˜α}
×
∫
D {ψ} exp
[
−S0{ψ}+ i
∑
qα
[φα−q ρ˜
α
q − (φα−q − φ˜α−q)ραq ]
]
. (3.49)
Shifting the integration over the φα-field according to φαq → φαq + φ˜αq , we
replace in the last term of the exponential in Eq.(3.49)
φα−q ρ˜
α
q − (φα−q − φ˜α−q)ραq → φ˜α−q ρ˜αq + φα−q(ρ˜αq − ραq ) , (3.50)
so that after the shift the derivatives with respect to the external φ˜α-field
generate factors of the collective bosonic density field ρ˜α. Performing now the
fermionic integration and taking two derivatives with respect to the external
field, we conclude from Eq.(3.49) that
∂2F{φ˜α}
∂φ˜α−q∂φ˜α
′
q
∣∣∣∣∣
φ˜α=0
= i2
eTr ln Gˆ
−1
0∫ D {ρ˜α} e−S˜2{ρ˜α}
∫
D {ρ˜α}D {φα}
×ρ˜αq ρ˜α
′
−q exp
[
−S˜2{ρ˜α}+ i
∑
qα
φα−q ρ˜
α
q − Skin{φα}
]
. (3.51)
Comparing the right-hand sides of Eqs.(3.48) and (3.51), the validity of
Eq.(3.46) is evident. In summary, with the help of Eqs.(3.44), (3.46) and
(3.38) the sector density-density correlation function (3.14) can be repre-
sented as
Παα
′
(q) =
β
V
∫ D {ρ˜α} e−S˜2{ρ˜α}ρ˜αq ρ˜α′−q ∫ D {φα} exp [i∑qα φα−q ρ˜αq − Skin {φα}]∫ D {ρ˜α} e−S˜2{ρ˜α} ∫ D {φα} exp [i∑qα φα−q ρ˜αq − Skin {φα}] .
(3.52)
3.3.2 Definition of the bosonized kinetic energy
In complete analogy with Eqs.(3.34)–(3.36), let us rewrite Eq.(3.52) as
Παα
′
(q) =
β
V
∫
D{ρ˜α}P˜{ρ˜α}ρ˜αq ρ˜α
′
−q ≡
β
V
〈
ρ˜αq ρ˜
α′
−q
〉
S˜eff
, (3.53)
where the normalized probability distribution P˜{ρ˜α} for the collective density
field ρ˜α is
P˜{ρ˜α} = e
−S˜eff{ρ˜α}∫ D {ρ˜α} e−S˜eff{ρ˜α} . (3.54)
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The effective action of the ρ˜α-field has again two contributions,
S˜eff {ρ˜α} = S˜2 {ρ˜α}+ S˜kin {ρ˜α} , (3.55)
with S˜2 {ρ˜α} given in Eq.(3.45), and
S˜kin {ρ˜α} = − ln
(∫
D {φα} exp
[
i
∑
qα
φα−q ρ˜
α
q − Skin {φα}
])
. (3.56)
Note that S˜kin {ρ˜α} is related to Skin{φα} via a functional Fourier transfor-
mation, while the quadratic action S˜2{ρ˜α} is simply obtained from Sint{ψ}
in Eq.(3.4) by replacing the composite Grassmann field ρα by the collective
bosonic field ρ˜α. In this way the effect of the electron-electron interaction
is taken into account exactly, while the contribution S˜kin {ρ˜α} due to the
kinetic energy can in general only be calculated approximately. In the next
chapter we shall show that in the limit of long wavelengths and low energies
the effective action S˜eff{ρ˜α} in Eq.(3.55) is equivalent with the bosonized
Hamiltonian of the interacting Fermi system. Obviously S˜eff{ρ˜α} is in gen-
eral not quadratic, so that the equivalent bosonized Hamiltonian contains
terms describing interactions between the bosons. However, under certain
conditions, which will be described in detail in Chap. 4.1, S˜eff{ρ˜α} can be
approximated by a quadratic form. In this case bosonization enormously sim-
plifies the many-body problem. In a sense, the collective density fields ρ˜α are
the “correct coordinates” to parameterize the low-energy excitations of the
system.
3.4 Summary and outlook
In this chapter we have used well-known representations of fermionic correla-
tion functions as Grassmannian functional integrals and Hubbard-Stratonovich
transformations to eliminate the fermionic degrees of freedom in favour of
bosonic ones. The only new feature of these transformations is that our
Hubbard-Stratonovich fields carry not only a momentum-frequency label q,
but also a label α that refers to the sectors KαΛ,λ defined in Chaps. 2.4 and
2.5. Although our manipulations are formally exact, at this point the reader
is perhaps rather skeptical whether they will turn out to be useful to ob-
tain truly non-perturbative information about the interacting many-body
system3. After all, the use of Hubbard-Stratonovich transformation is a well-
known technique in the theory of strongly correlated systems [3.6–3.10], and
in practice it is very difficult to go beyond the saddle point approximation.
An important exception is a beautiful paper by Hertz [3.7], which has in-
spired the development of our functional bosonization approach. Hertz used a
3 As already mentioned, in d = 1 we have the ambitious goal to reproduce the
exact solution of the Tomonaga-Luttinger model.
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Hubbard-Stratonovich transformation to derive quantum Landau-Ginzburg-
Wilson functionals for interacting Fermi systems, which form then the basis
for a renormalization group analysis. Our fields φαq are closely related to the
Hubbard-Stratonovich fields introduced by Hertz; the only difference is that
our fields carry an extra patch index α. As will be shown in Chap. 5, in this
book we shall be able to treat the full quantum dynamics of the Hubbard-
Stratonovich field non-perturbatively – we shall neither rely on saddle point
approximations, nor on the naive perturbative calculation of fluctuation cor-
rections around saddle points!
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4. Bosonization of the Hamiltonian
and the density-density correlation function
We use our functional integral formalism to bosonize the Hamiltonian of an
interacting Fermi system with two-body density-density interactions. At the
level of the Gaussian approximation the problem of deriving the bosonic rep-
resentation of the Hamiltonian is closely related to the problem of calculating
the density-density correlation function within the RPA. We develop a gen-
eral formalism for obtaining corrections to the Gaussian approximation, and
show that these are nothing but the local-field corrections to the RPA. Some
of the results presented in this chapter has been published in [4.36].
In order to obtain the bosonized effective action S˜eff{ρ˜α} defined in Eq.(3.55),
it is necessary to calculate first the effective action Seff{φα} of the φα-field
given in Eq.(3.36). Note that the electron-electron interaction is taken into
account exactly via S2{φα}, so that the difficulty lies in the calculation of the
kinetic energy contribution Skin{φα}. Similarly, the interaction part S˜2{ρ˜α}
of the effective action S˜eff{ρ˜α} for the collective density field can be ob-
tained trivially by replacing ραq → ρ˜αq in the Grassmannian action Sint{ψ}
defined in Eq.(3.4). On the other hand, to obtain the bosonized kinetic energy
S˜kin{ρ˜α} it is necessary to perform the functional Fourier transformation of
exp[−Skin{φα}] in Eq.(3.56).
Of course, in general the above kinetic energy contributions can only be
calculated perturbatively by expanding
Skin{φα} ≡ −Tr ln[1− Gˆ0Vˆ ] =
∞∑
n=1
1
n
Tr
[
Gˆ0Vˆ
]n
≡
∞∑
n=1
Skin,n{φα} , (4.1)
and truncating the expansion at some finite order. The functional Fourier
transformation in Eq.(3.56) should then also be performed perturbatively
to this order. Within the Gaussian approximation all terms with n ≥ 3 in
Eq.(4.1) are neglected, so that one sets
Skin{φα} ≈ Tr
[
Gˆ0Vˆ
]
+
1
2
Tr
[
Gˆ0Vˆ
]2
.
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Because within this approximation Skin{φα} is a quadratic functional of the
φα-field1, the functional Fourier transformation (3.56) reduces to a trivial
Gaussian integration. Evidently the effective action S˜eff{ρ˜α} of the collective
density field is then also quadratic. Note that in the work by Houghton et
al. [4.31,4.33] and Castro Neto and Fradkin [4.32,4.34] it is implicitly assumed
that the Gaussian approximation is justified. However, in none of these works
the corrections to the Gaussian approximation have been considered, so that
the small parameter which actually controls the accuracy of the Gaussian
approximation has not been determined.
On the other hand, in the exactly solvable one-dimensional Tomonaga-
Luttinger model [4.17, 4.18] the bosonized Hamiltonian is known to be
quadratic, so that the expansion in Eq.(4.1) truncates at the second order.
In this case we have exactly
−Tr ln[1− Gˆ0Vˆ ] = Tr
[
Gˆ0Vˆ
]
+
1
2
Tr
[
Gˆ0Vˆ
]2
. (4.3)
All higher order terms vanish identically due to a large scale cancellation
between self-energy and vertex corrections, which has been discovered by
Dzyaloshinskii and Larkin [4.1]. A few years later T. Bohr gave a much more
readable proof of this cancellation [4.2], and formulated it as a theorem, which
he called the closed loop theorem. In d = 1 there are certainly alternative (but
equivalent) approaches to the bosonization problem, which do not explicitly
make use of the closed loop theorem [4.41, 4.42]. However, we find it advan-
tageous to start from the closed loop theorem, because then it is very easy
to see that the cancellations responsible for the validity of Eq.(4.3) in d = 1
exist also in higher dimensions, and control in the limit of high densities and
small momentum-transfers the accuracy of the Gaussian approximation in
arbitrary d. Following the terminology coined by T. Bohr [4.2], we shall de-
scribe the mechanism responsible for this cancellation in terms of a theorem,
which we call the generalized closed loop theorem.
4.1 The generalized closed loop theorem
This is the fundamental reason why bosonization works.
1 As shown in Eq.(4.20) below, the term Tr[Gˆ0Vˆ ] in Eq.(4.2) gives rise to a contri-
bution that is proportional to the q = 0 component of the φα-field, which renor-
malizes the q = 0 component of the collective density field ρ˜αq (see Eqs.(4.38)
and (4.39)). In this work we shall restrict ourselves to the calculation of zero
temperature correlation functions at finite q, in which case possible subtleties
associated with these q = 0 components of the Hubbard-Stratonovich fields can
be ignored. For the calculation of the free energy a more careful treatment of
these terms is certainly necessary.
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Graphically, the traces Tr[Gˆ0Vˆ ]
n in Eq.(4.1) can be represented as closed
fermion loops with n external φα-fields, as shown in Fig. 4.1. Performing the
n
1
2
3
4
5
6
n-1
Fig. 4.1. Feynman diagram repre-
senting Tr[Gˆ0Vˆ ]
n with n = 8, see
Eqs.(4.1) and (4.4). The lines with ar-
rows denote non-interacting fermionic
Green’s functions, the dots represent
the bare vertex, and the wavy lines
denote external φα-fields.
trace of nth order term in Eq.(4.1), we obtain
Skin,n {φα} = 1
n
∑
q1...qn
∑
α1...αn
Un(q1α1 . . . qnαn)φ
α1
q1 · · ·φαnqn , (4.4)
where the dimensionless vertices Un are given by [4.3]
Un(q1α1 . . . qnαn) = δq1+...+qn,0
(
i
β
)n
1
n!
∑
P (1...n)
∑
k
ΘαP1 (k)
×ΘαP2 (k + qP2) · · ·ΘαPn (k + qP2 + . . .+ qPn)
×G0(k)G0(k + qP2) · · ·G0(k + qP2 + . . .+ qPn) . (4.5)
Here δq1+...+qn,0 denotes a Kronecker-δ in wave-vector and frequency space.
We have used the invariance of Skin,n {φα} under relabeling of the fields to
symmetrize the vertices Un with respect to the interchange of any two labels.
The sum
∑
P (1...n) is over the n! permutations of n integers, and Pi denotes
the image of i under the permutation. Note that the vertices Un are uniquely
determined by the energy dispersion ǫk − µ. The amazing fact is now that
there exists a physically interesting limit where all higher order vertices Un
with n ≥ 3 vanish. This limit is characterized by the requirement that the
following two approximations (A1) and (A2) become accurate:
(A1): Diagonal-patch approximation
Let us assume that there exists a cutoff qc ≪ kF such that the contribu-
tion from fields φαq with |q| >∼ qc to physical observables becomes negligibly
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small2. Because the fields φαq mediate the interaction between the fermions,
this condition is equivalent with the requirement that the nature of the bare
interaction f˜
q
should be such that the resulting effective screened interaction
(which takes into account the modification of the bare interaction between
two particles due to the presence of all other particles) is negligibly small for
|q| >∼ qc. If this condition is satisfied, we may approximate in Eq.(4.5)
ΘαP1 (k)ΘαP2 (k + qP2) · · ·ΘαPn (k + qP2 + . . .+ qPn)
≈ δαP1αP2 δαP1αP3 · · · δαP1αPnΘαP1 (k) , (4.6)
because the k-sum in Eq.(4.5) is dominated by wave-vectors of the order of
kF. This approximation is correct to leading order in qc/kF, and becomes
exact in the limit qc/kF → 0. Note that this limit is approached either at
high densities, where kF → ∞ at constant qc, or in the limit that the range
qc of the effective interaction in momentum space approaches zero while kF
is held constant. It follows that, up to higher order corrections in qc/kF, the
vertex Un(q1α1 . . . qnαn) is diagonal in all patch labels,
Un(q1α1 . . . qnαn) = δ
α1α2 · · · δα1αnUα1n (q1 . . . qn) , (4.7)
with
Uαn (q1 . . . qn) = δq1+...+qn,0
(
i
β
)n
1
n!
∑
P (1...n)
∑
k
Θα(k)
× G0(k)G0(k + qP2) · · ·G0(k + qP2 + . . .+ qPn) . (4.8)
Below we shall refer to the approximation (4.6) as the diagonal-patch approx-
imation. It is important to note that at finite qc/kF this approximation can
only become exact in d = 1, because in this case the Fermi surface consists of
two widely separated points. Except for special cases (see Chap. 7), in higher
dimensions the covering of the Fermi surface involves always some adjacent
patches, which can be connected by arbitrarily small momentum-transfers q.
These around-the-corner processes are ignored within the diagonal-patch ap-
proximation (A1). As discussed in detail in Chap. 2.4.3, this is only justified
if the sector cutoffs Λ and λ are chosen large compared with qc.
(A2): Local linearization of the energy dispersion
Suppose we put the origins kα of our local coordinate systems on the Fermi
surface (so that ǫkα = µ), and locally linearize the energy dispersion, ξ
α
q ≡
ǫkα+q − µ ≈ vα · q (see Eq.(2.16)). Inserting unity in the form (2.60) into
the non-interacting matter action S0{ψ} defined in Eq.(3.3), we see that the
linearization amounts to replacing
2 As already mentioned in Chap. 2.4.3, in the case of the long-range part of the
Coulomb interaction qc can be identified with the Thomas-Fermi wave-vector κ,
which is small compared with kF at high densities.
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S0{ψ} ≈ β
∑
k
∑
α
Θα(k)[−iω˜n + vα · (k − kα)]ψ†kψk . (4.9)
Thus, the Fermi surface is approximated by a collection of flat d − 1-
dimensional hyper-surfaces, i.e. planes in d = 3 and straight lines in d = 2.
The corresponding non-interacting Green’s function is then approximated by
G0(k
α + q, iω˜n) ≡ Gα0 (q˜) ≈
1
iω˜n − vα · q . (4.10)
Shifting the summation wave-vector in Eq.(4.8) according to k = kα+ q, we
obtain
Uαn (q1 . . . qn) = δq1+...+qn,0
(
i
β
)n
1
n!
∑
P (1...n)
∑
q˜
Θα(kα + q)
× Gα0 (q˜)Gα0 (q˜ + qP2) · · ·Gα0 (q˜ + qP2 + . . .+ qPn) . (4.11)
Recall that we have introduced the convention that q˜ = [q, iω˜n] labels
fermionic Matsubara frequencies, while q = [q, iωm] labels bosonic ones. Be-
cause the sum of a bosonic and a fermionic Matsubara frequency is a fermionic
one, the external labels q1, . . . , qn in Eq.(4.11) depend on bosonic frequencies.
Having made the approximations (A1) and (A2), we are now ready to
show that in arbitrary dimensions the vertices Uαn (q1 . . . qn) with n ≥ 3 vanish
in the limit qc → 0, so that in this limit the Gaussian approximation becomes
exact! As already mentioned, in the context of the Tomonaga-Luttinger model
the vanishing of the Un for n ≥ 3 has been called closed loop theorem, and is
discussed and proved in unpublished lecture notes by T. Bohr [4.2]. Under the
assumptions (A1) and (A2) the proof goes through in any dimension without
changes. Note that the validity of (A1) and (A2) is implicitly built into the
Tomonaga-Luttinger model by definition. The vanishing of Un for n ≥ 3 is
equivalent with the statement that the RPA for the density-density correla-
tion function is exact in this model. This is due to a complete cancellation
between self-energy and vertex corrections [4.1]. In [4.2] the proof is formu-
lated in the space-time domain, but for our purpose it is more convenient
to work in momentum space, because here the Fermi surface and the patch-
ing construction are defined. The following two properties of our linearized
non-interacting Green’s function in Eq.(4.10) are essential,
Gα0 (−q˜) = −Gα0 (q˜) , (4.12)
Gα0 (q˜)G
α
0 (q˜ + q
′) = Gα0 (q
′) [Gα0 (q˜)−Gα0 (q˜ + q′)] . (4.13)
Note that Eq.(4.12) follows trivially from the definition (4.10), while Eq.(4.13)
is nothing but the partial fraction decomposition of the product of two ra-
tional functions. To show that the odd vertices U3, U5, . . . vanish, we only
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need Eq.(4.12) and the fact that the sector KαΛ,λ in Eq.(4.11) has inversion
symmetry with respect to kα, so that the domain for the q-sum is invariant
under q → −q. Then it is easy to see that the contribution from a given per-
mutation (P1P2 . . . Pn−1Pn) is exactly cancelled by the contribution from the
permutation (PnPn−1 . . . P2P1) in which the loop is traversed in the opposite
direction. As already pointed out by T. Bohr [4.2], the vanishing of the odd
vertices is a direct consequence of Furry’s theorem [4.4]. To show that the
even vertices Un, n = 4, 6, . . . vanish, we use Eq.(4.13) n-times for the pairs
Gα0 (q˜)G
α
0 (q˜ + qP2) ,
Gα0 (q˜ + qP2)G
α
0 (q˜ + qP2 + qP3) ,
. . . ,
Gα0 (q˜ + qP2 + . . .+ qPn−1)G
α
0 (q˜ + qP2 + . . .+ qPn) ,
Gα0 (q˜ + qP2 + . . .+ qPn)G
α
0 (q˜) ,
(4.14)
and take into account that we may replace qP2 + . . .+ qPn = −qP1 because of
overall energy-momentum conservation. Using the fact that in Eq.(4.11) we
sum over all permutations, it is easy to show that under the summation sign
the second line in Eq.(4.11) can be replaced by
Gα0 (q˜)G
α
0 (q˜ + qP2) · · ·Gα0 (q˜ + qP2 + . . .+ qPn)
→ 1
n
[Gα0 (qP1)−Gα0 (qP2 )] {Gα0 (q˜ + qP2) · · ·Gα0 (q˜ + qP2 + . . .+ qPn)} .(4.15)
Substituting Eq.(4.15) in Eq.(4.11), noting that after the shift q˜ → q˜− qP2 +
qP1 of the summation label the factor in the curly braces in Eq.(4.15) can be
replaced by the symmetrized (with respect to qP1 ↔ qP2) expression
1
2
{Gα0 (q˜ + qP2) · · ·Gα0 (q˜ + qP2 + . . .+ qPn) + [qP1 ↔ qP2 ]} , (4.16)
and finally using again the fact that we may rename qP1 ↔ qP2 because
we sum over all permutations, it is easy to see that the resulting expression
vanishes due to the antisymmetry of the first factor on the right-hand side
of Eq.(4.15). This argument is not valid for n = 2, because in this case
Gα0 (qP1) − Gα0 (qP2) = 2Gα0 (qP1) due to energy-momentum conservation. We
shall discuss the vertex U2 in detail in Sect. 4.2.1. Note that the shift q˜ →
q˜−qP2+qP1 affects also the patch cutoff, Θα(kα+q)→ Θα(kα+q−qP2+qP1),
but this leads to corrections of higher order in qc. Because we have already
ignored higher order terms in qc by making the diagonal-patch approximation
(A1), it is consistent to ignore this shift. We would like to encourage the reader
to explicitly verify the above manipulations for the simplest non-trivial case
n = 4.
In fermionic language, the vanishing of the higher order vertices is due
to a complete cancellation between self-energy and vertex corrections. This
cancellation is automatically incorporated in our bosonic formulation via the
symmetrization of the vertices Un. We would like to emphasize again that
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this remarkable cancellation happens not only in d = 1 [4.1, 4.2] but in ar-
bitrary dimensions3. The existence of these cancellations in the perturba-
tive calculation of the dielectric function of the homogeneous electron gas in
d = 3 has already been noticed by Geldart and Taylor more than 20 years
ago [4.6], although the origin for this cancellation has not been identified.
The generalized closed loop theorem discussed here gives a clear mathemat-
ical explanation for this cancellation to all orders in perturbation theory. It
is important to stress that the cancellation does not depend on the nature
of the external fields that enter the closed loop; in particular, it occurs also
in models where the fermionic current density is coupled to transverse gauge
fields (see Chap. 10). The one-loop corrections to the RPA for the gauge in-
variant two-particle Green’s functions of electrons interacting with transverse
gauge fields have recently been calculated by Kim et al. [4.7]. They found that
at long wavelengths and low frequencies the leading self-energy and vertex
corrections cancel. In the light of the generalized closed loop theorem this
cancellation is not surprising. However, the generalized closed loop theorem
is a much stronger statement, because it implies a cancellation between the
leading self-energy and vertex corrections to all orders in perturbation theory.
4.2 The Gaussian approximation
We now calculate the density-density correlation function and the bosonized
Hamiltonian within the Gaussian approximation. We also show that at long
wavelengths the resulting bosonized Hamiltonian agrees with the corresponding
Hamiltonian derived via the conventional operator approach [4.31,4.34].
4.2.1 The effective action for the φα-field
Within the Gaussian approximation the expansion for the kinetic energy
contribution Skin{φα} to the effective action for the φα-field in Eq.(4.1) is
truncated at the second order (see Eq.(4.2)), so that the effective action (3.36)
is approximated by
Seff{φα} ≈ S2{φα}+ Skin,1{φα}+ Skin,2{φα}
=
1
2
∑
q
∑
αα′
[f˜
−1
q
]αα
′
φα−qφ
α′
q
+
∑
q
∑
α
U1(qα)φ
α
q +
1
2
∑
q1q2
∑
αα′
U2(q1α, q2α
′)φαq1φ
α′
q2 . (4.17)
3 It should be mentioned that recently W. Metzner has independently given an
alternative proof of the generalized closed loop theorem in d > 1 [4.5]. His ap-
proach is based on operator identities for the sector density operators ρˆαq defined
in Eq.(2.55), and the resulting consequences for time-ordered expectation values
of products of these operators.
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The generalized closed loop theorem implies that the Gaussian approximation
is justified in a parameter regime where the approximations (A1) and (A2)
discussed in Sect. 4.1 are accurate.
We now calculate the vertices U1 and U2. From Eq.(4.5) we obtain
U1(qα) = δq,0
i
β
∑
k
Θα(k)
1
iω˜n − ξk = iδq,0N
α
0 , (4.18)
where
Nα0 =
∑
k
Θα(k)f(ξk) (4.19)
is the number of occupied states in sector KαΛ,λ in the non-interacting limit.
Thus,
Skin,1 {φα} = i
∑
α
φα0N
α
0 . (4.20)
The second-order vertex is given by
U2(q1α, q2α
′) = −δq1+q2,0
1
2β2
∑
k
[
Θα(k)Θα
′
(k + q2)G0(k)G0(k + q2)
+ Θα
′
(k)Θα(k + q1)G0(k)G0(k + q1)
]
. (4.21)
Performing the frequency sum we obtain
U2(−qα, qα′) = V
β
Παα
′
0 (q) ≡ Π˜αα
′
0 (q) , (4.22)
where Παα
′
0 (q) is the non-interacting sector polarization, see Eq.(3.15). We
conclude that Skin,2{φα} is given by
Skin,2{φα} = 1
2
∑
q
∑
αα′
Π˜αα
′
0 (q)φ
α
−qφ
α′
q . (4.23)
For |q| ≪ kF the diagonal-patch approximation (A1) is justified, so that we
may replace Θα(k)Θα
′
(k + q) ≈ δαα′Θα(k). To leading order in |q|/kF we
have therefore in any dimension
Παα
′
0 (q) ≈ δαα
′
Πα0 (q) , Π
α
0 (q) = ν
α v
α · q
vα · q − iωm , (4.24)
where
να =
1
V
∂Nα0
∂µ
=
1
V
∑
k
Θα(k)
[
−∂f(ξk)
∂ξk
]
(4.25)
is the local (or patch) density of states associated with sector KαΛ,λ, and v
α is
the local Fermi velocity (see Eq.(2.17)). Note that the approximation (4.24) is
valid for small |q|/kF but for arbitrary frequencies. The patch density of states
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να is proportional to Λd−1, i.e. in dimensions d > 1 it is a cutoff-dependent
quantity. To see this more clearly, we take the limit β → ∞, V → ∞ in
Eq.(4.25) and convert the volume integral over the δ-function into a surface
integral in the usual way,
να =
∫
Kα
Λ,λ
dk
(2π)d
δ(ξk) =
∫
Pα
Λ
dSk
(2π)d
1
|∇kξk| , (4.26)
where the d − 1-dimensional surface integral is over the patch PαΛ , i.e. the
intersection of the sector KαΛ,λ with the Fermi surface. Using now the fact
that |∇kξk| ≈ |vα| for k ∈ PαΛ , and that for linearized energy dispersion the
area of PαΛ is by construction given by Λ
d−1, we have in d dimensions
να ≈ Λ
d−1
(2π)d|vα| . (4.27)
On the other hand, we shall show in this work that physical quantities depend
only on the global density of states (or some weighted average of the να),
ν =
∑
α
να =
1
V
∑
k
[
−∂f(ξk)
∂ξk
]
, (4.28)
which is manifestly cutoff-independent.
In summary, within the Gaussian approximation the effective action of
the φα-field is given by
Seff{φα} ≈ i
∑
α
φα0N
α
0 + Seff,2{φα} , (4.29)
with
Seff,2{φα} ≡ S2{φα}+ Skin,2{φα}
=
1
2
∑
q
∑
αα′
[f˜
−1
q
+ Π˜0(q)]
αα′φα−qφ
α′
q , (4.30)
where the elements of the matrix Π˜0(q) are defined by [Π˜0(q)]
αα′ = Π˜αα
′
0 (q),
with Π˜αα
′
0 (q) given in Eq.(4.22).
4.2.2 The Gaussian propagator of the φα-field
. . . which is also known under the name RPA interaction.
Within the Gaussian approximation the propagator of the φα-field is simply
given by 〈
φαq φ
α′
−q
〉
Seff,2
=
[
[f˜
−1
q
+ Π˜0(q)]
−1
]αα′
, (4.31)
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where the averaging < . . . >Seff,2 is defined as in Eqs.(3.34) and (3.35), with
Seff{φα} approximated by Seff,2{φα}. As already mentioned in the footnote
after Eq.(4.2), the first term in Eq.(4.29) involving the q = 0 component
of the φα-field does not contribute to correlation functions at finite q. From
Eqs.(3.21) and (4.22) we have f˜
q
= βV fq and Π˜0(q) =
V
βΠ0(q), so that
Eq.(4.31) implies 〈
φαq φ
α′
−q
〉
Seff,2
=
β
V
[fRPA
q
]αα
′
, (4.32)
where the RPA interaction matrix fRPA
q
is defined via
fRPA
q
=
[
f−1
q
+Π0(q)
]−1
= f
q
[
1 +Π0(q)f q
]−1
. (4.33)
Thus, the Gaussian propagator of the φα-field is (up to a factor of β/V )
given by the RPA interaction matrix fRPA
q
. In the special case that all ma-
trix elements of the bare interaction are identical, [f
q
]αα
′
= fq, the matrix
elements [fRPA
q
]αα
′
are also independent of the patch indices, and can be
identified with the usual RPA interaction. To see this, we expand Eq.(4.33)
as a Neumann series
fRPA
q
= f
q
− f
q
Π0(q)f q + f qΠ0(q)f qΠ0(q)f q − . . . , (4.34)
and then take matrix elements term by term. Using the fact that all matrix
elements of f
q
are identically given by fq, we may sum the series again and
obtain the usual RPA interaction,
[fRPA
q
]αα
′
= fRPAq ≡
fq
1 + fqΠ0(q)
, (4.35)
where
Π0(q) =
∑
αα′
Παα
′
0 (q) (4.36)
is the total non-interacting polarization (see Eq.(3.13)).
4.2.3 The effective action for the ρ˜α-field
According to Eq.(3.56) the kinetic energy contribution to the effective action
for the collective density field is within the Gaussian approximation given by
S˜kin{ρ˜α} ≈
− ln
[∫
D{φα} exp
(
i
∑
qα
φα−q ρ˜
α
q − Skin,1 {φα} − Skin,2 {φα}
)]
. (4.37)
Using Eq.(4.20), the first two terms in the exponent can be combined as
follows,
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i
∑
q
∑
α
φα−q ρ˜
α
q − Skin,1 {φα} = i
∑
q
∑
α
φα−q
[
ρ˜αq − δq,0Nα0
]
, (4.38)
so that it is obvious that the first order term Skin,1{φα} simply shifts the
collective density field ρ˜α according to
ρ˜αq → ρ˜αq − δq,0Nα0 , (4.39)
i.e. the uniform component is shifted. Hence, S˜kin {ρ˜α} in Eqs.(3.56) and
(4.37) is actually a functional of the shifted field. For simplicity we shall
from now on redefine the collective density field according to Eq.(4.39). Note
that the q = 0 term in the interaction part S˜2 {ρ˜α} given in Eq.(3.45) is
usually excluded due to charge neutrality, so that the effective action S˜eff{ρ˜α}
depends exclusively on the shifted field. The integration in Eq.(4.37) yields
the usual Debye-Waller factor, so that within the Gaussian approximation
S˜kin{ρ˜α} ≈ S˜(0)kin,0 + S˜(0)kin,2{ρ˜α} , (4.40)
where
S˜
(0)
kin,0 = − ln
[∫
D {φα} e−Skin,2{φα}
]
(4.41)
is a constant independent of the ρ˜α-field, and
S˜
(0)
kin,2{ρ˜α} =
1
2
∑
q
∑
αα′
Γαα
′
(q)ρ˜α−q ρ˜
α′
q . (4.42)
Here Γαα
′
(q) is the propagator of the φα-field with respect to the quadratic
action Skin,2{φα} defined in Eq.(4.23), i.e.
Γαα
′
(q) =
∫ D{φα}e−Skin,2{φα}φαq φα′−q∫ D{φα}e−Skin,2{φα} ≡
〈
φαq φ
α′
−q
〉
Skin,2
= [Π˜
−1
0 (q)]
αα′ . (4.43)
Note that Γαα
′
q (q) is (up to a factor of β/V ) given by the matrix inverse
of the non-interacting sector polarization Παα
′
0 (q). In summary, within the
Gaussian approximation the effective action of the ρ˜α-field is given by
S˜eff{ρ˜α} ≈ S˜(0)kin,0 + S˜(0)eff,2{ρ˜α} , (4.44)
with
S˜
(0)
eff,2{ρ˜α} ≡ S˜2{ρ˜α}+ S˜(0)kin,2{ρ˜α}
=
1
2
∑
q
∑
αα′
[f˜
q
+ Γ (q)]αα
′
ρ˜α−q ρ˜
α′
q , (4.45)
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where Γ (q) = Π˜
−1
0 (q). In contrast to Seff,2{φα}, the corresponding Gaussian
action of the collective density field S˜
(0)
eff,2{ρ˜α} carries an extra superscript (0),
which indicates that higher order corrections will renormalize the parameters
of S˜
(0)
eff,2{ρ˜α}. In the case of Seff,2{φα} corrections of this type do not exist. In
Sect. 4.3 we shall explicitly calculate the leading correction to the Gaussian
approximation.
4.2.4 The Gaussian propagator of the ρ˜α-field
. . . which is nothing but the RPA polarization.
Having determined the effective action for the collective density field, we may
calculate the density-density correlation function from Eq.(3.53) by perform-
ing the bosonic integration over the ρ˜α-field. Because within the Gaussian
approximation S˜eff{ρ˜α} is quadratic, the integration can be carried out triv-
ially, and we obtain
〈
ρ˜αq ρ˜
α′
−q
〉
S˜
(0)
eff,2
=
[[
f˜
q
+ Γ (q)
]−1]αα′
. (4.46)
Using again f˜
q
= βV f q and Γ (q) =
β
V Π
−1
0 (q), we conclude that within the
Gaussian approximation the sector density-density correlation function is ap-
proximated by
Παα
′
(q) ≈ [ΠRPA(q)]αα
′
, (4.47)
where the matrix ΠRPA(q) is given by
ΠRPA(q) =
[
Π−10 (q) + f q
]−1
= Π0(q)
[
1 + f
q
Π0(q)
]−1
. (4.48)
Eq.(4.48) is nothing but the RPA for the sector density-density correlation
function. Thus, the Gaussian propagator of the ρ˜α-field is simply given by
the RPA polarization matrix ΠRPA(q).
To obtain the standard RPA result for the total density-density correlation
function, we should sum Eq.(4.47) over both patch labels,
ΠRPA(q) =
∑
αα′
[[
Π−10 (q) + fq
]−1]αα′
, (4.49)
see Eq.(3.13). For simplicity let us assume that [f
q
]αα
′
= fq is independent
of the patch indices. Expanding
[Π−10 (q) + f q]
−1 = Π0(q)−Π0(q)f qΠ0(q) + . . . , (4.50)
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and taking matrix elements, we see that Eqs.(4.49) and (4.50) reduce to the
usual RPA result (2.47),
ΠRPA(q) =
Π0(q)
1 + fqΠ0(q)
, (4.51)
where the total non-interacting polarization Π0(q) is given in Eq.(4.36). We
would like to emphasize that up to this point we have not linearized the
energy dispersion, so that Eq.(4.51) is the exact RPA result for all wave-
vectors, including the short-wavelength regime.
4.2.5 The bosonized Hamiltonian
To make contact with the operator approach to bosonization [4.31, 4.34], let
us now derive a bosonic Hamiltonian that at long wavelengths is equivalent
with our Gaussian action S˜
(0)
eff,2{ρ˜α} in Eq.(4.45). The key observation is that,
in the limit of high densities and long wavelengths (i.e. in the limit where
the diagonal-patch approximation (A1) is correct), the sector polarization is
diagonal in the sector indices, and is to leading order given in Eq.(4.24). It
follows that the matrix elements of Γ (q) (which according to Eqs.(4.22) and
(4.43) is proportional to the inverse non-interacting polarization) are in the
above limit given by
Γαα
′
(q) ≈ δαα′ β
V να
vα · q − iωm
vα · q . (4.52)
Hence the Gaussian action (4.45) can be written as
S˜
(0)
eff,2{ρ˜α} =
β
2V
∑
q
∑
αα′
[
fαα
′
q + δ
αα′ v
α · q − iωm
ναvα · q
]
ρ˜α−qρ˜
α′
q . (4.53)
The term proportional to iωm defines the dynamics of the ρ˜
α-field. We now
recall that in the functional integral for canonically quantized bosons the co-
efficient of the term proportional to −iωm should be precisely β. Any other
value of this coefficient would describe operators with non-canonical commu-
tation relations [4.8]. In a different context such a rescaling has also been
performed in [4.9]. Thus, to write our effective action in terms of a canonical
boson field bαq , we should rescale the ρ˜
α-field accordingly. This is achieved by
substituting in Eq.(4.53)
ρ˜αq = (V ν
α|vα · q|)1/2
[
Θ(vα · q)bαq +Θ(−vα · q)b†α−q
]
. (4.54)
The Θ-functions are necessary to make the coefficient of −iωm equal to β
for all patches, because the sign of iωm in Eq.(4.53) depends on the sign of
vα · q. Our final result for the bosonized action S˜b{bα} ≡ S˜(0)eff,2{ρ˜α(bα)} is
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S˜b{bα} = β
∑
q
∑
α
Θ(vα · q)(−iωm)bα†q bαq
+ β [Hb,kin{bα}+Hb,int{bα}] , (4.55)
Hb,kin{bα} =
∑
q
∑
α
Θ(vα · q)vα · qbα†q bαq , (4.56)
Hb,int{bα} = 1
2
∑
q
∑
αα′
Θ(vα · q)
√
|vα · q||vα′ · q|
×
[
Θ(vα
′ · q)
(
Fαα
′
q b
α†
q b
α′
q + F
α′α
q b
α′†
q b
α
q
)
+Θ(−vα′ · q)
(
Fαα
′
q b
α†
q b
α′†
−q + F
α′α
q b
α′
−qb
α
q
)]
, (4.57)
where Fαα
′
q =
√
νανα′fαα
′
q are dimensionless couplings, and we have assumed
that the bare interaction depends only on q. For frequency-dependent bare
interactions it is not possible to write down a conventional Hamiltonian that
is equivalent to the effective action in Eq.(4.53). The functional integral for
the bα-field is now formally identical with a standard bosonic functional in-
tegral. The corresponding second-quantized bosonic Hamiltonian is therefore
Hˆb = Hˆb,kin+ Hˆb,int, where Hˆb,kin and Hˆb,int are simply obtained by replac-
ing the bosonic fields bαq in Eqs.(4.56) and (4.57) by operators bˆ
α
q satisfying
[bˆαq , bˆ
α′†
q′ ] = δ
αα′δqq′ . The resulting Hˆb agrees with the bosonized Hamiltonian
derived in [4.31, 4.34] by means of an operator approach.
Note, however, that the above identification with a canonical bosonic
Hamiltonian is only possible in the limit of long wavelengths and high den-
sities, so that our parameterization (4.45) of the effective Gaussian action is
more general. Moreover, for practical calculations the substitution (4.54) is
not very useful, because it maps the very simple form (4.45) of S˜
(0)
eff,2{ρ˜α}
onto the complicated effective action S˜b{bα} in Eqs.(4.55)–(4.57) without
containing new information.
4.3 Beyond the Gaussian approximation
We develop a systematic method for calculating the corrections to the Gaus-
sian approximation, and then explicitly evaluate the one-loop correction. In
this way we determine the hidden small parameter which determines the range
of validity of the Gaussian approximation. We also show that bosonization
leads to a new method for calculating the density-density correlation function
beyond the RPA.
4.3.1 General expansion of the bosonized kinetic energy
The bosonized kinetic energy S˜kin{ρ˜α} is calculated via a linked cluster ex-
pansion of the functional Fourier transformation in Eq.(3.56).
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Defining S′kin{φα} to be the sum of all non-Gaussian terms in the expansion
(4.1) of Skin{φα},
S′kin{φα} =
∞∑
n=3
Skin,n{φα} =
∞∑
n=3
1
n
Tr
[
Gˆ0Vˆ
]n
, (4.58)
we may write
e−S˜kin{ρ˜
α} = exp
[
−S˜(0)kin,0 − S˜(0)kin,2{ρ˜α}
]〈
e−S
′
kin{φα}
〉ρ˜
Skin,2
, (4.59)
where according to Eqs.(4.41) and (4.42),
exp
[
−S˜(0)kin,0 − S˜(0)kin,2{ρ˜α}
]
=∫
D{φα} exp
[
i
∑
qα
φα−q ρ˜
α
q − Skin,2{φα}
]
, (4.60)
and for any functional F{φα} the averaging in Eq.(4.59) is defined as follows,
〈F{φα}〉ρ˜Skin,2 =
∫ D {φα}F {φα} exp [i∑qα φα−q ρ˜αq − Skin,2{φα}]∫ D{φα} exp [i∑qα φα−q ρ˜αq − Skin,2{φα}] . (4.61)
Performing in this expression the shift transformation
φαq → φαq + i
∑
α′
Γαα
′
(q)ρ˜α
′
q , (4.62)
it is easy to see that
〈F{φα}〉ρ˜Skin,2 =
∫ D{φα}F{φα + i∑α′ Γαα′ ρ˜α′} exp [−Skin,2{φα}]∫ D{φα} exp [−Skin,2{φα}]
≡
〈
F{φα + i
∑
α′
Γαα
′
ρ˜α
′}
〉
Skin,2
. (4.63)
In our case we have to calculate〈
e−S
′
kin{φα}
〉ρ˜
Skin,2
=
〈
e−S
′
kin{φα+i
∑
α′
Γαα
′
ρ˜α
′}
〉
Skin,2
. (4.64)
Consider first the term of order (φα)n in the expansion (4.58) of S′kin{φα}.
Clearly the substitution φα → φα + i∑α′ Γαα′ ρ˜α′ generates (among many
other terms) a term of order (ρ˜α)n, which does not depend on the φα-field and
can be pulled out of the average in Eq.(4.64). Let us denote this contribution
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by S˜
(0)
kin,n{ρ˜α}. From Eq.(4.4) it is easy to see that S˜(0)kin,n{ρ˜α} is obtained by
replacing φαq → i
∑
α′ Γ
αα′(q)ρ˜α
′
q in Skin,n{φα}, so that it is given by
S˜
(0)
kin,n {ρ˜α} = Skin,n{i
∑
α′
Γαα
′
(q)ρ˜α
′
q }
=
1
n
∑
q1...qn
∑
α1...αn
Γ (0)n (q1α1 . . . qnαn)ρ˜
α1
q1 · · · ρ˜αnqn , (4.65)
where for n ≥ 3 the vertices Γ (0)n are
Γ (0)n (q1α1 . . . qnαn) = i
n
∑
α′1...α
′
n
Un(q1α
′
1 . . . qnα
′
n)
×Γα′1α1(q1) . . . Γα
′
nαn(qn) . (4.66)
Recall that Γαα
′
(q) is according to Eq.(4.43) proportional to the matrix in-
verse of the non-interacting sector polarization Παα
′
0 (q). Obviously the Gaus-
sian action S˜
(0)
kin,2{ρ˜α} in Eq.(4.42) is also of the form (4.65), with
Γ
(0)
2 (q1α1q2α2) = δq1+q2,0Γ
α1α2(q2) . (4.67)
The vertex U1 has been absorbed into the redefinition of ρ˜
α
q (see Eq.(4.39)),
so that S˜
(0)
kin,1{ρ˜αq } = 0. Defining
S˜
(0)
kin {ρ˜α} = S˜(0)kin,0 +
∞∑
n=2
S˜
(0)
kin,n {ρ˜α} , (4.68)
S′′kin {φα, ρ˜α} = S′kin{φα + i
∑
α′
Γαα
′
ρ˜α
′} − S′kin{i
∑
α′
Γαα
′
ρ˜α
′} ,(4.69)
the general perturbative expansion for S˜kin{ρ˜α} is
S˜kin {ρ˜α} = S˜(0)kin {ρ˜α} − ln
[
1 +
∞∑
n=1
(−1)n
n!
〈
[S′′kin{φα, ρ˜α}]n
〉
Skin,2
]
. (4.70)
According to the linked cluster theorem [4.10] the logarithm eliminates all
disconnected diagrams, so that Eq.(4.70) can also be written as
S˜kin {ρ˜α} = S˜(0)kin {ρ˜α} −
∞∑
n=1
(−1)n
n
〈
[S′′kin{φα, ρ˜α}]n
〉con
Skin,2
, (4.71)
where the superscript con means that all different connected diagrams should
be retained [4.10]. From this expression it is easy to see that S˜kin{ρ˜α} is in
general of the following form
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S˜kin {ρ˜α} = S˜kin,0 +
∞∑
n=1
S˜kin,n {ρ˜α} , (4.72)
where S˜kin,0 is a constant independent of the fields that cancels in the calcu-
lation of correlation functions, and for n ≥ 1
S˜kin,n {ρ˜α} = 1
n
∑
q1...qn
∑
α1...αn
Γn(q1α1 . . . qnαn)ρ˜
α1
q1 · · · ρ˜αnqn , (4.73)
where the vertices Γn have an expansion of the form
Γn(q1α1 . . . qnαn) =
∞∑
m=0
Γ (m)n (q1α1 . . . qnαn) . (4.74)
Here Γ
(m)
n is the interaction vertex between n collective density fields ρ˜α,
that is generated from all diagrams in the linked cluster expansion (4.71)
containing m internal loops of the φα-field. Note that the vertices Γ
(0)
n in
Eq.(4.66) are the tree-approximation for the exact vertices Γn, because they
do not involve any internal φα-loops. Each internal φα-loop attached to a
vertex Un reduces the number of external φ
α-fields by 2, so that for m ≥ 1
the vertices Γ
(m)
n can only by determined by vertices Un′ with n
′ > n. Within
the Gaussian approximation all Un with n ≥ 3 are set equal to zero, while
the contribution from U1 can be absorbed into the redefinition of ρ˜
α
0 , see
Eq.(4.39). Hence the Gaussian approximation amounts to setting
Γ2(−qα, qα′) ≈ Γ (0)2 (−qα, qα′) = Γαα
′
(q) , (4.75)
Γ (m)n = 0 , for n > 2 or m > 0 , (4.76)
where Γαα
′
(q) is defined in Eq.(4.43). Although Γ1 = 0 within the Gaussian
approximation, the higher order terms will in general lead to a finite value of
Γ1, which describes the fluctuations of the total number of occupied states
in the sectors KαΛ,λ. As already pointed out in the footnote after Eq.(4.2),
at zero temperature these terms do not contribute to correlation functions
at finite q, but they are certainly important for the calculation of the free
energy.
4.3.2 The leading correction to the effective action
We now show that our formalism can indeed be used in practice for a system-
atic calculation of the corrections to the non-interacting boson approximation.
The leading correction to the Gaussian approximation is obtained from the
one-loop approximation for our effective bosonic theory, which amounts to
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a two-loop calculation at the fermionic level. Note that we have mapped
the problem of calculating a two-particle Green’s function of the original
fermionic model onto the problem of calculating a one-particle Green’s func-
tion of an effective bosonic model. The latter is conceptually simpler, because
the symmetrized vertices Un and Γ
(m)
n automatically contain the relevant self-
energy and vertex corrections of the underlying fermionic problem. This will
become evident below.
At one-loop order, it is sufficient to truncate the expansion of the interac-
tion part S′kin{φα} of the effective action (4.58) of the φα-field at the fourth
order,
S′kin{φα} ≈ Skin,3{φα}+ Skin,4{φα}
=
1
3
∑
q1q2q3
∑
α1α2α3
U3(q1α1q2α2q3α3)φ
α1
q1 φ
α2
q2 φ
α3
q3
+
1
4
∑
q1q2q3q4
∑
α1α2α3α4
U4(q1α1q2α2q3α3q4α4)φ
α1
q1 φ
α2
q2 φ
α3
q3 φ
α4
q4 , (4.77)
where the vertices U3 and U4 are defined in Eq.(4.5). According to the general
formalism outlined above, the bosonized kinetic energy S˜kin{ρ˜α} is obtained
by calculating the functional Fourier transform of Skin{φα}. Within the one-
loop approximation it is sufficient to retain only the term n = 1 in the linked
cluster expansion (4.71), so that
S˜kin {ρ˜α} ≈ S˜(0)kin {ρ˜α}+ 〈S′′kin{φα, ρ˜α}〉
con
Skin,2
, (4.78)
where
S˜
(0)
kin {ρ˜α} ≈ S˜(0)kin,0 +
1
2
∑
q
∑
αα′
Γαα
′
(q)ρ˜α−q ρ˜
α′
q
+
1
3
∑
q1q2q3
∑
α1α2α3
Γ
(0)
3 (q1α1q2α2q3α3)ρ˜
α1
q1 ρ˜
α2
q2 ρ˜
α3
q3
+
1
4
∑
q1q2q3q4
∑
α1α2α3α4
Γ
(0)
4 (q1α1q2α2q3α3q4α4)ρ˜
α1
q1 ρ˜
α2
q2 ρ˜
α3
q3 ρ˜
α4
q4 , (4.79)
with
Γ
(0)
3 (q1α1q2α2q3α3) = −i
∑
α′1α
′
2α
′
3
U3(q1α
′
1q2α
′
2q3α
′
3)
×Γα′1α1(q1)Γα
′
2α2(q2)Γ
α′3α3(q3) , (4.80)
Γ
(0)
4 (q1α1q2α2q3α3q4α4) =
∑
α′1α
′
2α
′
3α
′
4
U4(q1α
′
1q2α
′
2q3α
′
3q4α
′
4)
×Γα′1α1(q1)Γα
′
2α2(q2)Γ
α′3α3(q3)Γ
α′4α4(q4) . (4.81)
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The correction term due to one internal φα-loop is
〈S′′kin{φα, ρ˜α}〉conSkin,2 = S˜
(1)
kin,0 + S˜
(1)
kin,1 {ρ˜α}+ S˜(1)kin,2 {ρ˜α} , (4.82)
where
S˜
(1)
kin,0 =
3
2
∑
qq′
∑
α1α2α3α4
U4(−qα1, qα2,−q′α3, q′α4)
×Γα2α1(q)Γα4α3(q′) , (4.83)
S˜
(1)
kin,1 {ρ˜α} =
∑
α
Γ
(1)
1 (0α)ρ˜
α
0 , (4.84)
S˜
(1)
kin,2 {ρ˜α} =
1
2
∑
q
∑
αα′
Γ
(1)
2 (−qα, qα′)ρ˜α−q ρ˜α
′
q , (4.85)
with
Γ
(1)
1 (0α) = i
∑
q
∑
α1α2α3
U3(−qα1, qα2, 0α3)
×Γα2α1(q)Γαα3(0) , (4.86)
Γ
(1)
2 (−qα, qα′) = −3
∑
q′
∑
α1α2α3α4
U4(−qα1, qα2,−q′α3, q′α4)
×Γαα1(q)Γα2α′(q)Γα4α3(q′) . (4.87)
Recall that the superscript (1) indicates that these terms contain one in-
ternal bosonic loop. Thus, within the one-loop approximation the constant
in Eq.(4.72) is S˜kin,0 = S˜
(0)
kin,0 + S˜
(1)
kin,0 (see Eqs.(4.41) and (4.83)), and the
vertices Γn in Eq.(4.74) are approximated by
Γ1(qα) = Γ
(1)
1 (qα) , (4.88)
Γ2(−qα, qα′) = Γαα
′
(q) + Γ
(1)
2 (−qα, qα′) , (4.89)
Γ3(q1α1q2α2q3α3) = Γ
(0)
3 (q1α1q2α2q3α3) , (4.90)
Γ4(q1α1q2α2q3α3q4α4) = Γ
(0)
4 (q1α1q2α2q3α3q4α4) , (4.91)
and all Γn with n ≥ 5 are set equal to zero. The term with Γ1 can again
be ignored for a calculation of correlation functions at finite q, because it
involves only the q = 0 component of the density fields. Furthermore, for our
one-loop calculation we may also ignore the vertex Γ3, because the Gaussian
expectation value of a product of three ρ˜α-fields vanishes. Combining the rel-
evant contributions from the kinetic energy with the interaction contribution,
we finally arrive at the effective action
S˜eff {ρ˜α} ≈ 1
2
∑
q
∑
αα′
[
[f˜
q
]αα
′
+ Γαα
′
(q)
]
ρ˜α−qρ˜
α′
q
66 4. Bosonization of the Hamiltonian and . . .
+
1
2
∑
q
∑
αα′
Γ
(1)
2 (−qα, qα′)ρ˜α−q ρ˜α
′
q
+
1
4
∑
q1q2q3q4
∑
α1α2α3α4
Γ
(0)
4 (q1α1q2α2q3α3q4α4)ρ˜
α1
q1 ρ˜
α2
q2 ρ˜
α3
q3 ρ˜
α4
q4 ,(4.92)
which should be compared with the Gaussian action in Eq.(4.45). We empha-
size that this effective action is only good for the purpose of calculating the
one-loop corrections to the Gaussian approximation. At two-loop order one
should also retain the terms with Γ3 and Γ6. The last two terms in Eq.(4.92)
contain the one-loop corrections to the non-interacting boson approxima-
tion for the bosonized collective density fluctuations. In the limit of long
wavelengths we may again write down an equivalent effective Hamiltonian of
canonically quantized bosons by using the substitution (4.54). However, we
shall not even bother writing down this complicated expression, because this
mapping is only valid at long wavelengths and high densities, and does not
lead to any simplification. For all practical purposes the parameterization
in terms of the ρ˜α-field is superior. We shall now use this parameterization
to calculate the leading correction to the free bosonic propagator, and in
this way determine the hidden small parameter which controls the range of
validity of the Gaussian approximation.
4.3.3 The leading correction to the bosonic propagator
The calculation in this section takes non-linearities in the energy dispersion as
well as momentum-transfer between different patches (i.e. around-the-corner
processes) into account.
Let us define a dimensionless proper self-energy matrix Σ∗(q) via
〈
ρ˜αq ρ˜
α′
−q
〉
S˜eff
=
[[
f˜
q
+ Γ (q)−Σ∗(q)
]−1]αα′
, (4.93)
where the probability distribution for the average is determined by the exact
effective action S˜eff{ρ˜α}, see Eqs.(3.53)–(3.56). From Eq.(4.46) it is clear
that the self-energy Σ∗(q) contains by definition all corrections to the RPA.
Introducing the exact proper polarization matrix Π∗(q) via
Π−1∗ (q) = Π
−1
0 (q)− g(q) , g(q) =
V
β
Σ∗(q) , (4.94)
the exact total density-density correlation function can be written as
Π(q) =
∑
αα′
[[
Π−1∗ (q) + f q
]−1]αα′
. (4.95)
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If all matrix elements of f
q
are identical and equal to fq, we may repeat the
manipulations in Eqs.(4.49)–(4.51), so that Eq.(4.95) reduces to Eq.(2.51),
with
Π∗(q) =
∑
αα′
[Π∗(q)]
αα′ . (4.96)
Comparing Eq.(4.94) with Eq.(2.50), we see that the quantities [Σ∗(q)]
αα′
can be identified physically with generalized local field corrections [g(q)]αα
′
,
which differentiate between the contributions from the various sectors.
We now calculate the irreducible bosonic self-energy to first order in an
expansion in the number of bosonic loops. To this order we simply have to
add the two diagrams shown in Fig. 4.2. Note that according to Eq.(4.87) the
shaded semi-circle vertex in the diagram (a) implicitly involves one internal
loop summation. Hence, within the one-loop approximation, the diagram (a)
should be added to the diagram (b), which explicitly contains a bosonic loop.
Because we have symmetrized the vertices, the diagram (b) has a combina-
(b)(a)
Fig. 4.2. Leading self-energy corrections to the Gaussian propagator of the
collective ρ˜α-field. Diagram (a) represents the first term in Eq.(4.97), while
diagram (b) represents the second term. Dashed arrows denote collective
density fields ρ˜α, and the dashed loop is the Gaussian propagator of the
ρ˜α-field, see Eq.(4.46). The vertex Γ
(1)
2 is represented by the shaded semi-
circle. The shading indicates that this vertex involves an internal bosonic
loop summation, see Eq.(4.87). The tree-level vertex Γ
(0)
4 given in Eq.(4.81)
is represented by an empty square.
torial factor of three, so that at one-loop order we obtain Σ∗(q) ≈ Σ(1)∗ (q),
with
[Σ(1)∗ (q)]
αα′ = −Γ (1)2 (−qα, qα′)− 3
∑
q′
∑
α3α4
Γ
(0)
4 (−qα, qα′,−q′α3, q′α4)
×
[[
f˜
q′
+ Γ (q′)
]−1]α4α3
. (4.97)
Using the definitions of Γ
(1)
2 and Γ
(0)
4 (see Eqs.(4.87) and (4.81)), it is easy
to show that Eq.(4.97) can also be written as
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[Σ(1)∗ (q)]
αα′ = 3
∑
q′
∑
α1α2α3α4
U4(−qα1, qα2,−q′α3, q′α4)Γαα1(q)Γα2α
′
(q)
×
[
Γ (q′)− Γ (q′)
[
f˜
q′
+ Γ (q′)
]−1
Γ (q′)
]α4α3
. (4.98)
A simple manipulation shows that the matrix in the last line of Eq.(4.98) can
be identified with βV f
RPA
q
, where fRPA
q
is the RPA interaction matrix defined
in Eq.(4.33). We conclude that
[Σ(1)∗ (q)]
αα′ = 3
β
V
∑
q′
∑
α1α2α3α4
Γαα1(q)Γα2α
′
(q)
× U4(−qα1, qα2,−q′α3, q′α4)
[
fRPA
q′
]α4α3
. (4.99)
Note that Σ(1)∗ (q) is proportional to the RPA screened interaction and van-
ishes in the non-interacting limit, as it should. Eq.(4.99) is the general re-
sult for the leading correction to the Gaussian approximation due to non-
linearities in the energy dispersion and around-the-corner processes for arbi-
trary sectorizations and bare interaction matrices f
q
.
4.3.4 The hidden small parameter
We now neglect the around-the-corner processes, but keep the non-linearities
in the energy dispersion.
To make further progress, we shall ignore from now on scattering processes
that transfer momentum between different sectors, i.e. the around-the-corner
processes. As discussed in Chap. 2.5, for non-linear energy dispersion we are
free to choose rather large patches with finite curvature, so that the neglect
of the around-the-corner processes is not a serious restriction. Moreover, this
approximation is always justified if there exists a cutoff qc ≪ Λ, λ ≪ kF
such that for wave-vectors |q| >∼ qc the effective interaction fRPAq becomes
negligibly small. Choosing also the magnitude of the external wave-vector q
in Eq.(4.99) small compared with the cutoffs Λ and λ, the diagonal-patch
approximation (A1) is justified, so that Γ (q) and U4(−qα1, qα2,−q′α3, q′α4)
are diagonal in the patch indices, see Eqs.(4.52) and (4.7). Then Eq.(4.99)
reduces to
[Σ(1)∗ (q)]
αα′ = δαα
′ β
V να
(
vα · q − iωm
vα · q
)2
Aαq , (4.100)
where the dimensionless function Aαq is given by
Aαq =
3
να
(
β
V
)2∑
q′
Uα4 (−q, q,−q′, q′)
[
fRPA
q′
]αα
, (4.101)
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with Uα4 defined in Eq.(4.8). We thus obtain in the limit of high densities and
long wavelengths to first order in the screened interaction
Γαα
′
(q)− [Σ(1)∗ (q)]αα
′
=
β
V
[Π−1∗ (q)]
αα′
= δαα
′ β
V να
(1−Aαq )vα · q − (1 − 2Aαq )iωm −Aαq (iωm)
2
vα·q
vα · q . (4.102)
Comparing this expression with Eq.(4.52), it is evident that the non-interacting
boson approximation is quantitatively correct provided the condition |Aαq | ≪
1 is satisfied for all α, because then the corrections to the propagator of
the collective density field ρ˜α are small. Using the general definition of the
vertices Un in Eq.(4.5), it is easy to show that
Aαq = −
1
ναβV
∑
k
Θα(k)
{
G0(k)Σ
(1)(k)G0(k)[G0(k + q) +G0(k − q)]
+
1
2
G0(k)[Λ
(1)(k; q)G0(k + q) + Λ
(1)(k;−q)G0(k − q)]
}
, (4.103)
with
Σ(1)(k) = − 1
βV
∑
q′
fRPAq′ G0(k + q
′) , (4.104)
Λ(1)(k; q) = − 1
βV
∑
q′
fRPAq′ G0(k + q
′)G0(k + q′ + q) . (4.105)
Note that Aα−q = A
α
q due to the symmetrization of the vertex U4 with respect
to the interchange of any two labels. It is now obvious that the vertices of
our effective bosonic action automatically contain the relevant self-energy and
vertex corrections of the underlying fermionic problem [4.6]. The first term in
Eq.(4.103) corresponds to the self-energy corrections to the non-interacting
polarization bubble shown in Fig. 4.3 (a) and (b), while the last term is due
to the vertex correction shown in Fig. 4.3 (c).
In order to determine the range of validity of the non-interacting boson
approximation, we have to calculate the dependence of Aαq on the various
parameters in the problem. In the limit of long wavelengths and low energies,
it is to leading order in vα · q and ωm consistent to replace in Eq.(4.102)
Aαq → Aα0 . Actually, the q → 0 limit of Aαq should be taken in such a way that
the ratio iωm/(v
α ·q) is held constant, because in this case we obtain the low-
energy behavior ofAαq close to the poles of the Gaussian propagator. However,
since we are only interested in the order of magnitude of Aαq for small ωm
and q, it is sufficient to consider the “q-limit” Aα0 = limq→0[limωm→0A
α
q ].
For simplicity, let us assume that [fRPA
q
]αα
′
= fRPAq is independent of the
sector labels and depends only on the wave-vector. This amounts to the static
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Fig. 4.3.
Leading local field correc-
tions to the non-interacting
polarization. (a) and
(b) are the leading self-
energy corrections (see
Eq.(4.104)), while (c) is the
leading vertex correction
(see Eq.(4.105)). The thick
wavy line denotes the RPA
interaction, as defined
in (d). The thin wavy
line represents the bare
interaction.
approximation for the dielectric function, which seems reasonable to obtain
the correct order of magnitude of Aα0 . The “q-limit” is obtained by setting
q = 0 under the summation sign and performing the Matsubara sums before
doing the wave-vector integrations. For β →∞ we obtain
Aα0 =
1
ναV 2
∑
kq
Θα(k)fRPAq
{
f(ξk+q)
∂2
∂µ2
f(ξk)
+
∂
∂µ
f(ξk+q)
∂
∂µ
f(ξk)
}
. (4.106)
Because the k-sum extends over the entire sector KαΛ,λ and by assumption
the q-sum is cut off by the interaction at qc ≪ Λ, λ, we may set ξk+q ≈ ξk
in the Fermi functions of Eq.(4.106). Then the summations factorize, and we
obtain
Aα0 =
[
1
V
∑
q
fRPAq
]
1
να
∫ ∞
−∞
dξνα(ξ) [f(ξ)f ′′(ξ) + f ′(ξ)f ′(ξ)] , (4.107)
where να(ξ) is the energy-dependent patch density of states,
να(ξ) =
1
V
∑
k
Θα(k)δ(ξ − ξk) . (4.108)
Note that from the definition (4.25) of να it follows that
να =
∫ ∞
−∞
dξνα(ξ) [−f ′(ξ)] . (4.109)
Integrating by parts and taking the limit β → ∞, the integral in Eq.(4.107)
can be written as
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∫ ∞
−∞
dξνα(ξ)
∂
∂ξ
[f(ξ)f ′(ξ)] =
1
2
∂να
∂µ
. (4.110)
Because by assumption fRPAq becomes negligibly small for |q| >∼ qc, the first
factor in Eq.(4.107) is for V →∞ given by
1
V
∑
q
fRPAq = q
d
c 〈fRPA〉 , (4.111)
where 〈fRPA〉 is some suitably defined measure for the average strength of
the screened interaction. Ignoring a numerical factor of the order of unity,
the final result for Aα0 can be written as
Aα0 =
qdc 〈fRPA〉
µ
Cα , (4.112)
where the dimensionless parameter
Cα =
µ
να
∂να
∂µ
=
µ∂2Nα0 /∂µ
2
∂Nα0 /∂µ
(4.113)
is for d > 1 a measure for the local curvature of the Fermi surface in patch
PαΛ . Although the patch density of states ν
α is proportional to Λd−1 (see
Eq.(4.27)), the cutoff-dependence cancels in Eq.(4.113), because it appears
in the numerator as well as in the denominator. Therefore Cα is a cutoff-
independent quantity. In fact, writing να as a surface integral over the curved
patch PαΛ (see Eq.(4.26)), simple geometric considerations lead to the result
Cα =
〈kF〉
mα|vα| , (4.114)
where 〈kF〉 is some suitably defined average radius of the Fermi surface, and
mα is the effective mass close to kα, see Eq.(2.66). Note that 〈kF〉 charac-
terizes the global geometry of the Fermi surface, while mα and vα depend
on the local shape of the Fermi surface in patch PαΛ . Evidently C
α vanishes
if we linearize the energy dispersion in patch PαΛ , because the linearization
amounts to taking the limit |mα| → ∞ while keeping 〈kF〉 finite. Then there
is no correction to the Gaussian approximation. Of course, we already know
from the closed loop theorem that the Gaussian approximation is exact if
the energy dispersion is linearized and the around-the-corner processes are
neglected.
As usual, we introduce the dimensionless interaction 〈FRPA〉 = ν〈fRPA〉,
which measures the strength of the potential energy relative to the kinetic
energy. Using the fact that the global density of states is in d dimensions
proportional to kd−2F (see Eq.(A.5)), we conclude that the Gaussian approx-
imation is quantitatively accurate as long as for all patches PαΛ
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|Aα0 | ≡
(
qc
kF
)d
|〈FRPA〉||Cα| ≪ 1 . (4.115)
The appearance of three parameters that control the accuracy of the Gaus-
sian approximation has a very simple intuitive interpretation. First of all,
if everywhere on the Fermi surface the curvature is intrinsically small (i.e.
|Cα| ≪ 1 for all α) then the corrections to the linearization of the energy
dispersion are negligible, and hence the Gaussian approximation becomes ac-
curate. Note that in the one-dimensional Tomonaga-Luttinger model Cα = 0,
because the energy dispersion is linear by definition. However, in d > 1 and
for realistic energy dispersions of the form ǫk = k
2/(2m) the dimensionless
curvature parameter Cα is of the order of unity. But even then the Gaussian
approximation is accurate, provided the nature of the interaction is such that
it involves only small momentum-transfers. This is also intuitively obvious,
because in this case the scattering processes probe only a thin shell around
the Fermi surface and do not feel the deviations from linearity. Finally, it
is clear that also the strength of the effective interaction should determine
the range of validity of Gaussian approximation, because in the limit that
the strength of the interaction approaches zero all corrections to the Gaus-
sian approximation vanish. We would like to emphasize, however, that we
have not explicitly calculated the corrections to the Gaussian approxima-
tion due to around-the-corner processes, although our general result for the
bosonic self-energy in Eq.(4.99) includes also these corrections. Nevertheless,
the around-the-corner processes can to a large extent be eliminated by subdi-
viding the Fermi surface into a small number of curved patches, as discussed
in Chap. 2.5.
4.3.5 Calculating corrections to the RPA via bosonization
Here comes the first practical application of our formalism.
For simplicity let us assume that the diagonal-patch approximation (A1) is
justified, so that Eq.(4.94) reduces to an equation for the diagonal elements,
Πα∗ (q) =
Πα0 (q)
1− gα(q)Πα0 (q)
≈ Πα0 (q) +Πα0 (q)gα(q)Πα0 (q) + . . . . (4.116)
Here Πα∗ (q) = [Π∗(q)]
αα, gα(q) = [g(q)]αα, and Πα0 (q) is at long wavelengths
given in Eq.(4.24). Note that our approach is based on the perturbative cal-
culation of the inverse proper polarization, while in the naive perturbative
approach the corrections to the proper polarization are obtained by direct
expansion of Π∗(q) in powers of the interaction [4.15]. Such a procedure does
not correspond to the perturbative calculation of the irreducible self-energy
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in our effective bosonic problem, but is equivalent to a direct expansion of
the Green’s function. As discussed in Chap. 1.1, close to the poles of the
Green’s function this expansion cannot be expected to be reliable. To first
order, only the leading correction in the expansion of the Dyson equation
(i.e. the second line in Eq.(4.116)) is kept in this method, so that the total
proper polarization is approximated by
Π∗(q) ≈
∑
α
[
ναvα · q
vα · q − iωm + ν
αAαq
]
= Π0(q)− 1
βV
∑
k
{
G0(k)Σ
(1)(k)G0(k)[G0(k + q) +G0(k − q)]
+
1
2
G0(k)[Λ
(1)(k; q)G0(k + q) + Λ
(1)(k;−q)G0(k − q)]
}
, (4.117)
see Eqs.(4.103)–(4.105). For the Coulomb interaction in d = 3 the correction
term in Eq.(4.117) has been discussed by Geldart and Taylor [4.6], as well as
by Holas et al. [4.15]. Note, however, that these authors have evaluated the
fermionic self-energy Σ(1)(k) and vertex correction Λ(1)(k; q) with the bare
Coulomb interaction. Holas et al. [4.15] have also pointed out that the expan-
sion (4.117) leads to unphysical singularities in the dielectric function close
to the plasmon poles. The origin for these singularities is easy to understand
within our bosonization approach. The crucial point is that the problem of
calculating the corrections to the RPA can be completely mapped onto an
effective bosonic problem: our functional bosonization method allows us to
explicitly construct the interacting bosonic Hamiltonian. Once we accept the
validity of this mapping, standard many-body theory tells us that the correc-
tions to the propagator of this effective bosonic theory should be calculated by
expanding its irreducible self-energy Σ∗(q) in the number of internal bosonic
loops, and then resumming the perturbation series by means of the Dyson
equation. A similar resummation has been suggested in [4.13–4.15], but it is
not so easy to justify this procedure at the fermionic level. Our bosoniza-
tion approach provides the natural justification for this resummation. The
unphysical singularities [4.15] that are encountered in the naive perturbative
approach are easy to understand from the point of view of bosonization: they
are most likely due to the fact that one attempts to calculate a bosonic single-
particle Green’s function by direct expansion. This expansion is bound to fail
close to the poles of the Green’s function, i.e. close to the plasmon poles!
Based on the insights gained from our bosonization approach, we would
like to suggest that corrections to the RPA should be calculated by expanding
the generalized local field corrections g(q) in powers of the RPA interaction.
We suspect that in this way unphysical singularities in the dielectric function
can be avoided. From the first line in Eq.(4.116) we obtain in our method for
the total proper polarization at long wave-lengths within the diagonal-patch
approximation
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Π∗(q) =
∑
α
να
1−Aαq v
α · q
vα · q − iωm(1−Bαq )− (iωm)
2
vα·q B
α
q
, (4.118)
with Bαq = A
α
q /(1 − Aαq ). Recall that the around-the-corner processes have
been neglected in the derivation of Eq.(4.118), so that it is expected to be
accurate for sufficiently small q and for interactions that are dominated by
small momentum-transfers.
4.4 Summary and outlook
In this chapter we have developed a general formalism which allows us to
bosonize the Hamiltonian of fermions interacting with two-body density-
density forces in arbitrary dimensions. We have also shown that the bosoniza-
tion of the Hamiltonian is closely related to the problem of calculating the
density-density correlation function. In general, the bosonized system is de-
scribed by an effective action of collective density fields which contains also
multiple-particle interactions between the bosons. However, the generalized
closed loop theorem discussed in Sect. 4.1 guarantees that in certain param-
eter regimes the vertices describing the interactions are small. To leading
order, the collective density fields can then be treated as non-interacting
bosons. The relevant small parameter justifying this approximation has been
explicitly calculated, and is given in Eqs.(4.114) and (4.115).
From the practical point of view, higher-dimensional bosonization might
lead to a new systematic method for calculating corrections to the RPA.
This is an old problem, which in the context of the homogeneous electron
gas has been discussed thoroughly by Geldart and Taylor [4.6] long time
ago. These authors already observed partial cancellations between the lead-
ing corrections to the RPA. We now know that these cancellations occur to
all orders in perturbation theory, and are a direct consequence of the gen-
eralized closed loop theorem. The calculation of the local field corrections
to the RPA is still an active area of research [4.10, 4.11], which could get
some fresh momentum from the non-perturbative insights gained via higher-
dimensional bosonization. Note that the corrections to the RPA describe the
damping of the collective density oscillations. This and other effects can in
principle be obtained from Eq.(4.118) and the resulting dielectric function
ǫ(q) = 1 + fqΠ∗(q). This calculation requires a careful analysis of the ana-
lytic properties of the function Aαq defined in Eq.(4.103), and still remains
to be done. The possibility that higher-dimensional bosonization might lead
to a new systematic method for calculating corrections to the RPA has also
been suggested by Khveshchenko [4.48].
5. The single-particle Green’s function
In this central chapter of this book we calculate the single-particle Green’s
function by means of the background field method outlined in Chap. 3.2.
We carefully examine the approximations and limitations inherent in higher-
dimensional bosonization, and develop a new systematic method for including
the non-linear terms in the expansion of the energy dispersion close to the
Fermi surface into the bosonization procedure. Short accounts of the results
and methods developed in this chapter have been published in [5.35,5.37,5.38].
According to Eq.(3.34) the Matsubara Green’s function G(k) ≡ G(k, iω˜n)
can be exactly written as
G(k) =
∫
D{φα}P{φα}[Gˆ]kk ≡
〈
[Gˆ]kk
〉
Seff
, (5.1)
where the probability distribution P{φα} is defined in Eq.(3.35), and the
matrix elements of the inverse of the infinite matrix Gˆ are given by
[Gˆ−1]kk′ =
∑
α
Θα(k)
[
δkk′ (iω˜n − ǫk + µ)− V αk−k′
]
, (5.2)
with V αq =
i
βφ
α
q , see Eq.(3.31). The cutoff function Θ
α(k) refers either to
the boxes intersecting the Fermi surface discussed in Chap. 2.4, or to the
more general sectors introduced in Chap. 2.5, which by construction cover
the entire momentum space. Note also that Eq.(5.2) includes the special
case (discussed at the end of Chap. 2.5) that the entire momentum space is
identified with a single sector. Then the α-sum contains only a single term,
and by definition we may replace the cutoff-function Θα(k) by unity.
5.1 The Gaussian approximation
with linearized energy dispersion
We show how for linearized energy dispersion the calculation of the Green’s
function from Eq.(5.1) is carried out in practice. We first discuss the in-
version problem of the infinite matrix Gˆ−1. The averaging of the diagonal
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elements [Gˆ]kk with respect to the Gaussian probability distribution P2{φα}
yields then a simple Debye-Waller factor.
In a parameter regime where the approximations (A1) and (A2) discussed in
Chap. 4.1 are justified, the generalized closed loop theorem guarantees that
the Gaussian approximation is very accurate. As shown in Chap. 4.2.1, the
effective action Seff{φα} of the φα-field is then to a good approximation given
by (see Eqs.(4.29) and (4.30)),
Seff{φα} ≈ i
∑
α
φα0N
α
0 + Seff,2{φα} , (5.3)
where the quadratic part is
Seff,2{φα} = V
2β
∑
q
∑
αα′
[[f−1
q
]αα
′
+ δαα
′
Πα0 (q)]φ
α
−qφ
α′
q , (5.4)
with Πα0 (q) given in Eq.(4.24). The probability distribution P{φα} associated
with the φα-field in Eq.(3.35) is then Gaussian,
P{φα} ≈ P2{φα} ≡ e
−Seff,2{φα}∫ D {φα} e−Seff,2{φα} . (5.5)
The first term in Eq.(5.3) involving φα0 can be ignored for the calculation of
correlation functions at q 6= 0. Although within the Gaussian approximation
the density-density correlation function is given by the usual RPA result,
the single-particle Green’s function in Eq.(5.1) can exhibit a large variety of
behaviors, which range from conventional Fermi liquids over Luttinger liquids
to even more exotic quantum liquids. Which of these possibilities is realized
depends crucially on the dimensionality of the system, on the nature of the
interaction, and on the symmetry of the Fermi surface.
Of course, in general it is impossible to invert Gˆ−1 exactly, so that one
usually has to use some sort of perturbation theory to calculate the matrix
elements [Gˆ]kk. However, in the parameter regime where the conditions (A1)
and (A2) are accurate, it is possible to calculate the matrix elements [Gˆ]kk
exactly as functionals of the φα-field. Note that the conditions (A1) and (A2)
imply also the validity of the closed loop theorem, which in turn insures that
the probability distribution P{φα} is Gaussian. In other words, the conditions
under which P{φα} can be approximated by a Gaussian are also sufficient to
guarantee that Gˆ−1 can be inverted exactly.
5.1.1 The Green’s function for fixed background field
To invert Gˆ−1, we proceed in two steps. We first show that the condition (A1)
discussed in Chap. 4.1 implies that Gˆ−1 is approximately block diagonal, with
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diagonal blocks (Gˆα)−1 labelled by the sector (or patch) indices. Therefore
the problem of inverting Gˆ−1 can be reduced to the problem of inverting each
diagonal block separately. We then show that, after linearization of the energy
dispersion, each block (Gˆα)−1 can be inverted exactly.
Block diagonalization
The quadratic form defining the matrix elements [Gˆ−1]kk′ in Eq.(3.29) can
be written as
S0{ψ}+ S1{ψ, φα} = −β
∑
kq
ψ†k+q[Gˆ
−1]k+q,kψk , (5.6)
with
[Gˆ−1]k+q,k =
∑
α
Θα(k)
[
δq,0(iω˜n − ξαk−kα − ǫkα + µ)− V αq
]
, (5.7)
where ξαq = ǫkα+q − ǫkα is the excitation energy relative to the energy at kα
(see Eq.(2.65)), and V αq =
i
βφ
α
q (see Eq.(3.31)). The cutoff function Θ
α(k)
groups the matrix elements of the infinite matrix Gˆ−1 into rows labelled by
the patch index α. To see this more clearly, consider for simplicity a spherical
1
2
3
4
M
kF
Fig. 5.1. Subdivision of momentum
space close to a spherical Fermi surface
in d = 2 into M = 5 sectors KαΛ,λ,
α = 1, . . . ,M .
Fermi surface in d = 2. We partition the degrees of freedom in the vicinity
of the Fermi surface into M sectors KαΛ,λ, and label neighboring sectors in
increasing order, as shown in Fig. 5.1. The group of matrix elements corre-
sponding to a given label α in Eq.(5.7) can be found in the horizontal stripes
in the schematic representation of the matrix Gˆ−1 shown in Fig. 5.2(a). The
width of the diagonal band with non-zero matrix elements is determined by
the range qc of the interaction in momentum space, because the vanishing
of the interaction fαα
′
q for |q| >∼ qc implies that the field V αq mediating this
interaction must also vanish. But qc ≪ kF by assumption (A1) in Chap. 4.1,
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Fig. 5.2. (a) Schematic representation of the matrix Gˆ−1 defined in Eq.(5.7)
for d = 2. Only the wave-vector index is shown, i.e. each matrix-element is
an infinite matrix in frequency space. Regions with non-zero matrix elements
are shaded. The triangles in the upper right and lower left corner represent
scattering processes between sectors 1 and M . Because these sectors are ad-
jacent, they can be connected by small momentum-transfers. (b) Diagonal
blocks and around-the-corner processes (represented by black triangles).
so that we have the freedom of choosing the sector cutoffs Λ and λ such that
qc ≪ Λ, λ≪ kF (see Eqs.(2.61), (2.63), and (2.64)). As shown in Fig. 5.2(b),
in this way Gˆ−1 is subdivided into block matrices associated with the sectors
such that Gˆ−1 is approximately block diagonal. The block diagonalization is
not exact, because non-zero matrix elements are also located in the black
triangles of Fig. 5.2(b). These matrix elements represent scattering processes
that transfer momentum between different sectors (the around-the-corner
processes mentioned in Chap. 2.4.3). The crucial approximation is now to
neglect these processes. This is precisely the diagonal-patch approximation
(A1) discussed in Chap. 4.1, which is also necessary to insure that the proba-
bility distribution P{φα} can be approximated by a Gaussian. The justifica-
tion for this step is that the relative number of matrix elements representing
momentum-transfer between different sectors is small as long as qc ≪ Λ, λ. In
d > 1 dimensions the relative number of around-the-corner matrix elements
associated with a given sector KαΛ,λ is of the order of q
d
c /(Λ
d−1λ). Note that
this approximation makes only sense if the sector cutoffs are kept finite and
large compared with the range of the interaction in momentum space.
Although the relative number of matrix elements describing around-the-
corner processes is small, we have to make one important caveat: Possible non-
perturbative effects that depend on the global topology of the Fermi surface
cannot be described within this approximation. For example, in d = 2 each
sector has two neighbors, but the first and the last sector are adjacent, so that
there exist also around-the-corner processes connecting the sectors 1 and M ,
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which give rise to the off-diagonal triangles in the lower left and upper right
corners of the matrix shown in Fig. 5.2. More generally, in higher dimensions
the number of non-zero blocks corresponding to around-the-corner processes
in each row or column of Gˆ−1 is equal to the coordination number zd−1 of
the patches PαΛ on the Fermi surface. For example, for hyper-cubic patches
on a Fermi surface in d dimensions the coordination number is zd−1 = 2(d−
1). Hence, the total number of blocks corresponding to around-the-corner
processes is Nc =Mzd−1, where M is the total number of patches that cover
the Fermi surface1. Note that Nc = 0 for d = 1, because around-the-corner
processes are absent due to the widely separated Fermi points. On the other
hand, in any dimension the number of diagonal blocks is equal to the number
M of the patches, so that in d > 2 only a small number of the around-
the-corner triangles can be found in the vicinity of the diagonal band. The
case d = 2 shown in Fig. 5.2 is special, because there exist only two off-
diagonal around-the-corner blocks, independently of the number M of the
patches. In higher dimensions, however, the off-diagonal around-the corner
blocks are distributed in a complicated manner over the matrix Gˆ−1. The
precise position of the blocks depends on the way in which the patches are
labelled on the Fermi surface. The effect of these sparsely distributed around-
the-corner blocks is difficult to estimate, and we are assuming that they do
not lead to qualitatively new effects. This is an important assumption which
is implicitly made in all of the following calculations. In systems where the
topological structure of the Fermi surface is crucial, this assumption may not
be justified. We would like to emphasize that this assumption is implicitly
also made in the operator bosonization approach [5.31,5.32], as well as in the
Ward identity approach by Castellani, Di Castro and Metzner [5.50–5.52].
Once we have disposed of the around-the-corner matrix elements, the
matrix Gˆ−1 is a direct sum of diagonal blocks (Gˆα)−1, α = 1, . . . ,M . Hence,
[Gˆ−1]kk′ =
∑
α
Θα(k)Θα(k′)[(Gˆα)−1]kk′ , (5.8)
where the matrix (Gˆα)−1 is the diagonal block of Gˆ−1 associated with sector
KαΛ,λ, with matrix elements given by
[(Gˆα)−1]kk′ = δkk′ [iω˜n − ξαk−kα − ǫkα + µ]− V αk−k′ . (5.9)
Thus, the problem of inverting Gˆ−1 is reduced to the problem of inverting
each diagonal block separately. The diagonal elements of Gˆ are then simply
[Gˆ]kk =
∑
α
Θα(k)[Gˆα]kk . (5.10)
Note that Gˆα is still an infinite matrix in frequency space, so that the quan-
tum dynamics is fully taken into account.
1 In Fig. 5.2 we have M = 5, z1 = 2 and Nc = 10
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Inversion of the diagonal blocks
Up to this point we have not linearized the energy dispersion, so that the
above block diagonalization is valid for arbitrary dispersion ξαq . The crucial
advantage of the subdivision of Gˆ−1 into blocks is that, to a first approxima-
tion, within a given block we may linearize the energy dispersion, ξαq ≈ vα ·q
(see Eqs.(2.16) and (2.17)). It is also convenient to choose the centers kα of
the sectors such that ǫkα = µ, so that the last two terms in the square brace
of Eq.(5.9) cancel. In Chap. 2.4.2 we have argued2 that the linearization is
justified if the sectors are sufficiently small, so that within a given sector the
variation of the local normal vector to the Fermi surface is small. On the
other hand, as discussed in detail in Chap. 2.4.3, the cutoffs must be kept
large compared with qc in order to guarantee that the patching construction
leads to an approximate block diagonalization of Gˆ−1.
Once the linearization has been made, it is possible to invert the diagonal
blocks (Gˆα)−1 exactly. Note that Gˆα is still an infinite matrix in frequency
space. Shifting the wave-vector labels according to k = kα + q and k′ =
kα + q′, the diagonal block Gˆα is determined by the equation∑
q˜′
[
δq˜q˜′ [G
α
0 (q˜)]
−1 − V αq˜−q˜′
]
[Gˆα]q˜′ q˜′′ = δq˜q˜′′ , (5.11)
where [Gα0 (q˜)]
−1 = iω˜n − vα · q, see Eq.(4.10). The important point is now
that Eq.(5.11) is first order and linear, and can therefore be solved exactly by
means of a trivial generalization of a method due to Schwinger [5.1]. Defining
Gα(r, r′, τ, τ ′) = 1
βV
∑
q˜q˜′
ei(q·r−ω˜nτ)e−i(q
′·r′−ω˜n′τ ′)[Gˆα]q˜q˜′ , (5.12)
V α(r, τ) =
∑
q
ei(q·r−ωmτ)V αq , (5.13)
it is easy to see that Eq.(5.11) is equivalent with
[−∂τ + ivα · ∇r − V α(r, τ)]Gα(r, r′, τ, τ ′) = δ(r − r′)δ∗(τ − τ ′) , (5.14)
where
δ∗(τ − τ ′) = 1
β
∑
n
e−iω˜n(τ−τ
′) (5.15)
2 As will be discussed in Sect. 5.2 and in more detail in Chap. 10, in d > 1
the linearization of the energy dispersion is not always a good approximation,
because in d > 1 the condition vα·q = 0 defines hyper-planes in momentum space
on which the leading term in the expansion of ξαq is quadratic in q. Linearization is
only allowed if the contribution from these hyper-planes to the physical quantity
of interest is negligible. Whether this is really the case depends also on the nature
of the interaction. For example, in physically relevant models of transverse gauge
fields that couple to the electronic current density (to be discussed in Chap. 10)
the linearization is not allowed.
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is the antiperiodic δ-function. Note that the Fourier transformation in Eq.(5.12)
involves fermionic Matsubara frequencies, because Gα(r, r′, τ, τ ′) has to sat-
isfy the Kubo-Martin-Schwinger (KMS) boundary condition [5.2, 5.2]
Gα(r, r′, τ + β, τ ′) = Gα(r, r′, τ, τ ′ + β) = −Gα(r, r′, τ, τ ′) . (5.16)
In contrast, V α(r, τ) is by definition a periodic function of τ , so that the sum
in Eq.(5.13) involves bosonic Matsubara frequencies3. Following Schwinger
[5.1], let us make the ansatz
Gα(r, r′, τ, τ ′) = Gα0 (r − r′, τ − τ ′)eΦ
α(r,τ)−Φα(r′,τ ′) , (5.17)
where Gα0 (r − r′, τ − τ ′) satisfies
[−∂τ + ivα · ∇r]Gα0 (r − r′, τ − τ ′) = δ(r − r′)δ∗(τ − τ ′) . (5.18)
To take the KMS boundary condition (5.16) into account, we require that
Gα0 (r − r′, τ − τ ′) should be antiperiodic in τ and τ ′, while Φα(r, τ) should
be a periodic function of τ ,
Φα(r, τ + β) = Φα(r, τ) . (5.19)
Substituting Eq.(5.17) into Eq.(5.14), it is easy to show that
[−∂τ + ivα · ∇r − V α(r, τ)] Gα(r, r′, τ, τ ′) = δ(r − r′)δ∗(τ − τ ′)
+Gα(r, r′, τ, τ ′) {[−∂τ + ivα · ∇r]Φα(r, τ)− V α(r, τ)} . (5.20)
Comparing Eq.(5.20) with Eq.(5.14), we see that our ansatz is consistent
provided Φα(r, τ) satisfies
[−∂τ + ivα · ∇r]Φα(r, τ) = V α(r, τ) . (5.21)
Eqs.(5.18) and (5.21) are first order linear partial differential equations. The
solution with the correct boundary condition is easily obtained via Fourier
transformation,
Gα0 (r, τ) =
1
βV
∑
q˜
ei(q·r−ω˜nτ)
iω˜n − vα · q , (5.22)
Φα(r, τ) =
∑
q
ei(q·r−ωmτ)
iωm − vα · qV
α
q . (5.23)
3 The q = 0 component of the interaction requires a special treatment, and should
be excluded from the q-sum in Eq.(5.13). Formally this condition can be taken
into account by setting φαq=0 = 0, so that the q = 0 term in the sum (5.13)
(as well as in all subsequent q-sums in this chapter) is automatically excluded.
Note that this is equivalent with
∫
dr
∫ β
0
dτV α(r, τ ) = 0. Any finite value of this
integral can be absorbed into a redefinition of the chemical potential, which has
disappeared in Eq.(5.14), because by assumption we have linearized the energy
dispersion at the true chemical potential. See also the footnote after Eq.(4.2) in
Chap. 4.
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Let us emphasize again that the Matsubara sum in Eq.(5.23) involves bosonic
frequencies because we have to satisfy the boundary condition (5.19). Having
determined Gα0 (r, τ) and Φ
α(r, τ), the diagonal blocks (Gˆα)−1 have been
inverted, so that Gˆα is known as functional of the φα-field. The diagonal
elements are explicitly given by
[Gˆα]kk =
1
βV
∫
dr
∫
dr′
∫ β
0
dτ
∫ β
0
dτ ′e−i[(k−k
α)·(r−r′)−ω˜n(τ−τ ′)]
×Gα0 (r − r′, τ − τ ′) exp
[
i
β
∑
q
ei(q·r−ωmτ) − ei(q·r′−ωmτ ′)
iωm − vα · q φ
α
q
]
. (5.24)
5.1.2 Gaussian averaging: calculation of the Debye-Waller
This is the easy part of the calculation, because we have to average an expo-
nential of φα with respect to a Gaussian probability distribution. This yields,
of course, a Debye-Waller factor!
Combining Eqs.(5.1), (5.10) and (5.24), and using the fact that averaging
restores translational invariance in space and time, we conclude that the
interacting Matsubara Green’s function is given by
G(k) =
∑
α
Θα(k)
∫
dr
∫ β
0
dτe−i[(k−k
α)·r−ω˜nτ ]
×Gα0 (r, τ)
〈
eΦ
α(r,τ)−Φα(0,0)
〉
Seff,2
. (5.25)
Using Eqs.(3.31) and (5.23), we may write
Φα(r, τ) − Φα(0, 0) =
∑
q
J α−q(r, τ)φαq , (5.26)
with
J αq (r, τ) =
i
β
[
1− e−i(q·r−ωmτ)
iωm − vα · q
]
. (5.27)
The problem of calculating the interacting Green’s function is now reduced
to a trivial Gaussian integration, which simply yields the usual Debye-Waller
factor,
〈
eΦ
α(r,τ)−Φα(0,0)
〉
Seff,2
=
〈
e
∑
q
Jα−q(r,τ)φαq
〉
Seff,2
= exp
[
1
2
∑
q
〈
φαq φ
α
−q
〉
Seff,2
J α−q(r, τ)J αq (r, τ)
]
= eQ
α(r,τ) , (5.28)
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with
Qα(r, τ) =
β
2V
∑
q
[fRPA
q
]ααJ α−q(r, τ)J αq (r, τ) . (5.29)
We have used the fact that the Gaussian propagator of the φα-field is ac-
cording to Eq.(4.32) proportional to the RPA interaction. For consistency, in
Eq.(5.29) the polarization contribution to [fRPA
q
]αα should be approximated
by its leading long-wavelength limit given in Eq.(4.24), because in deriving
Eq.(5.28) we have neglected momentum transfer between different sectors
(i.e. the around-the-corner processes represented by the black triangles in
Fig. 5.2(b)). Using
J α−q(r, τ)J αq (r, τ) =
2
β2
1− cos(q · r − ωmτ)
(iωm − vα · q)2 , (5.30)
we conclude that
Qα(r, τ) = Rα − Sα(r, τ) , (5.31)
with
Rα =
1
βV
∑
q
fRPA,αq
(iωm − vα · q)2 = S
α(0, 0) , (5.32)
Sα(r, τ) =
1
βV
∑
q
fRPA,αq cos(q · r − ωmτ)
(iωm − vα · q)2 . (5.33)
Here fRPA,αq is the diagonal element of the RPA interaction matrix defined
in Eq.(4.33),
fRPA,αq ≡ [fRPAq ]
αα =
[
f
q
[
1 +Π0(q)f q
]−1]αα
. (5.34)
An important special case is a patch-independent bare interaction, i.e.
[f
q
]αα
′
= fq for all α and α
′. From Eq.(4.35) we know that in this case
fRPA,αq can be identified with the usual RPA interaction,
fRPA,αq = f
RPA
q ≡
fq
1 + fqΠ0(q)
, if [f
q
]αα
′
= fq . (5.35)
In summary, the averaged diagonal blocks are given by
〈
[Gˆα]kk
〉
Seff,2
=
∫
dr
∫ β
0
dτe−i[(k−k
α)·r−ω˜nτ ]Gα(r, τ) , (5.36)
with
Gα(r, τ) = Gα0 (r, τ)e
Qα(r,τ) . (5.37)
From Eqs.(5.1) and (5.10) we finally obtain for the Matsubara Green’s func-
tion of the interacting many-body system
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G(k) =
∑
α
Θα(k)Gα(k − kα, iω˜n) , (5.38)
where
Gα(q˜) ≡ Gα(q, iω˜n) =
∫
dr
∫ β
0
dτe−i(q·r−ω˜nτ)Gα(r, τ) . (5.39)
Shifting in Eq.(5.38) k = kα
′
+ q and choosing |q| small compared with
the cutoffs Λ and λ that determine the size of the sector KαΛ,λ, it is easy to
see that only the term α′ = α in the sum (5.38) contributes, so that (after
renaming again α′ → α)
G(kα + q, iω˜n) = G
α(q, iω˜n) , |q| ≪ Λ, λ . (5.40)
5.1.3 The Green’s function in real space
The real space Green’s function G(r, τ) should not be confused with the sector
Green’s function Gα(r, τ) in Eq.(5.37). Here we derive the precise relation
between these functions.
Given the exact Matsubara Green’s function G(k), we can use Eq.(3.8) to
reconstruct the exact real space imaginary time Green’s function G(r, τ)
by inverse Fourier transformation. Substituting Eqs.(5.38) and (5.39) into
Eq.(3.8), we obtain
G(r, τ) =
∑
α
∫
dr′eik
α·r′ 1
V
∑
k
Θα(k)eik·(r−r
′)Gα(r′, τ) . (5.41)
At distances |r| that are large compared with the inverse sector cutoffs Λ−1
and λ−1 we may approximate
1
V
∑
k
Θα(k)eik·(r−r
′) ≈ 1
V
∑
k
eik·(r−r
′) = δ(r − r′) , (5.42)
so that Eq.(5.41) reduces to
G(r, τ) =
∑
α
eik
α·rGα(r, τ) , (5.43)
which is the real space imaginary time version of Eq.(5.38).
To see the role of the cutoffs more clearly, it is instructive to calculate
the non-interacting sector Green’s function Gα0 (r, τ) defined in Eq.(5.22).
Performing the fermionic Matsubara sum we obtain
Gα0 (r, τ) =
1
V
∑
q
eiq·rGα0 (q, τ) , (5.44)
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with
Gα0 (q, τ) = e
−vα·qτ [f(vα · q)Θ(−τ + 0+)− f(−vα · q)Θ(τ − 0+)] . (5.45)
Because Gα0 (q, τ) depends on q only via the component v
α ·q, it is convenient
to choose the orientation of the local coordinate system attached to sector
KαΛ,λ such that one of its axes matches the direction vˆ
α = vα/|vα| of the
local Fermi velocity. In this coordinate system we have the decomposition
q = qα‖ vˆ
α + qα⊥ , q
α
‖ = q · vˆα , qα⊥ · vˆα = 0 , (5.46)
r = rα‖ vˆ
α + rα⊥ , r
α
‖ = r · vˆα , rα⊥ · vˆα = 0 . (5.47)
For β →∞ and V →∞ we obtain then after a simple calculation
Gα0 (r, τ) = δ
(d−1)(rα⊥)
(−i
2π
)
1
rα‖ + i|vα|τ
, (5.48)
with
δ(d−1)(rα⊥) =
∫
drα⊥
(2π)d−1
eiq
α
⊥·rα⊥ , (5.49)
where the integral is over the d− 1 components of r that are perpendicular
to vα. In deriving Eq.(5.48) we have not been very careful about cutoffs.
In order not to over-count the degrees of freedom, the q-summations should
be restricted to the sectors KαΛ,λ. Hence, there is a hidden cutoff function
Θα(kα+q) in all q-sums, which we have not explicitly written out. However,
we may ignore this cutoff function as long as we are interested in length scales
|rα⊥| ≫ Λ−1 , |rα‖ | ≫ λ−1 , (5.50)
because the oscillating exponential in Eq.(5.44) cuts off the q-summations
before the boundaries of the sectors are reached. It should be kept in mind,
however, that Eq.(5.48) is only correct if the conditions (5.50) are satisfied.
More precisely, in a finite system of volume V = Ld the δ-function in Eq.(5.48)
should be replaced by the cutoff-dependent function
δ
(d−1)
Λ (r
α
⊥) =
1
Ld−1
∑
qα
⊥
Θα(kα + qα⊥)e
iqα⊥·rα⊥ . (5.51)
We conclude that for length scales |rα⊥| ≫ Λ−1 we may replace r → rα‖ vˆα in
the argument of the Debye-Waller factor, so that Eq.(5.37) becomes
Gα(r, τ) = Gα0 (r, τ)e
Qα(rα‖ vˆ
α,τ) . (5.52)
From Eq.(5.43) we obtain then for the real space Green’s function of the
interacting system,
G(r, τ) =
−i
2π
∑
α
δ(d−1)(rα⊥)
exp
[
ikα · r +Qα(rα‖ vˆα, τ)
]
rα‖ + i|vα|τ
. (5.53)
Note that this expression has units of V −1, as expected from a real space
single-particle Green’s function in d dimensions.
86 5. The single-particle Green’s function
5.1.4 The underlying asymptotic Ward identity
Our bosonization formula (5.37) for the Green’s function is the result of an
infinite resummation of the perturbation series, but it is not clear which type
of diagrams have been summed. In this section we shall clarify this point. We
first derive from Eq.(5.37) an integral equation, which is exactly equivalent
with the integral equation derived by Castellani, Di Castro and Metzner [5.50].
We then combine the integral equation with the Dyson equation to obtain
a Ward identity. In this way we see the relation between bosonization and
diagrammatic perturbation theory.
The integral equation
Let us apply the differential operator−∂τ+ivα ·∇r to the bosonization result
(5.37) for the sector Green’s function Gα(r, τ). Using the fact that according
to Eqs.(5.18) and (5.15) the application of this operator to Gα0 (r, τ) generates
as δ-function, it is easy to show that
[−∂τ + ivα · ∇r +Xα(r − r′, τ − τ ′)]Gα(r − r′, τ − τ ′) =
δ(r − r′)δ∗(τ − τ ′) , (5.54)
with
Xα(r − r′, τ − τ ′) = −[−∂τ + ivα · ∇r]Qα(r − r′, τ − τ ′) . (5.55)
From the explicit expression for Qα(r, τ) given in Eqs.(5.31)–(5.33) we find
that the function Xα(r, τ) has the Fourier expansion
Xα(r, τ) =
1
βV
∑
q
ei(q·r−ωmτ)Xαq , (5.56)
with Fourier coefficients given by
Xαq =
fRPA,αq
iωm − vα · q . (5.57)
In Fourier space Eq.(5.54) becomes
[iω˜n − vα · q]Gα(q˜) + 1
βV
∑
q˜′
Xαq˜−q˜′G
α(q˜′) = 1 , (5.58)
or equivalently
[iω˜n − vα · q]Gα(q, iω˜n) = 1
− 1
βV
∑
q′,n′
fRPA,αq−q′,iωn−n′
iωn−n′ − vα · (q − q′)G
α(q′, iω˜n′) . (5.59)
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Because the difference between two fermionic Matsubara frequencies is a
bosonic one, the kernel Xαq˜−q˜′ in Eq.(5.58) depends on bosonic frequencies.
In the limit β → ∞ Eq.(5.59) is equivalent with the integral equation given
in Eq.(13) of the work [5.50] by Castellani, Di Castro and Metzner. Our
bosonization approach maps the solution of Eq.(5.59) onto the standard prob-
lem of solving a linear partial differential equation (Eq.(5.20)) and calculating
a Debye-Waller factor in a Gaussian integral. The solution for the Green’s
function is given in Eqs.(5.37)–(5.39), with the Debye-Waller factor given in
Eqs.(5.31)–(5.33). On the other hand, Castellani, Di Castro and Metzner do
not directly solve Eq.(5.59) but first perform an angular averaging operation
on this integral equation and then solve the resulting averaged equation. Al-
though in general the operations of averaging and solving integral equations
do not commute (i.e. the solution of the averaged integral equation is not nec-
essarily identical with the average of the solution of the integral equation),
in the particular case of interest the final result seems to be equivalent, at
least up to re-definitions of cutoffs.
The Ward identity
In modern many-body theory it is sometimes convenient [5.5,5.6] to define so-
called skeleton diagrams in order to exhibit the structure of the perturbation
series more clearly. The skeleton diagram for the exact self-energy is shown
in Fig. 5.3. In the Matsubara formalism this diagram represents the following
k k
k
k-k
Fig. 5.3. Skeleton diagram for
the irreducible self-energy. The
thick wavy line denotes the exact
screened effective interaction f∗q ,
the shaded triangle is the exact
three-legged vertex Λ(k; k − k′),
and the solid line with arrow is the
exact Green’s function.
expression,
Σ(k) = − 1
βV
∑
k′
f∗k−k′Λ(k; k − k′)G(k′) . (5.60)
The exact effective interaction f∗q is related to the bare interaction fq via the
dielectric function, f∗q = fq/ǫ(q), which in turn can be expressed in terms of
the exact proper polarization via ǫ(q) = 1 + fqΠ∗(q), see Eqs.(2.50)–(2.52).
By definition, the vertex function Λ(k; q) is the sum of all diagrams with three
external ends corresponding to two solid lines and a single interaction line. To
lowest non-trivial order we have Λ(k; q) ≈ 1+Λ(1)(k; q), with Λ(1)(k; q) given
in Eq.(4.105). Because G(k′) on the right-hand side of Eq.(5.60) depends
again on Σ(k′) via the Dyson equation, Eq.(5.60) is a complicated integral
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equation, which can only be solved approximately. Moreover, the formal ker-
nel f∗k−k′Λ(k; k − k′) of this integral equation is again a functional of G(k),
so that it cannot be calculated exactly unless the entire perturbation series
has been summed. In practice one therefore replaces the effective interaction
f∗k−k′ and the vertex Λ(k; k − k′) by some “reasonable” approximation.
For better comparison with the self-energy calculated within our bosoniza-
tion approach, let us shift again k = kα + q and k′ = kα + q′, so that wave-
vectors are measured with respect to the local coordinate system with origin
in sector KαΛ,λ. Defining
G(kα + q, iω˜n) = G
α(q˜) , (5.61)
Σ(kα + q, iω˜n) = Σ
α(q˜) , (5.62)
Λ(kα + q, iω˜n; q − q′, iωn−n′) = Λα(q˜; q˜ − q˜′) , (5.63)
the skeleton equation (5.60) reads
Σα(q˜) = − 1
βV
∑
q˜′
f∗q˜−q˜′Λ
α(q˜; q˜ − q˜′)Gα(q˜′) , (5.64)
while the Dyson equation can be written as
[Gα(q˜)]−1 = [Gα0 (q˜)]
−1 −Σα(q˜) . (5.65)
Let us now determine the skeleton parameters that correspond to our
bosonization result for the Green’s function. Starting point is the integral
equation (5.58). Keeping in mind that after linearization we may write iω˜n−
vα · q = [Gα0 (q˜)]−1 and dividing both sides of Eq.(5.58) by Gα(q˜), we obtain
[Gα(q˜)]−1 = [Gα0 (q˜)]
−1 +
1
βV
∑
q˜′
Xαq˜−q˜′
Gα(q˜)
Gα(q˜′) . (5.66)
Comparing this with Eq.(5.65), we conclude that in our bosonization ap-
proach the self-energy satisfies
Σα(q˜) = − 1
βV
∑
q˜′
Xαq˜−q˜′
Gα(q˜)
Gα(q˜′) . (5.67)
From Eqs.(5.64) and (5.67) we finally obtain
f∗q˜−q˜′Λ
α(q˜; q˜ − q˜′) = X
α
q˜−q˜′
Gα(q˜)
=
fRPA,αq˜−q˜′
[iωn−n′ − vα · (q − q′)]Gα(q˜) . (5.68)
Note that in the skeleton equation (5.60) it is assumed that the bare interac-
tion depends only on the momentum-transfer. From Eq.(4.35) we know that
in this case fRPA,αq = f
RPA
q , the usual RPA interaction. Then we see from
Eq.(5.68) that the approximations inherent in our bosonization approach
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amount to replacing the exact effective interaction f∗q by the RPA interac-
tion fRPAq , and setting the vertex function equal to
Λα(q˜; q˜ − q˜′) = 1
[iωn−n′ − vα · (q − q′)]Gα(q˜) , (5.69)
which is equivalent with[
1
Gα0 (q˜)
− 1
Gα0 (q˜
′)
]
Λα(q˜; q˜ − q˜′) = 1
Gα(q˜)
, (5.70)
or, after shifting q˜ − q˜′ → q′ ≡ [q′, iωm′ ],
[iωm′ − vα · q′]Λα(q˜; q′) = [Gα(q˜)]−1 . (5.71)
In terms of the symmetrized vertex function
Λ˜α(q˜; q˜′) = Λα(q˜; q˜ − q˜′) + Λα(q˜′; q˜′ − q˜) , (5.72)
Eq.(5.70) can also be rewritten in the more symmetric form[
1
Gα0 (q˜)
− 1
Gα0 (q˜
′)
]
Λ˜α(q˜; q˜′) =
[
1
Gα(q˜)
− 1
Gα(q˜′)
]
. (5.73)
The important point is that the right-hand side of Eq.(5.73) depends again
on the exact Green’s function. Such a relation between a vertex function and
a Green’s function is called a Ward identity. In the limit β → ∞ Eq.(5.73)
is equivalent with the Ward identity derived in [5.50]. Of course, in d > 1 or
for non-linear energy dispersion this Ward identity is not exact. In Sect. 5.2
we shall develop a powerful method for calculating in a controlled and quan-
titative way the corrections neglected in Eq.(5.73).
In summary, although within our bosonization approach the dielectric
function is approximated by the RPA expression, bosonization does not sim-
ply reproduce the usual RPA self-energy, because it sums in addition infinitely
many other diagrams by means of a non-trivial Ward identity for the vertex
function. The analytic expressions for these diagrams can be generated order
by order in the RPA interaction by iterating the integral equation (5.59).
Finally, let us compare the skeleton equation (5.60) with the dynami-
cally screened exchange diagram, the so-called GW approximation for the
self-energy [5.3]. In this approximation the effective interaction f∗q is approx-
imated by the RPA interaction, just like in our bosonization approach. The
crucial difference with bosonization is that vertex corrections are completely
ignored within the GW approximation, so that one sets Λ(k, k − k′) → 1.
Then Eq.(5.64) reduces to the simpler integral equation
Σα(q˜) = − 1
βV
∑
q˜′
fRPAq˜−q˜′G
α(q˜′) , GW approximation . (5.74)
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If we replace the interacting Green’s function on the right-hand side of
Eq.(5.74) by the non-interacting one, we recover the lowest order self-energy
correction given in Eq.(4.104). The self-consistent solution of Eq.(5.74) con-
tains infinite orders in perturbation theory. It seems, however, that the only
reason for ignoring vertex corrections is that one is unable to calculate them
in a controlled way. As recently pointed out by Farid [5.4], the errors due
to the omission of vertex corrections seem to be partially cancelled by the
replacement G→ G0 on the right-hand side of Eq.(5.74). In other words, non-
self-consistent GW can be better than self-consistent GW! Evidently such an
approximation cannot be systematic. On the other hand, for interactions
that are dominated by forward scattering the bosonization approach uses the
small parameter qc/kF to sum the dominant terms of the entire perturbation
series.
5.1.5 The Fermi liquid renormalization factors Zα and Zα
m
We show how in a Fermi liquid the quasi-particle residue Zα and the effec-
tive mass renormalization Zαm can be obtained from the Debye-Waller factor
Qα(r, τ).
The quasi-particle residue Zα
As shown in Chap. 2.2.3 (see Eq.(2.25)), the quasi-particle residue Zα of a
Fermi liquid can be identified from the discontinuity δnαq of the momentum
distribution at the Fermi surface. Hence, in order to relate our Debye-Waller
factor Qα(r, τ) given in Eq.(5.31) to the quasi-particle residue, we simply
have to calculate δnαq from Eq.(5.37). Substituting Eqs.(5.37), (5.39) and
(5.40) into Eq.(2.13) we obtain
nkα+q =
∫
dre−iq·rGα0 (r, 0)e
Qα(r,0) , (5.75)
so that the change δnαq of the momentum distribution defined in Eq.(2.25) is
given by
δnαq = 2i
∫
dr sin(q · r)Gα0 (r, 0)eQ
α(r,0) . (5.76)
From Eq.(5.48) we obtain for the non-interacting sector Green’s function at
equal times
Gα0 (r, 0) = δ
(d−1)(rα⊥)
−i
2πrα‖
, (5.77)
so that
δnαq =
2
π
∫ ∞
0
dx
sin(qα‖ x)
x
eQ
α(xvˆα,0) , (5.78)
where we have renamed rα‖ = x. As discussed in Chap. 2.4.3, bosonization
should lead to cutoff-independent results if the interaction is dominated by
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wave-vectors |q| <∼ qc ≪ Λ, λ. Hence, in real space the bosonization result
for the Green’s function is accurate at length scales x ≫ q−1c . We therefore
separate from Eq.(5.78) the non-universal short-distance regime,
δnαq =
2
π
[∫ q−1c
0
dx
sin(qα‖ x)
x
eQ
α(xvˆα,0) +
∫ ∞
q−1c
dx
sin(qα‖ x)
x
eQ
α(xvˆα,0)
]
. (5.79)
For |qα‖ | ≪ qc it is allowed to expand the sine-function in the first term.
Evidently, this yields an analytic contribution to δnαq , which to leading order
is proportional to qα‖ /qc. In a Fermi liquid this term is negligible compared
with the contribution from the second term in Eq.(5.79), so that we obtain
to leading order
δnαq ∼ sgn(qα‖ )
2
π
∫ ∞
|qα
‖
|/qc
dx′
sin(x′)
x′
eQ
α(x′vˆα/|qα‖ |,0) , (5.80)
where we have rescaled x = x′/|qα‖ |. For qα‖ → 0 we may set |qα‖ |/qc = 0 in
the lower limit and replace Qα(x′vˆα/|qα‖ |, 0) by its asymptotic expansion for
large x′/|qα‖ |. Assuming that the limit
lim
rα
‖
→∞
Qα(rα‖ vˆ
α, 0) ≡ Qα∞ (5.81)
exists, we obtain for qα‖ → 0
δnαq ∼ sgn(qα‖ )
2
π
∫ ∞
0
dx′
sin(x′)
x′
eQ
α
∞ = sgn(qα‖ )e
Qα∞ . (5.82)
But from Eqs.(5.31)–(5.33) we have Qα(rα‖ vˆ
α, 0) = Rα−Sα(rα‖ vˆα, 0), where
the constant term is simply given by Rα = Sα(0, 0). A sufficient condition for
the existence of the limit Qα∞ is the existence of R
α. Recall that according
to Eq.(5.32) Rα is for β, V →∞ given by
Rα =
∫
dq
(2π)d
∫ ∞
−∞
dω
2π
fRPA,αq,iω
(iω − vα · q)2 . (5.83)
If this integral exists, then the Fourier integral theorem [5.5] implies that the
integral
Sα(rα‖ vˆ
α, 0) =
∫
dq
(2π)d
∫ ∞
−∞
dω
2π
fRPA,αq,iω cos(r
α
‖ vˆ
α · q)
(iω − vα · q)2 (5.84)
exists as well, and vanishes4 in the limit rα‖ → ∞. Hence, the finiteness of
the integral in Eq.(5.83) implies that Qα∞ = R
α. In this case we obtain
4 As shown in [5.5], a sufficient condition for the vanishing of the Fourier transform
G(ω) =
∫∞
−∞
dωe−iωτF (τ ) of a function F (τ ) for ω → ±∞ is that F (τ ) is (at
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δnαq ∼ Zαsgn(qα‖ ) , qα‖ → 0 , (5.85)
with the quasi-particle residue given by
Zα = eR
α
. (5.86)
Because we know that Zα must be a real number between zero and unity,
Rα should be real and negative. In Chap. 6.1 we shall show with the help of
the dynamic structure factor that this is indeed the case.
least improperly) integrable on every finite interval, and that
∫∞
−∞
|F (τ )|dτ <
∞. In our case these conditions have to be satisfied by the function F (qα‖ ) =∫
dqα⊥
∫∞
−∞
dωfRPA,αq,iω (iω − |v
α|qα‖ )
−2, where qα‖ and q
α
⊥ are defined as in Eq.
(5.46). Due to the rather singular structure of the integrand, it is by no means
obvious that for arbitrary interactions the Fourier integral theorem is applicable.
However, in all physical applications discussed in the second part of this book
we find that Sα(rα‖ vˆ
α, 0) indeed vanishes as rα‖ → ±∞.
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The effective mass renormalization Zαm
Because the spatial dependence of the Debye-Waller factor Qα(rα‖ vˆ
α, τ) en-
ters only via the projection rα‖ = vˆ
α · r, the direction of the renormalized
Fermi velocity v˜α is for linearized energy dispersion always parallel to the
direction of the bare Fermi velocity vα. From Eq.(2.27) we see that in this
case the effective mass renormalization factor associated with patch PαΛ is
given by Zαm = |v˜α|/|vα|. The renormalized Fermi velocity can be directly
obtained from the real space imaginary time sector Green’s function Gα(r, τ)
by taking first the limit τ →∞ and then the limit rα‖ →∞. From Eq.(5.48)
we obtain for the non-interacting sector Green’s function in this limit
Gα0 (r, τ) ∼ −δ(d−1)(rα⊥)
1
2π|vα|τ ,
τ
rα‖
→∞ , rα‖ →∞ . (5.87)
Assuming the existence of the limit
Sα∞ = lim
rα
‖
→∞
[
lim
τ→∞
Sα(rα‖ vˆ
α, τ)
]
, (5.88)
the relation analogous to Eq.(5.87) for the interacting sector Green’s function
given in Eq.(5.52) is
Gα(r, τ) ∼ −δ(d−1)(rα⊥)
Zαe−S
α
∞
2π|vα|τ ,
τ
rα‖
→∞ , rα‖ →∞ . (5.89)
But in an interacting Fermi liquid we should have
Gα(r, τ) ∼ −δ(d−1)(rα⊥)
Zα
2π|v˜α|τ ,
τ
rα‖
→∞ , rα‖ →∞ , (5.90)
where v˜α is the renormalized Fermi velocity. Comparing Eqs.(5.89) and (5.90)
with (2.30), we conclude that the effective mass renormalization factor is
given by
Zαm = e
Sα∞ . (5.91)
The analytic evaluation of the limit Sα∞ in Eq.(5.88) is rather difficult.
We have not been able to obtain for general interactions a simple analytic
expression for Sα∞, which explicitly contains only the parameters f q and ξk
that appear in the definition of the original action5. Note that the naive
application of the Fourier integral theorem [5.5] to Sα(0, τ) implies that Sα∞
should vanish, so that bosonization with linearized energy dispersion does
not incorporate effective mass renormalizations. To examine this point more
carefully, let us substitute the Dyson equation (5.65) into Eq.(5.67), and then
solve for Σα(q˜) as functional of Gα(q˜). After some trivial algebra we obtain
5 In the case of Zα such an expression is given in Eqs.(5.86) and (5.83).
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Σα(q˜) = [iω˜n − vα · q]
Tαq˜
1 + Tαq˜
, (5.92)
with
Tαq˜ =
1
βV
∑
q˜′
Xαq˜′−q˜G
α(q˜′) , (5.93)
where we have used Xα−q = −Xαq , see Eqs.(5.56) and (5.57). At q = 0
Eq.(5.93) reduces to
Tα0 =
1
βV
∑
q,m
fRPA,αq,iωm
(iωm − vα · q)G
α(q, iω˜m) , (5.94)
which should be compared with
Rα =
1
βV
∑
q,m
fRPA,αq,iωm
(iωm − vα · q)
1
(iωm − vα · q) . (5.95)
Obviously the only difference between Tα0 and R
α is that the full Green’s
function Gα(q, iω˜m) on the right-hand side of Eq.(5.94) is replaced by a factor
of (iωm − vα · q)−1 in Eq.(5.95). Keeping in mind that in a Fermi liquid the
integral in Eq.(5.95) remains finite in the limit β, V →∞ (recall Eq.(5.83)),
it is tempting to speculate that the finiteness of Rα implies that also the
expression for Tα0 in Eq.(5.94) must be finite. Defining the retarded function
Tα(q, ω) = Tαq,iω˜n |iω˜n→ω+i0+ , let us now assume that Tα(0, 0) is finite, and
that for small q and ω the corrections vanish with some positive power,
Tα(q, ω) ∼ Tα(0, 0) +O(|q|µ1 , |ω|µ2) , µ1, µ2 > 0 . (5.96)
We would like to emphasize that at this point Eq.(5.96) should be considered
as an assumption, which is motivated by the similarity between Eqs.(5.94)
and (5.95), and by the fact that in a Fermi liquid Rα is finite. From Eq.(5.92)
we see that the retarded self-energy can then be written as
Σα(q, ω + i0+) = [ω − vα · q] T
α(q, ω)
1 + Tα(q, ω)
, (5.97)
and satisfies
∂Σα(0, ω + i0+)
∂ω
∣∣∣∣
ω=0
=
Tα(0, 0)
1 + Tα(0, 0)
, (5.98)
so that according to Eq.(2.21) the quasi-particle residue exists and is given
by
Zα = eR
α
= 1 + Tα(0, 0) . (5.99)
From Eq.(5.99) we see that the replacement of the last factor (iωm−vα ·q)−1
in Eq.(5.95) by Gα(q, iω˜m) in Eq.(5.94) amounts to an exponentiation. Sub-
stituting now Eqs.(5.99) and (5.93) into Eq.(2.23) we obtain for the renor-
malization of the Fermi velocity
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δvα = (Zα − 1)vα + Zα ∇qΣα(q, i0+)
∣∣
q=0
= Tα(0, 0)vα − (1 + Tα(0, 0))vα T
α(0, 0)
1 + Tα(0, 0)
= 0 . (5.100)
Hence, under the assumption (5.96) the Fermi velocity is not renormalized, so
that Zαm = 1. Although we have not proven Eq.(5.96), the similarity between
Eqs.(5.94) and (5.95) strongly suggests that it is indeed correct. This is also in
accordance with the Fourier integral theorem, which implies that Sα∞ should
vanish if Sα(0, 0) = Rα exists. We thus conclude that higher-dimensional
bosonization with linearized energy dispersion does not contain effective mass
renormalizations. We shall come back to this point in Chap. 6.1.3, where we
shall show that this is closely related to the fact that for linearized energy
dispersion the Fermi surface is approximated by a finite number M of com-
pletely flat patches.
5.2 Beyond the Gaussian approximation
We now describe a general method for including the non-linear terms in
the energy dispersion into our background field approach. This enables us
to include the effects of the curvature of the Fermi surface into our non-
perturbative expression for the single-particle Green’s function. A brief de-
scription of our method has been published in the Letter [5.38]. Here we
present for the first time the details.
One of the main approximations in Sect. 5.1 was the replacement of the
Fermi surface by a collection of flat hyper-planes, which amounts to setting
1/mα = 0 in the expansion (2.66) of the energy dispersion close to the Fermi
surface. Although we have intuitively justified this approximation for suffi-
ciently long-range interactions, we have not given a quantitative estimate of
the corrections due to non-linear terms in the energy dispersion. Recall that
for the density-density correlation function such a quantitative estimate has
been given in Chap. 4.3; in this case the corrections due to the non-linear
terms could be explicitly calculated, and in Eq.(4.115) we have identified the
relevant small parameter.
In the context of conventional one-dimensional bosonization Haldane
[5.15] has speculated that it should be possible to develop some kind of
perturbation theory around the non-perturbative bosonization solution for
linearized energy dispersion, using the inverse effective mass 1/mα as a small
parameter. However, even in d = 1 a practically useful formulation of such
a perturbation theory has not been developed. This seems to be due to the
fact that the naive expansion of the conventional bosonization formula for
the Green’s function in powers of 1/mα becomes rather awkward in the ab-
sence of interactions [5.43], because in this case we can trivially write down
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the exact solution Gα0 = [iω˜n−ξαq ]−1. This expression contains infinite orders
in 1/mα, so that it can only be recovered by means of the 1/mα-expansion
suggested in [5.15] if all terms in the series are summed. This is of course an
impossible task. In this chapter we shall develop a new method for including
the non-linear terms in the energy dispersion into the bosonization procedure,
which in the non-interacting limit reproduces the exact free Green’s function.
Thus, our method is not based on a direct expansion in powers of 1/mα.
It should be mentioned that in the special case of one dimension an alter-
native algebraic bosonization approach, which includes arbitrary non-linear
terms in the dispersion relation, has recently been developed by Zemba and
collaborators [5.6]. In higher dimensions the non-linear terms in the energy
dispersion have also been discussed by Khveshchenko [5.48] within his “geo-
metric” bosonization approach. However, his formalism is based on a rather
complicated mathematical construction, and so far has not been of practical
use for the explicit calculation of curvature effects on the bosonization result
for the Green’s function with linearized energy dispersion.
In dimensions d > 1 it is certainly more important to retain the non-
linear terms in the energy dispersion than in d = 1, because only in higher
dimensions the Fermi surface has a curvature. To see this more clearly, let us
assume for the moment that locally the Fermi surface can be approximated
by a quadratic form, and that in an appropriately oriented coordinate system
the energy dispersion ξαq defined in Eq.(2.16) can be written as
ξαq = v
α · q + (vˆ
α · q)2
2mα‖
+
(qα⊥)
2
2mα⊥
, (5.101)
where qα⊥ = q − (q · vˆα)vˆα, and mα‖ and mα⊥ are the effective masses for
the motion parallel and perpendicular to the local normal vˆα. The important
point is now that only the last term in Eq.(5.101) describes the curvature
of the patches. In other words, for 1/mα⊥ = 0 but finite 1/m
α
‖ we still have
completely flat patches. Obviously in d > 1 there exist hyper-planes in mo-
mentum space (defined by vˆα · q = 0) where the last term in Eq.(5.101) is
the dominant contribution in the expansion of the energy dispersion. As al-
ready mentioned in the second footnote in Sect. 5.1.1, a priori it is not clear
whether the contribution from these hyper-planes to some physical quantity
of interest is negligible or not. From the previous section we expect that the
curvature of the Fermi surface will certainly play an important role to obtain
the correct effective mass renormalization in a Fermi liquid (recall the dis-
cussion in Sect. 5.1.5). As we shall see in Chap. 6.1.3, this problem is closely
related to the existence of a double pole in the integrand of the linearized
bosonization result for the Debye-Waller factor, see Eqs.(5.32) and (5.33).
Let us point out two more rather peculiar features of the higher-dimensional
bosonization result for the Green’s function with linearized energy dispersion.
First of all, for any finite numberM of patches the real space Green’s function
is of the form G(r, τ) =
∑M
α=1 e
ikα·rGα(r, τ) where Gα(r, τ) is proportional
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to a d − 1-dimensional δ-function6 δ(d−1)(rα⊥) of the components of r that
are perpendicular to the local Fermi velocity vα (see Eqs.(5.43) and (5.53)).
As a consequence, we may replace r → (r · vˆα)vˆα in the expression for the
Debye-Waller factor Qα(r, τ) (see Eq.(5.52)). If we naively take the limit of
infinite patch number M → ∞, then the patch summation is turned into a
d−1-dimensional integral over the Fermi surface, so that in this limit the sin-
gular function δ
(d−1)
Λ (r
α
⊥) appears under a d−1-dimensional integral, and the
final result for the real space Green’s function does not exhibit any singulari-
ties. However, because M →∞ implies a vanishing patch cutoff, Λ→ 0, and
because the approximations made in deriving the above result can formally
only be justified if Λ is held finite and large compared with the range qc of
the interaction in momentum space (see Fig. 2.5), one may wonder whether
the above limiting procedure is justified. Of course, in momentum space this
problem remains hidden, because the function δ
(d−1)
Λ (r
α
⊥) is eliminated triv-
ially via the Fourier transformation. Consequently the interacting Green’s
function for wave-vectors close to kα is simply G(kα + q, iω˜n) = G
α(q, iω˜n)
(see Eq.(5.40)), where Gα(q, iω˜n) is the Fourier transform of G
α(r, τ). Nev-
ertheless, it is legitimate to ask how the Green’s function looks in real space,
and the prediction of higher-dimensional bosonization with linearized energy
dispersion is not quite satisfactory. Another shortcoming of the linearized
theory will be discussed in detail in Chap. 7.2.4: the replacement of a curved
Fermi surface by a finite number of flat patches can give rise to unphysical
nesting singularities.
It is intuitively obvious that the problems mentioned above are related
to the fact that we have ignored the curvature of the Fermi surface within
a given patch. To cure these drawbacks of higher-dimensional bosonization,
we shall now generalize our background field approach to the case of finite
masses mαi .
5.2.1 The Green’s function for fixed background field
We develop an imaginary time eikonal expansion for the single-particle
Green’s function Gα(r, r′, τ, τ ′) at fixed background field, which takes the non-
linear terms in the energy dispersion non-perturbatively into account. In this
way we obtain the generalization of the Schwinger ansatz given in Eq.(5.17)
for non-linear energy dispersions.
Generalization of the Schwinger ansatz
We would like to invert the infinite matrix Gˆ−1 in Eq.(5.2) for general energy
dispersion ǫk. As explained in Sect. 5.1.1, it is convenient to measure wave-
vectors with respect to a coordinate system centered at kα and define
6 As discussed in Sect. 5.1.3, at short distances the δ-function should actually be
replaced by the cutoff-dependent function δ
(d−1)
Λ (r
α
⊥) defined in Eq.(5.51).
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[Gˆ]kα+q,iω˜n;kα+q′,iω˜n′ = [Gˆ
α]q,iω˜n;q′,iω˜n′ ≡ [Gˆα]q˜q˜′ . (5.102)
Then the infinite matrix [Gˆα]q˜q˜′ is determined by an equation of the form
(5.11), with [Gα0 (q˜)]
−1 now given by [Gα0 (q˜)]
−1 = iω˜n − ǫkα+q + µ. Note that
the above transformations are valid for an arbitrary sectorization of momen-
tum space (see Sect. 2.5), including the special case that we identify the entire
momentum space with a single sector (then we just shift the coordinate origin
in momentum space to kα, as shown in Fig. 2.8.). Defining the Fourier trans-
forms Gα(r, r′, τ, τ ′) and V α(r, τ) of [Gˆα]q˜q˜′ and V αq as in Eqs.(5.12) and
(5.13), it is easy to see that Gα(r, r′, τ, τ ′) satisfies the partial differential
equation
[−∂τ − ǫkα+P r + µ− V α(r, τ)]Gα(r, r′, τ, τ ′) = δ(r − r′)δ∗(τ − τ ′) , (5.103)
where P r = −i∇r is the momentum operator. Eq.(5.103) is the generaliza-
tion of Eq.(5.14) to arbitrary energy dispersions ǫk. This partial differen-
tial equation together with the Kubo-Martin-Schwinger boundary condition
(5.16) uniquely determines the function Gα(r, r′, τ, τ ′). We now truncate the
expansion of ǫkα+q − µ for small q at the second order, see Eqs.(2.65) and
(2.66). Then Eq.(5.14) is of second order in the spatial derivatives. Note that
for free fermions with energy dispersion ǫk = k
2/(2m) the truncation at the
second order is exact, but for more complicated Fermi surfaces we are assum-
ing that the sectors have been chosen sufficiently small such that the local
curvature can be approximated by a constant. Linearization of the energy dis-
persion amounts to ignoring the quadratic terms in the expansion of ǫkα+q
for small q, in which case the Schwinger ansatz (5.17) solves Eq.(5.103). It is
not difficult to see that for non-linear energy dispersion this ansatz does not
lead to a consistent solution of Eq.(5.14). In order to develop a systematic
method for treating the non-linear terms in the energy dispersion in a non-
perturbative way, we need a generalization of the Schwinger ansatz (5.17)
which in the limit 1/mαi → 0 reduces to the solution of the linearized dif-
ferential equation. The crucial observation is that the quantity Gα(r, r, τ, τ)
(which is obtained by setting r = r′ and τ = τ ′ in the solution of Eq.(5.103))
represents physically a contribution to the density of the system. Moreover,
on physical grounds it is also clear that the external potential V α(r, τ) should
lead to a deviation of the density from its equilibrium value. Evidently the
Schwinger ansatz (5.17) predicts that the external potential does not lead to
any modulation of the density, which is of course an unphysical artefact of
the linearization. For non-linear energy dispersion, our generalized Schwinger
ansatz should allow for density fluctuations. The simplest possible way to in-
corporate the physics of density fluctuations without changing the important
exponential factor in the Schwinger ansatz is to set7
Gα(r, r′, τ, τ ′) = Gα1 (r, r′, τ, τ ′)eΦ
α(r,τ)−Φα(r′,τ ′) . (5.104)
7 I would have never tried this ansatz without a hint from Lorenz Bartosch.
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The KMS boundary conditions are satisfied by requiring that Φα(r, τ) should
be periodic in τ , while Gα1 (r, r′, τ, τ ′) should be antiperiodic in τ and τ ′. Set-
ting r = r′ and τ = τ ′, we conclude that Gα1 (r, r, τ, τ) is the contribution
from states with momenta in sector KαΛ,λ to the density of the system. From
the arguments given above it is therefore clear that for non-linear energy
dispersion Gα1 (r, r′, τ, τ ′) must be a non-trivial function of the external po-
tential. Of course, in Eq.(5.104) we could always choose Φα = 0 and Gα = Gα1 ,
so that nothing would be gained. The crucial point is, however, that there
exists another non-trivial choice of Φα and Gα1 which leads to the natural
generalization of the Schwinger ansatz (5.17) to systems with energy disper-
sions of the type (2.65) and (2.66). To see this, we substitute Eq.(5.104) into
Eq.(5.103) and obtain after a simple calculation
[−∂τ − ǫkα+P r + µ− uα(r, τ) ·P r]Gα1 (r, r′, τ, τ ′) = δ(r − r′)δ∗(τ − τ ′)
+Gα1 (r, r′, τ, τ ′)
{[−∂τ − ξαP r ]Φα(r, τ)− V α(r, τ)
−[P rΦα(r, τ)](2Mα)−1[P rΦα(r, τ)]
}
. (5.105)
where the d× d-matrix Mα contains the effective masses,
[Mα]ij = δijm
α
i , (5.106)
and the components uαi (r, τ) of the velocity u
α(r, τ ) are given by
uαi (r, τ) ≡ ei · uα(r, τ) =
ei · P rΦα(r, τ)
mαi
. (5.107)
Here the unit vectors e1, . . . , ed match the axes of the local coordinate system
attached to kα in which the effective mass tensor Mα is diagonal. The crucial
observation is now that, apart from the trivial solution Φα = 0 and Gα1 =
Gα, we obtain another exact solution of Eq.(5.105) by choosing Φα(r, τ) and
Gα1 (r, r, τ, τ ′) such that[−∂τ − ξαP r]Φα(r, τ) = V α(r, τ) + [P rΦα(r, τ)](2Mα)−1[P rΦα(r, τ)] ,
(5.108)
[−∂τ − ǫkα+P r + µ− uα(r, τ) · P r]Gα1 (r, r′, τ, τ ′) = δ(r − r′)δ∗(τ − τ ′) .
(5.109)
Thus, Gα1 (r, r′, τ, τ ′) is again a fermionic Green’s function. Note that the dif-
ferential equation (5.108) is non-linear, but contains only first-order deriva-
tives. In contrast, the original Eq.(5.103) is linear but involves second-order
derivatives. Differential equations of the type (5.108) are called eikonal equa-
tions, and appear in many fields of physics, such as classical mechanics8,
8 Recall the Hamilton-Jacobi equation [5.7] −∂S/∂t = V (r, t) + (∇S)
2
2m
for the
action S(r, t) of a particle with mass m that moves under the influence of an
external potential V (r, t).
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geometrical optics [5.8], quantum mechanical scattering theory [5.9], and rel-
ativistic quantum field theories [5.4, 5.10]. The functional Φα(r, τ) is called
the eikonal. In the limit 1/mαi → 0 the eikonal equation (5.108) reduces to the
corresponding equation (5.21) of the linearized theory, which can be solved
exactly via Fourier transformation, see Eq.(5.23). Furthermore, in this case
the velocity uα(r, τ) vanishes, so that Gα1 (r, r′, τ, τ ′) = Gα0 (r − r′, τ − τ ′).
However, if one of the masses mαi is finite, the eikonal equation (5.108) is
non-linear and cannot be solved exactly. We shall discuss a method to obtain
an approximate solution shortly.
The differential equation (5.109) describes the motion of a fermion under
the influence of a space- and time-dependent random velocity uα(r, τ ). At the
first sight it seems that this problem is just as difficult to solve as the original
Eq.(5.103). The crucial point is, however, that perturbation theory in terms
of the derivative potential uα(r, τ) ·P r in Eq.(5.109) is less infrared singular
than perturbation theory in terms of the original random potential V α(r, τ)
in Eq.(5.103). Moreover, for large effective masses mαi the random velocity
uα(r, τ) is small, so that the perturbation theory in powers of the derivative
potential is justified. Such a small parameter is absent in Eq.(5.103).
The eikonal equation
Although it is impossible to solve the non-linear partial differential equation
(5.108) exactly, we can follow the pioneering work of E. S. Fradkin [5.10]
to obtain the solution as series in powers of V α. We would like to empha-
size, however, that our imaginary time eikonal equation is not identical with
the real time eikonal equation discussed by Fradkin [5.10]. The latter has
recently been applied by Khveshchenko and Stamp [5.11] to the problem of
fermions coupled to gauge fields, and involves an additional time-like auxil-
iary variable. For a d-dimensional quantum system one thus has to deal with
a d+2-dimensional partial differential equation, which leads to rather compli-
cated expressions for the higher-order terms in the eikonal expansion [5.10].
In contrast, our imaginary time eikonal equation (5.108) is d+1-dimensional
and does not depend on additional auxiliary variables. This facilitates the
calculation of corrections to the leading term. See the work [5.12] for a de-
tailed discussion of the real time eikonal method and a comparison with our
functional bosonization approach.
Following Fradkin [5.10], we obtain the solution of Eq.(5.108) by making
the ansatz
Φα(r, τ) =
∞∑
n=1
Φαn(r, τ) , (5.110)
where Φαn(r, τ) involves by assumption n powers of V
α. Substituting Eq.(5.110)
into Eq.(5.108) and comparing powers of V α, it is easy to see that the nth
order term Φαn(r, τ) is determined by the inhomogeneous linear differential
equation
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[−∂τ − ξαP r ]Φαn(r, τ) = V αn (r, τ) , n = 1, 2, . . . , (5.111)
where the first order potential is simply
V α1 (r, τ) = V
α(r, τ) , (5.112)
and the higher orders are
V αn (r, τ) =
n−1∑
n′=1
[P rΦ
α
n′(r, τ)](2M
α)−1[P rΦαn−n′(r, τ)] , n = 2, 3, . . . . (5.113)
Note that the inhomogeneity V αn (r, τ) in the differential equation (5.111) for
Φαn(r, τ) depends only on solutions Φ
α
n′(r, τ) with n
′ < n, so that we can
calculate the functionals Φαn(r, τ) iteratively. Because Eq.(5.111) is linear, its
solution is easily obtained by means of the Green’s function of the differential
operator on the left-hand side,
Φαn(r, τ) =
∫
dr′
∫ β
0
dτ ′Gαb (r − r′, τ − τ ′)V αn (r′, τ ′) , (5.114)
where
Gαb (r, τ) =
1
βV
∑
q
ei(q·r−ωmτ)Gαb (q) , G
α
b (q) =
1
iωm − ξαq
. (5.115)
This Green’s function should not be confused with the corresponding free
fermionic Green’s function
Gα0 (r, τ) =
1
βV
∑
q˜
ei(q·r−ω˜nτ)Gα0 (q˜) , G
α
0 (q˜) =
1
iω˜n − ǫkα+q + µ , (5.116)
which for linearized energy dispersion and ǫkα = µ reduces to Eq.(5.22). Note
that the Fourier transform Gαb (q) of G
α
b (r, τ) involves bosonic Matsubara
frequencies and depends on the excitation energy ξαq = ǫ
α
kα+q − ǫαkα . The
bosonic frequencies insure that the functional Φα(r, τ) is periodic in τ , so
that our ansatz (5.104) satisfies the KMS boundary conditions (see also the
discussion in Sect. 5.1.1). In contrast, the Fourier transformGα0 (q˜) of G
α
0 (r, τ)
depends on fermionic frequencies and involves the usual combination ǫαkα+q−
µ. Recall that in general we may choose ǫkα 6= µ.
To carry out the above iterative procedure in practice, we find it more
convenient to work in Fourier space. Defining the Fourier transforms V αq and
Φαq as in Eq.(5.13), it is easy to show that Eq.(5.108) implies for the Fourier
components
[
iωm − ξαq
]
Φαq = V
α
q +
∑
q′
(q − q′)(2Mα)−1q′Φαq−q′Φαq′ . (5.117)
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Keeping in mind that V αq =
i
βφ
α
q (see Eq.(3.31)), it is convenient to define
Ψαq =
β
i
[iωm − ξαq ]Φαq , (5.118)
so that Eq.(5.117) can also be written as
Ψαq = φ
α
q +
∑
q′q′′
δq,q′+q′′γ
α
q′,q′′Ψ
α
q′Ψ
α
q′′ , (5.119)
where the dimensionless kernel is
γαq′,q′′ =
i
β
q′(2Mα)−1q′′Gαb (q
′)Gαb (q
′′) . (5.120)
Note that this kernel is symmetric under the exchange q′ ↔ q′′. The q ≡
[q, iωm] = 0-term requires a special treatment. Setting q = 0 on both sides of
Eq.(5.117), we obtain
0 = V α0 −
∑
q′
q′(2Mα)−1q′Φα−q′Φ
α
q′ . (5.121)
Subtracting this from Eq.(5.117), we see that Ψα0 = 0. With the above defi-
nitions, the eikonal can be written as
Φα(r, τ)− Φα(r′, τ ′) =
∑
q
J α−q(r, r′, τ, τ ′)Ψαq , (5.122)
where
J α−q(r, r′, τ, τ ′) =
i
β
Gαb (q)
[
ei(q·r−ωmτ) − ei(q·r′−ωmτ ′)
]
. (5.123)
Note that for linearized energy dispersion J αq (r, 0, τ, 0) reduces precisely to
the function J αq (r, τ) defined in Eq.(5.27). By iteration of the non-linear
integral equation (5.119) it is easy to obtain an expansion of the functional
Ψαq in powers of the Hubbard-Stratonovich field φ
α
q =
β
i V
α
q ,
Ψαq =
∞∑
n=1
Ψαn,q , (5.124)
where for q 6= 0 the functional Ψαn,q is of the form
Ψαn,q =
∑
q1...qn
δq,q1+...+qnU˜
α
n (q1 . . . qn)φ
α
q1 · · ·φαqn . (5.125)
For practical calculations beyond the Gaussian approximation it is useful to
have a diagrammatic representation of Eq.(5.122), which is defined in Fig. 5.4.
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Fig. 5.4.
Graphical rep-
resentation of
the functional
Φα(r, τ) − Φα(r′, τ ′)
defined in
Eq.(5.122). As
in Fig. 4.1, the
φα-fields are rep-
resented by wavy
lines. The Y-shaped
symbol repre-
sents the function
J α−q(r, r′, τ, τ ′) de-
fined in Eq.(5.123).
The solid dots rep-
resent the external
points r, τ and r′, τ ′.
The dimensionless vertices U˜αn are proportional to (1/m
α)n−1. The first three
vertices are
U˜α1 (q1) = 1 , U˜
α
2 (q1q2) = γ
α
q1,q2 , (5.126)
U˜α3 (q1q2q3) =
2
3
[
γαq1,q2γ
α
q1+q2,q3 + γ
α
q2,q3γ
α
q2+q3,q1 + γ
α
q3,q1γ
α
q3+q1,q2
]
. (5.127)
We have used the invariance of Eq.(5.125) under relabeling of the fields to
symmetrize the vertices with respect to the interchange of any two labels.
Substituting Eqs.(5.124) and (5.125) into Eq.(5.122), we obtain the desired
expansion of the eikonal in powers of the Hubbard-Stratonovich field φα.
Note that each iteration involves an additional power of φα/mα. Because the
Gaussian propagator of φα-field is proportional to the RPA interaction (see
Eq.(4.32)), the small parameter controlling this expansion is proportional to
fRPA,αq /m
α. This will become more evident in Sect. 5.2.2, where we explic-
itly calculate the leading corrections to the Gaussian approximation for the
average eikonal.
The Dyson equation for the prefactor Green’s function
Having solved Eq.(5.119) to a certain order in φα, we know also the random
velocity uα(r, τ ) in Eq.(5.107) (and hence the derivative potential uα(r, τ ) ·
P r in Eq.(5.109)) to the same order in φ
α. For practical calculations we
find it again more convenient to work in Fourier space. Defining the Fourier
transform [Gˆα1 ]q˜q˜′ of Gα1 (r, r′, τ, τ ′) as in Eq.(5.12), it is easy to see that in
Fourier space Eq.(5.109) is equivalent with the Dyson equation
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[Gˆα1 ]q˜q˜′ = δq˜q˜′G
α
0 (q˜) +G
α
0 (q˜)
∑
q˜′′
[Dˆα]q˜q˜′′ [Gˆ
α
1 ]q˜′′ q˜′ , (5.128)
where the matrix elements of the derivative potential are
[Dˆα]q˜q˜′ = Ψ
α
q˜−q˜′λ
α
q˜,q˜′ . (5.129)
Here Ψαq is defined as functional of the φ
α-field via the non-linear integral
equation (5.119), and the vertex λαq˜,q˜′ is given by
λαq˜,q˜′ =
i
β
(q − q′)(Mα)−1q′Gαb (q˜ − q˜′) . (5.130)
Iteration of Eq.(5.128) generates an expansion of Gˆα1 in powers of the deriva-
tive potential. A graphical representation of Eq.(5.128) is shown in Fig. 5.5.
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Fig. 5.5. Diagram-
matic representation
of the Dyson equa-
tion for Gˆα1 , which
is represented by a
thick dashed line.
The solid triangle
denotes the vertex
λαq˜,q˜′ defined in
Eq.(5.130).
5.2.2 Non-Gaussian averaging
We now average the Green’s function Gα(r, r′, τ, τ ′) with respect to the prob-
ability distribution of the background field.
To obtain the Green’s function of the many-body system, we need to aver-
age the Green’s function Gα(r, r′, τ, τ ′) given in Eq.(5.104) with respect to
the probability distribution P{φα} defined in Eq.(3.35). Because for finite
masses mαi the effective action Seff{φα} in Eqs.(3.36) and (3.37) is not Gaus-
sian, we have to use perturbation theory to perform the averaging procedure.
Recall that the leading non-Gaussian corrections to Seff{φα} have been ex-
plicitly calculated in Chap. 4.3.2, see Eq.(4.77). Because averaging restores
translational invariance, we may set r′ = τ ′ = 0 and calculate
Gα(r, τ) = 〈Gα(r, 0, τ, 0)〉Seff . (5.131)
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Let us parameterize the average Green’s function as
Gα(r, τ) = [Gα1 (r, τ) +G
α
2 (r, τ)]e
Qα(r,τ) , (5.132)
where
Qα(r, τ) = ln
〈
eΦ
α(r,τ)−Φα(0,0)
〉
Seff
, (5.133)
Gα1 (r, τ) = 〈Gα1 (r, 0, τ, 0)〉Seff , (5.134)
and the function Gα2 (r, τ) contains all correlations between the two factors
in Eq.(5.104),
Gα2 (r, τ) =
〈
δGα1 (r, 0, τ, 0)δeΦ
α(r,τ)−Φα(0,0)〉
Seff〈
eΦα(r,τ)−Φα(0,0)
〉
Seff
. (5.135)
Here δX = X− < X >Seff . We emphasize that Eqs.(5.132)–(5.135) are an ex-
act decomposition of the different contributions to Eq.(5.131), the usefulness
of which will become evident shortly.
Let us now consider in some detail the calculation of the function Qα(r, τ)
defined in Eq.(5.133). By definition we have9
Qα(r, τ) =
ln


∫ D{φα′} exp [−Seff{φα′}+∑q J α−q(r, τ)φαq + Fα{J α, φα}]∫ D{φα′} exp [−Seff{φα′}]

 ,
(5.136)
where J α−q(r, τ) ≡ J α−q(r, 0, τ, 0), and the functional Fα{J α, φα} is defined
as the sum of all terms on the right-hand side of Eq.(5.122) involving more
than one power of the φα-field. Explicitly, the first two terms are
Fα{J α, φα} =
∑
q,q1,q2
J α−q(r, τ)δq,q1+q2 U˜α2 (q1q2)φαq1φαq2
+
∑
q,q1,q2,q3
J α−q(r, τ)δq,q1+q2+q3 U˜α3 (q1q2q3)φαq1φαq2φαq3 + . . . . (5.137)
These terms correspond precisely to the diagrams with two and three wavy
lines in Fig. 5.4. Following the procedure outlined in Chap. 4.3, we write
Seff{φα
′} = i
∑
α′
φα
′
0 N
α′
0 + Seff,2{φα
′}+ S′kin{φα
′} , (5.138)
9 Note that the label α on the right-hand side of Eq.(5.136) is an external label
which is not summed over. The summation labels are denoted by α′.
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where the Gaussian part Seff,2{φα′} of the effective action is given in
Eq.(4.30), and the non-Gaussian part S′kin{φα
′} is defined in Eq.(4.58). The
leading contributions to S′kin{φα
′} are explicitly given in Eq.(4.77). After
eliminating the second term in the numerator of Eq.(5.136) by means of the
shift-transformation
φα
′
q → φα
′
q + [f˜
RPA
q
]α
′αJ αq (r, τ) , (5.139)
where f˜
RPA
q
≡ βV fRPAq is the rescaled RPA interaction matrix (see Eq.(4.33)),
we obtain
Qα(r, τ) =
1
2
∑
q
f˜RPA,αq J α−q(r, τ)J αq (r, τ)
+ ln
〈
exp
[
−S′kin{φα
′
q + [f˜
RPA
q
]α
′αJ αq }+ Fα{J αq , φαq + f˜RPA,αq J αq }
]〉
Seff,2
− ln
〈
exp
[
−S′kin{φα
′
q }
]〉
Seff,2
. (5.140)
We have used the notation f˜RPA,αq = [f˜
RPA
q
]αα = βV [f
RPA
q
]αα, see also
Eq.(5.34). Finally, we use the linked cluster theorem [5.10] and obtain, in
complete analogy with Eq.(4.71),
Qα(r, τ) =
1
2
∑
q
f˜RPA,αq J α−q(r, τ)J αq (r, τ) +
∞∑
n=1
(−1)n
n
×
{〈[
S′kin{φα
′
q + [f˜
RPA
q
]α
′αJ αq } − Fα{J αq , φαq + f˜RPA,αq J αq }
]n〉con
Seff,2
−
〈[
S′kin{φα
′
q }
]n〉con
Seff,2
}
. (5.141)
From this expression it is obvious that in general the function Qα(r, τ) can
be written as
Qα(r, τ) =
∞∑
n=1
Qαn(r, τ) , (5.142)
where Qαn(r, τ) involves n+ 1 powers of the function J αq (r, τ),
Qαn(r, τ) =
∑
qq1...qn
δq,q1+...+qnW
α
n (q1 . . . qn)
× J α−q(r, τ)J αq1 (r, τ) · · · J αqn(r, τ) . (5.143)
The vertices Wαn (q1 . . . qn) can be calculated perturbatively in powers of the
RPA interaction. Evidently the first term in Eq.(5.141) corresponds to the
following contribution to Wα1 ,
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Wα1,1(q1) =
1
2
f˜RPA,αq1 . (5.144)
The crucial point is now that all other terms contain at least two powers of
fRPA,α, so that, to first order in the RPA interaction, higher order terms can
be neglected. In general, each vertex can be expanded as
Wαn (q1 . . . qn) =
∞∑
m=n
Wαn,m(q1 . . . qn) , (5.145)
where the second subscript gives the power of the RPA interaction. Because
the nth-order vertex Wαn involves at least n powers of the RPA interaction,
the m-sum in Eq.(5.145) starts at m = n. This is due to the fact that each of
the higher-order diagrams in Fig. 5.4 contains a single function J α, but ad-
ditional powers of the φα-field. Actually, from Chap. 4.3.4 we expect that the
true small parameter which controls the corrections to the Gaussian approx-
imation should also involve the local curvature of the Fermi surface (i.e. the
inverse effective masses mαi ) and the range of the interaction in momentum
space. To investigate this point, it is convenient to visualize the structure
of the perturbation expansion for the higher-order terms with the help of
the graphical elements introduced in Fig. 5.4. To order (fRPA,α)2, we should
retain
Wα1 (q1) ≈ Wα1,1(q1) +Wα1,2(q1) , (5.146)
Wα2 (q1, q2) ≈ Wα2,2(q1, q2) , (5.147)
and neglect all Wαn with n ≥ 3. The diagrams contributing to Wα1,2(q1) and
Wα2,2(q1, q2) are shown in Fig. 5.6. The explicit expressions are
Wα1,2(q1) = 3f˜
RPA,α
q1
∑
q2
U˜α3 (q1, q2,−q2)f˜RPA,αq2
+
∑
q2
U˜α2 (q2, q1 − q2)U˜α2 (−q2, q2 − q1)f˜RPA,αq1−q2 f˜RPA,αq2 ,(5.148)
Wα2,2(q1, q2) = U˜
α
2 (q1, q2)f˜
RPA,α
q1 f˜
RPA,α
q2 . (5.149)
Because by construction U˜αn is proportional to (1/m
α)n−1, it is clear that
W1,2 ∝ (fRPA,α/mα)2, while W2,2 ∝ (fRPA,α)2/mα. Thus, the corrections to
the first order term in the average eikonal are not only controlled by higher
powers of the RPA interaction, but also by higher powers of the inverse ef-
fective mass 1/mα. Note that 1/mα is a measure10 for the local curvature of
the Fermi surface close to kα. Moreover, for interactions that are sufficiently
well behaved for q → 0 and have a natural cutoff qc ≪ kF in momentum
space, each additional loop integration in Eq.(5.143) gives rise to a factor of
10 The relevant dimensionless parameter Cα which measures the local curvature of
the Fermi surface has been identified in Chap. 4.3.4 (see Eqs.(4.113) and (4.114)).
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U~ 3
U~2
U2
~
U~2
(a) (b) (c)
Fig. 5.6. The leading non-
Gaussian corrections to the
average eikonal. The thick
wavy line is the Gaussian
propagator of the φα-field,
i.e. the RPA screened inter-
action. The other symbols
are defined in Fig. 5.4. The
diagrams (a) and (b) con-
tain two factors of J α and
hence contribute to Wα1,2.
Diagrams (a) and (b) rep-
resent the first and sec-
ond term in Eq.(5.148). Di-
agram (c) contains three
factors of J α and is the
only contribution to Wα2,2,
see Eq.(5.149).
(qc/kF)
d. We therefore conclude that the leading correction to the Gaussian
approximation for the average eikonal is controlled by the same dimension-
less small parameter that appears in the calculation of the non-Gaussian
correction to the density-density correlation function, see Eq.(4.115).
The analysis of next-to-leading terms is rather complicated. Clearly, all
contributions to the functions Wαn,n that involve only the vertices U˜
α
n are at
tree-level proportional to (fRPA,α)n/(mα)n−1. This is due to the fact that by
construction the vertex U˜αn is proportional to 1/(m
α)n−1. However, at order
(fRPA,α)3 corrections due to the non-Gaussian part S′kin{φα} of the effective
action for the φα-field must also be taken into account. These involve the ver-
tices Un defined in Eq.(4.5). The leading contributions of this type are shown
in Fig. 5.7. Certainly, a subset of these diagrams leads to the replacement
of the Gaussian propagator < φαq φ
α
−q >Seff,2= f˜
RPA,α
q by the exact effective
propagator < φαq φ
α
−q >Seff , which depends on the exact dielectric function
of the many-body system. However, the non-Gaussian part S′kin{φα} of our
effective action will also give rise to more complicated vertex corrections.
Although the vertices Un do not explicitly contain the curvature parame-
ter 1/mα, the closed loop theorem discussed in Chap. 4.1 implies that in the
infrared limit the closed fermion loops in Fig. 5.7 lead to large-scale cancella-
tions, so that we expect that also these higher order terms are proportional to
powers of the inverse effective masses. Fortunately, the diagrams in Fig. 5.7
are of order (fRPA,α)3 and therefore do not contribute to the leading correc-
tion to the Gaussian approximation.
Finally we would like to point out that for models with spin the non-
Gaussian corrections to the average eikonal lead to a mixing of the density
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(a) (b)
U U4 3
Fig. 5.7.
Lowest order corrections to
the average eikonal due
to the non-Gaussian terms
of the probability distribu-
tion. Both diagrams rep-
resent corrections of order
(fRPA,α)3. The diagram (a)
involves the vertex U4 (see
Eq.(4.77)) and renormal-
izes the RPA interaction
in Eq.(5.144). The diagram
(b) involves U3 and leads
to a renormalization of the
vertex U˜α2 in Eq.(5.149).
fields with spin fields. This implies that in the one-dimensional Tomonaga-
Luttinger model the non-linear terms in the energy dispersion destroy the
spin-charge separation [5.13].
5.3 The Gaussian approximation
with non-linear energy dispersion
We now perform all averaging operations to first order in the RPA interac-
tion. We emphasize again that we do not expand in powers of 1/mα, so that
curvature effects are taken into account non-perturbatively.
5.3.1 The average eikonal
From now on we shall restrict ourselves to the first order in the RPA inter-
action. Then it is sufficient to retain only the term Qα1 (r, τ) in Eq.(5.142),
and approximate the vertex Wα1 (q1) by Eq.(5.144). Using the definition of
J α−q(r, τ) in Eq.(5.123), we have
J α−q(r, τ)J αq (r, τ) = −
2
β2
Gαb (−q)Gαb (q) [1− cos (q · r − ωmτ)]
=
2
β2
1− cos (q · r − ωmτ)
[iωm − ξαq ][iωm + ξα−q]
, (5.150)
so that we obtain, in complete analogy with Eqs.(5.31)–(5.33),
Qα1 (r, τ) = R
α
1 − Sα1 (r, τ) , (5.151)
with
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Rα1 =
1
βV
∑
q
fRPA,αq
[iωm − ξαq ][iωm + ξα−q]
= Sα1 (0, 0) , (5.152)
Sα1 (r, τ) =
1
βV
∑
q
fRPA,αq cos(q · r − ωmτ)
[iωm − ξαq ][iωm + ξα−q]
. (5.153)
Note that these expressions contain the non-linear terms in the energy disper-
sion via ξαq and f
RPA,α
q in a non-perturbative way. Moreover, all problems due
to the double pole in the corresponding expressions for linearized energy dis-
persion (see the discussion in the introduction to Sect. 5.2) have disappeared
in Eqs.(5.151)–(5.153) in an almost trivial way, because
ξα−q = −ξαq + q(Mα)−1q , (5.154)
so that
1
[iωm − ξαq ][iωm + ξα−q]
=
1
q(Mα)−1q
[
1
iωm − ξαq
− 1
iωm + ξα−q
]
. (5.155)
Hence, as long as at least one of the inverse effective masses 1/mαi is finite,
the denominator in Eqs.(5.152) and (5.153) gives only rise to simple poles
in the complex frequency plane. In fact, as will be discussed in more detail
in Chaps. 6.1.3 and 9.4, the double pole that appears in the Debye-Waller
factor for linearized energy dispersion gives rise to some rather peculiar and
probably unphysical features in the analytic structure of the Green’s function
in Fourier space.
5.3.2 The prefactor Green’s functions
We use the impurity diagram technique to calculate the leading non-trivial
contributions to the Green’s functions Gα1 and G
α
2 defined in Eqs.(5.134) and
(5.135).
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Calculation of Gα1
Let us first consider Gα1 (r, τ) = 〈Gα1 (r, 0, τ, 0)〉Seff . Naively one might try
a direct expansion of Gα1 (r, τ) in powers of f
RPA,α. The terms in this ex-
pansion are easily generated by iterating the Dyson equation (5.128) and
then averaging. Because for q 6= 0 the Gaussian average < φαq >Seff,2 van-
ishes, the leading term (of order fRPA,α) arises from the second iteration of
Eq.(5.128). However, as already mentioned in Chap. 1.1, the direct expansion
of a single-particle Green’s function in powers of the interaction is usually
ill-defined, because a truncation at any finite order generates unphysical mul-
tiple poles in Fourier space. Within a perturbative approach, this problem is
avoided by calculating the irreducible self-energy to some finite order in the
interaction, and extrapolating the perturbation series by solving the Dyson
equation. Thus, introducing the Fourier transform of Gα1 (r, τ) as usual (see
Eq.(5.116)),
Gα1 (r, τ) =
1
βV
∑
q˜
ei(q·r−ω˜nτ)Gα1 (q˜) , (5.156)
we define the irreducible self-energy Σα1 (q˜) via the Dyson equation for G
α
1 (q˜),
[Gα1 (q˜)]
−1 = [Gα0 (q˜)]
−1 −Σα1 (q˜) . (5.157)
We now use the self-consistent Born approximation to calculate the self-
energy Σα1 (q˜). This is a standard approximation in the theory of disordered
systems [5.3], which is expected to be accurate if interference terms are neg-
ligible. The corresponding Feynman diagram is shown in Fig. 5.8 (a), and
yields
Σα1 (q˜) = −
1
βV
∑
q˜′
λαq˜,q˜′λ
α
q˜′,q˜f
RPA,α
q˜−q˜′ G
α
1 (q˜
′) , (5.158)
where the dimensionless vertex λαq˜,q˜′ is defined in Eq.(5.130). At the first sight
U~2
(a) (b)
Fig. 5.8. (a) Self-consistent
Born approximation for
the self-energy Σα1 (q˜). The
thick solid arrow denotes
the self-consistent Green’s
function Gα1 (q˜). (b) This
contribution to Σα1 (q˜)
vanishes.
it seems that the averaging procedure gives also rise to another contribution
of order fRPA,α to Σα1 , which is shown in Fig. 5.8(b). This contribution is
generated by averaging the U˜α2 -term in Fig. 5.5, and physically describes a
renormalization of the chemical potential. However, according to Eq.(5.130)
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the vertex λαq˜,q˜′ vanishes for q = q
′, implying that the contribution from
diagram (b) in Fig. 5.8 vanishes as well. In the language of many-body theory,
the diagram (a) in Fig. 5.8 is the self-consistent GW diagram for the self-
energy associated with Gα1 (q˜). Comparing Eq.(5.158) with the expression
(5.74) for the usual GW self-energy associated with the full Green’s function
Gα(q˜), we see that the GW approximation for Σα1 (q˜) involves two additional
powers of the vertex λαq˜,q˜′ defined in Eq.(5.130). The crucial point is now
that this additional vertex makes the GW self-energy associated with Gα1 less
infrared singular than the corresponding GW self-energy of the full Green’s
function Gα. To see this more clearly, we substitute Eq.(5.130) into Eq.(5.158)
and shift the summation variable according to q˜ − q˜′ = −q′. Then we obtain
Σα1 (q˜) =
1
βV
∑
q′
[
q′(Mα)−1(q + q′)
] [
q′(Mα)−1q
]
× Gαb (q′)Gαb (−q′)fRPA,αq′ Gα1 (q˜ + q′) . (5.159)
Using the symmetries of the integrand under renaming q′ → −q′, we find
that Eq.(5.159) can also be written as
Σα1 (q˜) = −
1
βV
∑
q′
fRPA,αq′
[iωm′ − ξαq′ ][iωm′ + ξα−q′ ]
×1
2
{[
q(Mα)−1q′
]2
[Gα1 (q˜ + q
′) +Gα1 (q˜ − q′)]
+
[
q(Mα)−1q′
] [
q′(Mα)−1q′
]
[Gα1 (q˜ + q
′)−Gα1 (q˜ − q′)]
}
.(5.160)
To see that the infrared behavior of Σα1 (q˜) is less singular than that of the
self-energy Σα(q˜) associated the full Green’s function, note that the first line
in Eq.(5.158) is (up to a sign) identical with the factor Rα1 given in Eq.(5.152).
But we know from Sect. 5.1.5 that the finiteness of this factor implies a finite
quasi-particle residue. Conversely, non-Fermi liquid behavior should manifest
itself via infrared divergencies in Rα1 . The crucial point is now that the second
and third lines in Eq.(5.160) contain additional powers of q′, so that, at least
for not too singular interactions, Σα1 (q˜) is finite, even though the integral
defining Rα1 does not exist. In particular, for one-dimensional systems with
regular interactions, where Rα1 is only logarithmically divergent, Σ
α
1 (q˜) does
not exhibit any divergencies.
Calculation of Gα2
Next, let us calculate the interference contribution Gα2 defined in Eq.(5.135).
Diagrammatically this function is the sum of all Feynman diagrams which
combine the graphical elements defined in Figs. 5.4 and 5.5. To first or-
der in the RPA interaction only the diagram shown in Fig. 5.9 contributes.
Evaluation of this diagram yields
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r
r
r
r
Fig. 5.9. Leading contribution to Gα2 .
Because the function J αq (r, τ) depends
on r and τ , the diagram has to be
understood as a real space, imaginary
time diagram. The spatial labels are
written on the corresponding end-points.
The thick solid arrows represent the
self-consistent average Green’s function
Gα1 , as defined in Eqs.(5.156)–(5.158). To
lowest order in fRPA,α the thick arrows
should be replaced by thin arrows (repre-
senting the non-interacting Green’s func-
tion Gα0 ). However, in the spirit of the
self-consistent Born approximation, we
have included disorder corrections to the
Green’s functions attached to the eikonal
contribution.
Gα2 (r, τ) =
1
βV
∑
q˜
ei(q·r−ω˜nτ)Gα2 (q˜) , G
α
2 (q˜) = G
α
1 (q˜)Y
α(q˜) , (5.161)
where, after symmetrization, the dimensionless function Y α(q˜) can be written
as
Y α(q˜) =
1
βV
∑
q′
fRPA,αq′
[iωm′ − ξαq′ ][iωm′ + ξα−q′ ]
×
{
q′(Mα)−1q′
2
[Gα1 (q˜ + q
′) +Gα1 (q˜ − q′)]
+q(Mα)−1q′ [Gα1 (q˜ + q
′)−Gα1 (q˜ − q′)]
}
. (5.162)
Again we see that the integrand of Y α(q˜) is less infrared singular than that
of Rα1 in Eq.(5.152).
In summary, the total prefactor Green’s function in Eq.(5.132) can be
written as
Gα1 (r, τ) +G
α
2 (r, τ) =
1
βV
∑
q˜
ei(q·r−ω˜nτ)
1 + Y α(q˜)
iω˜n − ǫkα+q + µ−Σα1 (q˜)
,
(5.163)
where Σα1 (q˜) and Y
α(q˜) can be calculated perturbatively in powers of the
RPA interaction. The leading contributions are given in Eqs.(5.160) and
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(5.162). In the limit of infinite effective masses (corresponding to linearized
energy dispersion) the functions Σα1 and Y
α are identically zero. Then the
right-hand side of Eq.(5.163) reduces to the non-interacting Green’s function,
and we recover the result for linearized energy dispersion. Furthermore, in the
absence of interactions Qα1 , Σ
α
1 and Y
α vanish identically, so that we recover
the exact non-interacting Green’s function, which contains of course infinite
orders in 1/mα. This shows that we have not performed a naive expansion in
powers of 1/mα, as originally suggested in [5.15]. We would also like to em-
phasize that corrections to the above expressions involve an additional power
of the RPA-interaction, so that in the weak-coupling regime we may truncate
our expansion at the leading order, even if the interaction is not dominated
by small momentum transfers. In other words, as long as the RPA interaction
is finite and small, the above expressions remain valid to first order in the
interaction even in the presence of Umklapp and back-scattering processes!
Our result (5.151) for the leading term Qα1 (r, τ) in the expansion of the
average eikonal (which can be viewed as the natural generalization of the
Debye-Waller (5.31)–(5.33) to the case of non-linear energy dispersion) and
the corrections (5.160) and (5.162) to the prefactor Green’s function cure all
pathologies that are generated by the linearization of the energy dispersion
and the concomitant replacement of a curved Fermi surface by a collection of
flat hyper-planes. First of all, the singular function δ(d−1)(rα⊥) in Eq.(5.53)
has disappeared, because now Gα0 (r, τ) is replaced by G
α
1 (r, τ) + G
α
2 (r, τ).
Due to the finite curvature term, this prefactor is a non-singular function
of all of its arguments. Of course, now the Fourier transformation involves
a full d + 1-dimensional integration, so that from a numerical point of view
the problem in d > 1 is more difficult than in the case of linearized energy
dispersion. Furthermore, possible problems associated with the double pole
in the expression for the Debye-Waller factor of the linearized theory are
solved trivially, because the non-linear terms in the energy dispersion split
the double pole into two isolated poles that are separated by a distance
q(Mα)−1q on the real frequency axis (see Eq.(5.154)).
5.3.3 Connection with lowest order perturbation theory
We show that the expansion of our result for Gα(r, τ) to first order in the
RPA interaction exactly reproduces perturbation theory.
By construction all corrections to our result for the average eikonal in
Eqs.(5.151)–(5.153) and the expressions (5.160) and (5.162) for the func-
tions Σα1 (q˜) and Y
α(q˜) involve at least two powers of fRPA,α. Therefore a
direct expansion of these expressions to first order in fRPA,α should exactly
reproduce the usual perturbative result, i.e. the GW self-energy with full non-
linear energy dispersion. In this section we show by explicit calculation that
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this is indeed the case. For simplicity we shall assume here that the matrix
M
α is proportional to the unit matrix, so that q(Mα)−1q′ = q · q′/mα.
Expanding Eq.(5.132) to first order in the RPA interaction, we have
Gα(r, τ) ≡ [Gα1 (r, τ) +Gα2 (r, τ)]eQ
α(r,τ)
≈ Gα0 (r, τ) +Gα0 (r, τ)Qα1 (r, τ)
+
1
βV
∑
q˜
ei(q·r−ω˜nτ)Gα0 (q˜)Σ
α
1 (q˜)G
α
0 (q˜)
+
1
βV
∑
q˜
ei(q·r−ω˜nτ)Gα0 (q˜)Y
α(q˜) + . . . . (5.164)
Note that to first order in fRPA,α we may replace Gα1 → Gα0 on the right-hand
sides of Eqs.(5.160) and (5.162). On the other hand, to leading order in the
interaction we have for the Fourier transform of the full Green’s function
Gα(q˜) ≡
∫
dr
∫ β
0
dτe−i(q·r−ω˜nτ)Gα(r, τ)
= Gα0 (q˜) +G
α
0 (q˜)Σ
α(q˜)Gα0 (q˜) + . . . . (5.165)
Substituting our first-order result (5.151) for the Debye-Waller factor into
Eq.(5.164), Fourier transforming, and comparing with Eq.(5.165), it is not
difficult to show that within our bosonization approach the first-order self-
energy is approximated by
Σα(q˜) = ΣαQ(q˜) +Σ
α
1 (q˜) +Σ
α
Y(q˜) , (5.166)
where the self-energy Σα1 (q˜) is given in Eq.(5.158), and the contribution
ΣαQ(q˜) due to the Debye-Waller factor on the right-hand side of Eq.(5.164) is
ΣαQ(q˜) = [iω˜n − ǫkα+q + µ]2
1
βV
∑
q′
fRPA,αq′
[iωm′ − ξαq′ ][iωm′ + ξα−q′ ]
×
{
1
iω˜n − ǫkα+q + µ
−1
2
[
1
iω˜n+m′ − ǫkα+q+q′ + µ +
1
iω˜n−m′ − ǫkα+q−q′ + µ
]}
.(5.167)
Similarly, we obtain from (5.162) for the last term in Eq.(5.166)
ΣαY(q˜) = [iω˜n − ǫkα+q + µ]
1
βV
∑
q′
fRPA,αq′
[iωm′ − ξαq′ ][iωm′ + ξα−q′ ]
×
{
q′2
2mα
[Gα0 (q˜ + q
′) +Gα0 (q˜ − q′)] +
q · q′
mα
[Gα0 (q˜ + q
′)−Gα0 (q˜ − q′)]
}
.
(5.168)
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We now show that the self-energy Σα(q˜) given in Eq.(5.166) is identical with
the usual GW self-energy. At the first sight this is not at all obvious, because
the three terms on the right-hand side of Eq.(5.166) have no resemblance to
the usual perturbative result for the GW self-energy, which can be written
as (see Eq.(5.74))
ΣαGW(q˜) = −
1
βV
∑
q′
fRPA,αq′
1
2
[
1
iω˜n+m′ − ǫkα+q+q′ + µ
+
1
iω˜n−m′ − ǫkα+q−q′ + µ
]
. (5.169)
We have used the invariance of fRPA,αq′ with respect to relabeling q
′ → −q′
to symmetrize the rest of the integrand.
Let us begin by manipulating ΣαQ(q˜) in precisely the same way as one
would proceed in the case of linearized energy dispersion. Then one would
partial fraction the differences of two non-interacting Green’s functions in the
second line of Eq.(5.167). For linearized energy dispersion the result can be
expressed again in terms of non-interacting Green’s function11. For energy
dispersions with a quadratic term, the generalization of Eq.(4.13) is
1
iω˜n − ǫαq
− 1
iω˜n+m′ − ǫαq+q′
=
iωm′ − ξαq′ − q·q
′
mα
[iω˜n − ǫαq ][iω˜n+m′ − ǫαq+q′ ]
, (5.170)
and similarly
1
iω˜n − ǫαq
− 1
iω˜n−m′ − ǫαq−q′
=
−iωm′ − ξα−q′ + q·q
′
mα
[iω˜n − ǫαq ][iω˜n−m′ − ǫαq−q′ ]
, (5.171)
where for simplicity we have introduced the notation ǫαq = ǫkα+q − µ. With
the help of these identities it is easy to show that Eq.(5.167) can also be
written as
ΣαQ(q˜) =
1
βV
∑
q′
fRPA,αq′
1
2
[
iω˜n − ǫαq
[iωm′ + ξα−q′ ][iω˜n+m′ − ǫαq+q′ ]
− iω˜n − ǫ
α
q
[iωm′ − ξαq′ ][iω˜n−m′ − ǫαq−q′ ]
]
− [iω˜n − ǫαq ] 1βV
∑
q′
fRPA,αq′
[iωm′ − ξαq′ ][iωm′ + ξα−q′ ]
×q · q
′
2mα
[
1
iω˜n+m′ − ǫαq+q′
− 1
iω˜n−m′ − ǫαq−q′
]
.(5.172)
11 Recall the partial fraction decomposition (4.13), which was crucial in the proof
of the closed loop theorem.
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Next, we use the following two exact identities,
iω˜n − ǫαq
[iωm′ + ξα−q′ ][iω˜n+m′ − ǫαq+q′ ]
=
1
iωm′ + ξα−q′
− 1
iω˜n+m′ − ǫαq+q′
+
q′ · (q + q′)
mα
1
[iωm′ + ξα−q′ ][iω˜n+m′ − ǫαq+q′ ]
, (5.173)
iω˜n − ǫαq
[iωm′ − ξαq′ ][iω˜n−m′ − ǫαq−q′ ]
=
1
iωm′ − ξαq′
− 1
iω˜n−m′ − ǫαq−q′
−q
′ · (q − q′)
mα
1
[iωm′ − ξαq′ ][iω˜n−m′ − ǫαq−q′ ]
, (5.174)
and obtain from Eq.(5.172)
ΣαQ(q˜) = Σ
α
GW(q˜)−
1
βV
∑
q′
fRPA,αq′
1
2
[
1
iωm′ − ξαq′
− 1
iωm′ + ξα−q′
]
+
1
βV
∑
q′
fRPA,αq′
[iωm′ − ξαq′ ][iωm′ + ξα−q′ ]
[
q′ · (q + q′)
mα
iωm′ − ξαq′
iω˜n+m′ − ǫαq+q′
+
q′ · (q − q′)
mα
iωm′ + ξ
α
−q′
iω˜n−m′ − ǫαq−q′
]
+
[
iω˜n − ǫαq
] 1
βV
∑
q′
fRPA,αq′
[iωm′ − ξαq′ ][iωm′ + ξα−q′ ]
×q · q
′
2mα
[
1
iω˜n+m′ − ǫαq+q′
− 1
iω˜n−m′ − ǫαq−q′
]
. (5.175)
Here the function ΣαGW(q˜) is given in Eq.(5.169). Finally we write in the third
term on the right-hand side of Eq.(5.175)
iωm′ − ξαq′ = −
[
iω˜n − ǫαq
]
+
[
iω˜n+m′ − ǫαq+q′
]
+
q · q′
mα
, (5.176)
iωm′ + ξ
α
−q′ =
[
iω˜n − ǫαq
]− [iω˜n−m′ − ǫαq−q′]+ q · q′mα , (5.177)
and arrive at
ΣαQ(q˜) = Σ
α
GW(q˜)−ΣαGW(q˜ = 0)−Σα1 (q˜)−ΣαY(q˜) , (5.178)
where we have used the fact that
ΣαGW(q˜ = 0) = −
1
βV
∑
q′
fRPA,αq′
1
2
[
1
iωm′ − ξαq′
− 1
iωm′ + ξα−q′
]
= − 1
βV
∑
q′
fRPA,αq′
q2
2mα
[iωm′ − ξαq′ ][iωm′ + ξα−q′ ]
. (5.179)
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The last two terms in Eq.(5.178), which arise due to the above partial frac-
tion decompositions of ΣαQ, are exactly cancelled by the last two terms in
Eq.(5.166), so that the final result for the first order self-energy calculated
within our bosonization approach is
Σα(q˜) = ΣαGW(q˜)−ΣαGW(q˜ = 0) . (5.180)
The term ΣαGW(q˜ = 0) subtracts the renormalization of the chemical poten-
tial contained in the first term. This is in agreement with the fact that by
definition we start from the exact chemical potential of the many-body sys-
tem, so that µ should not be renormalized. Note, however, that in general the
shape of the Fermi surface will be renormalized by the interaction. This effect
is lost if one linearizes the energy dispersion. The crucial role of the terms
Σα1 and Y
α is now evident. If we had ignored these corrections, we would
have obtained a discrepancy with lowest order perturbation theory, because
for finite mα the exponentiation eQ
α
of the perturbation series is not quite
correct. In a sense, we have exponentiated “too much”, so that it is necessary
to introduce correction terms in the prefactor.
5.4 Summary and outlook
In this chapter we have developed a new method for calculating the single-
particle Green’s function of an interacting Fermi system. Our result within the
Gaussian approximation can be considered as the natural generalization of
the non-perturbative bosonization solution of the Tomonaga-Luttinger model
[5.17–5.19] to arbitrary dimensions. Because in d > 1 the curvature of the
Fermi surface leads to qualitatively new effects which do not exist in d = 1, we
have developed a systematic method for including the non-linear terms in the
energy dispersion into the bosonization procedure in arbitrary dimensions.
Let us summarize our main result for the Green’s function for the spe-
cial case of a spherical Fermi surface of radius kF = vF/m and a patch-
independent bare interaction fq. As discussed in Chap. 2.5, in this case it is
not necessary to subdivide the Fermi surface into several sectors – instead, if
we are interested in the Matsubara Green’s function G(k, iω˜n) for a given k,
we choose a special coordinate system centered at kα on the Fermi surface
shown in Fig. 2.8. As discussed at the end of Chap. 2.5, due to the spherical
symmetry, G(k, iω˜n) depends on k exclusively via the combination |k| − kF.
Then we may write
G(k, iω˜n) = G
α(|k|kˆα − kα, iω˜n) , (5.181)
with
Gα(q, iω˜n) =
∫
dr
∫ β
0
dτe−i(q·r−ω˜nτ)G˜α(r, τ)eQ
α
1 (r,τ) , (5.182)
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where the Debye-Waller factor is
Qα1 (r, τ) =
1
βV
∑
q
fRPAq
1− cos(q · r − ωmτ)
[iωm − ξαq ][iωm + ξα−q]
, (5.183)
and the prefactor Green’s function G˜α(r, τ) has the Fourier expansion
G˜α(r, τ) =
1
βV
∑
q˜
ei(q·r−ω˜nτ)G˜α(q˜) , (5.184)
G˜α(q˜) =
1 + Y α(q˜)
iω˜n − ǫkα+q + µ−Σα1 (q˜)
, (5.185)
with the prefactor self-energy
Σα1 (q˜) = −
1
βV
∑
q′
fRPAq′ G
α
1 (q˜ + q
′)
× (q · q
′)q′2 + (q · q′)2
m2[iωm′ − ξαq′ ][iωm′ + ξα−q′ ]
, (5.186)
and the vertex function
Y α(q˜) =
1
βV
∑
q′
fRPAq′ G
α
1 (q˜ + q
′)
× q
′2 + 2q · q′
m[iωm′ − ξαq′ ][iωm′ + ξα−q′ ]
. (5.187)
Note thatQα1 ,Σ
α
1 , Y
α are of the first order in the RPA interaction and involve
a single fermionic loop summation (apart from the infinite series of bubble di-
agrams contained in fRPA). The above expressions can be considered as a new
extrapolation of the perturbation series, which involves a partial exponenti-
ation in real space, a partial geometric resummation in Fourier space, and
an intricate mixed Fourier representation. Our extrapolation scheme is quite
different from the usual geometric extrapolation of the perturbation series
for the Green’s function in momentum space, which is implicitly performed
if one first calculates the irreducible self-energy Σ(k, iω˜n) to some finite or-
der in fRPA and then solves the Dyson equation. As shown in Sect. 5.3.3,
our resummation scheme has the important property that the expansion of
our result for the Green’s function to first order in fRPA exactly reproduces
the leading term in naive a perturbative expansion. Moreover, in Chap. 6.3
we shall show that in one dimension and for linearized energy dispersion
Eqs.(5.181)–(5.187) correctly reproduce the exact solution of the Tomonaga-
Luttinger model [5.17–5.19].
In the second part of this book we shall partially evaluate the above
expressions in some simple limiting cases where we can make progress without
120 5. The single-particle Green’s function
resorting to numerical methods. However, our analysis will not be complete,
because in general the integrations in Eqs.(5.181)–(5.187) are very difficult to
perform. It particular, the calculation of the full momentum- and frequency-
dependent spectral function
A(k, ω) = − 1
π
ImG(k, ω + i0+) (5.188)
from Eqs.(5.181)–(5.187) in a non-trivial interacting Fermi system in d > 1
is an interesting open problem, which seems to require extensive numerical
work. We would like to emphasize that such a calculation would yield a highly
non-perturbative result for the spectral function. In particular, Eqs.(5.181)–
(5.187) can be used to determine by direct calculation whether an interacting
Fermi system is a Fermi liquid or not. In both cases these equations are
well-defined (at least for not too singular interactions, see Chap. 6.2.5), and
provide an explicit expression for the single-particle Green’s function which
can serve as a basis for quantitative calculations.
Before embarking on applications of our formalism to problems of physi-
cal interest, let us briefly mention two more open problems, which will not be
further discussed in this book12. First of all, the problem of back-scattering:
Because in Eqs.(5.181)–(5.187) we have not made use of the patching con-
struction and have identified the entire momentum space with a single sector,
the restriction that the maximum momentum transfer qc of the interaction
must be smaller than the size of the sectors (see Fig.2.5) does not exclude
processes with large momentum transfer any more. Therefore Eqs.(5.181)–
(5.187) are also valid for short-range interactions, provided the dimensionless
parameter Aα0 given in Eq.(4.115) is small. Of course, in this case we loose the
small factor (qc/kF)
d in Eq.(4.115), so that our non-perturbative expression
for the Green’s function can only be accurate for sufficiently small interac-
tions. However, in the weak-coupling regime Eqs.(5.181)–(5.187) can be con-
sidered as the leading term in a non-perturbative expansion in powers of the
RPA interaction, which includes the effect of scattering processes involving
large momentum transfers, such as back-scattering or Umklapp-scattering.
The second interesting direction for further research is the generalization
of our formalism to include broken symmetries. Note that throughout this
work we are assuming that the electrons remain normal, i.e. that they do
not undergo a phase transition to a state with spontaneously broken symme-
try. In particular, we have ignored the tendencies towards superconductivity
and antiferromagnetism, which are known to exist in many strongly cor-
related Fermi systems at sufficiently low temperatures. It seems, however,
that it is not difficult to include these effects into our formalism, at least at
the level of the Gaussian approximation. In fact, functional integration and
Hubbard-Stratonovich transformation are the ideal formal starting point to
12 I would like to encourage all readers to contribute to the solution of these prob-
lems.
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study spontaneous symmetry breaking in Fermi systems [5.6, 5.14]. There-
fore we expect that it is straightforward to generalize the non-perturbative
methods developed in this book to incorporate superconductivity and vari-
ous types of itinerant magnetism. In particular, our methods might provide
a non-perturbative microscopic approach to nearly antiferromagnetic Fermi
liquids [5.15].
In this context we would also like to point out that for systems with special
spin symmetries or other internal symmetries it might be necessary to de-
couple the relevant operators by means of matrix-field Hubbard-Stratonovich
transformations which preserve the symmetries. This could lead to higher-
dimensional generalizations of non-abelian bosonization [5.16, 5.17]. An
attempt to develop such an approach has recently been made by Schmeltzer
[5.18].
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Part II
Applications to physical systems
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6. Singular interactions (fq ∼ |q|
−η)
We analyze singular density-density interactions that diverge in d dimensions
as |q|−η for q → 0. For linearized energy dispersion we explicitly calculate
the asymptotic long-distance behavior of Qα(r, 0). For regular interactions
(η = 0) in one dimension it is possible to calculate the full Debye-Waller
factor Qα(r, τ) if a certain cutoff procedure is adopted. Then we reproduce
the well-known bosonization result for the Tomonaga-Luttinger model.
In this chapter we shall study in some detail the Debye-Waller factor Qα(r, τ)
derived in Chap. 5 for singular density-density interactions of the form
fq =
g2c
|q|η e
−|q|/qc , η > 0 , qc ≪ kF , (6.1)
where gc is some coupling constant with the correct units. The long-range
part of the physical Coulomb interaction in d dimensions corresponds to
gc = −e (the charge of the electron), η = d − 1, and qc = ∞, see Appendix
A.3.1. As recently noticed by Bares and Wen [6.1], in the more singular case
η = 2(d − 1) one obtains an instability of the Fermi liquid state. Although
for general η interactions of the above type are unphysical, it is instructive
study them as model systems which exhibit non-Fermi liquid behavior.
From Eq.(4.35) we know that for patch-independent bare interaction the
screened interaction fRPA,αq in Eqs.(5.31)–(5.33) and (5.151)–(5.153) can be
identified with the usual RPA interaction fRPAq = fq[1 + fqΠ0(q)]
−1. For
practical calculations it is convenient to express fRPAq in terms of the dy-
namic structure factor SRPA(q, ω), which is the spectral function of the RPA
polarization1
ΠRPA(q) =
Π0(q)
1 + fqΠ0(q)
=
∫ ∞
0
dωSRPA(q, ω)
2ω
ω2 + ω2m
, (6.2)
1 We would like to point out that the relation (2.42) between the imaginary part of
the polarization and the dynamic structure factor is only valid if the shape of the
Fermi surface is invariant with respect to inversion k → −k. If we approximate
the Fermi surface by a finite number of flat patches, then Eqs.(6.2) and (6.3) are
only valid if for each patch PαΛ with Fermi velocity v
α there exists an opposite
patch P α¯Λ with v
α¯ = −vα, see Appendix A.4.
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see Eqs.(2.42)–(2.46) with β →∞. Hence
fRPAq =
fq
1 + fqΠ0(q)
= fq − f2q
Π0(q)
1 + fqΠ0(q)
= fq − f2q
∫ ∞
0
dωSRPA(q, ω)
2ω
ω2 + ω2m
. (6.3)
The advantage of introducing the dynamic structure factor is that it is by
construction a real non-negative function, see Eq.(2.43). Furthermore, the
qualitative behavior of the dynamic structure factor can be understood from
simple intuitive arguments [6.7], which is very helpful for the evaluation of
complicated integrals.
6.1 Manipulations with the help of the dynamic
structure factor
By introducing the spectral function of the RPA polarization (i.e. the dynamic
structure factor), we can perform the Matsubara sum at the very beginning
of the calculation, and then make some general statements which are valid
irrespective of the precise form of the interaction.
6.1.1 Non-linear energy dispersion
Although in the rest of this chapter we shall for simplicity work with lin-
earized energy dispersion, it is convenient to consider first the Debye-Waller
factor Qα(r, τ) for quadratic energy dispersion. Substituting the spectral rep-
resentation (6.3) into Eqs.(5.151)–(5.153), the Matsubara sum over ωm can
be performed trivially, and we obtain2 for β →∞
Rα1 =
1
V
∑
q
fq
sgn(ξαq )
(− q2mα )
− 1
V
∑
q
f2q
∫ ∞
0
dωSRPA(q, ω)
2sgn(ξαq )
(− q2mα )(ω + |ξαq |)
. (6.4)
ReSα1 (r, τ) =
1
V
∑
q
cos(q · r)fq
sgn(ξαq )
(− q2mα )
e−|ξ
α
q ||τ |
− 1
V
∑
q
cos(q · r)f2q
∫ ∞
0
dωSRPA(q, ω)
2sgn(ξαq )
(− q2mα )(ω + |ξαq |)
2 For simplicity we assume hat the effective mass tensor Mα is proportional to
the unit matrix. For general anisotropic effective mass tensor one should simply
make the replacement q
2
mα
→ ξαq + ξ
α
−q = q(M
α)−1q in Eqs.(6.4)–(6.6).
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×
[
ωe−|ξ
α
q ||τ | − |ξαq |e−ω|τ |
ω − |ξαq |
]
, (6.5)
ImSα1 (r, τ) =
sgn(τ)
V
∑
q
sin(q · r)fq e
−|ξαq ||τ |
(− q2mα )
− sgn(τ)
V
∑
q
sin(q · r)f2q
∫ ∞
0
dωSRPA(q, ω)
2ω
(− q2mα )(ω + |ξαq |)
×
[
e−|ξ
α
q ||τ | − e−ω|τ |
ω − |ξαq |
]
. (6.6)
6.1.2 The limit of linear energy dispersion
We now carefully take the limit 1/mα → 0 in Eqs.(6.4)–(6.6). In this way we
obtain the spectral representation of the Debye-Waller factor for linearized
energy dispersion.
At the first sight it seems that Eqs.(6.4)–(6.6) diverge for 1/mα → 0, because
the integrand is proportional tomα. However, this factor is cancelled when we
perform the integration, because the contribution from the regimes vα ·q ≥ 0
and vα · q ≤ 0 to Eqs.(6.4)–(6.6) almost perfectly cancel in such a way that
the integral is finite. To obtain the constant part Rα of the Debye-Waller
factor for linearized energy dispersion (ξαq ≈ vα · q), we expand the second
term in Eq.(6.4) to first order in 1/mα,
1
ω + |ξαq |
=
1
ω + |vα · q + q22mα |
=
1
ω + |vα · q| −
q2
2mα
sgn(vα · q)
(ω + |vα · q|)2 +O
(
1/(mα)2
)
. (6.7)
By symmetry the first term yields a vanishing contribution to Eq.(6.4), but
the contribution from the second term in Eq.(6.7) is finite and independent
of mα. The expansion of the term sgn(ξαq ) in Eq.(6.4) to first order in 1/m
α
does not contribute to the Debye-Waller factor in the limit |mα| → ∞. This is
perhaps not so obvious, because the expansion of sgn(ξαq ) in powers of 1/m
α
produces also a term of order 1/mα,
sgn
(
vα · q + q
2
2mα
)
= Θ
(
vα · q + q
2
2mα
)
−Θ
(
−vα · q − q
2
2mα
)
≈ Θ(vα · q)−Θ(−vα · q) + δ(vα · q) q
2
mα
. (6.8)
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In the limit mα → ∞ the last term in Eq.(6.8) gives rise to the following
contribution to Rα,
δRα = − 1
V
∑
q
δ(vα · q)fq
[
1− fq
∫ ∞
0
dω
2SRPA(q, ω)
ω
]
. (6.9)
The two terms in the square braces are due to the first and second term in
Eq.(6.4). From Eq.(6.2) we have∫ ∞
0
dω
2SRPA(q, ω)
ω
= ΠRPA(q, 0) , (6.10)
so that δRα can also be written as
δRα = − 1
V
∑
q
δ(vα · q)fRPAq,0 , (6.11)
where fRPAq,0 = f
RPA
q,iωm=0
is the static RPA interaction. Although the contribu-
tion (6.11) is non-zero, it is exactly cancelled by a corresponding contribution
δSα that is generated by expanding sgn(ξαq ) in Eq.(6.5),
δSα = − 1
V
∑
q
δ(vα · q)fRPAq,0 cos(q · r) . (6.12)
Noting that for linearized energy dispersion we may replace r → rα‖ vˆα in the
Debye-Waller factor (see Eqs.(5.48) and (5.52)), and using
δ(vα · q) cos(vˆα · qrα‖ ) = δ(vα · q) , (6.13)
it is obvious that δRα − δSα = 0. We conclude that in the limit 1/mα → 0
the constant part of the Debye-Waller factor is given by
Rα = − 1
V
∑
q
f2q
∫ ∞
0
dω
SRPA(q, ω)
(ω + |vα · q|)2 . (6.14)
Recall that the dynamic structure factor is real and positive by construction
(see Eq.(2.43)), so that it is clear that Rα is a real negative number. Because
for linearized energy dispersion the quasi-particle residue is given by Zα =
eR
α
(see Eq.(5.86)), the bosonization result for the Green’s function is for
arbitrary interactions in accordance with the requirement
0 ≤ Zα ≤ 1 . (6.15)
Note also that in a weak-coupling expansion the leading term in Eq.(6.14)
is of the second order in the bare interaction, so that the leading interaction
contribution to the quasi-particle residue Zα ≈ 1+Rα is of order f2q . This is
in agreement with perturbation theory. For non-linear energy dispersion the
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term Rα1 has a non-vanishing contribution that is first order in fq. This is not
in contradiction with perturbation theory, because the quantity eR
α
1 cannot
be identified with the quasi-particle residue Zα any more; the function Y α(q˜)
gives rise to an additional contribution3 to Zα. From Chap. 5.3.3 we know
that by construction our method produces the correct perturbative result,
so that the leading corrections to Zα are of the second order in the bare
interaction.
Similarly we obtain from Eqs.(6.5) and (6.6) after a tedious but straight-
forward calculation in the limit 1/mα → 0
ReSα(rα‖ vˆ
α, τ) =
1
V
∑
q
cos(vˆα · qrα‖ )
×
{
Lαq (τ) − f2q
∫ ∞
0
dω
SRPA(q, ω)
(ω + |vα · q|)2
× [(v
α · q)2 + ω2]e−ω|τ | − 2|vα · q|ωe−|vα·q||τ |
(ω − |vα · q|)2
}
, (6.16)
ImSα(rα‖ vˆ
α, τ) =
sgn(τ)
V
∑
q
sin(|vˆα · q|rα‖ )
×
{
Lαq (τ) − f2q
∫ ∞
0
dω
SRPA(q, ω)
(ω + |vα · q|)2
×2|vα · q|ω e
−ω|τ | − e−|vα·q||τ |
(ω − |vα · q|)2
}
, (6.17)
where we have defined
Lαq (τ) =
|τ |
2
fqe
−|vα·q||τ |
[
1− fq
∫ ∞
0
dωSRPA(q, ω)
2ω
ω2 − (vα · q)2
]
. (6.18)
We emphasize again that after the linearization we may replace r → rα‖ vˆα in
the argument of the Debye-Waller factor, because in this case the prefactor
Green’s function Gα0 (r, τ) is proportional to δ
(d−1)(rα⊥) (see Eqs.(5.48) and
(5.52)). In contrast, Eqs.(6.4)–(6.6) should be considered for all r.
6.1.3 Finite versus infinite patch number
Now comes a really subtle point related to the fact that for linearized energy
dispersion we cover the Fermi surface with a finite number of patches.
The term Lαq (τ) in Eqs.(6.16) and (6.17) is mathematically closely related
to the existence of a double pole in the integrand defining the Debye-Waller
3 From Eq.(5.160) we see that, at least for not too singular interactions, Σα1 (q =
0, iω˜n) = 0, so that G
α
1 does not renormalize the quasi-particle residue.
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factor for linear energy dispersion. When the ωm-integral in Eqs.(5.32) and
(5.33) is done by means of contour integration, the double pole at iωm =
vα · q gives rise to a contribution proportional to the derivative of the rest of
the integrand with respect the to frequency; the resulting term is therefore
proportional to τ , and can be identified with Lαq (τ). However, as long as the
Fermi surface is covered by a finite number M of patches we have exactly
Lαq (τ) = 0 . (6.19)
To prove this, we use Eq.(2.46) to rewrite Eq.(6.18) as
Lαq (τ) =
|τ |
2
fq [1− fqΠRPA(q,vα · q)] e−|v
α·q||τ |
=
|τ |
2
fq
ǫRPA(q,vα · q)e
−|vα·q||τ | , (6.20)
where the RPA dielectric function at frequency ω = vα · q is (see Eqs.(2.52),
(3.13) and (4.24))
ǫRPA(q,v
α · q) = 1 + fqΠ0(q,vα · q) , (6.21)
with
Π0(q,v
α · q) =
M∑
α′=1
να
′ vα
′ · q
(vα′ − vα) · q . (6.22)
Evidently the term α′ = α in Eq.(6.22) is divergent, so that Π0(q,vα · q)
and hence also the dielectric function at frequency ω = vα · q are infinite. It
follows that
fq
ǫRPA(q,vα · q) = 0 , (6.23)
so that from Eq.(6.20) we can conclude that Lαq (τ) = 0.
This proof does not go through any more if we take the limit of an infinite
number of patches, because then the α′-summation in Eq.(6.22) is for d > 1
replaced by an angular integration, and the singularity in the integrand must
be regularized via the usual pole prescription vα · q → vα · q + i0+. Then in
d > 1 the function Π0(q,v
α · q + i0+) is finite. For example, for a spherical
Fermi surface Π0(q,v
α · q + i0+) = νgd(vˆα · qˆ + i0+), where the function
gd(x + i0
+) is given in Eq.(A.3). In other words, in the limit M → ∞ the
singularity in Π0(q,v
α · q) is regularized by the finite imaginary part of the
function gd(x+ i0
+) for x < 1, see Eq.(A.18).
The above difference between the cases M < ∞ and M = ∞ is due to
qualitatively different behavior of the dynamic structure factor in both cases.
As discussed in detail in Appendix A.4, for M < ∞ the dynamic structure
factor SRPA(q, ω) exhibits M delta-function peaks. For M → ∞ only two
of these peaks survive and can be identified with the undamped plasmon
mode at frequencies ±ωq, while the other peaks merge into the particle-hole
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continuum. From the formal point of view the procedure of substituting the
infinite-patch limit for the dynamic structure factor into the Debye-Waller
factor for linearized energy dispersion (see Eqs.(6.16) and (6.17)) is certainly
not satisfactory, because the approximations used to derive these equations
are only valid as long as the sector cutoffs Λ and λ are kept finite and large
compared with the range qc of the interaction in momentum space, see Fig.2.5.
But M →∞ implies that we are taking the limit Λ→ 0, so that for fixed qc
the condition qc ≪ Λ (see Eq.(2.63)) cannot be satisfied.
Obviously the problem associated with the limit of infinite patch number
does not arise in our more general results (6.4)–(6.6) for non-linear energy
dispersion, because in this case the dynamic structure factor exhibits the
particle-hole continuum even if we work with a finite number of patches,
and a term similar to Lαq (τ) that is linear in τ simply does not appear,
because there is no double pole in the Debye-Waller factor. The disadvantage
of Eqs.(6.4)–(6.6) is that these expressions are more difficult to evaluate than
the corresponding expressions for linearized energy dispersion. Fortunately, at
τ = 0 we have Lαq (0) = 0, so that possible ambiguities related to the limit of
infinite patch number in the linearized theory do not appear in all quantities
involving the static Debye-Waller factor Qα(rα‖ vˆ
α, 0). In this case the use of
the M =∞ limit for the dynamic structure factor in the Debye-Waller factor
for linearized energy dispersion seems to be justified4, at least as long the
patch cutoffs are small compared with kF. In the rest of this chapter we shall
therefore focus on the static Debye-Waller factor Qα(rα‖ vˆ
α, 0) for linearized
energy dispersion, and use theM →∞ limit for the dynamic structure factor.
6.2 The static Debye-Waller factor
for linearized energy dispersion
We now explicitly evaluate Qα(rα‖ vˆ
α, 0) for singular interactions of the form
(6.1) for a spherically symmetric d-dimensional system. We show that the
Fermi liquid state is only stable for η < 2(d − 1), but that in the interval
2(d − 2) < η < 2(d − 1) the sub-leading corrections are anomalously large.
We then consider the regime η ≥ 2(d − 1), and show that for η ≥ 2(d + 1)
the bosonization result for the equal-time Debye-Waller factor Qα(rα‖ vˆ
α, 0) is
mathematically not well-defined.
4 By taking the limit M → ∞ in the Debye-Waller factor, we also eliminate ar-
tificial nesting singularities, which are generated if the covering of the Fermi
surface contains at least two parallel patches, see Chap. 7.2.4. In this sense the
limit M → ∞ is really the physical limit of interest, although for linearized en-
ergy dispersion it is not possible to give a formally convincing justification for
this limiting procedure. Of course, in case of ambiguities we can always go back
to our more general results (6.4)–(6.6).
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6.2.1 Consequences of spherical symmetry
For a spherically symmetric Fermi surface we have |vα| = vF for all α, so that
the non-interacting sector Green’s function given in Eq.(5.48) can be written
as
Gα0 (r, τ) = δ
(d−1)(rα⊥)G0(r
α
‖ , τ) , r
α
‖ = vˆ
α · r , (6.24)
where
G0(x, τ) =
(−i
2π
)
1
x+ ivFτ
(6.25)
is the usual one-dimensional non-interacting Green’s function. Note that for
a spherical Fermi surface the polarization Π0(q) depends at long wavelengths
only on the combination iωm/(vF|q|), see Eq.(A.1). It follows that the Debye-
Waller factor (5.31) is actually of the form Qα(rα‖ vˆ
α, τ) = Q(rα‖ , τ), where
Q(x, τ) is the following function of two variables x and τ ,
Q(x, τ) = R− S(x, τ) = 1
βV
∑
q
fq [1− cos(vˆα · qx− ωmτ)]
[1 + fqΠ0(q)] (iωm − vα · q)2 . (6.26)
Due to rotational invariance, the value of the integral is independent of the
direction of the unit vector vˆα, as can be easily seen by introducing d-
dimensional spherical coordinates, see Eq.(A.7). From Eqs.(5.37) and (5.52)
we conclude that for rotationally invariant systems the interacting patch
Green’s function can be written as
Gα(r, τ) = δ(d−1)(rα⊥)G0(r
α
‖ , τ)e
Q(rα‖ ,τ) , rα‖ = vˆ
α · r . (6.27)
Let us study the constant part R of the Debye-Waller factor in more
detail. The form of the RPA dynamic structure factor for spherical Fermi
surfaces is discussed in detail in Appendix A.2. Using Eqs.(A.26), (A.27) and
(A.32), and taking the limit V →∞ in Eq.(6.14), we obtain
R = −
∫
dq
(2π)d
f2q
[
Zq
(ωq + |vα · q|)2
+
ν
π
∫ vF|q|
0
dω
1
(ω + |vα · q|)2 Im
{
gd(
ω
vF|q| + i0
+)
1 + Fqgd(
ω
vF|q| + i0
+)
}]
,(6.28)
where the energy ωq and the residue Zq of the collective plasmon mode are
given in Eqs.(A.29) and (A.33). Using Eq.(A.5) and the fact that according
to Eqs.(A.34) and (A.35) the residue of the plasmon mode is of the form
Zq = νvF|q|Zd(Fq), we obtain
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R = − 1
kd−1F Ωd
∫
dq
|q|F
2
q

 Zd(Fq)(
ωq
vF|q| + |vˆ
α · qˆ|
)2
+
∫ 1
0
dx
π
1
(x+ |vˆα · qˆ|)2
Im
{
gd(x+ i0
+)
1 + Fqgd(x + i0+)
}]
,(6.29)
where we have introduced the usual dimensionless interaction Fq = νfq.
Because by assumption Fq depends only on |q|, the angular integration
can be expressed in terms of the function
hd(x) =
〈
1
(x+ |vˆα · qˆ|)2
〉
qˆ
, (6.30)
where the angular average is defined as in Eqs.(A.4), (A.7) and (A.8). In
d = 1 we obtain
h1(x) =
1
(x+ 1)2
, (6.31)
and in d > 1
hd(x) = γd
∫ pi
0
dϑ
(sinϑ)d−2
(x+ | cosϑ|)2 , (6.32)
with γd given in Eq.(A.10). In particular, in d = 2 we have
h2(x) =
2
π
×


1
1−x2
[
1
x − x√1−x2 ln
(
1+
√
1−x2
x
)]
for x < 1
2
3 for x = 1
1
x2−1
[
− 1x + x√x2−1 arccos( 1x)
]
for x > 1
, (6.33)
while in d = 3 the result is simply
h3(x) =
1
x(x+ 1)
. (6.34)
For large and small x we have
hd(x) ∼ 1
x2
, x→∞ , (6.35)
hd(x) ∼ 2γd
x
, x→ 0 , d > 1 . (6.36)
We are now ready to rewrite Eq.(6.29) in terms of rescaled variables. Using
Eq.(A.35) and the fact that ωq/(vF|q|) is according to Eq.(A.29) a function
of Fq, we obtain
R = − 1
kd−1F
∫ ∞
0
dqqd−2 [Cd(Fq) + Ld(Fq)] , (6.37)
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where the dimensionless functions Cd(F ) and Ld(F ) are given by
Cd(F ) = F
2Zd(F )hd
(
g−1d (−
1
F
)
)
=
hd
(
g−1d (− 1F )
)
g′d
(
g−1d (− 1F )
) , (6.38)
Ld(F ) = F
2
∫ 1
0
dx
π
hd(x)Im
{
gd(x+ i0
+)
1 + Fgd(x+ i0+)
}
, (6.39)
with gd(z) defined in Eq.(A.3). Note that Cd(F ) represents the collective
mode contribution to the RPA dynamic structure factor (see Eq.(A.32)),
while Ld(F ) represents the single-pair contribution due to Landau damping
(see Eq.(A.27)). The asymptotic behavior of the functions Cd(F ) and Ld(F )
determines the parameter regime where the system is a Fermi liquid. For
F →∞ we have to leading order (see Eqs.(A.39), (A.41) and (6.35))
Cd(F ) ∼
√
d
2
√
F , F →∞ , (6.40)
while the Landau damping contribution reduces to a finite constant,
Ld(F ) ∼ L∞d ≡ −
∫ 1
0
dx
π
hd(x)Im
{
1
gd(x+ i0+)
}
, F →∞ . (6.41)
To see more clearly that L∞d is for all d a finite positive constant, note that
from Eqs.(A.7) and (A.18)
Im
{
1
gd(x+ i0+)
}
= −
πx
〈
δ(qˆ · kˆ − x)
〉
kˆ
|gd(x+ i0+)|2
= −πxγd
∫ pi
0 dϑ(sinϑ)
d−2δ(cosϑ− x)
|gd(x+ i0+)|2 , (6.42)
so that from Eq.(6.41)
L∞d = γd
∫ pi/2
0
dϑ(sin ϑ)d−2
cosϑhd(cosϑ)
|gd(cosϑ+ i0+)|2 . (6.43)
The integrand in Eq.(6.43) is non-singular and positive for all ϑ, so that
0 < L∞d < ∞. The weak coupling behavior of Cd(F ) is easily obtained from
Eq.(A.45),
Cd(F ) ∼


0 for d > 3 and F < |gd(1)|−1
e−2/F for d = 3
2hd(1)
(3−d)cd (cdF )
5−d
3−d for d < 3
, (6.44)
where the numerical constant cd is defined via Eq.(A.22). The Landau damp-
ing part is at weak coupling proportional to F 2,
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Ld(F ) ∼ L′dF 2 , F → 0 , (6.45)
where the numerical constant L′d is given by
L′d =
∫ ∞
0
dx
π
hd(x)Imgd(x+ i0
+) . (6.46)
Note that at strong coupling
Cd(F )
Ld(F )
∼
√
d
2L∞d
√
F , F →∞ , (6.47)
so that the relative weight of the collective mode is always larger than that of
the Landau damping part. In the other hand, at weak coupling it is easy to
see from Eqs.(6.44) and (6.45) that the Landau damping part is dominant.
In particular, for 1 < d < 3 we have
Cd(F )
Ld(F )
∼ 2hd(1)c
2
3−d
d
(3 − d)L′d
F
d−1
3−d , F → 0 . (6.48)
The important point is that for 1 < d < 3 the exponent of F is always
positive, so that for small F the right-hand side of Eq.(6.48) is indeed small.
Hence, the collective mode contribution is negligible at weak coupling.
6.2.2 The existence of the quasi-particle residue
For singular interactions of the form (6.1) we have Fq = (κ/|q|)ηe−|q|/qc ,
see Eq.(A.62). Having determined the weak and strong coupling behavior of
the functions Cd(F ) and Ld(F ) in Eq.(6.37), it is now easy to calculate the
quasi-particle residue for this type of interaction. Introducing in Eq.(6.37) the
dimensionless integration variable p = q/κ and setting pc = qc/κ we obtain
R = −
(
κ
kF
)d−1
R˜(d, η, pc) , (6.49)
where the dimensionless function R˜(d, η, pc) is given by
R˜(d, η, pc) =
∫ ∞
0
dppd−2
[
Cd(p
−ηe−p/pc) + Ld(p−ηe−p/pc)
]
. (6.50)
Because the functions Cd(F ) and Ld(F ) do not have any singularities at
finite values of F , the integral in Eq.(6.50) can only diverge due to possible
infrared singularities at small p, or ultraviolet singularities at large p. Let us
first consider the infrared limit. Because the exponent η is positive, this limit
is determined by the strong coupling behavior of Cd(F ) and Ld(F ). From
Eq.(6.47) we know that in this limit the collective mode is dominant, so that
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the most singular contribution arises from the first term in Eq.(6.50). Using
Eq.(6.40), it is easy to see that this term yields
R˜(d, η, pc) ∼
√
d
2
∫ pc
0
dppd−2−
η
2
=
√
d
2
p
d−1− η2
c
d− 1− η2
, for η < 2(d− 1) . (6.51)
Evidently R˜(d, η, pc) =∞ for η ≥ 2(d− 1), so that in this case R = −∞. We
conclude that
Z = 0 , for η ≥ ηir ≡ 2(d− 1) . (6.52)
Therefore, the Fermi liquid is only stable for η < 2(d − 1). This result has
first been derived by Bares and Wen [6.1].
Another special value for the exponent η is determined by the require-
ment that the integral in Eq.(6.50) is convergent even without ultraviolet
cutoff pc. Assuming that we have eliminated the high-energy degrees of free-
dom outside a thin shell of thickness λ around the Fermi surface, we should
choose qc ≈ λ and hence pc = λ/κ. Because in practice we cannot explicitly
perform the integration over the high-energy degrees of freedom, it is im-
portant that at the end of the calculation physical quantities do not depend
on λ. This requirement is automatically satisfied if it is possible to take the
limit λ/κ → ∞, so that the final expression for the Green’s function looses
its dependence on the unphysical cutoff λ. We now determine the range of η
where the integrand in Eq.(6.50) vanishes at large p sufficiently fast to insure
convergence of the integral even without the cutoff pc. Because for large p the
arguments of the functions Cd(F ) and Ld(F ) in Eq.(6.50) are small, we need
to know the behavior of these functions at weak coupling. From Eq.(6.48) it
is clear that in this regime the Landau damping contribution Ld(F ) is dom-
inant. Using Eq.(6.45), we find that the ultraviolet behavior of Eq.(6.50) is
determined by
R˜(d, η, pc) ∼ L′d
∫ ∞
1
dppd−2−2ηe−2p/pc . (6.53)
Setting pc =∞, we see that the integral exists only for
η > ηuv ≡ d− 1
2
. (6.54)
If this condition is satisfied, the integrand falls off sufficiently fast to insure
convergence of the integral. Note that ηuv < ηir, so that there exists a finite
interval for η where the quasi-particle residue is finite and the ultraviolet
cutoff can be removed. Because we have rescaled p = |q|/κ, the convergence
of the integral implies that the numerical value of the quasi-particle residue
is determined by the regime |q| <∼ κ. In this case κ (and not qc) acts as the
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relevant screening wave-vector in the problem. In this sense an interaction of
the form (A.62) with η > d−12 and κ≪ qc effectively replaces any unphysical
ultraviolet cutoff qc (which might have been generated by integrating out
high energy modes) by the physical cutoff κ in the bosonization result for the
quasi-particle residue. In summary, for singular density-density interactions
of the form (6.1) the function R˜(d, η,∞) exists for
d− 1
2
< η < 2(d− 1) . (6.55)
In this interval the interaction falls off sufficiently fast at large |q| to insure
convergence at short wavelengths, but diverges weak enough to lead to a
stable Fermi liquid.
6.2.3 Why the Coulomb interaction is so nice
As discussed in Appendix A.3.1, the Coulomb interaction in 1 < d ≤ 3
corresponds to η = d− 1 and qc =∞. Furthermore, κ can now be identified
with the usual Thomas-Fermi screening wave-vector given in Eq.(A.50). Note
that η = d − 1 satisfies for all d the condition (6.55). Setting η = d − 1 and
qc =∞ in Eq.(6.49), and changing variables to F = p−(d−1) in Eq.(6.50), we
obtain
R = −
(
κ
kF
)d−1
r˜d
d− 1 , (6.56)
with
r˜d ≡ (d− 1)R˜(d, d− 1,∞) =
∫ ∞
0
dF
F 2
[Cd(F ) + Ld(F )] . (6.57)
From the previous section we know that the integral in Eq.(6.57) exists for
all d > 1. Note also that according to Eq.(A.54) the prefactor (κ/kF)
d−1
is proportional to the Wigner-Seitz radius rs, which is the relevant small
parameter in the usual high-density expansion for the homogeneous electron
gas [6.2]. We conclude that higher-dimensional bosonization predicts for the
Coulomb interaction in dimensions 1 < d ≤ 3 a finite result for the quasi-
particle residue, which in the limit of high densities (i.e. for κ≪ kF) is close
to unity and independent of the unphysical sector cutoffs.
By isolating a factor of 1d−1 in Eq.(6.56) we have anticipated that r˜d has
a finite limit for d → 1. If we are only interested in the leading behavior
of R for d → 1, it is sufficient to calculate r˜1. In this case L1(F ) = 0,
and the functional form of C1(F ) is simply obtained by replacing F0 → F
in the expression for the anomalous dimension of the Tomonaga-Luttinger
model [6.13–6.15] (see Eq.(6.88) below),
C1(F ) =
F 2
2
√
1 + F
[√
1 + F + 1
]2 . (6.58)
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Substituting this into Eq.(6.57), we obtain
r˜1 =
1
2
∫ ∞
0
dF
1
√
1 + F
[√
1 + F + 1
]2 = 12 . (6.59)
We conclude that for d→ 1
R = −
(
κ
kF
)d−1
1
2(d− 1) +O(1)
= − 1
2(d− 1) +
1
2
ln
(
kF
κ
)
+O(1) . (6.60)
Exponentiating Eq.(6.60), we see that quasi-particle residue vanishes as
Z ∝
(
kF
κ
) 1
2
e−
1
2(d−1) , d→ 1 . (6.61)
A similar result has also been obtained by Castellani, Di Castro and Metzner
[6.50].
6.2.4 The sub-leading corrections for 0 < η < 2(d− 1)
So far we have shown that for singular interactions of the type (6.1) the
integral defining R does not exist if η ≥ 2(d−1). The divergence is due to the
infrared regime of the collective mode contribution to the dynamic structure
factor. On the other hand, for η < 2(d−1) the quasi-particle residue is finite.
In this case we know from Chap. 5.1.5 that S(x, 0) vanishes at large distances,
so that in general we expect (ignoring possible logarithmic corrections)
S(x, 0) ∼ −
(
κ
kF
)d−1 S˜(d, η, qcκ )
|κx|ζ , x→∞ , ζ > 0 , (6.62)
with some dimensionless function S˜(d, η, pc). In a Landau Fermi liquid we
expect ζ = 1, because otherwise the self-energy Σ(kα + q, ω) cannot have
a power series expansion for small q, see Eq.(2.18). However, if η is smaller
than (but sufficiently close to) 2(d−1), we expect an exponent ζ smaller than
unity. It turns out that there exists a critical value ηc such that 0 < ζ < 1
for ηc < η < 2(d − 1). In this regime the system is a Fermi liquid with
anomalously large sub-leading corrections. We now determine the critical ηc
for singular interactions in d > 1. Proceeding precisely as above, we obtain
(see Eqs.(6.29) and (6.37))
S(x, 0) = − 1
kd−1F Ωd
∫
dq
|q| cos(vˆ
α · qx) [Cd(Fq) + Ld(Fq)] . (6.63)
From Sect. 6.2.2 we know that for singular interactions the integral in
Eq.(6.63) is dominated by the strong-coupling limit of the function Cd(F ),
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which is given in Eq.(6.40). Introducing d-dimensional spherical coordinates
(see Eqs.(A.7) and (A.9)), we obtain for the dominant part of Eq.(6.63) after
a simple rescaling
S(x, 0) ∼ −
(
κ
kF
)d−1 √
d
2
γd
|κx|d−1− η2
∫ qc|x|
0
dppd−2−
η
2
×
∫ pi
0
dϑ(sinϑ)d−2 cos(p cosϑ) . (6.64)
For d− 2− η2 < 0 the integrand vanishes for large p sufficiently fast, so that
the integral is convergent even if the cutoff qc is removed. In this case we
obtain for κx→∞ and qc ≫ κ
S(x, 0) ∼ −
(
κ
kF
)d−1
S˜(d, η,∞)
|κx|d−1− η2 , x→∞ , 0 < d− 1−
η
2
< 1 , (6.65)
with
S˜(d, η,∞) =
√
d
2
γd
∫ ∞
0
dppd−2−
η
2
∫ pi
0
dϑ(sinϑ)d−2 cos(p cosϑ) . (6.66)
This is precisely the asymptotic behavior given in Eq.(6.62), with exponent
ζ = d−1− η2 < 1. The integral in Eq.(6.66) can be done analytically [6.3,6.4],
and we obtain after some rearrangements
S˜(d, η,∞) = −
√
πd
4
Γ (d2 )
Γ (
1+ η2
2 ) cos[
pi
2 (d− η2 )]
. (6.67)
On the other hand, if the exponent d−2− η2 in Eq.(6.64) is positive, then
the integral in Eq.(6.64) depends on the cutoff qc. In this case we obtain for
large x the asymptotic behavior predicted in Eq.(6.62) with ζ = 1 and
S˜(d, η,
qc
κ
) ∝ 1
d− 2− η2
(qc
κ
)d−2−η2
, d− 2− η
2
> 0 . (6.68)
We conclude that in the regime
η < 2(d− 2) ≡ ηc (6.69)
the correction to the leading constant term of the static Debye-Waller factor
vanishes as x−1 at large distances, so that in real space we have analyticity
around x =∞. In Fourier space this implies analyticity around the origin, as
postulated for the self-energy in a Landau Fermi liquid (see Eq.(2.18)). On
the other hand, if η lies in the regime
2(d− 2) < η < 2(d− 1) , (6.70)
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the system is not a conventional Landau Fermi liquid, because the corrections
to the leading constant term R are not analytic. If η approaches the value
ηir = 2(d − 1) from below, the constant term R diverges logarithmically,
but the divergence is cancelled by S(x, τ), so that the total Debye-Waller
factor Q(x, τ) = R− S(x, τ) remains finite. Similarly, we expect logarithmic
corrections to the leading x−1 decay of S(x, 0) at the lower limit η = ηc =
2(d − 2) of the interval in Eq.(6.70). Interestingly, the Coulomb interaction,
which in d dimensions corresponds to η = d− 1, satisfies the condition (6.70)
for d < 3. In particular, in d = 2 the Coulomb interaction leads to a Fermi
liquid with anomalously large sub-leading corrections.
6.2.5 The regime η ≥ 2(d− 1)
Finally, let us consider the regime η ≥ 2(d − 1), where the integral (6.49)
defining R is divergent. Clearly, if the exponent η is chosen sufficiently large,
the divergence will be so strong that it cannot be regularized by means of the
subtraction Q(x, τ) = R − S(x, τ) in the Debye-Waller factor. Hence, there
exists a critical value of η where the bosonization result in d dimensions
is divergent. To investigate this point, we now calculate the long-distance
behavior of Q(x, 0) for η ≥ 2(d− 1). Repeating the manipulations leading to
Eq.(6.64), we obtain for η2 − d+ 1 ≥ 0
Q(x, 0) ∼ −
(
κ
kF
)d−1 √
dγd
2
|κx| η2−d+1
∫ qc|x|
0
dpp−(
η
2−d+2)
×
∫ pi
0
dϑ(sinϑ)d−2[1− cos(p cosϑ)] , (6.71)
From this expression it is easy to show that precisely at η = 2(d − 1) the
Debye-Waller factor increases logarithmically at large distances,
Q(x, 0) ∼ −γLL ln(qc|x|) , η = 2(d− 1) , (6.72)
with the anomalous dimension given by
γLL =
√
d
2
(
κ
kF
)d−1
. (6.73)
The logarithmic divergence of the static Debye-Waller factor is familiar from
the one-dimensional Tomonaga-Luttinger model (see Sect. 6.3). As a conse-
quence, the momentum distribution nk exhibits an algebraic singularity at
the Fermi surface. The location of this singularity can be used to define the
Fermi surface of the interacting system in a mathematically precise way.
For η > 2(d − 1) we find a stretched exponential divergence of the static
Debye-Waller factor,
Q(x, 0) ∼ −
(
κ
kF
)d−1
Q˜(d, η)|κx| η2−d+1 , η
2
− d+ 1 > 0 , (6.74)
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with
Q˜(d, η) =
√
dΓ (d2 )√
π[η − 2(d− 1)]Γ
(
1+ η2
2
) cos(π
2
(
η
2
− d+ 1)
)
× Γ
(
1 + (
η
2
− d+ 1)
)
Γ
(
1− (η
2
− d+ 1)
)
. (6.75)
The important point is now that for η2 − d + 1 = 2 the function Q˜(d, η)
diverges, because the argument of the second Γ -function in Eq.(6.75) becomes
−1. Hence, for
η ≥ 2(d+ 1) (6.76)
bosonization cannot cure the divergence due to the singular interactions. The
physical behavior of the system in this parameter regime cannot be discussed
within the framework of our bosonization approach. Note that for η = 2(d+1)
the equal-time Debye-Waller factor in Eq.(6.74) would be quadratically diver-
gent, so that the equal-time Green’s function would vanish like a Gaussian
at large distances, i.e. Q(x, 0) ∝ −x2. On the other hand, in the regime
2(d−1) < η < 2(d+1) the equal-time Green’s function can be calculated via
bosonization, and vanishes like a stretched exponential at large distances. We
shall refer to normal Fermi systems with this property as exotic quantum liq-
uids. It is easy to show [6.5] that the stretched exponential decay of the static
Debye-Waller factor implies that the momentum distribution nk is analytic
at the (non-interacting) Fermi surface, so that a sharp Fermi surface of the
interacting system simply cannot be defined any more. The disappearance of
a sharp Fermi surface in strongly correlated Fermi systems is certainly not
a special feature of the singular interactions considered here. For example,
models with correlated hopping [6.6, 6.7] show similar behavior. The various
critical values for η derived in this section are summarized in Fig. 6.1. The
fact that exotic quantum liquids do not have a sharp Fermi surface does not
mean that in these systems the bosonization approach (which is based on the
expansion of the energy dispersion for momenta in the vicinity of the non-
interacting Fermi surface) is inconsistent. As already pointed out long time
ago by Tomonaga [6.17], the existence of a singularity in the momentum
distribution is really not necessary for the consistency of the bosonization
procedure as long as (i) the thickness of the shell where the momentum dis-
tribution drops from unity to zero is small compared with the characteristic
size of kF, and (ii) the effective interaction is not too singular, so that the
Debye-Waller factor Q(x, 0) is mathematically well defined5. The condition
(i) means that the smearing of the Fermi surface is small, so that it does
not matter which point kα within the smeared shell is chosen as a reference
5 The fact that the integral defining Q(x, 0) exists does not imply the existence of
Q(x, τ ) for τ 6= 0. In fact, in d = 1 Eq.(6.76) tells us that the static Debye-Waller
factor is mathematically ill-defined for η ≥ 4, while for τ 6= 0 it is easy to show
from Eq.(6.84) that the integral defining Q(x, τ ) does not exist as soon as η ≥ 1.
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Fig. 6.1. Summary of special values of the exponent η for singular density-
density interactions of the type |q|−η in d dimensions. The Luttinger liquid
for η = 2(d − 1) corresponds to the marginal case, where the momentum
distribution nk is continuous but not analytic. Note that 2(d− 2) < d−12 for
d < 73 .
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point for the expansion of the non-interacting energy dispersion. For singular
interactions of the type discussed above the condition (ii) is satisfied as long
as η < 2(d+ 1).
6.3 Luttinger liquid behavior in d = 1
This section does not contain any new results, but shows that in d = 1 our for-
malism correctly reproduces the well-known bosonization result for the Green’s
function of the Tomonaga-Luttinger model.
In d = 1 we have only two Fermi points, which may be labelled by α = +,−.
The associated normal vectors are vˆα = αex. Obviously the matrix fq is
then a 2× 2-matrix6. The usual notation in the literature [6.13] is [f
q
]++ =
[f
q
]−− = g4(q), and [fq]
+− = [f
q
]−+ = g2(q). Because Eqs.(6.14), (6.16)
and (6.17) have been derived for the special case that all matrix elements of
f
q
are identical, these expressions should reduce to the exact solution of the
Tomonaga-Luttinger model with interaction parameters g4 = g2 = f0, where
limq→0 fq = f0 = const. Note that in the Tomonaga-Luttinger model the
energy dispersion is linear by definition. Writing r = rxex, it is clear from
the general considerations of Sect. 6.2.1 that the Debye-Waller factor depends
on the sector label only via rα‖ = vˆ
α ·r = αrx, so that Qα(rα‖ vˆα, τ) = Q(x, τ),
with x = αrx.
To evaluate the Debye-Waller factor from Eqs.(6.14), (6.16) and (6.17), we
need the RPA dynamic structure factor in d = 1. From Eqs.(A.30),(A.32),(A.34)
and (A.36) we obtain
SRPA(q, ω) = Zqδ(ω − ωq) , (6.77)
where the residue and the collective mode are given by
Zq =
|q|
2π
√
1 + Fq
, ωq =
√
1 + FqvF|q| , (6.78)
and Fq = νfq = fq/(πvF) is the usual dimensionless interaction. Note that
in d = 1 there is no single pair contribution to the RPA dynamic structure
factor. Furthermore, because the Fermi surface in d = 1 is covered by M = 2
patches, we know from the considerations of Sect. 6.1.3 that Lαq (τ) = 0 in
Eqs.(6.16) and (6.17). Substituting Eq.(6.77) into Eq.(6.14), we obtain
R = − 1
V
∑
q
f2q
Zq
(ωq + |vα · q|)2
6 To distinguish the wave-vector label from the collective label q = [q, iωm], we
shall continue to write q for the wave-vector, it being understood that q = qxex,
where ex is a unit vector in the x-direction.
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= − 1
V
∑
q
π
|qx|
F 2q
2
√
1 + Fq
[√
1 + Fq + 1
]2 . (6.79)
In the limit V →∞ we may replace 1V
∑
q f(|qx|)→
∫∞
0
dqx
pi f(qx). Using the
identity
F 2q
2
√
1 + Fq
[√
1 + Fq + 1
]2 = 1 +
Fq
2√
1 + Fq
− 1 , (6.80)
we finally obtain
R = −
∫ ∞
0
dqx
qx
[
1 +
Fq
2√
1 + Fq
− 1
]
. (6.81)
Similarly, we obtain from Eqs.(6.16) and (6.17)
ReS(x, τ) = −
∫ ∞
0
dqx
qx
cos(qxx)
[
1 +
Fq
2√
1 + Fq
e−
√
1+FqvFqx|τ | − e−vFqx|τ |
]
,
(6.82)
ImS(x, τ) = −sgn(τ)
∫ ∞
0
dqx
qx
sin(qxx)
[
e−
√
1+FqvFqx|τ | − e−vFqx|τ |
]
.
. (6.83)
Combining Eqs.(6.81) and (6.82), we can also write
ReQ(x, τ) = R− ReS(x, τ) = −
∫ ∞
0
dqx
qx
×
{
1 +
Fq
2√
1 + Fq
[
1− cos(qxx)e−
√
1+FqvFqx|τ |
]
−
[
1− cos(qxx)e−vFqx|τ |
]}
.
(6.84)
Eqs.(6.82)–(6.84) are identical with the well-known bosonization result for
the Green’s function of an interacting Fermi system with linearized energy
dispersion [6.15].
Let us evaluate Eqs.(6.82)–(6.84) for interactions of the form Fq =
F0e
−|q|/qc , where qc ≪ kF. From Sect. 6.2 we know that in one dimension
an interaction that approaches a constant for q → 0 leads to an unbounded
Debye-Waller factor which grows logarithmically at large distances. The log-
arithmic singularity is evident in Eq.(6.81). Hence, according to Eq.(5.86)
the quasi-particle residue vanishes in this case, so that the system is not a
Fermi liquid. However, in the combination R − S(x, τ) the logarithmic sin-
gularity is removed, and we obtain a finite result for the Green’s function.
Unfortunately, for interactions of the above form the integrals in Eqs.(6.82)–
(6.84) cannot be evaluated analytically. However, at length scales x large
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compared with the characteristic range q−1c of the interaction the Green’s
function should be independent of the precise way in which the ultraviolet
cutoff is introduced. Therefore we may regularize the qx-integrals in any con-
venient way. A standard regularization which leads to elementary integrals
is to multiply the entire integrand by a convergence factor e−|q|/qc and to
replace Fq → F0 everywhere in the integrand [6.1, 6.8]. Although the cutoff
qc defined in this way is not identical with the cutoff in F0e
−|q|/qc , it can
still be identified physically with the range of the interaction in momentum
space. The relevant integrals can be found in standard tables [6.3, 6.4], and
we obtain
ReQ(x, τ) = − 1 +
F0
2
2
√
1 + F0
ln
[
x2 + (v˜F|τ | + q−1c )2
q−2c
]
+
1
2
ln
[
x2 + (vF|τ |+ q−1c )2
q−2c
]
, (6.85)
ImQ(x, τ) =
sgn(τ)
2i
{
− ln
[
x+ iv˜F|τ |+ iq−1c
x− iv˜F|τ | − iq−1c
]
+ ln
[
x+ ivF|τ | + iq−1c
x− ivF|τ | − iq−1c
]}
,
(6.86)
where v˜F =
√
1 + F0vF is the renormalized Fermi velocity. Combining the
terms differently, the total Debye-Waller factor can also be written as
Q(x, τ) =
γ(F0)
2
ln
[
q−2c
x2 + (v˜F|τ | + q−1c )2
]
+ ln
[
x+ ivFτ + isgn(τ)q
−1
c
x+ iv˜Fτ + isgn(τ)q
−1
c
]
, (6.87)
where the so-called anomalous dimension is given by
γ(F0) ≡
1 + F02√
1 + F0
− 1
=
[
√
1 + F0 − 1]2
2
√
1 + F0
=
F 20
2
√
1 + F0
[√
1 + F0 + 1
]2 . (6.88)
At τ = 0 we obtain from Eq.(6.87)
Q(x, 0) ∼ −γ(F0) ln(qc|x|) , qc|x| → ∞ . (6.89)
Exponentiating Eq.(6.87) and using the expression for the non-interacting
real space Green’s function given in Eq.(6.25), we finally obtain from Eq.(6.24)
for the interacting Green’s function (recall that x = αrx, with α = ±)
Gα(rx, τ) =
(−i
2π
)
eQ(αrx,τ)
αrx + ivFτ
=
(−i
2π
)
1
αrx + ivFτ
×
[
αrx + ivFτ + isgn(τ)q
−1
c
αrx + iv˜Fτ + isgn(τ)q
−1
c
] [
q−2c
r2x + (v˜F|τ |+ q−1c )2
]γ/2
. (6.90)
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We now observe that for times |τ | ≫ (v˜Fqc)−1 or length scales |rx| ≫ q−1c we
may neglect the cutoff q−1c when it appears in combination with v˜Fτ or x. In
this regime Eq.(6.90) reduces to
Gα(rx, τ) =
(−i
2π
)
1
αrx + iv˜Fτ
[
q−2c
r2x + (v˜Fτ)
2
]γ/2
. (6.91)
Note that this expression depends exclusively on the renormalized Fermi
velocity v˜F. If we rescale both space and time by a factor of s
−1, then it is
obvious that the interacting Green’s function (6.91) satisfies
Gα(rx/s, τ/s) = s
1+γGα(rx, τ) . (6.92)
Note that in d dimensions the non-interacting sector Green’s function (5.48)
satisfies
Gα0 (rx/s, τ/s) = s
dGα0 (rx, τ) . (6.93)
It is easy to see that in the asymptotic long-distance and large-time limit this
scaling behavior is not changed by the interactions as long as the system is a
Fermi liquid. In this case the scaling behavior of the Green’s function can be
determined by dimensional analysis. In the renormalization group literature
[6.11], the exponent d in Eq.(6.93) is called the scaling dimension of the
Green’s function. Because the real space Green’s function has units of inverse
volume, the scaling dimension agrees with the dimensionality d of the system.
The reason why the exponent γ in Eq.(6.92) is called anomalous dimension
is now clear: In d = 1 the effect of the interactions is so drastic that the
scaling behavior of the Green’s function cannot be completely determined by
dimensional analysis. There exists an anomalous contribution to the scaling
dimension, which depends on the strength of the interaction in a non-trivial
way, as given in Eq.(6.88).
6.4 Summary and outlook
In this chapter we have studied in some detail singular density-density inter-
actions in d dimensions that diverge in the infrared limit as |q|−η. These are
perhaps the simplest model systems for non-Fermi liquid behavior in higher
dimensions. We have confirmed the result of Bares and Wen [6.1] that the
Fermi liquid state is only stable for η < 2(d − 1). We have also identified
various other special values for η, which are summarized in Fig. 6.1. Unfortu-
nately, non-Fermi liquid behavior in d > 1 can only be obtained in the regime
η ≥ 2(d− 1), which corresponds to unphysical super-long range interactions
in real space. For simplicity, we have restricted ourselves to the analysis of
the static Debye-Waller factor Q(x, 0), and have worked with linearized en-
ergy dispersion. As discussed at the end of Sect. 6.1.3, we expect that for
the density-density interactions considered here the quadratic term in the
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energy dispersion will not qualitatively modify the long-distance behavior of
Q(x, 0). In Chap. 10 we shall show that this is not the case for the effective
current-current interaction mediated by transverse gauge-fields.
The asymptotic long-distance behavior of the static Debye-Waller factor
determines the momentum distribution nk for wave-vectors close to the Fermi
surface. In the regime η > 2(d−1) we have found that nk is analytic, so that
the interactions completely wash out the sharpness of the Fermi surface.
Our result disagrees with the works by Khodel and collaborators [6.9], who
treated long-range interactions within a Hartree–Fock approach and found
that the momentum distribution is completely flat in a certain finite shell
around the non-interacting Fermi surface. This result has been criticized by
Nozie`res [6.10], who argued that it is most likely an unphysical artefact of
the Hartree–Fock approximation. Our non-perturbative calculation supports
his arguments.
An interesting unsolved problem is the explicit evaluation of our non-
perturbative result for the full momentum- and frequency-dependence
of the Green’s function G(k, ω) in the non-Fermi liquid regime η >
2(d − 1). As discussed by Volovik [6.11], the Green’s function of non-Fermi
liquids might exhibit some interesting topological structure in Fourier space,
which can be used for a rather general topological definition of the Fermi
surface of an interacting Fermi system. Recall that in Chap. 2.2.2 we have
defined the Fermi surface via the singularity in the momentum distribution.
According to this definition fermions with singular density-density interac-
tions of the type (6.1) with η > 2(d−1) do not have a Fermi surface. See [6.11]
for an alternative topological definition of the Fermi surface, which seems to
be general enough to associate a mathematically well-defined Fermi surface
with a system that has an analytic momentum distribution7. This definition
requires the knowledge of the k- and ω-dependence of the Green’s function
G(k, ω), and not only of the momentum distribution nk. As discussed in
Sect. 6.1.3, for the calculation of G(k, ω) via higher-dimensional bosonization
it is most likely necessary to retain the quadratic term in the energy disper-
sion. On the other hand, the momentum distribution nk is determined by
the static Debye-Waller factor8, the leading long-distance behavior of which
can be calculated correctly with linearized energy dispersion
7 I would like to thank G. E. Volovik for pointing this out to me, and for sending
me copies of the relevant references.
8 This is also the reason why we expect that the special values of the exponent
η shown in Fig. 6.1 will not be modified by the non-linear terms in the energy
dispersion.
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7. Quasi-one-dimensional metals
Here comes the first experimentally relevant application of our method: The
calculation of the single-particle Green’s function for highly anisotropic chain-
like metals. Most of the results presented in this chapter have been obtained
in collaboration with V. Meden and K. Scho¨nhammer [7.1,7.2].
One of the main motivations for the development of the higher-dimensional
bosonization approach is the fact that non-Fermi liquid behavior has been
observed in the laboratory, and is therefore an experimental reality that re-
quires theoretical explanation. The most prominent example are perhaps the
normal-state properties of the high-temperature superconductors [7.24], but
also experiments on quasi-one-dimensional conductors [7.3–7.6] suggest non-
Fermi liquid behavior. Note that in these highly anisotropic systems the elec-
trons interact with Coulomb forces, which for isotropic systems in d > 1
certainly do not destabilize the Fermi liquid state. This indicates that the
experimentally seen non-Fermi liquid behavior could be due to the spatial
anisotropy of these systems.
In this chapter we shall study a simple model for a quasi-one-dimensional
metal, which consists of electrons moving in a periodic array of weakly cou-
pled metallic chains embedded in three-dimensional space. The electrons are
assumed to interact with realistic three-dimensional Coulomb forces, so that,
even in the absence of interchain hopping, this is not a purely one-dimensional
problem. Note that in d = 1 the logarithmic one-dimensional Fourier trans-
form of the Coulomb potential (see Eq.(A.49)) gives rise to singularities that
are stronger than in a conventional Luttinger liquid, so that the anomalous
dimension diverges [7.7]. However, as will be shown in Sect. 7.1, the Coulomb
forces between the chains remove this divergence, so that the long-range part
of the three-dimensional Coulomb interaction in an array of chains without
interchain hopping indeed leads to a Luttinger liquid. It should be kept in
mind, however, that in this work we shall retain only processes with small
momentum transfers, so that possible instabilities due to back-scattering or
Umklapp-scattering are ignored. We are implicitly assuming that there exists
a parameter regime where these processes are irrelevant.
The problem of coupled chains without interchain hopping can also
be solved by means of the usual one-dimensional bosonization techniques
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[7.7, 7.8]. The true power of the higher-dimensional bosonization approach
becomes apparent if we switch on a finite interchain hopping t⊥. In this case
conventional one-dimensional bosonization cannot be used, but within our
higher-dimensional bosonization approach this problem can be handled quite
easily. The problem of weak interchain hopping has been discussed by Gorkov
and Dzyaloshinskii [7.9] more than 20 years ago. More recently, many other
authors have used various more or less systematic methods to shed more light
onto this rather difficult problem [7.10–7.17].
In Sects. 7.1 and 7.2 we shall evaluate our bosonization results (6.14),
(6.16) and (6.17) for the Debye-Waller factor with linearized energy disper-
sion in the case of an infinite array of metallic chains. However, even for finite
interchain hopping t⊥ the Debye-Waller factor exhibits an unphysical loga-
rithmic nesting singularity, which is due to the fact that for linearized energy
dispersion the Fermi surface is replaced by a finite number of completely flat
patches. To remove this singularity, the artificial nesting symmetry of the
Fermi surface has to be broken. The simplest way to do this is to work with
non-linear energy dispersion. In Sect. 7.2.2 we shall use our general results
(6.4)–(6.6) for the Debye-Waller factor with quadratic energy dispersion to
show that the logarithmic nesting singularity is indeed removed by the cur-
vature of the Fermi surface. Our main result is that an arbitrarily small t⊥
destroys the Luttinger liquid state and leads to a finite quasi-particle residue
Zα. We explicitly calculate Zα for small t⊥ and show that there exists a
large intermediate regime where the signature of characteristic Luttinger liq-
uid properties is visible in physical observables, although the system is a
Fermi liquid.
7.1 The Coulomb interaction in chains
without interchain hopping
Before addressing the more interesting case of t⊥ 6= 0, it is useful to consider
the three-dimensional Coulomb interaction in metallic chains in the absence
of interchain hopping.
The Fermi surface of a periodic array of one-dimensional chains embedded in
three-dimensional space without interchain hopping consists of two parallel
completely flat planes, as shown in Fig. 7.1. Because the Fermi surface does
not have any curvature, it will be sufficient to work with linearized energy
dispersion. In this case all interaction effects are contained in the Debye-
Waller factor Qα(r, τ) given in Eqs.(6.14), (6.16) and (6.17). Note this these
expressions have been derived for an arbitrary geometry of the Fermi surface,
so that we simply have to substitute the parameters relevant for the case of
interest here. Obviously the local Fermi velocities on the two sheets of the
Fermi surface in Fig. 7.1 are exactly constant. Hence, the entire Fermi surface
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Fig. 7.1.
Fermi surface of a periodic
array of one-dimensional
chains embedded in three-
dimensional space without
interchain hopping.
can be covered with M = 2 patches, which can be identified with the two
sheets of the Fermi surface. In this case the patch cutoff Λ is given by 2π/a⊥,
where a⊥ is the distance between the chains. Because the number of patches is
finite, we know from the general analysis given in Chap. 6.1.3 that Lαq (τ) = 0
in Eqs.(6.16) and (6.17). Let us label the right patch in Fig. 7.1 by α = +, and
the left one by α = −. The associated local Fermi velocities are vα = αvFex.
The non-interacting linearized energy dispersion close to the Fermi surface is
then ξαq = v
α · q = αvFqx, and the local density of states is
να =
∫ λ
−λ
dqx
2π
∫ π
a⊥
− πa⊥
dqy
2π
∫ π
a⊥
− πa⊥
dqz
2π
δ(αvFqx) =
1
2πvFa2⊥
, (7.1)
where λ is some radial cutoff that should be chosen large compared with
the Thomas-Fermi wave-vector κ given in Eq.(7.6) below. Hence, the non-
interacting polarization at long wave-lengths is
Π0(q) =
∑
α=±
να
vα · q
vα · q − iωm = νg1(
iωm
vF|qx| ) , (7.2)
where the total density of states is given by
ν =
∑
α=±
να =
1
πvFa2⊥
, (7.3)
and the function g1(iy) is defined in Eq.(A.12). The one-dimensional form of
the polarization implies that the RPA dynamic structure factor is formally
identical with the one-dimensional expression (6.77), with the collective mode
and the residue given by
ωq =
√
1 + FqvF|qx| , (7.4)
Zq = =
νvF|qx|
2
√
1 + Fq
=
|qx|
2πa2⊥
√
1 + Fq
. (7.5)
Here Fq = νfq is the usual dimensionless interaction. Compared with the one-
dimensional result given in Eq.(6.78), the residue (7.5) has an extra factor of
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a2⊥ in the denominator, because we are now dealing with a three-dimensional
system. At length scales large compared with the lattice spacing a⊥, we may
replace the Fourier transform of the Coulomb potential by its continuum
approximation, so that in this case
Fq =
κ2
q2
, κ2 =
4e2
vFa2⊥
, for |q|a⊥ ≪ 1 . (7.6)
Given the fact that qy and qz appear in the Debye-Waller factor only via Fq,
and that the dynamic structure factor has the one-dimensional form, it is now
easy to see that the frequency integration in Eqs.(6.14), (6.16) and (6.17) is
exactly the same as in the one-dimensional case, so that we can simply copy
the results of Chap. 6.3. From Eqs.(6.81)–(6.83) we obtain
R = −
∫ ∞
0
dqx
qx
〈
F 2q
2
√
1 + Fq [
√
1 + Fq + 1]2
〉
BZ
, (7.7)
ReS(x, τ) = −
∫ ∞
0
dqx
qx
cos(qxx)
×
[〈
1 +
Fq
2√
1 + Fq
e−
√
1+FqvFqx|τ |
〉
BZ
− e−vFqx|τ |
]
, (7.8)
ImS(x, τ) = −sgn(τ)
∫ ∞
0
dqx
qx
sin(qxx)
×
[〈
e−
√
1+FqvFqx|τ |
〉
BZ
− e−vFqx|τ |
]
, (7.9)
where for any function f(q) the symbol < f(q) >BZ denotes averaging over
the transverse Brillouin zone,
〈f(q)〉BZ =
a2⊥
(2π)2
∫ π
a⊥
− πa⊥
dqy
∫ π
a⊥
− πa⊥
dqzf(q) . (7.10)
The above expression for the Green’s function can also be derived by means
of standard one-dimensional bosonization techniques [7.7, 7.8]. However, as
will be shown in Sect. 7.2, our derivation via higher-dimensional bosonization
has the advantage that it can be generalized to the case of finite interchain
hopping.
For τ = 0 we can make progress analytically in the regime where the
Thomas-Fermi screening length κ−1 is large compared with the transverse
lattice spacing a⊥, i.e. for κa⊥ ≪ 1. Because in this case all wave-vector
integrals are dominated by the regime |q| <∼ κ, it is allowed to use in Eq.(7.6)
the continuum approximation for the Fourier transform of the Coulomb po-
tential. Note that
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κa⊥ =
√
4e2
vF
, (7.11)
so that the condition κa⊥ ≪ 1 means that the dimensionless coupling con-
stant e2/vF should be small compared with unity. Unfortunately at exper-
imentally relevant densities this parameter is of the order of unity, so that
in this case the continuum approximation for the Fourier transform of the
Coulomb potential cannot be used. To reach the experimentally relevant pa-
rameter regime, one should therefore take in Fq the discreteness of the lattice
in the transverse direction into account. In [7.1] this was done by means of an
Ewald summation technique [7.20]. Here we would like to restrict ourselves
to the regime κa⊥ ≪ 1.
For τ = 0 we need to calculate the following Brillouin zone average
γcb(qx) =
〈
F 2q
2
√
1 + Fq[
√
1 + Fq + 1]2
〉
BZ
=
〈
1 +
Fq
2√
1 + Fq
〉
BZ
− 1 . (7.12)
Substituting Eq.(7.6) into Eq.(7.12) and using Eq.(7.11), the integration is
elementary, and we obtain for κa⊥ ≪ 1
γcb(qx) =
e2
2πvF
1[
|qx|
κ +
√
1 + ( qxκ )
2
]2 . (7.13)
The asymptotic behavior for large and small |qx| is
γcb(qx) ∼ e
2
2πvF
×
{
1 for |qx| ≪ κ
( κ2qx )
2 for |qx| ≫ κ . (7.14)
Because γcb(qx) has a finite limit for qx → 0, the integral (7.7) defining R
is logarithmically divergent, so that the system is a Luttinger liquid. More-
over, for qx ≫ κ the function γcb(qx) vanishes sufficiently fast to insure
ultraviolet convergence of the integral defining Q(x, 0). Recall that in the
one-dimensional Tomonaga-Luttinger model (see Chap. 6.3) it was necessary
to introduce an ultraviolet cutoff qc to make the integrals convergent. The
precise physical origin of this cutoff has remained somewhat obscure. In the
present problem, however, the effective ultraviolet cutoff can be identified
with the Thomas-Fermi screening wave-vector. To calculate the anomalous
dimension, we consider the long-distance behavior of the static Debye-Waller
factor. Using Eqs.(7.7),(7.8) and (7.13), and introducing the dimensionless
integration variable p = qx/κ, we obtain
Q(x, 0) = − e
2
2πvF
∫ ∞
0
dp
p
1− cos(pκx)[
p+
√
1 + p2
]2 . (7.15)
To calculate the asymptotic behavior of the integral for large κx, we write
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1− cos(pκx)
p
=
d
dp
[ln p− Ci(pκx)] , (7.16)
where [7.18]
Ci(x) = −
∫ ∞
x
dt
cos t
t
. (7.17)
An integration by parts yields
Q(x, 0) = − e
2
2πvF
[
lim
p→0
[Ci(pκ|x|) − ln p] + 2
∫ ∞
0
dp
ln p√
1 + p2[p+
√
1 + p2]2
]
+
e2
πvF
∫ ∞
0
dp
Ci(pκ|x|)√
1 + p2[p+
√
1 + p2]2
. (7.18)
Using the fact that [7.18]
lim
p→0
[Ci(pκ|x|)− ln p] = ln(κ|x|) + γE , (7.19)
where γE ≈ 0.577 is the Euler constant, and noting that the last term in
Eq.(7.18) vanishes as ln(κ|x|)κ|x| as x→∞, we finally obtain
Q(x, 0) ∼ − e
2
2πvF
[
ln(κ|x|) + b+O
(
ln(κ|x|)
κ|x|
)]
, (7.20)
where the numerical constant b is given by
b = γE + 2
∫ ∞
0
dp
ln p√
1 + p2[p+
√
1 + p2]2
. (7.21)
We conclude that the interacting equal-time Green’s function vanishes at
large distances as
Gα(r, 0) = Gα0 (r, 0)
(
e−b
κ|rx|
)γcb
= δ(ry)δ(rz)
(−i
2π
)(
e−b
κ
)γcb 1
|rx|1+γcb , (7.22)
where the anomalous dimension γcb is given by
γcb ≡ lim
qx→0
γcb(qx) = lim
qx→0
〈
F 2q
2
√
1 + Fq[
√
1 + Fq + 1]2
〉
BZ
=
e2
2πvF
. (7.23)
We would like to emphasize again that this expression is only valid for
e2/vF ≪ 1, so that it would be incorrect to extrapolate Eq.(7.23) to the
experimentally relevant regime e2/vF = O(1). In this regime the simple con-
tinuum approximation for the Fourier transform of the Coulomb potential is
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not sufficient, and one has to use numerical methods to calculate the anoma-
lous dimension. This numerical calculation has been performed in [7.1], with
the result that in the experimentally relevant regime the anomalous dimen-
sion is indeed of the order of unity. Recent photoemission studies [7.3,7.4,7.6]
of quasi-one-dimensional conductors suggest values for the anomalous dimen-
sion in the range 1.0±0.2, which is in agreement with our result. However, the
comparison of the experimental result with Eq.(7.23) is at least problematic,
because our calculation was based on several idealizations which are perhaps
not satisfied in the realistic experimental system. First of all, the experi-
ments are certainly not performed on perfectly clean systems. Because any
finite disorder changes the algebraic decay in Eq.(7.22) into an exponential
one (see Chap. 9), the Luttinger liquid behavior is completely destroyed by
impurities. Therefore one cannot exclude the possibility that the experiments
do not measure the Luttinger liquid nature of the system, but are essentially
determined by impurities. Another possibly unjustified idealization in our
calculation is the neglect of processes with large momentum transfers, which
might favour charge-density wave instabilities or other broken symmetries.
The associated pseudo-gaps in the excitation spectrum will certainly lead to
a further suppression of the momentum integrated spectral function in the
vicinity of the Fermi energy, which competes with the suppression inherent
in the Luttinger liquid state. Nevertheless, in spite of all these caveats, we
believe that the large value of γcb due to long-range Coulomb forces can give
rise to an important contribution to the suppression of the spectral weight
seen in the experiments.
At finite τ we have not been able to calculate the integral defining
Q(x, τ) analytically. In [7.1] the numerical method developed by Meden and
Scho¨nhammer [7.20] was used to calculate the full momentum- and frequency-
dependent spectral function. More detailed numerical calculations can be
found in the thesis by Meden [7.19]. In contrast to our present discussion, in
the works [7.1, 7.2, 7.19] the spin degree of freedom was also taken into ac-
count, and the phenomenon of spin-charge separation was studied. The fact
that the spin and the charge excitations manifest themselves with different
velocities in the single-particle Green’s function is one of the fundamental
characteristics of a Luttinger liquid [7.15].
7.2 Finite interchain hopping
Experimentally the interchain hopping t⊥ can never be completely turned off.
Realistic Fermi surfaces of quasi-one-dimensional conductors have therefore
the form shown in Fig. 7.2. The amplitude of the modulation of the Fermi
surface sheets is proportional to the interchain hopping t⊥. Because the in-
trachain hopping t‖ is of the order of EF, the relevant small dimensionless
parameter which measures the quasi-one-dimensionality of the system is
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Fig. 7.2. Fermi surface of
a periodic array of chains
with interchain hopping.
Only the intersection with
the plane kz = 0 is shown.
θ =
|t⊥|
EF
. (7.24)
From the previous section we know that for θ = 0 the system is a Luttinger
liquid. We now calculate the Green’s function of the system for small but finite
θ, assuming transverse hopping only in the y-direction. This approximation is
justified for materials where the interchain hopping t⊥ = ty in the y-direction
is large compared with the interchain hopping in the z-direction. As discussed
in [7.5], this condition is satisfied for some experimentally studied materials.
7.2.1 The 4-patch model
We now break the symmetry of the Fermi surface by deforming the flat sheets
into wedges, so that we obtain a model with four patches.
For simplicity let us first assume that the Fermi surface has the shape shown
in Fig. 7.3: it consists of four perfectly flat patches, which are obtained by
replacing the sine modulation in Fig. 7.2 by a triangle. Because the coefficients
in the Fourier decomposition of a triangular wave vanish rather slowly, the
microscopic origin for such a Fermi surface is a particular superposition of
long-range hoppings. We shall refer to our hopping model as the 4-patch
model. In a sense, this is the simplest example for a non-trivial model in
d > 1 which can be discussed within the framework of higher-dimensional
bosonization. The patches are now labelled by α = 1, 2, 3, 4. Because the
curvature of the patches vanishes by construction, the local Fermi velocities
are constant on a given patch. From Fig. 7.3 we see that
v1 = (ex cos θ + ey sin θ)vF
v2 = (ex cos θ − ey sin θ)vF
v3 = (−ex cos θ + ey sin θ)vF
v4 = (−ex cos θ − ey sin θ)vF
. (7.25)
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Fig. 7.3. Fermi surface of the 4-patch model. Only the intersection with a
plane of constant kz is shown.
To calculate the Green’s function, we simply repeat the steps of the previous
section. The non-interacting polarization is now
Π0(q) =
ν
4
4∑
α=1
vα · q
vα · q − iωm =
ν
2
2∑
α=1
(vα · q)2
(vα · q)2 + ω2m
, (7.26)
where the global density of states ν =
∑4
α=1 ν
α is for small θ identical with
Eq.(7.3). As usual, the collective modes are obtained by solving Eq.(A.70),
which for M = 4 patches leads to the bi-quadratic equation
z4 −
(
1 +
Fq
2
)(
ξ2q + ξ˜
2
q
)
z2 + (1 + Fq)ξ
2
q ξ˜
2
q = 0 , (7.27)
where we have introduced the notation
ξq = v
1 · q = vF(qx cos θ + qy sin θ) , (7.28)
ξ˜q = v
2 · q = vF(qx cos θ − qy sin θ) . (7.29)
The bi-quadratic equation (7.27) is easily solved. The two solutions are
ω2q =
(
1 +
Fq
2
)
ξ2q + ξ˜
2
q
2
+
1
2

F 2q
(
ξ2q + ξ˜
2
q
2
)2
+ (1 + Fq)(ξ
2
q − ξ˜2q)2


1/2
, (7.30)
ω˜2q =
(
1 +
Fq
2
)
ξ2q + ξ˜
2
q
2
−1
2

F 2q
(
ξ2q + ξ˜
2
q
2
)2
+ (1 + Fq)(ξ
2
q − ξ˜2q)2


1/2
. (7.31)
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Note that for small θ
ξ2q + ξ˜
2
q
2
≈ v2F(q2x + θ2q2y) , (7.32)
ξ2q − ξ˜2q ≈ 4θv2Fqxqy , (7.33)
ξq ξ˜q ≈ v2F(q2x − θ2q2y) , (7.34)
and that
ω2q − ω˜2q =

F 2q
(
ξ2q + ξ˜
2
q
2
)2
+ (1 + Fq)(ξ
2
q − ξ˜2q)2


1/2
. (7.35)
The right-hand side of Eq.(7.31) is non-negative because
[(
1 +
Fq
2
)
ξ2q + ξ˜
2
q
2
]2
− 1
4

F 2q
(
ξ2q + ξ˜
2
q
2
)2
+ (1 + Fq)(ξ
2
q − ξ˜2q)2


= (1 + Fq)ξ
2
q ξ˜
2
q ≥ 0 . (7.36)
Therefore both modes ωq and ω˜q are not damped and give rise to δ-function
peaks in the dynamic structure factor. The dielectric function is then given
by
ǫRPA(q, ω) ≡ 1 + FqΠ0(q, ω) =
(ω2 − ω2q)(ω2 − ω˜2q)
(ω2 − ξ2q)(ω2 − ξ˜2q)
, (7.37)
so that the RPA polarization is simply
ΠRPA(q, ω) = ν
ξ2q ξ˜
2
q − ω2
ξ2q+ξ˜
2
q
2
(ω2 − ω2q)(ω2 − ω˜2q)
. (7.38)
Note that ǫRPA(q, ξq) = ǫRPA(q, ξ˜q) =∞, in agreement with Eq.(6.23). The
RPA dynamic structure factor is then easily calculated from Eq.(2.45). For
ω > 0 we obtain
SRPA(q, ω) = Zqδ(ω − ωq) + Z˜qδ(ω − ω˜q) , (7.39)
with the residues given by
Zq =
ν
2ωq
ω2q
ξ2q+ξ˜
2
q
2 − ξ2q ξ˜2q
ω2q − ω˜2q
, (7.40)
Z˜q =
ν
2ω˜q
ξ2q ξ˜
2
q − ω˜2q
ξ2q+ξ˜
2
q
2
ω2q − ω˜2q
. (7.41)
7.2 Finite interchain hopping 159
In the limit θ → 0 we have ξ˜q → ξq → vFqx, so that ωq →
√
1 + FqvF|qx| and
ω˜q → vF|qx|. It is also easy to see that the residue Zq reduces in this limit to
the result (7.5) without interchain hopping, while the residue Z˜q vanishes.
To calculate the Green’s function, we substitute Eq.(7.39) into Eqs.(6.14),
(6.16) and (6.17). Because the dynamic structure factor consists of a sum of
two δ-functions, the frequency integration is trivial. As before Lαq (τ) = 0,
because we have covered the Fermi surface with a finite number of patches.
To see whether the interchain hopping destroys the Luttinger liquid state, it
is sufficient to calculate the static Debye-Waller factor. Substituting Eq.(7.39)
into Eqs.(6.14) and (6.16), we obtain
Qα(rα‖ vˆ
α, 0) = Rα − Sα(rα‖ vˆα, 0)
= − 1
V
∑
q
[
1− cos(vˆα · qrα‖ )
]
f2q
[
Zq
(ωq + |vα · q|)2 +
Z˜q
(ω˜q + |vα · q|)2
]
.
(7.42)
To evaluate Eq.(7.42), we need to simplify the above expressions for the
collective modes and the associated residues. Depending on the relative order
of magnitude of Fq and θ, three regimes have to be distinguished,
(a) : θ ≪ 1≪ Fq
(b) : θ ≪ Fq ≪ 1
(c) : Fq ≪ θ ≪ 1
. (7.43)
Note that in the weak coupling regime (b) the energy scale set by the interac-
tion is smaller than the intrachain hopping energy t‖, but still large compared
with the interchain hopping t⊥. In the second weak coupling regime (c) the
interaction is even smaller than the kinetic energy associated with transverse
hopping. Because for |q| <∼ κ the dimensionless Coulomb interaction Fq is
large compared with unity, in the present problem only the strong coupling
regime (a) is of interest.
We begin with the evaluation of the first term in Eq.(7.42) involving the
mode ωq. We then show that the contribution of the second term, which
involves the other mode ω˜q, grows actually logarithmically for r
α
‖ →∞, sig-
naling Luttinger liquid behavior. However, this is due to an unphysical nest-
ing symmetry inherent in our 4-patch model with flat patches; in Sect. 7.2.2
we shall slightly deform our patches so that they have a finite curvature,
and show that in this case the contribution from the second mode remains
bounded for all rα‖ and is negligible compared with the contribution from the
first mode.
The plasmon mode
From Eqs.(7.30) and (7.31) it is easy to see that, up to higher orders in
θ/Fq, the collective density mode ωq in the strong coupling regime can be
approximated by
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ωq ≈ vF
√
1 + Fq
√
q2x + θ
2q2y . (7.44)
Note that for θ → 0 this mode reduces to the plasmon mode (7.4) in the
absence of interchain hopping. Therefore we shall refer to the collective mode
ωq as the plasmon mode. Substituting Eq.(7.44) into Eq.(7.40), we obtain for
the associated residue
Zq ≈
νvF
√
q2x + θ
2q2y
2
√
1 + Fq
, (7.45)
which should be compared with Eq.(7.5). Note that the only effect of the
interchain hopping is the replacement |qx| →
√
q2x + θ
2q2y. The contribution
Rαpl of the plasmon mode to the constant part R
α of the Debye-Waller factor
(7.42) is then for small θ given by
Rαpl = −
∫ ∞
0
dqx
〈
1√
q2x + θ
2q2y
F 2q
2
√
1 + Fq
[√
1 + Fq + 1
]2
〉
BZ
. (7.46)
Although Rαpl is to this order in θ independent of α, we shall keep the patch
index here. If we set θ = 0 in this expression, we recover the previous result
(7.7) in the absence of interchain hopping, which is logarithmically divergent.
This divergence is due to the fact that for θ = 0 the first factor in Eq.(7.46)
can be pulled out of the averaging bracket. However, for any finite θ the qx-
and qy-integrations are correlated, so that it is not possible to factorize the
integrations. Hence, any non-zero value of θ couples the phase space of the
q-integration. Because for θ → 0 the integral in Eq.(7.46) is logarithmically
divergent, the coefficient of the leading logarithmic term can be extracted
by ignoring the qx-dependence of the second factor in the averaging bracket.
Then we obtain to leading logarithmic order
Rαpl ∼ −
∫ κ
0
dqx
〈
1√
q2x + θ
2q2y
lim
qx→0
[
F 2q
2
√
1 + Fq
[√
1 + Fq + 1
]2
]〉
BZ
= −
〈
ln
(
κ
θ|qy|
)
lim
qx→0
[
F 2q
2
√
1 + Fq
[√
1 + Fq + 1
]2
]〉
BZ
= −γcb
[
ln
(
1
θ
)
+ b1
]
, (7.47)
where γcb is given in Eq.(7.23), and b1 is a numerical constant of the order
of unity.
The contribution Sαpl(r
α
‖ vˆ
α, 0) of the plasmon mode to the spatially vary-
ing part of the Debye-Waller factor at equal times can be calculated anal-
ogously. Note that rα‖ = vˆ
α · r = ±rx cos θ ± ry sin θ. Repeating the steps
leading to Eq.(7.46), we obtain
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Sαpl(r
α
‖ vˆ
α, 0) = −
∫ ∞
0
dqx cos(qxr
α
‖ )
×
〈
cos(θqyr
α
‖ )√
q2x + θ
2q2y
F 2q
2
√
1 + Fq
[√
1 + Fq + 1
]2
〉
BZ
.
(7.48)
Because the Thomas-Fermi wave-vector κ acts as an effective ultraviolet cut-
off, the value of the integral (7.48) is determined by the regime |q| <∼ κ. For
θκ|rα‖ | ≪ 1 we may approximate in this regime cos(θqyrα‖ ) ≈ 1 under the
integral sign. Furthermore, for κ|rα‖ | ≫ 1 the oscillating factor cos(qxrα‖ ) ef-
fectively replaces κ by |rα‖ |−1 as relevant ultraviolet cutoff. We conclude that
in the parametrically large intermediate regime
κ−1 ≪ |rα‖ | ≪ (θκ)−1 (7.49)
we have to leading logarithmic order
Sαpl(r
α
‖ vˆ
α, 0) ∼ −γcb
[
ln
(
1
θκ|rα‖ |
)
+ b2
]
, (7.50)
where b2 is another numerical constant.
The nesting mode
Let us now focus on the contribution from the second term in Eq.(7.42), which
involves the collective mode ω˜q. With the help of Eq.(7.36) the dispersion of
this mode can also be written as
ω˜2q =
(
1 +
Fq
2
)
ξ2q + ξ˜
2
q
2
[
1− (1−Gq)1/2
]
, (7.51)
Gq ≡ (1 + Fq)
(1 +
Fq
2 )
2
4ξ2q ξ˜
2
q(
ξ2q + ξ˜
2
q
)2 . (7.52)
For |Gq | ≪ 1 this implies to leading order
ω˜q ≈
√
1 + Fq
1 +
Fq
2
|ξq||ξ˜q|√
ξ2q + ξ˜
2
q
. (7.53)
From this expression it is obvious that ω˜q vanishes on the planes defined by
ξq = 0 or ξ˜q = 0. These equations define precisely the set of points on the
Fermi surface. The vanishing of the collective mode ω˜q on the Fermi surface
is due to the fact that by construction the curvature of the patches is exactly
zero, so that the Fermi surface has a nesting symmetry: patches 1 and 4 (or
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2 and 3) in Fig. 7.3 can be connected by vectors in the directions of v1 (or
v2) that can be attached to an arbitrary point on the patches. For realistic
Fermi surfaces of the type shown in Fig. 7.2 this nesting symmetry is absent,
so that the associated zero modes do not exist. The vanishing of the mode ω˜q
gives rise to an unphysical singularity in Eq.(7.42). To see this more clearly,
it is necessary to calculate the residue Z˜q in the regime |Gq| ≪ 1. Expanding
the square root in Eq.(7.51) to second order in Gq, we obtain
ω˜2q =
1 + Fq
1 +
Fq
2
ξ2q ξ˜
2
q
ξ2q + ξ˜
2
q
[
1 +
Gq
4
+O(G2q)
]
. (7.54)
The numerator in the expression for the associated residue Z˜q (see Eq.(7.41))
can then be written as
ξ2q ξ˜
2
q − ω˜2q
ξ2q + ξ˜
2
q
2
≈ ξ
2
q ξ˜
2
q
2 + Fq
[
1− (1 + Fq)Gq
4
]
. (7.55)
For simplicity let us first consider the regime Fq ≫ 1. From the definition
(7.52) it is clear that in this case the condition |Gq| ≪ 1 is valid for all
values of ξq and ξ˜q. Because the terms of order G
2
q that have been ignored in
Eq.(7.54) are proportional to F−2q , it is consistent to expand the right-hand
side of Eq.(7.55) to first order in F−1q , in which case we obtain
ξ2q ξ˜
2
q − ω˜2q
ξ2q + ξ˜
2
q
2
≈ ξ
2
q ξ˜
2
q
Fq
[
(ξ2q − ξ˜2q)2
(ξ2q + ξ˜
2
q)
2
+O(F−1q )
]
. (7.56)
Substituting this expression into Eq.(7.41) and using Eqs.(7.53) and (7.44),
we obtain for Fq ≫ 1
Z˜q ≈ ν√
2F 2q
|ξq||ξ˜q |√
ξ2q + ξ˜
2
q
(ξ2q − ξ˜2q)2
(ξ2q + ξ˜
2
q)
2
. (7.57)
Note that this expression correctly vanishes if we set θ = 0. We conclude that
for Fq ≫ 1 the second term in Eq.(7.42) involves the integrand
Z˜q
(ω˜q + |vα · q|)2 ≈
ν|ξ˜q |√
2F 2q |ξq |
√
ξ2q + ξ˜
2
q
(ξ2q − ξ˜2q)2
(ξ2q + ξ˜
2
q)
2

 √2|ξ˜q|√
ξ2q + ξ˜
2
q
+ 1


−2
, (7.58)
where, without loss of generality, we have set vα · q = ξq. To discuss the sin-
gularities of this integrand, it is convenient to choose the integration variables
q‖ = vˆ
1 · q = qx cos θ+ qy sin θ and q⊥ = −qx sin θ+ qy cos θ. Then ξq = vFq‖
and ξ˜q = vF(q‖ − 2θq⊥) to leading order in θ. Hence,
(ξ2q − ξ˜2q)2
(ξ2q + ξ˜
2
q)
2
∼
{
θ2q2⊥/q
2
‖ for |q‖| >∼ θ|q⊥|
1 for |q‖| <∼ θ|q⊥|
. (7.59)
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Note that the condition |q‖| <∼ θ|q⊥| is equivalent with |ξq| <∼ |ξ˜q|. Geometri-
cally this means that the wave-vector q is almost parallel to the surface of
the first and fourth patch, so that its projection q‖ onto the local normals vˆ
1
and vˆ4 is much smaller than the projection onto the normals vˆ2 and vˆ3 of the
other two patches, see Fig. 7.4. The contribution from the regime |q‖| >∼ θ|q⊥|
1
3
2
q
4
q
q
v
v
v
v
Fig. 7.4.Wave-vector q that con-
tributes to the nesting instability
in the 4-patch model. The direc-
tion of q is almost perpendicular
to v1 and v4, so that |q‖| <∼ θ|q⊥|
and hence |ξq| <∼ |ξ˜q|.
to Eq.(7.42) is finite and small in the strong coupling limit of interest here.
On the other hand, in the regime |q‖| <∼ θ|q⊥| we have
Z˜q
(ω˜q + |vα · q|)2 ≈
ν
vF|q‖|
1√
2(
√
2 + 1)2F 2q
, for Fq ≫ 1 . (7.60)
Substituting this expression into Eq.(7.42), we see that the contribution of the
nesting mode to the constant part Rα of our Debye-Waller factor leads to the
logarithmically divergent integral
∫ θ|q⊥|
0
dq‖
q‖
. Of course, in the combination
Rα − Sα(rα‖ vˆα, τ) this divergence is removed, and we obtain a Debye-Waller
factor that grows logarithmically at large distances. This is precisely the
Luttinger liquid behavior discussed in Chap. 6.3, so that our 4-patch model is
a higher-dimensional example for a Luttinger liquid. However, the logarithmic
growth of the static Debye-Waller factor at large distances is not due to the
collective mode ωq which in the limit θ → 0 can be identified with the plasmon
without interchain hopping; instead, in our 4-patch model the Luttinger liquid
behavior is generated by the new nesting mode ω˜q, which disappears at θ = 0.
Clearly, the non-Fermi liquid behavior of our 4-patch model is due to the
artificial nesting symmetry of the Fermi surface, which manifests itself for
|q‖| <∼ θ|q⊥|. In this regime the dimensionless parameter Gq in Eq.(7.51) is
small compared with unity for all Fq, so that it is easy to repeat the above
calculations for arbitrary Fq . We obtain from Eq.(7.53) to leading order
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ω˜q ≈
√
1 + Fq
1 +
Fq
2
vF|q‖| , |q‖| <∼ θ|q⊥| , (7.61)
and from Eqs.(7.41) and (7.55)
Z˜q ≈
νvF|q‖|
4[1 +
Fq
2 ]
3
2 [1 + Fq]
1
2
, |q‖| <∼ θ|q⊥| . (7.62)
In the limit Fq ≫ 1 this expression agrees with Eq.(7.57) if we restrict our-
selves to the regime |ξq| <∼ |ξ˜q|. We conclude that for |q‖| <∼ θ|q⊥|
Z˜q
(ω˜q + |vα · q|)2 ≈
ν
4vF|q‖|[1 + Fq2 ]
3
2 [1 + Fq]
1
2
[√
1+Fq
1+
Fq
2
+ 1
]2 . (7.63)
It is now obvious that the nesting singularity exists for arbitrary coupling
strength. However, this singularity is an unphysical feature of our 4-patch
model, and does not exist for realistic Fermi surfaces shown in Fig. 7.2.
We shall now refine our model by giving the patches a finite curvature. We
then use our bosonization results for non-linear energy dispersion derived
in Chap. 5.2 to show that the contribution from the nesting mode becomes
negligible compared with the contribution from the plasmon mode ωq.
7.2.2 How curvature kills the nesting singularity
We consider a generalized 4-patch model with curved patches, and first give
a simple intuitive argument why the quadratic term in the energy dispersion
removes the nesting singularity. We then use our result (6.4) for the Debye-
Waller factor with non-linear energy dispersion to confirm this argument by
explicit calculation.
It is physically clear that any finite curvature of the patches will destroy
the nesting symmetry and hence remove the logarithmic divergence in the
Debye-Waller factor. Let us therefore replace the completely flat patches of
Fig. 7.3 by the slightly curved patches shown in Fig. 7.5. The corresponding
energy dispersions are
ξαq = v
α · q + q
2
⊥
2m⊥
, q⊥ = vˆ
α
⊥ · q , (7.64)
where vˆα⊥ is a unit vector perpendicular to v
α, and the effective mass m⊥ is
negative. Note that terms of the form q2‖/(2m‖) do not describe the curvature
of the patches and can be ignored for our purpose (recall the discussion
after Eq.(5.101) in Chap. 5.2). Let us first estimate the effect of curvature
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Fig. 7.5. Fermi
surface of the 4-
patch model with
curved patches. If
the component of q
perpendicular to vα
is denoted by q⊥,
the patches can be
described by energy
dispersions of the
form (7.64) with
negative effective
mass m⊥.
in a simple qualitative way, which leads to exactly the same result as the
explicit evaluation of the bosonization expression for curved Fermi surfaces.
Obviously, the curvature term in the energy dispersion becomes important for
vF|q‖| <∼ q2⊥/(2|m⊥|). Therefore we expect that for curved patches the lower
limit for the q‖-integral will effectively be replaced by q2⊥/(2|m⊥|vF). We
conclude that the effect of curvature can be qualitatively taken into account
by substituting∫ θ|q⊥|
0
dq‖
q‖
→
∫ θ|q⊥|
q2
⊥
2|m⊥|vF
dq‖
q‖
= ln
(
2|m⊥|vFθ
|q⊥|
)
. (7.65)
In physically relevant cases we expect |m⊥| ≈ m‖/θ = kF/(vFθ), so that
the right-hand side of Eq.(7.65) reduces to the integrable logarithmic factor
ln(2kF/|q⊥|). Note that the above argument is only consistent if q2⊥/(2|m⊥|vF)≪
θ|q⊥|, even for the largest relevant q⊥. Keeping in mind that the effective
ultraviolet-cutoff for the q⊥-integral is the Thomas-Fermi wave-vector κ (see
Eq.(7.11)), this condition reduces to κ ≪ kF. Combining Eqs.(7.60) and
(7.65), it is easy to see that the (regularized) nesting mode simply renormal-
izes the numerical constant b1 in Eq.(7.47). We therefore conclude that the
leading small-θ behavior of Rα is entirely due to the plasmon mode ωq.
We now confirm the above argument with the help of the bosonization
result for the Green’s function for non-linear energy dispersion derived in
Chap. 5.2. With finite curvature we should replace the expression (7.42) for
the constant part of the Debye-Waller factor of the 4-patch model by Rα1
given in Eq.(6.4). Of course, we should now use the dynamic structure factor
SRPA(q, ω) corresponding to the Fermi surface shown in Fig. 7.5. Due to the
curvature of patches, SRPA(q, ω) is now more complicated than in Eq.(7.39).
Apart from a δ-function peak representing the physical plasmon mode, we
expect that, due to Landau damping, the peak associated with the nesting
mode ω˜q is now spread out into a continuum in a finite frequency interval.
However, in order to estimate the fate of the nesting mode in the presence
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of curvature, it is sufficient to substitute the dynamic structure factor (7.39)
for flat patches into Eq.(6.4). Certainly, if in this approximation the nesting
singularity is removed, then more accurate approximations for SRPA(q, ω)
will lead to the same result, because the curvature terms smooth out the
sharpness of the nesting mode. Combining then Eqs.(7.39) and (6.4), we see
that the contribution of the nesting mode to Rα1 is given by
Rα1,nest ≈ −
1
V
∑
q
f2q Z˜q
2sgn(ξαq )
q2
⊥
|m⊥| (ω˜q + |ξαq |)
, (7.66)
with Z˜q and ω˜q given in Eqs.(7.41) and (7.51). From Sect. 7.2.1 we know that
possible nesting singularities are due to the regime |q‖| <∼ θ|q⊥|. Thus, restrict-
ing the integral in Eq.(7.66) to this regime, we have from Eqs.(7.57) and (7.53)
in the strong coupling limit f2q Z˜q ≈ vF|q‖|/(
√
2ν) and ω˜q ≈
√
2vF|q‖|. Re-
call that for the three-dimensional Coulomb interaction the strong-coupling
condition νfq ≫ 1 is equivalent with |q| ≪ κ, where the Thomas-Fermi wave-
vector κ is given in Eq.(7.11). It is useful to introduce again the integration
variables q‖ = vˆ
α · q and q⊥ = vˆα⊥ · q. Putting everything together, we find
that the contribution from the critical regime |q‖| <∼ θ|q⊥| to Eq.(6.4) can be
written as
Rα1,nest ≈ −
√
2κ
π3ν
∫ κ
0
dq⊥
|m⊥|
q2⊥
∫ θ|q⊥|
−θ|q⊥|
dq‖
|q‖|sgn(q‖ − q
2
⊥
2|m⊥|vF )√
2|q‖|+
∣∣∣q‖ − q2⊥2|m⊥|vF
∣∣∣ . (7.67)
The q‖-integration can now be performed analytically. The integral is propor-
tional to q2⊥/|m⊥|, which cancels the singular factor of |m⊥|/q2⊥ in Eq.(7.67).
We obtain
Rα1,nest ≈ −
√
2κ
2(
√
2 + 1)2π3νvF
∫ κ
0
dq⊥
[
ln
(
2|m⊥|vFθ
q⊥
)
+ b3
]
, (7.68)
where b3 is a numerical constant of the order of unity. This is the same
type of integral as in Eq.(7.65), so that our simple intuitive arguments given
above are now put on a more solid basis. As already mentioned, in physically
relevant cases we expect |m⊥|vFθ ≈ kF. Using then Eqs.(7.3) and (7.11), we
finally obtain
Rα1,nest ≈ −γcbb4 , (7.69)
where γcb = e
2/(2πvF) (see Eq.(7.23)), and b4 is another numerical constant
of the order of unity. Thus, for patches with finite curvature the contribution
of the nesting mode is finite. It is also easy to see that the curvature terms
do not modify the logarithmic small-θ behavior of Rα given in Eq.(7.47).
This is so because the leading ln(1/θ)-term in Eq.(7.47) is generated by the
energy scale vFθ|q⊥|, which is by assumption larger than the curvature energy
q2⊥/(2|m⊥|).
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7.2.3 Anomalous scaling in a Fermi liquid
Now comes the important conclusion about the physical system of interest (to
be distinguished from the 4-patch model discussed in Sect. 7.2.1).
Comparing Eq.(7.69) with the corresponding contribution (7.47) to the
Debye-Waller factor that is due to the plasmon mode ωq, we conclude that for
small θ the Debye-Waller factor is dominated by the plasmon mode. In par-
ticular, for realistic Fermi surfaces of the form shown in Fig. 7.2 the constant
part Rα of the Debye-Waller factor is finite. To leading logarithmic order
for small θ we may therefore approximate Rα ≈ Rαpl, where Rαpl is given in
Eq.(7.47). We conclude that for any non-zero θ the system is a Fermi liquid,
with quasi-particle residue
Zα = eR
α ∝ θγcb , (7.70)
where γcb is given in Eq.(7.23). Thus, for θ → 0 the quasi-particle residue
vanishes with a non-universal power of θ, which can be identified with the
anomalous dimension of the corresponding Luttinger liquid that would exist
for θ = 0 at the same value of the dimensionless coupling constant e2/vF.
Combining Eqs.(7.47) and (7.50), we obtain for the total static Debye-Waller
factor to leading logarithmic order in θ
Qα(rα‖ vˆ
α, 0) = Rα − Sα(rα‖ vˆα, 0)
= −γcb
[
ln(κ|rα‖ |) +O(1)
]
, κ−1 ≪ |rα‖ | ≪ (θκ)−1 . (7.71)
Exponentiating this expression, we see that the interacting Green’s function
satisfies the anomalous scaling relation,
Gα(r/s, 0) = s3+γcbGα(r, 0) , κ−1 ≪ |rα‖ | , |rα‖ |/s≪ (θκ)−1 . (7.72)
Thus, in spite of the fact that the system is a Fermi liquid, there exists
for small θ a parametrically large intermediate regime where the interacting
Green’s function satisfies the anomalous scaling law typical for Luttinger
liquids, as discussed in Chap. 6.3. Moreover, the effective anomalous exponent
is precisely given by the anomalous dimension of the Luttinger liquid that
would exist for θ = 0. This is a very important result, because in realistic
experimental systems the interchain hopping t⊥ is never exactly zero. We thus
arrive at the important conclusion that for small θ the anomalous dimension
of the Luttinger liquid is in principle measurable, although strictly speaking
the system is a Fermi liquid. The relevance of t⊥ in an infinite array of
weakly coupled chains has also been discussed in [7.11, 7.15] by means of a
perturbative expansion to lowest order in t⊥. In contrast, our approach is
non-perturbative in t⊥.
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7.2.4 The nesting singularity for general Fermi surfaces
We show that quite generally the nesting symmetries introduced via the patch-
ing construction give rise to logarithmic singularities and hence to unphysical
Luttinger liquid behavior.
The nesting singularity discussed in Sect. 7.2.1 is not a special feature of our
4-patch model. Singularities of this type will appear in any model where the
Fermi surface is covered by a finite number M of flat patches, such that at
least some of the patches have a nesting symmetry. The simplest analytically
tractable case is perhaps a square Fermi surface (M = 4) in two dimensions,
which has first been discussed by Mattis [7.21], and more recently by Hlubina
[7.22] and by Luther [7.23]. However, unless there exists a real physical nesting
symmetry in the problem, these nesting singularities are artificially generated
by approximating a curved Fermi surface by a collection of completely flat
patches.
There are several ways to cure this problem. The simplest one is perhaps to
choose the patches such that nesting symmetries do not exist. For example,
in the case of a circular Fermi surface in d = 2 we avoid artificial nesting
symmetries by choosing an odd number of identical patches (see Fig. 5.1 for
M = 5). The disadvantage of this construction is that it explicitly breaks the
inversion symmetry of the Fermi surface, so that the negative frequency part
of the dynamic structure factor has to be treated separately1.
The second possibility is to take the limit M →∞ at some intermediate
point in the calculation, for example in the Debye-Waller factor given in
Eqs.(5.31)–(5.33). Because for finite M the residue of the nesting mode in
the dynamic structure factor is proportional toM−1, its contribution vanishes
in the limit M → ∞. To see this, suppose that we approximate a spherical
Fermi surface with an even number M of identical patches (see Fig. 2.3 for
M = 12 in two dimensions). The corresponding non-interacting polarization
Π0(q, z) is given in Eq.(A.66). From the discussion of the nesting mode in
the 4-patch model in Sect. 7.2.1 we expect that for some directions of q
there will exist one particular patch PµΛ such that the energy |vµ · q| is much
smaller than all the other energies |vα · q|, α 6= µ. Furthermore, we expect
that for sufficiently small qµ‖ ≡ vˆµ · q the nesting mode ωµq gives rise to a
δ-function peak in the dynamic structure factor with ωµq ∝ |vµ · q|. Because
for sufficiently small qµ‖ this energy is much smaller than |vα · q| with α 6= µ,
the energy dispersion of the nesting mode can be approximately calculated
by setting z2 = 0 in all terms with α 6= µ in the expression (A.66) for the
non-interacting polarization Π0(q, z) for finite patch number. This yields for
1 As already mentioned in the first footnote of Chap. 6, in this case the relation
(2.42) between the imaginary part of the polarization and the dynamic structure
factor (and all equations derived from Eq.(2.42)) are not correct. In particular,
the expressions derived in Chap. 6.1 cannot be used.
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the polarization in the regime of wave-vectors q satisfying |vµ · q| ≪ |vα · q|
for α 6= µ
Π0(q, z) ≈ ν
M
[
M − 2 + 2(v
µ · q)2
(vµ · q)2 − z2
]
. (7.73)
The collective mode equation (A.70) is then easily solved, with the result
that the dispersion of the nesting mode is given by
ωµq =
√
1 + Fq
1 + M−2M Fq
|vµ · q| . (7.74)
For the associated residue we obtain with the help of Eq.(A.75)
Zµq ≡
ν2
F 2q
∂
∂zΠ0(q, z)
∣∣
z=ωµq
=
ν|vµ · q|
M
[
1 + M−2M Fq
] 3
2 [1 + Fq ]
1
2
. (7.75)
If we set M = 4 we recover the corresponding expressions (7.61) and (7.62)
for the nesting mode in the 4-patch model. From Eq.(6.14) it is now obvious
that in the thermodynamic limit the constant part Rµ of the Debye-Waller
factor is proportional to 1M
∫
0
dq‖
q‖
. Clearly, the logarithmic divergence for
finite M is removed if the take the limit M → ∞. It should be kept in
mind, however, that taking the limit M → ∞ at intermediate stages of the
calculation is not quite satisfactory, because M →∞ implies that the patch
cutoff Λ vanishes. As discussed in Chap. 6.1.3, in this case it is difficult to
formally justify our derivation of the Green’s function with linearized energy
dispersion given in Chap. 5.1, because the condition qc ≪ Λ is violated in
this limit (see Fig. 2.5). In Sect. 7.2.2 we have solved this problem with the
help of our background field method developed in Chap. 5.2, which leads to
a simple way for including the effect of the curvature of the Fermi surface
into the bosonization procedure.
7.3 Summary and outlook
In this chapter we have used our non-perturbative higher-dimensional bosoniza-
tion approach to calculate the single-particle Green’s function of weakly cou-
pled metallic chains. This problem is not only of current experimental inter-
est, but its solution via higher-dimensional bosonization also nicely illustrates
the approximations inherent in this approach. In particular, we have shown
that the replacement of a curved Fermi surface by a finite number of flat
patches leads to unphysical logarithmic singularities and to Luttinger behav-
ior in the Green’s function when at least two opposite patches are parallel. In
this respect we agree with the works by Mattis [7.21] and by Hlubina [7.22],
who studied this problem in the special case of a square Fermi surface. How-
ever, we have also shown that for more realistic curved Fermi surfaces these
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logarithmic singularities disappear. Any finite value of the interchain hop-
ping t⊥ leads then to a bounded Debye-Waller factor, signalling Fermi liquid
behavior.
Very recently the singularities generated by flat regions on opposite sides
of a two-dimensional Fermi surface have been analyzed by Zheleznyak et
al. [7.24] with the help of the parquet approximation [7.9, 7.25]. These au-
thors obtained results which are, at least at the first sight, at variance with
our finding (as well as with [7.21,7.22]). Note, however, that in our approach
we have ignored the spin degree of freedom as well as scattering processes
involving large momentum transfers. In particular, we have not taken into
account the instabilities towards charge- or spin-density wave order, which
according to the authors of [7.24] become essential at sufficiently low tem-
peratures. It is therefore not surprising that we obtain a different result than
Zheleznyak et al. [7.24]. Our calculation is restricted to a parameter regime
where the low energy physics is dominated by forward scattering. The exis-
tence of such a regime is by no means obvious [7.9], and we have assumed that
for some range of temperature, interchain hopping, and interaction strength
the instabilities mentioned above can indeed be ignored.
Our finding that any finite value of the interchain hopping leads to a Fermi
liquid is supported by lowest order perturbation theory [7.15]. However, there
have been recent claims in the literature [7.26,7.27] that coupled chains with
finite t⊥ can remain Luttinger liquids if the interaction is sufficiently strong,
so that the anomalous dimension characterizing the Luttinger liquid at t⊥ = 0
exceeds a certain critical value. It is important to realize that this result can
only be obtained within an approach that allows for a change in the shape
of the Fermi surface as the interaction is turned on2. Unfortunately, higher-
dimensional bosonization with linearized energy dispersion cannot describe
the renormalization of the shape of the Fermi surface due to the interactions,
because after the linearization the relative position of the flat patches on the
Fermi surface remains completely rigid3. On the other hand, our more general
bosonization result for the Green’s function with non-linear energy disper-
sion derived in Chap. 5.2 certainly incorporates also the renormalization of
the shape of the Fermi surface due to the interactions. Thus, an extremely
interesting open problem is the full analysis of the higher-dimensional
bosonization result for the Green’s function of coupled chains with
non-linear energy dispersion. Note that within the Gaussian approxi-
mation one should not only calculate the Debye-Waller factor Qα1 (r, τ) in
Eqs.(5.151)–(5.153), but also the prefactor self-energy Σα1 (q˜) and the vertex
function Y α(q˜) given in Eqs.(5.159) and (5.162). Furthermore, although for
t⊥ = 0 and for linearized energy dispersion the Gaussian approximation is ex-
act and correctly reproduces the solution of the Tomonaga-Luttinger model
2 I would like to thank Steven Strong for his detailed explanations of this point.
3 Recall in this context our discussion at the end of Chap. 5.1.5. concerning the
absence of effective mass renormalizations for linearized energy dispersion.
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(see Chap. 6.3), it is not clear whether for finite t⊥ the Gaussian approx-
imation is still sufficient, so that it might be necessary to include at least
certain sub-classes of the non-Gaussian corrections discussed in Chap. 5.2.
Obviously, the problem of coupled chains is far from being solved. We hope
that the methods developed in this book will help to shed more light onto
this very interesting problem.
Finally, we would like to point out that the problem of calculating the
Green’s function of an infinite array of coupled chains is very different from
the problem of two coupled chains [7.13,7.14,7.16,7.17]. The two-chain prob-
lem is it not so easy to solve by means of higher-dimensional bosonization,
because in this case the Fermi surface consists of four isolated points, which
evidently cannot be treated as a simple higher-dimensional surface. It turns
out that even for long-range Coulomb interactions it is impossible to map
the two-chain system onto a pure forward scattering problem. In fact, the
calculation of the Green’s function in the two-chain system can be mapped
onto an effective back-scattering problem in one dimension [7.28,7.29], which
in general cannot be solved exactly. However, if one assumes certain special
values of the interchain and intrachain interaction, the Green’s function of
an arbitrary number of coupled chains can be calculated exactly [7.28]. Al-
though these special interactions are perhaps unphysical, it is interesting to
note that in these models Luttinger liquid behavior coexists with coherent
interchain hopping [7.29]. This seems to disagree with the result of Clarke,
Strong, and Anderson [7.26, 7.30], who claim that Luttinger liquid behavior
necessarily destroys coherent interchain hopping.
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8. Electron-phonon interactions
We couple electrons to phonons via Coulomb forces, and show that for
isotropic three-dimensional systems the long-range part of the Coulomb in-
teraction cannot destabilize the Fermi liquid state. However, Luttinger liquid
behavior in three dimensions can be due to quasi-one-dimensional anisotropy
in the electronic band structure or in the phonon frequencies. A brief account
of the results presented in this chapter has been published in [8.1].
The interplay between the vibrations of the ionic lattice in a solid and the
interactions between the conduction electrons still lacks a complete under-
standing [8.2–8.4]. Conventionally this problem is approached perturbatively,
which is possible as long as the mass Mi of the ions is much larger than the
effective mass m of the electrons. In this case a theorem due to Migdal [8.5]
guarantees that, to leading order in
√
m/Mi, the electron-phonon vertex is
not renormalized by phonon corrections. However, in heavy fermion systems
the parameter
√
m/Mi is not necessarily small, so that Migdal’s theorem
may not be valid. Then the self-consistent renormalization of the phonon en-
ergies due to the coupling to the electrons cannot be neglected [8.6, 8.7]. In
diagrammatic approaches it is often tacitly assumed that the phonons remain
well defined collective modes [8.6, 8.7]. Moreover, an implicit assumption in
the proof of Migdal’s theorem is that the electronic system is a Fermi liq-
uid. In view of the experimental evidence of non-Fermi liquid behavior in the
normal state of some of the high-temperature superconductors [8.24], it is de-
sirable to study the coupled electron-phonon system by means of a method
which does not assume a priori a Fermi liquid. Our functional bosonization
approach fulfills this requirement, so that it offers a new non-perturbative
way to study coupled electron-phonon systems in d > 1. In one dimension
the problem of electron-phonon interactions has recently been analyzed via
bosonization in the works [8.8, 8.9].
We would like to emphasize, however, that we shall retain only processes
involving small momentum transfers and neglect superconducting instabili-
ties. Recall that in BCS superconductors the phonons mediate an effective
attractive interaction between the electrons, which at low enough tempera-
tures overcomes the repulsive Coulomb interaction and leads to superconduc-
tivity [8.10]. Thus, the analysis presented below is restricted to the parameter
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regime where the electronic system is in the normal metallic state. However,
we do not assume that the electronic system is a Fermi liquid.
Throughout this chapter we shall work with linearized energy dispersion,
because we shall focus on the calculation of the static Debye-Waller fac-
tor Qα(r, 0). As discussed in Chap. 6.1.3, the long-distance behavior of this
quantity should only be weakly affected by the non-linear terms in the energy
dispersion. Note that this approximation is most likely not sufficient for the
calculation of Qα(r, τ) for τ 6= 0, because in this case the double pole that
appears in the bosonization result for the Debye-Waller factor with linearized
energy dispersion leads to some unphysical features (see the discussion at the
beginning of Chap. 5.2 and in Chap. 6.1.3). In this case one should retain the
non-linear terms in the energy dispersion.
This chapter is subdivided into four main sections. In Sect. 8.1 we define
the coupled electron-phonon system in the language of functional integrals.
By integrating over the phonon degrees of freedom, we then derive the effec-
tive action for the electrons, and determine the precise form of the effective
retarded density-density interaction between the electrons mediated by the
phonons. Because this interaction is of the density-density type discussed in
Chap. 5, we obtain in Sect. 8.2 a non-perturbative expression for the elec-
tronic Green’s function by simply substituting the proper effective interaction
fRPA,αq into Eqs.(5.32) and (5.33). In Sect. 8.3 we show that our approach
takes also the renormalization of the phonon spectrum due to the coupling
to the electrons into account. Finally, in Sect. 8.4 we shall explicitly calculate
the quasi-particle residue and examine the conditions under which the residue
can become small or even vanishes. In particular, we discuss one-dimensional
phonons with dispersion Ωq = cs|qx| that are coupled to three-dimensional
electrons with a spherical Fermi surface. We show that in this case the quasi-
particle residue vanishes at the points kα = ±kFex on the Fermi sphere, and
that close to these special points the single-particle Green’s function exhibits
Luttinger liquid behavior.
8.1 The effective interaction
We introduce a simple model for electrons that are coupled to longitudinal
acoustic phonons and derive the associated retarded electron-electron interac-
tion by means of functional integration.
8.1.1 The Debye model
Following the classic textbook by Fetter and Walecka [8.6], we use the Debye
model to describe the interaction between electrons and longitudinal acoustic
(LA) phonons. In this model the ionic background charge is approximated
by a homogeneous elastic medium. Although the ions in real solids form a
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lattice, the discrete lattice structure is unimportant for LA phonons with
wave-vectors |q| ≪ kF. For a detailed description of this model and its phys-
ical justification see chapter 12 of the book by Fetter and Walecka [8.6].
However, some subtleties concerning screening and phonon energy renormal-
ization have been ignored in [8.6]. To clarify these points, we first give a
careful derivation of the effective electron-electron interaction in this model
via functional integration.
In our Euclidean functional integral approach, the dynamics of the iso-
lated phonon system is described via the action
Sph{b} = β
∑
q
[−iωm +Ωq]b†qbq , (8.1)
where bq is a complex field representing the phonons in the coherent state
functional integral. For simplicity let us first assume isotropic acoustic
phonons, with dispersion relation Ωq = cs|q|, where cs is the bare veloc-
ity of sound, which is determined by the short-range part of the Coulomb
potential and all other non-universal forces between the ions. The long-range
part of the Coulomb potential will be treated explicitly1. In Eq.(8.1) and
all subsequent expressions involving phonon variables it is understood that
wave-vector summations are cut off when the phonon frequency reaches the
Debye frequency [8.11]. As before, the electronic degrees of freedom are rep-
resented by a Grassmann field ψ, so that the total action of the interacting
electron-phonon system is
S{ψ, b} = S0{ψ}+ Sph{b}+ Sint{ψ, b} . (8.2)
Here S0{ψ} describes the dynamics of the non-interacting electron system
(see Eq.(3.3)), and Sint{ψ, b} represents the Coulomb energy associated with
all charge fluctuations in the system,
Sint{ψ, b} = e
2
2
∫ β
0
dτ
∫
dr
∫
dr′
ρtot(r, τ)ρtot(r′, τ)
|r − r′| , (8.3)
where
ρtot(r, τ) = ψ†(r, τ)ψ(r, τ) − ρion(r, τ) (8.4)
represents the total density of charged particles at point r and imaginary
time τ . The ionic density ρion(r, τ) is of the form
ρion(r, τ) = z
N
V
+ δρion(r, τ) , (8.5)
where the first term represents the charge density of the uniform background
charge, which in the absence of phonons exactly compensates the total charge
1 From Appendix A.3.1 it is clear that the boundary between the long- and short-
wavelength regimes is defined by the Thomas-Fermi wave-vector κ = (4pie2ν)1/2.
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of the conduction electrons. Here z ≥ 1 is the valence of the ions and zN is
the total number of conduction electrons. The fluctuating component of the
ionic charge density is related to the bosonic field bq via
δρion(r, τ) = −zN
V
∇ · d(r, τ) , (8.6)
where the displacement field d(r, τ) is given by [8.6]
d(r, τ) =
−i√
N
∑
q
qˆ√
2MiΩq
[
bqe
i(q·r−ωmτ) − b†qe−i(q·r−ωmτ)
]
, (8.7)
so that
∇ · d(r, τ) = 1√
N
∑
q
|q|√
2MiΩq
[
bqe
i(q·r−ωmτ) + b†qe
−i(q·r−ωmτ)
]
. (8.8)
Substituting Eq.(8.4) into Eq.(8.3), we obtain three contributions, which after
Fourier transformation can be written as
Sint{ψ, b} = Selint{ψ}+ Sel−phint {ψ, b}+ Sphint{b} , (8.9)
with
Selint{ψ} =
β
2V
∑
q
f cbq ρ−qρq , (8.10)
Sel−phint {ψ, b} = −
β
2V
∑
q
f cbq
[
ρ−qρionq + ρ
ion
−qρq
]
, (8.11)
Sphint{b} =
β
2V
∑
q
f cbq ρ
ion
−qρ
ion
q , (8.12)
where we have defined
f cbq =
{
4pie2
q2
for q 6= 0
0 for q = 0
. (8.13)
The Fourier coefficients of the densities can be expressed in terms of the
Fourier coefficients ψk and bq of the electron and phonon fields,
ρq =
∑
k
ψ†kψk+q , (8.14)
ρionq = −z
√
N
|q|√
2MiΩq
[
bq + b
†
−q
]
. (8.15)
The part of the action involving the phonon degrees of freedom can then be
written as
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Sph{b}+ Sphint{b}+ Sel−phint {b, ψ} = β
∑
q
[
(−iωm +Ωq)b†qbq
+
Wq
4
(bq + b
†
−q)(b−q + b
†
q) + gqρ−q(bq + b
†
−q)
]
, (8.16)
with
Wq =
[
z2N
V
q2
Mi
]
f cbq
Ωq
, (8.17)
gq =
[
z2N
V
q2
Mi
]1/2 f cbq√
2V Ωq
. (8.18)
At this point Fetter and Walecka [8.6] make the following two approxima-
tions: (a) the bare Coulomb interaction f cbq in S
el−ph
int {ψ, b} is replaced by
the static screened interaction, 4πe2/q2 → 4πe2/κ2, and (b) the contribu-
tion Sphint{b} is simply dropped. We shall see shortly that the approximation
(b) amounts to ignoring the self-consistent renormalization of the phonon
frequencies [8.6,8.7]. Although Fetter and Walecka [8.6] argue that these ap-
proximations correctly describe the physics of screening, it is not quite satis-
factory that one has to rely here on words and not on calculations. Because
in our bosonization method screening can be derived from first principles, we
do not follow the “screening by hand” procedure of [8.6], and retain at this
point all terms in Eqs.(8.10)–(8.12) with the bare Coulomb interaction.
8.1.2 Integration over the phonons
In this way we obtain the effective electron-electron interaction mediated by
the phonons.
We are interested in the exact electronic Green’s function of the interacting
many-body system. The Matsubara Green’s function can be written as a
functional integral average
G(k) = −β
∫ D {ψ}D {b} e−S{ψ,b}ψkψ†k∫ D {ψ}D {b} e−S{ψ,b} . (8.19)
Evidently the b-integration in Eq.(8.19) is Gaussian, and can therefore be car-
ried out exactly. After a straightforward integration we obtain the following
exact expression for the interacting Green’s function
G(k) = −β
∫ D {ψ} e−Seff{ψ}ψkψ†k∫ D {ψ} e−Seff{ψ} , (8.20)
with
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Seff{ψ} = S0{ψ}+ Selint{ψ} − β
∑
q
[
g2qΩq
ω2m +Ω
2
q +ΩqWq
]
ρ−qρq . (8.21)
The last term is the effective interaction between the electrons mediated by
the phonons. Combining the last two terms in Eq.(8.21) and using the above
definitions of Wq and gq, we finally arrive at
Seff{ψ} = S0{ψ}+ β
2V
∑
q
fqρ−qρq , (8.22)
where the total effective interaction is given by
fq = f
cb
q
[
1− f
cb
q
z2Nq2
VMi
ω2m +Ω
2
q + f
cb
q
z2Nq2
VMi
]
= f cbq
ω2m +Ω
2
q
ω2m +Ω
2
q + f
cb
q
z2Nq2
VMi
. (8.23)
Defining the electron-phonon coupling constant γ via
z2Nq2
VMi
≡ ν2γ2Ω2q , (8.24)
where ν is the density of states, we see that Eq.(8.23) can also be written as
fq =
f cbq
1 + ν2γ2f cbq
Ω2q
ω2m+Ω
2
q
. (8.25)
It is instructive to compare Eq.(8.25) with the expression that would result
from the “screening by hand” procedure described above. The approximation
(a) amounts to the replacement
g2qΩq →
z2Nq2
VMi
(
4πe2
κ2
)2
1
2V
(8.26)
in Eq.(8.21), while (b) is equivalent with Wq → 0. Using the fact that κ2 =
4πe2ν, it is easy to see that in this approximation the effective interaction fq
in Eq.(8.23) is replaced by
fq → f cbq − γ2
Ω2q
ω2m +Ω
2
q
. (8.27)
For consistency, we should also replace 4πe2/q2 → 4πe2/κ2 in the direct
Coulomb interaction, which amounts to setting f cbq → 1/ν in the first term
of Eq.(8.27). Evidently the phonon contribution in Eq.(8.27) can be obtained
from an expansion of the exact result (8.25) to first order in γ2 and the
subsequent replacement f cbq → 1ν in the phonon part. By performing these
replacements one implicitly neglects the self-consistent renormalization of
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the phonon frequencies [8.7]. Therefore one should also replace in Eq.(8.27)
Ωq → Ω˜q, where the renormalized phonon frequencies Ω˜q include by defini-
tion the effect of the electronic degrees of freedom on the phonon dynamics. In
this way one arrives at the usual form of the electron-phonon interaction that
is frequently used in the literature. Evidently in the conventional “screening
by hand” approach the renormalization of the phonon dispersion due to in-
teractions with the electrons remains unknown, and it is implicitly assumed
that a self-consistent calculation would lead to an effective interaction of the
form (8.27), with well-defined phonon modes. Note that the coupling to the
electronic system will certainly lead to a finite damping of the phonon mode,
which is not properly described by Eq.(8.27). In contrast, the effective inter-
action in Eq.(8.25) is an exact consequence of the microscopic model defined
in Eqs.(8.1)–(8.3). In fact, as will be shown in Sect. 8.3, the phonon energy
shift and damping can be derived from this expression!
8.2 The Debye-Waller factor
Given the effective frequency-dependent density-density interaction (8.25), it
is now easy to obtain a non-perturbative expression for the single-particle
Green’s function, which is valid even if the system is not a Fermi liquid.
Because the phonons simply modify the effective density-density interaction,
we can obtain a non-perturbative expression for the interacting Green’s func-
tion by substituting the interaction (8.25) into our general bosonization for-
mula for linearized energy dispersion given in Eqs.(5.31)–(5.33) and (5.37)–
(5.39). Because the interaction fq in Eq.(8.25) does not depend on the patch
indices, the effective interaction fRPA,αq in Eqs.(5.32) and (5.33) is the usual
RPA interaction, so that the Debye-Waller factor associated with patch α is
given by
Qα(r, τ) =
1
βV
∑
q
fRPAq
1− cos(q · r − ωmτ)
(iωm − vα · q)2 , (8.28)
with
fRPAq =
fq
1 + fqΠ0(q)
=
f cbq
1 + f cbq Πph(q)
, (8.29)
where
Πph(q) = Π0(q) + νγ˜
2 1
1 + ω2m/Ω
2
q
(8.30)
is the dressed inverse phonon propagator [8.7]. Here γ˜2 is the dimensionless
measure for the strength of the electron-phonon coupling,
γ˜2 = νγ2 =
z2N
VMiνc2s
. (8.31)
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Using Eq.(A.5), this reduces for a spherical three-dimensional Fermi surface
to2
γ˜2 =
z
3
m
Mi
(
vF
cs
)2
. (8.32)
We conclude that the phonons simply give rise to an additive contribution to
the non-interacting polarization. Assuming that the Fermi surface is spheri-
cally symmetric, we can also write
Πph(q) = νgph(q, iωm) , (8.33)
where the dimensionless function gph(q, iωm) is given by
gph(q, iωm) = g3(
iωm
vF|q| ) + γ˜
2g1(
iωm
Ωq
) , (8.34)
and the functions g1(iy) and g3(iy) are defined in Eqs.(A.12) and (A.14).
Note that the phonon part of Eq.(8.34) involves the dimensionless function
g1(iy) that appears in the polarization of the one-dimensional electron gas,
see Eq.(7.2). Of course, here the origin for this function is the coupling of the
electron system to another well defined collective mode, whereas in the chain-
model it was essentially due to the shape of the Fermi surface. However, the
appearance of the one-dimensional polarization function in Eq.(8.34) suggests
the possibility that a quasi-one-dimensional phonon dispersion Ωq might lead
to Luttinger behavior even if the electron dispersion is three-dimensional. We
shall confirm this expectation in Sect. 8.4.2.
Because all effects due to the phonons are contained in the function
gph(q, iωm), the general expressions for the various contributions to the
Debye-Waller factor derived in Chap. 6.1 remain valid. We simply have to
use the corresponding RPA dynamic structure factor,
SRPA(q, ω) =
ν
π
Im


gph(q, ω + i0
+)
1 +
(
κ
q
)2
gph(q, ω + i0+)

 . (8.35)
In the following section we shall discuss the form of SRPA(q, ω) in some detail.
8.3 Phonon energy shift and phonon damping
We show that the dynamic structure factor (8.35) contains the the self-
consistent renormalization of the phonon dynamics due to the coupling to
the electronic system.
2 Note that the total number of conduction electrons is now zN , so that we should
replace in Eq.(A.5) N → zN .
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The renormalization of the phonon spectrum due to the coupling to the elec-
trons can be obtained from the phonon peak of SRPA(q, ω). The qualitative
behavior of the dynamic structure factor can be determined from simple phys-
ical considerations [8.7], and is shown in Fig. 8.1. In the absence of phonons,
ω
phonon
renormalized
ω
single pair
excitations
)ωS(       ,
||
q
qF plvcs
~ |q|
plasmon Fig. 8.1. A rough
sketch of the various
contributions to the
RPA dynamic struc-
ture factor (8.35)
in the regime where
the phonon mode is
well defined. Here c˜s
is the renormalized
phonon velocity, see
Eq.(8.45).
SRPA(q, ω) consists of a sum of two terms, which are discussed in detail in
Appendix A.2. The first term ScolRPA(q, ω) is a δ-function peak due to the
collective plasmon mode. From Eq.(A.57) we see that for the Coulomb inter-
action in d = 3 the plasmon approaches at long wavelengths a finite value, the
plasma frequency ωpl = vFκ/
√
3. Within the RPA this mode is not damped,
so that its contribution to the dynamic structure factor is
ScolRPA(q, ω) = Zqδ(ω − ωpl) , (8.36)
with the residue Zq given in Eq.(A.60). For small zm/Mi this contribution
is only weakly affected by phonons. This follows from the fact that at the
plasma frequency the ratio of the phonon to the electron contribution in
Eq.(8.34) is for |q| ≪ κ given by
γ˜2g1(
ωpl
Ωq
)
g3(
ωpl
vF|q| )
≈ 3γ˜2
(
Ωq
vFq
)2
= 3γ˜2
(
cs
vF
)2
= z
m
Mi
. (8.37)
Evidently we may ignore the effect of the phonon on the plasmon mode
provided
γ˜
cs
vF
=
√
zm
3Mi
≪ 1 . (8.38)
Note that the validity of the Migdal theorem in a Fermi liquid is based on
precisely this condition. In addition to the plasmon mode, the dynamic struc-
ture factor is non-zero in the regime ω ≤ vF|q|. In the absence of phonons,
SRPA(q, ω) is here a rather featureless function, representing the decay of
collective density fluctuations into particle hole pairs, i.e. Landau damping
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(see Eq.(A.27)). Mathematically, the Landau damping arises from the finite
imaginary part of the function g3(
ω
vF|q| + i0
+) for ω < vF|q|. As long as the
renormalized phonon velocity is small compared with vF and phonon damp-
ing is negligible, we expect that phonons give rise to an additional narrow
peak that sticks out of the smooth background due to Landau damping. This
is the renormalized phonon mode.
We now confirm this picture by explicitly calculating the approximate
form of the dynamic structure factor in the vicinity of the phonon peak. To
determine the renormalized phonon frequency, we look for solutions of the
collective mode equation
1 +
(
κ
q
)2
gph(q, z) = 0 . (8.39)
Anticipating that this equation has a solution with |z| ≪ vF|q|, we may
approximate the function g3(z) in Eq.(8.34) by the expansion of g3(x+ i0
+)
for small x, which is according to Eqs.(A.11) and (A.19) given by
g3(x+ i0
+) ≈ 1 + iπ
2
x . (8.40)
Substituting this approximation for g3 into Eq.(8.34) and using Eq.(A.15),
we find the following cubic equation for the dressed phonon frequency,
z2 −Ω2q
[
1 +
γ˜2
1 + ( qκ )
2
]
+ i
π
2
1
[1 + (qκ)
2]
z
vF|q|
[
z2 −Ω2q
]
= 0 . (8.41)
If we ignore the damping term, this equation has a solution at z = Ω˜q, where
the renormalized phonon frequency is
Ω˜q = Ωq
√
1 +
γ˜2
1 +
(
q
κ
)2 . (8.42)
For Ω˜q ≪ vF|q| the cubic term in Eq.(8.41) can be treated perturbatively.
This term shifts the solution to z = Ω˜q − iΓ˜q, with the damping given by
Γ˜q =
π
4
Ω2q
vF|q|
γ˜2
[1 + (qκ)
2]2
. (8.43)
Note that
Γ˜q
Ω˜q
=
π
4
cs
vF
γ˜2
[1 + (qκ )
2]
3
2 [1 + γ˜2 + ( qκ )
2]
1
2
≈ π
4
cs
vF
γ˜2√
1 + γ˜2
, for |q| ≪ κ , (8.44)
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so that the collective phonon mode is always well defined as long as the
condition (8.38) is satisfied. Thus, in the regime γ˜ ≪ vF/cs there is a well de-
fined narrow peak with frequency Ω˜q and width Γ˜q in the dynamic structure
factor, which sticks out of the smooth background due to the particle hole
continuum (see Fig. 8.1). This corresponds to the renormalized phonon mode.
Using Eq.(8.42) we may define a wave-vector-dependent phonon velocity
Ω˜q = c˜s(q)|q| , c˜s(q) = cs
√
1 +
γ˜2
1 +
(
q
κ
)2 . (8.45)
The renormalization of the phonon velocity is obviously a screening effect.
At short length scales there is no screening charge around the phonon, so
that it propagates with the bare velocity. At long wavelengths, however, the
phonon has to drag along the screening cloud, so that its velocity is modified.
For large γ˜ the renormalized phonon velocity reduces at long wavelengths to
c˜s(0) ≈ csγ˜. For a spherical three-dimensional Fermi surface we may use
Eq.(8.32) to rewrite this as
c˜s(0) ≈
√
z
3
m
Mi
vF . (8.46)
This well-known result is called the Bohm-Staver relation [8.11, 8.12]. Note
that the renormalized phonon velocity (8.46) is independent of the bare ve-
locity cs.
To calculate the dynamic structure factor in the vicinity of the phonon
peak, we also need the height of the peak. Expanding the denominator in
Eq.(8.35) around ω = Ω˜q, we obtain for the residue associated with the
phonon peak
Zphq =
ν
( κ|q| )
4 ∂
∂ω gph(q, ω + i0
+)
∣∣
ω=Ω˜q
=
ν
2
Ω˜q
( |q|
κ
)4
γ˜2
[1 + (qκ)
2][1 + γ˜2 + ( qκ)
2]
. (8.47)
Compared with the residue of the plasmon peak in Eq.(A.60), the phonon
residue is at long wavelengths smaller by a factor of(q
κ
)2 Ωq
ωpl
γ˜2√
1 + γ˜2
. (8.48)
Note that this is a small parameter even at q2 ≈ κ2 provided Eq.(8.38) is
satisfied. In summary, for γ˜ ≪ vF/cs the total dynamic structure factor can
be approximated by
SRPA(q, ω) = S
col
RPA(q, ω) + S
sp
RPA(q, ω) +
Zphq
π
Γ˜q
(ω − Ω˜q)2 + Γ˜ 2q
, (8.49)
184 8. Electron-phonon interactions
with Ω˜q, Γ˜q and Z
ph
q given in Eqs.(8.42), (8.43) and (8.47). The plasmon con-
tribution ScolRPA(q, ω) is given in Eq.(8.36), while the single pair contribution
SspRPA(q, ω) is given in Eq.(A.27).
8.4 The quasi-particle residue
We now calculate the quasi-particle residue Zα and determine the conditions
under which Zα becomes small or even vanishes.
According to Eqs.(5.86) and (6.14), the quasi-particle residue associated with
patch PαΛ on the Fermi surface is Z
α = eR
α
, where the constant part Rα of
the Debye-Waller can be written as
Rα = −
∫
dq
(2π)3
(f cbq )
2
∫ ∞
0
dω
SRPA(q, ω)
(ω + |vα · q|)2 , (8.50)
with SRPA(q, ω) given in Eq.(8.35). We would like to emphasize that this
expression is valid for arbitrary strength of the electron-phonon interaction.
In particular, it is valid for γ˜ >∼ vF/cs, where the phonon mixes with the
plasmon and the decomposition (8.49) of the dynamic structure factor is not
valid. In this case we should use Eq.(8.35). It is not difficult to see that
the integral exists for arbitrary values of γ˜ provided neither the electron
dispersion nor the phonon dispersion is one-dimensional. Therefore phonons
that couple to electrons via long-range Coulomb forces cannot destabilize the
Fermi liquid state.
In order to make progress analytically, we shall restrict ourselves from
now on to the regime γ˜ ≪ vF/cs. Then the phonons can be considered as
well defined collective modes, so that the dynamic structure factor can be
approximated by Eq.(8.49). As shown in Chap. 6.2.3 (see Eq.(6.56)), the
contribution of the first two terms in Eq.(8.49) to Rα can be written as
−( κkF )2
r˜3
2 , where the numerical constant r˜3 is given in Eq.(6.57). Because by
assumption Γ˜q ≪ Ω˜q, the last term in Eq.(8.49) acts under the integral in
Eq.(8.50) like a δ-function, so that
Rα = −
(
κ
kF
)2
r˜3
2
+Rαph , (8.51)
with
Rαph = −
γ˜2
2ν
∫
dq
(2π)3
Ω˜q[
Ω˜q + |vα · q|
]2 [
1 + ( qκ )
2
] [
1 + γ˜2 + ( qκ )
2
] . (8.52)
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8.4.1 Isotropic phonon dispersion
Let us first evaluate Eq.(8.52) for the isotropic phonon dispersion Ωq = cs|q|.
Using Eq.(A.5) we obtain
Rαph = −
γ˜2
2k2F
cs
vF
∫
dq
4π
|q|[
c˜s(q)
vF
|q|+ |vˆα · q|
]2 1[
1 + ( qκ )
2
] 3
2
[
1 + γ˜2 + ( qκ)
2
] 1
2
.
(8.53)
Because according to Eq.(8.45) the renormalized phonon velocity c˜s(q) de-
pends only on |q|, the angular integration can now be done exactly. The
relevant integral is just the function h3(x) given in Eq.(6.34). After a simple
rescaling we obtain
Rαph = −
γ˜2
4
(
κ
kF
)2 ∫ ∞
0
dx
1
[1 + γ˜2 + x]
[
1 + x+ csvF (1 + x)
1
2 (1 + γ˜2 + x)
1
2
] .
(8.54)
Clearly, in the regime (8.38) we may ignore the term proportional to cs/vF
in the denominator of Eq.(8.54). The integral is then elementary,∫ ∞
0
dx
1
[1 + γ˜2 + x] [1 + x]
=
1
γ˜2
ln(1 + γ˜2) , (8.55)
so that we finally obtain
Rαph = −
1
4
(
κ
kF
)2
ln(1 + γ˜2) . (8.56)
Note that the small parameter cs/vF has disappeared in the prefactor, so that
the final result depends only on the dimensionless strength of the electron-
phonon coupling γ˜2. Combining Eqs.(8.56) and (8.51), and using the fact
that (κ/kF)
2 = 2e2/(πvF) (see Appendix A.3.1), we obtain
Rα = − e
2
πvF
[
r˜3 +
1
2
ln(1 + γ˜2)
]
. (8.57)
In the regime κ ≪ kF where our bosonization approach is most accurate,
the prefactor e2/(πvF) in Eq.(8.57) is a small number, see Eq.(A.51). For
weak electron-phonon coupling γ˜2 we may expand ln(1 + γ˜2) ≈ γ˜2. Because
r˜3 is a number of the order of unity, the phonon contribution to the quasi-
particle residue is then negligible. On the other hand, for large γ˜2 the phonon
contribution is dominant. Exponentiating Eq.(8.57) we obtain for the quasi-
particle residue
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Zα =
[
e−r˜3√
1 + γ˜2
] e2
πvF
. (8.58)
If we take the high-density limit vF →∞ at fixed γ˜, the quasi-particle residue
approaches unity. On the other hand, if we keep the density fixed but increase
the electron-phonon coupling γ˜, we obtain
Zα =
[
e−r˜3
γ˜
] e2
πvF
, 1≪ γ˜2 ≪
(
vF
cs
)2
. (8.59)
8.4.2 Quasi-one-dimensional electrons or phonons
It is straightforward to generalize our results for anisotropic systems. For
example, for strictly one-dimensional electron dispersion the polarization in
Eq.(8.30) is given by
Π0(q) = ν
(vFqx)
2
ω2m + (vFqx)
2
= νg1(
iωm
vF|qx| ) . (8.60)
In this case it is not difficult to show that Eq.(8.52) gives rise to Luttinger
liquid behavior even if the phonon dispersion is three-dimensional.
Alternatively, we may couple one-dimensional phonons to three-dimensional
electrons. Then we should set Ωq = cs|qx| in Eqs.(8.42) and (8.52), while
choosing for Π0(q) the usual three-dimensional polarization. Let us examine
this possibility more closely. From Eq.(8.52) we obtain in this case
Rαph = −
γ˜2
2k2F
cs
vF
∫
dq
4π
|qx|[
cs(q)
vF
|qx|+ |vˆα · q|
]2 [
1 + ( qκ)
2
] 3
2
[
1 + γ˜2 + ( qκ )
2
] 1
2
.
(8.61)
The crucial observation is now that for vˆα = ±ex we have |vˆα · q| = |qx|,
so that the phase space for the qx-integration is decoupled from the remain-
ing phase space and the integral is logarithmically divergent3. For all other
directions vˆα 6= ±ex, the phase space for the q-integration is coupled, so
that the logarithmic divergence is cut off and the quasi-particle residue is
finite. Although for vˆα = ±ex the integral in Eq.(8.61) is logarithmically
divergent, the total Debye-Waller factor Qx(rxex, τ) is finite
4. Because the
divergence in Rxph is logarithmic, we expect Luttinger liquid behavior. To
obtain the anomalous dimension, it is sufficient to calculate the leading loga-
rithmic term in the large-distance expansion of Qx(rxex, 0). Introducing the
dimensionless integration variable p = q/κ, we obtain from Eq.(8.61)
3 We have encountered precisely the same situation before in our analysis of metal-
lic chains without interchain hopping, see Chap. 7.1.
4 We use the label α = x for the patch with kα = kFex.
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Qx(rxex, 0) = − e
2
2π2vF
cs
vF
γ˜2
∫ ∞
0
dpx
1− cos(pxκrx)
px
∫ ∞
−∞
dpy
∫ ∞
−∞
dpz
× 1[
1 + csvF
√
1 + γ˜
2
1+p2
]2
[1 + p2]
3
2 [1 + γ˜2 + p2]
1
2
. (8.62)
In the regime (8.38) where the phonon mode is well defined we may again
ignore the term proportional to cs/vF in the first factor of the second line in
Eq.(8.62). Furthermore, to extract the leading logarithmic term, we may set
px = 0 in the second line of Eq.(8.62). The py- and pz-integrations can then
easily be performed in circular coordinates, so that we finally obtain
Qx(rxex, 0) ∼ −γph ln(κ|rx|) , κ|rx| → ∞ , (8.63)
where the anomalous dimension is
γph =
e2
πvF
cs
vF
[√
1 + γ˜2 − 1
]
. (8.64)
Note that for weak electron-phonon coupling the anomalous dimension γph is
proportional to γ˜2, while in the strong coupling limit it is of order γ˜. However,
one should keep in mind that Eq.(8.64) has been derived for γ˜ ≪ vF/cs
(see Eq.(8.38)), so that in the regime of validity of Eq.(8.64) the anomalous
dimension is always small compared with unity.
It is also interesting to calculate the quasi-particle residue in the vicinity of
the Luttinger liquid points kα = ±kFex on the Fermi surface. A quantitative
measure for the vicinity to these points is the parameter δ = 1 − |vˆα · ex|.
Obviously δ = 0 corresponds to the Luttinger liquid points, so that for small
enough δ we should obtain a Fermi liquid with small quasi-particle residue.
A simple calculation shows that for 0 < δ ≪ cs/vF the constant part Rαph of
the Debye-Waller factor is finite, and behaves as
Rαph ∼ −γph
[
ln
(
cs
vFδ
)
+ c+O(
vFδ
cs
)
]
, δ ≪ cs
vF
, (8.65)
where c = O(1) is a numerical constant. Hence, for δ → 0 the quasi-particle
residue vanishes as
Zαph ∝
[
vFδ
cs
]γph
, δ ≪ cs
vF
. (8.66)
Note that the exponent is given by the anomalous dimension of the Lut-
tinger liquid that would exist for δ = 0. Recall that the quasi-particle residue
of weakly coupled chains discussed in Chap. 7.2 shows a very similar behav-
ior. Obviously the parameter θ in Eq.(7.70), which measures the closeness
of the coupled chain system to one-dimensionality, corresponds to vFδ/cs
in Eq.(8.66). Both parameters are a dimensionless measure for the distance
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to the Luttinger liquid points in a suitably defined parameter space. From
Eq.(8.65) it is also clear that in the present problem the vicinity to the
Luttinger liquid points kα = ±kFex becomes only apparent in the regime
δ ≪ cs/vF. For δ >∼ cs/vF the correction term of order vFδ/cs in Eq.(8.65)
cannot be ignored. In the extreme case δ = 1 the integration in Eq.(8.61)
gives rise to a factor ∫ κ
0
dqy
|qx|[
cs
vF
|qx|+ qy
]2 ∝ vFcs , (8.67)
so that outside a small neighborhood of the points kα = ±kFex the prefactor
of Rαph has the same order of magnitude as in the isotropic case, see Eq.(8.56).
8.5 Summary and outlook
In this chapter we have studied the Debye-model for electron-phonon inter-
actions with the help of our non-perturbative bosonization approach. The
Debye-model has been discussed and physically motivated in the classic text-
book by Fetter and Walecka [8.6]. However, these authors did not treat the
screening problem in a formally convincing manner (although the physical
content of their “screening-by-hand”approach is correct). In Sect. 8.1 we have
shown by means of functional integration that the screening of the Coulomb
interaction in the Debye-model can be derived in a very simply way from first
principles.
Higher-dimensional bosonization predicts that long-wavelength isotropic
LA phonons that couple to the electrons via long-range Coulomb forces
can never destabilize the Fermi liquid state in d > 1. On the other hand,
anisotropy in the phonon dispersion can lead to small quasi-particle residues
at corresponding patches of the Fermi surface, while the shape of the Fermi
surface remains spherical. Of course, in realistic materials the phonon disper-
sion cannot be strictly one-dimensional on general grounds5, but we know
from Chap. 7.2 that the vicinity to the Luttinger liquid point in a suitably
defined parameter space is sufficient to lead to characteristic Luttinger liquid
features in the spectral function of a Fermi liquid. More generally, our cal-
culation suggests that the coupling between electrons and any well defined
quasi-one-dimensional collective mode can lead to Luttinger liquid behavior
in three-dimensional Fermi systems.
Finally, let us again point out some open research problems. So far we
have explicitly evaluated the static Debye-Waller factorQα(r, 0) in the regime
5 Even at T = 0 a one-dimensional harmonic crystal is not stable. For example,
the mean square displacement of a given site diverges logarithmically with the
size of the system. At T > 0 the divergence is even linear. I would like to thank
Roland Zeyher for pointing this out to me.
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γ˜ ≪ vF/cs (see Eq.(8.38)) where phonons and plasmons involve different
energy scales. Although we have convinced ourselves that the Fermi liquid
remains stable in the strong coupling regime γ˜ >∼ vF/cs (where Migdal’s theo-
rem does not apply), the calculation of theDebye-Waller factor for strong
electron-phonon coupling still remains to be done. Let us emphasize that
our non-perturbative result for the Green’s function is also valid in this case,
but its explicit evaluation most likely requires considerable numerical work.
An even more interesting (but also more difficult) problem is the evaluation
of our non-perturbative result for the Green’s function of electrons with non-
linear energy dispersion given in Eqs.(5.181)–(5.187) for our coupled electron-
phonon system.
Another direction for further research is based on the expectation that,
at sufficiently low temperatures, the retarded interaction mediated by the
phonons will drive the Fermi system into a superconducting state. As
already mentioned in Chap. 5.4, with the help of a Hubbard-Stratonovich
field that couples to the relevant order parameter [8.14] it should not be too
difficult to incorporate superconductivity into our functional bosonization
formalism. In this way our approach might offer a non-perturbative way to
study superconducting symmetry breaking in correlated Fermi systems.
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9. Fermions in a stochastic medium
We use our background field method to calculate the disorder averaged single-
particle Green’s function of fermions subject to a time-dependent random
potential with long-range spatial correlations. We show that bosonization pro-
vides a microscopic basis for the description of the quantum dynamics of an
interacting many-body system via an effective stochastic model with Gaussian
probability distribution. In the limit of static disorder our method is equivalent
with conventional perturbation theory based on the lowest order Born approx-
imation. We also critically discuss the linearization of the energy dispersion,
and give a simple example where this approximation leads to an unphysical
result. Some of the calculations described in this chapter have been published
in [9.1].
The complicated quantum dynamics of a many-body system of interacting
electrons can sometimes by modeled by an effective non-interacting system
that is coupled to a dynamic random potential with a suitably defined prob-
ability distribution [9.2]. Although the precise form of the probability dis-
tribution is in principle completely determined by the nature of the degrees
of freedom that couple to the electrons (for example photons, phonons, or
magnons), one usually has to rely on perturbation theory to characterize
the random potential of the effective stochastic model. In this chapter we
shall show that for random potentials with sufficiently long-range spatial
correlations our bosonization approach allows us to relate the probability
distribution of the effective stochastic model in a very direct and essentially
non-perturbative way to the underlying many-body system.
The dynamic random potential could also be due to some non-equilibrium
external forces. In this case the identification with an underlying many-body
system is meaningless. The motion of a single isolated electron in an ex-
ternally given time-dependent random potential has recently been discussed
by many authors [9.3–9.9]. Here we would like to focus on the problem of
calculating the average Green’s function of electrons in the presence of a
filled Fermi sea. We shall show that our functional integral formulation of
higher-dimensional bosonization offers a new non-perturbative approach to
this problem in arbitrary dimensions.
192 9. Fermions in a stochastic medium
Although within the conventional operator approach this connection be-
tween bosonization and random systems seems rather surprising, it is obvi-
ous within our functional bosonization approach: In Chap. 5 the calculation
of the Green’s function of the interacting system has been mapped via a
Hubbard-Stratonovich transformation onto the problem of calculating the
average Green’s function of an effective non-interacting system in a dynamic
random potential V α(r, τ), see Eqs.(5.1), (5.14), and (5.103). As shown in
Chap. 5.1, for linearized energy dispersion and for sufficiently long-range po-
tentials V α(r, τ) it is possible to calculate the Green’s function Gα(r, r′, τ, τ ′)
for a given realization of the random potential without resorting to perturba-
tion theory. The translationally invariant Green’s function of the many-body
system is then obtained by averaging Gα(r, r′, τ, τ ′) over all realizations of the
random potential V α(r, τ). Of course, in the interacting many-body system
the probability distribution for this averaging is determined by the nature of
the interaction and the kinetic energy (see Eqs.(3.34)–(3.37)), while in the
stochastic model the probability distribution of the random potential has
to be specified externally. However, in our calculation of the Green’s func-
tion Gα(r, r′, τ, τ ′) for frozen random potential the nature of the probability
distribution is irrelevant, so that the method described in Chap. 5 can be
directly applied to disordered systems.
9.1 The average Green’s function
We introduce a model of non-interacting fermions subject to a general dy-
namic random potential and derive a non-perturbative expression for the av-
erage Green’s function by translating the results of Chap. 5 into the language
of disordered systems.
9.1.1 Non-interacting disordered fermions
The Green’s function G(r, r′, τ, τ ′) of non-interacting fermions moving under
the influence of an imaginary time random potential U(r, τ) is defined via
the usual equation[
−∂τ − (−i∇r)
2
2m
+ µ− U(r, τ)
]
G(r, r′, τ, τ ′) = δ(r − r′)δ∗(τ − τ ′) . (9.1)
We assume that the random potential has a Gaussian probability distribution
with zero average and general covariance function C(r − r′, τ − τ ′), i.e.
U(r, τ) = 0 , (9.2)
U(r, τ)U(r′, τ ′) = C(r − r′, τ − τ ′) , (9.3)
where the over-bar denotes averaging over the probability distribution P{U}
of the random potential U . Explicitly, the probability distribution is given by
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P {U} = e
− 12βV
∑
q
C−1q U−qUq∫ D {U} e− 12βV ∑q C−1q U−qUq , (9.4)
where the Fourier components of the random potential and the covariance
function are
Uq =
∫ β
0
dτ
∫
dre−i(q·r−ωmτ)U(r, τ) , (9.5)
Cq =
∫ β
0
dτ
∫
dre−i(q·r−ωmτ)C(r, τ) . (9.6)
Hence,
UqU−q ≡
∫
D {U}P {U}UqU−q = βV Cq . (9.7)
All statistical properties of our model are contained in the covariance func-
tion Cq = Cq,iωm . If we would like to describe an underlying many-body
system in thermal equilibrium [9.2], then it is (at least in principle) possible
to continue the covariance function to real frequencies, so that the average
real time dynamics corresponding to Eq.(9.1) can be obtained by analytic
continuation. On the other hand, for an externally specified non-equilibrium
potential U(r, τ) there is in general no simple relation between real and imag-
inary time dynamics1.
We are interested in the average Green’s function
G(r − r′, τ − τ ′) = G(r, r′, τ, τ ′) . (9.8)
For an exact calculation of the average Green’s function one should first
solve the differential equation (9.1) for an arbitrary realization of the ran-
dom potential, and then average the result with the probability distribution
(9.4). Usually this an impossible task, so that one has to use some approxi-
mate method. A widely used perturbative approach, which works very well
for time-independent random potentials, is based on the impurity diagram
technique [9.3]. In the metallic regime it is often sufficient to calculate the
self-energy in lowest order Born approximation. For static disorder the av-
erage Green’s function is then found to vanish at distances large compared
with the correlation range of the covariance function as [9.3, 9.10–9.12]
G(r − r′, τ − τ ′) = G0(r − r′, τ − τ ′)e−
|r−r′|
2ℓ , (9.9)
where G0 is the Green’s function of the clean system, and the length ℓ is
called the elastic mean free path. In Fourier space Eq.(9.9) becomes
1 However, for some special cases the analytic continuation is certainly possible.
For example, in Sect. 9.3.1 we shall discuss the Gaussian white noise limit, where
Cq is a frequency-independent constant, so that the analytic continuation is
trivial.
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G(k) =
1
iω˜n − ( k22m − µ) + sgn(ω˜n) i2τ
, (9.10)
where τ = ℓ/vF is the elastic lifetime. The extra factor of e
− |r−r′|2ℓ in Eq.(9.9)
is nothing but the usual Debye-Waller factor that arises in the Gaussian
averaging procedure. Below we shall show that this factor can also be obtained
as a special case of the Debye-Waller that is generated via bosonization.
Within our bosonization approach the average Green’s function is cal-
culated in the most direct way: First we obtain the exact Green’s function
for a given realization of the random potential, and then this expression is
averaged. As explained in detail in Chap. 5.1, our approach is most accurate
if there exists a cutoff qc ≪ kF such that for |q| >∼ qc the Fourier compo-
nents Uq of the random potential (and hence also the Fourier components
Cq of the covariance function) become negligibly small. In other words, we
should restrict ourselves to random potentials with sufficiently long-range
spatial correlations. Evidently the most popular model of static δ-function
correlated disorder does not fall into this category. This would correspond
to Cq = γ0βδωm,0, where the parameter γ0 is related to the elastic lifetime
τ via γ0 = (2πτν)
−1. However, in view of the fact that a random potential
with a finite correlation range q−1c is expected to lead for distances |r| ≫ q−1c
to qualitatively identical results for single-particle properties as a δ-function
correlated random potential, the restriction to long-range correlations seems
not to be very serious.
To model the disorder, we simply add the term
Sdis{ψ,U} = β
∑
q
∑
α
U−qραq (9.11)
to the action (3.25) in our Grassmannian functional integral (3.24). Here
ραq is the sector density defined in Eq.(3.5). The average Green’s function
can now be calculated by repeating the steps described in Chap. 5.1. For
simplicity, in this chapter we shall work with linearized energy dispersion. In
Sect. 9.4 we shall further comment on the accuracy of this approximation in
the present context. Thus, after subdividing the Fermi surface into patches
as described in Chap. 2.4, we linearize the energy dispersion locally and thus
replace Eq.(9.1) by a linear partial differential equation for the sector Green’s
function Gα(r, r′, τ, τ ′) (see Eq.(5.14))
[−∂τ + ivα · ∇r − U(r, τ)] Gα(r, r′, τ, τ ′) = δ(r − r′)δ∗(τ − τ ′) . (9.12)
As shown in Chap. 5.1.1, the exact solution of this linear differential equation
is given by Schwinger’s ansatz [9.1], and can be written as (see Eqs.(5.17),
(5.22) and (5.23))
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Gα(r, r′, τ, τ ′) = Gα0 (r − r′, τ − τ ′)
× exp
[
1
βV
∑
q
Uq
ei(q·r−ωmτ) − ei(q·r′−ωmτ ′)
iωm − vα · q
]
. (9.13)
The Gaussian average of this expression is now trivial and yields the usual
Debye-Waller factor,
Gα(r, r′, τ, τ ′) ≡ Gα(r − r′, τ − τ ′)
= Gα0 (r − r′, τ − τ ′)eQ
α
dis(r−r′,τ−τ ′) , (9.14)
with
Qαdis(r − r′, τ − τ ′) = −
1
2(βV )2
∑
q
UqU−q
∣∣∣ei(q·r−ωmτ) − ei(q·r′−ωmτ ′)∣∣∣2
(iωm − vα · q)2
= − 1
βV
∑
q
Cq
1− cos[q · (r − r′)− ωm(τ − τ ′)]
(iωm − vα · q)2 . (9.15)
The averageMatsubara Green’s function can then be written as (see Eqs.(5.37)–
(5.39))
G(k) =
∑
α
Θα(k)
∫
dr
∫ β
0
dτe−i[(k−k
α)·r−ω˜nτ ]Gα0 (r, τ)e
Qαdis(r,τ) . (9.16)
This completes the solution of the non-interacting problem.
9.1.2 Interacting disordered fermions
Disorder and interactions are treated on equal footing in our bosonization
approach, so that it is easy to include electron-electron interactions into the
above calculation. Eq.(9.12) should then be replaced by
[−∂τ + ivα · ∇r − U(r, τ)− V α(r, τ)] Gα(r, r′, τ, τ ′) =
δ(r − r′)δ∗(τ − τ ′) , (9.17)
where V α(r, τ) is the same Hubbard-Stratonovich field as in Eq.(5.14). The
solution of this equation is again of the form (9.13), with Uq replaced by
Uq +(βV )V
α
q , where V
α
q are the Fourier components
2 of V α(r, τ). Given the
exact solution of Eq.(9.17), we obtain the translationally invariant average
Green’s function of the interacting many-body system by averaging over the
disorder and over the Hubbard-Stratonovich field. Explicitly,
2 The additional factor of βV is due to the different normalizations of the Fourier
transformations, compare Eqs.(5.13) and (9.5).
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Gα(r − r′, τ − τ ′) =∫
D {U}P {U}
∫
D {φα}P {φα, U}Gα(r, r′, τ, τ ′) , (9.18)
with P{U} given in Eq.(9.4). The probability distribution P{φα, U} has ex-
actly the same form as in Eqs.(3.35)–(3.37), the only modification being that
the elements of the infinite matrix Vˆ in Eq.(3.37) are now given by
[Vˆ ]kk′ =
i
β
∑
α
Θα(k)
[
φαk−k′ −
i
V
Uk−k′
]
. (9.19)
Recall that according to Eq.(3.31) the Fourier components V αq of the poten-
tial V α(r, τ) in Eq.(9.17) are related to the Fourier components φαq of our
Hubbard-Stratonovich field via V αq =
i
βφ
α
q . For long-range random-potentials
the closed loop theorem guarantees that the Gaussian approximation is very
accurate, so that we may approximate
P{φα, U} ≈
exp
[
−Seff,2{φα} − iV
∑
qαα′ [Π˜0(q)]
αα′φα−qUq
]
∫ D {φα} exp [−Seff,2{φα} − iV ∑qαα′ [Π˜0(q)]αα′φα−qUq] ,(9.20)
where the Gaussian action Seff,2{φα} is given in Eq.(4.30), and the matrix el-
ements [Π˜0(q)]
αα′ of the rescaled sector polarization are defined in Eq.(4.22).
Note that by construction∫
D {φα}P{φα, U} = 1 , (9.21)
i.e. for any given realization of the random potential U the distribution
P{φα, U} is properly normalized. Because the random potential U in Eq.(9.20)
appears also in the denominator, it seems at the first sight that the averaging
over P{U} in Eq.(9.18) cannot be directly performed, so that one has to use
the replica approach [9.13]. Fortunately this is not the case, because we have
the freedom of integrating first over the φα-field before averaging over the
disorder. Then it is easy to see that the U -dependence of the denominator in
Eq.(9.20) is exactly cancelled by a corresponding factor in the numerator, so
that the averaging can be carried out exactly, without resorting to the replica
approach. Thus, after performing the trivial Gaussian integrations we obtain
for the average sector Green’s function of the interacting many-body system
Gα(r, τ) = Gα0 (r, τ) exp
[
Qα(r, τ) + Q˜αdis(r, τ)
]
, (9.22)
where the Debye-Waller factor Qα(r, τ) due to the interactions is given in
Eqs.(5.31)–(5.33), and the modified Debye-Waller factor Q˜αdis(r, τ) due to dis-
order is obtained fromQαdis(r, τ) in Eq.(9.15) by replacing the bare covariance
function Cq by the screened covariance function
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CRPAq =
Cq
[1 +Π0(q)fq]
2 . (9.23)
Diagrammatically this expression describes the screening of the impurity
potential by the electron-electron interaction. The corresponding Feynman
diagrams are shown in Fig. 9.1. Note that in Fourier space the screening
= +
X
XX Fig. 9.1. Screening of the impurity potential.
The bare impurity potential is denoted by a
dashed line with a cross, and the thick wavy
line represents the RPA interaction (see Fig. 4.3
(d)). The effective screened disorder potential
URPAq is denoted by a double dashed line with
cross. In [9.15] we have discussed these dia-
grams in a different context.
correction in Fig. 9.1 is −UqΠ0(q)fRPAq , which should be added to the bare
disorder potential Uq. Hence, the total screened disorder potential has the
Fourier components
URPAq = Uq − Uq
Π0(q)fq
1 +Π0(q)fq
=
Uq
1 +Π0(q)fq
. (9.24)
In d = 1 a result similar to Eq.(9.22) has also been obtained by Kleinert [9.13],
and by Hu and Das Sarma [9.14]. However, Kleinert has obtained his result
by combining functional bosonization [9.42] with the replica approach to
treat the disorder averaging. As shown in this section, there is no need for
introducing replicas if one integrates over the Hubbard-Stratonovich field
before averaging over the disorder. In the expression derived by Hu and Das
Sarma [9.14] the screening of the random potential is not explicitly taken into
account.
9.2 Static disorder
We show that for static random potentials with sufficiently long-range corre-
lations Eq.(9.16) agrees precisely with the usual perturbative result.
According to Eq.(9.5) the Fourier coefficients Uq of a time-independent ran-
dom potential U(r) are
Uq = βδωm,0Uq , Uq =
∫
dre−iq·rU(r) . (9.25)
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For simplicity let us assume that the Fourier transform of the static correlator
has a simple separable form3,
Cq =
β
V
UqU−q = βδωm,0γq , γq = γ0e
−|q|1/qc , (9.26)
where |q|1 =
∑d
i=1 |qi|. As discussed in Chap. 5.1.3, for linearized energy
dispersion we may set r = rα‖ vˆ
α in the argument of the Debye-Waller factor,
because the function Gα0 (r, τ) is proportional to δ
(d−1)(rα⊥), see Eq.(5.48).
Then we obtain from Eq.(9.15) for V →∞
Qαdis(r
α
‖ vˆ
α, τ) = − γ0|vα|2
∫
dq
(2π)d
e−|q|1/qc
1− cos(vˆα · qrα‖ )
(vˆα · q)2 . (9.27)
Note that for a spherical Fermi surface |vα| = vF is independent of the
patch index, but in general vα depends on α. The Debye-Waller factor is
independent of τ because we have assumed a static random potential. For
|rα‖ qc| ≫ 1 the integral in Eq.(9.27) is easily done and yields
Qαdis(r
α
‖ vˆ
α, τ) ∼ −
|rα‖ |
2ℓα
, |rα‖ qc| ≫ 1 , (9.28)
where the inverse elastic mean free path ℓα is given by
1
ℓα
=
(qc
π
)d−1 γ0
|vα|2 . (9.29)
We conclude that at large distances
Gα(r, τ) = Gα0 (r, τ) exp
[
−|vˆ
α · r|
2ℓα
]
. (9.30)
The complete averaged real space Green’s function is then according to
Eq.(5.43) given by
G(r, τ) =
∑
α
eik
α·rGα0 (r, τ) exp
[
−|vˆ
α · r|
2ℓα
]
. (9.31)
From Eq.(9.28) it is evident that in d = 1 any finite static disorder destroys
the Luttinger liquid features in the momentum distribution [9.14]. Recall that
regular interactions in one-dimensional Fermi systems give rise to a contribu-
tion to the Debye-Waller factor that grows only logarithmically as rα‖ →∞,
see Eq.(6.89). At sufficiently large distances this logarithmic divergence is
completely negligible compared with the linear divergence due to disorder
3 Any other cutoff function (for example e−q
2/q2c ) yields qualitatively identical
results. Our choice leads to particularly simple integrals.
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in Eq.(9.28). Note also that the linear growth of the Debye-Waller factor in
Eq.(9.28) is independent of the dimensionality of the system, and implies
that the momentum distribution nkα+q is for small q an analytic function of
q. Thus, any finite disorder washes out the singularities in the momentum
distribution.
For a comparison with the usual perturbative result, let us also calculate
the Fourier transform of Eq.(9.30). Shifting the coordinate origin to point kα
on the Fermi surface by setting k = kα + q, and choosing |q| ≪ qc, it is easy
to show that Eq.(9.30) implies for the averaged Matsubara Green’s function
G(kα + q, iω˜n) = G
α(q, iω˜n) =
1
iω˜n − vα · q + sgn(ω˜n) i2τα
, (9.32)
where the inverse elastic lifetime associated with sector α is given by
1
τα
=
|vα|
ℓα
=
(qc
π
)d−1 γ0
|vα| . (9.33)
Eqs.(9.32) and (9.33) agree with the usual perturbative result of the lowest
order Born approximation for the average self-energy. The relevant diagram
is shown in Fig. 9.2, and yields for the imaginary part of the self-energy
ImΣ(k) =
1
V 2
∑
q
UqU−qImG(k + q,−i0+)
=
γ0
V
∑
q
e−|q|1/qcImG(k + q,−i0+) . (9.34)
Because the random potential is static, the self-energy does not depend on the
frequency. Note that for qc = ∞, corresponding to a random potential with
X
kk
q
k+q
Fig. 9.2. Lowest order Born approxima-
tion for the average self-energy of non-
interacting fermions in a static random
potential. The dashed line with the cross
denotes the average UqU−q.
δ-function correlation in real space, we may shift q + k→ q in Eq.(9.34), so
that the self-energy is independent of k. Then Eq.(9.34) reduces to the usual
result 12τ = ImΣ = πγ0ν. As already mentioned, the approximations leading
to Eq.(9.31) are not accurate in this case, because the correlator involves
also large momentum transfers. On the other hand, for qc ≪ kF only wave-
vectors |q| ≪ kF contribute in Eq.(9.34), so that we may linearize the energy
dispersion. Then we obtain
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1
τα
≡ 2ImΣ(kα) = 2πγ0
∫
dq
(2π)d
e−|q|1/qcδ(vα · q)
=
γ0
(2π)d−1
(2qc)
d−1 1
|vα| , (9.35)
which agrees precisely with Eq.(9.33). We conclude that for static disorder
with long-range correlations our bosonization approach reproduces the lowest
order Born approximation for the elastic lifetime.
9.3 Dynamic disorder
We first derive a strikingly simple relation between interacting Fermi sys-
tems and effective stochastic models with time-dependent disorder. We then
explicitly evaluate the average Green’s function in some simple cases.
The case of a static random potential is not very exciting, because we have
simply reproduced the perturbative result. New interesting physics emerges
if we consider a general dynamic random potential. To calculate the average
Green’s function, we should specify the dynamic covariance function Cq in
Eq.(9.7) and then evaluate the Debye-Waller factor (9.15). If we would like
to describe with our stochastic model an underlying interacting many-body
system in thermal equilibrium, then the form of Cq is determined by the na-
ture of the interaction. In the case of the coupled electron-phonon system at
high temperatures an explicit microscopic calculation of Cq has been given
by Girvin and Mahan [9.2], who found that the disorder can be modeled
by a white noise dynamic random potential, corresponding to a frequency-
independent Cq. The identification of Cq with the parameters of the under-
lying many-body system given in [9.2] is based on a perturbative calculation
of the self-energy at high temperatures.
In contrast, our functional bosonization approach allows us to relate the
covariance function Cq of the random system at low temperatures in a direct
and essentially non-perturbative way to the underlying many-body system.
Evidently, the requirement that the average Green’s function of the ran-
dom system should be identical with the Green’s function of the interacting
many-body system without disorder is equivalent with the postulate that
the corresponding Debye-Waller factors should be identical. Comparing then
Qαdis(r, τ) in Eq.(9.15) with the Debye-Waller factor Q
α(r, τ) due to a general
density-density interaction given in Eqs.(5.31)–(5.33), we conclude that we
should identify
Cq = −fRPAq = −fq + f2q
∫ ∞
0
dωSRPA(q, ω)
2ω
ω2 + ω2m
, (9.36)
where fq is the bare interaction of the underlying many-body system, and we
have used Eq.(6.3) to express fRPAq in terms of the dynamic structure factor.
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Eq.(9.36) is the link between the phenomenological stochastic model and the
microscopic many-body system. In spite of its apparent simplicity, Eq.(9.36)
is a highly non-trivial result, because it is based on a non-perturbative re-
summation of the entire perturbation series of the many-body problem.
9.3.1 Gaussian white noise
Even if the random potential is determined by some non-equilibrium external
forces, it is useful to decompose the covariance function Cq as in Eq.(9.36),
because then we can simply use the results of Chap. 6.1 to evaluate the
Debye-Waller factor. Let us first consider the case of Gaussian white noise
random potential with covariance given by4
Cq = C0e
−|q|1/qc . (9.37)
Because a white noise random potential involves fluctuations on all energy
scales with equal weight, the covariance function Cq is independent of the fre-
quency. Comparing Eq.(9.37) with Eq.(9.36), it is clear that the correspond-
ing Debye-Waller factor can be simply obtained from Eqs.(6.14), (6.16), and
(6.17) by setting fq = −C0e−|q|1/qc and SRPA(q, ω) = 0. From Eq.(6.14) it is
then obvious that in this case the constant part of the Debye-Waller factor,
Rαdis = −
1
βV
∑
q
Cq
(iωm − vα · q)2 , (9.38)
vanishes for β →∞. This is in sharp contrast to the static random potential,
where Rαdis is divergent, see Eq.(9.27). For the space- and time-dependent
contribution we obtain from Eqs.(6.16) and (6.17)
ReSαdis(r
α
‖ vˆ
α, τ) = −C0 |τ |
2V
∑
q
cos(vˆα · qrα‖ )e−|q|1/qce−|v
α·q||τ | , (9.39)
ImSαdis(r
α
‖ vˆ
α, τ) = −C0 τ
2V
∑
q
sin(|vˆα · q|rα‖ )e−|q|1/qce−|v
α·q||τ | .(9.40)
Note that in this limit only the term Lαq (τ) in Eqs.(6.16) and (6.17) survives.
With the above simple form of Cq the q-integration is trivial. We obtain for
the total Debye-Waller factor
Qαdis(r
α
‖ vˆ
α, τ) = −Sαdis(rα‖ vˆα, τ) =
iWτ
rα‖ + i|vα|τ + i sgn(τ)q−1c
, (9.41)
where we have defined
W =
C0
2π
(qc
π
)d−1
. (9.42)
4 Note that the constant C0 has units of volume × energy, just like the usual
Landau interaction parameters.
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Note that W has units of velocity. We conclude that the average sector
Green’s function is given by
Gα(r, τ) = Gα0 (r, τ) exp
[
iWτ
vˆα · r + i|vα|τ + i sgn(τ)q−1c
]
. (9.43)
Because the Debye-Waller factor vanishes at τ = 0, we have Gα(r, 0) =
Gα0 (r, 0), so that the white noise dynamic random potential does not af-
fect the momentum distribution. Hence, the average momentum distribution
exhibits the same jump discontinuity as in the absence of randomness. In
contrast, a static random potential completely washes out any singularities
in the average momentum distribution.
In Fourier space Eq.(9.43) looks rather peculiar. Let us first calculate the
imaginary frequency Fourier transform,
Gα(q, iω˜n) =
∫ β
0
dτeiω˜nτGα(q, τ) , (9.44)
where
Gα(q, τ) =
∫
dre−iq·rGα(r, τ)
=
−i
2π
∫ ∞
−∞
dx
e−iq
α
‖ x
x+ i|vα|τ exp
[
iWτ
x+ i|vα|τ + i sgn(τ)q−1c
]
, (9.45)
with qα‖ = vˆ
α · q. Because the argument of the exponential in the last factor
of Eq.(9.45) is always finite, we may expand the exponential in an infinite
series and exchange the order of integration and summation. For β → ∞
the resulting integrals can then be done by means of contour integration.
Assuming for simplicity qα‖ ≥ 0 and τ > 0, the relevant residue is
Res
[
e−iq
α
‖ z
[z + i|vα|τ ][z + i|vα|τ + iq−1c ]n
]
z=−i|vα|τ−iq−1c
= −e−|vα|qα‖ τ e−qα‖ /qc
∞∑
k=0
∞∑
m=0
δn,k+m+1
(−iqα‖ )k(−iqc)m+1
k!
. (9.46)
After some straightforward algebra we obtain
Gα(q, τ) = −e−|vα|qα‖ τe−qα‖ /qc
∞∑
n=0
(
qα‖
qc
)n
n!
n∑
m=0
(Wqcτ)
m
m!
. (9.47)
Substituting this expression into Eq.(9.44), the τ -integration is trivial, so that
we obtain in the limit β →∞
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Gα(q, iω) = − e
−qα‖ /qc
vα · q − iω
∞∑
n=0
(
qα‖
qc
)n
n!
n∑
m=0
[
Wqc
vα · q − iω
]m
. (9.48)
The summations are now elementary, and we finally obtain
Gα(q, iω) =
1
Wqc + iω − vα · q
×
{
1 +
Wqce
−vˆα·q/qc
iω − vα · q exp
[
−W vˆ
α · q
iω − vα · q
]}
. (9.49)
Recall that we have assumed vˆα · q ≥ 0. For |ω| ≪ Wqc and qα‖ ≪
min{qc,Wqc/|vα|} this reduces to
Gα(q, iω) ∼ 1
iω − vα · q exp
[
−W vˆ
α · q
iω − vα · q
]
. (9.50)
If we now analytically continue this expression to real frequencies by replacing
iω → ω+ i0+, we encounter an essential singularity at ω = vα · q. As will be
explained in Sect. 9.4, we believe that this singularity is an artefact of the
linearization of the energy dispersion.
9.3.2 Finite correlation time
A dynamic random potential with a finite correlation time can be modeled
by the covariance function
Cq = Zq
2Ωq
ω2m +Ω
2
q
, (9.51)
with some residue Zq and frequency Ωq. In the time domain this implies for
β →∞
C(q, τ) ≡ 1
β
∑
m
Cqe
−iωmτ = Zqe−Ωq|τ | . (9.52)
Note that we can rewrite Eq.(9.51) as
Cq =
∫ ∞
0
dωScol(q, ω)
2ω
ω2m + ω
2
, (9.53)
with
Scol(q, ω) = Zqδ(ω −Ωq) . (9.54)
Comparison with Eq.(9.36) shows that the exponentially decaying imaginary
time correlator in Eq.(9.52) corresponds to an undamped collective mode of
an underlying many-body system. To calculate the Green’s function, we sim-
ply compare Eqs.(9.36) and (9.53), and note that both expressions agree if we
set fq → 0 and f2q SRPA(q, ω)→ Scol(q, ω). Hence we can obtain the spectral
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representation of the Debye-Waller factor by making these replacements in
Eqs.(6.14), (6.16) and (6.17). The constant part is given by
Rαdis = −
∫
dq
(2π)d
Zq
(Ωq + |vα · q|)2 . (9.55)
In contrast to the Gaussian white noise random potential, the finite correla-
tion time leads to a renormalization of the quasi-particle residue. Similarly,
Sαdis(r
α
‖ vˆ
α, τ) can be obtained by substituting Eq.(9.54) into Eqs.(6.16) and
(6.17). For simplicity we shall assume here that the frequency Ωq = Ω0 is dis-
persionless and larger than all other energy scales in the problem, and choose
Zq = Z0e
−|q|1/qc . Keeping the next-to-leading order in Ω−10 we obtain
Qαdis(r
α
‖ vˆ
α, τ) ≈ Z0
π|vα|Ω0
(qc
π
)d−1 [ i|vα|τ
rα‖ + i|vα|τ + i sgn(τ)q−1c
+
|vα|qc
Ω0
(
1− e
−Ω0|τ |
1 + (rα‖ qc)
2
)]
. (9.56)
If we take the limit Ω0 → ∞ while keeping Z0/Ω0 constant, we recover
Eq.(9.41), with W = (Z0/(πΩ0))(qc/π)
d−1. Because the leading term in
Eq.(9.56) has the same structure as Eq.(9.41), the spectral function exhibits
again an essential singularity at ω = vα ·q. Therefore the essential singularity
in Eq.(9.50) is not a special feature of the Gaussian white noise limit.
9.4 Summary and outlook
In this chapter we have used our background field method developed in
Chap. 5 to calculate the average Green’s function of electrons subject to a
long-range random potential. For simplicity, we have worked with linearized
energy dispersion. Although for static disorder we have correctly reproduced
the usual perturbative result of the Born approximation, for time-dependent
disorder we have obtained the rather peculiar expression (9.50) for the Fourier
transform of the Green’s function, which involves an essential singularity on
resonance (i.e. for ω = vα · q). We believe that this singularity is an artefact
of the linearization of the energy dispersion. This is based on the observa-
tion that in the white noise limit considered in Sect. 9.3.1 the long-distance
behavior of the Debye-Waller factor is completely determined by the term
Lαq (τ) of Eqs.(6.16) and (6.17). As discussed in detail in Chap. 6.1.3, this
term is generated by the double pole in the Debye-Waller factor for linearized
energy dispersion. On the other hand, for non-linear energy dispersion this
double pole is split into two separate poles, so that a term similar to Lαq (τ)
does not appear. Thus, an interesting open problem is the evaluation of the
Debye-Waller factor due to dynamic disorder for non-linear energy
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dispersion. In this context we would also like mention that a numerical
analysis [9.16] of the higher-dimensional bosonization result for the Green’s
function with linearized energy dispersion (see Eqs.(5.31)–(5.33) and (5.37)–
(5.39)) indicates that also for generic density-density interactions there exists
some kind of unphysical singularity in the spectral function close to the reso-
nance ω = vα ·q. We believe that this singularity has precisely the same origin
as the singularity in Eq.(9.50), namely the double pole in the Debye-Waller
factor for linearized energy dispersion.
Another interesting unsolved problem is the correct description of the dif-
fusive motion of the electrons within the framework of higher-dimensional
bosonization5. The signature of diffusion is known to manifest itself also in the
low-energy behavior of the single-particle Green’s function of an interacting
disordered Fermi system. Evidently our result (9.22) for the average Green’s
function in the presence of electron-electron interactions does not contain
interference terms describing the interplay between disorder and electron-
electron interactions. Note that the perturbative calculation of the average
Green’s function for disordered electrons in the presence of electron-electron
interactions leads to singular terms due to multiple impurity scattering. These
appear even at the first order in the effective electron-electron interaction and
involve the so-called Diffuson and Cooperon propagators [9.10–9.12]. While
the Cooperon involves momentum transfers of the order of 2kF, the Diffuson is
most singular for small momentum transfers. Because our approach attempts
to treat the complete forward scattering problem non-perturbatively, the Dif-
fuson should not be neglected. In fact, it is well known that the Diffuson qual-
itatively modifies the effective screened interaction at long wavelengths [9.11].
Furthermore, the so-called g1-contribution to the self-energy [9.12], which to
lowest order in the electron-electron interaction involves two Diffuson propa-
gators, can be viewed as an effective long-range interaction between the elec-
trons. This interaction is generated by many successive impurity scatterings
and is a consequence of the diffusive motion of the electrons in a disordered
metal. Obviously, such a motion cannot be correctly described within the ap-
proximations inherent in higher-dimensional bosonization at the level of the
Gaussian approximation. However, in Chap. 5.2 we have developed a general
method for calculating the Green’s function beyond the Gaussian approxima-
tion, which might lead to a new non-perturbative approach to the problem
of electron-electron interactions in disordered Fermi systems.
5 The case of one dimension [9.17] is special, because, at least in the absence of
interactions, the localization length of one-dimensional disordered fermions has
the same order of magnitude as the elastic mean free path [9.11,9.12]. Therefore
the diffusive regime does not exist in d = 1.
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10. Transverse gauge fields
We generalize our functional bosonization approach to the case of fermions
that are coupled to transverse abelian gauge fields. This is perhaps the physi-
cally most important application of higher-dimensional bosonization, because
transverse gauge fields appear in effective low-energy theories for strongly cor-
related electrons and quantum Hall systems. In this chapter we shall restrict
ourselves to the formal development of the methods. An important physical
application to the quantum Hall effect is given in the Letter [10.1]. For lin-
earized energy dispersion we have discussed the gauge field problem in the
work [10.2]. It turns out, however, that in physically relevant cases quan-
titatively correct results for the single-particle Green’s function can only be
obtained if one retains the quadratic terms in the expansion of the energy
dispersion close to the Fermi surface.
As shown in the classic textbook by Feynman and Hibbs [10.45], the static
Coulomb interaction 4πe2/q2 between electrons can be obtained by coupling
the electronic density to the scalar potential φ of the Maxwell field and in-
tegrating in the functional integral over all complexions of φ. The transverse
radiation field A is usually neglected in condensed matter, because the cou-
pling between the current density and the transverse radiation field involves
an extra factor of vF/c. At metallic densities the Fermi velocity vF is two or-
ders of magnitude smaller than the velocity of light c, so that for all practical
applications it is justified to ignore the radiation field. The leading correction
to the static Coulomb interaction is an effective retarded interaction between
paramagnetic current densities, mediated by the transverse radiation field.
Within the RPA the propagator of the transverse radiation field is in Coulomb
gauge and for frequencies |ωm| ≪ vF|q| given by (see Eq.(10.106) below)
hRPA,αq = −
1
ν
(vF
c
)2 1− (kˆα · qˆ)2(
q
κ
)2
+ pi4 (
vF
c )
2 |ωm|
vF|q|
. (10.1)
Here ν is the density of states at the Fermi surface, and κ is the usual
Thomas-Fermi wave-vector in three dimensions. In 1973 Holstein, Norton
and Pincus [10.3] showed that the associated effective current-current inter-
action gives rise to logarithmic singularities in the perturbative expansion of
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the electronic self-energy, and concluded that the low-energy behavior of the
single-particle Green’s function is not of the Fermi liquid type. However, they
also showed that due to the smallness of the parameter vF/c the deviations
from conventional Fermi liquid behavior are beyond experimental resolution,
so that they have little practical consequences. Later the behavior of the
electrodynamic field in metals was studied in more detail by Reizer [10.4]. A
nice pedagogical discussion of this problem can be found in the textbook by
Tsvelik [10.5].
The recent excitement about the unusual normal-state properties of
the high-temperature superconductors [10.6–10.9, 10.24] as well as half-filled
quantum Hall systems [10.10–10.12] has revived the interest in the problem
of electrons coupled to gauge fields from a more general point of view. In
theoretical models for these systems the transverse gauge field is not neces-
sarily the Maxwell field, so that in principle the magnitude of the velocity
associated with the gauge field can be comparable with the Fermi velocity,
and the effective coupling constant can be of the order of unity. Moreover,
the effective dimensionality is not necessarily d = 3. Thus, we are led to the
general problem of fermions in d dimensions that are coupled to transverse
gauge fields with RPA propagator given by
hRPA,αq = −
1
ν
1− (kˆα · qˆ)2(
|q|
qc
)η
+ λd
|ωm|
vF|q|
. (10.2)
Here η > 0 is some exponent, λd is a numerical constant, and qc is some
characteristic momentum scale. We recover Eq.(10.1) by setting η = 2 , λ3 =
π/4, and qc = vFκ/c. On the other hand, the gauge field propagator in the
two-dimensional Maxwell-Chern-Simons action (which is believed to describe
the low-energy physics of composite Fermions in the half-filled Landau level
[10.12]) corresponds to the choice η = 1, λ2 = 1, and qc = (2kF)
2/κ, where κ
is in this case the Thomas-Fermi wave-vector in d = 2, see Eq.(A.50).
The low-energy behavior of the Green’s function of fermions that are cou-
pled to transverse gauge fields with propagator (10.2) has recently been stud-
ied with the help of a variety of non-perturbative techniques, such as renor-
malization group and scaling methods [10.13–10.16], a 1/N -expansion [10.17],
higher-dimensional bosonization [10.1, 10.2, 10.18, 10.33], a quantum Boltz-
mann equation [10.19], and other non-perturbative resummation schemes
[10.11, 10.20, 10.21, 10.51]. According to Ioffe et al. [10.17] as well as Castel-
lani and Di Castro [10.51], in the case of transverse gauge fields it is not
allowed to locally linearize the energy dispersion (thus approximating the
Fermi surface by a collection of flat patches) because the effective interaction
mediated by the gauge field is dominated by momentum transfers parallel to
the Fermi surface. In fact, the method used by Ioffe et al. [10.17] produces
results that are in disagreement with the predictions of higher-dimensional
bosonization with linearized energy dispersion [10.2, 10.18]. Because the lin-
earization of the energy dispersion is one of the main (and a priori uncon-
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trolled) approximations inherent in earlier formulations of higher-dimensional
bosonization [10.31–10.37], one might suspect that the linearization is at least
partially responsible for this disagreement.
Let us give a simple argument why for the effective interaction mediated
by transverse gauge fields the curvature of the Fermi surface might indeed be
more important than in the case of the conventional density-density interac-
tions discussed in Chap. 6. Consider a fermion with momentum k = kα + q
such that |q| ≪ kF. From Eq. (10.2) we see that the typical momentum
qω transfered by the gauge field in a low-energy process with energy ω is
determined by (qω/qc)
η = λdω/(vFqω), so that
qω =
(
λdq
d
c
vF
) 1
1+η
ω
1
1+η . (10.3)
Because the factor 1 − (kˆα · qˆ)2 in Eq.(10.2) is maximal for wave-vectors q
that are perpendicular to kα (see Fig. 10.1), we conclude that the typical
momentum transfer q⊥ parallel to the Fermi surface is of the order of qω. On
q
k
kα
q
q
T
II
αv
Fig. 10.1. Local coordinate system on
the Fermi surface and definition of the
components q‖ and q⊥ of q = k − kα.
the other hand, for an energy dispersion of the form1 ξαq = vFq‖+ q
2
⊥/(2m⊥),
the curvature term is negligible provided
q2⊥
2m⊥vFq‖
≪ 1 . (10.4)
Setting q⊥ ≈ qω and using the fact that vFq‖ ≈ ω close to the poles of the
Green’s function, we see that Eq.(10.4) reduces to
1
2m⊥
(
λdq
d
c
vF
) 2
1+η
ω
1−η
1+η ≪ 1 . (10.5)
1 To study curvature effects, we may omit the term quadratic in q‖ = q · vˆ
α, i.e.
q2‖/(2m‖). As discussed in Chaps. 5.2 and 7.2.2, this term does not describe the
curvature of the Fermi surface and is irrelevant. For convenience we have also
omitted the patch index on qα‖ and q
α
⊥.
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For η < 1 this condition is always satisfied at sufficiently low energies, so
that in this case curvature should be irrelevant. On the other hand, for η > 1
the left-hand side becomes arbitrarily large for small ω, so that we expect
that in the low-energy regime the curvature of the Fermi surface will become
important. Of course, the above arguments are rather hand-waving, so that
more rigorous methods are necessary to examine the role of curvature in
the bosonization approach to the gauge field problem. Having developed a
non-perturbative method to include curvature effects into higher-dimensional
bosonization (see Chap. 5.2), we shall in this chapter examine the role of
curvature by explicitly calculating the effect of the quadratic term in the
energy dispersion on the gauge field contribution to the Debye-Waller factor.
10.1 Effective actions
We define a general field theory for non-relativistic electrons that are coupled
to transverse abelian gauge fields. This theory contains the usual Maxwell
action as a special case. We discuss in some detail the effective matter action
that is obtained by integrating first over the gauge field, and the effective
gauge field action that results from the integration over the matter degrees of
freedom.
10.1.1 The coupled matter gauge field action
Transverse gauge fields can be viewed as Hubbard-Stratonovich fields that cou-
ple to the fermionic current density. We show how to obtain the propagators
via functional integration and how to impose the Coulomb gauge constraint
with the help of the Fadeev-Popov method.
Measuring wave-vectors with respect to local coordinate systems centered at
the Fermi surface, the Euclidean Maxwell action [10.7] can be written as
S{ψ, φα,Aα} = S0{ψ}+ S1{ψ, φα,Aα}+ S2{φα,Aα} , (10.6)
where the matter action S0{ψ} is defined in Eq.(3.3), and
S1{ψ, φα,Aα} =
∑
q
∑
α
[
iραq φ
α
−q − jαq ·Aα−q
]
, (10.7)
S2{φα,Aα} = 1
2
∑
q
∑
αα′
[
[f˜
−1
q
]αα
′
φα−qφ
α′
q + [h˜
−1
q ]
αα′Aα−q ·Aα
′
q
]
.(10.8)
For convenience we have used the Coulomb gauge,
q ·Aαq = 0 , (10.9)
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because then the longitudinal and transverse components of the gauge field
Aαµ = [φ
α,Aα] in Eq.(10.8) are decoupled. The sector density ραq is defined in
Eq.(3.5), and the gauge invariant sector current density jαq has a para- and
a diamagnetic contribution,
jαq = j
para,α
q + j
dia,α
q , (10.10)
with
jpara,αq =
∑
k
Θα(k)
(k + q/2)
mc
ψ†kψk+q , (10.11)
jdia,αq = −
1
2mc2β
∑
q′
Aαq−q′ρ
α
q′ . (10.12)
For arbitrary matrices f˜
q
and h˜q in Eq.(10.8) the above action is more general
than the usual Maxwell action. The latter can be obtained by choosing the
matrix elements of f˜
q
and h˜q to be independently of the sector indices given
by2
[f˜
q
]αα
′
= f˜q =
β
V
4πe2
q2
, [h˜q]
αα′ = h˜q =
β
V
4πe2
q2 + (ωmc )
2
. (10.13)
If we set Aα = 0 in Eq.(10.6), then S{ψ, φα, 0} agrees precisely with the ac-
tion given S{ψ, φα} defined in Eq.(3.25), which has been obtained from the
original density-density interaction by means of the Hubbard-Stratonovich
transformation discussed in Chap. 3.2. Evidently the gauge field Aαµ can
be viewed as a generalized Hubbard-Stratonovich field which couples to the
(gauge invariant) current density. The Maxwell-Chern-Simons action, which
plays an important role in the theory of the half-filled Landau level [10.12],
contains an additional term involving the coupling between the φα- and the
Aα-field [10.18]. This coupling is due to the fact that in these theories density
fluctuations are effectively mapped onto fluctuations of the gauge field. By
a proper choice of the propagator of the φα-field, one can therefore control
the value of the exponent η that characterizes the dispersion of the gauge
field propagator in Eq.(10.2). Because in this section we would like to discuss
the basic concepts, we shall ignore at this point the Chern-Simons coupling
between φα- and Aα-field. From the general structure of the final result for
the single-particle Green’s function the modifications arising from the Chern-
Simons coupling will become obvious.
2 Of course, matrices with all equal elements are not invertible, so that we
should regularize f˜
−1
q
and h˜
−1
q in some convenient way. As already mentioned in
Chap. 3.2.1, our final results for physical quantities can be entirely expressed in
terms of the original matrices f˜
q
and h˜q, so that for our purpose it is sufficient to
assume at intermediate stages that f˜
−1
q
and h˜
−1
q have been properly regularized.
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In complete analogy with Eq.(3.24), the exact single-particle Green’s func-
tion is now given by
G(k) = −β
∫ D{ψ}D{φα}D{Aα}e−S{ψ,φα,Aα}ψkψ†k∫ D{ψ}D{φα}D{Aα}e−S{ψ,φα,Aα} , (10.14)
where the functional integration over the Aα-field is subject to the Coulomb
gauge condition (10.9). Although in a gauge theory the single-particle prop-
agator is in general gauge dependent [10.5], we expect physical quantities
derived from it to be gauge invariant3. Moreover, as recently shown by
Sylju˚asen [10.23], for a particular class of gauge choices, the most singular
part of the fermionic self-energy in non-relativistic quantum electrodynamics
is independent of the gauge.
The matrices f˜
q
and h˜q determine the free propagator of the gauge field,
Dαα
′
0,µν(q) =
∫ D{φα}D{Aα}e−S2{φα,Aα}Aαq,µAα′−q,ν∫ D{φα}D{Aα}e−S2{φα,Aα} , (10.15)
where we use the convention that Aαq,0 = φ
α
q . In Coulomb gauge the longitu-
dinal and transverse components do not mix, so that
Dαα
′
0,00(q) = [f˜q]
αα′ , (10.16)
Dαα
′
0,0i(q) = D
αα′
0,i0(q) = 0 , i = 1, . . . , d , (10.17)
Dαα
′
0,ij (q) = [h˜q]
αα′ [δij − (ei · qˆ)(ej · qˆ)] , i, j = 1, . . . , d , (10.18)
where qˆ = q/|q|. A simple way to derive Eq.(10.18) is to impose the Coulomb
gauge condition (10.9) in the functional integral by means of the Fadeev-
Popov method [10.4]. A very nice pedagogical discussion of this method can
be found in the recent textbook by Sterman [10.18, page 190]. In the prob-
lem at hand, the Fadeev-Popov method amounts to inserting the following
integral representation of the functional δ-function into the integrand of the
denominator and the numerator of Eq.(10.15),
∏
α
δ{∇ ·Aα(r, τ)} =
∫
D {λα} e−
∑
qα
Aα−q·qλαq , (10.19)
and then treating the Aα-integrations as unrestricted. The integration over
the auxiliary fields λαq , α = 1, . . . ,M enforces the Coulomb gauge condition
(10.9) for each sector. Shifting
3 In particular, the imaginary part of the retarded Green’s function can be directly
related to the photoemission spectrum as long as certain standard approxima-
tions (which are discussed in detail in [10.22]) are assumed to be correct. Thus,
we expect that ImG(k, ω+ i0+) is to a large extent gauge invariant. I would like
to thank C. Ku¨bert and A. Muramatsu for pointing this out to me.
10.1 Effective actions 213
Aαq → Aαq −
∑
α′
[h˜q]
αα′qλα
′
q , (10.20)
and using [h˜q]
αα′ = [h˜−q]
α′α (see also Eq.(3.19)), we replace
1
2
∑
q
∑
αα′
[h˜
−1
q ]
αα′Aα−q ·Aα
′
q +
∑
qα
Aα−q · qλαq →
1
2
∑
q
∑
αα′
[h˜
−1
q ]
αα′Aα−q ·Aα
′
q +
1
2
∑
q
∑
αα′
λα−qq
2[h˜q]
αα′λα
′
q . (10.21)
Using the fact that the integration measure is invariant with respect to shift
transformations [10.5], we obtain
Dαα
′
0,ij (q) =
{∫
D {λα}D {Aα} e−S˜2{Aα,λα}
}−1
×
∫
D {λα}D {Aα} e−S˜2{Aα,λα}
×
[
Aαq,iA
α′
−q,j − qiqj
∑
α1α2
[h˜q]
αα1λα1q λ
α2−q[h˜q]
α2α
′
]
, (10.22)
where
S˜2{Aα, λα} = 1
2
∑
q
∑
αα′
[
[h˜
−1
q ]
αα′Aα−q ·Aα
′
q + q
2[h˜q]
αα′λα−qλ
α′
q
]
. (10.23)
The unrestricted Gaussian integrations are now easily done, and we finally
arrive at Eq.(10.18).
10.1.2 The effective matter action
. . . can be obtained by integrating first over the gauge field.
To see the connection with the conventional many-body approach more
clearly, it is instructive to calculate the effective interaction between the mat-
ter degrees of freedom mediated by the gauge field. Performing in Eq.(10.14)
the integration over the gauge field first, we obtain an expression of the same
form as Eq.(3.6), with matter action Smat{ψ} = S0{ψ}+Sint{ψ}, where now
Sint{ψ} = − ln
(∫
D{φα}
∫
D{Aα}e−S1{ψ,φα,Aα}−S2{φα,Aα}
)
. (10.24)
In Coulomb gauge the integration over the longitudinal component φα is
trivial, and corresponds just to undoing the Hubbard-Stratonovich transfor-
mation of Chap. 3.2. Hence,
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Sint{ψ} = 1
2
∑
q
∑
αα′
f˜αα
′
q ρ
α
−qρ
α′
q + S
rad
int {ψ} , (10.25)
with
Sradint {ψ} = − ln
(∫
D{Aα}e−S3{ψ,Aα}
)
, (10.26)
where the integration is subject to the constraint q ·Aαq = 0, and
S3{ψ,Aα} = 1
2
∑
q
∑
αα′
[h˜
−1
q ]
αα′Aα−q ·Aα
′
q −
∑
q
∑
α
jpara,αq ·Aα−q
+
1
2mc2β
∑
qq′
∑
α
ραq−q′A
α
−q ·Aαq′ . (10.27)
Because the diamagnetic part of the current density gives rise to a term in
Eq.(10.27) which is not diagonal in momentum space, the functional integra-
tion in Eq.(10.26) cannot be carried out exactly. The higher order diamag-
netic contributions generate also retarded density-density interactions, which
should be combined with the static Coulomb interaction due to the longitu-
dinal component of the gauge field. For the Maxwell field these corrections
are of higher order in e2/c ≈ 1137 , so that it is allowed to ignore them. Cal-
culating the action Sradint {ψ} perturbatively, we find to leading order that the
transverse gauge field generates the following effective action for the matter
degrees of freedom,
Sradint {ψ} ≈ −
1
2
∑
q
∑
αα′
∑
ij
jpara,α−q,i D
αα′
0,ij (q)j
para,α′
q,j
= −1
2
∑
q
∑
αα′
∑
ij
jpara,α−q,i [h˜q]
αα′ [δij − (eˆi · qˆ)(eˆj · qˆ)] jpara,α
′
q,j .(10.28)
Hence, the coupling between radiation field and matter gives rise to an ef-
fective interaction between the transverse parts of the paramagnetic current
densities [10.24, 10.25]. For d = 3 we may use the vector product to rewrite
the second line in Eq.(10.28) as
Sradint {ψ} ≈ −
1
2
∑
q
∑
αα′
[h˜q]
αα′(qˆ × jpara,α−q ) · (qˆ × jpara,α
′
q ) . (10.29)
In a conventional many-body approach, one would now treat the effective
two-body interactions in Sint{ψ} perturbatively [10.4]. However, a priori such
an expansion cannot be justified, because the interaction becomes arbitrary
large for small wave-vectors and frequencies. In the case of the longitudinal
component of the gauge field the physics of screening comes as a rescue. By
performing an infinite resummation of a formally divergent series (which is
of course nothing but the RPA for the effective density-density interaction
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[10.6,10.9]), it is possible to formulate the perturbative expansion such that at
high densities the effective expansion parameter is small. Unfortunately, this
strategy fails in the case of the effective current-current interaction mediated
by the transverse radiation field, because in the static limit4 transverse gauge
fields are not screened as long as the gauge invariance is not spontaneously
broken. Therefore the conventional many-body approach fails as far as the
perturbative calculation of the effect of Sradint {ψ} on the single-particle Green’s
function is concerned. This has first been noticed by Holstein, Norton and
Pincus [10.3], and has been discussed later in more detail by Reizer [10.4].
10.1.3 The effective gauge field action
. . . can be obtained by integrating first over the matter field. This is what we
need for our functional bosonization approach.
If we integrate in Eq.(10.14) first over the Grassmann fields, we obtain, in
complete analogy with Eqs.(3.34)–(3.37),
G(k) =
∫
D{φα}D{Aα}P{φα,Aα}[Gˆ]kk ≡
〈
[Gˆ]kk
〉
Seff
, (10.30)
where the probability distribution is now
P{φα,Aα} = e
−Seff{φα,Aα}∫ D{φα}D{Aα}e−Seff{φα,Aα} , (10.31)
with
Seff{φα,Aα} = S2{φα,Aα}+ Skin{φα,Aα} . (10.32)
The potential energy part S2{φα,Aα} of the effective action is given in
Eq.(10.8), and the kinetic energy contribution is
Skin{φα,Aα} = −Tr ln[1− Gˆ0Vˆ ] . (10.33)
The matrix elements of Vˆ are
[Vˆ ]kk′ =
∑
α
Θα(k)V αk−k′ , (10.34)
V αq =
1
β

iφαq − uα ·Aαq + 12mc2β
∑
q′′
Aα−q′′ ·Aαq+q′′

 . (10.35)
4 Note that at finite frequencies transverse gauge fields are dynamically screened,
see Eq.(10.103) below. For the Maxwell field this is called the skin effect.
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Here uα = kα/(mc) is a dimensionless vector with magnitude of the order
of vF/c. The infinite matrix Gˆ is defined as in Eq.(5.7), with V
α
q now given
in Eq.(10.35). For the calculation of the kinetic energy contribution to the
effective gauge field action we shall use the Gaussian approximation. Note
that the generalized closed loop theorem discussed in Chap. 4.1 implies that,
at least in certain parameter regimes (at high densities and at long wave-
lengths), the corrections to the Gaussian approximation are small. In this
case the expansion of the logarithm in Eq.(10.33) can be truncated at the
second order, so that we may approximate (see Eq.(4.2))
Skin{φα,Aα} ≈ Tr
[
Gˆ0Vˆ
]
+
1
2
Tr
[
Gˆ0Vˆ
]2
≡ Skin,1{φα,Aα}+ Skin,2{φα,Aα} . (10.36)
The first term yields
Skin,1{φα,Aα} =
∑
α
Nα0 V
α
0
=
∑
α
Nα0
[
iφα0 − uα ·Aα0 +
1
2mc2β
∑
q
Aα−q ·Aαq
]
, (10.37)
where Nα0 is the number of occupied states in sector K
α
Λ,λ, see Eq.(4.19).
If we neglect the terms with the transverse gauge field, Eq.(10.37) reduces
to Skin,1{φα}, see Eq.(4.20). As already mentioned in the first footnote of
Chap. 4, the terms involving φα0 and A
α
0 do not contribute to fermionic
correlation functions at zero temperature, and can be ignored for our purpose.
Note, however, that the last term in Eq.(10.37) is quadratic and has to be
retained within the Gaussian approximation. This diamagnetic contribution
to the effective gauge field action can be written as
Sdiakin,1{Aα} =
1
2
∑
q
∑
α
∆˜αAα−q ·Aαq , ∆˜α =
Nα0
βmc2
. (10.38)
The second order term in Eq.(10.36) is
Skin,2{φα,Aα} = −β
2
2
∑
q
∑
α
Π˜α0 (q)V
α
−qV
α
q , (10.39)
where Π˜α0 (q) =
V
βΠ
α
0 (q) is the dimensionless sector polarization
5. From
Eq.(10.35) it is clear that Eq.(10.39) contains also terms that are cubic and
quartic in the fields. The origin for these non-Gaussian terms are the dia-
magnetic fluctuations described by the last term in Eq.(10.35). Within the
5 See Eqs.(4.22) and (4.24); for simplicity we have assumed sufficiently small |q|/kF
and large sectors KαΛ,λ, so that only the diagonal element of Eq.(4.22) has to be
retained.
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Gaussian approximation we shall simply ignore these terms. It is important
to stress, however, that the closed loop theorem does not imply the cancella-
tion of these terms, because it applies to the total field V αq . Thus, within the
Gaussian approximation we have
Skin,2{φα,Aα} ≈ Skin,2{φα}+ Sparakin,2{Aα}+ Smixkin,2{φα,Aα} , (10.40)
where Skin,2{φα} is given in Eq.(4.23) (with Π˜αα′0 (q) ≈ δαα
′
Π˜α0 (q)) and
Sparakin,2{Aα} = −
1
2
∑
q
∑
α
Π˜α0 (q)(u
α ·Aα−q)(uα ·Aαq ) , (10.41)
Smixkin,2{φα,Aα} = i
∑
q
∑
α
Π˜α0 (q)(u
α ·Aα−q)φαq . (10.42)
Collecting all quadratic terms, we obtain for the effective gauge field action
defined in Eq.(10.32) within the Gaussian approximation
Seff,2{φα,Aα} = Seff,2{φα}+ Seff,2{Aα}+ Smixkin,2{φα,Aα} , (10.43)
with
Seff,2{φα} = 1
2
∑
q
∑
αα′
φα−q[(f˜
RPA
q
)−1]αα
′
φα
′
q , (10.44)
Seff,2{Aα} = 1
2
∑
q
∑
αα′
∑
ij
Aα−q,i[(h˜
RPA
q )
−1]αα
′
ij A
α′
q,j . (10.45)
Here the matrix f˜
RPA
q
= βV f
RPA
q
is the rescaled RPA interaction matrix (see
also Eqs.(4.31) and (4.33)),
[(f˜
RPA
q
)−1]αα
′
= [f˜
−1
q
]αα
′
+ δαα
′
Π˜α0 (q) , (10.46)
and (h˜
RPA
q )
−1 is the following matrix in the sector and coordinate labels,
[(h˜
RPA
q )
−1]αα
′
ij = δij [h˜
−1
q ]
αα′ + δαα
′
[
δij∆˜
α − uαi uαj Π˜α0 (q)
]
, (10.47)
where
uαi = ei · uα , uα =
kα
mc
. (10.48)
The diamagnetic term ∆˜α in Eq.(10.47) represents the increase in energy due
to diamagnetic fluctuations of the transverse gauge field, while the last term
represents the lowering of the energy due to paramagnetism. In Sect. 10.3 we
shall show that in the static limit there exists an exact cancellation between
these two terms, so that the transverse gauge field is not screened. The ac-
tion Smixkin,2{φα,Aα} describes the mixing between longitudinal and transverse
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components of the gauge field, which arises due to the presence of the matter
degrees of freedom. Note that in Coulomb gauge the isolated gauge field ac-
tion S2{φα,Aα} does not contain such a mixing term. In Sect. 10.3 we shall
show that in the special case when the elements of the interaction matrices
f˜
q
and h˜q are constants independent of the patch indices, this mixing term
does not contribute to the final expression for the Green’s function.
10.2 The Green’s function in Gaussian approximation
Using our background field method described in Chap. 5, we derive a non-
perturbative expression for the single-particle Green’s function in Coulomb
gauge. Gauge fixing is again imposed with the help of the Fadeev-Popov
method. We use the Gaussian approximation, but work with non-linear energy
dispersion.
10.2.1 The Green’s function for fixed gauge field
For simplicity let us first consider the case of linearized energy dispersion,
and then discuss the modifications due to the quadratic term in the energy
dispersion.
For linearized energy dispersion we may copy the results of Chap. 5.1. To ob-
tain the Green’s function from Eq.(10.30), we first need to calculate the diag-
onal matrix elements [Gˆ]kk for a fixed configuration of the gauge fields. Obvi-
ously this can be done in precisely the same way as described in Chap. 5.1.1;
we simply should substitute the modified form (10.35) of the potential V αq
into the expression for Gˆ−1 given in Eq.(5.7). Using Eqs.(5.10), (5.17) and
(5.25), we obtain for the interacting Matsubara Green’s function within the
Gaussian approximation
G(k) =
∑
α
Θα(k)
∫
dr
∫ β
0
dτe−i[(k−k
α)·r−ω˜nτ ]
× Gα0 (r, τ)
〈
eΦ
α(r,τ)−Φα(0,0)
〉
Seff,2
, (10.49)
where now, in complete analogy with Eq.(5.26),
Φα(r, τ) − Φα(0, 0) =
∑
q
J α−q(r, τ)

φαq + iuα ·Aαq − i2mc2β
∑
q′′
Aα−q′′ ·Aαq+q′′

 ,(10.50)
with J αq (r, τ) given in Eq.(5.27). The last term in Eq.(10.50) it is not diagonal
in momentum space, and represents higher order diamagnetic fluctuations
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beyond the RPA. Because in our derivation of the effective gauge field action
we have already ignored these higher order fluctuations, it is consistent to
drop this term here as well.
From Chap. 5.2.1 we know that for fermions with quadratic energy dis-
persion Eq.(10.49) should be replaced by
G(k) =
∑
α
Θα(k)
∫
dr
∫ β
0
dτe−i[(k−k
α)·r−ω˜nτ ]
×
〈
Gα1 (r, 0, τ, 0)eΦ
α(r,τ)−Φα(0,0)
〉
Seff,2
, (10.51)
where the functional Φα(r, τ) satisfies the eikonal equation (5.108), and the
Green’s function Gα1 (r, r′, τ, τ ′) is the solution of the differential equation
(5.109). The potential V α(r, τ) in these expressions should now be identi-
fied with the Fourier transform of Eq.(10.35). Because in this chapter we
would like to restrict ourselves to the Gaussian approximation, it is consis-
tent to truncate the eikonal expansion (5.110) at the first order. In this case
Φα(r, τ)−Φα(0, 0) is formally identical with Eq.(10.50), except that J αq (r, τ)
is now defined in Eq.(5.123).
10.2.2 Gaussian averaging
We would like to emphasize again that we do not linearize the energy disper-
sion, because later we shall show that in the case of transverse gauge fields
the curvature of the Fermi surface qualitatively changes the long-distance be-
havior of the Debye-Waller factor.
Let us begin with the calculation of the average eikonal Qα(r, τ). Within the
Gaussian approximation Qα(r, τ) is given by (see Eq.(5.133))
eQ
α(r,τ) =
〈
eΦ
α(r,τ)−Φα(0,0)
〉
Seff,2
. (10.52)
It is convenient to integrate first over the longitudinal field φα before aver-
aging over the transverse components Aα of the gauge field. Because of the
coupling between the longitudinal and transverse fields in Smixkin,2{φα,Aα},
the integration over the φα-field generates also a contribution to the effective
action for the transverse gauge fields. From Eq.(10.42) we have∑
q
J α−q(r, τ)φαq − Smixkin,2{φα,Aα}
=
∑
q
∑
α′
[
δα
′αJ α−q(r, τ)− iΠ˜α
′
0 (q)u
α′ ·Aα′−q
]
φα
′
q , (10.53)
so that the φα-integration in Eq.(10.52) yields
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∫
D{φα} exp
[
−Seff,2{φα} − Smixkin,2{φα,Aα}+
∑
q
J α−q(r, τ)φαq
]
= const×
exp
{
1
2
∑
q
∑
α′α′′
〈
φα
′
q φ
α′′
−q
〉
Seff,2
[
δα
′αJ α−q(r, τ) − iΠ˜α
′
0 (q)u
α′ ·Aα′−q
]
×
[
δα
′′αJ αq (r, τ) − iΠ˜α
′′
0 (q)u
α′′ ·Aα′′q
]}
. (10.54)
From Eq.(4.32) we know that the Gaussian propagator of the φα-field is
simply given by the rescaled RPA interaction (see also Eq.(10.46)), so that〈
eΦ
α(r,τ)−Φα(0,0)
〉
Seff,2
= eQ
α
1 (r,τ)
×
∫ D {Aα} exp [−S′eff,2{Aα}+ i∑qα′iKαα′−q,i(r, τ)Aα′q,i]∫ D{Aα} exp [−S′eff,2{Aα}] , (10.55)
where the Debye-Waller factor Qα1 (r, τ) due to the longitudinal component
of the gauge field is given in Eqs.(5.151)–(5.153), and
Kαα′q,i (r, τ) = J αq (r, τ)Uαα
′
q,i , (10.56)
with
Uαα
′
q,i = u
α
i δ
αα′ − uα′i Π˜α
′
0 (q)[f˜
RPA
q
]αα
′
. (10.57)
Note that the label α of Kαα′−q,i(r, τ) in Eq.(10.55) is an external label, and
not a summation label. The renormalized Gaussian action S′eff,2{Aα} dif-
fers from the action Seff,2{Aα} given in Eq.(10.45) by an additional term
that is generated because of the coupling between the φα- and Aα-fields in
Smixkin,2{φα,Aα},
S′eff,2{Aα} = Seff,2{Aα}
+
1
2
∑
q
∑
αα′
[f˜
RPA
q
]αα
′
Π˜α0 (q)Π˜
α′
0 (q)(u
α ·Aα−q)(uα
′ ·Aα′q )
≡ 1
2
∑
q
∑
αα′
∑
ij
[H−1q ]
αα′
ij A
α
−q,iA
α′
q,j , (10.58)
where we have defined
[H−1q ]
αα′
ij = [h˜
RPA
q
−1
]αα
′
ij + u
α
i u
α′
j Π˜
α
0 (q)Π˜
α′
0 (q)[f˜
RPA
q
]αα
′
. (10.59)
Next, let us integrate over the transverse gauge field in Eq.(10.55). The
Gaussian integration generates another Debye-Waller factor, so that〈
eΦ
α(r,τ)−Φα(0,0)
〉
Seff,2
= eQ
α
1 (r,τ)eQ
α
tr(r,τ) , (10.60)
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where
Qαtr(r, τ) = −
1
2
∑
q
∑
α′α′′
∑
ij
〈
Aα
′
q,iA
α′′
−q,j
〉
S′
eff,2
Kαα′−q,i(r, τ)Kαα
′′
q,j (r, τ) , (10.61)
with 〈
Aαq,iA
α′
−q,j
〉
S′
eff,2
≡ [DRPA(q)]αα′ij
=
∫ D {Aα} e−S′eff,2{Aα}Aαq,iAα′−q,j∫ D {Aα} e−S′eff,2{Aα} . (10.62)
To calculate this propagator, we impose again the Coulomb gauge condition
by inserting functional δ-functions in the form (10.19) and then shifting
Aαq,i → Aαq,i −
∑
α′
∑
j
[Hq]
αα′
ij qjλ
α′
q . (10.63)
This leads to the replacement
S′eff,2{Aα}+
∑
q
∑
α
Aα−q · qλαq →
S′eff,2{Aα}+
1
2
∑
q
∑
αα′
λα−q[(qHqq)]
αα′λα
′
q , (10.64)
where (qHqq) is a matrix in the patch labels, with elements given by
[(qHqq)]
αα′ =
∑
ij
qi[Hq]
αα′
ij qj . (10.65)
Performing the independent Gaussian integrations we finally obtain
[DRPA(q)]αα
′
ij = [Hq]
αα′
ij −
[
(eiH−qq)(qHqq)
−1(qH−qej)
]αα′
, (10.66)
where the product in the last term should be understood as a product of
matrices in the patch indices. Using Eq.(5.123), the transverse part of the
average eikonal can also be written as
Qαtr(r, τ) = R
α
tr − Sαtr(r, τ) , (10.67)
with
Rαtr =
1
βV
∑
q
hRPA,αq
[iωm − ξαq ][iωm + ξα−q]
= Sαtr(0, 0) , (10.68)
Sαtr(r, τ) =
1
βV
∑
q
hRPA,αq cos(q · r − ωmτ)
[iωm − ξαq ][iωm + ξα−q]
. (10.69)
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The effective interaction is
hRPA,αq = −
V
β
∑
α′α′′
∑
ij
Uαα
′
−q,i[D
RPA(q)]α
′α′′
ij U
αα′′
q,j . (10.70)
Note that these equations are valid for arbitrary patch geometry and arbitrary
patch-dependent bare interactions [f˜
q
]αα
′
and [h˜q]
αα′ . In deriving Eq.(10.70)
we have assumed that the effective mass tensor is proportional to the unit
matrix. To discuss quasi-one-dimensional anisotropic systems, it is necessary
to allow for different effective masses mαi , i = 1, . . . , d. In this case Eq.(10.70)
is still correct, provided we take the different effective masses in the definition
of vα into account. Then we have vα = (Mα)−1kα, where the effective mass
tensor Mα is defined in Eq.(5.106). Hence we should replace in Eq.(10.47)
δij∆˜
α → δij∆˜αi , ∆˜αi =
Nα0
βmαi c
2
, uα → (Mα)−1k
α
c
. (10.71)
For the special case of patch-independent bare interactions and linear energy
dispersion (i.e. ξαq → vα · q) Eqs.(10.67)–(10.70) are equivalent with the
expression given by Kwon, Houghton and Marston [10.18]. However, as will be
shown in Sect. 10.4, for physically relevant forms of the gauge field propagator
the linearization of the energy dispersion is not allowed. In fact, in [10.1] we
have shown that in the case of the two-dimensional Chern-Simons action
the low-energy behavior of the spectral function is completely dominated
by the prefactor self-energy Σα1 (q˜) and vertex function Y
α(q˜) discussed in
Chap. 5.3.2, which are ignored for linearized energy dispersion.
Comparing Eqs.(10.67)–(10.69) with (5.151)–(5.153), it is obvious that
at the level of the Gaussian approximation the contributions from the lon-
gitudinal and transverse components to the total Debye-Waller factor are
additive and formally identical; we simply have to use the corresponding
RPA screened propagators. Of course, this is only true in Gaussian approxi-
mation, which produces the first order term in an expansion in powers of the
RPA interaction. Clearly, the leading contributions to the prefactor Green’s
function are also additive so that we may simply copy the relevant equations
from Chap. 5.3.2. Thus, in complete analogy with Eqs.(5.132) and (5.163) we
obtain〈
Gα1 (r, 0, τ, 0)eΦ
α(r,τ)−Φα(0,0)
〉
Seff,2
= G˜α(r, τ)eQ
α
1 (r,τ)+Q
α
tr(r,τ) ,(10.72)
with
G˜α(r, τ) ≡ Gα1 (r, τ) +Gα2 (r, τ)
=
1
βV
∑
q˜
ei(q·r−ω˜nτ)
1 + Y α(q˜) + Y αtr (q˜)
iω˜n − ǫkα+q + µ−Σα1 (q˜)−Σα1,tr(q˜)
. (10.73)
Here Σα1 (q˜) and Y
α(q˜) are given in Eqs.(5.160) and (5.162), while Σα1,tr(q˜)
and Y αtr (q˜) can be obtained by replacing in these equations f
RPA,α
q → hRPA,αq .
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In the special case of a spherical Fermi surface with radius kF = mvF the
prefactor self-energy due to the transverse gauge field is explicitly given by
(see Eq.(5.186))
Σα1,tr(q˜) = −
1
βV
∑
q′
hRPA,αq′ G
α
1 (q˜ + q
′)
× (q · q
′)q′2 + (q · q′)2
m2[iωm′ − ξαq′ ][iωm′ + ξα−q′ ]
, (10.74)
with hRPA,αq given in Eq.(10.70). The corresponding vertex function is (see
Eq.(5.187))
Y αtr (q˜) =
1
βV
∑
q′
hRPA,αq′ G
α
1 (q˜ + q
′)
× q
′2 + 2q · q′
m[iωm′ − ξαq′ ][iωm′ + ξα−q′ ]
. (10.75)
As discussed in Chaps. 2.5 and 5.4, for spherical Fermi surfaces there is no
need to introduce several patches. Then the index α simply indicates that all
wave-vectors are measured with respect to a point kα on the Fermi surface,
as shown in Fig. 2.8. In this case there are no uncontrolled corrections due to
around-the-corner processes to the above expressions. In the following section
we shall simplify hRPA,αq such that we see more clearly that it contains the
physics of transverse screening.
10.3 Transverse screening
Assuming patch-independent bare interactions, we derive from Eq.(10.70) the
transverse dielectric tensor and show that in the static limit the transverse
gauge field is not screened. We then discuss in some detail the form of hRPA,αq
for spherical d-dimensional Fermi surfaces, where the effective mass tensor
is isotropic.
10.3.1 The transverse dielectric tensor
Here and in the following section we assume that the effective masses mi
are independent of the patch index, i.e. [Mα]ij = miδij . The expression for
hRPA,αq in Eq.(10.70) can be simplified if we assume that all elements of the
bare matrix h˜q are identical, [h˜q]
αα′ = h˜q ≡ βV hq. Using the same method as
in Eq.(4.34), we find that in this case also the matrix Hq is independent of
the patch indices,
[Hq]
αα′
ij = h˜q[E
−1
q ]ij , (10.76)
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where Eq is a matrix in the spatial indices, with matrix elements given by
[Eq]ij = δij + hq
[
δij∆i − Pij(q) + (ei ·Πq)(ej ·Πq)fRPAq
]
, (10.77)
and
∆i =
β
V
∑
α
∆˜αi =
N
Vmic2
, (10.78)
Pij(q) =
∑
α
(ei · uα)(ej · uα)Πα0 (q) , (10.79)
Πq =
∑
α
uαΠα0 (q) . (10.80)
The first term in Eq.(10.77) is the diamagnetic transverse polarization ten-
sor, the second term is the paramagnetic one, and the last term describes the
coupling between the longitudinal and the transverse fluctuations. Substitut-
ing Eq.(10.76) into the general expression for the gauge field propagator in
Eq.(10.66), we obtain
[DRPA(q)]αα
′
ij = h˜q
[
[E−1q ]ij −
∑d
kl=1[E
−1
q ]ikqkql[E
−1
q ]lj
qE−1q q
]
, (10.81)
where we have used the same notation as in Eq.(5.105). From Eqs.(10.70)
and Eq.(10.81) we finally obtain
hRPA,αq = −hq
[
uαq E
−1
q u
α
q −
(uαq E
−1
q q)(qE
−1
q u
α
q )
qE−1q q
]
, (10.82)
where uαq = u
α −ΠqfRPAq . Eq.(10.82) can be further simplified by choosing
an appropriate coordinate system. Because the scalar products are indepen-
dent of the choice of the coordinate system and q ≡ [q, iωm] appears as an
external parameter, we may choose the orientation of the coordinate system
such that one of its axis (ed, for example) matches the direction of qˆ, as
shown in Fig. 10.2. Because for small q the function Πα0 (q) in Eq.(10.80)
depends on q only via vα · q, it is easy to see that in the long wavelength
limit qˆ⊥ ·Πq = 0 for any direction qˆ⊥ that is orthogonal to q. Note that by
construction the d− 1 directions ei, i = 1, . . . , d− 1 are all perpendicular to
q, so that the last term in Eq.(10.77) does not contribute to Eq.(10.82). For
the same reason Pij(q) = δijPii(q). It follows that in this basis the matrix Eq
is diagonal. The eigenvalues corresponding to the d− 1 directions orthogonal
to qˆ are simply given by
ǫi(q) = [Eq]ii = 1 + hqΠi(q) , i = 1, . . . , d− 1 , (10.83)
where the transverse polarization in direction ei is
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Fig. 10.2. Local coordi-
nate system associated with
a patch on the Fermi sur-
face in which the transverse
dielectric tensor Eq is diag-
onal.
Πi(q) = ∆i −
∑
α
(ei · uα)2Πα0 (q) , i = 1, . . . , d− 1 . (10.84)
We finally obtain for the effective screened interaction
hRPA,αq = −hq
d−1∑
i=1
(ei · uα)2
ǫi(q)
. (10.85)
Note that Eq.(10.85) involves only the transverse eigenvalues of Eq, because
hRPA,αq is by construction the propagator of the transverse components of
the gauge field. The dimensionless functions ǫi(q) are called the transverse
dielectric functions.
10.3.2 Screening and gauge invariance
According to Eqs.(4.24), (4.36), (10.78) and (10.84) the longitudinal and
transverse polarizations are for small q and arbitrary frequencies given by
Π0(q) =
∑
α
να
vα · q
vα · q − iωm (10.86)
Πi(q) =
1
mic2
∑
α
[
Nα0
V
−mi(vα · ei)2να v
α · q
vα · q − iωm
]
, (10.87)
where ei · q = 0, and we have used the fact that mivα · ei = kα · ei (see
Eq.(10.71)). In the static limit we have Π0(q, 0) =
∑
α ν
α = ν, where the
total density of states is given in Eq.(A.2). A finite value of the longitudinal
polarization implies that long-range interactions are screened. For example,
for the three-dimensional Coulomb interaction the static longitudinal dielec-
tric function is within the RPA given by ǫRPA(q, 0) = 1+κ
2/q2, see Eqs.(2.52)
and (A.55). For wave-vectors |q| ≪ κ the longitudinal dielectric function is
large compared with unity, so that the interaction is screened at length scales
larger than the Thomas-Fermi length κ−1. On the other hand, as long as the
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gauge symmetry is not spontaneously broken, the transverse gauge field is
not screened in the static limit. Using Eq.(2.57), it is easy to see that the
transverse polarization in a direction ei orthogonal to q can in the static
limit and for small |q| be written as
Πi(q, 0) =
1
mic2
∫
dk
(2π)d
[
Θ(µ− ǫk)− k
2
i
mi
δ(µ− ǫk)
]
. (10.88)
But
δ(µ− ǫk) = −mi
ki
∂
∂ki
Θ(µ− ǫk) , (10.89)
so that we obtain after an integration by parts
Πi(q, 0) =
1
mic2
∫
dk
(2π)d
[
Θ(µ − ǫk) + ki ∂
∂ki
Θ(µ− ǫk)
]
= 0 . (10.90)
The vanishing of the transverse polarization tensor in the static limit is due to
a perfect cancellation between the dia- and paramagnetic contributions. The
fundamental symmetry which is responsible for this cancellation is gauge
invariance, which insures that the transverse gauge field remains massless
in the presence of matter. Hence, as long as the gauge symmetry is not
spontaneously broken, the transverse gauge field is not screened in the static
limit. However, as shown by Kohn and Luttinger [10.26], any interacting
Fermi system shows at very low temperatures a superconducting instability
(Kohn-Luttinger effect), so that gauge invariance is in fact broken at very
low temperatures, and the transverse gauge field is eventually screened. This
instability is not included in our calculation.
10.3.3 The transverse dielectric function
for spherical Fermi surfaces
For spherical Fermi surfaces the effective mass tensor is proportional to the
unit matrix. The d− 1 transverse eigenvalues of Eq are then degenerate, and
are called the transverse dielectric function [10.7],
ǫ⊥(q) = 1 + hqΠ⊥(q) . (10.91)
From Eq.(10.84) we see that the transverse polarization Π⊥(q) is within the
RPA given by
Π⊥(q) = ∆−
∑
α
(ei · uα)2Πα0 (q) , (10.92)
with ∆ = N/(V mc2) (see Eq.(10.78)). Here ei is any of the d − 1 unit
vectors perpendicular to qˆ = ed. From Eq.(10.87) it is easy to show that for
a spherical Fermi surface
Π⊥(q) =
(vF
c
)2
νΛd
(
iωm
vF|q|
)
, (10.93)
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where the dimensionless function Λd(z) is
Λd (z) =
1
d
−
〈
(ei · kˆ)2 qˆ · kˆ
qˆ · kˆ − z
〉
kˆ
. (10.94)
Here the angular average is defined as in Eq.(A.4). By symmetry, the average
is independent of the choice of ei. Using the fact that
〈
(ei · kˆ)2
〉
kˆ
= 1/d it
is easy to see that Eq.(10.94) can also be written as
Λd (z) = −z
〈
(ei · kˆ)2
qˆ · kˆ − z
〉
kˆ
. (10.95)
Because all transverse directions are equivalent, we may replace in the average
(ei · kˆ)2 →
∑d−1
i=1 (ei · kˆ)2
d− 1 =
1− (qˆ · kˆ)2
d− 1 , (10.96)
so that
Λd (z) = − z
d− 1
〈
1− (qˆ · kˆ)2
qˆ · kˆ − z
〉
kˆ
. (10.97)
From this expression we find
ImΛd(x+ i0
+) = −πx(1 − x
2)
d− 1
〈
δ(qˆ · kˆ − x)
〉
kˆ
∼ − πγd
d− 1x , for |x| ≪ 1 , (10.98)
with the numerical constant γd given in Eq.(A.9). Note that, in contrast to
γd, the quantity
γ˜d ≡ γd
d− 1 =
Γ (d2 )
(d− 1)√πΓ (d−12 )
(10.99)
has a finite limit as d→ 1. In particular,
γ˜1 =
1
2
, γ˜2 =
1
π
, γ˜3 =
1
4
. (10.100)
On the imaginary axis Eq.(10.98) implies
Λd (iy) ∼ λd|y| , for |y| ≪ 1 , (10.101)
where
λd = πγ˜d =
πγd
d− 1 . (10.102)
For the Maxwell action discussed in Sect. 10.1.1 the bare interaction hq
is given in Eq.(10.13). Then we obtain from Eqs.(10.91) and (10.93) for the
transverse dielectric function
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ǫ⊥(q) = 1 +
(vF
c
)2 Λd( iωmvF|q| )
( qκ)
2 + (ωmcκ )
2
, κ2 = 4πe2ν . (10.103)
After some simple rescalings we obtain for the effective interaction (10.69)
hRPA,αq = −
1
ν
(vF
c
)2 1− (kˆα · qˆ)2(
q
κ
)2
+
(
vF
c
)2 [
( ωmvFκ)
2 + Λd
(
iωm
vF|q|
)] . (10.104)
In the regime |ωm| ≪ vF|q| we obtain from Eq.(10.101)
Λd
(
iωm
vF|q|
)
∼ λd |ωm|
vF|q| . (10.105)
To this order in ωm the term proportional to ω
2
m in the denominator of
Eq.(10.104) is negligible, so that the effective interaction can be approximated
by
hRPA,αq ≈ −
1
ν
(vF
c
)2 1− (kˆα · qˆ)2(
q
κ
)2
+ λd(
vF
c )
2 |ωm|
vF|q|
, for |ωm| ≪ vF|q| . (10.106)
For d = 3 we recover Eq.(10.1). The term proportional to |ωm|/(vF|q|) in
the denominator describes the dynamical screening of the fluctuations of
the gauge field due to Landau damping. This term is responsible for the
dynamical screening of the magnetic field in a clean metal, i.e. the anomalous
skin effect [10.5].
10.4 The transverse Debye-Waller factor
We now analyze the transverse Debye-Waller factor Qαtr(r, τ) in Eq.(10.67) in
more detail. We determine the parameter regime where Qαtr(r, τ) is bounded
for large distances or times, and where the non-linear terms in the energy
dispersion must be retained in order to obtain qualitatively correct results.
In Sect. 10.2 we have derived a non-perturbative expression for the single-
particle Green’s function G(k) in Coulomb gauge (see Eqs.(10.51) and
(10.72)). The effect of the Gaussian fluctuations of the gauge field is pa-
rameterized in terms of three distinct contributions to the Green’s function:
the Debye-Waller factor Qαtr(r, τ) in Eqs.(10.67)–(10.69), the prefactor self-
energy Σα1,tr(q˜) in Eq.(10.74), and the prefactor vertex Y
α
tr (q˜) in Eq.(10.75).
Thus, the calculation of G(k) and the resulting spectral function has been re-
duced to the purely mathematical problem of doing the relevant integrations.
Unfortunately, it is impossible to perform these integrations analytically, so
that a complete analysis of our non-perturbative result for G(k) requires
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extensive numerical work, which is beyond the scope of this book. In the re-
cent Letter [10.1] we have made some progress in this problem. In particular,
we have shown that in physically relevant cases the low-energy behavior of
the spectral function is essentially determined by the functions Σα1,tr(q˜) and
Y αtr (q˜), and not by the Debye-Waller factor Q
α
tr(r, τ). Because for linearized
energy dispersion both functionsΣα1,tr and Y
α
tr vanish, the problem of fermions
that are coupled to gauge fields can only be studied via higher-dimensional
bosonization if the quadratic terms in the expansion of the energy dispersion
close to the Fermi surface are retained6. To see more clearly why the curva-
ture of the Fermi surface is so important in the present problem, we shall in
this section study the Debye-Waller factor Qαtr(r, τ) in some detail.
10.4.1 Exact rescalings
Let us consider a spherical Fermi surface in d dimensions and a general gauge
field propagator of the form
hRPA,αq = −
1
ν
1− (kˆα · qˆ)2(
|q|
qc
)η
+ Λd(
iωm
vF|q| )
, (10.107)
where Λd(iy) ∼ λd|y| for small |y|, see Eq.(10.97). Substituting Eq.(10.107)
into Eq.(10.67), we obtain
Qαtr(r, τ) = −
1
βV ν
∑
q
1− (kˆα · qˆ)2(
|q|
qc
)η
+ Λd
(
iωm
vF|q|
) 1− cos(q · r − ωmτ)
(iωm − ξαq )(iωm + ξα−q)
. (10.108)
As discussed in Chap. 5.1.3, for linearized energy dispersion we may replace
r → rα‖ vˆα in Eq.(10.108), because the sector Green’s function Gα0 (r, τ) is
proportional to δ(d−1)(rα⊥), see Eq.(5.48). Although for non-linear energy
dispersion we should consider Qαtr(r, τ) for all r, we shall restrict ourselves
here to the direction r = rα‖ vˆ
α. This is sufficient for investigating whether
the non-linear terms in the energy dispersion qualitatively modify the result
obtained for linearized energy dispersion. Obviously, for r = rα‖ vˆ
α the q-
dependence of the right-hand side of Eq.(10.108) involves only the absolute
value of q and the component7 qα‖ = vˆ
α · q. Then the d + 1-dimensional
integration in Eq.(10.108) can be reduced to a three-dimensional one with
the help of d-dimensional spherical coordinates: for V → ∞ and β → ∞ we
have for any function f(|q|, qˆ · vˆα, iωm)
6 Because of the formal similarity between higher-dimensional bosonization and
the leading term in the conventional eikonal expansion [10.12], it seems that this
is true for any eikonal type of approach to this problem [10.11,10.20].
7 Note that for a spherical Fermi surface vˆα = kˆ
α
.
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1
βV ν
∑
q
f(|q|, qˆ · vˆα, iωm)→
vF
kd−1F
γd
∫ ∞
0
dqqd−1
∫ pi
0
dϑ(sin ϑ)d−2
∫ ∞
−∞
dω
2π
f(q, cosϑ, iω) ,(10.109)
where the numerical constant γd is given in Eq.(A.10), and we have used
Eq.(A.5). Introducing the dimensionless integration variables
p =
q
qc
, y =
ω
vFq
=
ω
vFqcp
, (10.110)
and noting that Qαtr(r
α
‖ vˆ
α, τ) depends on the sector index α only via rα‖ =
vˆα · r, we may write
Qαtr(r
α
‖ vˆ
α, τ) = Qtr(qcr
α
‖ , vFqcτ) , (10.111)
where the function Qtr(x˜, τ˜ ) is given by
Qtr(x˜, τ˜) = −γdg
d−1
2π
∫ ∞
0
dppd−2
∫ pi
0
dϑ(sin ϑ)d
∫ ∞
−∞
dy
× 1− cos [p(x˜ cosϑ− τ˜ y)]
[pη + Λd(iy)]
[
iy − cosϑ− g2p
] [
iy − cosϑ+ g2p
] ,(10.112)
and the dimensionless coupling constant g is simply
g =
qc
kF
. (10.113)
Note that the linearization of the energy dispersion corresponds to setting
g = 0 in the integrand of Eq.(10.112). The evaluation of Eq.(10.108) for
r = rα‖ vˆ
α is now reduced to the three-dimensional integration. Possible non-
Fermi liquid behavior due to the coupling between fermions and the gauge
field should be due to the regime |y| = |ωm|/(vF|q|) <∼ 1, because here the
gauge field propagator is most singular. To further investigate this point, we
may approximate Λd(iy) ≈ λd|y| (see Eqs.(10.101) and (10.102)). Of course,
when substituting this expression into Eq.(10.112), we should restrict the y-
integration to the regime |y| ≤ yc = O(1). Moreover, physically it is clear
that the power-law (|q|/qc)η of the gauge field propagator in Eq.(10.107) can
only be valid up to some finite cutoff Qc, because at short wavelengths non-
universal short-range interactions will dominate8. Assuming that the form
(10.107) remains valid up to |q| ≤ Qc, we should impose a cutoff pc = Qc/qc
8 In the case of the three-dimensional Coulomb interaction we should choose Qc =
qc ≈ κ (the Thomas-Fermi wave-vector), so that pc ≈ 1. In general, however, Qc
and qc need not be equal. For example, in Sect. 10.4.3 we shall show that in the
two-dimensional Chern-Simons theory for the half-filled Landau level Qc can be
much larger than qc.
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on the p-integration in Eq.(10.112). With these cutoffs the integration volume
is finite, so that possible non-Fermi liquid behavior must be due to infrared
singularities.
To exhibit the infrared behavior of the integrand in Eq.(10.112) more
clearly, it is advantageous to perform another rescaling of the integration
variables, substituting
y = | cosϑ|u , p = | cosϑ| 1η k . (10.114)
Then we obtain (taking the above ultraviolet cutoffs into account)
Qtr(x˜, τ˜) =
−γdg
d−1
2π
∫ pi
0
dϑ(sinϑ)d| cosϑ| d−1η −2
∫ pc| cosϑ|− 1η
0
dkkd−2
∫ yc| cosϑ|−1
−yc| cosϑ|−1
du
×
1− cos
[
k| cosϑ| 1η+1(x˜sϑ − τ˜u)
]
[kη + λd|u|]
[
iu− sϑ − g2k| cosϑ|
1
η−1
] [
iu− sϑ + g2k| cosϑ|
1
η−1
] , (10.115)
where we have defined sϑ = sgn(cosϑ). From Eq.(10.115) it is now evident
that the regime ϑ ≈ π/2 can give rise to singular behavior (in the sense that
the ϑ-integral diverges if we retain only the space- and time-independent
contribution Rtr), because the integral over the factor | cosϑ|
d−1
η −2 does not
exist for d−1η −2 < −1. In fact, let us assume for the moment that the rest of
the integrand does not modify the small-ϑ behavior of the integral. Evidently,
this assumption will be correct provided it is allowed to set g = 0 in the rest
of the integral, corresponding to the linearization of the energy dispersion. In
this case the angular integration is free of singularities as long as the integral
Ad,η =
∫ pi
0
dϑ(sinϑ)d| cosϑ| d−1η −2 =
Γ (d+12 )Γ (
d−1−η
2η )
Γ ( (1+η)d−12η )
(10.116)
is finite. This is the case for d−1η − 2 > −1, or
η < d− 1 . (10.117)
This is precisely the criterion for the existence of the quasi-particle residue
that is obtained for linearized energy dispersion [10.2], where one sets g = 0
in the integrand of Eq.(10.115). In particular, for linearized energy dispersion
higher-dimensional bosonization predicts for the three-dimensional Maxwell
action (η = 2) and the two-dimensional Maxwell-Chern-Simons action (η =
1) non-Fermi liquid behavior due to a logarithmic divergence of Ad,η. As a
consequence, the momentum distribution exhibits an algebraic singularity at
the Fermi surface [10.2], just like in the one-dimensional Tomonaga-Luttinger
model. The crucial point is, however, that for η > 1 the assumption that the
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rest of the ϑ-dependence of the second line in Eq.(10.115) does not modify
the infrared behavior of the integrand is not correct, because for η > 1 and
any finite g the curvature terms in the denominator of Eq.(10.115) become
arbitrarily large for cosϑ → 0. Hence, for η > 1 the non-linear terms in
the expansion of the energy dispersion close to the Fermi surface cannot be
ignored! On the other hand, for η < 1 these terms vanish for cosϑ → 0,
so that in this case the criterion (10.117) is valid. Only then the finiteness
of Ad,η implies the existence of R
α
tr, so that the system shows Fermi liquid
behavior. But in the physically interesting cases of the Maxwell action (d = 3,
η = 2) and the Maxwell-Chern-Simons action (d = 2, η = 1) the curvature
term in the denominator of Eq.(10.115) cannot be neglected. Interestingly,
for η = 1 there terms are independent of ϑ, so that their relevance cannot
be determined by simple power counting. We shall come back to this point
in Sect. 10.4.3, where we show by explicit evaluation of the relevant integral
that even then the curvature terms are essential. Note that the above analysis
confirms our intuitive arguments based on the simple estimate (10.5). In
the following section we shall study the effect of the curvature terms more
carefully.
10.4.2 The relevance of curvature
We study the effect of the quadratic term in the energy dispersion on the
constant part Rtr of the Debye-Waller factor. This is sufficient to see whether
the curvature of the Fermi surface is relevant or not.
According to Eq.(10.115) the constant part Rtr of the Debye-Waller factor
can be written as
Rtr = − (d− 1)g
d−1
π2
∫ pi/2
0
dϑ(sinϑ)d| cosϑ| d−1η −2
×
∫ pc| cosϑ|− 1η
0
dkkd−2F (λ−1d k
η, gk(cosϑ)
1
η−1) , (10.118)
with
F (E, γ) =
∫ ∞
−∞
du
1
[E + |u|] [iu− 1− γ2 ] [iu− 1 + γ2 ]
=
2
γ
{
(1 − γ
2
)
∫ ∞
0
du
1
[u+ E]
[
u2 + (1− γ2 )2
]
− (1 + γ
2
)
∫ ∞
0
du
1
[u+ E]
[
u2 + (1 + γ2 )
2
]
}
.(10.119)
In deriving the prefactor in Eq.(10.118) we have used γd/λd = (d− 1)/π, see
Eq.(10.102). Because we are interested in the singularities of the integrand
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for small cosϑ, we have replaced the upper cutoff ±yc/| cosϑ| for the u-
integration by ±∞. We shall verify a posteriori that the integral without
cutoff is convergent, so that this procedure is justified. Note, however, that
we retain the cutoff pc for the k-integration in Eq.(10.118), because for the
two-dimensional Maxwell-Chern-Simons theory the value of the integral will
crucially depend on this cutoff (see Sect. 10.4.3 below). Using∫ ∞
0
du
1
[u+ E][u2 + a2]
=
1
a2 + E2
[
πE
2a
− ln(E
a
)
]
, (10.120)
the integrations in Eq.(10.119) are easily done, and we obtain
F (E, γ) =
πE
γ
{
sgn(1− γ2 )
E2 + (1− γ2 )2
− 1
E2 + (1 + γ2 )
2
}
+
2
γ


(1− γ2 ) ln
[ |1− γ2 |
E
]
E2 + (1− γ2 )2
−
(1 + γ2 ) ln
[ |1+ γ2 |
E
]
E2 + (1 + γ2 )
2

 . (10.121)
It is easy to show that the function F (E, γ) has a finite limit as γ → 0, which
is given by [10.2]
F (E, 0) = 2
πE − E2 − 1 + (E2 − 1) lnE
(1 + E2)2
. (10.122)
The cancellation of the singular prefactor 1/γ in Eq.(10.121) can be traced
back to the factor sgn(ξαq ) in our general spectral representation given in
Eq.(6.4). In fact, it is instructive to re-derive Eqs.(10.118) and (10.121)
from Eq.(6.4). Therefore we simply note that the gauge field propagator in
Eq.(10.107) can also be written as
hRPA,αq = −(hαq )2
∫ ∞
0
dωSRPA(q, ω)
2ω
ω2 + ω2m
, (10.123)
with
(hαq )
2 ≡ 1− (kˆ
α · qˆ)2
ν2
(
qc
|q|
)η
, (10.124)
and
SRPA(q, ω) =
ν
π
Im
{
1
1 + ( qc|q| )
ηΛd(
ω
vF|q| + i0
+)
}
. (10.125)
For |ωm| ≪ vF|q| we may approximate (see Eq.(10.98))
Λd(
ω
vF|q| + i0
+) ≈ −iλd ω
vF|q| , (10.126)
so that in this regime Eq.(10.125) reduces to the usual dynamic structure
factor due to an overdamped mode,
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SRPA(q, ω) =
ν
π
ωΓq
ω2 + Γ 2q
, Γq =
vF|q|1+η
λdq
η
c
. (10.127)
Substituting Eq.(10.123) for the gauge field propagator into Eq.(10.108), and
taking the limit β →∞, the ωm-integral is easily done. The result is formally
identical with Eqs.(6.4)–(6.6), except that we should replace f2q → (hαq )2 and
omit the terms proportional to fq. After rescaling the integration variables
as above, we obtain the following alternative expression for Rtr,
Rtr = −2(d− 1)g
d−2
π2
∫ pi
0
dϑ(sinϑ)d
×
∫ pc
0
dppd−3
[
Θ(− cosϑ− gp
2
)−Θ(cosϑ+ gp
2
)
]
×
∫ ∞
0
dx
x
[x2 + λ−2d p2η][x+ | cosϑ+ gp2 |]
. (10.128)
The x-integration is easily performed using∫ ∞
0
dx
x
[x2 + E2][x+ a]
=
E
E2 + a2
[π
2
+
a
E
ln(
a
E
)
]
, a > 0 , (10.129)
and after rescaling p = | cosϑ| 1η k we recover Eq.(10.118).
From Eqs.(10.118) and (10.121) it is easy to determine whether Rtr is
finite or not. First of all, if we linearize the energy dispersion, we effectively
replace the function F (λ−1d k
η, gk(cosϑ)
1
η−1) in Eq.(10.118) by F (λ−1d k
η, 0).
Because according to Eq.(10.122) this function is non-singular for small k,
the existence of Rtr is determined by the singularity in the remaining ϑ-
integration. In this way we recover the criterion (10.117). On the other hand,
for finite g and η > 1 it is clear that the singularity of the integrand of
Eq.(10.118) for small cosϑ is determined by the large-γ behavior of the func-
tion F (E, γ), which is given by
F (E, γ) ∼ 4 lnγ
γ2
, γ →∞ . (10.130)
Obviously the curvature term in the energy dispersion gives rise to an addi-
tional factor of (cosϑ)2−
2
η /g2, so that the most singular part of the integral
in Eq.(10.118) becomes
Rsingtr = −Bd,ηgd−3
∫ pi/2
0
dϑ(sinϑ)d(cosϑ)
d−3
η , η > 1 , (10.131)
where Bd,η is some numerical constant which depends on d and η in a com-
plicated way, but remains finite as long as η > 1. By simple power counting,
we see that this integral exists for d−3η > −1, i.e.
η > 3− d . (10.132)
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Combining this result with the criterion (10.117) for η < 1, and using the
fact that a finite value of Rtr implies the boundedness of the total Debye-
Waller factor Qtr(x˜, τ˜ ) for all x˜ and τ˜ , we conclude that outside the shaded
region shown in Fig. 10.3 the contribution of the transverse gauge fields to
the Debye-Waller factor remains bounded. Hence, non-Fermi liquid behavior
due to Qαtr(r
α
‖ vˆ
α, τ) is only possible in the shaded regime shown in Fig. 10.3.
In particular, for the three-dimensional Maxwell action (η = 2, d = 3) higher-
dimensional bosonization with linearized energy dispersion predicts that the
static Debye-Waller factor grows logarithmically with distance (as in the one-
dimensional Tomonaga-Luttinger model), while the inclusion of curvature
leads to a bounded Debye-Waller factor!
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Fig. 10.3. The shaded triangle is the pa-
rameter regime in the d− η-plane where
the long-distance and large-time behav-
ior of the Debye-Waller Qαtr(r
α
‖ vˆ
α, τ) due
to transverse gauge fields gives rise to
non-Fermi liquid behavior. Note that for
linearized energy dispersion one incor-
rectly obtains non-Fermi liquid behavior
for all points above the dashed line η =
d − 1. The points M and CS correspond
to the three-dimensional Maxwell the-
ory and the two-dimensional Maxwell-
Chern-Simons theory, respectively.
In the marginal case η = 1 our simple power-counting analysis is not
sufficient, and we cannot avoid explicitly performing the relevant integrations.
Because in two dimensions the case η = 1 is of particular physical interest
in connection with the half-filled Landau level, we shall analyze this case in
some detail in the following section.
10.4.3 Two-dimensional Maxwell-Chern-Simons theory
We evaluate the constant part Rtr of the Debye-Waller factor given in
Eq.(10.118) for the special case of the two-dimensional Maxwell-Chern-
Simons theory (η = 1, d = 2).
Two-dimensional electron systems in strong external magnetic fields are dif-
ficult to handle within the framework of conventional many-body theory.
In fact, in this problem the most successful theories are based on varia-
tional wave-functions, and do not make use of the standard methods of sec-
ond quantization [10.27]. But also functional methods have been very fruit-
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ful [10.10, 10.28, 10.29]. Of particular recent interest has been the case when
the areal density of the electron gas and the strength of the external magnetic
field are such that the lowest Landau level is exactly half-filled9. Then the
two-dimensional electron system is mathematically equivalent to a system of
fermions interacting with a Chern-Simons gauge field such that the average
gauge field acting on the fermions is zero [10.10–10.12]. The Chern-Simons
field effectively attaches two flux quanta to each electron. The resulting spin-
less fermions are called composite fermions [10.30]. At the mean-field level,
where fluctuations of the Chern-Simons gauge field are ignored, the mag-
netic field generated by the Chern-Simons field exactly cancels the external
magnetic field, so that mean-field theory predicts that composite fermions
in the half-filled Landau level should behave like free spinless fermions with-
out magnetic field, with Fermi wave-vector kF = (4πne)
1/2. Here ne is the
areal density of the two-dimensional electron gas. Although the existence of a
well-defined Fermi surface in the half-filled Landau level has been confirmed
by several experiments [10.31–10.35] and there exists general agreement that
experimentally composite fermions manifest themselves as well-defined quasi-
particles, theoretically the situation is less clear. For a summary of the current
status of the fermionic Chern-Simons description of quantum Hall systems
see the recent review by Halperin [10.36].
In the usual perturbative approach the leading correction to the Green’s
function of composite fermions due to the fluctuations of the Chern-Simons
field is obtained from the GW self-energy (see Eq.(5.74))
ΣαGW,tr(q˜) = −
1
βV
∑
q′
hRPA,αq′ G
α
0 (q˜ + q
′) . (10.133)
In d = 2 this expression is easily evaluated if one introduces circular coordi-
nates centered at kα and first performs the angular integration exactly [10.1].
In the regime where vF|q| is not much larger than |ω˜n|, one finds to leading
order for small frequencies [10.7, 10.12]
ΣαGW,tr(q˜) ∝ −iω˜n ln
(
vFqc
|ω˜n|
)
. (10.134)
After analytic continuation to real frequencies, the real part of the self-energy
vanishes as ω ln(vFqc/|ω|) for ω → 0, implying a logarithmically vanishing
quasi-particle residue10. Because Zα vanishes, the momentum distribution
9 This means that Nφ0/φ = 1/2, where N is the number of electrons in the
system, φ0 = hc/e is the flux quantum, and φ is the total magnetic flux through
the system.
10 In this section we shall consider only the case η = 1 (the Maxwell-Chern-
Simons theory), corresponding to the unscreened Coulomb interaction. In [10.1]
we have studied the general Chern-Simons theory with η > 1. Then ΣαGW,tr(q˜) ∝
−isgn(ω˜n)|ω˜n|
2
1+η , so that the quasi-particle residue vanishes like a power law
for ω → 0. Note that η = 2 describes experiments where the long-range part of
the Coulomb interaction is screened by metal plates.
10.4 The transverse Debye-Waller factor 237
does not exhibit a step-discontinuity at the Fermi surface (see Eq.(2.26)).
Thus, lowest order perturbation theory suggests that composite fermions are
not well defined quasi-particles. This seems to disagree with the experimental
evidence [10.31–10.35] that composite fermions behave like well-defined quasi-
particles.
Because the leading perturbative correction completely changes the mean-
field picture, the single-particle Green’s function can only be calculated by
means of non-perturbative methods, which sum infinite orders in pertur-
bation theory. However, controlled non-perturbative methods in d > 1 are
rare, and it is at least controversial whether the methods applied so far to
the problem of composite fermions in the half-filled Landau level are re-
ally valid. These include the so-called eikonal approximation [10.11], a 1/N -
expansion [10.17], and higher-dimensional bosonization with linearized energy
dispersion [10.18,10.33]. All of these methods predict some kind of non-Fermi
liquid behavior, but there is no general agreement on the detailed form of the
Green’s function. Although this might be related to the gauge-dependence of
the single-particle Green’s function (see, however, the work [10.23] and the
footnote after Eq.(10.14)), the discrepancies between the various approaches
could also be related to uncontrolled approximations inherent in each of the
different resummation schemes11. Moreover, as we shall show in this section,
even in the marginal case of η = 1 higher-dimensional bosonization with lin-
earized energy dispersion does not correctly resum the leading singularities
in the perturbation series. Note that in two dimensions the case η = 1 cor-
responds to the right corner CS of the shaded triangle in Fig. 10.3. Naively,
one might expect that precisely on the boundary of the triangle one obtains
logarithmic singularities in the transverse Debye-Waller factor, which are cor-
rectly predicted by bosonization with linearized energy dispersion [10.18]. We
now show that at the special point d = 2 and η = 1 this is not the case.
Using the fact that in two dimensions λ2 = 1 (see Eqs.(10.100) and
(10.102)), we obtain from Eq.(10.118) for η = 1
Rtr = − g
π2
∫ pi/2
0
dϑ
(sinϑ)2
cosϑ
∫ pc(cosϑ)−1
0
dkF (k, gk) . (10.135)
To determine the proper values of our dimensionless constant g, we note
that in case of the Chern-Simons propagator the wave-vector qc in Eq.(10.2)
is given by qc = (2kF)
2/κ, where κ = 2πe2ν = e2m is the Thomas-Fermi
wave-vector in two dimensions [10.12]. Hence we obtain from Eq.(10.113)
g =
4kF
κ
=
4vF
e2
. (10.136)
11 For example, in the work [10.12] we have shown that in one dimension the usual
eikonal approximation [10.10] does not correctly reproduce the exact solution of
the Tomonaga-Luttinger model.
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To obtain the relevant ultraviolet cutoff pc, we note that the dimension-
less Coulomb interaction becomes larger than unity for |q| <∼ κ, see Ap-
pendix A.3.1. Hence,
pc =
κ
qc
=
(
κ
2kF
)2
=
4
g2
. (10.137)
Note that the charge e in Eq.(10.136) should be understood as effective
screened charge, which takes the dielectric screening due to the background
into account. Halperin, Lee and Read [10.12] have estimated vF/e
2 ≈ 0.3
in the experimentally relevant regime, so that g ≈ 1.2. Let us also empha-
size that the prefactor of g = 4kF/κ in Eq.(10.135) is the inverse of the
prefactor of κ/kF that appears in the constant part R
α of the Debye-Waller
factor for conventional density-density interactions in d = 2, see Eq.(6.49).
Hence the wave-vector scale qc = (2kF)
2/κ now plays the same role as the
Thomas-Fermi wave-vector κ in the case of density-density interactions. Note,
however, that g = qc/kF is the only small parameter which formally justifies
the truncation of the eikonal expansion (5.142) at the first order12. We there-
fore conclude that Eq.(10.135) can only be qualitatively correct for g ≪ 1. If
this condition is satisfied, the higher-order corrections Qαn(r, τ), n ≥ 2, to the
average eikonal (see Eq.(5.142)) are controlled by higher powers of g, which
are generated by additional loop integrations. Obviously, in the experimen-
tally relevant regime [10.31] the condition g ≪ 1 is not satisfied, so that for
an accurate quantitative comparison with experiments it is not sufficient to
retain only the leading term in the eikonal expansion.
In order to perform a controlled calculation, we shall restrict ourselves
from now on to the regime g ≪ 1, with the hope that the qualitative behav-
ior of the Green’s function does not change for larger g. Naively one might
be tempted to replace the upper limit for k-integration in Eq.(10.135) by
infinity, because pc = 4/g
2 ≫ 1 for small g, and the ϑ-integration seems to
be dominated by the regime cosϑ≪ 1. If we linearize the energy dispersion,
such a procedure is indeed correct, because in this case the k-integration
yields a finite number, which is according to Eq.(10.122) given by∫ ∞
0
dkF (k, 0) = 2
∫ ∞
0
dk
πk − k2 − 1 + (k2 − 1) ln k
(1 + k2)2
. (10.138)
To perform the integration, we need [10.3, 10.4]
12 Recall that in Chap. 4.3.4 we have shown by explicit calculation of corrections
to the density-density correlation function beyond the RPA that the loop in-
tegrations give rise to additional powers of qc/kF, see Eq.(4.115). Because the
non-Gaussian corrections Qαn(r, τ ), n ≥ 2, to the average eikonal involve addi-
tional powers of the interaction, these corrections are controlled by higher orders
in qc/kF. Note that for a spherical Fermi surface the curvature parameter C
α
in Eq.(4.115) is of the order of unity. Furthermore, for the Chern-Simons action
the value of the relevant dimensionless effective interaction is not small, which
leaves us with qc/kF as the only small parameter in the problem.
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Iµ =
∫ ∞
0
dx
x2µ−1
[1 + x2]2
=
1
2
Γ (µ)Γ (2− µ) , 0 < µ < 2 , (10.139)
I˜µ =
∫ ∞
0
dx
x2µ−1 lnx
[1 + x2]2
=
{
(µ−1)pi
4 sin(piµ)
[
cot(πµ)− 1µ−1
]
, 0 < µ < 2 , µ 6= 1
0 , µ = 1
. (10.140)
Hence, ∫ ∞
0
dkF (k, 0) = 2
[
πI 3
4
− I 3
2
− I 1
2
+ I˜ 3
2
− I˜ 1
2
]
. (10.141)
With I1 = 1/2, I 1
2
= I 3
2
= π/4, I˜ 1
2
= −π/4, and I˜ 3
2
= π/4 we finally obtain
∫ ∞
0
dkF (k, 0) = π . (10.142)
It is now easy to see that Rtr is logarithmically divergent. Of course, in
this case we should consider the total Debye-Waller factor Qtr(x˜, τ˜ ) in
Eq.(10.115), which grows logarithmically for large x˜ or τ˜ . Setting for simplic-
ity τ˜ = 0, it is easy to show from Eqs.(10.115) and (10.135) that, to leading
logarithmic order for large x˜, one obtains with linearized energy dispersion
Qtr(x˜, 0) ∼ − g
π
∫ pi/2
0
dϑ
(sin ϑ)2
cosϑ
[
1− cos[(cosϑ)2x˜]] ∼ − g
2π
ln x˜ . (10.143)
This implies anomalous scaling characteristic for Luttinger liquids, with
anomalous dimension given by γCS = g/(2π).
The crucial point is now that the above result is completely changed by
the quadratic term in the energy dispersion, because even for small g it is
not allowed to set g = 0 in the integrand F (k, gk) of Eq.(10.135). To see this,
consider the function
J(g, h) =
∫ h
0
dkF (k, gk) , g > 0 . (10.144)
According to Eq.(10.135) the constant part Rtr of the Debye-Waller factor is
determined by J(g, pc(cosϑ)
−1), where pc ∝ g−2, see Eq.(10.137). For g = 0
we have from Eq.(10.141) limh→∞ J(0, h) = π. To evaluate J(g, h) for finite
g, we use Eq.(10.121) to write J(g, h) =
∑4
n=1 Jn(g, h), where
13
13 Although J3 and J4 are logarithmically divergent, the divergence cancels in the
sum J3 + J4, which is the only relevant combination.
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J1(g, h) =
π
g
[∫ 2/g
0
dk
1
k2 + (1− gk2 )2
−
∫ h
2/g
dk
1
k2 + (1− gk2 )2
]
,(10.145)
J2(g, h) = −π
g
∫ h
0
dk
(1 + gk2 )
k2 + (1 + gk2 )
2
, (10.146)
J3(g, h) =
2
g
∫ h
0
dk
k
(1 − gk2 ) ln
[ |1− gk2 |
k
]
k2 + (1− gk2 )2
, (10.147)
J4(g, h) = −2
g
∫ h
0
dk
k
(1 + gk2 ) ln
[ |1+ gk2 |
k
]
k2 + (1 + gk2 )
2
. (10.148)
From Eq.(10.137) we see that the upper limit for the k-integration in
Eq.(10.118) is large compared with g/2, so that we may assume h > g/2.
In the first integral on the right-hand side of Eq.(10.145) and in Eq.(10.147)
we substitute x = k/(1− gk2 ) (so that dxx2 = dkk2 ), and in the second integral
of Eq.(10.145) we set x = k/(gk2 − 1) (so that dxx2 = −dkk2 ). Similarly, in the
above expressions for J2 and J4 we substitute x = k/(1 +
gk
2 ) (so that again
dx
x2 =
dk
k2 ). With these substitutions it is easy to show that
J1(g, h) + J2(g, h) =
π
g
∫ 2
g−2/h
2
g+2/h
dx
1
1 + x2
=
π
g
{
arctan
[
2
g(1− 2gh )
]
− arctan
[
2
g(1 + 2gh )
]}
,(10.149)
and
J3(g, h) + J4(g, h) = −2
g
∫ 2
g−2/h
2
g+2/h
dx
lnx
x(1 + x2)
. (10.150)
In the limit of interest (g ≪ 1, gh≫ 1) the width of the interval of integration
is small,
2
g(1− 2gh )
− 2
g(1 + 2gh )
≈ 8
g2h
. (10.151)
Hence, to leading order, the integrals can be approximated by the product
of the value of the integrand at x = 2/g and the width of the interval of
integration. Then we obtain to leading order
J1(g, h) + J2(g, h) ≈ 2π
gh
, (10.152)
J3(g, h) + J4(g, h) ≈ −4 ln g
−1
h
. (10.153)
Note that for small g the contribution J1 + J2 is dominant. Taking the limit
h→∞, we obtain limh→∞ J(g, h) = 0, so that we conclude that
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∫ ∞
0
dkF (k, gk) = 0 , g > 0 , (10.154)
which should be compared with Eq.(10.142). Because Eq.(10.152) depends
on the product of the small parameter g and the large parameter h, it is clear
that for any finite g the limiting behavior of the integral J(g, h) for large h
is very different from limh→∞ J(0, h) = π. This is the mathematical reason
why the linearization of the energy dispersion in the two-dimensional Chern-
Simons theory is not allowed. Using Eq.(10.154), we see that Eq.(10.135) can
be rewritten as
Rtr =
g
π2
∫ pi/2
0
dϑ
(sinϑ)2
cosϑ
∫ ∞
pc(cosϑ)−1
dkF (k, gk) . (10.155)
From this expression it is evident that the cutoff-dependence of the k-integral
gives rise to an additional power of cosϑ in the numerator, which removes
the logarithmic divergence that has been artificially generated by linearizing
the energy dispersion. According to Eq.(10.137) we should choose pc = 4/g
2,
so that we obtain to leading order for small g (see Eq.(10.152))∫ ∞
4
g2
(cosϑ)−1
dkF (k, gk) ∼ −π
2
g cosϑ . (10.156)
Hence Eq.(10.155) reduces to
Rtr ∼ −1
8
g2 , g ≪ 1 . (10.157)
The precise numerical value of the prefactor 1/8 is the result of our spe-
cial choice of the cutoff pc in Eq.(10.137) and has no physical significance.
However, Eqs.(10.143) and (10.157) imply that in the case of the two-
dimensional Chern-Simons theory it is not allowed to linearize the energy dis-
persion [10.18]. Physically Eq.(10.157) represents a contribution from gauge
field fluctuations with wavelengths large compared with the Thomas-Fermi
screening length κ−1 to the reduction of the quasi-particle residue. While
for linearized energy dispersion one finds that these fluctuations wash out
any step-discontinuity at the Fermi surface, the quadratic term in the energy
dispersion drastically changes this scenario: in the regime g ≪ 1 under con-
sideration the right-hand-side of Eq.(10.157) is very small, so that this term
can be safely ignored and certainly does not modify the mean-field prediction
of a step discontinuity at the Fermi surface.
10.5 Summary and outlook
In this chapter we have generalized our non-perturbative background field
method for calculating the single-particle Green’s function to the case of
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fermions that are coupled to transverse gauge fields. Let us summarize again
our main result for the special case of a spherical Fermi surface in d dimen-
sions. As discussed in Chaps. 2.5 and 5.4, in this case it is not necessary to
partition the Fermi surface into several patches, so that uncontrolled correc-
tions due to the around-the-corner processes discussed in Chap. 2.4.3 simply
do not arise. The Matsubara Green’s function can then be written as
G(kα + q, iω˜n) =
∫
dr
∫ β
0
dτe−i(q·r−ω˜nτ)G˜α(r, τ)eQ
α(r,τ) , (10.158)
Qα(r, τ) = Qα1 (r, τ) +Q
α
tr(r, τ) , (10.159)
where the longitudinal Debye-Waller factor Qα1 (r, τ) is given in Eqs.(5.151)–
(5.153), and the contribution Qαtr(r, τ) from the transverse gauge field to the
Debye-Waller factor is given in Eqs.(10.67)–(10.69). The prefactor Green’s
function G˜α(r, τ) has the following Fourier expansion,
G˜α(r, τ) =
1
βV
∑
q˜
ei(q·r−ω˜nτ)G˜α(q˜) , (10.160)
G˜α(q˜) =
1 + Y α(q˜) + Y αtr (q˜)
iω˜n − ǫkα+q + µ−Σα1 (q˜)−Σα1,tr(q˜)
, (10.161)
where the self-energies and the vertex functions are given in Eqs.(5.186),
(5.187), (10.74), and (10.75). Due to the spherical symmetry, it is sufficient
to evaluate Eq.(10.158) for external wave-vectors of the form q = qα‖ kˆ
α
, and
then replace qα‖ → |k| − kF in the final result, see also Eqs.(5.181),(5.182)
and the discussion in Chap. 2.5.
In Sect. 10.4 we have shown that for the calculation of the transverse
Debye-Waller factor Qαtr(r, τ) it is essential to retain the quadratic term in
the expansion of the energy dispersion close to the Fermi surface. In physically
relevant cases one obtains then a bounded Debye-Waller factor, which does
not lead to a breakdown of the Fermi liquid state. This is in sharp contrast
with the results of higher-dimensional bosonization with linearized energy
dispersion [10.2,10.18,10.33]. We would like to emphasize that the quadratic
term in the energy dispersion is irrelevant in the renormalization group sense.
However, it is relevant in the sense that the exponentiation of the perturbation
series for the real-space Green’s function, which in arbitrary dimensions is the
characteristic feature of bosonization with linearized energy dispersion, does
not resum the dominant singularities.
One of the most interesting problems for further research is the evalua-
tion of the prefactor Green’s function G˜α(q˜) in the case of the Chern-
Simons theory for the half-filled Landau level. Because by construction our
approach exactly reproduces the leading term in a naive expansion of the
Green’s function in powers of the effective interaction (see Chap. 5.3.3), the
perturbatively obtained signature (10.134) of non-Fermi liquid behavior is
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certainly contained in Eqs.(10.158)–(10.161). Very recently Castilla and the
present author [10.1] have made considerable progress in evaluating the above
expressions for the case η > 1. Because we know from Sect. 10.4 that the
contribution from the Debye-Waller factor is finite and small, the low-energy
behavior of the total spectral function is essentially determined by the imag-
inary part of the prefactor Green’s function G˜α(q, ω + i0+). Most impor-
tantly, we have shown in the Letter [10.1] that the Gaussian fluctuations of
the Chern-Simons gauge field do not invalidate the quasi-particle picture for
the composite fermions in the half-filled Landau level. On other words, our
non-perturbative approach predicts a narrow peak in the spectral function,
with a width that vanishes faster than the quasi-particle energy as q → 0.
This clearly demonstrates that lowest order perturbation theory is not reli-
able, and explains the experimental fact that composite fermions in half-filled
quantum Hall systems behave like well-defined quasi-particles [10.31–10.35].
In our opinion, the calculation of the Green’s function of fermions that are
coupled to gauge fields is the physically most interesting and important appli-
cation of the non-perturbative method developed in this book. Gauge fields in
non-relativistic condensed matter systems arise not only in connection with
the quantum Hall effect, but also in effective low-energy theories for strongly
correlated Fermi systems [10.6–10.9, 10.24]. Because the gauge field problem
cannot be analyzed within perturbation theory, controlled non-perturbative
methods are necessary. In the absence of any other small parameter, the
Gaussian approximation employed in our background field approach is justi-
fied for g = qc/kF ≪ 1 (see Eq.(10.113)). In this case the closed loop theorem
discussed in Chap. 4.1 guarantees that the corrections to the Gaussian ap-
proximation involve higher powers of our small parameter g.
It seems that the potential of our approach is far from being exhausted.
Let us point out two obvious directions for further research. First of all,
the combination of the methods developed in Chap. 9 with the results of
the present chapter might lead to a new non-perturbative approach to the
random gauge field problem. Random gauge fields and the related prob-
lem of random magnetic fields have recently been analyzed with the help of
many different methods [10.37–10.41]. Of course, this problem is interesting
in connection with the quantum Hall effect, because experimental systems al-
ways have a finite amount of disorder. Another interesting and only partially
solved problem is the explicit calculation of the non-Gaussian cor-
rections to our non-perturbative result for the single-particle Green’s func-
tion. Recall that in Chap. 4.3 we have performed such a calculation for the
density-density correlation function. Although in Chap. 5.2 we have derived
explicit expressions for the non-Gaussian corrections to the average eikonal
(see Eqs.(5.142)–(5.147)), a detailed analysis of the leading correction to the
Gaussian approximation still remains to be done. At this point we cannot ex-
clude the possibility that, although the leading term in the expansion of the
average eikonal (i.e. the Debye-Waller factor Qαtr(r, τ) given in Eq.(10.108))
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remains bounded for all r and τ , the higher order terms Qαn(r, τ), n ≥ 2, in
Eq.(5.143) exhibit singularities which lead to non-Fermi liquid behavior in
the spectral function.
Appendix: Screening and collective modes
We summarize some useful expressions for the polarization, the dynamic
structure factor and the long wavelength behavior of the collective plasmon
mode within the RPA. The results presented in this chapter are not new, but
a systematic discussion of the above quantities as function of dimensionality
seems not to exist in the literature.
A.1 The non-interacting polarization
for spherical Fermi surfaces
. . . which we need in order to calculate the dynamic structure factor within the
RPA. Here and in the following two sections we assume spherical symmetry.
For a spherical Fermi surface in d dimensions it is easy to show from
Eqs.(3.13) and (4.24) that the non-interacting polarization is in the limit
V, β →∞ and |q| ≪ kF given by
Π0(q) = νgd
(
iωm
vF|q|
)
, (A.1)
where the density of states at the Fermi energy is (see Eq.(4.28))
ν =
∫
dk
(2π)d
δ(ǫk − µ) , (A.2)
and the dimensionless function gd(z) is defined by
gd(z) =
〈
qˆ · kˆ
qˆ · kˆ − z
〉
kˆ
. (A.3)
Here kˆ = k/|k|, qˆ = q/|q|, and < . . . >
kˆ
denotes angular average over the
surface of the d-dimensional unit sphere in k-space, i.e. for any function f(kˆ)
〈
f(kˆ)
〉
kˆ
=
∫
dΩ
kˆ
f(kˆ)∫
dΩ
kˆ
, (A.4)
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where dΩ
kˆ
is the differential solid angle at point kˆ on the unit sphere. Note
that by construction gd(0) = 1. For a system of N spinless electrons with
mass m in a d-dimensional volume V the density of states can be written as
ν =
d
2µ
N
V
=
Ωd
(2π)d
kd−1F
vF
=
Ωd
(2π)d
mkd−2F , (A.5)
where Ωd is the surface area of the unit sphere in d dimensions,
Ωd =
∫
dΩ
kˆ
=
2π
d
2
Γ (d2 )
. (A.6)
The integrand in Eq.(A.3) depends only on cosϑ = qˆ · kˆ. For this type of
functions it is convenient to use d-dimensional spherical coordinates,
〈
f(qˆ · kˆ)
〉
kˆ
= γd
∫ pi
0
dϑ(sin ϑ)d−2f(cosϑ) , for d > 1 , (A.7)
〈
f(qˆ · kˆ)
〉
kˆ
=
1
2
[f(1) + f(−1)] , for d = 1 . (A.8)
Here the numerical constant γd is defined by
γd =
〈
δ(qˆ · kˆ)
〉
kˆ
=
[∫ pi
0
dϑ(sinϑ)d−2
]−1
, (A.9)
and can be identified with the ratio of the surfaces of the unit spheres in d−1
and d dimensions,
γd =
Ωd−1
Ωd
=
Γ (d2 )√
πΓ (d−12 )
. (A.10)
In particular,
γ1 = 0 , γ2 =
1
π
, γ3 =
1
2
. (A.11)
For z = iy and real y the function gd(iy) is an even and positive function of
y, and is in d = 1, 2, 3 explicitly given by
g1(iy) = 1− y
2
1 + y2
=
1
1 + y2
, (A.12)
g2(iy) = 1− |y|√
1 + y2
, (A.13)
g3(iy) = 1− |y| arctan
(
1
|y|
)
. (A.14)
On the real axis we have
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g1(x + i0
+) =
1
1− (x+ i0+)2 , (A.15)
g2(x + i0
+) = 1− x√
(x+ i0+)2 − 1 , (A.16)
g3(x + i0
+) = 1− x
2
ln
(
x+ i0+ + 1
x+ i0+ − 1
)
. (A.17)
For |x| < 1 the function gd(x + i0+) has in d > 1 a finite imaginary part.
In the expression for the RPA dynamic structure factor discussed below this
imaginary part describes the decay of density fluctuations into particle-hole
excitations, i.e. Landau damping [A.7]. From Eq.(A.3) it is easy to show that
Imgd(x+ i0
+) = πx
〈
δ(qˆ · kˆ − x)
〉
kˆ
, (A.18)
so that
Imgd(x+ i0
+) = πγdx , for |x| ≪ 1 . (A.19)
Keeping in mind that gd(0) = 1, this implies on the imaginary axis
gd (iy) = 1− πγd|y| , for |y| ≪ 1 . (A.20)
For large |z| we have in any dimension
gd(z) ∼ − 1
dz2
, for |z| ≫ 1 . (A.21)
Finally, on the real axis we have in the vicinity of unity to leading order in
δ = x− 1 > 0
gd(1 + δ) ∼


gd(1) < 0 for d > 3
− 12 ln(1/δ) for d = 3
−cd/δ 3−d2 for d < 3
, (A.22)
where cd is a positive numerical constant. In particular, c1 =
1
2 and c2 =
1√
2
.
A.2 The dynamic structure factor
for spherical Fermi surfaces
Within the RPA the dynamic structure factor consists of two contributions:
The first one is a featureless function and describes the decay of density
fluctuations into particle-hole pairs, i.e. Landau damping; the second one
is a δ-function peak due to the collective plasmon mode.
For simplicity we shall assume in the rest of this chapter that the bare inter-
action is frequency-independent, i.e. fq = fq. Introducing the dimensionless
interaction
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Fq = νfq , (A.23)
we obtain from Eqs.(2.47) and (A.1) for the RPA density-density correlation
function in the long-wavelength limit
ΠRPA(q) = ν
gd(
iωm
vF|q| )
1 + Fqgd(
iωm
vF|q| )
. (A.24)
According to Eq.(2.45) the RPA dynamic structure factor is then given by
SRPA(q, ω) =
ν
π
Im
{
gd(
ω
vF|q| + i0
+)
1 + Fqgd(
ω
vF|q| + i0
+)
}
. (A.25)
From the properties of the function gd(z) discussed above it is clear that
there exist two separate contributions to the imaginary part in Eq.(A.25),
SRPA(q, ω) = S
sp
RPA(q, ω) + S
col
RPA(q, ω) . (A.26)
The first term SspRPA(q, ω) describes the creation and annihilation of a single
particle-hole pair [A.7]. This process, which is called Landau damping, is only
possible in d > 1 and for energies 0 < ω ≤ vF|q|. Mathematically Landau
damping is due to the finite imaginary part of gd(x+ i0
+) for x < 1. Thus
SspRPA(q, ω) = Θ
(
1− ω
vF|q|
)
ν
π
Im
{
gd(
ω
vF|q| + i0
+)
1 + Fqgd(
ω
vF|q| + i0
+)
}
. (A.27)
The second term ScolRPA(q, ω) arises from the poles of Eq.(A.24), which define
the dispersion relation ωq of the collective plasmon mode,
1 + Fqgd
(
ωq
vF|q|
)
= 0 . (A.28)
The formal solution of Eq.(A.28) is
ωq
vF|q| = g
−1
d
(
− 1
Fq
)
, (A.29)
where g−1d (x) is the inverse of the function gd(x), i.e. g
−1
d (gd(x)) = x. Because
of the simple form of g1(x) and g2(x), the solution of Eq.(A.29) in d = 1 and
d = 2 can be calculated analytically,
ωq
vF|q| =
√
1 + Fq , for d = 1 , (A.30)
ωq
vF|q| =
√
1 +
F 2q
1 + 2Fq
=
|1 + Fq|√
1 + 2Fq
, for d = 2 . (A.31)
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Note that ωq is real, so that the plasmon mode is not damped. It is easy to
see that for repulsive interactions in arbitrary dimensions the plasmon mode
is not damped within the RPA [A.7], so that it gives rise to a δ-function
contribution to the RPA dynamic structure factor,
ScolRPA(q, ω) = Zqδ(ω − ωq) , (A.32)
with
Zq =
1
f2q
∂
∂zΠ0(q, z)
∣∣
z=ωq
=
ν
F 2q
vF|q|
g′d(
ωq
vF|q| )
, (A.33)
where g′d(z) is the derivative of the function gd(z). Because the dispersion
relation of the collective mode satisfies Eq.(A.29), g′d(
ωq
vF|q| ) can be considered
as function of Fq. We conclude that Zq is of the form
Zq = νvF|q|Zd(Fq) , (A.34)
where the function Zd(F ) is given by
Zd(F ) =
1
F 2g′d(g
−1
d (− 1F ))
. (A.35)
In d = 1, 2, 3 we have explicitly
Z1(F ) =
1
2
√
1 + F
, (A.36)
Z2(F ) =
F
(1 + 2F )
3
2
, (A.37)
Z3(F ) =
g−13 (− 1F )
F 2
[
1
[g−13 (− 1F )]2 − 1
− 1
F
]−1
. (A.38)
The strong and weak coupling behavior can be obtained analytically in
any dimension. The collective mode for large Fq is determined by the asymp-
totic behavior of gd(x) for large x. From Eq.(A.21) it is easy to show that to
leading order
g−1d (−
1
F
) ∼
√
F
d
, F ≫ 1 , (A.39)
and that
g′d(x) ∼
2
dx3
, x≫ 1 . (A.40)
Then it is easy to see that for F ≫ 1
g′d(g
−1
d (−
1
F
)) ∼ 2
√
d
F 3/2
. (A.41)
It follows that the leading behavior at strong coupling is
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ωq ∼ vF|q|√
d
√
Fq , Fq ≫ 1 (A.42)
Zd(Fq) =
Zq
νvF|q| ∼
1
2
√
d
√
Fq
, Fq ≫ 1 . (A.43)
The dispersion of the plasmon mode at weak coupling is determined by
the behavior of the function gd(1 + δ) for small positive δ, which is given
in Eq.(A.22). Because gd(1) is finite for d > 3, the collective mode equation
(A.28) does not have any solution for Fq < 1/|gd(1)| in d > 3. In this case
there is at weak coupling no collective mode contribution to the dynamic
structure factor. For d ≤ 3 we find to leading order for small F
g−1d (−
1
F
) ∼
{
1 + e−2/F for d = 3
1 + (cdF )
2
3−d for d < 3
, (A.44)
g′d(g
−1
d (−
1
F
)) ∼
{
1
2e
2/F for d = 3
3−d
2 cd(cdF )
− 5−d3−d for d < 3
, (A.45)
so that at weak coupling the collective mode and the residue are
ωq
vF|q| ∼
{
1 + e−2/Fq for d = 3
1 + (cdFq)
2
3−d for d < 3
, Fq ≪ 1 , (A.46)
Zd(Fq) =
Zq
νvF|q| ∼
{
2
F 2q
e−2/Fq for d = 3
2
3−dcd(cdFq)
d−1
3−d for d < 3
, Fq ≪ 1 . (A.47)
A.3 Collective modes for singular interactions
Here we explicitly calculate the dispersion relation of the plasmon mode and
the associated residue for singular interactions that diverge in d dimensions
as |q|−η for q → 0 (see Chap. 6). We start with the physically most important
Coulomb interaction and then discuss the general case.
A.3.1 The Coulomb interaction in 1 ≤ d ≤ 3
The bare Coulomb potential between two charges separated by a distance r
is e2/|r| in any dimension. For 1 < d ≤ 3 the Fourier transformation to mo-
mentum space is easily calculated using d-dimensional spherical coordinates
(see Eq.(A.7)), with the result
fq =
∫
dreik·r
e2
|r| =
Γ (d− 1)Ωde2
|q|d−1 , d > 1 . (A.48)
In d = 1 the integral in Eq.(A.48) is logarithmically divergent, and must be
regularized. Introducing a short-distance cutoff a, one obtains
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fq = 2e
2 ln
(
1
|q|a
)
, d = 1 . (A.49)
In dimensions d > 1 the Thomas-Fermi screening wave-vector κ is defined by
κd−1 = νΓ (d− 1)Ωde2 , (A.50)
to that with the help of Eq.(A.5) we obtain
(
κ
kF
)d−1
=
Γ (d− 1)Ω2d
(2π)d
e2
vF
. (A.51)
Thus, the requirement that the Thomas-Fermi screening wave-vector should
be small compared with kF is equivalent with e
2/vF ≪ 1. Note that e2/vF =
(kFaB)
−1 = αc/vF where aB = 1/(me2) is the Bohr radius, and α = e2/c ≈
1
137 is the fine structure constant
1. Up to a numerical factor of the order of
unity, the parameter (κ/kF)
d−1 can be identified with the usual dimensionless
Wigner-Seitz radius rs, which is a measure for the density of the electron gas.
In d dimensions rs is defined by V/N = Vd(aBrs)
d where
Vd =
Ωd
d
=
2π
d
2
dΓ (d2 )
(A.52)
is the volume of the d-dimensional unit sphere. Using the fact that the density
of spinless fermions in d dimensions can be written as N/V = Vdk
d
F/(2π)
d,
we obtain in d dimensions
rs =
(
1
Vd
) 2
d 2πe2
vF
. (A.53)
Combining this with Eq.(A.51), we conclude that
(
κ
kF
)d−1
=
Γ (d− 1)Ω2d
(2π)d+1
V
2
d
d rs . (A.54)
In particular, in d = 2 we have κ/kF = e
2/vF = rs/2, and in three dimensions
(κ/kF)
2 = 2e2/(πvF) ≈ 0.263rs.
With the above definitions, the dimensionless Coulomb interaction Fq =
νfq can be written as
Fq =
(
κ
|q|
)d−1
. (A.55)
Because Fq ≫ 1 for |q| ≪ κ, the Thomas-Fermi screening wave-vector κ
defines the boundary between the long and short wavelength regimes, and
1 Recall that we have set h¯ = 1. In conventional Gaussian units we have aB =
h¯2/(me2) and α = e2/(h¯c).
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can therefore be identified with the cutoff qc introduced in Chap. 2.4.3. It
follows that for the Coulomb problem the bosonization approach is most
accurate at high densities, where rs ≪ 1 and hence κ ≪ kF. We would like
to emphasize that bosonization is not an expansion in powers of rs [A.2]; the
condition rs ≪ 1 is necessary to make the higher-dimensional bosonization
approach consistent.
For the Coulomb potential the dimensionless RPA interaction can be writ-
ten as
FRPAq ≡ νfRPAq =
1
( |q|κ )
d−1 + gd( iωmvF|q| )
. (A.56)
Because Fq diverges as q → 0, the behavior of the collective mode for |q| ≪
κ is determined by the strong coupling limit Fq ≫ 1, which is given in
Eqs.(A.42) and (A.43). Hence, for the Coulomb interaction in d dimensions
the collective plasmon mode and its weight are at long wavelengths given by
ωq =
vFκ√
d
( |q|
κ
) 3−d
2
, (A.57)
Zq =
νvFκ
2
√
d
( |q|
κ
) d+1
2
. (A.58)
In three dimensions this yields
ωq =
vFκ√
3
≡ ωpl , d = 3 , (A.59)
Zq =
ν
2
ωpl
(q
κ
)2
, d = 3 . (A.60)
Thus, in d = 3 the plasmon mode approaches at long wavelengths a constant
value ωpl, the plasma frequency.
A.3.2 General singular interactions
Finally, let us consider general singular interactions of the form (6.1). Defining
the screening wave-vector
κ = (g2cν)
1/η , (A.61)
we see that the dimensionless interaction corresponding to Eq.(6.1) is
Fq ≡ νfq =
(
κ
|q|
)η
e−|q|/qc . (A.62)
The dimensionless RPA interaction can be written as
FRPAq =
1
( |q|κ )
ηe|q|/qc + gd( iωmvF|q|)
. (A.63)
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Assuming that κ≪ qc, we see that Fq ≫ 1 for |q| ≪ κ. In this regime the col-
lective mode and the associated residue are easily obtained from Eqs.(A.42)
and (A.43),
ωq =
vFκ√
d
( |q|
κ
)1−η/2
, (A.64)
Zq =
νvFκ
2
√
d
( |q|
κ
)1+η/2
. (A.65)
For η = d− 1 these expressions reduce to Eqs.(A.57) and (A.58).
A.4 Collective modes for finite patch number
We discuss the polarization and the dynamic structure factor for Fermi sur-
faces that consist of a finite number M of flat patches. The calculations in
this section are valid for arbitrary Fermi surface geometries, i.e. we do not
assume that for M →∞ the Fermi surface approaches a sphere.
A crucial step in higher-dimensional bosonization with linearized energy dis-
persion is the replacement of an arbitrarily shaped Fermi surface by a finite
number of flat patches PαΛ . Let us assume that the number of patches is even,
and that for each patch PαΛ with local Fermi velocity v
α and density of states
να there exists an opposite patch P α¯Λ with v
α¯ = −vα and να¯ = να. This
guarantees that the inversion symmetry of the Fermi surface is not artifi-
cially broken by the patching construction (see the first footnote in Chap. 6).
For simplicity let us also assume that all patch densities of states να are iden-
tical, so that να = ν/M , where ν =
∑M
α=1 ν
α is the global density of states
(see Eqs.(4.25) and (4.28)). Then the non-interacting polarization Π0(q, z) is
at long wave-lengths given by (see Eqs.(4.24) and (4.36))
Π0(q, z) =
2ν
M
M/2∑
α=1
(vα · q)2
(vα · q)2 − z2 = ν
PM−2(q, z)
QM (q, z)
, (A.66)
QM (q, z) =
M/2∏
α=1
(z2 − (vα · q)2) , (A.67)
PM−2(q, z) =
2
M
M/2∑
α=1
(vα · q)2


M/2∏
α′=1
α′ 6=α
((vα
′ · q)2 − z2)

 , (A.68)
where it is understood that the sums are over all patches with vα · q ≥ 0,
and in the special case M = 2 the product in Eq.(A.68) should be replaced
by unity. The RPA polarization can then be written as
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ΠRPA(q, z) = ν
PM−2(q, z)
QM (q, z) + FqPM−2(q, z)
, (A.69)
where as usual Fq = νfq. Thus, the RPA condition for the collective density
modes,
1 + fqΠ0(q, z) = 0 , (A.70)
is equivalent with
QM (q, z) + FqPM−2(q, z) = 0 . (A.71)
Because the left-hand side of this equation is a polynomial in z2 with degree
M/2, for a given q we obtain M/2 roots in the complex z2-plane. The lo-
cations of the roots is easily obtained graphically by plotting the right-hand
side of Eq.(A.66) as function of real z2 and looking for the intersections with
−1/fq. For generic q all (vα ·q)2 are different and positive, and we can order
the energies such that
0 < (vα1 · q)2 < (vα2 · q)2 < . . . < (vαM/2 · q)2 . (A.72)
A repulsive interaction leads thenM/2 to real roots (ω2q)
(α), α = 1, . . . ,M/2,
of the polynomial (A.71) (considered as function of z2), which are located
between the unperturbed poles,
0 < (vα1 · q)2 < (ω2q)(1) < (vα2 · q)2 < (ω2q)(2) <
. . . < (vαM/2 · q)2 < (ω2q)(M/2) . (A.73)
Because the roots are on the positive real axis in the complex z2-plane, they
represent undamped collective modes, which give rise to δ-function peaks in
the RPA dynamic structure factor. Hence, for ω > 0 the dynamic structure
factor has the following form2
SRPA(q, ω) =
M/2∑
α=1
Zαq δ(ω − ωαq ) , (A.74)
with the residues given by (see also Eq.(A.33))
Zαq =
1
f2q
∂
∂zΠ0(q, z)
∣∣
z=ωαq
. (A.75)
In the limit M → ∞ and (at least) for sufficiently strong coupling3 the
mode ω
M/2
q with the largest energy survives as a δ-function peak, and can
2 The above simple proof that for finite M and repulsive interactions the RPA
dynamic structure factor consists only of δ-function peaks can be found in the
work [A.2], and is due to Kurt Scho¨nhammer.
3 Recall that in Sect. A.2 we have shown that for spherical Fermi surfaces in d > 3
the collective plasmon mode exists only for sufficiently strong interactions.
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be identified with the collective plasmon mode ωq, see Eqs.(A.29)–(A.32).
All other modes represent a quasi-continuum in the sense that they merge
for M → ∞ into the particle-hole continuum described by SspRPA(q, ω) in
Eq.(A.27). For non-generic q such that vαi ·q = 0 for some αi or (vαi ·q)2 =
(vαj · q)2 for some αi 6= αj , the number of distinct modes in the quasi-
continuum is reduced.
In the strong coupling limit it is easy to obtain an analytic expression
for the collective plasmon mode and the associated residue. From Eq.(A.42)
we expect that for Fq ≡ νfq ≫ 1 there exists one real solution ωq with
ω2q = O(Fq). For z
2 close to ω2q we may therefore expand Π0(q, z) in powers
of z−2. The leading terms are
Π0(q, z) = −ν

 2
M
M/2∑
α=1
(vα · q)2

 z−2 − ν

 2
M
M/2∑
α=1
(vα · q)4

 z−4 +O(z−6) .
(A.76)
Substituting this approximation into Eq.(A.70), it is easy to show that the
dispersion of the plasmon mode is for large Fq given by
ω2q = Fq
2
M
M/2∑
α=1
(vα · q)2 +
2
M
∑M/2
α=1 (v
α · q)4
2
M
∑M/2
α=1 (v
α · q)2
+O(F−1q ) . (A.77)
Using the fact that for a spherical Fermi surface
lim
M→∞
2
M
M/2∑
α=1
(vα · q)2 = v2Fq2〈(vˆα · qˆ)2〉qˆ =
v2Fq
2
d
, (A.78)
the leading term in Eq.(A.77) reduces forM →∞ to Eq.(A.42). For energies
z close to ωq we may write
ΠRPA(q, z) ≈ − Zq
z − ωq , (A.79)
with
Zq ≈ ν
2
√
F q

 2
M
M/2∑
α=1
(vα · q)2


1/2
, (A.80)
where in the second line we have retained the leading term in the expansion
for large large Fq . For M → ∞ and spherical Fermi surfaces we may use
again Eq.(A.78) and recover our previous result (A.43) for Zq.
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