The Variational Bayes (VB) approach is used as a one-step approximation for Bayesian filtering. It requires the availability of moments of the free-form distributional optimizers. The latter may have intractable functional forms. In this contribution, we replace these by appropriate fixed-form distributions yielding the required moments. We address two scenarios of this Restricted VB (RVB) approximation. For the first scenario, an application in identification of HMMs is given. Close relationship of the second scenario to RaoBlackwellized particle filtering is discussed and their performance is illustrated on a simple non-linear model.
The VB approximation is a deterministic free-form optimization technique. It was first used in off-line inference problems [1] and extended to on-line inference of time-invariant parameters in [2] . The use of VB in Bayesian filtering was first discussed in [3] . The key theory is now reviewed. 
where 0/i denotes the complement of Oi in 0. We will refer to f (0 D) (7) as the VB-approximation, and f (0i D) (3) as the VB-marginals.
The above theorem provides a powerful tool for approximation of joint pdfs in the form ln f (01, 02, D) = g (01, D)' h (02, D), (4) Anthony Quinn
Trinity College Dublin, Ireland where g (01, D), and h (02, D) are finite-dimensional vectors of compatible dimension. Note that using (4) in (3), (5) where h(.) Ef(0o D) [h (.) ] are the VB-moments for 02, and similarly for 01. Hence, there is a demand to evaluate these VB-moments for each of the VB-marginals (3) . This may present a significant practical challenge for many non-linear cases of g and/or h. In this contribution, we replace such nonstandard VB-marginal with a tractable alternative, as follows. Then, the minimum of KL divergence for (6) is reachedfor
Note that the Restricted VB (RVB) has two constituents: (i) a VB-marginal for which there exist a standard form, and (ii) a heuristically chosen fixed-form alternative. The fixedform alternative can be chosen arbitrarily from distributions for which the required moments in (7) 
Application of Theorem 1 to (9) yields VB-marginals in the form of two parallel Bayes' rule updates:
The following approximate distributions are involved:
Note, from (12) , that the form of f (Otr Dt-) is determined by the form of time-invariant parameter evolution model. Hence, one application of the Bayes' rule (10) yields the same functional form at each time, satisfying the condition of conjugacy.
Scenario II
In this scenario, we assume availability of f (Ot Dt). Decomposition of the state in two parts, Ot = [01,t, 02,t], and application of Theorem 1 to the joint filtering distribution, f (dt, 01,t, 02,t Dt-1), yields two VB-marginals, f (01,t Dt) and f (02,t Dt). At present, we have not isolated such a family of distributions for which the VB approximation restores conjugacy. However, for inference of time-invariant parametersi.e. Bayesian filtering with Dirac-delta parameter evolution model it was shown that the VB-marginals are conjugate only if the original model was already conjugate. Therefore, we conjecture that VB-approximation alone is not able to restore conjugacy. The value of this scenario will be revealed in connection with RVB approach described in the next Section.
RESTRICTED VB IN BAYESIAN FILTERING
In this Section, we introduce RVB options for each of the scenarios from Section 2. Note, however, that the range of possible choices is very wide and different approximations may be more suitable for particular models.
Scenario I
Problems can arise with intractability of the VB-marginal (1 1), i.e. f (Ot-1 Dt). An obvious fixed-form replacement of this distribution is the VB-filtering distribution from the previous step:
The VB-marginal of Ot has the form of (12) with expectations taken with respect to f (0t-1 Dt-1) instead of f (0t-1 i Dt). (19) In this paper, we propose to combine RVB with particle filtering (RVB+PF) as follows: (i) the posterior distribution on 02,t is in the form of (17)- (18), however, the exact marginal of observation model, i.e. f (dt Dt-1(H)2,t), in (18) is replaced by its VB-approximation, and (ii) the posterior distribution on O1,t is f (O1,t Dt) XC exp (g (Oi,t) Z= w h (02,t, Dt)) (20) where we have written (23) in the form of (4).
The computational flow of RBwPF and RVB+PF differ in the following respects: i) RBw requires analytical tractability over the whole trajectory i1,t, while RVB requires only tractability over one step of Bayesian filtering; and ii) one set of sufficient statistics is stored for each particle, 9)(i) , in RBw (19), while one set of sufficient statistics is used for all the samples 0(j in RVB (20).
Remark 1 This Scenario ofRVB generalizes of the modified
RBwPF method (MRBPF) proposed in [5] , where f (0i,t |Dt) was approximated by certainty equivalence, i.e. A comparative Monte Carlo study (100 runs) of this RVB approach, VB (with numerical evaluation of f (Tt-1 Dt) on a grid of 100x 100 points) and a particle filter with 100 particles (PF100) was performed ( Figure 2 ). Performance was measured by average number of misclassified labels by each method in 1000 data samples. This RVB scheme is computationally cheaper than the competing methods, yet offers good which is written in terms of precision matrix Qt (inverse covariance) for convenience. Exact integration over Ct-, is intractable and approximations must be used to achieve tractability. Rao-Blackwellized PF is obtained by using assignments 01,t = xt and 02,t = CtIt can be shown that logarithm of (23) can be written as linear combination g (xt) h (Ct, Dt), and thus it is amendable to RVB+PF approximation. The resulting VB-marginal, f (xt rDt) is Gaussian, i.e. in the form of (23) MRBPF and RVB+PF performs significantly worse than RBwPF, however, at much lower computational cost, since they require only one step of Kalman filter per time-step, in contrast to n Kalman updates of RBwPF. The RVB+PF slightly outperforms MRBPF at the price of evaluation of secondorder moment and less efficient version of KF.
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CONCLUSION
The use of Variational Bayes approximation in Bayesian filtering is limited by the need to evaluate moments of the resulting VB-marginals which is difficult to ensure. If at least one of the VB-marginals is tractable, the method can be combined with others approximation via the Restricted VB approach. In this paper, we have presented two possible scenarios of the use of VB in Bayesian filtering, and for each scenario one possible RVB scheme to overcome the intractability of VBmarginals. The first Scenario arise by enforcing conditional independence between the current and one-step-delayed state variable, and it is expected to work well for extensions of discrete hidden Markov models. The second Scenario, enforces conditional independence between the parts of the posterior distribution, and can be easily combined with particle filtering yielding an approximation of Rao-Blackwellized particle filters. This approach generalize previous heuristic-motivated work and it is expected to offer a computationally cheaper variants of Rao-Blackwellized particle filters.
