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Abstrat
This thesis presents some new results on Combinatorial Game Theory. We analyze the om-
binatoris of subtration games: anelations of some impossible edges from the Bruijn
graphs related to subtration sets using the Ferguson's Pairing Property and generaliza-
tions of some results related to the dynamial systems. This work introdues the onept
of nim dimension and proposes three proesses for its determination: embedding, fratal
and algebrai. Some examples of the determination of the nim dimension of impartial and
partizan games are exposed, inluding the solution for some open problems suh as the
onstrution of nimbers in konane and amazons.
Combinatorial Game Theory is a very reent mathematial subjet that lak omplete
proofs (for instane, the Fusion Priniple's proof). The thesis also has the aim of writing
some of them.
iii
Resumo
Esta tese apresenta novos resultados na área da Teoria de Jogos Combinatórios. Mais es-
peiamente, ontagens relaionadas om jogos de subtração impariais: eliminação de
arestas impossíveis dos grafos de Bruijn assoiados aos onjuntos de subtração usando o
Teorema de Ferguson e generalizações de alguns resultados assoiados aos sistemas dinâmi-
os dos jogos de subtração. Este trabalho introduz o oneito de dimensão nim e propõe
três proessos para a sua determinação: por injeção, fratal e algébrio. São apresenta-
dos alguns exemplos de determinação da dimensão nim de jogos impariais e partizanos,
inluindo algumas soluções para problemas que estavam em aberto, omo a onstrução de
nímeros no konane e no amazonas.
A Teoria dos Jogos Combinatórios é uma área reente da matemátia repleta de interes-
santes resultados om demonstrações muito subtis e de grande grau de diuldade. Por
ser reente, algumas provas são expostas na literatura espeializada omitindo alguma ar-
gumentação nada trivial (por exemplo, a demonstração do Prinípio da Fusão). Esta tese
tem também o objetivo de apresentar algumas demonstrações sem saltar passos de argu-
mentação.
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Aim and Outline of the Thesis
This thesis presents some new results on Combinatorial Game Theory. We analyze the
ombinatoris of impartial subtration games, we introdue the onept of nim dimension
exemplifying it with the determination of the nim dimension of some impartial and parti-
zan games ([SS08℄, [SS10℄, [San10℄).
Combinatorial Game Theory is a very reent mathematial subjet that laks omplete
proofs. In the proess of establishing some new results we provide original proofs to some
lassi theorems. A few of these are the rst to appear in print.
The rst hapter is introdutory. As we said, Combinatorial Game Theory is a very reent
subjet so we deided to inlude a short guide detailing its mathematial basi tools pre-
sented on the seminal works [Con76℄, [BCG82℄, and [ANW07℄. This rst hapter provides
basi denitions, theorems, and notation indispensable for the development of the thesis.
After the introdutory hapter, we present known results about lassial impartial games.
Also, this hapter is indispensable beause impartial games are the ruial mathemati-
al subjet of the thesis (it is mandatory the appliation of the elegant Sprague-Grundy
theory). Some results are presented in a new fashion. We remark that the fundamental
Theorem 2.2.1 is proved with a non standard approah allowing a better understanding
for the reason why binary notation is so important for the nim analysis. In Setion 2.4 we
propose a useful lassiation for impartial games. To be more self-ontained, we inluded
the proofs for Theorems 2.6.3 and 2.7.2. These two theorems are lassial examples for
two lasses of the proposed lassiation.
The third hapter has new ontributions. With the Ferguson's Pairing Property it is pos-
sible to redue some impossible edges from the Bruijn graphs related to subtration sets.
In Setion 3.1 we present a way to analyze this ombinatoris with the help of reurrene
equations. Also in this setion, we prove some results related with the dynamial systems
of subtration games. We give generalizations of some theorems proved in [JT05℄ and
their impliations in terms of the period length of a subtration game. In Setion 3.2 we
analyze one of the most striking results in [BCG01℄: the Fusion Priniple. This theorem is
very important, providing a proess to determine the Grundy-values in the impartial game
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green hakenbush. We present, for the rst time, a full proof of the Fusion Priniple.
In Setion 3.4 we present a new version of Conway's proof for the existene of inverses
in Conway's Field. In Setion 3.6 we present an appliation of the nim-sum (Hamming
Codes) exposing one example with some details. This an be very useful to onstrut om-
muniation shemes [SSD10℄. In Setion 3.7 we present an idea to study the hardness of
games. The idea is very useful in hapter four.
The fourth hapter is ompletely original. Berlekamp asked the question What is the
habitat of ∗2? We generalize this and ask: for a game G, what is the largest n suh that
∗n is a position of G? This lead to the onept of nim dimension and to the introdution
of three new proesses to analyze the onstrution of nimbers and the nim dimension of
games: embedding, fratal and algebrai ([SS08℄, [SS10℄, [San10℄). We present examples
for all the proposed proesses allowing us to prove the innite nim dimension of traffi
lights and konane and to nd a ∗4 in amazons. Even exhaustive omputer searh
ouldn't nd suh value in amazons (see [Teg02℄).
1Introdution to Combinatorial
Game Theory
1.1 Classial versus Combinatorial
When we talk with a typial mathematiian about game theory, most of the times he
will think about eonomi game theory, Von Neumann, John Nash, prisoner's dilemma,
et. In fat, in 1944, with a seminal work, Theory of Games and Eonomi Behavior, Von
Neumann and Morgenstern launhed a very interesting new area in mathematis [vNM44℄.
Sine then, some sientists have even won nobel prizes with work related to eonomis
based in this mathematial theory.
Von Neumann's game theory, what we all lassial game theory, is about games and out-
omes determined by a payo matrix. In typial games of lassial game theory players play
simultaneously. The main goal of lassial game theory it to determine the best possible
payo depending upon the players possible strategies. In lassial game theory simulta-
neous deisions implies that players must deide without knowing opponent's hoies. In
lassial game theory there is hidden information. Sometimes, the theory needs probabilis-
ti tools to solve some problems.
In 1976, Conway published hisOn Numbers and Games [Con76℄. Later, in 1982, Berlekamp,
Conway and Guy presented their Winning Ways [BCG82℄. In these two works we an see
a dierent approah for game theory. They propose a mathematial theory to analyze
games without hane and without hidden information where two players take turns mov-
ing alternately. Before them, Bouton, Sprague, Grundy and others presented some partial
work [Bou01, Spr35, Gru39℄. However, just with [BCG82℄ we ould appreiate a omplete
and onsistent theory, what we all ombinatorial game theory. Classial game theory and
ombinatorial game theory are omplementary theories. The main dierene lies in the
dierene between simultaneous and alternating moves (see [Now09℄ for historial details).
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We know many games like hess, hekers or go where some partiular situations an
be studied with ombinatorial game theory. However in this text we will adopt a more
restrited denition of ombinatorial game, whih is prevalent in the literature. With suh
restritions it is possible to use Conway's mathematial tools to study a large family of
games, many of whih are well known.
Denition 1.1.1. (Combinatorial game)
A ombinatorial game is a game whih satises the following onditions:
1. There are two players who take turns moving alternately;
2. No hane devies suh die, spinners, or ard deals are involved, and eah player is
aware of all the details of the game state at all times;
3. The rules of a ombinatorial game ensure that it will end after a nite sequene of
moves, and the winner is often determined on the basis of who made the last move.
Under normal play, the last player to move wins, while in misère play, the last player
loses.
To illustrate the onepts of ombinatorial game theory it is also neessary to present some
examples. So, we will introdue an example of ombinatorial game. We hoose the hawai-
ian game konane beause it provides very good examples and beause it will be important
to show a new ombinatorial result presented in the fourth hapter of this thesis [Ern95℄.
In the starting position of a konane game, a heker board is lled in suh a way that
no two stones of the same olor oupy adjaent squares. In the opening, two adjaent
piees are removed. After this, a player moves by taking one of his stones and jumping
orthogonally over an opposing stone into an empty square. The jumped stone is removed.
A player an make multiple jumps on his turn but annot hange diretion mid-turn.
Multiple jumps are not mandatory. The winner is the player who makes the last move.
We an see some examples of legal moves in the next gure:
1.2. Outomes 5
White has 3 legal moves: taking one stone with the move B4−D4, taking two stones with
the move B4−F4 or taking one stone with B4−B6. Blak has just one legal move: taking
one stone with C4−A4.
konane satises all the onditions of the previous denition so, it is a ombinatorial game.
The remaining setions of this introdutory hapter are a list with some basi onepts
and results of ombinatorial game theory.
1.2 Outomes
In this thesis we will analyze ombinatorial games played between two players. The players
are traditionally alled Left (or L) and Right (or R). In ombinatorial game theory it is
assumed that both players play perfetly. Playing perfetly is not an easy onept to dene.
We will need to know more about the theory to make omparisons. For now we will just
be free to talk about moves that fore a win. This is easy to visualize: a winning move is
a move that leads to a winning sequene against all opponent's replies.
Theorem 1.2.1. (Fundamental Theorem of CGT, see [ANW07℄, page 35)
Consider a ombinatorial game G. Either the rst player or the seond player to move an
fore a win, but not both.
Proof:
After the rst move, by indution, the resultant game is either a win for seond player
(moving rst) or a win for rst player (moving seond). If any move in the set of legal rst
moves falls in latter ategory, then by hoosing it, rst player an fore a win. If all moves
in the set of legal rst moves fall in rst ategory, then seond player an fore a win. 
There are just 4 outome lasses for ombinatorial games ompatible with the fundamental
theorem:
Class Name Denition
N fuzzy The N ext player an fore a win
P zero (in normal play) The Previous player an fore a win
(to avoid the problem of the inexistene
of previous player, P atually means that
N ext player annot win)
L positive (in normal play) Left an fore a win regardless of
who plays rst
R negative (in normal play) Right an fore a win regardless of
who plays rst
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By onvention, Left is assoiated with positive and Right is assoiated with negative.
In our konane examples, L plays with blak stones and R with white stones. In
next gure we show an example for eah lass.
We will note ◦+(G) the outome of G in normal play and ◦−(G) the outome of G
in misère play. We will use ◦(G) in the statement of results where the result is true
for both normal and misère play.
1.3 Game Basi Definitions
To analyze ombinatorial games it is ruial to have a onsistent struture and a
good notation system. This mathematial notation must be independent of par-
tiular rules of games. For instane, if we want to analyze konane positions, the
ombinatorial notation must be indiated to perform this analysis, but must be the
same for konane and for all the other ombinatorial games. The game notation
must be abstrat and more or less universal. Conway's onstrution of numbers and
games gives the struture and notation. This and next setions show the guidelines
about the mathematial struture and the notation for normal play. It is possible
to make a onsistent onstrution for misère play but it is very far from the goal of
this thesis.
Denition 1.3.1. (Combinatorial Game (Reursive))
A ombinatorial game is dened reursively as G = {GL | GR} where GL are the Left
options and GR are the Right options of G. GL and GR are sets of games (the options
are games) and we write GL or GR to denote typial representatives of GL and GR.
Some Notes
It seems that dening a game as a pair of sets of games is irular. But the denition
is reursive with the base ase GL = ∅ and GR = ∅ ({∅|∅} = { | } will be alled zero).
1.3. Game Basi Definitions 7
We will say more about this indutive proess in the next setion.
We don't have a general notation system yet beause that is in the next setion.
However we an use konane as an example to better understand the signiane
of the pair of sets of options in game ontext. Consider the rst konane example
of this thesis (G). We an desribe G as a pair of set of options:
The founding fathers of ombinatorial game theory observed that many ombina-
torial games partition into positions made up of independent omponents. Famous
games like nim and go have this phenomenon. This leads to the denition of dis-
juntive sum.
Denition 1.3.2. (Disjuntive Sum)
G+H = {GL +H,G+HL | GR +H,G+HR}
Some Notes
There are some abuses of notation in this denition. The formal notation would be
G+H = {{A+H}A∈GL ∪ {G+B}B∈HL , | {C +H}C∈GR ∪ {G+D}D∈HR}
however, this would be a heavy notation, not a pratial one.
To understand better the motivation for this denition, onsider the following ko-
nane example. We an think this position as a disjuntive sum between the lower
omponent and upper omponent:
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So, let us onsider
We have
Theorem 1.3.1. (see [ANW07℄, page 69)
Disjuntive sum is assoiative and ommutative.
Proof:
By denition of disjuntive sum, G+H = {GL+H,G+HL | GR+H,G+HR}. By
indution, all the options are ommutative. So,
G+H = {GL +H,G+HL | GR +H,G+HR}
= {H + GL,HL +G |H + GR,HR +G}
= H +G
About assoiativity, onsider a typial Left option ((G+H) + J)L. We have
((G+H) + J)L = {(G+H)L + J, (G+H) + J L}
= {(GL +H) + J, (G+HL) + J, (G+H) + J L}
=︸︷︷︸
induction
{GL + (H + J), G+ (HL + J), G+ (H + J L)}
= (G+ (H + J))L
The justiation that ((G+H)+J)R = (G+(H +J))R is ompletely analogous. 
1.3. Game Basi Definitions 9
Denition 1.3.3. (Zero)
Denote by zero the game {∅ | ∅} = { | }.
Theorem 1.3.2. (see [ANW07℄, page 69)
We have G+ 0 = G, or either, { | } is the identity of disjuntive sum.
Proof:
Diret onsequene of the denition of disjuntive sum. 
If we have an identity, it is natural to think about inverses. Fortunately, there is a
natural way to dene the negative of a game.
Denition 1.3.4.
−G = {−GR | − GL}
Some Notes
Again there is an abuse of notation and again we use reursion in the denition:
−GR = {−GR}GR∈GR and − GL = {−GL}GL∈GL
Consider the following konane example:
One assoiated konane negative is the following one:
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But one must be areful, other games an at as negatives. We will understand this
better with the formalization of equality of games. With this formalization we also
will be able to understand that G+ (−G) = 0.
Denition 1.3.5.
G = H if ◦+ (G+X) = ◦+(H +X) for all gamesX.
It is easy to onrm that = is an equivalene relation. Even though G+ (−G) = 0
looks trivial, + is the disjuntive sum and = is a dened equivalene relation so
that proofs are needed for obvious equalities.
Theorem 1.3.3. (Fundamental Theorem of Normal, see [ANW07℄, page 70)
G = 0⇔ G is a P-position.
Proof:
(⇒) If G = 0, by denition of equality of games, G +X has the same outome as
0 +X = X . In partiular, if we onsider X = 0, G has the same outome as 0. In
normal play, this is the same as saying G ∈ P.
(⇐) If Left an win moving seond on X , Left an also win moving seond on
G+X beause he an answer against moves on G with moves on G and be the last
in G-omponent (G is a P -position). Against moves on X , Left responds loally
pretending he is playing X alone. If Left an win moving rst in X , Left an win
moving rst on G +X (the arguments are the same). So, X and G + X have the
same outome and G = 0. The arguments for Right are similar. 
We proved that the equivalene lass ontaining 0 is exatly P. Now, let us deal
with the inverses.
1.3. Game Basi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Corollary 1.3.4. (see [ANW07℄, page 71)
G+ (−G) = 0.
Proof:
By Theorem 1.3.3, we need argue that G + (−G) is a P -position. Playing seond,
we only need to apply a symmetri strategy to win the game. 
Now, we an prove a theorem very useful to solve equations in game ontext.
Theorem 1.3.5. (see [ANW07℄, page 71)
G = H ⇔ G+ J = H + J.
Proof:
(⇒): Sine G = H , ◦+(G + X ′) = ◦+(H + X ′) for all games X ′. For an arbi-
trary X onsider X ′ = J +X and we have ◦+(G+ (J +X)) = ◦+(H + (J +X)) for
all gamesX . Using assoiativity, ◦+((G+J)+X) = ◦+((H+J)+X) for all gamesX .
(⇐): Sine G + J = H + J then ◦+(G + J + X) = ◦+(H + J + X) for all games
X . Consider X ′ = J + X . It is easy to see that X ′ ranges over all games and so
◦+(G+X ′) = ◦+(H +X ′). Thus G = H . 
Corollary 1.3.6. (Construtive Equality, see [ANW07℄, , page 72)
G = H ⇔ G−H = 0.
Proof:
Use Theorem 1.3.5 with J = −H . 
Observation
This last orollary is very important to prove that two games are equal. This is the
onstrutive way: just play the game G−H and see if the Previous player wins.
This list of basi denitions nishes with the introdution of a partial order relation,
ruial for development of ombinatorial game theory.
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Denition 1.3.6. G > H if ∀X,
if Left wins moving rst on H +X than Left wins moving rst on G+X
and
if Left wins moving seond on H +X then Left wins moving seond on G+X.
Some Notes
If G > H then replaing H by G an not be bad for Left, no matter the ontext.
It isn't diult to prove that > is a partial order ([BCG01℄, page 35).
We an organize the notations with the following table :
G > 0 when Left wins G G > H when Left wins G−H
G = 0 when Previous wins G G = H when Previous wins G−H
G < 0 when Right wins G G < H when Right wins G−H
G‖0 when Next wins G G‖H when Next wins G−H
G > 0 means G = 0 or G > 0 G > H means G = H or G > H
(Left wins going seond) (Left wins going seond in G−H)
G D 0 means G‖0 or G > 0 G D H means G‖H or G > H
(Left wins going rst) (Left wins going rst in G−H)
G 6 0 means G = 0 or G < 0 G 6 H means G = H or G < H
(Right wins going seond) (Right wins going seond in G−H)
G E 0 means G‖0 or G < 0 G E H means G‖H or G < H
(Right wins going rst) (Right wins going rst in G−H)
Consider the following two konane positions:
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G ∈ L and H ∈ L. However G > H . The best way to argue this inequality is to
argue that G−H > 0, or equivalently G−H ∈ L. What we have to do is to analyze
the following game:
The order relation allows us to redue games. Sometimes some options of GL and GR
are superuous or an be redued. Every game G an be replaed by any other game
in their equivalene lass (indued by the dened equality). It is possible to make a
unique replaement overed by the onepts of domination and reversibility that we
will dene in next theorem. The game redution tehnique is a mathematial tool
that game theorists must learn.
Theorem 1.3.7. (Redution to Canonial Form, see [BCG01℄, pages 60-63)
a) Let G be a game. Consider two Left options GL1 and G
L
2 suh that G
L
1 > G
L
2
(we say that GL2 is dominated by G
L
1 ). The game is exatly the same (in sense of
equality of games) after deleting dominated options. Analogous to Right options.
b) Suppose G = {A1, A2, ... |A′1, A′2, . . .}. Imagine that for some Left option, say A1,
there exists a Right option AR1 suh that G > A
R
1 . If we write A
R
1 = {W,X, Y, . . . | . . .}
and G′ = {W,X, Y, . . . , A2, A3, . . . |A′1, A′2, . . .}, then G = G′. We say that A1 is
reversible and the move to A1 reverses through A
R
1 to the Left options of A
R
1 . Anal-
ogous to Right reversible options.
Proof:
a)
Let G = {A1, A2, . . . |A′1, A′2, . . .}. Say A2 > A1. We want to prove that G = G′
where G′ = {A2, , A3, . . . |A′1, A′2, . . .}. Let us play G−G′.
All moves by Left or Right pair up with a symmetri response exept the Left move
to A1. But Right responds moving to A1 − A2. Sine A2 > A1, Right wins. So,
either player wins moving seond on G−G′.
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b)
Let us prove that G−G′ = 0. Consider
{A1, A2, . . . |A′1, A′2, . . .}+ {−A′1,−A′2, . . . | −W,−X,−Y, . . . ,−A2,−A3, . . .}.
If Left moves to A1 + {−A′1,−A′2, . . . | −W,−X,−Y, . . . ,−A2,−A3, . . .}, Right re-
sponds to AR1 + {−A′1,−A′2, . . . | −W,−X,−Y, . . . ,−A2,−A3, . . .}. By hypothesis,
AR1 − G 6 0 so, beause −A′1,−A′2, . . . are Left options of −G, Left moves to
−A′1,−A′2, . . . are losing moves. On the other and, if Left moves on AR1 in the sum
AR1 + {−A′1,−A′2, . . . | −W,−X,−Y, . . . ,−A2,−A3, . . .} =
{W,X, Y, . . . | . . .}+ {−A′1,−A′2, . . . | −W,−X,−Y, . . . ,−A2,−A3, . . .}
then Right has a symmetri response.
If Right moves to {A1, A2, . . . |A′1, A′2, . . .} −W , we an use again the hypothesis,
G − AR1 > 0. Beause {A1, A2, . . . |A′1, A′2, . . .} −W is one of the Right options of
G−AR1 , Left must have a winning move in this option.
All the other moves has symmetri strategy. Either player wins moving seond on
G−G′. 
Some Notes
When there are two options and, in all irumstanes, there is one option that is
better than another, we have domination. This is very easy to understand in game
ontext. Consider the following konane example:
The move C4 − E4 is just better than C4 − A4. So, we an perform the following
redution on the set of left options:
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Reversibility is a muh more diult onept. A reversible move for Left is one
for whih Right an promise to respond to in suh a way that his prospets are at
least as good as they were before. In any ontext Right promises if you ever hoose
option A of G then I will immediately move to AR. So, Left just hooses A if he
intends to follow up Right's move to AR with an immediate response to one of AR's
left options. If he plans some other move elsewhere, he might just as well start with
that. Consider the next example:
Against the Left move D3 − D5, Right an answer with C5 − E5 reating the big
threat E5 − E7. So, if Left hooses D3 −D5 then he must be prepared to answer
against C5−E5 immediately with E6−E4. We have a redution of the left options
by reversibility:
Denition 1.3.7. The followers of G are all the games that an be reahed by all
the possible sequenes of moves from G.
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Denition 1.3.8. (Canonial Form)
G is in anonial form if G and all G's followers have no dominated or reversible
options (a proof for uniity of anonial form an be seen in [ANW07℄, page 81).
The best way to resume this setion about basi denitions is the following theo-
rem about the struture of games. The proof is based in the previous proved results.
Theorem 1.3.8. Games, with disjuntive sum and the previously dened order re-
lation, form an abelian group with partial order.
1.4 Conway's Constrution of Numbers and Games
Cantor's onstrution of the ordinals is well-known. Speially for nite integers,
0 = {}, n = {0, 1, . . . , n− 1}, and the transnite numbers.
{0, 1, 2, . . . , ω, ω + 1, ω + 2, . . . , 2ω, 2ω + 1, 2ω + 2, . . . , (. . .), ω2, ω2 + 1, ω2 + 2, . . . ,
(. . .), ωω, ωω + 1, ωω + 2, . . . , (. . .)}
On the other hand, we reall Rihard Dedekind's onstrution of real set. A Dedekind's
ut is a partition of the rational numbers into two non-empty sets A and B, suh
that all elements of A are less than all elements of B and A ontains no greatest
element. The ut itself is the gap dened between A and B. Real numbers an be
onstruted as Dedekind's uts of rational numbers.
Conway made his onstrution by a reursive proess based in a transnite sequene
of days and used the Dedekind's idea to dene the games. His indutive denition
onstruts the omplete set of ombinatorial games (again, we will just onsider
the normal play). Amazingly, it is possible to reate a omplete abstrat notation
that is the key of ombinatorial game theory. We will see that some games are
numbers. Other games are innitesimals. Other games are not numbers neither
innitesimals. Conway's onstrution also gives a very elegant onstrution of real
numbers with the advantage that his onstrution doesn't need to have the rational
numbers as base. The ideas behind the next lines an be seen in [Con01℄, pages 3-14.
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Aording to 1.3.1, every game has the form G = {GL | GR} where GL and GR are
sets of games. However in day 0 there are no games at all. So, the only possible set
is ∅. Beause of this, there is just one game born by day 0:
{ | } =︸︷︷︸
definition
0
So, by day 1, there are already two possible sets: ∅ and {0}. Now, before ontinuing,
it is important to dene whih games should be numbers.
Denition 1.4.1. (Numbers)
A ombinatorial game in anonial form is a number if all options of G are numbers
and no member of GL is greater or equal to any member of GR.
Conway proved the following funny properties: 0 is a number and 0 > 0 (this will
be important to analyze the future games). By day 1 we have 3 more games:
{0 | } =︸︷︷︸
definition
1
{ | 0} =︸︷︷︸
definition
−1
{0 | 0} =︸︷︷︸
definition
∗ (star)
It is not diult to prove some properties as that −1 and 1 are numbers, 1 > −1,
1 + (−1) = 0. The denition of 1 also makes sense beause Left has one move
and Right has none. Beause 0 > 0, {0 | 0} is not a number, so, it is neessary to
introdue a speial symbol.
As with the denition of 1, it is natural to dene a game in whih Left has an
advantage of n moves as value n (whih is born on day n):
{n− 1 | } =︸︷︷︸
definition
n
It is easy to onrm that these games are really numbers and the negatives, by
denition of negative, are { | 1− n} = −n.
By day 2, a lot of games are born. Two interesting ones are the games
{0 | 1} =︸︷︷︸
definition
1
2
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{−1| 0} =︸︷︷︸
definition
−1
2
Let X = {0 | 1}. If we analyze 1− 2X , i.e.,
{0 | }+ {−1| 0}+ {−1| 0}
we disover that it is a P -position. That is, 1− 2X = 0 so, a good name for X is 1
2
·
In fat, like the reursive denition of natural numbers, it is possible to dene the
dyadi rationales.
Denition 1.4.2. For j > 0 and m odd, we dene
m
2j
=
{
m− 1
2j
| m+ 1
2j
}
Some konane examples:
The next example shows a P -position based in the alulation 1 − 1
2
− 1
2
= 0· This
has historial interest beause it is one of the rst ideas explained in [BCG01℄.
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About numbers, it is important to prove the following theorem.
Theorem 1.4.1. (adaptation from [BCG01℄ (pages 21-22))
Consider G a number suh that G = {a|b} (G not neessarily in anonial form). If
a and b are also numbers then G = x where x is given by the following:
1. If there are integer(s) n suh that a < n < b, x is the one that is smallest in
absolute value;
2. Otherwise, x has the form i
2j
between a and b for whih j is minimal.
Proof:
Suppose we are in the onditions of the rst item. Let us play the game {a|b}−x. If
Left moves to a−x, he loses beause x > a. If Right moves to b−x, he loses beause
b > x. Suppose that x is positive (if x is negative the argument is analogous). If
Right moves to {a|b}+1−x, Left answers to a+1−x and wins beause x−1 6 a < x.
Suppose we are in the onditions of the seond item. Let us play the game {a|b}−x.
If Left moves to a− x or Right moves to b− x, the argument is the same as before.
We know that −x = {− i+1
2j
| − i−1
2j
}. If Left moves to {a|b} − i+1
2j
, Right answers
to b − i+1
2j
and wins beause b 6 i+1
2j
(if not, beause i + 1 is even, j wouldn't be
minimal). If Right moves to {a|b} − i−1
2j
, Left answers to a− i−1
2j
and wins beause
a > i−1
2j
(if not, beause i− 1 is even, j wouldn't be minimal).
{a|b} − x is a P -position and, so, {a|b} = x. 
In fat, if a < b then the rules of previous theorem give the number stritly between
a and b with the least birthday. This is sometimes alled the simplest number.
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Some Examples
1. {1
2
| 3} = 1
2. {1
8
| 5
8
} = 1
2
3. {−4 | 12} = 0
Another game born in day 2 is {0 | ∗} = ↑. Again, the game is not a number and
it is neessary to introdue a new symbol (up). By analogy, we have the negative
{∗ | 0} = ↓ (down). If we analyze a little, we see that ↑ is positive. More, the game
is an innitesimal in the sense that ↑< x for all positive numbers x (we an prove
this playing the sum between the up and dyadi rationales).
It is also interesting to think about the game ↑ + ∗. First, we note that the game is
fuzzy. We have ↑ + ∗ = {0 | ∗}+ {0 | 0} = {↑, ∗ | 0}. Using reversibility, {↑, ∗ | 0} =
{0, ∗ | 0} (see [BCG01℄, pages 65-66). The usual notation is ↑ ∗ = ↑ + ∗ = {0, ∗ | 0}.
Noting ⇑= ↑ + ↑, we have the following pattern for some other innitesimal games
born after the day 2:
↑= {0 | ∗} ↑ ∗ = {0, ∗ | 0}
⇑= {0 | ↑ ∗} ⇑ ∗ = {0 | ↑}
3. ↑= {0 | ⇑ ∗} 3. ↑ + ∗ = {0 | ⇑}
4. ↑= {0 | 3. ↑ + ∗} 4. ↑ + ∗ = {0 | 3. ↑}
(. . .) (. . .)
Another kind of innitesimals appears with the notationzx = {0 | {0 | −x}} (tinies)
and -x = {{+x | 0} | 0} (minies), where x > 0 in both ases. These represent threats,
a player getting two moves gains a large advantage but the other an eliminate the
threat before and after the rst move of the opponent. Sine a threat isn't worth
muh it will ome as no surprise that even though any tiny is positive, it is innites-
imal with respet to up.
Some konane examples:
1.4. Conway's Constrution of Numbers and Games 21
Games {y | z} with numbers y > z are alled swithes. The speial ase {a | − a}
with a > 0 is noted by ±a. Some examples:
It is possible to argue that for the general ase, {y | z} with numbers y > z, we have
{y | z} = u+ {v | − v} = u± v where u = 1
2
(y + z) and v = 1
2
(y − z) (see [BCG01℄,
pages 121-123). We all this normalizing swithes.
All the real numbers whih are not integers and dyadi rationals are born by day
ω. Day ω is the rst where an innite number of options is allowed. Beause every
real number has a binary expression dened by some sum between an integer and
an innite sum of dyadis, by day ω we an onstrut all the real numbers with the
help of binary expansions. For instane, in binary,
pi = 3.0010010000111111011 . . .
so, we an onstrut pi onstruting the sum 3 + 1
8
+ 1
64
+ 1
2048
+ · · ·
The Conway's onstrution provides an abstrat notation and an algebrai struture
to work ombinatorial games without pitorial graphs, piees, boards, et. Realling
the example about reversibility:
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Here we have {∗, {1 | {0 | − 2}} | }. Previously, we saw that reversibility allows to
say that {∗, {1 | {0 | − 2}} | } = {∗, 0 | } beause in the game {1 | {0 | − 2}} the right
option {0 | − 2} satises {∗, {1 | {0 | − 2}} | } > {0 | − 2}. Reversibility again allows
one more simpliation: {∗, 0 | } = {0 | } = 1 (the only right option of ∗ (0) satises
{∗, 0 | } > 0). So, this example has value 1. When we know the anonial form of a
game we know everything about the game in the sense that we know its behavior in
all ontexts. Of ourse, our example of simpliation ould be exatly the same with
many other ombinatorial games with ompletely dierent rules. This is the power
of Conway's onstrution and the reason why ombinatorial game theory turned a
new mathematial subjet: the same notation and math onepts an be applied to
a large lass of games (see also [Sil93℄).
1.5 Subfamilies of Combinatorial Games
Combinatorial game theory develops mathematial analysis for dierent types of
games. In this setion we distinguish some prinipal types. The rst type, with a
omplete mathematial treatment, is the family of Impartial Games and it is the
main subjet of this thesis.
Denition 1.5.1. (Impartial Games) A ombinatorial game G is impartial if Left
options and Right options are the same for G and all its followers.
Bouton's result about the game of nim [Bou01℄ and Sprague-Grundy theory [Spr35,
Gru39℄ are the main tools to analyze impartial games. We will develop more about
the subjet in next hapter.
The games that are not impartial are alled Partisan Games. The work of Berlekamp,
Conway and Guy [BCG01℄ reated a omplete theory to analyze both impartial
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games and partisan games. They developed a sophistiated tool for analysis of some
partisan games alled thermography. Thermography is an extension of the idea be-
hind the normalization of swithes to more ompliated situations.
A larger subfamily of ombinatorial games, inluding the lass of impartial games
and part of the lass of partisan is the family of All-Small Games.
Denition 1.5.2. (All-Small Games) A ombinatorial game G is all-small if either
G = { | } or every follower of G is either { | } or has both Left and Right options.
It is possible to show that every all-small game is innitesimal. Berlekamp, Con-
way and Guy developed a very useful mathematial tool for all-small analysis alled
atomi weight [BCG01℄. The basi idea is to try approximate an inntesimal game
by a multiple of up.
Besides these families, another kind of very interesting analysis is related with mis-
ère play and extensions of the denition of ombinatorial game. About misère, rst
the Conway's genus theory [BCG01℄ and, more reently, the Plambek-Siegel misère
quotient's theory [Pla05, Pla07, SP℄ form a very rih mathematial treatment for
misère analysis. This a very sophistiated algebrai work. Very good introdution
notes an be seen in [Sieb℄.
About extensions of denition of ombinatorial game, we distinguish Loopy Games.
The denition presented in the beginning of this introdution ensures that a om-
binatorial game nishes. If we violate this restrition we get a larger set of games.
The latest results in this area were obtained by Aaron Siegel [Sie05, Sie07℄.
In Combinatorial Games: Seleted Bibliography with a Suint Gourmet Intro-
dution, organized by the mathematiian Aviezri S. Fraenkel, we an observe al-
ready 1400 sienti papers related to Combinatorial Game Theory (rst published
[Fra94℄).
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2Classial Impartial Games
2.1 The Game of nim and the
Sprague-Grundy Theory
A setion about impartial games must start with a detailed mathematial analysis
of the game of nim. The reason is not only the interest of nim itself, but, and
more important, beause, as we will see, nim provides a global theory for analysis
of impartial ombinatorial games.
The game of nim is played with piles of stones. On his turn, eah player an remove
any number of stones from any pile. Sine eah player's options are the same, this is
an impartial game. Under Normal Play rules, whoever takes the last ounter wins
while under Misère Play rules whoever takes the last ounter loses. The game, in
Normal version, is the rst ombinatorial game that was studied with a mathemat-
ial approah.
In 1902, Charles Bouton introdued an algebrai operation (nim-sum) to solve the
game [Bou01℄. Later, working independently, Roland Sprague and Patrik Grundy
proved an important theorem stating that every impartial game under Normal Play
rules is equivalent to some pile of stones in nim [Spr35, Gru39℄. With the modern
terminology of Winning Ways and more reent advanes, the theory of impartial
games beomes a beautiful and established mathematial theory. Knowing the his-
tory of this development we hose an approah starting rst with Sprague-Grundy
theory to dedue the Bouton analysis and the subtleties of nim-sum.
We start desribing the anonial form of the one-pile game. The trivial pile of size
0 is { | } = 0. The pile of size 1 is {0 | 0} beause both players have 0 as the only
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option. {0 | 0} is not a number and, by onvention, we note {0 | 0} = ∗ (star). The
form of a pile of size 2 will be {0, ∗ | 0, ∗} (we all this game ∗2, pronouned star
two), the pile of size 3 will be {0, ∗, ∗2 | 0, ∗, ∗2} = ∗3, and so on.
Denition 2.1.1.
∗n = {0, ∗, ∗2, . . . , ∗(n− 1) | 0, ∗, ∗2, . . . , ∗(n− 1)}
It is very easy to onrm that {0, ∗, ∗2, . . . , ∗(n− 1) | 0, ∗, ∗2, . . . , ∗(n− 1)} is really
the anonial form of ∗n beause the inomparability of ∗i and ∗j (i 6= j) allow us
to onlude that there are no dominated or reversible options in the expression.
Now, to start the analysis, we need to dene a very important set funtion, funda-
mental to development of ombinatorial game theory in general.
Denition 2.1.2. The minimum exluded value or mex of a set of non-negative
integers is the least non-negative integer whih does not our in the set. This is
denoted by mex{a, b, c, . . .}. We refer to the members of the set as exludents.
Next theorem shows how to nd the anonial form of a partiular lass of games.
Theorem 2.1.1. (see [ANW07℄, page 137)
If G = {∗l1, . . . , ∗lk | ∗ r1, . . . , ∗rj} and mex{l1, . . . , lk} = mex{r1, . . . , rj} = n then
G = ∗n.
Proof: We will show that G − ∗n = 0. If either player moves either omponent to
∗k with k < n, by denition of mex, it is easy to see that there is a way to the
seond player respond to ∗k−∗k = 0. The other moves are from G−∗n to ∗k−∗n
with k > n. In this ase ∗n is an option from ∗k, so the seond player responds to
∗n− ∗n = 0. 
The last theorem is suient to prove the important Sprague-Grundy result.
Theorem 2.1.2. (Sprague-Grundy):
Every impartial game is equivalent to a nim-pile. That is, for every impartial game
G there is a non-negative integer n suh that G = ∗n.
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Proof: Let G be impartial. By indution, the options of G are equivalent to nim
piles. Now, we just need to apply Theorem 2.1.1 to determine the equivalent nim
pile for G. 
Denition 2.1.3. If an impartial game G is equivalent to ∗n, we will say that its
Grundy value is n. We write G(G) = n.
With these important results we already an think about sum of nim piles. By
Theorem 2.1.2, every sum of nim piles is equivalent to a single nim pile (every sum
of nim piles is impartial). It is easy to list player's options of the game ∗a+ ∗b. The
set of options is {∗a′ + ∗b, ∗a+ ∗b′ : a′ < a, b′ < b}.
Let n = mex{G(∗a′ + ∗b),G(∗a + ∗b′) : a′ < a, b′ < b}. By Theorem 2.1.1,
∗a + ∗b = ∗n. Instead of using disjuntive sum of games, we an dene the op-
eration nim-sum and say the same using integers and Grundy values.
Denition 2.1.4. Let a, b ∈ N0. We dene reursively the operation nim-sum (⊕):
a⊕ b = mex{a′ ⊕ b, a⊕ b′ : a′ < a, b′ < b}.
Starting with a = 0 and b = 0, we an ompute indutively the results of a ⊕ b for
all a, b ∈ N0. See the following table for a, b ∈ {0, . . . , 15}:
⊕ 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 1 0 3 2 5 4 7 6 9 8 11 10 13 12 15 14
2 2 3 0 1 6 7 4 5 10 11 8 9 14 15 12 13
3 3 2 1 0 7 6 5 4 11 10 9 8 15 14 13 12
4 4 5 6 7 0 1 2 3 12 13 14 15 8 9 10 11
5 5 4 7 6 1 0 3 2 13 12 15 14 9 8 11 10
6 6 7 4 5 2 3 0 1 14 15 12 13 10 11 8 9
7 7 6 5 4 3 2 1 0 15 14 13 12 11 10 9 8
8 8 9 10 11 12 13 14 15 0 1 2 3 4 5 6 7
9 9 8 11 10 13 12 15 14 1 0 3 2 5 4 7 6
10 10 11 8 9 14 15 12 13 2 3 0 1 6 7 4 5
11 11 10 9 8 15 14 13 12 3 2 1 0 7 6 5 4
12 12 13 14 15 8 9 10 11 4 5 6 7 0 1 2 3
13 13 12 15 14 9 8 11 10 5 4 7 6 1 0 3 2
14 14 15 12 13 10 11 8 9 6 7 4 5 2 3 0 1
15 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
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2.2 Relation between Nim-Sum and
Binary Notation
In the previous setion, we dened reursively the nim-sum, strongly related to nim
analysis. The next theorem is the rst step to get a more expliit way to ompute
the operation. For the following it is important to remark that ∗n + ∗n = 0 for
all n. This an be easily proved by indution and a symmetry argument (in ombi-
natory game theory a simple symmetry argument is alled Tweedledum-Tweedledee).
Theorem 2.2.1. Let n > 1 with n = 2a+2b+2c+ · · · , where a > b > c > . . . > 0
(binary representation of n). Then ∗n = ∗(2a) + ∗(2b) + ∗(2c) + · · · where + is the
disjuntive sum.
Before the proof, we must say that the theorem has an important onsequene.
Corollary 2.2.2. Let 0 6 a, b < 2k. Then, for some c < 2k, ∗a + ∗b = ∗c. In
another way, a⊕ b < 2k.
Proof: Both a and b are sums of distint powers of 2 smaller than 2k. By Theorem
2.2.1,  is also a sum of suh powers of two, where those that appear in both a and
b anel out, so c < 2k. 
Proof of 2.2.1: The proof is by indution. The base ase n = 0 is trivial. Consider
n > 0 and let us play the game ∗n+ ∗(2a) + ∗(2b) + ∗(2c) + · · ·
If a move is played from one of the powers of two (say ∗(2b)), we move to ∗n +
∗(2a) + ∗n′ + ∗(2c) + · · · . Now, beause n′ = 2a′ + 2b′ + 2c′ + · · · < n, by indution,
we an replae n′ by ∗(2a′) + ∗(2b′) + ∗(2c′) + · · · and the game is ∗n + ∗(2a) +
∗(2a′)+ ∗(2b′)+ ∗(2c′)+ . . .+ ∗(2c)+ · · · . After anelations we obtain a disjuntive
sum between ∗n and a disjuntive sum of dierent powers of two. This last sum of
powers of two orresponds to the binary notation of n′′ < n. So, by indution, the
game is ∗n + ∗n′′ and we an move to ∗n′′ + ∗n′′ = 0.
If a move is played from ∗n, we move to ∗n′+∗(2a)+∗(2b)+∗(2c)+· · · . Now, beause
n′ = 2a
′
+2b
′
+2c
′
< n, by indution, we an replae n′ by ∗(2a′)+∗(2b′)+∗(2c′)+ · · ·
and, after anelations, we obtain a disjuntive sum of dierent powers of two (even-
tually just one power of two whih is an easy N -position). Say that this last sum has
more than one power of two, ∗(2a′′) + ∗(2b′′) + ∗(2c′′) + · · · where 2a′′ is the greater
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power. Beause (2b
′′
)+(2c
′′
)+ · · · = n′′ < n, by indution, ∗(2b′′)+∗(2c′′)+ · · · = ∗n′′
where n′′ < (2a
′′
). We an move from ∗(2a′′) + ∗n′′ to ∗n′′ + ∗n′′.
All moves are loosing moves so ∗n + ∗(2a) + ∗(2b) + ∗(2c) + · · · = 0 
This proof shows why binary is so important in nim analysis. Imagine a possible
proof for base-3 and disjuntive sums like ∗(αa× 3a) + ∗(αb× 3b) + ∗(αc × 3c) + · · ·
where αj ∈ {1, 2} and 3a, 3b, 3c, . . . are dierent powers of 3. The proof fails be-
ause when we add (disjuntive sum) two expressions like this, after anelations,
the result an be a dierent kind of expression. For instane, anelations between
∗27 + ∗(2× 9) + ∗3 and ∗81 + ∗27 + ∗9 generates ∗81 + ∗(2× 9) + ∗9 + ∗3.
We an add one more orollary that an be proved trivially.
Corollary 2.2.3. If 0 6 a < 2k then a⊕ 2k = a+ 2k.
Theorem 2.2.1 provides a dierent way to think about nim-sum instead of the re-
ursive one. The easier way is think about the sum of distint powers of two of the
members and aneling repetitions in pairs. Some examples:
5⊕ 3 = (4 + 1)⊕ (2 + 1)
= (4+ 6 1) + (2+ 6 1) = 6
11⊕ 22⊕ 35 = (8 + 2 + 1)⊕ (16 + 4 + 2)⊕ (32 + 2 + 1)
= (8+ 6 2+ 6 1) + (16 + 4+ 6 2) + (32 + 2+ 6 1) = 62
2.3 Group Struture of (N0,⊕)
and Bouton's Analysis
2.3.1 Group Struture of (N0,⊕)
In this subsetion we will prove that (N0,⊕) is a group. This was done in many
papers and books. We will show the properties of nim-sum using the reursive de-
nition like Conway did in [Con01℄.
Theorem 2.3.1. (see [Con01℄, page 137)
We have a⊕ b = a⊕ c i b = c. Also, if {0, 1, . . . , a− 1} ⊂ A, a 6∈ A,
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{0, 1, . . . , b− 1} ⊂ B and b 6∈ B then
a⊕ b = mex{a∗ ⊕ b, a⊕ b∗ : a∗ ∈ A, b∗ ∈ B}.
Proof: The rst sentene is true beause if, say b > c, then a⊕ c is an exludent for
denition of a⊕ b.
To justify the seond one we note that all numbers a′ ⊕ b with a′ < a and a ⊕ b′
with b′ < b are members of {a∗ ⊕ b, a⊕ b∗ : a∗ ∈ A, b∗ ∈ B} and these elements are
distint from a⊕ b. So, it is just a onsequene of the denition of mex. 
Theorem 2.3.2. For a, b, c ∈ N0 we have
a⊕ 0 = a, a⊕ b = b⊕ a, (a⊕ b)⊕ c = a⊕ (b⊕ c), a⊕ a = 0.
Proof:
a⊕ 0 = mex{a′ ⊕ 0, a⊕ b′ : a′ < a, b′ < 0} = mex{a′ ⊕ 0 : a′ < a}
=︸︷︷︸
induction
mex{a′ : a′ < a} = a
a⊕ b = mex{a′ ⊕ b, a⊕ b′ : a′ < a, b′ < b}
=︸︷︷︸
induction
mex{b⊕ a′, b′ ⊕ a : a′ < a, b′ < b} = b⊕ a
By Theorem 2.3.1,
(a⊕ b)⊕ c = mex{(a′ ⊕ b)⊕ c, (a⊕ b′)⊕ c, (a⊕ b)⊕ c′ : a′ < a, b′ < b, c′ < c},
and, by indution, this is equal to
mex{a′ ⊕ (b⊕ c), a⊕ (b′ ⊕ c), a⊕ (b⊕ c′) : a′ < a, b′ < b, c′ < c}.
By Theorem 2.3.1,
mex{a′ ⊕ (b⊕ c), a⊕ (b′ ⊕ c), a⊕ (b⊕ c′) : a′ < a, b′ < b, c′ < c} = a⊕ (b⊕ c).
a⊕ a = mex{a′ ⊕ a, a⊕ a′ : a′ < a} = 0 beause, by indution,
0 6∈ {a′ ⊕ a, a⊕ a′ : a′ < a} (by indution, symmetri of a′ is a′, so, a′ ⊕ a 6= 0). 
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This last theorem justies the group struture of N0. Indeed, like Conway explained
in [Con01℄, nim-sum is the simplest addition whih makes the ordinal numbers a
group. This is like sudoku. When we ll a addition-table to onstrut the group,
before we ll the entry for a ⊕ b we already lled all the entries a′ ⊕ b and a ⊕ b′
(a′ < a, b′ < b). With the simplest solution in mind we take the least possible
onsistent number. This is another way to look at mex denition of the sum.
Beause of Corollary 2.2.2, (N0,⊕) has an innite number of nite subgroups. All
the strutures ({0, . . . , 2k − 1},⊕) are nite groups with the property x⊕ x = 0.
2.3.2 Bouton's Analysis
Bouton presented his analysis in 1902. In his paper, the nim-sum was presented
writing the numbers in binary notation and adding the numbers in binary without
arrying. In omputer siene, the nim-sum is alled exlusive-or or xor for short.
If a olumn has a even number of 1's, the olumn sum is 0; if odd, the olumn sum
is 1. Next sheme shows a typial omputation in Bouton's paper:
11 1 0 1 1
9 1 0 0 1
7 1 1 1
⊕ 0 1 0 1
Next theorem shows how to play nim.
Theorem 2.3.3. (see [ANW07℄, page 138)
Let G = ∗a+ ∗b+ · · ·+ ∗k. Suppose a⊕ b⊕ · · · ⊕ k = q with q 6= 0. Let qjqj−1 . . . q0
be the binary expansion of q (qj = 1). Then, if a has a 1 in position j in its binary
expansion then reduing a to q ⊕ a is a winning move in G.
Proof: First we note that one of a, b, . . . , k must have 1 in position j else we ould
not have qj = 1. We took a without loss of generality. Seond, the move is legal
beause q ⊕ a < a sine the leftmost bit in a that is hanged is a 1 to 0.
To justify that the move is a winning move we just need to perform a alulation:
(q ⊕ a)⊕ b⊕ · · · ⊕ k = ((a⊕ b⊕ · · · ⊕ k)⊕ a)⊕ b⊕ · · · ⊕ k
= (a⊕ a)⊕ (b⊕ b)⊕ · · · ⊕ (k ⊕ k) = 0 
If we look at the rst table of this setion, the nim-sum 11⊕ 9⊕ 7 = 5, we an take
a = 7. Beause 7⊕ 5 = 2, the winning move is to redue the pile 7 to 2.
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2.4 Levels of Analysis of Impartial Games
In previous setions we desribed the main result of Sprague-Grundy theory: the
anonial form of every impartial ombinatorial game is ∗n for some n ∈ N0. So, if
G,H and K are impartial games and G = H +K, then G(G) = G(H)⊕G(K). The
important question, and the question that maintains alive the mathematial study
of impartial games is the following:
Given a impartial game G, how an we determine G(G)?
For some games, we an nd elegant answers. For other games the question is an
open problem. Sometimes, even simpler questions are open problems. We an have
three levels of analysis of an impartial game:
1. Try to nd a expliit way to desribe the funtion G : P→ N0 where P is the
set of all possible positions of the game. If we an not nd a losed expression,
it is good to desribe a polynomial time algorithm to nd the Grundy values.
We will see some lassial examples where the goal was reahed. The study
of impartial hakenbush is an example of this kind. It is important to say
that, in some sense, this level of analysis is global. If we get G : P → N0 then
we learn the behavior of G in all disjuntive sums G+X , that is, we know the
G's behavior in all situations.
2. Try to nd a mathematial haraterization of the set P. When playing the
game, the strategy will be to reah a P -position. The typial analysis of
wythoff queens is an example of this kind. It is important to demys-
tify an usual misunderstanding: to know how to win a game, that is, to
know a winning strategy is not the same that knowing everything about the
game. For example, knowing the haraterization of P -positions of wythoff
queens is not suient to understand the behavior of a partiular position
G of wythoff queens in all disjuntive sums G+X . We know how to win
G, reahing a P -position if it is possible, but maybe we an not nd a good
move, for example, in G+ ∗2. In that sense, this level of analysis is not global.
3. Try to nd subsets of games S ⊂ N or S ′ ⊂ N and try to nd strategies based
in this knowledge. This is a weaker version of the previous kind of analysis
and, sometimes, even this approah is very hard. This third level analysis,
as we will see, has another important problem. Sometimes a strange thing
happens: you an prove that G ∈ N , but you don't know how to win!
In next setions we will illustrate all the three types with lassial examples.
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2.5 First Level Analysis
2.5.1 Subtration Games
We saw before that nim is a game played with piles of stones and a move is to hoose
a pile and remove any number of stones. We an hange a little the rules and dene
subtration games. A subtration game, denoted subtration(s1, . . . , sk), is
played like nim but we just an remove a number of stones if the number is an
element of {s1, . . . , sk}. In this setion, for ease, we onsider s1 < s2 < . . . < sk.
This kind of game is very old. Lua Paioli (. 1445-. 1517) proposed a very similar
game in his De Viribus Quantitatis [Sin08℄. We inlude this kind of game in this
setion beause it is possible to propose a sheme to ompute the Grundy-values.
First, by the rules of subtration(s1, . . . , sk), we have:
G(n) = mex{G(n− s1),G(n− s2), . . . ,G(n− sk)}.
We an see in [BCG01℄ a very interesting mehanial proedure to implement this
reursive rule. The proess begins with two sheets of paper with opposite sale.
One of the sales indiate the elements of (s1, . . . , sk) and the other will reord the
Grundy sequene. Consider the example of subtration(1, 2, 4):
The proess is to ll the ells on top sheet and slide the bottom one. Next piture
shows that G(3) = 0 beause the allowed options are 1 and 2:
Next piture shows the situation immediately after the omputation of G(6).
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Beause the Grundy-value of a pile with n stones just depend on the previous k
Grundy-values, subtration games are periodi.
Theorem 2.5.1. (see [ANW07℄, page 147)
The nim-sequenes of subtration games are periodi.
Proof: Consider an arbitrary game subtration(s1, . . . , sk). From any position
there are at most k moves, so, G(n) 6 k. Due this inequality, we an say that there
is a nite number of bloks of sk onseutive digits in the Grundy sequene. In fat,
the number of possibilities is (k + 1)sk beause, with k possible moves, the possible
Grundy-values are in {0, . . . , k}. It is fored that some blok of sk onseutive digits
will repeat. Let there be two equal bloks of length sk with the last positions being
sj and sj+p, then G(sj+p+1) = mex{G(sj+p+1−s1),G(sj+p+1−s2), . . . ,G(sj+p+1−sk)}
whih, by indution, is equal to mex{G(sj+1 − s1),G(sj+1 − s2), . . . ,G(sj+1 − sk)}.
But we know this is G(sj+1) and so, the nim-sequene is periodi. 
The nim-sequenes are periodi. However, the preeding proof provides an huge
bound for the period. A problem, proposed by Rihard Guy, is to study if the pe-
riod of a subtration(s1, . . . , sk) is bounded by some polynomial of degree
(
k
2
)
.
This remains an open problem, and more researh on subtration games periods
is needed.
First we remember from graph theory that it is possible to have a sequene with
all the (k + 1)sk bloks without repeating. If we onstrut the Bruijn graphs where
the edges are the (k + 1)sk bloks and the nodes are the rst sk − 1 ells of eah
blok, the problem beomes a question about Eulerian iruits and an be solved,
for instane, with Fleury's algorithm. Note that two nodes A and B are joint by an
edge AB if A are the rst sk − 1 ells of the blok AB and B are the last sk − 1
ells of the blok AB. Consider the game subtration(2, 3). The length of eah
blok is 3 and the possible Grundy-values are 0, 1, and 2. The related Bruijn graph
is the following one (the nodes 00, 11 and 22 have loops):
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102
101
010
110
111
112
120
021
121
212
211
210
122
220 200
201
011
020
202
211
012
100
21
20
12
11
10
00
02
01002
000
001
022221
222
22
With Fleury's algorithm we an obtain a large number of Bruijn sequenes. For
instane,
00010020110120210221112122200
It is always possible to onstrut a Bruijn sequene with length (k + 1)sk + sk − 1.
The nim-sequenes of subtration games are not random and have some rules that
eliminate some potential edges. One of the most important results about relations
between the Grundy-values of the periodi sequene is the following one.
Theorem 2.5.2. (Ferguson's Pairing Property)
Consider the game subtration(s1, . . . , sk). Then, G(n) = 1 if and only if
G(n− s1) = 0.
Proof: Suppose the ontrary and let n be the least number for whih the theorem
fails. We must analyze one of two ases:
Case A: G(n) = 1 and G(n− s1) 6= 0. Beause G(n− s1) 6= 0, for some sj , we have
G(n− s1 − sj) = 0. Beause n is the least number for whih the theorem fails, this
last equality implies G(n− sj) = 1. But here we have a ontradition with the fat
G(n) = 1.
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Case B: G(n) 6= 1 and G(n− s1) = 0. These two onditions imply that, for some sj ,
we have G(n− sj) = 1. Beause n is the least number for whih the theorem fails,
this last equality implies G(n− sj − s1) = 0. But here we have a ontradition with
the fat G(n− s1) = 0. 
Using the Ferguson's Pairing Property it is possible to redue some impossible
edges from the Bruijn graph. We will arry out some alulations in next hapter.
One more important result an be proved. It an be used to analyze partiular ases
of subtration games. The game subtration(ms1, . . . , msk) is the m-pliate
of subtration(s1, . . . , sk), or either, if G(0)G(1)G(2) . . . is the Grundy sequene
of subtration(s1, . . . , sk), then
G(0) . . .G(0)︸ ︷︷ ︸
m times
G(1) . . .G(1)︸ ︷︷ ︸
m times
G(2) . . .G(2)︸ ︷︷ ︸
m times
. . .
is the Grundy sequene of subtration(ms1, . . . , msk).
Theorem 2.5.3.
Consider the games subtration(s1, . . . , sk) and subtration(ms1, . . . , msk)
(m > 1). Then, Gm(n) = G(⌊ nm⌋) where Gm(n) are the G-values of subtration
(ms1, . . . , msk) and G(n) are the G-values of subtration(s1, . . . , sk).
Proof: We will prove by indution in n. The base ase (n = 0) is trivial: the Grundy
value is 0 in both games. Now,
Gm(n) = mex {Gm(n−ms1), . . . ,Gm(n−msk)}
=︸︷︷︸
induction
mex
{
G
(⌊
n−ms1
m
⌋)
, . . . ,G
(⌊
n−msk
m
⌋)}
= mex
{
G
(⌊ n
m
− s1
⌋)
, . . . ,G
(⌊ n
m
− sk
⌋)}
= mex
{
G
(⌊ n
m
⌋)
− s1, . . . ,G
(⌊ n
m
⌋)
− sk
}
= G
(⌊ n
m
⌋)

We an see in [BCG01℄ some partiular analysis. A very interesting one is resumed
in the following theorem.
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Theorem 2.5.4. Consider the game subtration(a, b). Write b = 2ha ± r with
0 6 r 6 a (alulate b ÷ 2a and write b = 2ha + k: if k 6 a then r = k; if k > a
then b = 2a(h+ 1)− (2a− k) and r = 2a− k). We have
1. S(1, 2h) has period 2h+ 1 and nim-sequene 0˙10101 . . .012˙;
2. S(1, 2h+ 1) has period 2 and nim-sequene 0˙1˙;
3. For a > 1, S(a, b) has period a+ b and the nim-sequene alternating bloks of
a zeros and a ones exept the last a− r zeros that are replaed by 2.
Proof (a pitorial idea): We need't onsider (r = 0 ∧ a > 1) beause of Theorem
2.5.3. With formal notation we get a big mess. We will just show a pitorial thinking
related with the ase b = 2ha + r (the other ases are very similar). We an think
about two onseutive bloks with a+ b digits, eah blok divided into setions with
a digits (and a hypothetial remaining setion).
b=2ha+r      r≤a
a
0 1 0 1
a+b
(...) 0 1 0 2 1
ra-rr
a+b
2
ra-ra r
0 1 0 110 (...)
10
Now, it is possible to apply the mex rule to ve fundamental ases:
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even number of blocks plus r cells
0 1 (...)
0 1 1010
ra a-r r
2
a+b
(...)
a+b
1010
a r
1
r a-r
2010
even number of blocks plus r cells
even number of blocks plus r cells
0 1 (...)0 1 1010
ra a-r r
2
a+b
r a-r
2010(...)
a+b
1010
a r
1
a
0 1 0 1
a+b
(...) 0 1 0 2
a-rr
a+b
2
ra-ra r
0 1 0 110 (...)
10
even number of blocks plus r cells
1
r
a
0 1 0 1
a+b
(...) 0 1 0 2
a-rr
a+b
2
ra-ra r
0 1 0 110 (...)
10
even number of blocks plus r cells
1
r
0 1 (...)0 1 1010
ra a-r r
2
a+b
r a-r
2010(...)
a+b
1010
a r
1

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2.5.2 Otal Games
There are many ways to generalize the game of nim. For instane, we an impose
the rule that in the game, when we remove k beans from a heap, we partition what
remains of that heap into just a or b or c or. . . heaps (where a, b, c,. . . are distint).
We give that game the ode digit 0.d1d2d3 . . . with
dk = 2
a + 2b + 2c + · · ·
The games of this kind with every ode digit less than 8 are alled otal games. nim
has ode 0.33333. . .
We show two examples of otal games. dawson's hess is played on a 3 × n
hessboard with White pawns on the rst rank and Blak pawns on the third. Pawns
move (forwards) and apture (diagonally) as in hess; in this game apturing is
obligatory and the winner in normal play is the last player to move.
3 opopopop
2 0Z0Z0Z0Z
1 OPOPOPOP
a b  d e f g h
It is well known that dawson's hess is the otal game with ode 0.137 (see
[BCG01℄, page 88). In fat, a strip of pawns an be seen as a heap of beans. We
an take 1, 2 or 3 beans. If we take 1 then 0 heaps remain (the ase with just one
pawn for eah side). If we take 2 beans then 0 or 1 heaps remain (when we play
the game with 2 adjaent pawns for eah side or when we play the orner pawns
in games with more than 2 pawns for eah side). If we take 3 beans then 0, 1 or 2
heaps remain. The rst G−values are:
0 1 1 2 0 3 1 1 0 3 3 2 2 4 0 5 2 2 3 3 0 1 1 3 0 2 1 1 0...
Trebleross is a Ti-Ta-Toe game played on a 1× n strip in wih both players
use the same symbol (X). The rst person to omplete a line of three onseutive
rosses wins.
XX
40 Classial Impartial Games
Like dawson's hess it is possible to observe that trebleross an be seen as a
heap game. It is well known that trebleross is the otal game with ode 0.007
(see [BCG01℄, page 92). The rst G−values are:
0 0 0 1 1 1 2 2 0 3 3 1 1 1 0 4 3 3 3 2 2 2 4 4 0 5 5 2 2...
There is no omplete analysis of trebleross. The Grundy sale was omputed
up to n = 225 = 33554432 with maximum nim-value G(6193903) = 1401 [Fla℄. It
is an open question to know if all otal games are periodi. However there is an
important theorem allowing to answer to this question for some partiular ases.
Theorem 2.5.5. (Guy-Smith, see [Sieb℄) Consider an otal game with a nite num-
ber of digits dierent than zero. Let dk be the largest digit with dk 6= 0 and k > 0.
Suppose that for some n0 > 0 and p > 0 we have
n0 6 n < 2n0 + p+ k =⇒ G(P (n+ p)) = G(P (n)).
Then
n0 6 n =⇒ G(P (n+ p)) = G(P (n)).
(we note P (n) a pile with n beans)
Proof: When we move from P (n), by the rules of an otal game, we go to a disjun-
tive sum of piles (or to a pile) P (a) + P (b), where n− k 6 a+ b < n. Eventually a,
b (or both) are zero.
Now, with the base ase ase n0 6 n < 2n0 + p + k, we use indution and assume
the veraity of theorem to n > 2n0 + p+ k.
When we make a move from P (n + p), we have a + b > n + p − k. Beause we
are thinking about n > 2n0 + p + k, we have a + b > 2n0 + 2p ⇔ a+b2 > n0 + p.
Say, without loss of generality, b > a. We have b+b
2
> a+b
2
> n0 + p ⇒ b > n0 + p.
Beause b− p > n0, we an apply indution and G(P (b− p)) = G(P (b)). So, about
an option from a pile with n + p beans, we an say
G(P (a) + P (b)) = G(P (a))⊕ G(P (b))
=︸︷︷︸
induction
G(P (a))⊕ G(P (b− p)) = G(P (a) + P (b− p))
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But, beause P (a)+P (b−p) is an option of P (n), we an onlude that the options
of P (n+p) have the same G-values as those of P (n). We have G(P (n+p)) = G(P (n))
for n0 6 n. 
Bak to dawson's hess, [BCG01℄ (page 90) provides a more omplete sequene
of Grundy values:
n 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33
0 0 1 1 2 0 3 1 1 0 3 3 2 2 4 0 5 2 2 3 3 0 1 1 3 0 2 1 1 0 4 5 2 7 4
34 0 1 1 2 0 3 1 1 0 3 3 2 2 4 4 5 5 2 3 3 0 1 1 3 0 2 1 1 0 4 5 2 7 4
68 8 1 1 2 0 3 1 1 0 3 3 2 2 4 4 5 5 9 3 3 0 1 1 3 0 2 1 1 0 4 5 2 7 4
102 8 1 1 2 0 3 1 1 0 3 3 2 2 4 4 5 5 9 3 3 0 1 1 3 0 2 1 1 0 4 5 2 7 4
If we onsider n0 = 52, p = 34 and k = 3, it is possible to onrm that for
52 6 n < 141 we have G(P (n + 34)) = G(P (n)). So, by Theorem 2.5.5, dawson's
hess is periodi.
2.6 Seond Level Analysis: wythoff queens
In this setion we show a lassi example of a game where, although it is possible to
lassify the P -positions, it is very hard to nd a losed form for the Grundy values.
In fat, nowadays, this remains an open problem.
wythoff queens is played on a quarter-innite hessboard, extending upwards
and to the right. We number the rows and olumns sequentially 0, 1, 2, . . .. A hess
queen is plaed in some ell of the board. On eah turn, a player moves the queen like
in hess, exept that the queen an only move left, down, or diagonally down-left.
The player who takes the queen to the orner wins.
4
3
2
0 1 5432
1
0
We an also interpret wythoff queens as a pile game. There are two piles of
stones and, on eah turn, a player either removes an arbitrary number of stones
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from one pile, or the same number of stones from both piles. The player who makes
the last move wins. We an think about the Grundy values with the standard mex
rule:
G(x, y) = mex({G(x′, y) : 0 6 x′ < x} ∪
∪{G(x, y′) : 0 6 y′ < y} ∪ {G(x− k, y − k) : k > 0, min(x, y) > k})
We an ll the ells of the hessboard:
8
6
7
10
1
2
5
3
4352110768
7
8
6
9
4
541987
6
7
8
1
9
10
3109
1
876
5
3
4
6
86435
4
5
3
2
672354
3
4 5 6
5
4
3
2
2
2 1
1
1
1 0
0
0
0
0
0
0
876
8
7
6
5
4
3
2
0 1 5432
1
0
Although the main open problem for wythoff queens is to get a losed form to
determine the Grundy values or to nd a algorithm to perform the Grundy funtion
in polynomial time with the size of the input, there is a beautiful well known result
about the distribution of P -positions. First, to prove the result, we observe a number
theory lemma.
Lemma 2.6.1. (Beatty, see [Niv04℄, page 47)
Let α, β be irrational numbers least or equal than 0 suh that 1
α
+ 1
β
= 1. Then, the
sequenes Un = ⌊αn⌋ and Vn = ⌊βn⌋ form a partition of N, that is, every positive
integer belongs exatly to one of the sequenes exatly one.
Proof: Consider the set S = {αn, βn : n ∈ N}. None of the elements of this set is
integer. Consider k > 1 and the set Sk = {s ∈ S : s < k}. With the alulations
k > αn⇔ k
α
> n and k > βn⇔ k
β
> n
we immediately note that
|Sk| =
⌊
k
α
⌋
+
⌊
k
β
⌋
.
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Beause, for x not integer, we have x − ⌊x⌋ < 1 ⇔ x − 1 < ⌊x⌋ and ⌊x⌋ < x, we
have
k
α
+
k
β
− 2 <
⌊
k
α
⌋
+
⌊
k
β
⌋
<
k
α
+
k
β
.
But, by hypothesis,
1
α
+ 1
β
= 1⇒ k
α
+ k
β
= k, so,
k − 2 <
⌊
k
α
⌋
+
⌊
k
β
⌋
< k ⇒
⌊
k
α
⌋
+
⌊
k
β
⌋
= k − 1.
We an onlude |Sk| = k − 1 and |Sk+1| = k. There is exatly one element of S
between k and k + 1 and the theorem is proved. 
Now, we need to prove one more lemma related with the P -positions of wythoff
queens.
Lemma 2.6.2. (see [Niv04℄, page 13)
The P-positions of wythoff queens are (an, bn) and (bn, an) for n ∈ N0 where an
and bn are given reursively in the following way:
1. an = mex({am, bm : m < n})
2. bn = an + n
Proof: Consider the set J = {(an, bn), (bn, an) : n ∈ N0}. First, we note that no
position in J has a follower in J . Suppose that (an, bn) is an arbitrary element of J .
Beause every position in J has a unique dierene between oordinates and sub-
trating simultaneously from both oordinates preserves this dierene, this type
of move annot reah another position in J . We also an argue that subtrating
from one oordinate also annot reah another position in J . We know that an
is a inreasing sequene. So, if we subtrat from rst oordinate, we annot have
bn = an + n and bn = am + m with m < n. Beause bn is a inreasing sequene,
subtrating from seond oordinate also annot reah another position in J . We
annot have bm = bn = an + n with m < n.
Seond, we will prove that every position not in J has a follower in J . Suppose that
(x, y) is an arbitrary element not in J . We will just think about the ase x 6 y
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beause symmetri arguments are valid to study the ase x > y. By denition of an
and bn, for some n, we must have x = an or x = bn. So, we an enumerate 3 ases
and the moves reahing J :
1. x = bn =⇒ y > x > an, so, we an move to (bn, an);
2. x = an ∧ y > bn =⇒ we an move to (an, bn);
3. x = an ∧ y < bn =⇒ y − x = m < n. So, if we subtrat x − am from both
oordinates we move to (x− x+ am, y − x+ am) = (am, m+ am) = (am, bm).
We proved that no position in J has a follower in J and every position not in J has
a follower in J . Beause the rules of wythoff queens ensure that it will end after
a nite sequene of moves, J must be equal to P. 
With the two previous lemmas, it is possible to prove a nie haraterization of P -
positions related with golden ratio. It is amazing to see that golden ration appears
naturally in mathematial analysis of a very old game (see [CSNS10℄ for historial
details). The game was analyzed by the Duth mathematiian W. A. Wytho, who
published an analysis of it in 1907 [Wyt07℄. In his work we an look at the relation
with golden ratio.
Theorem 2.6.3. (see [Niv04℄, page 13)
The P-positions of wythoff queens are given by (⌊ϕn⌋, ⌊ϕ2n⌋) and
(⌊ϕ2n⌋, ⌊ϕn⌋) where ϕ = 1+
√
5
2
.
Proof: First we note that ϕ and ϕ2 satisfy the hypothesis of Lemma 2.6.1. Let
Un = ⌊ϕn⌋ and Vn = ⌊ϕ2n⌋. By Lemma 2.6.1, Un and Vn form a partition of N. So
we must have
Un = mex({Um, Vm : m < n})
otherwise an integer would either be repeated or missing in the sequenes Un and
Vn. Furthermore, about properties of the golden setion, we know that ϕ
2 = ϕ+ 1.
So,
Vn − Un = ⌊ϕ2n⌋ − ⌊ϕn⌋ ⇔
Vn − Un = ⌊ϕn + n⌋ − ⌊ϕn⌋ ⇔
Vn − Un = ⌊ϕn⌋ + n− ⌊ϕn⌋ ⇔
Vn − Un = n
We have that Un and Vn satisfy the reursive way to dene the P -positions of
wythoff queens given in Lemma 2.6.2, so the theorem is proved. 
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2.7 Third Level Analysis: homp
homp is a more than 60 year-old game played on a partially ordered set P with
smallest element. A move onsists of piking an element x of P and removing x
and all larger elements from P . In normal version, last player wins. Fred Shuh
published in 1952 his game divisors [Sh52℄. In Shuh's game the partially ordered
set is the set of all divisors of a xed number N , with x 6 y when y|x. Later, David
Gale analyzed a similar game but played on a m-by-n hoolate bar, where square
(0, 0) (say, the lower left-hand orner) is poisoned, and players take turns eating
a homp: a square (a, b) together with all squares to the right and/or above it
[Gal74℄. The hoolate version orresponds to Shuh's game with N = pm−1.qn−1
for two primes p, q. Beause this hoolate visualization, Martin Gardner alled the
game homp [Gar73℄. Here is a possible game starting with a 4× 3 - retangle (not
very well played):
XXXXX
XX
And B wins...
BABABA
We inlude homp in this setion about lassial impartial games beause we an
prove not onstrutively that a large subset of homp positions, S ′, satisfy S ′ ⊂ N .
This kind of non-onstrutive proof is very important and reurrent in game theory.
We exemplify in next theorem.
Theorem 2.7.1. (see [ANW07℄, page 19)
If G is a homp position onsisting in a retangular board larger then 1 × 1 then
G ∈ N .
Proof: Suppose the rst player homps the upper-right square of the board. If
this move is a winning move, then the game is in N . If upper-right square of the
board loses there is a winning response to it. But the winning response was avail-
able to the rst player on move one. So, in this seond ase, the game is inN also. 
This proof was made with the elegant strategy stealing argument. There are examples
of many games where we an apply idential argument. Philosophially speaking,
imagine a game where it is always good to have the turn, or either, where a move
annot be bad in sense that all moves are better than pass. hess, for example,
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doesn't have this property beause there are zugzwang positions where playing is
worse than passing. In games with this property, the rst player wins beause if
we suppose the ontrary, a waiting move is suient to apply the strategy stealing
argument. hex is a lassi example of this kind of game.
Although we ould prove the last theorem, in general, we don't know how to win
n × m retangular positions of homp. In fat, a general proess is still an open
problem. We an present some results for partiular ases, but a general proess is
very hard to nd. We present an interesting theorem for positions with two rows
[Sun℄. We note by [a, b] the position with a squares in bottom row and b squares in
the upper one.
Theorem 2.7.2. Consider the homp position [a, b]. Then,
G([a, b]) =
{ ⌊
2a+b−1
2
⌋
if a+ b even
min
{⌊
3(a−b)−3
2
⌋
,
⌊
2a−b
2
⌋− 1} if a+ b odd
Proof:
First Step: Consider the formula giving the number of squares x in the rst olumn
to make [a, b] a P -position when both rows have more than one square (we prove
the formula in the seond step):
x =
{ ⌊
2a+b
2
⌋
if a+ b even
min
{⌈
2a−b
2
⌉
,
⌈
3(a−b)
2
⌉}
if a+ b odd
In this rst step we will see how this formula an be used to dedue the formula for
G([a, b]).
It is very easy to verify the theorem's formula for the two ases a = 1 and b = 0. Let
us think about the other ases. Consider the position [a, b] with a > 1 and b > 0.
Beause of deomposition exposed in seond step, we have
(x[a+1,b+1] − 2)⊕ G([a, b]) = 0
So,
G([a, b]) =


⌊
2(a+1)+(b+1)
2
⌋
− 2 if a + b even
min{
⌈
2(a+1)−(b+1)
2
⌉
− 2,
⌈
3(a+1−(b+1))
2
⌉
− 2} if a + b odd
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This leads to
G([a, b]) =
{ ⌊
2a+b−1
2
⌋
if a + b even
min
{⌈
2a−b−1
2
⌉− 1, ⌈3(a−b)−4
2
⌉}
if a + b odd
It is well known the onversion formula
⌈
n
m
⌉
=
⌊
n+m−1
m
⌋
. So,
G([a, b]) =
{ ⌊
2a+b−1
2
⌋
if a + b even
min
{⌊
2a−b
2
⌋− 1, ⌊3(a−b)−3
2
⌋}
if a + b odd
Seond Step: Proof for the formula giving the number of squares x in the rst ol-
umn to make [a, b] a P -position when both rows have more than one square.
The visualization for the position after adding x − 2 squares is the following one
(eventually x− 2 = 0):
b
a
x-2
x
No player wants to homp the blak ells. So, the players have to agree to play
independent games [x− 1, 0] and [a− 1, b− 1]:
b-1
+
a-1
x-2
The Grundy value is the nim sum of Grundy values. We want a P -position so, we
want to verify that G([a− 1, b− 1]) = x− 2.
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When a+ b is even, G([a− 1, b− 1]) =
⌊
2(a−1)+(b−1)−1
2
⌋
=
⌊
2a+b
2
⌋− 2 = x− 2.
When a+ b is odd and a < 2b,
G([a− 1, b− 1]) =
⌊
3((a−1)−(b−1))−3
2
⌋
=
⌈
3(a−b)−3−1
2
⌉
= x− 2.
When a+ b is odd and a > 2b,
G([a− 1, b− 1]) =
⌊
2(a−1)−(b−1)
2
⌋
− 1 = ⌈2a−b−2
2
⌉− 1 = x− 2. 
3Overview and Some New Results
on Impartial Games
3.1 On Subtration Games
We saw in subsetion 2.5.1 that with the Ferguson's Pairing Property it is possible
to redue some impossible edges from the Bruijn graph related to some subtration
set. For instane, to simplify, onsider s1 = 1. Consider zn the number of sequenes
with length n ompatible with Ferguson's Pairing Property with 0 in position n, on
the number of sequenes with length n ompatible with Ferguson's Pairing Property
with 1 in position n, and gn the number of sequenes with length n ompatible with
Ferguson's Pairing Property with a number greater than 1 in position n. We have
some relations:
1. on = zn−1 (Ferguson's Pairing Property)
2. zn = on−1 + gn−1 (zero must be preeded by some number dierent than zero)
3. gn = (k− 1)(on−1 + gn−1) (a number greater than one an not be preeded by
zero (Ferguson's Pairing Property))
With these relations we get
gn = (k − 1)(on−1 + gn−1) ⇔
gn = (k − 1)(zn−2 + (zn − on−1)) ⇔
gn = (k − 1)(zn−2 + (zn − zn−2)) ⇔
gn = (k − 1)zn
So, zn = on−1+gn−1 leads to zn = (k−1)zn−1+zn−2. We have a reurrene relation:
zn = (k − 1)zn−1 + zn−2, z(1) = 1, z(2) = k
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Using the usual methods for solving reurrene equations we have
−→z (n) = A.−→z (n−1)
where [
zn−1
zn
]
=
[
0 1
1 k − 1
][
zn−2
zn−1
]
We an alulate the wronskian:
W =
∣∣∣∣∣ 0 11 k − 1
∣∣∣∣∣ = −1
Beause it is dierent than 0, after solving the harateristi equation
λ2 − (k − 1)λ− 1 = 0, we nd the general solution
zn = c1λ
n
1 + c2λ
n
2
where
λ1 =
k − 1 +√k2 − 2k + 5
2
∧ λ2 = k − 1−
√
k2 − 2k + 5
2
With the initial onditions we an determine c1 and c2:{
c1λ1 + c2λ2 = 1
c1λ
2
1 + c2λ
2
2 = k
⇔
{
c1 =
λ2−k
λ1(λ2−λ1)
c2 =
k−λ1
λ2(λ2−λ1)
The ase with k = 2 orresponds to the famous Fibonai relation. We obtain
the solution zn =
(
5−√5
10
)
× ϕ−n +
(
5+
√
5
10
)
× ϕn where ϕ is the golden ratio.
z(sk) + o(sk) + g(sk) allows us to know the number of edges of the Bruijn graphs
ompatible with the Ferguson's Pairing Property. It is possible to generalize to all
ases (s1 > 1).
Consider the next piture (s1 = 3 and n = 14). There are 3 sets of ells linked by
the Ferguson's Pairing Property.
s1=3
n=14
In general, if we onsider K =
⌊
n
s1
⌋
and r the remainder when dividing n by s1, we
have:
1. r sets with K + 1 elements linked by Ferguson's Pairing Property;
2. s1 − r sets with K elements linked by Ferguson's Pairing Property.
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So, if H(n) = z(n)+ o(n)+ g(n) where z(n), o(n), and g(n) orresponds to the ase
s1 = 1, the general ase N(n), the number of edges of the Bruijn graphs ompatible
with the Ferguson's Pairing Property for every s1, is
N(n) = r ×H(K + 1) + (s1 − r)×H(K).
The expression is messy and the exponential growing is still a problem.
Another very interesting approah tries to analyze only the P/N sequene. In order
to apply a easier mathematial struture, we assign the symbol 0 for a P-position
and 1 for a N-position. If we onsider the vetor x = (x1, . . . , xsk) and the map
DS(x) =
(
x2, x3, . . . , xsk , 1−
∏k
j=1 xsk−sj+1
)
we obtain the dynamial system
y(n+ 1) = DS(y(n))
y(0) = y0
Some results with this approah an be seen in [JT05℄. Next piture shows the
omplete dynamis for DS where S = {2, 4} (the vetor (0, 0, 1, 1) is the usual
initial ondition).
0010 0101
1101
0110
1011
0000
1000 0001
1010 0100
S={2,4}
Dynamical System
1001
1111
1100
1110
0111
0011
It is an open problem to nd an expeditious way to nd, in general, the number
of onneted omponents. The next example shows a bigger sheme with just one
onneted omponent (S = {2, 4, 7}).
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1111010 1110100
1101110
1011100
1101000
1101010 1010100
1001000
1010000
1010010
1001100
1001010
1011010
1101100
1110010
0111010 1110101
0110100 1101001
0110010 1100101
0101100
1011001
0101000
1010001
0100010
0100000
0011010 0110101 1101011 1010110
0010010 0100101 1001011 0010110 0101101
0110000
0111000
1100010
1000101
1000010
0101110
1011101
0100110
11001101001101
S={2,4,7}
Dynamical System
1000110
0100100 1100100
10010011000100
1001110 0011100 0111001
0010100
0101001
1010011
0001110
0011101
0111011
0001100 0011001 0110011
00010100010101
0001001 0010011 0100111
0000110
0001101
0011011
0110111
0000100
0000010
1011000
0011000
0110001
1110111 1101111 1011110 0111100
0101010
1010101
0101011
1010111
1111000
1110001
1100011
1110000
1100001
1100000
1000001 1000000
0010000
0100001
1000011
0001000
0010001
0100011
1000111
0000101
00010111111101 0111110 1011111 0101111 0010111
000000000000010000011000011100011110011111
0111111
1111111
1111110
1111100
1111001
1110011
1001111
1100111
0110110
1110110
1011011
1101101
1111011
0111101
0011110
In [JT05℄ we an see two results related with the haraterization and the number
of vetors without preimage.
Theorem 3.1.1.
Consider the game S=subtration(s1, . . . , sk). A vetor (x1, x2, . . . , xsk) in {0, 1}sk
has no preimage under DS if and only if xsk = xsk−si = 0 for some i < k.
Proof: The vetor x has a preimage y = (x0, x1, . . . , xsk−1) if and only if
DS(y) = (x1, x2, . . . , xsk−1, xsk), where xsk = 1 −
∏k
i=1 xsk−si. If xsk = 1 then let
x0 = 0 and y is a preimage of x.
If xsk = 0 then x has a preimage y if and only if
∏k
i=1 xsk−si = 1.
So, x has no preimage i xsk = 0 and xsk = xsk−si = 0 for some i < k. 
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Corollary 3.1.2. There are 2sk−1 − 2sk−k vetors without preimage under DS.
Proof: We already know that vetors without preimage under DS are vetors with
xsk = 0 and one or more xsk−si = 0 for i < k. There are 2
sk−1
vetors with xsk = 0.
The vetor has preimage only if xsk−si = 1 for all i < k. There are 2
sk−k
suh
vetors. Therefore, the other 2sk−1 − 2sk−k vetors have no preimage under DS. 
We know that the number of distint vetors that appear in the yles determines
the period of the yles. The two previous results provides a smaller bound for the
nim yle, 2sk − (2sk−1 − 2sk−k) = 2sk−1 + 2sk−k.
We an generalize these results to the general ase. The general dynami system
works with the Grundy values (not only the P/N sequene). The reursion problem
an be viewed as the system
y(n+ 1) = DS(y(n))
y(0) = y0
where DS(x) =
(
x2, x3, . . . , xsk ,mex{xsk−sj+1 : j ∈ {1, . . . , k}}
)
.
Next piture shows the omplete dynamis for the general ase for S = {2, 4}.
2222
2212
2202
2121
2010
2111
2101
2020
2000
1222 2220
21201212
20221202
12101121
1111 1110
1101
1020
1010 1000
0222 2221
21220212
0202
0200
12110121
0120
1201
2012
0101 1011
0100
1002
2211
1100
2110
0221
0022
0201
0020
2201
1102
0220
1022
0110
2011
0012
0122
2210
2100
1221
1001
1012
2102
0102
0210
1021
0010
2021
0002
1112
1120
1200
0021
0211
2002
2112
0111
S={2,4}
Dynamical System
0000
2001
1122
2200
1220
0112
0011
0001
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A generalization for the haraterization theorem an be proved.
Theorem 3.1.3. Consider the game S=subtration(s1, . . . , sk). Consider the set
A = {xsk−si : i ∈ {1, . . . , k − 1}} and N = mex(A). A vetor (x1, x2, . . . , xsk) in
{0, 1, . . . , k}sk has no preimage under DS if and only if
N 6= xsk ∧mex{N, xsk−s1 , . . . , xsk−sk−1} 6= xsk .
Proof:
(⇒)
If N = xsk , the vetor (xsk−s1 , x1, x2, . . . , xsk−1) is an example of preimage of
(x1, x2, . . . , xsk).
If mex{N, xsk−s1, . . . , xsk−sk−1} = xsk , the vetor (N, x1, x2, . . . , xsk−1) is preimage
of (x1, x2, . . . , xsk).
(⇐)
Suppose N > xsk . In this ase, one element of {xsk−si : i ∈ {1, . . . , k− 1}} must be
xsk . So, there is no preimage beause {xsk−si : i ∈ {1, . . . , k − 1}} is ontained in
the set of exludents whose mex is supposed to be equal to xsk .
Suppose N < xsk . In this ase, to be a preimage of (x1, x2, . . . , xsk), it is mandatory
to have the form (N, x1, x2, . . . , xsk−1). But
mex{N, xsk−s1, . . . , xsk−sk−1} 6= xsk so, there isn't the pretended preimage. 
To work a generalization of the ounting theorem we must look at one partiular
ombinatorial problem rst: ounting the number of surjetions from an n-element
set onto a k-element set. For intane, there are 6 ways to put the elements 0 and
1 in three boxes: 001, 010, 100, 110, 101, 011. We note the number of surjetions
from an n-element set onto a k-element set by Snk . This ounting an be seen as a
reursive proess:
Snn = n!
Snk = n
k −
[(
n
n− 1
)
Sn−1k +
(
n
n− 2
)
Sn−2k + ... +
(
1
n
)
S1k
]
S0k with k > 0, S
n
k with n < 0 and S
n
k with n > k are undened. It is natu-
ral to dene S00 = 1. For instane, in [CSR09℄, we an see some nie formulas:
3.1. On Subtration Games 55
Snk =
∑k−1
i=0 (−1)i
(
k
i
)
(k− i)n and Snk = k!
{
n
k
}
where
{
n
k
}
are the Stirling numbers
of seond kind.
Corollary 3.1.4. There are
k∑
p=0
(
(k + 1)sk−k × p×
k−1∑
j=p−1
(
k − 1
j
)
× Sp−1j × (k − p)k−1−j
)
+
+
k∑
p=0
(
(k + 1)sk−k ×
k−1∑
j=p
(
k − 1
j
)
× Spj × (k − p)k−1−j
)
=
k∑
p=0
(
(k + 1)sk−k × p×
k−1∑
j=p−1
Ak−1j ×
{
p− 1
j
}
× (k − p)k−1−j
)
+
+
k∑
p=0
(
(k + 1)sk−k ×
k−1∑
j=p
Ak−1j ×
{
p
j
}
× (k − p)k−1−j
)
vetors with preimage under DS.
Proof: There are k+1 possibilities for the last position of a possible vetor. We put
p ∈ {0, 1, . . . , k} in last position and then we add the possibilities ompatible with
last theorem.
For eah p there are two possibilities: rst, mex{xsk−s1, . . . , xsk−sk−1} = p or, seond,
the set {xsk−s1, . . . , xsk−sk−1} has p− 1 of the p needed options for ∗p. We will all
the set {xsk−s1, . . . , xsk−sk−1}, the set of ritial ells. There are k − 1 ritial ells
and sk − 1− (k − 1) = sk − k non-ritial ells (we impose xsk = p).
For the seond possibility, there are (k + 1)sk−k possibilities for non-ritial ells.
There are p possibilities for the hoie of p− 1 needed options. These p− 1 options
an be positioned in p − 1, p, p + 1,. . ., or all the k − 1 ritial ells (let j be the
number of suh ells). We must hose j ells from the k− 1 ritial ones ,
(
k − 1
j
)
.
The p − 1 numbers an be arranged in j ells in Sp−1j ways. The other k − 1 − j
ritial ells an have k − p symbols. All this leads to
k∑
p=0
(
(k + 1)sk−k × p×
k−1∑
j=p−1
(
k − 1
j
)
× Sp−1j × (k − p)k−1−j
)
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For the rst ase the ounting is very similar and leads to
k∑
p=0
(
(k + 1)sk−k ×
k−1∑
j=p
(
k − 1
j
)
× Spj × (k − p)k−1−j
)
. 
We know by Theorem 2.5.1 that subtration games are periodi and (k + 1)sk
is an upper bound for the yle length. For ease, in Corollary 3.1.4, we preferred
to enuniate the number of vetors with preimage under DS (unlike the analogous
orollary of [JT05℄). So,
k∑
p=0
(
(k + 1)sk−k × p×
k−1∑
j=p−1
Ak−1j ×
{
p− 1
j
}
× (k − p)k−1−j
)
+
+
k∑
p=0
(
(k + 1)sk−k ×
k−1∑
j=p
Ak−1j ×
{
p
j
}
× (k − p)k−1−j
)
is a better upper bound for the yle length of the general ase.
3.2 On Impartial green hakenbush
One of the most striking results in [BCG01℄ is the Fusion Priniple, a theorem very
important to provide a proess to determine the Grundy-values in the impartial game
green hakenbush. However, the onstrutive proof presented there is skethy,
and it is virtually impossible to nd another one in print. This is the main reason
behind this setion: to present a proof for Fusion Priniple without the omission of
the main steps and details.
green hakenbush's Rules and Basi Theorems
We will use the usual graph language (edges and verties). The game of green
hakenbush is played on a hakenbush's piture, i.e., a set of green-edges onneted
to the ground. Any edge may be hopped by Either player, after whih any edges
no longer onneted to the ground disappear. The last player to move wins. The
simplest ases are sets of strings.
green hakenbush and nim are dierent beause of gravity. Chopping edges
on ground an be radially dierent than hopping higher edges. However sets of
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strings at like normal nim (it is enough to hop higher edges to produe analogous
eets). In the above example, the game is equivalent to piles of 2, 5, 3 and 6 stones.
Generally green hakenbush is muh more omplex than nim. The next example
shows one legal move in a more omplex situation.
a
If we take a then three more edges will disappear.
green hakenbush is a ombinatorial impartial game so, by the Sprague-Grundy
theorem, every position is equivalent to a partiular pile of stones. The diult task
is to understand the essene of the equivalene.
To start the mathematial approah of green hakenbush we will investigate
trees (graphs without yles).
One theorem is enough to know how to determine the Grundy-value of green
hakenbush trees. In [BCG01℄ the authors all it the Colon Priniple.
Theorem 3.2.1. (Colon Priniple, see [BCG01℄, page 190)
In the following gure, let us suppose G(H) = G(K). Moreover, H and K are joined
to the rest of their omponents only at the artiulation vertex x. We will note this
kind of situations Gx : H and Gx : K.
G
K
G
H
xx
Then we have Gx : H = Gx : K.
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Proof: Play the dierene Gx : H − Gx : K to onlude that the result is 0. Sine
H−K = 0, to every move in either H or −K there is a winning reply in H−K; this
same winning reply an be played in response in Gx : H−Gx : K. So, by indution,
it is enough to analyze moves in G. Every move in G has a symmetri ounter in
−G and vie versa. Every move and symmetri ounter in G either deletes the ar-
tiulation vertex, produing a obvious zero game, or if neither, we an again appeal
to indution and the Colon Priniple. Gx : H −Gx : K = 0 holds in every ases. 
The next example shows an appliation of Colon Priniple to analyze the Grundy-
value of a tree.
1
1
1
=
=
=
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We an look at the Colon Priniple by an algebrai approah. We add +1 (usual
sum) when we go down and we use the operation ⊕ (nim sum) to ompute the
sets of strings onurring in nodes. In the previous example, the omputation is
3⊕1+1⊕3⊕4+1⊕1+1 = 5 (this is (((((((3⊕1)+1)⊕3)⊕4)+1)⊕1)+1) = 5).
Denition 3.2.1. We all prinipal algebrai expression an expression like a0+1⊕
a1 + 1⊕ a2 + 1⊕ · · · ⊕ ai−1 + 1⊕ ai.
Applying the Colon Priniple, every tree results in a prinipal algebrai expression.
Let us prove an easy theorem very important in proving a seond fundamental prin-
iple of green hakenbush.
Theorem 3.2.2. If a, b ∈ N0, then a⊕ b ≡ a+ b (mod 2).
Proof: If both a and b are even, the oeient of 20 equals 0 in both binary expan-
sions. So, the oeient of 20 of the binary expansion of a⊕ b equals 0 too.
If both a and b are odd, the oeient of 20 equals 1 in both binary expansions. So,
the oeient of 20 of the binary expansion of a⊕ b equals 0 too (after anelation).
If a is odd and b even (or vie-versa), the oeient of 20 equals 1 for the binary
expansion of a and 0 for the binary expansion of b (or vie-versa). So, the oeient
of 20 of the binary expansion of a⊕ b equals 1.
In all ases, a⊕ b and a+ b have the same parity. 
Theorem 3.2.3. (Parity Priniple, see [BCG01℄, page 191)
In green hakenbush, the Grundy-value of a tree has the same parity as the total
number of edges.
Proof: Every tree has an assoiated prinipal algebrai expression. We already know
that the expression only uses the nim-sum, the usual sum and a set of whole num-
bers. The sum of the whole numbers equals the total number of edges. By Theorem
3.2.2, beause a⊕b ≡ a+b (mod 2), if we just pretend add the expression (mod 2),
we an replae the operator ⊕ by the usual sum operator + without hanging the
result (mod 2). 
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Fusion Priniple
The third and the more diult priniple of green hakenbush is the Fusion
Priniple.
Fusion Priniple (see [BCG01℄, page 192): We an fuse two verties bringing them
together into a single one. Any edge joining them is replaed by a loop at the re-
sulting vertex. Any yle of a green hakenbush position an be fused without
hanging its Grundy-value. Sometimes it is neessary to use the ground as a vertex.
Examples of Appliations of Fusion Priniple to Determine Grundy-Values:
= ===
= ==
In the upper piture, the fourth game is result of an unfusion, i.e., we don't always
have to fuse (sometimes it is better the inverse proess). In general, a loop an be
regarded as a single leaf. An even number of leaves equals zero and an odd one
equals ∗.
To make a detailed proof of Fusion Priniple, we need to prove some algebrai the-
orems.
Theorem 3.2.4. (Distributive law of multipliation by 2 over nim-addition)
For all a, b ∈ N0, we have 2(a⊕ b) = 2a⊕ 2b.
Proof: By theorem 2.2.1,
1. 2(2n ⊕ 2n) = 2× 0 = 0
2. 2(2n ⊕ 2m) = 2(2n + 2m) = 2n+1 + 2m+1 = 2n+1 ⊕ 2m+1
Consider the binary expansions a = 2a + 2b + . . . and b = 2a
′
+ 2b
′
+ . . . Suppose
that 2a and 2a
′
are the only ommon powers of the expansions (if there are more or
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if there is none, the proof is analogous). By the previous identities,
2(a⊕ b) = 2((2a + 2b + · · · )⊕ (2a′ + 2b′ + · · · ))
= 2(2a ⊕ 2b ⊕ · · · ⊕ 2a′ ⊕ 2b′ ⊕ · · · )
= 2( 6 2a ⊕ 2b ⊕ · · ·⊕ 6 2a′ ⊕ 2b′ ⊕ · · · )
= 2(2b ⊕ · · · ⊕ 2b′ ⊕ · · · ) = 2(2b + · · ·+ 2b′ + · · · )
= 2b+1 + · · ·+ 2b′+1 + · · · = 2b+1 ⊕ · · · ⊕ 2b′+1 ⊕ · · ·
= 2a+1 ⊕ 2b+1 ⊕ · · · ⊕ 2a′+1 ⊕ 2b′+1 ⊕ · · ·
= (2a+1 ⊕ 2b+1 ⊕ · · · )⊕ (2a′+1 ⊕ 2b′+1 ⊕ · · · )
= (2a+1 + 2b+1 + · · · )⊕ (2a′+1 + 2b′+1 + · · · ) = 2a⊕ 2b 
Theorem 3.2.5. Let a ∈ N0. If a is even then a ⊕ 1 = a + 1. If a is odd then
a⊕ 1 = a− 1.
Proof:
Let a = 2a + 2b + · · · (2a the least power). By theorem 2.2.1,
a⊕ 1 = (2a + 2b + · · · )⊕ 1 = (2a ⊕ 2b ⊕ · · · )⊕ 1 = (1⊕ 2a)⊕ 2b ⊕ · · ·
If a is even then 2a = 0 and a⊕ 1 = a + 1.
If a is odd then 2a = 1 and a⊕ 1 = a− 1 sine the 1's anel. 
Theorem 3.2.6. Let a0, a1, . . . , ak ∈ N0. If the total number of odd numbers in
{a0, a1, . . . , ak} is odd then
⊕k
i=0 ai = 2 ×
(⊕k
i=0⌊ai2 ⌋
)
⊕ 1; if the total number of
odd numbers in {a0, a1, . . . , ak} is even then⊕k
i=0 ai = 2×
(⊕k
i=0⌊ai2 ⌋
)
.
Proof: First Case:
Without loss of generality, beause nim-sum is ommutative, we an onsider the
rst 2j + 1 numbers odd and the remaining numbers even:
a0 ⊕ a1 ⊕ · · · ⊕ a2j−1 ⊕ a2j︸ ︷︷ ︸
Odd
⊕ a2j+1 ⊕ · · · ⊕ ak−1 ⊕ ak︸ ︷︷ ︸
Even
We have(
2
⌊a0
2
⌋
+ 1
)
⊕
(
2
⌊a1
2
⌋
+ 1
)
⊕ · · · ⊕
(
2
⌊a2j−1
2
⌋
+ 1
)
⊕
(
2
⌊a2j
2
⌋
+ 1
)
⊕
⊕
(
2
⌊a2j+1
2
⌋)
⊕ · · · ⊕
(
2
⌊ak−1
2
⌋)
⊕
(
2
⌊ak
2
⌋)
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By Theorems 3.2.4, 3.2.5, assoiativity and ommutativity of the nim-sum, we an
do the following algebrai manipulation:
(
2
⌊a0
2
⌋
+ 1
)
⊕ · · · ⊕
(
2
⌊a2j−1
2
⌋
+ 1
)
⊕
(
2
⌊a2j
2
⌋
+ 1
)
⊕
⊕
(
2
⌊a2j+1
2
⌋)
⊕ · · · ⊕
(
2
⌊ak
2
⌋)
=
=
(
2
⌊a0
2
⌋
⊕ 1
)
⊕ · · · ⊕
(
2
⌊a2j−1
2
⌋
⊕ 1
)
⊕
(
2
⌊a2j
2
⌋
⊕ 1
)
⊕
⊕
(
2
⌊a2j+1
2
⌋)
⊕ · · · ⊕
(
2
⌊ak
2
⌋)
=
= 2
(⌊a0
2
⌋
⊕ · · · ⊕
⌊a2j−1
2
⌋
⊕
⌊a2j
2
⌋
⊕
⌊a2j+1
2
⌋
⊕ · · · ⊕
⌊ak
2
⌋)
⊕ 1⊕ · · · ⊕ 1︸ ︷︷ ︸
2j+1
= 2×
(
k⊕
i=0
⌊ai
2
⌋
)
⊕ 1
The seond ase is analogous. 
Denition 3.2.2. (Redued Algebrai Expression)
Consider the following prinipal algebrai expression
a0 + 1⊕ a1 + 1⊕ ...⊕ ak−2 + 1⊕ ak−1 + 1⊕ ak
we dene algorithmially the assoiated redued algebrai expression by the following
steps (we will all si the expression in step i):
• s0 =
{ ⌊
a0
2
⌋
if a0 ≡ 0 (mod 2)⌊
a0
2
⌋⊕ 1 if a0 ≡ 1 (mod 2)
• s2i =
{
s2i−1 ⊕
⌊
ai
2
⌋
if ai ≡ 0 (mod 2)
s2i−1 ⊕
⌊
ai
2
⌋⊕ 1 if ai ≡ 1 (mod 2)
Remark: Always use ommutativity of ⊕ to move ⊕1 to the right and, sine
1⊕ 1 = 0, anel when possible.
• s2i+1 =


s2i ⊕1︸︷︷︸+1 if s2i finishes with ⊕ 1
cutting with previous
s2i ⊕ 1 otherwise
• In the end, if redued expression ends with ⊕1, eliminate this last ⊕1.
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Some Notes and One Example
1. Parity of the ai is the important fator so, we should fous on that rst, making
the substitutions just in the end.
2. Consider the following prinipal algebrai expression:
4 + 1⊕ 6 + 1⊕ 3 + 1⊕ 8 + 1⊕ 0.
We have a0 + 1⊕ a1 + 1⊕ a2 + 1⊕ a3 + 1⊕ a4,
where a0 = 4 is even, a1 = 6 is even, a2 = 3 is odd, a3 = 8 is even and a4 = 0
is even. The algorithm gives:
(s0) ⌊a02 ⌋
(s1) ⌊a02 ⌋ ⊕ 1
(s2) ⌊a02 ⌋ ⊕ ⌊a12 ⌋ ⊕ 1
(s3) ⌊a02 ⌋ ⊕ ⌊a12 ⌋ + 1
(s4) ⌊a02 ⌋ ⊕ ⌊a12 ⌋ + 1⊕ ⌊a22 ⌋ ⊕ 1
(s5) ⌊a02 ⌋ ⊕ ⌊a12 ⌋ + 1⊕ ⌊a22 ⌋+ 1
(s6) ⌊a02 ⌋ ⊕ ⌊a12 ⌋ + 1⊕ ⌊a22 ⌋+ 1⊕ ⌊a32 ⌋
(s7) ⌊a02 ⌋ ⊕ ⌊a12 ⌋ + 1⊕ ⌊a22 ⌋+ 1⊕ ⌊a32 ⌋ ⊕ 1
(s8) ⌊a02 ⌋ ⊕ ⌊a12 ⌋ + 1⊕ ⌊a22 ⌋+ 1⊕ ⌊a32 ⌋ ⊕ ⌊a42 ⌋ ⊕ 1
So, after utting the last ⊕1, the redued algebrai expression is
⌊a0
2
⌋ ⊕ ⌊a1
2
⌋+ 1⊕ ⌊a2
2
⌋+ 1⊕ ⌊a3
2
⌋ ⊕ ⌊a4
2
⌋.
Making the substitutions,
2⊕ 3 + 1⊕ 1 + 1⊕ 4⊕ 0.
Geometri Approah to Redued Algebrai Expression
Consider the prinipal algebrai expression of the last example and look at the
assoiated tree:
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4+1⊕6+1⊕3+1⊕8+1⊕0
Put labels A and B on the trunk's edges (starting with A) giving adjaent edges the
same label if there is an odd string between them and dierent labels if there is an
even string between. It omes the following piture:
A
B
B
A
Now, we replae the string's ai by ⌊ai2 ⌋. Also, if a0 is even, we shrink the edges with
label A, reduing them to a single point; if a0 is odd, we do the same to the edges
with label B. Look at the proedure applied to our example:
2⊕3+1⊕1+1⊕4⊕0
B
B
This geometri proedure gives a tree related to the redued algebrai expression.
To justify this statement, start by observing that surviving edges orrespond to
+1 of the redued algebrai expression. Analyzing the algorithm we an try to
understand when +1 appears in the redued expression during the onstrution.
Eah odd step either provokes a ⊕1 or auses a permanent +1 to be added to the
redued expression during the algorithm. Let us all state ON to the rst ase and
OFF to the seond. After an OFF odd step, the next permanent +1 happens in
the two following ases:
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1. After the rst odd ai;
2. After the seond even ai.
These ases happen exatly when labeled B edges are inluded and this is the
justiation of the geometri interpretation. This will beome learer in the proof
of the next theorem whih is ruial in proving the Fusion Priniple Consider now
the following algebrai manipulation:
4 + 1⊕ 5 + 1⊕ 8 + 1⊕ 5 + 1⊕ 5 + 1⊕ 4
The expression ontains the usual sum and the nim-sum. Even so, we an perform
a kind of fatorization of 2. By Theorems 3.2.4, 3.2.5, 3.2.6, ommutativity and
assoiativity:
4 + 1⊕ 5 + 1⊕ 8 + 1⊕ 5 + 1⊕ 5 + 1⊕ 4
= (2× 2) + 1⊕ (2× 2 + 1) + 1⊕ (2× 4) + 1⊕ (2× 2 + 1) + 1⊕ (2× 2 + 1) + 1⊕ (2× 2)
= (2× 2)⊕ 1⊕ (2× 2 + 1) + 1⊕ (2× 4) + 1⊕ (2× 2 + 1) + 1⊕ (2× 2 + 1) + 1⊕ (2× 2)
= (2× 2)⊕ (2× 2 + 1)⊕ 1 + 1⊕ (2× 4) + 1⊕ (2× 2 + 1) + 1⊕ (2× 2 + 1) + 1⊕ (2× 2)
= (2× 2)⊕ (2× 2⊕ 1)⊕ 1 + 1⊕ (2× 4) + 1⊕ (2× 2 + 1) + 1⊕ (2× 2 + 1) + 1⊕ (2× 2)
= 2× (2⊕ 2)⊕ 1⊕ 1 + 1⊕ (2× 4) + 1⊕ (2× 2 + 1) + 1⊕ (2× 2 + 1) + 1⊕ (2× 2)
= 2× (2⊕ 2) + 1⊕ (2× 4) + 1⊕ (2× 2 + 1) + 1⊕ (2× 2 + 1) + 1⊕ (2× 2)
= 2× (2⊕ 2)⊕ 1⊕ (2× 4) + 1⊕ (2× 2 + 1) + 1⊕ (2× 2 + 1) + 1⊕ (2× 2)
= 2× (2⊕ 2)⊕ (2× 4)⊕ 1 + 1⊕ (2× 2 + 1) + 1⊕ (2× 2 + 1) + 1⊕ (2× 2)
= 2× (2⊕ 2⊕ 4)⊕ 1 + 1⊕ (2× 2 + 1) + 1⊕ (2× 2 + 1) + 1⊕ (2× 2)
= 2× (2⊕ 2⊕ 4) + 1 + 1⊕ (2× 2 + 1) + 1⊕ (2× 2 + 1) + 1⊕ (2× 2)
= 2× (2⊕ 2⊕ 4 + 1)⊕ (2× 2 + 1) + 1⊕ (2× 2 + 1) + 1⊕ (2× 2)
= 2× (2⊕ 2⊕ 4 + 1)⊕ (2× 2⊕ 1) + 1⊕ (2× 2 + 1) + 1⊕ (2× 2)
= 2× (2⊕ 2⊕ 4 + 1⊕ 2)⊕ 1 + 1⊕ (2× 2 + 1) + 1⊕ (2× 2)
= 2× (2⊕ 2⊕ 4 + 1⊕ 2) + 1 + 1⊕ (2× 2 + 1) + 1⊕ (2× 2)
= 2× (2⊕ 2⊕ 4 + 1⊕ 2 + 1)⊕ (2× 2 + 1) + 1⊕ (2× 2)
= 2× (2⊕ 2⊕ 4 + 1⊕ 2 + 1)⊕ (2× 2⊕ 1) + 1⊕ (2× 2)
= 2× (2⊕ 2⊕ 4 + 1⊕ 2 + 1⊕ 2)⊕ 1 + 1⊕ (2× 2)
= 2× (2⊕ 2⊕ 4 + 1⊕ 2 + 1⊕ 2) + 1 + 1⊕ (2× 2)
= 2× (2⊕ 2⊕ 4 + 1⊕ 2 + 1⊕ 2 + 1)⊕ (2× 2)
= 2× (2⊕ 2⊕ 4 + 1⊕ 2 + 1⊕ 2 + 1⊕ 2)
This type of manipulation motivates the following theorem.
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Theorem 3.2.7. (Relation Between Prinipal Algebrai Expression (PAE)
and Redued Algebrai Expression (RAE))
Consider
a0 + 1⊕ a1 + 1⊕ · · · ⊕ ak−2 + 1⊕ ak−1 + 1⊕ ak
If N is the total number of even numbers in {a0, a1, . . . , ak} then we have:
N odd ⇒ PAE = 2× RAE;
N even ⇒ PAE = (2× RAE)⊕ 1.
Proof: We will identify four algebrai manipulations needed to fatorize the number 2.
Consider
a0 + 1⊕ a1 + 1⊕ · · · ⊕ ak−2 + 1⊕ ak−1 + 1⊕ ak
=
(
2
⌊a0
2
⌋
+ α0
)
+ 1⊕
(
2
⌊a1
2
⌋
+ α1
)
+ 1⊕ · · ·
⊕
(
2
⌊ak−1
2
⌋
+ αk−1
)
+ 1⊕
(
2
⌊ak
2
⌋
+ αk
)
, αi ∈ {0, 1}
All the following proedures are justied by Theorems 3.2.4, 3.2.5, 3.2.6, ommuta-
tivity and assoiativity of + and ⊕:
1. 2K ⊕ 2⌊aj
2
⌋+ 1⊕ (2⌊aj+1
2
⌋+ αj+1
) · · ·
= 2(K ⊕ ⌊aj
2
⌋) + 1⊕ (2⌊aj+1
2
⌋ + αj+1
) · · ·
= 2(K ⊕ ⌊aj
2
⌋)⊕ 1⊕ (2⌊aj+1
2
⌋+ αj+1
) · · ·
= 2(K ⊕ ⌊aj
2
⌋)⊕ (2⌊aj+1
2
⌋+ αj+1
)⊕ 1 · · ·
2. 2K ⊕ 1⊕ 2⌊aj
2
⌋ + 1⊕ (2⌊aj+1
2
⌋+ αj+1
) · · ·
= 2K ⊕ 2⌊aj
2
⌋ ⊕ 1 + 1⊕ (2⌊aj+1
2
⌋+ αj+1
) · · ·
= 2(K ⊕ ⌊aj
2
⌋) + 1 + 1⊕ (2⌊aj+1
2
⌋ + αj+1
) · · ·
= 2(K ⊕ ⌊aj
2
⌋+ 1)⊕ (2⌊aj+1
2
⌋ + αj+1
) · · ·
3. 2K ⊕ (2⌊aj
2
⌋+ 1)+ 1⊕ (2⌊aj+1
2
⌋+ αj+1
) · · ·
= 2K ⊕ (2⌊aj
2
⌋ ⊕ 1)+ 1⊕ (2⌊aj+1
2
⌋ + αj+1
) · · ·
= (2K ⊕ 2⌊aj
2
⌋)⊕ 1 + 1⊕ (2⌊aj+1
2
⌋+ αj+1
) · · ·
= (2K ⊕ 2⌊aj
2
⌋) + 1 + 1⊕ (2⌊aj+1
2
⌋ + αj+1
) · · ·
= 2(K ⊕ 2⌊aj
2
⌋+ 1)⊕ (2⌊aj+1
2
⌋ + αj+1
) · · ·
4. 2K ⊕ 1⊕ (2⌊aj
2
⌋+ 1)+ 1⊕ (2⌊aj+1
2
⌋ + αj+1
) · · ·
= 2K ⊕ (2⌊aj
2
⌋ + 1)⊕ 1 + 1⊕ (2⌊aj+1
2
⌋ + αj+1
) · · ·
= 2K ⊕ (2⌊aj
2
⌋ ⊕ 1)⊕ 1 + 1⊕ (2⌊aj+1
2
⌋+ αj+1
) · · ·
=
(
2K ⊕ 2⌊aj
2
⌋)⊕ 1⊕ 1 + 1⊕ (2⌊aj+1
2
⌋+ αj+1
) · · ·
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=
(
2K ⊕ 2⌊aj
2
⌋)+ 1⊕ (2⌊aj+1
2
⌋ + αj+1
) · · ·
= 2
(
K ⊕ ⌊aj
2
⌋)⊕ 1⊕ (2⌊aj+1
2
⌋+ αj+1
) · · ·
These proedures motivated the denition of RAE. When we perform the fator-
ization, the number 2 appears multiplying an expression. The expression is the RAE.
Consider an odd step s2i−1. This step is ON if nishes with ⊕1 else is OFF. Starting
at s2i−1, we an organize a table with the ourrenes in RAE depending on ai's
parity.
PAE ai even ai odd
RAE s2i−1OFF⇒ s2i+1ON s2i−1OFF⇒ s2i+1OFF
(adding a permanent +1)
s2i−1ON⇒ s2i+1OFF s2i−1ON⇒ s2i+1ON
(adding a permanent +1)
Looking at the table we an onrm what we said before: after an OFF odd step,
the next permanent +1 happens in the two following ases:
1. After the rst odd aj ;
2. After the seond even aj.
The algorithm always nishes in an even step (say s2i). If we have ON s2i−1, to
survive ⊕1 in the end, ai must be even. If we have OFF s2i−1, to survive ⊕1
in the end, ai must be odd. In the rst ase, beause we have ON s2i−1, the total
number of even numbers in {a0, a1, . . . , ai−1} must be odd. In the seond ase the
total number of even numbers in {a0, a1, . . . , ai−1} must be even. In both ases N
is even. 
Denition 3.2.3. G has a legal fusion if G ontains a yle and, after fusing the
yle, the resultant game H has the same Grundy value as G.
Proof (Fusion Priniple):
The proof will be made by redutio ad absurdum.
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Consider the set of all ounter-examples to the priniple (J). If Fusion Priniple
doesn't hold then J 6= ∅. Consider now J∗ ⊆ J , the set of of elements of J with the
minimum number of edges. Now, onsider J∗∗ ⊆ J∗ the set of J∗'s elements with
the smallest number of verties. Let us analyze one arbitrary element G ∈ J∗∗.
First Part (Geometry of G)
A)G an ontain no pair of verties a and b onneted by three or more edge-disjoint
paths.
Suppose the ontrary and onsider H obtained by fusing a and b. Beause G an
ontain no legal fusion we have G(G) 6= G(H), i.e. there is a winning move in G+H .
If the move is in G, respond with the orresponding move in H and vie-versa. We
reah a game G′ +H ′ where we an fuse any yles ontaining both a and b (J∗∗'s
minimality of the number of edges). Beause a and b were onneted by three or
more edge-disjoint paths, for every pair of moves done, G′ still ontains a yle on-
neting a and b, and therefore we an fuse a and b without hanging Grundy value.
But, after this fusion, G′ equals H ′, and symmetri strategy shows that G′+H ′ = 0.
So, there is no winning move in G + H and G annot ontain a pair of verties a
and b onneted by three or more edge-disjoint paths.
B) No yle of G an exlude the ground.
Suppose the ontrary and onsider C, a yle exluding the ground. Consider G′ the
remaining graph after hopping all the edges of C. G′ annot ontain two distint
verties of C sine, in G, they would be onneted by three or more edge-disjoint
paths (two in C and one in G′).
G'
G
x x
So, G′ ontains only one vertex x of C and the removal of this x in G would dis-
onnet C from the ground. The following piture shows a possible image of the
hypothetial G.
3.2. On Impartial green hakenbush 69
G
x
We an onsider G′′ translating x to the ground. In G′′ we an fuse the verties of
the yle (J∗∗'s minimality of the number of edges and verties) obtaining G′′′ suh
that G(G′′) = G(G′′′).
G''
G
x
x
Finally, Colon Priniple implies G(G′ : G′′) = G(G′ : G′′′). But G′ : G′′ is G and
G′ : G′′′ is the resultant of fusing C in G so G ontains a legal fusion and this is
ontrary to hypothesis.
C) G an ontain only one yle whih inludes the ground. With more than one
yle, G would be the sum of smaller graphs. This would be ontrary to J∗∗'s mini-
mality of the number of edges and verties beause eah of the smaller graphs would
allow fusions.
We an see a possible image for G:
Strings
Bridge
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D) The number of edges on the bridge is odd.
We all bridge the subgraph ontaining the edges and verties of the only yle of
G (whih ontains the ground). To argue the property, observe that if the number
of edges on the bridge is even then if we fuse the only yle of G, we obtain the
opies of all strings on the ground. So, in this ase, the sum of G and the opies
of strings must be dierent than zero (or else, G would have a legal fusion). Let us
analyze this sum. If the move is on the bridge, the Parity Priniple guarantees that
resultant Grundy-value is dierent than zero (trees with an odd number of edges).
If the move is on strings, we use symmetri strategy. So, all moves lose and the
Grundy-value of the sum is zero. The fusion is legal and implies a ontradition
when the number of edges on the bridge is even.
Seond Part (Analysis of G+Disjuntive Sum of Strings)
Consider G with an odd number of edges on the bridge. Beause G doesn't allow
legal fusions, G+Disjuntive Sum of Strings an't be equal to ∗. We will get the
absurd proving that ∗ is the result. We will see that no option results in ∗ and there
is an option resulting in 0.
A) No option has value ∗. If we move on the bridge, the parity priniple shows
that the resulting value an't be ∗ (the resulting value must be even). On the other
hand, if we move on the strings, the orresponding response leads to ∗ (the fusion
turns legal beause J∗∗'s minimality of the number of edges and verties).
B) It is possible to nd an option with value 0 (this is the hardest step of the proof).
Consider N , the number of even strings and onsider a move on the bridge. We will
have one of the following three situations:
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Even number of even stringsOdd number of even strings
Odd number of even stringsEven number of even strings
(...) (...)
(...)
StringsTree 2Tree 1
N Odd
T
R
U
N
K
T
R
U
N
K
Move
T
R
U
N
K K
N
U
R
T
(...) (...)
Odd number of even strings
Tree 1 Tree 2
Move
(...)
Strings
N Even
Strings
(...)
Move
Tree 2Tree 1
Even number of even strings
(...)(...)
T
R
U
N
KK
N
U
R
T
We will abbreviate Tree 1 and Tree 2 to T1 and T2, the strings olletively to S, and
the redutions (see Theorem 3.2.6 and Denition 3.2.2) to RT1, RT2 and RS. Using
the previous theorems, the rst ase for N even beomes:
G(T1 + T2 + S) = (2× G(T1R)⊕ 1)⊕ (2× G(T2R)⊕ 1)⊕ 2× G(SR)
= 2× G(T1R + T2R + SR)
The seond ase for N even is:
G(T1 + T2 + S) = 2× G(T1R)⊕ 2× G(T2R)⊕ 2× G(SR)
= 2× G(T1R + T2R + SR)
Finally, for N odd:
G(T1 + T2 + S) = 2× G(T1R)⊕ (2× G(T2R)⊕ 1)⊕ (2× G(SR)⊕ 1)
= 2× G(T1R + T2R + SR)
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In all ases, after a bridge move, we have
G(T1 + T2 + S) = 2× G(T1R + T2R + SR)
This is a fundamental fat beause we an alulate the Grundy-value of the sum of
trees after a bridge move by doubling the Grundy-value of the sum of redued trees.
Bak in the analysis of G+Disjuntive Sum of Strings, put labels A and B on the
bridge's edges giving adjaent edges the same label if there is an odd string ter-
minating in their ommon vertex, otherwise they have dierent labels. Sine the
number of edges on the bridge is odd, one label will orrespond to an odd number
of edges and the other label to an even number of edges. We will use the label A
for the odd. In the previous example:
A
A
B
A
B
Removing edges with label B are losing moves. Suh moves originate a sum be-
tween T1, T2 and strings. We proved earlier that the resulting Grundy value is
G(T1 + T2 +S) = 2×G(T1R+T2R+SR). In these ases, the total number of edges
of T1R+ T2R+ SR is odd (the dupliation of strings is even and T 's edges is odd),
the Parity Priniple guarantees that G(T1R + T2R + SR) is odd. So,
G(T1 + T2 + S) = 2× G(T1R + T2R + SR) = 2× (2k + 1) ≡ 2 (mod 4)
This ongruene immediately shows that a B-move annot result in 0.
A analogous argument shows that A-moves lead to Grundy-values that are a multi-
ple of 4. It remains to nd a good move, one giving a 0-position.
To nd the move, we replae all the strings ai by ⌊ai2 ⌋. As well, we shrink the
B-edges. In the previous example, the redution will be
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=
Observe that removing an edge A in the initial game and the assoiated edge in the
redued game, leads to T1+T2+S and the assoiated RT1+RT2+RS. So, removing
an edge A leads to a Grundy-value twie that of the Grundy-value obtained from
the removal of the assoiated edge in redued game. If we exeute a suient large
number of onseutive redutions, we will reah a bridge with an odd number of
edges. In this game, hopping the entral edge wins and, onsequently, the assoi-
ated edge in the initial game, equals 2k × 0 = 0. This fat ompletes the proof by
obtaining a ontradition to our assumption.
Let us see our example:
2nd
5
A
A
B
B
5
4
2
1st
5
4
3
2
1
A
A
B
A
B
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After the sequene of redutions, we observe that the fth edge on the bridge in
initial game wins. 
Let us analyze one example of appliation of the Fusion Priniple. Consider the
following position (before and after fusion). It has Grundy-value 8:
?
*8*8
=
7
00
5
5
6
6
4
4
1
1
2
2
3
3
With Fusion Priniple we understand that Grundy-value equals 8. The interesting
task is to nd the move on the bridge giving a ∗7. The proof presented in [BCG01℄
was onstrutive. We an apply the idea to hakenbush games with yles. Consider
the following gure:
7
3
2 1
4
6
5
0
*8
a5
a3
a1a5
a4
a3a2
a1
B
AB
B
A A
B
A
The answer is self-explanatory.
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3.3 Turning Coins: Nim-Multipliation
turning turtles is a game invented by H. W. Lenstra played in a line of oins
with moves involving turning over some oins from heads to tails and from tails to
heads. The game is analyzed in [BCG01℄ (pages 461-462).
A horizontal line of n oins is laid out with some oins showing heads and some
oins showing tails. We an turn over one of the oins from heads to tails, and,
optionally, turn over one other oin to the left of it (from heads to tails or tails to
heads). Look at a possible move from a position with 10 oins:
HT T THHHT H T −→ HTHTHHHTTT
Beause the rules speify that the set of oins to be turned depends only on the
position of the rightmost, the game nishes after a nite number of moves. When
a oin doesn't have heads to the right, the zone on the right will be stopped for the
rest of the game. A natural deomposition proess works for turning turtles. A
position with k heads in positions x1, ..., xk is the disjuntive sum of k games with
exatly one head (xj). The reason for that lies in the property x ⊕ x = 0 of the
group (N0,⊕). When we turn over one head to the left of the rst moved oin, this
ats like a subtration, but, in (N0,⊕), subtration and addition is the same. In
our example, the game HTTTHHHTHT is the disjuntive sum TTTTTTTTH +
TTTTTTH + TTTTTH + TTTTH +H . To nd the Grundy-value, we only need
to ompute
G(HTTTHHHTHT )
= G(TTTTTTTTH)⊕ G(TTTTTTH)⊕ G(TTTTTH)
⊕G(TTTTH)⊕ G(H)
turning turtles positions with exatly one head at like nim piles. We an
onlude that turning turtles is just nim, or either, it is just a hidden way to
play nim. The Grundy-value of our example is
G(HTTTHHHTHT ) = 9⊕ 7⊕ 6⊕ 5⊕ 1 = 12.
A muh more interesting game is the game turning orners (see [BCG01℄, pages
473-476). The game is two-dimensional. A move onsists in turning over the four
orners of any retangle with horizontal and vertial sides with the requirement that
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the most south-easterly oin must go from heads to tails. Look at a possible move:

T T H T H
T H T T T
T H T H T
T T H T H

 −→


T T H T H
T T T T H
T H T H T
T H H T T


We an think about the Grundy-values of retangles with a head in the most south-
easterly ell and tails in all the other ells. We an see an example of a move in this
kind of position:

T T T T T
T T T T T
T T T T T
T T T T H

 −→


T T H T H
T T T T T
T T T T T
T T H T T


It is easy to understand the mex rule related with these positions. If (a, b) is the
position of the most south-easterly ell (the only head) then
G(a, b) = mex{G(a′, b)⊕ G(a, b′)⊕ G(a′, b′) : a′ < a ∧ b′ < b}
We an ompute the following table.
⊗ 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
2 0 2 3 1 8 10 11 9 12 14 15 13 4 6 7 5
3 0 3 1 2 12 15 13 14 4 7 5 6 8 11 9 10
4 0 4 8 12 6 2 14 10 11 15 3 7 13 9 5 1
5 0 5 10 15 2 7 8 13 3 6 9 12 1 4 11 14
6 0 6 11 13 14 8 5 3 7 1 12 10 9 15 2 4
7 0 7 9 14 10 13 3 4 15 8 6 1 5 2 12 11
8 0 8 12 4 11 3 7 15 13 5 1 9 6 14 10 2
9 0 9 14 7 15 6 1 8 5 12 11 2 10 3 4 13
10 0 10 15 5 3 9 12 6 1 11 14 4 2 8 13 7
11 0 11 13 6 7 12 10 1 9 2 4 15 14 5 3 8
12 0 12 4 8 13 1 9 5 6 10 2 14 11 7 15 3
13 0 13 6 11 9 4 15 2 14 3 8 5 7 10 1 12
14 0 14 7 9 5 11 2 12 10 4 13 3 15 1 8 6
15 0 15 5 10 1 14 4 11 2 13 7 8 3 12 6 9
It follows the denition of nim-produt.
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Denition 3.3.1. Let a, b ∈ N0. We dene reursively the operation nim-produt
(⊗):
a⊗ b = mex{a′ ⊗ b⊕ a⊗ b′ ⊕ a′ ⊗ b′ : a′ < a, b′ < b}
Now, it is important to prove some good properties of nim-produt.
Theorem 3.3.1. (see [Con01℄, pages 54-55)
For a ∈ N0 we have a⊗ 0 = 0 and a⊗ 1 = a.
Proof:
a⊗ 0 = mex(∅) = 0.
a⊗ 1 = mex{a′ ⊗ 1⊕ a⊗ 0⊕ a′ ⊗ 0 : a′ < a} =︸︷︷︸
induction
mex{a′ : a′ < a} = a. 
Theorem 3.3.2. For a, b, c ∈ N0 we have a⊗ b = c⊗ b⇔ a = c.
Proof:
Consider a 6= c. Say, without loss of generality, c < a. By denition,
a⊗ b = mex{a′ ⊗ b⊕ a⊗ b′ ⊕ a′ ⊗ b′ : a′ < a, b′ < b}
Let be a′ = c and b′ = 0. We observe that c⊗ b is exludent. So, a⊗ b 6= c⊗ b.
The other impliation is trivial. 
Lemma 3.3.3. If {0, 1, . . . , a−1} j S∗, {0, 1, . . . , b−1} j S∗∗, a 6∈ S∗ and b 6∈ S∗∗
then
a⊗ b = mex{a∗ ⊗ b⊕ a⊗ b∗ ⊕ a∗ ⊗ b∗ : a∗ ∈ S∗ ∧ b∗ ∈ S∗∗}
Proof:
We want to prove that
a⊗ b 6= a∗ ⊗ b⊕ a⊗ b∗ ⊕ a∗ ⊗ b∗ for all a∗ ∈ S∗ ∧ b∗ ∈ S∗∗.
The ases suh that a∗ < a ∧ b∗ < b follow diretly from the denition of a ⊗ b.
Suppose a < a∗ ∧ b∗ < b (the ase a∗ < a ∧ b < b∗ is analogous). By denition of
a∗ ⊗ b, we have
a∗ ⊗ b 6= a⊗ b⊕ a∗ ⊗ b∗ ⊕ a⊗ b∗
beause the seond member is exludent of the set of the denition of ⊗.
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So,
a⊗ b 6= a∗ ⊗ b⊕ a⊗ b∗ ⊕ a∗ ⊗ b∗ for all a∗ ∈ S∗ ∧ b∗ ∈ S∗∗.
Suppose now a < a∗ ∧ b < b∗. By denition of a∗ ⊗ b∗, we have
a∗ ⊗ b∗ 6= a⊗ b∗ ⊕ a∗ ⊗ b∗ ⊕ a⊗ b
For all ases,
a⊗ b 6= a∗ ⊗ b⊕ a⊗ b∗ ⊕ a∗ ⊗ b∗ for all, a∗ ∈ S∗ ∧ b∗ ∈ S∗∗. 
Theorem 3.3.4. (see [Con01℄, pages 54-55)
For a, b, c ∈ N0 we have
1. a⊗ b = b⊗ a
2. (a⊕ b)⊗ c = a⊗ c⊕ a⊗ b
3. (a⊗ b)⊗ c = a⊗ (b⊗ c)
Proof:
1 follows diretly from denition.
Analyzing 2, by denition,
(a⊕ b)⊗ c = mex{(a⊕ b)′⊗ c⊕ (a⊕ b)⊗ c′ ⊕ (a⊕ b)′⊗ c′ : (a⊕ b)′ < (a⊕ b), c′ < c}.
We know that {0, 1, . . . , (a ⊕ b) − 1} j {a′ ⊕ b, a ⊕ b′ : a′ < a ∧ b′ < b}. We also
know that a′ ⊕ b 6= a⊕ b and a⊕ b′ 6= a⊕ b. So, by Theorem 3.3.3,
(a⊕ b)⊗ c = mex {(a′ ⊕ b)⊗ c⊕ (a⊕ b)⊗ c′ ⊕ (a′ ⊕ b)⊗ c′, (a⊕ b′)⊗
⊗c⊕ (a⊕ b)⊗ c′ ⊕ (a⊕ b′)⊗ c′ : a′ < a, b′ < b, c′ < c} .
Now, by indution,
(a⊕ b)⊗ c = mex{a′ ⊗ c⊕ b⊗ c⊕ a⊗ c′ ⊕ b⊗ c′ ⊕ a′ ⊗ c′ ⊕ b⊗ c′,
a⊗ c⊕ b′ ⊗ c⊕ a⊗ c′ ⊕ b⊗ c′ ⊕ a⊗ c′ ⊕ b′ ⊗ c′ : a′ < a, b′ < b, c′ < c}.
And, after some simpliations,
(a⊕ b)⊗ c = mex{(a′ ⊗ c⊕ a⊗ c′ ⊕ a′ ⊗ c′)⊕ b⊗ c,
a⊗ c⊕ (b′ ⊗ c⊕ b⊗ c′ ⊕ b′ ⊗ c′) : a′ < a, b′ < b, c′ < c}
= a⊗ c⊕ a⊗ b.
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Finally the proof for 3. By denition,
(a⊗ b)⊗ c = mex{(a⊗ b)′⊗ c⊕ (a⊗ b)⊗ c′ ⊕ (a⊗ b)′⊗ c′ : (a⊗ b)′ < (a⊗ b), c′ < c}.
By Theorem 3.3.3,
(a⊗ b)⊗ c = mex{(a′ ⊗ b⊕ a⊗ b′ ⊕ a′ ⊗ b′)⊗ c⊕ (a⊗ b)⊗ c′ ⊕
⊕(a′ ⊗ b⊕ a⊗ b′ ⊕ a′ ⊗ b′)⊗ c′ : a′ < a, b′ < b, c′ < c}.
By distributivity, ommutativity, indution and Theorem 3.3.3,
(a⊗ b)⊗ c = mex{(a′ ⊗ (b⊗ c)⊕ a⊗ (b′ × c⊕ b⊗ c′ ⊕ b′ ⊗ c′)⊕
⊕a′ ⊗ (b′ ⊗ c⊕ b⊗ c′ ⊕ b′ ⊗ c′)⊗ c′ : a′ < a, b′ < b, c′ < c}
= a⊗ (b⊗ c) 
The last properties are needed to prove that (N0,⊕,⊗) is a eld. However, the exis-
tene of inverses is still a problem. We will expose a way to solve the problem in the
next setion. Just a nal observation: like nim-sum, the denition of nim-produt
has a kind of sudoku motivation.
Let a′ < a and b′ < b. We know that a′ ⊕ a 6= 0 and b ⊕ b′ 6= 0. So, a good
multipliation has to satisfy
(a′ ⊕ a)⊗ (b⊕ b′) 6= 0
From this inequality we an dedue that a good multipliation has to satisfy
a⊗ b 6= a⊗ b′ ⊕ a′ ⊗ b⊕ a′ ⊗ b′
With this in mind, we take the least possible onsistent number.
3.4 Relation between Nim-Multipliation
and Fermat Powers of 2
To analyze the existene of inverses we will present a version of Conway's proof for
the existene of an entire lass of nite elds. In [Con01℄, Conway presented some
general results (extension theorems, see pages 57 and 58). In this setion we will
present a version not needing general algebrai results. Conway's proof is muh
more natural, but our proof is useful for the mathematiian that doesn't want to
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think about subjets like Field Theory and Galois Theory.
Before the next theorem we reall that the numbers 22
k
are alled Fermat powers of
2 (2, 4, 16, 256, ...).
Theorem 3.4.1. (version of Conway's proof, see [Con01℄ page 60)
For n ∈ N0 we have that {0, 1, . . . , 22n − 1} with ⊕ and ⊗ is a nite eld. More, we
have
{x⊗ (x⊕ 1) : x ∈ {0, 1, . . . , 22n − 1}} = {0, 1, . . . , 22n−1 − 1}.
Proof:
With the proved properties of previous setion we just have to prove that {0, 1, ..., 22n−
1} is losed for ⊗ to prove that {0, 1, ..., 22n−1} is a eld. We an justify this state-
ment with the Pigeonhole priniple: if, for some a ∈ {0, 1, ..., 22n−1}, we have a⊗0,
a⊗1,. . . ,a⊗ (22n −1) all dierent than 1, beause of the losure, we have 22n values
to be attahed, at most, to 22
n − 1 possibilities. This fores a repetition ontradit-
ing Theorem 3.3.2. So, if the losure is true, there are inverses for all elements of
{0, 1, ..., 22n − 1}.
As an introdutory note, we must say that the seond part of the theorem indiates
that the rst disposable result for 22
n ⊗ (22n ⊕ 1) is 22n−1. So,
22
n ⊗ (22n ⊕ 1) = 22n−1
⇔ 22n ⊗ 22n ⊕ 22n = 22n−1
⇔ 22n ⊗ 22n = 22n ⊕ 22n−1
⇔ 22n ⊗ 22n = 22n + 22n−1
⇔ 22n ⊗ 22n = 3
2
× 22n
We say that the nim-produt of two equal Fermat powers is their sesquimultiple.
The theorem is veriable for 22
0
= 2, 22
1
= 4, 22
2
= 16, et. We take the eld
{0, 1, . . . , 15} as the base ase. Beginning the indution, suppose that the theorem
holds for {0, 1, . . . , 22n − 1}.
A)
First we argue that if a < 2m with m 6 2n then a⊗ 22n < 2m+2n .
By denition,
a⊗ 22n = mex {a′ ⊗ 22n ⊕ a⊗ b⊕ a′ ⊗ b : a′ < a ∧ b < 22n} .
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By indution, a′⊗22n < 2m+2n . {0, 1, . . . , 22n − 1} is a eld so a′⊗22n > 2n (or else
we have a ontradition of Theorem 3.3.2). Therefore, beause a′ < a < 2m, a′⊗22n
an take at most 2m−1 distint elements greater or equal than 2n and smaller than
2m+2
n
.
a ⊗ b ⊕ a′ ⊗ b is an element of {0, 1, . . . , 22n − 1} beause, by indution, this set is
a eld. So, a⊗ b⊕ a′ ⊗ b an take at most 22n distint elements smaller than 22n.
By Corollary 2.2.2, a′ ⊗ 22n ⊕ a⊗ b⊕ a′ ⊕ b < 2m+2n . Therefore, the set
{
a′ ⊗ 22n ⊕ a⊗ b⊕ a′ ⊗ b : a′ < a ∧ b < 22n}
has at most (2m − 1)× 22n = 2m+2n − 22n elements smaller than 2m+2n . With mex
denition, we an onlude a⊗ 22n < 2m+2n .
B)
Seond, we argue that, if m 6 2n than
{
a⊗ 22n ⊕ b : a ∈ {0, 1, . . . , 2m − 1} and
b ∈ {0, 1, . . . , 22n − 1}} = {0, 1, . . . , 2m+2n − 1} . (∗)
Consider
{
a⊗ 22n ⊕ b : a ∈ {0, 1, . . . , 2m − 1} and b ∈ {0, 1, . . . , 22n − 1}}. If we
take two elements of this set, the equality a ⊗ 22n ⊕ b = a′ ⊗ 22n ⊕ b′ implies that
a = a′ and b = b′ beause (a ⊕ a′) ⊗ 22n = b ⊕ b′ just holds in this ase. So,{
a⊗ 22n ⊕ b : a ∈ {0, 1, . . . , 2m − 1} and b ∈ {0, 1, . . . , 22n − 1}} has 2m+2n distint
elements.
We an onlude that (*) is true beause, by A and Corollary 2.2.2, these distint
2m+2
n
elements are smaller than 2m+2
n
.
In partiular, for m = 2n,{
0, 1, . . . , 22
n+1 − 1
}
=
{
a⊗ 22n ⊕ b : a, b ∈ {0, 1, . . . , 22n − 1}} .
C)
Let us prove that{
x⊗ (x⊕ 1) : x ∈
{
0, 1, ..., 22
n+1 − 1
}}
=
{
0, 1, ..., 22
n+1−1 − 1
}
.
Consider the typial element a⊗ 22n ⊕ b and the expression x⊗ (x⊕ 1):
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x⊗ (x⊕ 1)
= (a⊗ 22n ⊕ b)⊗ (a⊗ 22n ⊕ b⊕ 1)
= (a⊗ a⊗ 22n ⊗ 22n)⊕ (a⊗ b⊗ 22n)⊕ (a⊗ 22n)⊕ (a⊗ b⊗ 22n)⊕ (b⊗ b)⊕ b
=︸︷︷︸
induction
(a⊗ a⊗ (22n ⊕ 22n−1))⊕ (a⊗ 22n)⊕ (b⊗ b)⊕ b
= [(a⊗ (a⊕ 1))⊗ 22n]⊕ [a⊗ 22n−1 ⊕ (b⊗ (b⊕ 1))]
In the last expression, by indution, a⊗(a⊕1) takes all the values of {0, 1, ..., 22n−1−
1}. We know the same for b ⊗ (b ⊕ 1). We will argue that [(a ⊗ (a ⊕ 1)) ⊗ 22n ] ⊕
[a⊗ 22n−1 ⊕ (b⊗ (b⊕ 1))] takes exatly the values of the set
{k ⊗ 22n ⊕ j : k ∈ {0, 1, . . . , 22n−1 − 1} and j ∈ {0, 1, . . . , 22n − 1}}.
Fix an arbitrary a. The question is to know if a ⊗ 22n−1 ⊕ (b ⊗ (b ⊕ 1)) takes
all the values K ∈ {0, 1, . . . , 22n − 1}. In order to nd the value of b, we must
onsider the equation b ⊗ (b ⊕ 1) = K ⊕ a ⊗ 22n−1. We see the danger 22n−1 6
K ⊕ a⊗ 22n−1 < 22n. However, beause we an replae a by a⊕ 1 without hanging
the value of a ⊗ (a ⊕ 1), if the dangerous ase sueeds, we make this replaement
and we get b⊗ (b⊕ 1) = K ⊕ a⊗ 22n−1⊕ 22n−1 obtaining a value smaller than 22n−1
(22
n−1 6 i < 22
n ⇒ i⊕22n−1 < 22n−1). So, [(a⊗(a⊕1))⊗22n ]⊕[a⊗22n−1⊕(b⊗(b⊕1))]
takes exatly the values of the set
{k ⊗ 22n ⊕ j : k ∈ {0, 1, . . . , 22n−1 − 1} and j ∈ {0, 1, . . . , 22n − 1}}.
We saw in B that this set is {0, 1, . . . , 22n+1−1 − 1} (see (*)).
D)
To nish, we prove that {0, 1, . . . , 22n+1 − 1} is losed for ⊗. We already know that
{0, 1, . . . , 22n+1 − 1} = {a ⊗ 22n ⊕ b : a, b ∈ {0, 1, . . . , 22n − 1}}. So, multiplying
arbitrary terms,
[a⊗ 22n ⊕ b]⊗ [a′ ⊗ 22n ⊕ b′]
= [a⊗ a′ ⊗ 22n ⊗ 22n ]⊕ [(a⊗ b′ ⊕ a′ ⊗ b)⊗ 22n ]⊕ [b⊗ b′]
= [a⊗ a′ ⊗ (22n ⊕ 22n−1)]⊕ [(a⊗ b′ ⊕ a′ ⊗ b)⊗ 22n ]⊕ [b⊗ b′]
= [(a⊗ a′ ⊕ a⊗ b′ ⊕ a′ ⊗ b)⊗ 22n ]⊕ [a⊗ a′ ⊗ 22n−1 ⊕ b⊗ b′]
The result is an element of {0, 1, . . . , 22n+1 − 1} and the theorem holds. 
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Theorem 3.4.2. Form 6= n ∈ N0 we have 22n⊗22n = 32×22
n
and 22
m ⊗ 22n = 22m+2n .
Proof:
We rst equality is justied in the proof of previous theorem. Let m < n.
22
m ⊗ 22n = mex{a⊗ 22n ⊕ 22m ⊗ b⊕ a⊗ b : a < 22m and b < 22n}
The generi exludent is
a⊗ 22n ⊕ 22m ⊗ b⊕ a⊗ b = [a⊗ 22n ]⊕ [b⊗ (22m ⊕ a)].
Consider an arbitrary a < 22
m
. We say that b ⊗ (22m ⊕ a) takes all the values of
{0, 1, . . . , 22n − 1}. To argue this, onsider an arbitrary K ∈ {0, 1, . . . , 22n − 1}. To
nd the adequate b, we solve the equation
K = b⊗ (22m ⊕ a)⇔ b = K ⊗ (22m ⊕ a)−1.
This makes sense beause {0, 1, . . . , 22n − 1} is a eld, 22m ⊕ a ∈ {0, 1, . . . , 22n − 1}
and also K ⊗ (22m ⊕ a)−1 ∈ {0, 1, . . . , 22n − 1}. So,
{a⊗ 22n ⊕ 22m ⊗ b⊕ a⊗ b : a < 22m and b < 22n}
= {a′ ⊗ 22n ⊕ b′ : a ∈ {0, 1, . . . , 22m − 1} and b′ ∈ {0, 1, . . . , 22n − 1}}
= {0, 1, . . . , 22m+2n − 1}
By mex denition, 22
m ⊗ 22n = 22m+2n. 
With the previous theorem we an work out the nim-produt of other numbers (not
just Fermat powers). We an see one example in [Con01℄, page 53.
5⊗ 9 = (4⊕ 1)⊗ (4⊗ 2⊕ 1)
= 4⊗ 4⊗ 2⊕ 4⊗ 2⊕ 4⊕ 1
= 6⊗ 2⊕ 8⊕ 4⊕ 1
= (4⊕ 2)⊗ 2⊕ 13
= 4⊗ 2⊕ 2⊗ 2⊕ 13
= 8⊕ 3⊕ 13 = 6
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3.5 Field's Struture of (N0,⊕,⊗)
With the proved properties of the setion 3.3 and Theorem 3.4.1 we an say that
(N0,⊕,⊗) is a eld (Theorem 3.4.1 guarantees the existene of inverses). Conway
presents is reursive denition of a−1 and it is possible to add an interesting moti-
vation.
We must have a−1 6= 0 and a⊗ a−1 = 1. So,
mex{a′ ⊗ a−1 ⊕ a⊗ a−1′ ⊕ a′ ⊗ a−1′ : a′ < a, a−1′ < a−1} = 1,
or either,
mex{a′ ⊗ a−1 ⊕ (a⊕ a′)⊗ a−1′ : a′ < a, a−1′ < a−1} = 1.
This leads to
a′ ⊗ a−1 ⊕ (a⊕ a′)⊗ a−1′ 6= 1⇒ a−1 6= [1⊕ (a⊕ a′)⊗ a−1′ ]⊗ a′−1.
Conway's strange indutive denition for a−1 is the number satisfying
a−1 = mex{0, [1⊕ (a⊕ a′)⊗ a−1′ ]⊗ a′−1 : a′ < a, a−1′ < a−1}.
3.6 An Example of Appliation of the Nim-Sum:
Hamming Codes
The mathematiian Andy Liu proposed a very interesting magial eet [Liu09℄.
The trik uses a small dek: ae through eight of lubs. The audiene hooses one
of them and gives the information to a magiian's helper. Then one volunteer of the
audiene shues the eight ard dek, plaes the ards in a row, arbitrarily deiding
whih should be turned up.
The helper turns exatly one ard. After this, the magiian enters the room and,
looking at the ards, determines the ard hosen by the audiene. Let's see an
example: the audiene hooses the deue and leaves the following setup:
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The helper turns the third position leaving the following row:
The magiian enters the room and shouts deue of lubs!
In [Liu09℄, it is shown how to onstrut this trik using Hamming odes. A Ham-
ming ode is a linear error-orreting ode deteting single-bit errors. The sheme
is based on set theory. Exemplifying, let us onsider a spei ase, a 8-bit word
a0a1a2a3a4a5a6a7. We odify the message inluding 4 more digits (test-bits ti). The
ti oupy the positions 1, 2, 4 and 8 (powers of 2). To hose the ti, the following
hart is organized:
Bit Position 1 2 3 4 5 6 7 8 9 10 11 12
Enoded Bits t0 t1 a0 t2 a1 a2 a3 t3 a4 a5 a6 a7
Equation 1 × × × × × ×
Equation 2 × × × × × ×
Equation 3 × × × × ×
Equation 4 × × × × ×
The values ti are test-bits hosen by solving the following 4 equations:
t0 + a0 + a1 + a3 + a4 + a6 ≡ 0 (mod 2) (3.1)
t1 + a0 + a2 + a3 + a5 + a6 ≡ 0 (mod 2) (3.2)
t2 + a1 + a2 + a3 + a7 ≡ 0 (mod 2) (3.3)
t3 + a4 + a5 + a6 + a7 ≡ 0 (mod 2) (3.4)
To understand the onept behind the odiation, we note that the 4 equations
an fail by 15 distint ways (15 of the 16 subsets of a set with 4 elements). The
odiation is done in suh way that every single-bit error is related to one of the
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15 possible failures (exatly one). From ode theory, it is known that the rules for
the equations an be listed like this:
Eq 1: skip 0, check 1, skip 1, check 1, skip 1, . . .→ positions 1, 3, 5, 7, 9, 11, 13, 15, . . .
Eq 2: skip 1, check 2, skip 2, check 2, skip 2, . . .→ positions 2, 3, 6, 7, 10, 11, 14, 15, . . .
Eq 3: skip 3, check 4, skip 4, check 4, skip 4, . . .→ positions 4, 5, 6, 7, 12, 13, 14, 15, . . .
Eq 4: skip 7, check 8, skip 8, check 8, skip 8, . . .→ positions 815, 2431, 4047, . . .
(. . .)
Eq k: skip 2k − 1, check 2k, skip 2k, check 2k, skip 2k, . . .
There is a unique bit overage on Hamming odes. For example, the bit responsible
for the failure of the equations 1 and 4 is the 9th bit (a4). The reeptor of the
message just has to hek the ongruenes (1), (2), (3), and (4) to determine the
bits with error.
Consider the message 10010111. The equations (1), (2), (3), and (4) produe the
Hamming ode 101000110111. Imagine a single-bit error and the sent message
101001110111 (with an error in the 6th position). The reeptor alulates the on-
gruenes (1), (2), (3), and (4) and sees that (1) and (4) hold while (2) and (3) fail.
The error ours in the 2nd and 3rd equations so, by table inspetion, the error-bit
is in 6th bit. The detetion of the error position an be made by visual inspetion
of a table. There are 2k subsets of a nite set with ardinality k, so, if the message
length (k) is suh that 2j 6 k < 2j+1 then the enoded message needs j+1 test-bits.
Andy Liu's idea is to prepare the magiian's reeption. Bak ards at like 1 and front
ards at like 0. In our example, the trik's vitim leaves a onguration enoded
by 10110010 and the helper wants to onstrut an error in the seond position (to
inform the magiian about the hosen ard, the deue), rst he should organize the
following table:
Bit Position 1 2 3 4 5 6 7 8
Enoded Bits 1 0 1 1 0 0 1 0
Eq 1 × × × ×
Eq 2 × × × ×
Eq 3 × × × ×
Eq 4 ×
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Then, heking the four ongruenes, the helper nds that only (1) fails. As the
helper wants just (2) to fail, he has to adjust (1) and (2). This an be done ipping
the third bit. With ards, the helper has to turn the third ard. The magiian
arrives and makes the same ongruene alulations and table inspetion. In this
ommuniation sheme, t3 ats like neutral element. If the magiian, after inspe-
tion, sees that (2) and (4) fail, it is the same as if only (2) fails. If the magiian,
after inspetion, sees that nothing fails, it is the same as if only (4) fails. This is
not an easy proess. We will see that ombinatorial game theory helps better the
magiian's job [SSD10℄.
For the implementation of the ard trik it's important to prove the following theo-
rem:
Theorem 3.6.1. Consider any subset {a0, a1, . . . , aj} ⊆ Okn2 with j 6 k − 1. For
all N ∈ {0, . . . , k − 1} one of the following holds:
1. ∃ i ∈ {0, . . . , j} : a0 ⊕ a1 ⊕ · · · ⊕ ai−1 ⊕ ai+1 ⊕ · · · ⊕ aj = N ;
2. ∃ b ∈ Okn2 \ {a0, a1, . . . , aj} : a0 ⊕ a1 ⊕ · · · ⊕ aj ⊕ b = N .
Proof:
The proof is a diret onsequene of the property x⊕ x = 0. We begin to onsider
the equation:
a0 ⊕ a1 ⊕ · · · ⊕ aj ⊕ x = N
As the inverse of a number is itself, the solution of the equation is trivial:
x = N ⊕ a0 ⊕ a1 ⊕ · · · ⊕ aj
If N⊕a0⊕a1⊕· · ·⊕aj /∈ {a0, a1, . . . , aj} then 2 holds and b = N⊕a0⊕a1⊕· · ·⊕aj .
If N ⊕ a0 ⊕ a1 ⊕ · · · ⊕ aj ∈ {a0, a1, . . . , aj} then 1 holds and exists ai = N ⊕ a0 ⊕
a1 ⊕ · · · ⊕ aj . In this ase, a0 ⊕ a1 ⊕ · · · ⊕ ai−1 ⊕ ai ⊕ ai+1 ⊕ · · · ⊕ aj ⊕ ai = N ⇔
a0 ⊕ a1 ⊕ · · · ⊕ ai−1 ⊕ ai+1 ⊕ · · · ⊕ aj = N .

This theorem provides a very elegant way for the helper and the magiian to om-
muniate. Let's return to the rst example of this paper:
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The audiene hooses the deue and leaves the following setup:
With the order 1, 2, . . . , 6, 7, 0 (0 orresponds to 8) and with the assoiations On→
Back Card and Off → FrontCard, the helper alulates
x = 1⊕ 3⊕ 4⊕ 7︸ ︷︷ ︸⊕ 2︸︷︷︸ = 3
Back Cards (ai) N (ChosenCard)
In this ase, x = 3. Beause the third ard is bakward, the situation orresponds to
the rst item of Theorem 1. So, the helper turns the third ard giving the following
setup to the magiian:
Now, the magiian just alulates N = 1⊕ 4⊕ 7 = 2 and shouts deue of lubs!
Theorem 3.6.1 has a nie geometri interpretation. In the rst part of the ard trik,
the vitim gives a onguration to the helper and a hosen ard N ∈ {0, . . . , 2k−1}.
We an assoiate eah onguration to a graph's vertex. The helper's move is to
hoose an adjaent vertex of the given onguration. If we an dene a funtion
f : V (G)→ {0, . . . , 2k − 1} over the set of verties suh that the helper an always
hoose a move giving f(v) = N , the trik is explained.
Good onguration graphs are the hyperubes Ik = {0, 1}2k with 22k verties
(the verties are all the arrangements α1, α2, . . . , α2k−1 , α2k (αi ∈ {0, 1}). In those
hyperubes, eah vertex has degree 2k. A funtion satisfying our goal is
f : Ik → {0, 1, . . . , 2k − 1} given by
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f(α1, α2, . . . , α2k−1 , α2k) = α1 ⊕ 2α2 ⊕ 3α3 ⊕ · · · ⊕ (k − 1)α2k−1
We an visualize the geometri idea:
0011→3
0111→1
1111→0
1110→0
1100→3
0110→1
1101→3
0101→2
1011→2
1001→1
1010→2
1000→1
0100→2
0010→3
0001→0
0000→0
0→0
00→0 01→0
10→1 11→1
0,1,2,3{ }
0,1{ }
0{ }
If we perform the trik with just 4 ards, the piture of the hyperube is very use-
ful. For instane, if the helper gets the onguration 1010 and wants to inform the
hosen ard 3, he must hose the vertex 0010 (he turns the rst ard).
We an use what we know about (N0,⊕) to give a dierent view about the Hamming
odes. Suppose the message 10010111. First, we onstrut the following sheme:
Bit Position 1 2 3 4 5 6 7 8 9 10 11 12
t0 t1 a0 t2 a1 a2 a3 t3 a4 a5 a6 a7
Enoded Bits ? ? 1 ? 0 0 1 ? 0 1 1 1
Before we think about the values ti we start nim-adding the positions of the ai = 1
(all N to this number). In this example, N = 3⊕ 7⊕ 10⊕ 11⊕ 12 = 9. With this
message length, beause ({0, 1, . . . , 15},⊕) is a nite group, it is mandatory that N
is an element of {0, 1, . . . , 15} for all possible messages. After the alulation, the
ti are hosen in suh a way that the nim-sum of their positions equals N . This is
always possible beause the positions are the 2-powers 1, 2, 4 and 8. In fat, we must
hose the ti making t3t2t1t0 be the N's binary expansion. In the example, t3 = 1,
t2 = 0, t1 = 0, and t0 = 1. The enoded message is 101000110111.
When the reeptor reeives the message, he performs the nim-sum
⊕
pi (nim-sum
of positions with digit 1). If the result is dierent from zero, an error ourred. Say
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that
⊕
pi = x. The question is: what is the position where the error ourred?
Or either, what is the value y suh that
⊕
pi ⊕ y = 0? Beause ({0, 1, . . . , 15},⊕)
is a nite group, it is mandatory that x is an element of {0, 1, . . . , 15}. As this
group has the property k ⊕ k = 0, we know that ⊕ pi ⊕ x = 0. So, it is possible to
understand that x is the answer, revealing the position where the error ourred. If
x 6∈ {pi} then the element in position x is a zero and must be transformed in one.
If x ∈ {pi} then the element in position x is one and must be transformed in zero.
The reeptor just has to alulate
⊕
pi to disover the position x. Suppose that
the error transforms the enoded message 101000110111 into 101000110101. The
reeptor performs 1 ⊕ 3 ⊕ 7 ⊕ 8 ⊕ 10 ⊕ 12 = 11. He immediately understands that
the error was in the 11th position. The properties of the nim nite groups provide
an elegant explanation for Hamming's idea.
3.7 Comparison Proesses
Computational omplexity theory is a branh of the theory of omputation in om-
puter siene that fouses on lassifying omputational problems aording to their
inherent diulty. A very important lass of problems are the problems assigned
to the NP lass (nondeterministi polynomial time): any given solution to a NP-
problem an be veried in polynomial time. Another very important lass is the
NP-omplete lass. A NP-omplete problem has two properties:
1. The problem is NP;
2. If the problem an be solved in polynomial time, then so an every problem
in NP.
The easiest way to prove that some new problem is NP-omplete is to prove rst that
it is NP, and then to redue some known NP-omplete problem to it. Therefore, it
is useful to know a variety of NP-omplete problems (Boolean Satisability Problem
(Sat.), Travelling Salesman Problem, et.). There is an huge number of referenes
about the subjet ([GJ79℄ is a lassial one).
We an use a similar idea in Combinatorial Game Theory [San10℄. Considering an
initial game G, the basi idea is to nd a onstrution proess in some other game H
and embed the onstrution in G. If the analysis of H is still an open problem then
we immediately understand that a omplete analysis of G will be a very hard task.
Obviously, H should be somehow better understood than G. To exemplify how this
an work, let us introdue the impartial ombinatorial game traffi lights and
exemplify some relations with two otal games.
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3.7.1 Rules of traffi lights
There are many variants on the onept of noughts and rosses (or ti-ta-
toe). traffi lights is an interesting modern version reated by Alan Parr. It
is played on a n × m board with a supply of red, yellow, and green stones. The
player who sueeds in plaing three adjaent stones with same olor in a horizontal,
vertial or diagonal row wins the game. A move may be one of three possibilities:
1. Put a green stone in an empty ell;
2. Replae a green stone by a yellow one;
3. Replae a yellow stone by a red one.
Ultimately the board will ll with red stones, so the game must have an end. In this
text we will use a matriial notation for the traffi lights positions. We will use
4 digits: 0-empty ell; 1-green stone; 2-yellow stone; 3- red stone.
The 3 × 3 board has a fored win to the rst player: Drop a green stone at the
enter, the adversary must replae it (only possible move), then First replae it into
a red stone. After that, First just needs to maintain symmetry to win.
We an hange the semanti of traffi lights rules to see that it is a ombi-
natorial game. If we inlude the rule it's forbidden to play a move allowing the
opponent to make 3-in-a-row hanging the goal-rule to last player wins then we
an see that traffi lights satises all the ombinatorial riterions (see Denition
1.1.1). It is also impartial beause Left options and Right options are the same for
the game and all its followers. So, by Theorem 2.1.2, all traffi lights positions
take nimbers as values.
3.7.2 traffi lights and the Otal 0.137
We will see how we an ebbed some otal games in traffi lights. As we saw in
subsetion 2.5.2., dawson's hess is the otal game with ode 0.137 (see [BCG01℄).
3 opo
2 0Z0
1 OPO
a b 
= ∗2
3 opop
2 0Z0Z
1 OPOP
a b  d
= 0
3 opopo
2 0Z0Z0
1 OPOPO
a b  d e
= ∗3 (. . .)
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It is possible to embed dawson's hess in traffi lights onstruting positions
aording to the following unidimensional pattern (the allowed options are boxed):
[
2 3 1 2 3 1 2 3 1 2 (. . .
]
The generi ase to onstrut the dawson's hess positions is the following one
(n is the number of olumns of the board) :
1. The traffi lights position orresponds to an unidimensional matrix with
k ells where k =
⌊
3n+2
2
⌋− 1;
2. If j ≡ 0 (mod 3) then aj = 1;
3. If j ≡ 1 (mod 3) then aj = 2;
4. If j ≡ 2 (mod 3) then aj = 3.
By the rules of traffi lights, when we move in aj where j ≡ 1 (mod 3), the
move turns the ells aj−1 and aj+2 not allowed ones (these moves orrespond to
replaement of yellow stones by red ones). When we move in aj where j ≡ 0
(mod 3), the move turns the ells aj−2 and aj+1 not allowed ones (these moves
orrespond to replaement of green stones by yellow ones). In both ases, like in
dawson's hess, the moves annihilate the two adjaent possible moves.
3 opo
2 0Z0
1 OPO
a b 
=
[
2 3 1 2
]
3 opop
2 0Z0Z
1 OPOP
a b  d
=
[
2 3 1 2 3 1
]
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3 opopo
2 0Z0Z0
1 OPOPO
a b  d e
=
[
2 3 1 2 3 1 2
]
So, we embedded the game 0.137 in traffi lights. However, dawson's hess
is an easy otal game. It is known that its Grundy sale is periodi (see Theorem
2.5.5 and its note). The proess is interesting but if we want to estimate the diulty
of traffi lights we must try another embedding with a dierent otal game.
3.7.3 traffi lights and the Otal 0.007
It is possible to embed a non trivial otal game in traffi lights. As we saw in
subsetion 2.5.2., Trebleross is a Ti-Ta-Toe game played on a 1 × n strip in
wih both players use the same symbol (X). trebleross is the otal game with
ode 0.007 (see [BCG01℄).
It is possible to embed trebleross in traffi lights onstruting positions
aording to the following pattern (the allowed options are boxed):


0 0 0 0 0 0 0 (...)
0 3 3 0 3 3 0 (...)
0 3 3 0 3 3 0 (...)
1 0 0 1 0 0 1 (...)


The generi ase to onstrut the trebleross positions for n > 3 (number of ells
of the line) is the following one:
1. The traffi lights position orresponds to a 4× n matrix;
2. a1,j = 0 for all j;
3. If j ≡ 1 (mod 3) then a2,j = 0 and a3,j = 0;
4. If j 6≡ 1 (mod 3) then a2,j = 3 and a3,j = 3;
5. If j ≡ 1 (mod 3) then a4,j = 1;
6. If j 6≡ 1 (mod 3) then a4,j = 0.
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By the rules of traffi lights, when we move in a1,j , the move turns the ells aj−2,
aj−1, aj+1, and aj+2 not allowed ones (these moves orrespond to plaement of green
stones in the rst row). By the rules, moves on the seond, third and fourth rows
are forbidden. So, like in trebleross, the allowed moves in rst row annihilate
two adjaent possible moves on the left and two adjaent possible moves on the right.
The Grundy sale of trebleross was omputed up to n = 225 = 33554432 with
maximum nim-value G(6193903) = 1401 [Fla℄. A omplete mathematial analysis of
trebleross is still an open problem. We immediately understand that a omplete
mathematial analysis of traffi lights is a hard task.
4Nim Dimension of Games
4.1 Definition and Motivation of Nim Dimension
We saw before that for every impartial game G there is a non-negative integer n suh
that G = ∗n (Theorem 2.1.2). In Chapter 1, we also saw that in partizan games
like konane we still an onstrut nimbers. Berlekamp asked the question What
is the habitat of ∗2?. We generalize this to ask: for a game G, what is the largest
n suh that ∗n is a position in G?. This leads to the denition of nim dimension.
Denition 4.1.1. A ombinatorial game has nim dimension n if it ontains a po-
sition ∗2n−1 but not ∗2n. A game has innite nim dimension if all the nimbers an
be onstruted. It has null, or ∅, nim dimension if ∗ annot be onstruted.
We show some examples. In the game of shove, a player shoves one of his piees
and all other piees on the left, to the left one square, possibly o the end of the
board. For example,
=
{ ∣∣ , }.
ol is played on a graph with unolored verties; Left olors blue an unolored
vertex, Right olors it red, but two adjaent verties are not allowed to be olored
the same. toppling dominoes is played with a row of blak and white dominoes.
A player topples, to the left or right, one of their dominoes and it topples all the
dominoes in that diretion. For example,
=
{
0,
∣∣∣ }.
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• nim dimension(shove) = ∅ sine all the values are numbers [ANW07℄;
• nim dimension(ol) = 0 sine all the values are numbers or numbers plus ∗
[BCG01℄;
• nim dimension(toppling dominoes) =∞ sine it is easy to show that
= ∗; = ∗2; = ∗3; et. [ANW07℄.
We note that even for impartial games, determining the nim dimension is still an
ative question. Is the nim dimension nite for all otal games? (See [Guy96℄, prob-
lem 2)
Beyond the mathematis there is a reason for the importane of nim dimension.
From [Tho00℄, a very important referene for game designers,
(...)A good game should also have drama: it should be possible for a player to re-
over from a weaker position and still win the game. Vitory should not be ahievable
in a single suessful blow; the suspense should ontinue through an extended am-
paign.(...)
The nim dimension is a kind of thermometer for measuring the drama of a game.
For example, a reent national Junior High Shool Games ompetition (Portuguese
Championship of Mathematial Games 2006) introdued the game of traffi
lights on a 3 × 4 board. Beause it is possible to have ∗7 in 3 × 4 traffi
lights, we know that there are positions in whih the players an make mistakes
several times in a row. This guarantees good drama for 3× 4 traffi lights.

 0 0 0 02 3 0 1
0 0 2 0


∗7
4.2 The Embedding Proess: Impartial traffi
lights
In this setion we introdue our rst proess to analyze the nim dimension of a
game. The basi idea is to nd a onstrution proess in some other game and
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embed the onstrution in the game under analysis [San10℄. For example, if we have
a onstrution that gives all the nimbers in one game and if somehow this game
an be embedded as a sub-set of the positions in a seond game then both games
have innite nim dimension. Obviously, the rst game should be somehow simpler
or better understood than the seond. To show how this an work, let us onsider
the impartial ombinatorial game traffi lights. We saw in third hapter that
it is possible to embed some otal games in traffi lights. Unfortunately, these
partiular otal games are not enough to prove the innite nim dimension of traf-
fi lights. However, we an build the onstrution proess with a dierent game.
To prove that, we introdue the Fabian Maeser's game of Regio and prove some
results. Then we will relate these results with a partiular onstrution in a traf-
fi lights ontext.
Regio is played on a retiulate pattern. On eah turn, eah player plaes one
stone on an empty ell. After the move, all (orthogonal) adjaent empty ells are
also oupied. The player who makes the last move, wins. In the following gure,
the plaed stones are marked by a triangled and note that the orthogonal adjaent
empty ells are also oupied.
Regio is an impartial ombinatorial game and an be seen as a graph game (more
about ombinatorial graph games in [NO05℄). On eah turn, a player removes one
vertex plus its neighborhood. Here are two positions and their values.
* *
2 1 0
0 1
1
1
0
=   3=   2
The number attahed to eah vertex is the Grundy value of the game (nimber with-
out the ∗) that results from removing that vertex and its neighborhood. We will use
this vertex labeling onvention throughout this setion.
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Lemma 4.2.1. Consider the sequenes g(n) and f(n) of the Grundy values for the
following patterns in Regio. For all n, g(n) = 1 and f(n) = 0.
(...)
f(5)f(4)f(3)f(2)f(1)
{|}
(...)
g(5)g(4)g(3)g(2)g(1)
Proof:
It is easy to onrm that g(1) = g(2) = 1 and f(1) = f(2) = 0. For n ≥ 3, we have
the following sheme of the Grundy values:
(...)
(...)
In the seond, removing bottom verties is the same as removing upper verties.
So, for n ≥ 3,
g(n) = mex({f(n− 1)} ∪ {f(n− i)⊕ f(i− 1), i ∈ {2, . . . , n− 1}} ∪
∪ {g(n− i)⊕ g(i), i ∈ {1, . . . , n− 1}})
and
f(n) = mex ({g(n− i)⊕ f(i− 1), i ∈ {2, . . . , n− 1}} ∪ {g(n− 1)}) .
By indution,
g(n) = mex({0} ∪ {0⊕ 0} ∪ {1⊕ 1}) = 1 and f(n) = mex({1} ∪ {1⊕ 0}) = 0. 
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(...)
h(5)h(4)h(3)h(2)h(1)
Lemma 4.2.2. In the Regio following patterns, we have G-values h(n) = n.
Proof:
It is easy to onrm that h(1) = 1 and h(2) = 2. For n > 3, we have the following
sheme:
(...)
h(n) = mex({h(n− i)⊕ f(i− 1), i ∈ {2, . . . , n− 1}} ∪
∪ {h(n− i)⊕ g(i− 1), i ∈ {2, . . . , n− 1}} ∪
∪ {h(n− 1)} ∪ {f(n− 1)} ∪ {g(n− 1)})
or either,
h(n) = mex({h(n− i)⊕ 0, i ∈ {2, . . . , n− 1}} ∪
∪ {h(n− i)⊕ 1, i ∈ {2, . . . , n− 1}} ∪ {h(n− 1)} ∪ {0} ∪ {1})
The indution hypothesis is h(i) = i, for i ∈ {1, . . . , n− 1}, so,
h(n) = mex({0, 1, 2, . . . , n− 1} ∪ {(n− i)⊕ 1, i ∈ {2, . . . , n− 1}}).
Beause (n− i)⊕ 1 ≤ n− 1 when i ∈ {2, . . . , n− 1}, we have
h(n) = mex({0, 1, 2, . . . , n− 1}) = n.

Now we proof the following theorem about the traffi lights nim dimension
showing the embedding proess.
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Theorem 4.2.3. traffi lights has innite nim dimension.
Proof: We an generate in traffi lights all the Regio positions of the previous
lemma with the following pattern:


3 1 3 1 3 1 3 1 (. . . ) 3 1 3 3 1
3 0 3 0 3 0 3 0 (. . . ) 3 0 0 2 3
0 0 0 0 0 0 0 0 (. . . ) 0 0 0 0 2
2 0 0 0 0 0 0 0 (. . . ) 0 0 0 3 1
3 3 0 3 0 3 0 3 (. . . ) 0 3 0 3 3
1 1 2 1 3 1 3 1 (. . . ) 3 1 3 1 3


The only allowed moves are those indiated with a square. More, when we make a
move, transforming a squared zero into one, the orthogonal adjaent squared ells
turns illegal moves.
Let us give the generi ase:
1. ∗2 −→ 6× 5-matrix, ∗3 −→ 6× 7-matrix,...,∗n −→ 6× 2n + 1-matrix;
2. The rst 3× 3 ells are, in all ases,


3 1 3
3 0 3
0 0 0
2 0 0
3 3 0
1 1 2


3. For the last two olumns, we have for all ases,


3 1
2 3
0 2
3 1
3 3
1 3


4. For 3 < i < 2n,
if i even,
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

a1,i
a2,i
a3,i
a4,i
a5,i
a6,i


=


1
0
0
0
3
1


if i odd,


a1,i
a2,i
a3,i
a4,i
a5,i
a6,i


=


3
0
0
0
0
3


For eah matrix onstruted like this, if we look at squared ells as verties and join
the verties with an edge if the orresponding ells are in some three-in-row line, we
an see that these traffi lights positions are isomorphi to Regio positions of
the previous lemma. 
4.3 The Fratal Proess: Partizan konane
Our seond proess to analyze the nim dimension of a game is the most natural.
The idea is to onstrut a nimber using the onstrutions of the previous ones. If
the rules of the game allow us to implement this kind of reursive proess we get a
geometri sheme. We all this a fratal proess beause it is possible to have auto
similarity property. We illustrate with konane's example.
In this setion we will prove the following interesting theorem.
Theorem 4.3.1. (see [SS08℄)
konane has innite nim dimension.
To understand the idea behind onstruting nimbers in konane, let us start with
the analysis of two positions:
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1
2
3
4
5
7
6
A B C D E F
1
2
3
4
5
7
8
9
6
A B C D E F
In the left position of previous gure, if Left plays D3-D7 then he goes to a position
with value ∗. If Left plays D3-F3 then he goes to a position with value 0. More
interesting is the move D3-D5. This option is dominated, beause the position is
negative (↓). The Right options are easier to analyze: E3-C3 and D4-D2 go to 0
and E3-A3 goes to ∗. So, the left position is a ∗2:
{D3-F3, D3-D7 |E3-C3, D4-D2, E3-A3} = ∗2
In the right position, Left has a supplementary option. However, like D3-D5 in
previous example, the option is negative and dominated ({↓, ∗ | 0}). So the right
position is also a ∗2. If we want we an join any number of stones to the olumn
without hanging the game value. With this kind of idea we have a proess to gain
spae on the board.
If we look at left position, all Left moves must be made by the stone at D3. In
similar ases we will say that D3 is the foal point and the stone at D3 the foal
stone.
Algorithm to onstrut a ∗n in konane:
We will onstrut ∗n using the previous ∗(n − 1). Let ∗2 be realized by the left
position in the previous gure. Using the usual oordinates for matrix ells, the
dimension of the board is 7× 6 and the foal point has oordinates (5, 4).
In general, let K(n) be the board, of dimensions ln × cn, with the onstruted ∗n
where (an, bn) are the oordinates of the foal point. By indution, assuming that
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we have K(n− 1), the onstrution for K(n) follows below.
The base ase is the ∗2 (l2 = 7, c2 = 6, a2 = 5, b2 = 4). The onstrution of the ∗n
is desribed as follows.
1. ln = ln−1 + cn−1 + 2;
2. cn = ln−1 + 3;
3. In the K(n− 1), remove the blak stone from the foal point and joint white
stones in squares with oordinates
(an−1 + 2k − 1, bn−1), k > 1 and an−1 + 2k − 1 6 ln−1;
4. Put the board obtained in 3 on the ∗n's area (see 1 and 2) on the retangle
with verties
(1, cn − cn−1 + 1), (1, cn), (ln−1, cn − cn−1 + 1), (ln−1, cn);
5. Turn blak in white and white in blak in the board obtained in 3. Rotate 90◦
and put this on the ∗n's retangle with verties
(ln−1 + 2, 1), (ln−1 + 2, ln−1), (ln − 1, 1), (ln − 1, ln−1);
6. Put white stones at
(ln−1 + 1, cn − 2), (ln−1 + 3, cn − 2), (ln−1 + 4, cn − 1);
7. Put a blak stone at (ln−1 + 4, cn − 2) and this is the new foal point
(an = ln−1 + 4; bn = cn − 2);
8. The ln
th
line is empty.
To illustrate the algorithm onsider the following gure:
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7
6
5
4
3
1
2
1 2 3 4 5 6
13
12
11
9
8
7
6
10
5
4
3
2
1
14
15
1 2 3 4 5 6 7 8 9 10
*3
Item 8
Item 7
Item 6
Item 5
Item 4
Item 3
*2
Iteration
Proof (orretness of the algorithm):
Let's analyze the Left options (the argument for the Right options is similar). The
rst move must be made from the foal point. Suppose we move the foal stone to
a square (x, bn) with x 6 an−1. Then, by indution, we are in a known situation,
beause the retangle dened in the item 4 beomes independent of the rest of the
position. By onstrution, for all n, the last line and the last olumn are empty, so,
there are 3 empty lines between the retangle and the rest of position (whih is ster-
ile, without possible moves) and this justies the independene. The initial position
is fuzzy beause both Left and Right have a winning move (from (ln−1+4, cn−2) to
(ln−1+4, cn) is the winning move for Left and from (ln−1+3, cn−2) to (ln−1+5, cn−2)
the winning move for Right). So the dominated negative options in the ∗(n− 1) are
still dominated. The mentioned move (x, bn) must go to ∗(n − 1) when it goes to
(an−1, bn) or to ∗, ∗2, . . . , ∗(n− 2) (previous ∗(n− 1) options).
Now, suppose we move the foal stone to a square (x, bn) with x > an−1, as Left
loses the opportunity to take right, the value beomes negative. So these options
are also dominated.
Finally, in the initial position, if Left goes right, then he goes to a position with
value 0. The not dominated options are 0, ∗, . . . , ∗(n− 1). 
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Another example:
*4
4.4 The Algebrai Proess: Partizan amazons
Our third proess is based in a simple idea: try to embed an algebrai table in a
game position [SS10℄. For instane, to onstrut a ∗4 we an onsider the following
algebrai table:
+ ∗2 ∗3
∗2 0 ∗
0 ∗2 ∗3
If we observe arefully the interior values of the table we an see that those values
are the needed stu to onstrut a ∗4. Sometimes it is possible to simulate an
algebrai table like this in a game position. We will show the amazons ase.
In a partizan game we have a larger number of possible options that an be used
to onstrut a nimber than in an impartial game. For instane, we know that a
game like {↑ | 0} has value ∗ too. When we think about higher stars, the number
of possibilities is just giganti. So it is important to make some mathematial
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onsiderations to lassify the games that an at as nimbers. We will prove some
useful results about the onstrution of nimbers but rst let us see some interesting
examples in amazons.
Some Values in amazons
In [Ber00℄ we an see the rst interesting game values in amazons:
In [Sna02℄, we an see more values and the rst ∗2:
In [Sna04℄ and [Teg02℄, we an see a vast list of values:
and we an add some innitesimals. . .
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So, we an say that amazons is a rih ombinatorial game with a vast number of
interesting examples. However, there is a little drawbak: amazons is very ounter-
intuitive. For instane, in the last piture, the game of value z1 is winning for Left
(blak). It is urious that a position with suh entralized Queen is lost for Right
(white). So it's very diult to analyze an amazons game a la hess, using general
strategi priniples.
R-lasses
In partizan games there is the reversibility phenomena. A reversible move for Left
is one whih Right an promise to respond to in suh a way that prospets are at
least as good as they were before (see Theorem 1.3.7).
For instane, with the reversibility simpliation priniple we an see why {↑ | 0} has
value ∗. We know that ↑= {0 | ∗}. It's easy to observe that {↑ | 0}+∗ > 0 (the game
{↑ | 0}+∗ is a previous player win so its value is 0). When Left hooses the option ↑,
then Right will immediately move to ∗, whih guarantees prospets at least as good
as before. Now Left has the new option 0 now available so {↑ | 0} = {0|0} = ∗.
Left an go to 0 in two tempos.
This theoretial bakground is very important, but we need a more expliit way to
reognize the options that an at like nimbers by reversibility. We will propose
some lasses of games. First we need some notation.
Denition 4.4.1. Consider a game G = {GL |GR}. A set of games ∆ ⊆ GL has the
type Mate(G1, . . . , Gn) if, for all i ∈ {1, . . . , n}, there exists L ∈ ∆ with L+Gi > 0.
A set of games ∆ ⊆ GR has the type Mate(J1, . . . , Jn) if, for all i ∈ {1, . . . , n},
108 Nim Dimension of Games
exists R ∈ ∆ with R + Ji ≤ 0. If the set GL has the type Mate(G1, . . . , Gn), we
write G = {Mate(G1, . . . , Gn) |GR}. If the set GR has the type Mate(J1, . . . , Jn),
we write G = {GL |Mate(J1, . . . , Jn)}.
Seond, to prepare the onstrution of ∗K, we dene some lasses.
Denition 4.4.2. For n,K ∈ N0 and n < K, we dene by reurrene the set of
games +KR
(N)
n
+KR
(0)
n = ∗n
and for N > 0, the lass +KR
(N)
n has the form
{Mate(0, ∗, . . . , ∗(n− 1)) ‖ {G′ ∈ +KR(N−1)n , △1︸︷︷︸
∗K
|Mate(0, . . . , ∗(K − 1))}, △2︸︷︷︸
∗n
}
The games in the set △1 are smaller or onfused with ∗K. The games in the set △2
are smaller or onfused with ∗n.
Remarks and examples:
1. When we say G ∈ +KRn we mean that ∃N0 : G ∈ +KR(N0)n .When we say
G ∈ −KR(N)n we mean that −G ∈ +KR(N)n . When we say G ∈ −KRn it means
that ∃N0 : G ∈ −KR(N0)n .
2. A game an be an element of a lot of lasses. For instane,
+1 = {0 | {0 | − 1}} ∈ +KR(1)0 .
If we onsider the game G = {2 | {0 | − 3}, {+1 | − 20}} then
G ∈ +KR(1)0 ∩+KR(2)0 .
3. If G ∈ +KRn, we all
depth(n,K)(G) = Max{N ∈ N0 : G ∈ +KR(N)n }.
Lemma 4.4.1. If G ∈ +KRn then G+ ∗n > 0.
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Proof: By indution in depth(n,K)(G).
If depth(n,K)(G) = 0 then G = ∗n. In this ase the result is trivial.
Suppose G + ∗n > 0 for all G ∈ +KRn and depth(n,K)(G) 6 N − 1. If J ∈ +KRn
and depth(n,K)(J) = N then J has the form
{Mate(0, ∗, . . . , ∗(n− 1)) ‖ {G′ ∈ +KR(N−1)n , . . .︸︷︷︸
E∗K
|Mate(0, . . . , ∗K − 1)}, . . .︸︷︷︸
E∗n
}
Let's analyze the right options of the game J + ∗n. Right an move to
{G′ ∈ +KR(N−1)n , . . .︸︷︷︸
E∗K
|Mate(0, . . . , ∗(K − 1))}+ ∗n
or Right an move to J+∗i (i < n). In the rst ase, Left hooses G′ ∈ +KR(N−1)n )+
∗n and wins (indution hypothesis). In the seond ase, Left wins beause JL is
Mate(0, . . . , ∗(n− 1)). 
Lemma 4.4.2. If G ∈ +KRn then G+ ∗K is fuzzy.
Proof: By indution in depth(n,K)(G).
If depth(n,K)(G) = 0 then G = ∗n. In this ase the game ∗n+ ∗K is an easy win for
next player.
Suppose G+∗K is fuzzy for allG ∈ +KRn with depth(n,K)(G) 6 N−1. If J ∈ +KRn
and depth(n,K)(J) = N then we must analyze
{Mate(0, ∗, . . . , ∗n− 1) ‖ {G′ ∈ +KR(N−1)n , . . .︸︷︷︸
E∗K
|Mate(0, . . . , ∗K− 1)}, . . .︸︷︷︸
E∗n
}+ ∗K.
If Left moves rst, then he moves ∗K to ∗n and wins (Lemma 1). If Right moves
rst then he plays to
{G′ ∈ +KR(N−1)n , . . .︸︷︷︸
∗K
|Mate(0, . . . , ∗K − 1)}+ ∗K.
Now, Left must hoose G′ ∈ +KR(N−1)n + ∗K and Right wins (I. H.). 
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Theorem 4.4.3. (Constrution Theorem)
For i ∈ {0, . . . , K − 1},
if Gi ∈ +KRi and Ji ∈ −KRi then {G0, . . . , GK−1 | J0, . . . , JK−1} = ∗K.
Proof:
Let's play {G0, . . . , GK−1 | J0, . . . , JK−1}+ ∗K.
If Left moves to {G0, . . . , GK−1 | J0, . . . , JK−1} + ∗i, i < K then Right moves to
Ji + ∗i and wins (Lemma 1). If Left plays to Gi + ∗K then the game is fuzzy by
Lemma 2, so Right wins. If Right plays rst, the argument is the same and Left
wins, so {G0, . . . , GK−1 | J0, . . . , JK−1}+ ∗K = 0. 
Examples of stars in partizan games:
We have ↑∈1 R0 therefore, {↑ | 0} = ∗.
Note that ↑/∈2 R0 and {↑, ∗ | 0, ∗} 6= ∗2.
Example in amazons
We an use the proved theorem to analyze anonial forms of nimbers in partizan
games. Consider the following example (G):
If one anonializes this in [Siea℄ one gets the horrible anonial form,
G =
{
1
2
∣∣∣∣ 0, {∗, {1 | ∗,±(1, {2 | 0})} | {0 | − 1}, {∗,±1 | − 1},
{0, ∗ ‖ − 1
2
∗ | − 3}}, {↑, ↑ ∗ | {0 | − 1}, {∗ | − 1
4
}}, {0, ∗, ∗2 | ∗,
{∗, {1 ∗ | − 1
2
} | − 1
2
}, {∗, {1∗, {2 | 0} | − 1
2
, {±1, 1
2
, {1
2
| 0} | − 1}} | − 1
2
}},
{0, ↑ ∗, {1
2
, {1
2
| 0} | − 1} | − 1}
}
.
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Now we an make some onsiderations:
A)
1
2
is a left option of G so the set of left options is Mate(0, ∗).
B) Consider the right option of G, all it J ,
{0, ∗, ∗2 | ∗, {∗, {1 ∗ | − 1
2
} | − 1
2
}, {∗, {1∗, {2 | 0} | − 1
2
,
{±1, 1
2
, {1
2
| 0} | − 1}}| − 1
2
}}.
We an observe that ∗ and {∗, {1 ∗ | − 1
2
} | − 1
2
} are right options of J , so JR
is Mate(0, ∗, ∗2).
C) All the other right options of G are smaller or onfused with ∗2.
D) In the right option of item B), all the left options are smaller or onfused with
∗3. Therefore, by bypassing the reversible ∗3 we have that ∗2 is a left option.
From A), B), C) and D) we an onlude that G has the form
{ 1
2︸︷︷︸
Mate(0, ∗)
, . . . ‖ { ∗2︸︷︷︸
∈+3R(0)2
, 0, ∗︸︷︷︸
∗3
| ∗, {∗, {1 ∗ | − 1
2
} | − 1
2
}︸ ︷︷ ︸
Mate(0, ∗, ∗2)
, . . . }, . . .︸︷︷︸
∗2
}
thus, G ∈ +3R(1)1 . In a similar way we an onlude that G ∈ +3R(1)2 . It is very
interesting beause the same game an at like a ∗ and like a ∗2.
∗4 in amazons
In [Teg02℄, Theodore Tegos organized and studied a big database of amazons game
positions. About nimbers, he wrote The urrent hallenge is to nd an amazons
position whose ombinatorial value is ∗4, if suh position exists.
To onstrut a ∗4 we will use an idea involving a small alteration in the algebrai
table
+ ∗2 ∗3
∗2 0 ∗
0 ∗2 ∗3
In a partizan game there is a large number of good algebrai tables. For instane,
we know that
z1 + ∗2 = {0, ∗, ∗2︸ ︷︷ ︸
Mate(0,∗)
‖ ∗2︸︷︷︸
∈+4R(0)2
| −1 ∗ 2︸ ︷︷ ︸
Mate(0,∗)
} ∈ +4R(1)2
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and
z+2 + ∗3 = {0, ∗, ∗2, ∗3︸ ︷︷ ︸
Mate(0,∗,∗2)
‖ ∗3︸︷︷︸
∈+4R(0)3
| −2 ∗ 3︸ ︷︷ ︸
Mate(0,∗,∗2)
} ∈ +4R(1)3 .
When we want to onstrut a ∗4, the games z1 + ∗2 and z2 + ∗3 ats like ∗2 and
∗3. So, the following table is also very useful to onstrut a ∗4.
+ ∗2 ∗3
∗2 0 ∗
z1 or z2 {0, ∗, ∗2 ‖ ∗ 2 | − 1 ∗ 2} ∈ +4R(1)2 {0, ∗, ∗2, ∗3 ‖ ∗ 3 | − 2 ∗ 3} ∈ +4R(1)3
We will produe this table on the amazons board. First, we introdue two funda-
mental positions.
Seond, we introdue some similar positions.
Using a ollage idea we an join the two fundamental positions obtaining the fol-
lowing position (G).
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With this onstrution it is possible to have all the results of the previous algebrai
table.
For instane, if we want to obtain a ∗ we an move like this:
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With the help of [Siea℄ it is possible to see that all the other possible moves are not
winning moves in the game G+ ∗4. So the exposed position is the rst onstrution
of a ∗4 in amazons.
5Conlusions and Further Work
Winning Ways is a fantasti seminal work with an huge number of new mathemat-
ial ideas. We an read the Mathematial Reviews in [BCG01℄:
Winning Ways is haoti, rih with more examples that you an digest, full of dia-
grams, (...)
In suh an emergent and reent subjet, it is a very interesting and useful work to
write important proofs without the omission of some details. We an see some work
of this nature in [ANW07℄. We added the Fusion Priniple's expanded proof. There
is still a lot of work to do.
The nim-sequenes of subtration games are periodi. However, the proof of this fat
just provides an huge bound for the period. A problem, proposed by Rihard Guy, is
to study if the period of a subtration(s1, . . . , sk) is bounded by some polynomial
of degree
kC2. This remains an open problem. In this thesis, we proposed some new
approahes to nd better general upper bounds:
1. We presented a losed expression for an upper bound for the yle length of
subtration(s1, . . . , sk) attending to the Ferguson's Pairing Property;
2. We presented generalizations for two results about the dynamial systems of
subtration(s1, . . . , sk) (proved in [JT05℄).
Berlekamp asked the question What is the habitat of ∗2? We generalize this to
ask: for a game G, what is the largest n suh that ∗n is a position of G? It is very
hard to nd a losed answer to these questions. However it was possible to propose
useful mathematial proedures. We proposed the following proesses: embedding,
fratal and algebrai. We presented examples for all the proposed proesses allowing
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us to prove the innite nim dimension of traffi lights and konane and to nd
a ∗4 in amazons. Even exhaustive omputer searh ouldn't nd suh value in
amazons (see [Teg02℄). More ideas are needed.
Sprague-Grundy theory and impartial games are eventually the most developed sub-
jets of Combinatorial Game Theory. However, there are still many open questions.
A few examples:
1. Is the period of a subtration(s1, . . . , sk) bounded by some polynomial of
degree
kC2?
2. Are all otal games periodi?
3. About wythoff queens, we know a losed form to desribe the P -positions.
What about ∗n in general?
4. There is no known losed form for the P -positions of homp.
5. Subtration games have a natural nite nim dimension (the ardinality of
the set of options determines it). Is there any example of a known game with
no natural nite nim dimension?
Conjeture: nim dimension of lobber is 1.
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