Collaborative Virtual Environments (CVEs) allow people to interact with each other in virtual worlds through computergenerated avatars. Avatars are much less expressive than real bodies, and one main limitation is their lack of support for nonverbal communication such as pointing gestures. Part of the problem is that these gestures must be created through an input device, but the user is already busy controlling the avatar's location, rotation, and view direction. Pointing gestures are only useful for collaborative communication if they can be controlled simultaneously with all other avatar actions. To determine whether there are input configurations that make pointing gestures feasible, we carried out a study that compared five different widely-available input devices in three non-verbal communication tasks. We found that users were able to successfully incorporate pointing gestures into tasks that already involved moving, turning, and looking, but that there were significant and substantial differences between devices. Two configurations performed best: a mode-switched version of standard mouse-and-keyboard control, and a direct-pointing scheme using a Wii remote. There were also minor effects of gender and video-game experience. Our study suggests that users will be able to successfully create free pointing gestures in CVEs, greatly improving the communicative richness of these environments.
INTRODUCTION
Collaborative Virtual Environments (CVEs) are 3D worlds where people can interact with objects and other people through a computer-generated representation of themselves called an avatar. CVEs are common in first-person shooter (FPS) games, massively multiplayer online role-playing games such as World of Warcraft, and social environments such as Second Life.
Interaction in these environments is based on the idea that avatars will manipulate objects and communicate with each other in ways that are similar to what happens in the real world. This suggests that people should be able to communicate both verbally and nonverbally, since both are important in everyday human interaction. Although verbal communication is generally well supported using voice over IP, non-verbal communication in CVEs is much less developed. Human communication in the real world involves many types of non-verbal communication, including facial expressions and body postures [1] ; in this work we focus on gestural communication, and on hand-and-arm-based deictic pointing gestures in particular (called free pointing).
Support for gestural communication represents an important step forward for interaction in CVEs. These techniques add valuable expressivity to communication, particularly when referencing objects and relationships that are spatially situated in the virtual world. With free pointing, people could make rich statements such as the following instructions: "Go that way <points> and turn past that building <shows direction>, then loop around like this <draws circular path>; I'll be moving like this <draws zigzag path> and we'll meet up there <points>."
However, hand-and-arm gestures are not well supported in CVEs. One reason is that it may be difficult for users to control the additional degrees of freedom needed for pointing. Typical CVEs already ask users to control three aspects of the avatar (location, rotation, and view direction) with their left and right hands, and it is not clear whether people will be able to manipulate and make use of the additional controls needed for free pointing. Adding gestural capabilities to avatars is an example of how improving collaboration support (i.e., better gestural communication) can have substantial ramifications for individual effort (i.e., time and practice to learn and master complex controls). The question of whether people can successfully manipulate these more expressive avatars must be answered before CVEs can truly support natural non-verbal communication.
In this paper we address this question by developing five different input configurations using commonly-available input devices for CVEs that can support a simple kind of free pointing (straight-arm pointing) in addition to controlling moving, turning, and looking. The five configurations are a mode-switched mouse and keyboard, a mouse+trackball device, a game controller, a joystick, and a direct-pointing setup using the Wii Remote, Nunchuk, and Balance Board. We compared these devices in an experiment where participants used the different configurations to carry out three non-verbal communication tasks in a CVE. The tasks also involved different combinations of moving, turning, and looking.
Our main finding is that participants were able to successfully control free pointing, even when the task also required all three other types of movement. This result shows that control over free pointing can be feasibly added to CVEs, and makes progress towards the goal of richer non-verbal communication in these environments. Second, we found that there were significant differences between the different devices. Two configurations stood out: the mode-switched mouse and keyboard, and the Wiiremote configuration. Both of these controllers were easy for participants to learn and to use, and the requirement for a mode switch (to change between turning and pointing) did not cause problems for participants. The game controller and the joystick performed worst in the study, even for people with game experience. In addition, there were only small effects of gender: in one task, women performed slightly better than men with the mode-switched mouse and Wii setup, but slightly worse with the game controller and joystick.
Our work makes three contributions. First, we identify the problem that attempting to make communication more expressive for the group can substantially add to the burden of control for the individual. Second, we show that there are usable configurations for controlling free pointing, and that these can successfully be added to existing avatar controls for CVEs. Third, we present several new input techniques using widely-available input devices for free pointing, and provide empirical evidence about the performance characteristics of, and differences between, these input configurations. Our work suggests that support for gestural communication can and should be added into CVEs, allowing people to communicate in ways that are far richer than what is possible in current environments.
BACKGROUND 2.1 Pointing in Real-World Communication
Pointing is ubiquitous in real-world human communication, and is primarily used to indicate objects referred to in speech (called deictic reference) [17] . Deixis allows people to greatly simplify communication when it is difficult to rely on verbal descriptions (e.g., indicating objects with hard-to-describe shapes) [13] , as long as the observer can see and interpret the pointing gesture.
A deictic pointing gesture can be divided into four stages. First, the producer of the gesture must ensure mutual orientation with the observer, such that both parties can see the gesture and the target. Second, the producer may engage in preparation actions that indicate to the observer that a pointing gesture is going to be made. Production of the gesture occurs next, and the fact that this production is gradual allows people to predict the general direction of the gesture before it is completed [7, 18] . Finally, the producer must continue holding the gesture until they are sure that the observer has seen it, and until they are sure that mutual understanding has been reached [18] .
Pointing in CVEs
Although pointing is ubiquitous in the real world, it is not well supported in CVEs. This is part of a general lack of interactional capabilities: as Moore and colleagues state, "despite their everincreasing visual realism, today's virtual game worlds are much less advanced in terms of their interactional sophistication" ( [18] , p. 267). Researchers have noted several problems that make pointing gestures difficult in CVEs. Mutual orientation is difficult to achieve because of narrow fields of view in CVEs, and pointing at objects that are not close by often leads to frequent misunderstandings [6, 10] . Pointing actions in CVEs are often produced immediately (e.g., with commands such as '/point'), and do not provide the gradual information available from real-world gestures. Pointing in CVEs is also often restricted to objects in the world, greatly reducing the expressiveness of pointing actions.
Object-based pointing has been shown to cause severe communication problems in collaborative work [5] .
Various techniques for improving interaction in CVEs have been suggested [6, 11] , including wide-angle peripheral lenses to increase a user's field of view; a visible view frustum to better indicate what others can see; elongated arms for improved visibility, object highlighting to enhance awareness of what others are looking at; or the ability to look through another person's view to determine what they can see [11] . In addition, studies have shown that people are almost as accurate in pointing with an avatar (and interpreting avatar pointing) as they are in the real world [25] . However, none of these solutions have addressed the problem of controlling free pointing, which is part of the problem of avatar control more generally.
Controlling Avatars in Desktop CVEs
Researchers have explored a wide variety of devices and techniques for avatar control, including using the mouse [15] , keyboard [21] , gamepad [24] , data glove [8] , head and hand tracker [2] , eye tracker [4, 22] , hand gestures [14] , full body actions [20] , and brain activities [16, 23] . Some of these control methods are intended for immersive virtual environments with head-mounted displays; we limit our scope to desktop CVEs, where users look at the virtual world through a computer monitor.
The most common input devices for controlling avatars in these situations are mice, keyboards, and game controllers. Much research has been done to improve the functions and usability of these devices for avatar control. For example, Mackinlay and colleagues [15] used a mouse and on-screen icons to control an avatar's body and gaze locations, and Salem and Earle [21] used different keystrokes to control the facial expressions of avatars. Templeman et al. [24] altered the conventional control mapping of a gamepad to make it more suitable for tactical movement, by separating the control of avatar movement and viewing direction.
There are many avatar control mechanisms, but it is still unclear how to better manipulate simultaneous pointing, moving, looking, and turning using commonly-available input devices. The problem in adding controls is that each new degree of freedom must be learnt by users, and the new manipulation techniques are often overloaded onto the user's hands. We run the risk of forcing CVE users to become skilled puppeteers, having to spend time and effort learning to flex every limb and joint of their avatar.
This issue shifts the problem of controlling avatars to a consideration of what humans can in fact successfully manipulate with their arms and hands. Therefore, we must look at underlying principles that are known from research in human motor control.
Human Manual Control
The study of human performance with input devices has a long history [3, 9, 12] , and several issues have been identified both on the human side and on the device side that affect the design of human-computer control systems.
On the human side, motor control involves a human's capability to manipulate an input device using their limbs and muscles [26] . This capability is governed to some degree by the muscle groups used, with smaller groups (e.g., fingers and wrists as opposed to shoulder and arm muscles) allowing for greater precision and finer-grained control. Feedback about control actions is provided in two ways: first, the human's awareness of the position of their limbs in space (proprioception) which allows input control without system feedback (e.g., for open-loop actions); second, 
Joystick
Many game joysticks allow control over multiple dimensions with a single device; we used a Microsoft SideWinder Precision 2 joystick to control all avatar actions (see Figure 6 ). The main stick (forward, back, left, right) is used for pointing, and the 'hat' at the tip of the stick is for fixed-rate looking and turning. We used the four buttons on the base of the joystick (left of the main stick) to control moving. This configuration allows us to test rate-based simultaneous control of multiple dimensions (turning/viewing and pointing) with one hand. 
Wii Controls
The Nintendo Wiimote allows direct pointing at the screen, allowing us to test one configuration that let people point as they would in the real world. Pointing direction was thus controlled by the user's (real) arm: to point the avatar's arm in certain direction, move the Wiimote in the corresponding direction. The thumbstick on the Nunchuk controller is used to control turning and looking (as with the thumbstick on the gamepad). The Wii Balance Board controls the movement of the avatar. When seated, the user presses on different parts of the board to move forward, back, left, and right (see Figure 7 ). 
USER STUDY: EVALUATING POINTING CONTROL CONFIGURATIONS
We carried out a controlled study to determine which input configurations were best able to support free pointing. We devised three communication tasks that involved deictic pointing; all tasks also involved combinations of other avatar actions (moving, turning, and looking). These tasks were carried out in a custom CVE that allows full communication between multiple people all represented by avatars, and participants were told to point out the required objects to another person who was standing beside them in the CVE. However, in order to find out if people can control free pointing at all, we wanted the participants to focus on pointing control. To do that, we simulated the other person in the task, and did not ask participants to communicate verbally.
Our goal was to find out whether free pointing is feasible with commonly-available real-world devices. While these devices have different characteristics, we used reasonable settings for each device (e.g., rates for the rate-based controls, mouse and trackball C/D ratios) that were determined through a small pilot study.
Tasks

Task 1: Move-and-Point (MP)
In the move-and-point (MP) task, objects were located on a wall in front of the avatar (Figure 8 ), and participants pointed at the objects while moving sideways. This corresponds to many realworld communicative situations (e.g., discussing what items to buy on a grocery store shelf). Avatars were restricted to moving left and right in this task, to prevent participants from simply moving back until they could see all the objects at once. Participants moved the avatar's arm (using the input device specified by the experimental condition) to point at the objects. A red dot on the CVE's wall indicated where the avatar was pointing. The object disappeared once it was pointed to, and a trial ended once all ten objects were correctly indicated with deictic pointing (i.e., as if the participants was stating "this one and this one and this one…"). The task involved eight trials of ten objects each, with the first three trials marked as training. The dependent measure was completion time.
Task 2: Turn-Look-and-Point (TLP)
In the turn-look-and-point (TLP) task, objects were placed on the walls of a room in the CVE (Figure 9 ). The participants were asked to turn all the way around in the room, looking up and down to find the objects, and indicating each object to the simulated listener by pointing at it. This task corresponds to realworld communicative scenarios such as when a realtor indicates various features of a room when showing a house. This task also involved eight trials (first three were for training) of ten objects each, with completion time as the dependent measure.
In the MP and TLP tasks, object locations were pre-set with different locations for each trial. Participants saw the same locations for each configuration, but since there were several different sets of objects, and trials were randomly ordered, participants did not learn the locations. Since some pointing situations in CVEs require high accuracy [25] , we designed these tasks to need high accuracy, under the assumption that if people can point precisely, they can clearly also do less-accurate tasks. 
Task 3: Move-Turn-Look-and-Point (MTLP)
In the move-turn-look-and-point (MTLP) task, participants pointed at a green spot on the wall while moving to a particular location in the room (marked with a ball on the floor, see Figure  10 ). The green spot travelled in a slow circle on the wall, requiring that participants continually adjust their pointing direction. Since the task also required that the avatar turn en route to the destination (to remain facing the green spot), participants were required to control all four avatar actions simultaneously. This task corresponds to situations where people must point out a moving object to another person, while also moving to a particular location (e.g., pointing out the movements of a bird to a friend, while walking towards and through a gate).
In the MTLP task, each trial had only one spot and one destination (there were three spot locations, and three destination locations). Participants carried out 20 trials, with the first two marked as training; the remaining trials covered all spot/destination combinations. To force participants to maintain a certain level of accuracy in their pointing, the trial would re-start if the avatar's arm left the green spot for two seconds. The dependent measure was the percentage of total time that participants' gesture was outside the green spot (i.e., error time). 
Study Methods and Design
The study used a custom CVE built in XNA and C#, running on a Windows 7 PC with a 22-inch 1680x1050 LCD monitor. Ten participants (five male) were recruited from a local university; ages were between 20 and 28 (mean 23.7), and five participants were experienced with video games (>3 hrs/week).
The study tested one main factor (input configuration, with five levels as described above) in a within-participants design. Differences between tasks were expected and so tasks were analysed separately. Secondary factors were gender and prior gaming experience (gamer or non-gamer). The first two tasks were presented in balanced order, with the third task always last (for additional training time, since it was the most difficult).
After using each input configuration, participants filled out NASA TLX worksheets [19] , and at the end of the study, they stated their preferences and gave comments for the different devices.
Results
The following sections analyse results from the three tasks, look at the effects of gaming experience and gender, and report perception of effort and preference ratings.
Task 1: Move-and-Point (MP)
The mean time to finish a trial was 16.6s. Analysis of variance (ANOVA) showed a significant main effect of device (F 4,36 = 31.79, p < .001). A post-hoc Tukey HSD test showed that the mode-switched mouse was significantly faster than the trackball, gamepad, or joystick; and that the Wii setup was faster than the gamepad or the joystick (all p < .05). As seen in Figure 11 , the differences were substantial: the mouse took half the time of the slower devices. 
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Lessons and Design Issues from the Study
Adding free pointing to CVEs is feasible. Our study clearly shows that people can handle the addition of free pointing to existing avatar controls. In all of our tasks, participants were able to complete the tasks successfully and without undue difficulty (although the device matters). This main result suggests that designers can feasibly incorporate this additional capability into CVEs.
A mode-switch mouse is a usable option. The mouse configuration made it impossible to turn and point simultaneously, yet the mouse had the best overall performance and was second best in preference. Even with mode switching, people were able to perform very well with the device. This configuration also represents the simplest extension of standard controls, and could easily be implemented in CVEs. (We note that the left button is often already used in many games, but a different mode switch could also be equally successful).
Direct input is good for pointing. The Wii controls had strong performance (best in the TLP task, second best in the MP task, and third in the MTLP task) and the best overall preference. Even though the participants did not have much experience with the controls, they got used to this configuration very quickly. Also, the Wii was the only condition where participants did not offload aiming to the avatar's movement and rotation (that is, they always used the pointing controls to move the arm towards the object). Direct-pointing configurations appear to be a useful new direction for avatar control systems. An additional benefit of direct pointing is that it can easily be extended to more complex gestures -which is the goal that initially motivated this work.
Effects of previous experience. People have more experience with the mouse and less with the Wii, yet these devices both showed better results than others. Also, gamers -surprisingly -did not perform significantly better with game controllers. These results suggest that the differences between devices are not solely due to people's experience -and that although people can learn to control almost any device, there are configurations that are more natural and simpler for controlling free pointing.
Controlling two 2D inputs with one hand is difficult. The joystick was the worst configuration overall. It required people to control two actions (pointing and turning/ looking) with one hand, and was disliked and seen as difficult. Comments and observations also showed that people simply had more difficulty controlling the avatar in these configurations: for example, trying to turn one way and point in the opposite direction was problematic. The trackball configuration also had two 2D inputs on one hand, and although it performed well in the MTLP task, people commented that the combined actions were difficult.
Variable-rate control is good for panning the view. For the gamepad and Wii controls, the TLP task had the best preference ranking compared to overall, MP, and MTLP. This is mainly because of the variable-rate controls that were used for look and turn. With the variable-rate control, the participants were able to control the turning rate by holding the thumbstick at a certain angle, allowing them to focus on other actions. This is interesting because many current CVEs put turning control on the mouse, which is a position-based device.
Physiological constraints affect device use. Participants felt that the Mighty Mouse trackball was unnatural for controlling arm movement because the trackball cannot be used normally (where the wrist is used for left and right control). These results reinforce earlier cautions about designing input configurations with an understanding of ergonomic factors such as the range of motion of different limbs.
Input sensitivity should be adjustable. Different participants had very different preferences in terms of input sensitivity (most obviously seen on the Wii Balance Board). While having default sensitivity is important, it should be adjustable. Although adjustable settings are common in desktop applications, it is not always common in CVEs to allow full specification of parameters.
Generalization to Other Communication Tasks
Our results are likely to translate to more realistic collaborative task situations and other collaborative virtual environments. First, real communication situations will involve the additional task of producing verbal communication along with the avatar's gestures. This is not likely to create problems for free pointing since the control situations that we studied likely require more simultaneous activity than what is needed in many collaborative situations, and since people in real tasks will have far more experience with the controls than our participants. In addition, using natural actions such as direct pointing can greatly simplify the task of producing these gestures. We believe our results can also be useful in non-CVE systems where pointing gestures are important, e.g., rescue operations and equipment maintenance supported by remote experts.
Second, pointing control worked for a broad range of participants: gamers and non-gamers, and men and women. Although further evaluations will be carried out, it seems clear that the ability to control free pointing is not limited to only a small group of users. Finally, the devices that we tested are all readily available and do not require specialized hardware or software -this means that pointing control could be easily added to a wide range of CVEs.
Recently, we have tested the mode-switched mouse and the Wiimote devices in real two-person collaboration in the CVE; people carried out a variety of shared activities involving pointing and deictic reference, in a real distributed setting. Initial results are consistent with the study described above -people were successfully able to use the input configurations for free pointing, in addition to controlling other aspects of the avatar as well as engaging in verbal communication.
Directions for Future Work
There are several ways that our research can be extended. First, we will explore variations on the configurations described above. We will combine the direct-pointing capabilities of the Wiimote with the simple movement control of the keyboard. In this configuration, users will hold the Nunchuk and the Wiimote (tied together) with one hand: free pointing would thus be controlled by the arm and hand, and view would be controlled by the thumbleaving the other hand free to use keys for movement (avoiding the problems seen with the Balance Board). In addition, we will explore the possibility of using Kinect for controlling free pointing. Another novel configuration will involve a wide-screen display, in which horizontal looking is controlled simply by allowing the user to turn their head and look at different parts of the display. Also, we plan to add additional degrees of freedom to direct pointing, allowing users to bend their avatar's elbow and thus create more complex gestures. Finally, we will continue to explore the use of these techniques in real CVE activities, and will integrate our controls into broader support for all the phases of non-verbal communication-orientation, preparation, production, and holding.
CONCLUSION
Avatars in CVEs are far less expressive than real bodies, and in particular lack the ability to carry out gestural communication. One main problem is how gestures can be controlled in a desktop CVE. We looked at the control of one type of gesture called free pointing; we presented a design framework for avatar control, and five example input configurations that can support free pointing. An evaluation showed that people are able to control pointing in addition to other avatar actions for non-verbal communication tasks, and that some of the devices worked significantly better than others. Our work shows that support for free pointing can be feasibly added into CVEs and establishes a foundation for more expressive gestural communication in CVEs, allowing people to carry out interaction and communication that is richer than what is possible in current environments.
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