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Abstract—Cybernetics involves Control Theory and Control
Practice. From its roots, Cybernetics has always been intimately
to Control. The paper is devoted to the proof of an important
theorem for the development of control: the closed loop stability
of control laws that are calculated in the framework of model-
free control. Everyone knows the importance of control in the
field of Cybernetics [1].
I. INTRODUCTION
This new framework has been recently introduced in
France [2], [3] and has led to several convincing applications.
The idea underlying this methodology is the estimation [4] of
some derivatives of measured variables in order to use them
in the estimation of the not-modeled effects that influence
the to-be-controlled system and to use this information in the
feedback loop in order to cancel undesired effects. The control
is based on a tracking of the response of an auxiliary model
fed by algebraic estimations relying on measurements to which
a given behavior is impressed.
Most nonlinear control laws are implemented using asymp-
totic observers. Contrarily to the linear case, the separation
principle is not valid in the case of nonlinear control systems.
However, most nonlinear control law methodologies have
stability proves, most of them rely on standard tools coming
from the pioneer work of Lyapunov. All these proofs need a
model and that is a reason why there is no general proof of
stability of model-free control.
The present paper aims at filling this gap and using
advanced tools for stability analysis [5]–[8] will present a
general proof of stability of model-free Control. These tools
have already been used for the proof of stability and robustness
of exact feed-forward linearization [9]–[12]. We think that this
result is important for the development of Cybernetics and the
teaching of control.
The paper is organized as follow:
• Section II recalls the main aspects and ingredients
of model-free control: the development of algebraic
estimator (Sec. II-B) and the original development of
model-free control (Sec. II-C).
• Section III exposes in details a continuous-time re-
formulation of model-free control which is the first
contribution of this work. MFC is by essence a
discrete-time control law although it is applied to
continuous-time system. The continuous-time version
of the model-free control law allow to draw a stability
analysis of the tracking error.
• Section IV states the main result of the paper: it begins
with a detailed stability analysis of the tracking error
(Sec. IV-A) and ends up with the main theorem which
relies on singular perturbation analysis and Kelemen’s
stability result (Sec. IV-B).
• A short summary of main notations is available at the
end of the paper in Table I.
II. SUMMARY OF MODEL-FREE CONTROL
Model-free control is a very recent approach to nonlinear
control that has been introduced in [2], (Refer to [3] for
a thorough presentation). A first industrial and convincing
application is reported in [13].
A. Brief Introduction to Mikusin´ski’s Operational Calculus
A reader not familiar with advanced commutative alge-
bra [14] can skip the reading of this section and go through
the end of the communication just with usual knowledge of
Laplace transformation [15]. This Section is devoted to a
brief introduction to the operational calculus that has been
introduced by Jan Mikusin´ski1.
a) Class K: A function2 {f(t)} : [0,+∞[ −→ C is
said to belong to class K if:
1) it has at most a finite number of points of disconti-
nuity in every finite interval;
2) the integral
∫ t
0
| f(τ) | dτ has a finite value for
every t > 0.
b) Convolution: Given f, g two elements of K, their
convolution is defined as
(f ? g) (t) =
∫ t
0
f(t− τ) g(τ) dτ
=
∫ t
0
f(τ) g(t− τ) dτ
In the sequel, the “?” symbol for convolution is omitted.
c) Integral operator.: According to the definition of
convolution we have:
{1} {f(t)} =
{∫ t
0
f(τ) dτ
}
And the function {1} plays the role of integral operator and
can also be denoted as l.
1Jan Mikusiski (April 3, 1913 Stanisaww July 27, 1987 Katowice) was a
Polish mathematician.
2We use here the notation introduced by Mikusin´ski himself to denote
functions.
d) Cauchy formula: With the notations of operational
calculus it is easy to establish the Cauchy formula:∫ t
0
∫ tκ
0
· · ·
∫ t3
0
∫ t2
0
f(t1)dt1dt2 . . . . . . dtκ−1dtκ
=
∫ t
0
(t− τ)κ−1
(κ− 1)! f(τ)dτ (1)
e) Construction of the operators: It is possible to show
that (K,+, ?) is a commutative ring, moreover, by Titchmarsh
Theorem [16], this ring is integral domain and it is possible
to define “an operation inverse to convolution” and construct
the field of fraction of this ring.
Namely, denote as a/b the solution of the convolution
equation a = bc, a, b ∈ K. The solution c is not always a
function of K and will be named an operator.
f) Differential operator: Denote as s the operator de-
fined as the inverse (w.r.t. to convolution) to l, i.e.
s =
1
l
This operator has the following property: If a function {f} ∈ K
has a continuous derivative
{
f˙
}
, then
s {f} =
{
f˙
}
+ f(0)
g) Operational form of a function: One calls oper-
ational form of a function its expression in terms of the
differential operator s. Example:
{t} = 1
s2{
tk
k!
}
=
1
sk+1
{exp(−at)} = 1
s + a
which mimics usual Laplace transforms.
Calculations of estimators rely on the operational calculus
of Mikusin´ski (see [16]).
B. A Short Recall on Algebraic Estimators
Firstly, we recall basics of derivative estimation. Interested
reader might refer to [17] for a complete presentation. We con-
sider a time signal υ that is available through a measurement
υm corrupted by some additive noise $, i.e. υm = υ + $.
The objective is to estimate some time derivatives of signal υ,
up to a finite order of derivation, from its measurement υm
observed on a given time interval.
The Taylor expansion of υ around 0 reads:
υ(τ) =
∞∑
n=0
υ(n)(0)
τn
n!
Approximate υ(t) in the interval [0, T ], T > 0, by the
polynomial
υN (τ) =
N∑
n=0
υ(n)(0)
τn
n!
of degree N . The operational3 analogue (see [16]) ΥN of υN
is given by:
ΥN =
υ(0)
s
+
υ˙(0)
s2
+ · · ·+ υ
(N)(0)
sN+1
It is possible to isolate each coefficient υ(i)(0) appearing
in the previous expression by applying a convenient operator
to ΥN (s) (See [17] for details4. Indeed:
∀i = 0, . . . , N,
υ(i)(0)
s2N+1
=
(−1)i
N !(N − i)! ·
1
sN+1
· d
i
dsi
· 1
s
· d
N−i
dsN−i
(
sN+1ΥN (s)
)
(2)
One obtain in the time domain the expression of υ(i)(0)
as:
υ(i)(0) =
∫ T
0
P (µ;T )υN (µ)dµ (3)
where P (µ;T ) is a polynomial in µ and T . Notice that (3)
gives the calculation of y(i)(0) from an integral on the time
interval [0, T ] for a given small T > 0. As d
iυ(t−µ)
dµi |µ=0=
(−1)iυ(i)(t) it is possible to express υ(i)(t) as an integral
which involves values of υN on the time interval [t− T, t]:
υ(i)(t) = (−1)i
∫ T
0
P (µ;T )υN (t− µ)dµ (4)
A simple estimator of the derivative υ(i)(t) is then obtained
from the noisy signal υm by:〈〈
υ(i)
〉〉c
T
(t) = (−1)i
∫ T
0
P (µ;T )υm(t− µ)dµ (5)
which is deduced from (3) by replacing υN by υm in (4). Note
that the integral operation plays the role of low-pass filter and
reduced the noise that corrupts υm. The choice of T results
in a trade-off: the larger is T , the smaller is the effect of the
noise (the larger is T the better is integrals low pass filtering)
and the larger is the error due to truncation.
In practice, the integral appearing in (5) is calculated with
a numerical integration method (Simpson,...) and the estimator〈
υ(i)
〉c
T
(t) is thus evaluated at each sample time tk = k.Ts,
k = 0, 1, . . . Let denotes Ts the sampling period and for any
time function f denotes as f [k] its time-samples at period Ts,
i.e.:
f [k] = f(k.Ts), k ∈ Z
3Reader not familiar with operational calculus can just think in terms of
Laplace transform to understand the development of the derivatives estimators.
4Note that those operators are not unique, we have chosen here to use
the ones with the least order of integration for the sake of simplicity of the
presentation.
With these notations, the discrete-time approximation of
the estimator (5) is simply a discrete sum that can be rewritten
as: 〈〈
υ(i)
〉〉d
Ts,ns
[k] =
ns∑
j=0
w(j)P (jTs;nsTs)υm[k − j] (6)
with ns the number of samples used in the time window and
nsTs = T and the w(j)’s are the weight associated with the
used numerical integration method.
C. Model-Free Control
1) Problem statement: Assume we have a plant (see Fig. 1)
and that one wants to control the output by mean of the control
input, possibly in the presence of a disturbance d acting on the
system (effect of a load, noise...). The control input is denoted
by u, the output is denoted as y and the disturbance is denoted
by d. The control objective can, in many situation be expressed
in terms of a reference trajectory t 7→ y?, that represents a
desired behavior of the output of the system
Plant- -u y
Fig. 1. To-Be-Controlled System
Assume that we do not know any control model of the
system of Fig. 1. This is a case in many situations such as:
• the model is not well developed or not writable in
a usual manner to be tractable by well-established
control framework (for example models described by
partial differential equation are not tractable by most
of control methodologies);
• the known model is not easily identifiable or the
identification of coefficient gives results with low
confidence;
• the system is affected with strong disturbance that are
difficult to track in any model.
The tracking problem can be also expressed as the asymp-
totic convergence to 0 of the tracking error  defined by:
 = y − y? (7)
for some non-zero initial condition (0) 6= 0 and under the
action of various disturbance.
2) Original Presentation : the Discrete-Time Version of
Model-Free Control:
Remark 1: For the sake of simplicity, the presentation of
this work is led with a single-input single-output system, i.e.,
u(t) ∈ R and y(t) ∈ R. The general multi-variable case will
be developed in a future publication.
A quite recent work has proposed a completely new
solution to the problem presented in Sec. II-C1 and have
named it precisely model-free control as it does not relies on
any modeling of the to-be-controlled plant. This new control
strategy has been introduced for the first time in [2] and further
developed, with many application examples, in [3].
The control law that has been proposed by [2] can be sum-
marized as follows: Introduce an auxiliary numerical model
y(ν) = F + αu (8)
where:
• α ∈ R is an non-physical constant design parameter;
• F represents all that is unknown in the input-output
behavior of the system;
• the order ν is also a design parameter of the numer-
ical model (8) that can be arbitrarily chosen by the
designer.
Although this can be confusing at first sight, Eqn. (8)
should not be mixed up with a “black-box” identified model of
the plant of Fig. 1. In model-free control, Eqn. (8) is updated
at each sampling time from the knowledge of the input-output
behavior of the unmodeled plant in order to estimate the
unknown quantity F and use it in the proposed control law
(see below). With the notations introduced in Sec. II-B the
estimation of F at sample k (i.e. at time tk = k.Ts) reads:
F˜ [k] =
〈〈
y(ν)
〉〉d
Ts,ns
[k]− αu[k] (9)
where
〈
y(ν)
〉d
Ts,ns
[k] is the estimation of the derivative of
order ν of the measured output of the plant and u[k] the control
input applied to the system at sample time k.Ts, k = 0, 1, . . .
Based on the numerical knowledge F˜ at each sample k of
the quantity F , the control for sampling period k is calculated
on (8) as a simple cancellation of the nonlinear terms F plus
a closed loop tracking of a reference trajectory t 7→ y?(t):
u[k + 1] = − F˜ [k]
α︸ ︷︷ ︸
NL Cancellation
+
y?(ν)[k]−∆ιν−1()[k]
α︸ ︷︷ ︸
Closed loop tracking
(10)
where:
•  = y − y? (and [k] = y[k]− y?[k] for all k ∈ Z) is
the tracking error;
• ∆ιν−1 is a closed-loop feedback controller based on
the tracking error and that depends on the derivatives
of  up to the order ν− 1 and on the integrals of  up
to the order ι ∈ N.
The shifting of one sample between the right- and left-hand
side (this is indeed u[k+ 1] and not u[k] in the left hand side
of (10)) is necessary in order to avoid any algebraic loop.
Remark 2: The controller is expressed by a functional in
 as it may involve integral terms. Consequently we write
∆ιν−1()(t) to express its value at time t ∈ R and ∆ιν−1()[k]
for its value at sample time kTs, k ∈ Z.
Remark 3: The controller ∆ιν−1 can be of various forms,
not necessarily linear. It is not useful to precise a detailed form
at this stage of the presentation. See below for more details.
Remark 4: Note that the term − F˜ [k]α + y
?[ν)[k]
α is also the
“nominal control” in the “flatness-based” control of (8) (See
also [18]–[20]). When the closed loop controller is of “PID”
type, model-free control can be named as “intelligent PID” (i-
PID) (See [3]). This control scheme is summarized in Fig. 2.
In order to be completely clear on the fact that model-
free control does not rely on any model, one can rephrase the
presentation of model-free control as follows: One can think
to solve the control problem exposed in Sec. II-C1 as finding
a control law to the plant of Fig. 1 in order that its controlled
behavior mimics the one of the following linear input-output
system:
y(ν) = αu (11)
Keep in mind that (11) is not a model nor any try of modeling
of the to-be-controlled plant, but a numerical intermediary in
the development of the control law.
One can legitimately ask why not to choose simply α = 1
in order to obtain a simple Brunovsky´ canonical form [21] (a
simple chain of ν integrators in series) instead of (11). Note
that this can also be achieved by a simple rescaling of the
control variable u. However, as it will appear later, α plays an
important role in the the tuning of the model-free control law
and it will be kept as a design parameter.
Recall that robust asymptotic tracking of the trajectory t 7→
y? to system (11) can easily be achieved with the closed-loop
control law of the form
u(t) =
y?(ν) −∆ιν−1()(t)
α
(12)
where ∆ιν−1 is an appropriate controller, i.e. the closed-loop
error equation:
(ν) + ∆ιν−1() = 0 (13)
impress limt→+∞ (t) = 0, ∀(0) (see below for a choice that
ensures this convergence). Recall that ι ∈ N stands for the
number of error integrals and ν ∈ N the number of derivatives
of  involved in the control law (12).
Remark 5: In the linear case, it is always possible to find a
linear controller ∆ιν−1 that ensures global asymptotic stability,
i.e. convergence to 0 of the tracking error from any initial
condition
As the real plant of Fig. 1 is far from being so trivial as
the simple mono-variable linear system (11), however, one can
easily understand the model-free control as a generalization
of (12) by adding an adaptive compensation term. To this end,
consider the time-varying quantity Ω defined as:
Ω(t) = y(ν)(t)− αu(t) (14)
This quantity can be though as a “measure of difference”
between the input-output behavior of the plant of Fig. 1 and
the one of the dynamic system of model (11). Notice that
moreover, as it is written in terms of u and y it can easily
be estimated with the techniques recalled in Sec. II-B. Its
estimation Ω˜, at sample time k.Ts, reads:
Ω˜[k] =
〈〈
y(ν)
〉〉d
Ts,ns
[k]− αu[k] (15)
Note that Ω˜ is piecewise constant as it is estimated only once
per sample period [k.Ts, (k+1).Ts[. Having this estimation on
can add a compensation term in the control law (12) in order
to help the to-be-controlled systems mimics the tracking of y?
by (11).
The model-free control is thus
u[k + 1] =
y?(ν)[k]−∆ιν−1()[k]− Ω˜[k]
α
(16)
In order to well understand the sequel of the development
consider:
• The constant coefficient α ∈ R is a non-physical
design parameter of the control law (see below);
• the time-varying quantity Ω represents all that must be
compensated from input-output knowledge u 7→ y in
order to mimic (11) after feedback. The compensation
concerns the effect of perturbations, the ignorance
of the model or the value of model parameters, the
coupling with various other input or output of the
system...
• the order ν ∈ N in (16) is also a design parameter that
can be arbitrarily chosen.
The complete control scheme is depicted in Fig. 2. Notice
that although the plant is a continuous-time one, the control
law is a sampled-control or discrete-time control: the estima-
tors of Ω and the control u are calculated once for each sample
period.
Unmodeled plant
Estimator
(15)
Feedback
control (16)
-
6 6
-
? ?
-u yy?
Ω˜
Fig. 2. Model-Free Control
Remark 6: Equation (16) is quite similar to (10), however
the compensation term Ω˜ of (16) has a clear signification in
terms of what can be compensated from the input-output view
of any measurements of control systems.
III. CONTINUOUS-TIME REFORMULATION OF
MODEL-FREE CONTROL
A. Euler Method Recall
Consider the ordinary differential equation:
x˙(t) = f(x(t), t) (17)
where x : I −→ X , f : I × X → Rn, n ∈ N, I = [to, tf ] is
an interval of R and X an open subset of Rn.
The simplest algorithm to approximate the solution to
the Cauchy problem with initial condition (to, xo) associated
with (17) is the Euler method that can be summarized as
follows: Denote as {t0, t1, . . . , tN} a subdivision of the time
interval I = [to, tf ], i.e. a strictly increasing sequence
to = t0 < t1 < · · · < ti < · · · < tN = tf
and set
hk = tk+1 − tk, k = 0, 1, . . . , N − 1
the successive steps of the algorithm. The approximated so-
lution of (17) is denoted as x˜ and is iteratively calculated at
t = tk according to:
x˜(tk+1) = x˜(tk) + hk.f(x˜(tk), tk) (18)
k = 0, . . . , N − 1
This algorithm is initialized with:
t0 = to
x˜(t0) = xo
Results of convergence and stability of this algorithm are
well-established in numerical analysis and we will not repeat
them here. Roughly speaking, the properties of the algorithm
mainly relies on the maximum step h = maxk(hk) (see [22]
for details).
B. Continuous Time Counterpart of the Control Law (16)
The model-free control law (16) can be easily re-written in
a different manner. To this end, recall that y? = y− so y?(ν) =
y(ν) − (ν). Moreover from (14), y(ν)(t) = Ω(t) + αu(t).
Consequently:
y?(ν)[k]−∆ιν−1()[k]− Ω˜[k]
= αu[k] + Ω[k]− Ω˜[k]− (ν)[k]−∆ιν−1()[k]
Moreover
Ω[k]− Ω˜[k] = y(ν)[k]−
〈〈
y(ν)
〉〉d
TS ,ns
[k]
And finally the control reads:
u[k + 1] = u[k]
+
1
α
(
y(ν)[k]−
〈〈
y(ν)
〉〉d
Ts,ns
[k]
− (ν)[k]−∆ιν−1()[k]
)
(19)
and comparing with (18), one can interpret (19) as the Euler
algorithm associated to:
u˙(t) =
1
Tsα
[
y(ν)(t)−
〈〈
y(ν)
〉〉c
T
(t)
− (ν)(t)−∆ιν−1()(t) ] (20)
with initial condition u(0) = 0 and T = nsTs. One see
the influence of α: it can always be chosen in order that the
time αTs plays the role of a “small parameter”, ensuring fast
convergence of the control to the accurate value to achieve the
control task. This will become more clear in the proof below.
IV. STABILITY ANALYSIS
To our best knowledge every results of stability of solution
of differential system rely on a model given by equations (see
e.g. [23], [24] for a thorough survey). In order to analyze
the stability of the closed loop we need to introduce a model
of the system. Remember that this model is not used in the
development of the control law (10) or (20). For the sake of
simplicity, we only consider a single input single-output system
(SISO) and the general case will be developped in a future
publication.
Moreover, we assume that the model of the plant is of the
form:
y(ν) = f(y, y˙, . . . , y(ν−1)) + bu (21)
where b ∈ R? is a constant nonzero parameter and f a
convenient smooth vector field. A more general model will
be considered in a future publication. Note that this is not a
limitation to consider the same order ν in (21) and in (13)
as this order can be arbitrarily chosen during the control
law design in (10) or (20). The structure of model (21) is
a controller-like form and this facilitate the error equation
analysis.
Remark 7: The structure of the model (21) evades some
class of control systems, especially the difficult case of non-
minimum phase ones which, as everyone knows are difficult
to control, even with Model-Free control [25].
A. Error Equation Analysis
The closed-loop (21)–(20)–(7) is given by:
y(ν) = f(y, y˙, . . . , y(ν−1)) + bu (22a)
u˙ =
1
Tsα
[
y(ν)(t)−
〈〈
y(ν)
〉〉c
T
(t)
− (ν)(t)−∆ιν−1()(t) ] (22b)
 = y − y? (22c)
For the stability analysis it is necessary to enter in the
details of the controller ∆ιν−1. For the sake of simplicity we
exhibit one which is linear although there are many nonlinear
choices that are quite convenient. It worth to give some
precision on the choice of the closed-loop controller ∆ιν−1
that renders the closed-loop system asymptotically stable.
The tracking error is simply  = y− y? and denotes as χi,
i = 1, 2, . . . , ι, the i-st integral of , namely:
χi(t) =
∫ t
0
∫ ti
0
· · ·
∫ t3
0
∫ t2
0︸ ︷︷ ︸
i integrals
(t1)dt1 . . . dti
Among the many possible choices of stabilizing controller,
linear ones exist and ∆ιν−1 can be chosen as:
∆ιν−1() = a−ιχi + · · ·+ a−1χ1
+ a0+ a1˙+ · · ·+ aν−1(ν−1)
One can renders the equation (13) globally asymptotically
stable if the characteristic polynomial associated with this
equation, namely:
P∆ιν−1(λ) = λν+ι + aν−1λν+ι−1 + · · ·+ a1−ιλ+ a−ι (23)
is Hurwitz, i.e. has all roots with strictly negative real part.
Eliminating y = + y? and all its derivatives in (22) leads
to a first-order differential system that couples the variables:
χι, χι−1 . . . , χ1, , ˙, . . . (ν−1) and is excited by the quantities
y?, y˙?, . . . , y?(ν), and
〈
y(ν)
〉c
T
. In full details, the equations
reads:
dχι
dt
= χι−1 (24a)
... (24b)
dχ1
dt
=  (24c)
d
dt
= ˙ (24d)
... (24e)
d(ν−1)
dt
= (ν) (24f)
d(ν)
dt
= f(+ y?, . . . , (ν−1) + y?(ν−1)) (24g)
+b u (24h)
u˙ =
1
Tsα
[
y?(ν) −
〈〈
y(ν)
〉〉c
T
−∆ιν−1()
]
(24i)
Which is a differential system of equation,
The last equation (24i) exhibits a “small parameter”,
namely Tsα, that ensures a fast convergence of u to the desired
control. The complete stability analysis relies on the arguments
of Kelemen’s theorem [6].
B. Proof of Stability
Before to state the main result of this paper, we need to
introduce some more vocabulary.
We will say that the stabilizing controller ∆ιν−1 ensures
the tracking of the ideal system (13) with a sufficient margin
if there exits a > 0 such that all the roots λl, l = 1, . . . , ν + ι
of the associated5 characteristic polynomial P∆ιν−1 (see (23))
satisfies
Re(λl) < −a, l = 1, . . . , ν + ι
5In case of a linear controller, see (23), in nonlinear case just take the
characteristic polynomial of the linearized controller around 0.
We will say that the reference trajectory t 7→ y? is quiet
enough it there exist δ > 0, τ > 0 such that:
∀t > 0,∀i = 0, . . . , ν, 1
τ
∫ t+τ
t
∣∣∣y?(i)(µ)∣∣∣ dµ < δ
One says that the tracking of the trajectory t 7→ y? is
asymptotically stable [26] if the tracking error is bounded, i.e.
there exists o > 0 such that
sup
t∈[0,+∞[
| (t) | < o
and moreover
lim
t→+∞ (t) = 0
The stability result can now be stated as follows:
Theorem 1: Provided that:
• the trajectory t 7→ y? is quiet enough;
• the stabilizing controller ∆ιν ensures the robust track-
ing of (13) with sufficiently margin;
• the initial tracking error (0) is sufficiently small.
Then the model-free control law (16) that the to-be-controlled
system ensures the asymptotically stable tracking of the tra-
jectory t 7→ y?.
The hypotheses of this theorem are quite standard com-
pared with the ones in the huge literature on trajectory tracking.
Proof: The proof proceed with an application of Kele-
men [6]–[8] with a conjunct application of the singular pertur-
bation theory [5], [27], [28] on the differential system (24a)–
(24i): The small parameter αTs appearing in the last equa-
tion (24i) ensures fast convergence of u to its “good value”
u∗. The latter, according to a steady state analysis, expresses
as:
u? = −f(y
?, . . . , y?(ν−1))
b
Stability of the tracking is easily proven by a standard appli-
cation of Kelemen’s result. Notice that in practice u∗ cannot
be calculated as the model of the system is not known; the
estimator involved in (15) do the job in an indirect manner.
V. CONCLUSION
This paper establishes that model-free control produces an
asymptotically stable trajectory tracking for nonlinear systems
under mild hypothesis. This proof also gives insight to the
tuning of model-free control laws.
This result is easily transportable to multi-input multi-
output systems.
Model-free control have been successfully applied in many
practical situation before this proof was developed. This results
should give some confidence to control practitioners for the
applicability of this framework. One also hope that this could
facilitate the introduction of this new methodology in modern
teaching of control.
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NOTATIONS
f [k] Sample k of time function f
〈υ〉cT Continuous-time estimation of υ
〈υ〉dTs,ns discrete-time estimation of υ
T Time span used in
continuous-time estimators
Ts Sample period
ns Number of sample involved
in discrete-time estimators
TABLE I. MAIN NOTATIONS
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