Abstract. We present a new matrix-valued isospectral ordinary differential equation that asymptotically block-diagonalizes n × n zero-diagonal Jacobi matrices employed as its initial condition. This o.d.e. features a right-hand side with a nested commutator of matrices, and structurally resembles the double-bracket o.d.e. studied by R.W. Brockett in 1991. We prove that its solutions converge asymptotically, that the limit is block-diagonal, and above all, that the limit matrix is defined uniquely as follows: For n even, a blockdiagonal matrix containing 2 × 2 blocks, such that the super-diagonal entries are sorted by strictly increasing absolute value. Furthermore, the off-diagonal entries in these 2 × 2 blocks have the same sign as the respective entries in the matrix employed as initial condition. For n odd, there is one additional 1 × 1 block containing a zero that is the top left entry of the limit matrix. The results presented here extend some early work of Kac and van Moerbeke. § 1.
§ 1. Introduction and Main Result
The tasks of sorting a list, diagonalizing a matrix, and solving a linear programming problem are traditionally solved with computer science algorithms, for example the quicksort algorithm for sorting or the simplex method for solving linear programs. Brockett [Brockett, 1991] showed that solutions to such problems can also be obtained by means of a smooth dynamical system, in particular as the limit of solutions to certain matrix-valued ordinary differential equations (o.d.e.'s). A classical problem from linear algebra is therefore solvable by calculus. Motivated by Brockett's work, new problems, conventionally tackled by algebraic methods, have been assigned to calculus. For instance, [Faybusovich, 1992] proposed an ordinary differential equation (structurally similar to the one proposed by Brockett) as the starting point in a general approach to interior point methods for linear programming.
By a Jacobi matrix we mean a symmetric tridiagonal matrix (in general, infinite) with real entries and distinct eigenvalues. In this article we present a matrixvalued ordinary differential equation which asymptotically block-diagonalizes a finite-dimensional zero-diagonal Jacobi matrix taken as its initial condition. Jacobi matrices arise in a variety of applications, for example in solid state physics to characterize the Toda lattice, which is a simple model for a one dimensional crystal-see e.g. [Moser, 1975] , [Helmke and Moore, 1994, pp. 59-60] for a detailed study. There is also a strong connection between Brockett's double bracket flow [Brockett, 1991] and the Toda lattice equation, which was first observed by [Bloch, 1990] .
We offer a second motivation here that has intrinsic appeal and interest, relating to the computation of the roots of certain polynomials. Orthogonal polynomials on the real line corresponding to a Borel probability measure µ have considerable applications in mathematical physics and engineering [Simon, 2005] . Let ·, · denote the standard inner product on the Hilbert space L 2 (R, µ). Then a sequence of monic orthogonal polynomials on the real line is defined recursively [Szegö, 1959] by P n+1 (x) = xP n (x) − a 2 n P n−1 (x) − b n+1 P n (x), n ∈ N, P −1 (·) = 0, P 0 (·) = 1, where a n := P n P n−1 , for n ∈ N and b n+1 := xP n , P n P n 2 for n ∈ N 0 .
To a given measure µ, there corresponds a (generally infinite) Jacobi matrix with strict positive off-diagonal entries derived from its orthogonal polynomials, and it is well-known that the zeros of these orthogonal polynomials are precisely the eigenvalues of finite truncations of this Jacobi matrix. Conversely, Favard's Theorem [Favard, 1935] shows that to every finite-dimensional symmetric tridiagonal matrix with strictly positive off-diagonal entries there corresponds a finitely supported measure. (The uniqueness of this measure for an infinite-dimensional Jacobi matrix is an issue that relates to the solvability of the "moment problem" [Akhiezer, 1965] , with which we shall not deal here.) Since the space of square integrable functions corresponding to this measure is finite dimensional (the measure itself being finitely supported), it is enough that from the orthogonal polynomials it is possible to recover the measure, and this leads to the problem of finding the roots of such polynomials. The latter, in general, is known to be a difficult task. As mentioned above, for our applications it suffices to determine the eigenvalues of the finite truncations of the corresponding Jacobi matrix, which we shall do in this article with the aid of an appropriate matrix-valued ordinary differential equation. For this we further specialize the measures to non-negative linear combinations of finitely many Dirac measures on the real line placed symmetrically around 0. These measures give rise to zero-diagonal Jacobi matrices, and our main result to the problem of finding the roots of the orthogonal polynomials corresponding to these measures.
As a concrete application we consider the Gaussian quadrature method. For a given positive weight function w(x) on an interval [a, b] of the real line, the n-point Gaussian quadrature rule approximates an integral by
It is known (see [Simon, 2005, p. 17] , [Szegö, 1959, p. 351] , [Watkins, 2005, p. 21] ) that the optimal points x 1 , . . . , x n coincide with the zeros of the orthogonal polynomial P n (x) introduced above, when we use the probability measure µ =
, with dx being the Lebesgue measure. As mentioned, these zeros are precisely the eigenvalues of a certain n × n truncation of the Jacobi matrix in (1.1). Furthermore, if the interval [a, b] is symmetric about 0 and the weight function w(x) is even, the resulting Jacobi matrix has zero diagonal entries.
In this article, we treat the problem of obtaining the eigenvalues of zero-diagonal finite dimensional Jacobi matrices from the asymptotic limit of a smooth dynamical system. Preparatory to stating our main result, we need some preliminary notation: We let Sym(n) and Skew(n) denote respectively the set of symmetric and skewsymmetric n × n matrices with real entries. We define Jac 0 (n) as the set of all n × n Jacobi matrices with real entries and zeros on its diagonal. For a matrix A, A is the Frobenius norm defined as A = tr(AA ). Let C(R 0 , R) denote the set continuous functions from
} denote the set of all real matrices orthogonally similar to H 0 . For H 0 ∈ Jac 0 (n) we define M J (H 0 ) to be the set of all zero-diagonal Jacobi matrices that are isospectral to H 0 (that is, they have the same eigenvalues). Moreover, for p = 0, 1, . . . , n − 1, we let
The following is our main result:
(1.2). Theorem. Let n be a positive integer. Consider the zero-diagonal Jacobi matrix
and the skew-symmetric matrix
(i) (1.5) defines an isospectral flow on the set of all Jacobi matrices with zero diagonal entries. (ii) The solutions H(t) of (1.5) exist for all t 0 and approach asymptotically the set of equilibrium points of (1.5), which is given by
If n is odd, then for all initial conditions H 0 ∈ Jac 0 (n) other than the equilibria,
Remarks and contributions.
1. The assertions (i) − (iii) imply that the o.d.e. (1.5) evolves on the set of zerodiagonal Jacobi matrices with a fixed spectrum determined by its initial condition. Solutions exist for all t 0, attain a limit as t → ∞ and approach the set of equilibrium points (having cardinality greater than 1 for n > 2) asymptotically. For all initial conditions H 0 ∈ Jac 0 (n) other than the equilibria, however, property (iv) defines the limit matrix uniquely as follows: For n even, a blockdiagonal matrix containing 2 × 2 blocks, such that the super-diagonal entries are sorted by strictly increasing absolute value. Furthermore, the off-diagonal entries in these 2 × 2 blocks have the same sign as the respective entries in the matrix employed as initial condition. For n odd, there is one additional 1 × 1 block containing a zero that is the top left entry of the limit matrix. 2. [Brockett, 1991] studied the o.d.e. (1.5) in which the map K on the right-hand side of (1.5) was set to
where N is a constant symmetric matrix. In our case, however,
where N is a linear function of H, not a constant. As an important consequence of the definition of K as in (1.4), all equilibrium points of (1.5) are non-hyperbolic. In contrast, for
where N is a constant symmetric matrix, all the equilibrium points are known to be hyperbolic [Brockett, 1991] . In particular, the proof techniques in [Brockett, 1991] do not carry over, and in order to prove the sorting property (iv) in Theorem (1.2)-the stable manifold theorems [Helmke and Moore, 1994, p. 362ff ] cannot be employed. As such, the analysis of (1.5) requires new tools. 3. It is possible to treat N as a parameter in [Brockett, 1991] , and can therefore be employed, e.g., to sort the eigenvalues of lim t→∞ H(t) according to a particular order by selecting an appropriate matrix N . Such variations in our case are not readily available since K is a fixed function defined by (1.4). 4. The dynamical system
was studied first in [Kac and van Moerbeke, 1975] . This article studied several properties of (1.5) by considering the dynamics of the individual components, and the techniques relied on properties of the orthogonal polynomials associated to Jacobi matrices. In contrast, our technical tools are system theoretic. The analysis of the properties of (1.5) from a double bracket perspective, to our knowledge, has been carried out here for the first time. In addition, the sorting property (iv) in Theorem (1.2) is an entirely new observation.
Outline of the article: §2 presents the proof of the Theorem, which we illustrate with some numerical examples in §3. We conclude in §4 with a summary of our work and comment on possible subjects of further research. § 2. Proof of Theorem (1.2) Some preliminaries are needed in order to prove Theorem (1.2). We begin with the following classical result, which will play a key role behind proving that the solutions to (1.5) are isospectral.
(2.1). Proposition ( [Lax, 1968] ). Let ϕ : Sym(n) −→ Skew(n) be a smooth mapping, and suppose that γ : R 0 −→ Sym(n) is a curve satisfying
Then there exists a smooth family of unitary matrices (U (t)) t 0 with
The family (γ(t)) t 0 is thus isospectral.
Next we define the mapping (2.3)
The mapping N (·) is linear, and can be written as
where A ∈ Sym(n) and E i is the matrix with 1 at its (i, i)-th entry and zeros elsewhere.
(2.5). Proposition. Let
Then the commutator of H n and N (H n ) is given by
where N (·) is the linear mapping defined in (2.3).
Proof. The proof proceeds by induction. Observe that D u,2 = 0 if n = 1. For n = 1, we have H n = 0, and therefore K(H n ) = 0. For n = 2, we have
We consider the induction step:
Simple matrix multiplications lead to (2.10)
, where j 1 = (n − 3)a n a n−1 ,
, where j 5 = (n − 2)a n a n−1 , j 6 = (n − 3)a n a n−1 .
By the induction hypothesis,
Therefore, by (2.10) and (2.11) we get
0 0 a n−1 a n−2 0 0 a n a n−1 0 . . . 0 −a n−1 a n−2 0 0 0 0 . . . 0 0 −a n a n−1 0 0
Note, that in view of Proposition (2.5), the modified Kac-van Moerbeke equation (1.5) can be represented as the double bracket o.d.e.
We shall employ the following auxiliary lemma in the proof of Theorem (1.2).
(2.13). Lemma. If A = D 1 (a 1 , a 2 , . . . , a n−1 ) with a i ∈ R for all i = 1, . . . , n − 1, then (2.14)
n−2 a n−1 ), where the mapping N (·) is defined in (2.3).
Proof.
We have already shown in Proposition (2.5) that K(A) = [A, N (A)]. Let A 1 denote the upper triangular part and A 2 the lower triangular part of A, such that A = A 1 +A 2 . Using an analogous decomposition for K(A) we get K 1 (A)+K 2 (A) = K(A). We abbreviate and simply write
We first show by induction that [A 1 , K 1 ] = 0. Indeed, if we denote with a superscript the size of a matrix and consider 1 (a 1 , a 2 , . . . , a n−1 ) and A n 2 = D u,1 (a 1 , a 2 , . . . , a n−1 ) , we observe that for n = 1 we have [A n 1 , K n 1 ] = 0. The induction step can be done as follows:
. . . a n−2 a n−1 a n 0 0 0
Moreover, we have A 1 = A 2 and
Thus, [A 2 , K 2 ] = 0 as well, and it remains to show (again by induction) that
. . , −a n−2 a 2 n−1 + a 2 n−3 a n−2 , a 2 n−2 a n−1 ). As the next step, we claim that
n−3 a n−2 , a 2 n−2 a n−1 ). The induction base is trivial. Then we have:
n−2 a n−1 , a 2 n−1 a n ). Again, in view of A 1 = A 2 and K 1 = −K 2 , we obtain
. . , −a n−2 a 2 n−1 + a 2 n−3 a n−2 , a 2 n−2 a n−1 ) . According to (2.15), for A = D 1 (a 1 , a 2 , . . . , a n−1 ) we have
. . , −a n−2 a 2 n−1 + a 2 n−3 a n−2 , a 2 n−2 a n−1 ), which completes the proof. 
With respect to the o.d.e. (2.19) d dt H(t) = [H(t), [H(t), N (H(t))]] , H(0)
= H 0 ∈ Sym(n),
the time derivative of f (H(·)) is given by
Proof. We start by simplifying the function
tr (H(t)H(t) − H(t)N (H(t)) − N (H(t))H(t) + N (H(t))N (H(t)))
+ 1 4 N (H(t)) 2 = − 1 4 H(t) 2 + 1 2 tr (N (H(t))H(t)) − 1 4 N (H(t)) 2 + 1 4 N (H(t)) 2 = − 1 4 H(t) 2 + 1 2
tr (N (H(t))H(t)) .
Since H(t) ∈ M(H 0 ) by Proposition (2.1), H(t) is constant for all t 0. We calculate the derivative of f along the trajectories of (2.19) as follows:
where, at the third equality, we employed the fact [Bernstein, 2009, p. 162] 
since N is linear, and since from (2.
21) it follows that tr(N (H(t))Ḣ(t)) = [H(t), N (H(t))]
2 , our proof will be complete if we show that (2.22) tr
N (Ḣ(t))H(t) = tr N (H(t))Ḣ(t) .
To this end, employing the expansion of N in (2.4), we see that
which establishes (2.22), and completes the proof. 
(t) = [H(t), [H(t), N (H(t))]] , H(0)
has a finite number of equilibrium points on Jac 0 (n) that are isospectral to H 0 .
Proof. In view of Proposition (2.1) and Lemma (2.13), H(t) ∈ M J (H 0 ) for all solutions of (2.24) and for all t 0. Moreover, for H 0 ∈ Jac 0 (n) we have M J (H 0 ) ⊆ Jac 0 (n). By Lemma (2.16), (2.25)
is the set of all equilibrium points of (2.24) on Jac 0 (n) that are isospectral to H 0 . LetH = D 1 (a 1 , a 2 , a 3 , a 4 , . . . , a n−2 , a n−1 ) ∈ Jac 0 (n). At this point it is crucial to recall that according to our definition Jacobi matrices have distinct eigenvalues. We treat the case of n even and n odd separately: n even Consider the set of matrices
In view of (2.7), the only possibility forH to lie inẼ is if a i = 0 for all i even and a i = 0, for all i ∈ {1, 3, . . . n − 1} with a i = a j for all i = j, such that 0, a 3 , 0, . . . , 0, a n−1 ).
Note thatHẼ has the spectrum σ(HẼ) = ±a i i ∈ {1, 3, . . . n − 1} containing only distinct eigenvalues. Now E as defined in (2.25) is a subset ofẼ satisfying the isospectral conditions; it is the restriction ofẼ to the set of zero-diagonal Jacobi matrices isospectral to H 0 , i.e., E =Ẽ| M J (H0) . Considering all the possible permutations of the a i for i ∈ {1, 3, . . . , n − 1}, the set E contains n 2 ! equilibrium points on Jac 0 (n) that are isospectral to H 0 . n odd First of all, sinceH = D 1 (a 1 , a 2 , a 3 , a 4 , . . . , a n−2 , a n−1 ) is a (zero-diagonal) Jacobi matrix, we need to evoke the fact [Penskoi, 2008] that its spectrum has the form (2.26)
Moreover, if we consider
in view of (2.7),H must satisfy (2.27) a i a i+1 = 0 for all i = 1, . . . , n − 2 in order to lie inẼ. Furthermore, in view of (2.26) and (2.27)H has to be a block-diagonal matrix containing n−1 2 blocks of the form 0 aj aj 0 with a j = 0 and one 1 × 1 block containing a zero, where the block entries are distinct (since the eigenvalues of ofH need to be distinct). Accordingly, there are n+1 2 possibilities to place the 1 × 1 block inH. As above E =Ẽ| M J (H0) and considering all possible permutations of the blocks we get that E contains Proof. First, note that lim t→∞ |g(t)| = η > 0 implies that there exists T 0 > 0 such that for all t > T 0 , g(t) = 0. Therefore, by continuity, the sign of g(t) is the same for all t > T 0 . Suppose lim t→∞ g(t) 0. If the limit is equal to 0, then its absolute value would have to converge to 0 as well, which is a contradiction. Therefore,
Without loss of generality we assume that T 1 > T 0 (otherwise put T 1 := max{T 0 , T 1 }). By continuity, g is bounded on the interval [0, T 1 ] by some constant C. Therefore,
Now we see that for t > T
g(s) ds = ∞ which is a contradiction.
Proof of Theorem (1.2).
In view of Lemma (2.13) it follows that the right-hand side of (1.5) is a symmetric tridiagonal matrix with zero diagonal entries given by (2.14). The fact that (1.5) is isospectral is an immediate consequence of Proposition (2.1). Therefore, the flow of (1.5) evolves on the set of zero-diagonal Jacobi matrices isospectral to H 0 , i.e., H(t) ∈ M J (H 0 ) for all t 0. This settles the claim in (i).
In order to show (ii), note that in view of (i), H(t) ∈ M J (H 0 ) for all t 0. Since M J (H 0 ) is known to be a compact manifold [Penskoi, 2008, Proposition 1.2] , H(t) exists for all t 0. By Lemma (2.16) we see that the set of equilibrium pointsH of (1.5) is given by H ∈ M J (H 0 ) [H, N (H)] = 0 . To show that H(t) approaches the set of equilibrium points, consider the function
According to Lemma (2.17),
We invoke the Krasovskij-LaSalle's Invariance Principle [Khalil, 2002, Theorem 4.4] , [Vidyasagar, 2002, p. 178] : First, we define the set
By Lemma (2.16), E coincides with the set of all equilibrium points of (1.5). Therefore, E is an invariant set with respect to (1.5). Second, recall that M J (H 0 ) is a compact set. Therefore, by the Krasovskij-LaSalle's Invariance Principle, every solution (H(t)) t 0 starting in M J (H 0 ) approaches the set of equilibrium points E asymptotically, which proves the claim in (ii).
To show property (iii) note that we have already shown in part (ii) that every solution of (1.5) approaches the set of equilibrium points asymptotically. However, according to Lemma (2.23) , the number of equilibrium points is finite. By continuity of trajectories, therefore, (H(t)) t 0 converges to a single equilibrium point, i.e., lim t→∞ H(t) exists, which proves the claim in (iii).
To prove (iv), consider first the o.d.e.
where x(t) ∈ R, g ∈ C(R 0 , R). Suppose that x 0 = 0. The unique solution ( [Khalil, 2002] ) to (2.31) is given by
and it follows at once that
We consider the components of the o.d.e. (1.5): 
This o.d.e. is of the form (2.31), and by Lemma (2.23) and properties (ii) and (iii) of Theorem (1.2), it follows that lim t→∞ a 2i (t) exists and is equal to zero. By (2.32),
Independently of the preceding steps, recall that the eigenvalues of any Jacobi matrix are distinct. From the definition of g 2i it now follows that (2.34) there exists η 2i > 0 such that lim
In view of (2.33) and (2.34), Lemma (2.28) and property (iii) of Theorem (1.2) lead to n odd We introduce the function f (t) := a 2 n−1 (t), t 0, where a n−1 (·) is the solution of the final component of (1.5). The derivative of f given by
n−2 (t) 0 shows that f is monotonically non-decreasing. Since a n−1 (0) = 0, it follows from the fact that f is monotonically non-decreasing, that lim t→∞ a n−1 (t) = 0. In view of Lemma (2.23), and properties (ii) and (iii) of Theorem (1.2), it follows that lim t→∞ a 2i−1 (t) exists and is equal to zero for all i = 1, . . . n−1 2 . As in the case of n even, we define, for each i = 2, . . . ,
. With this definition of g 2i−1 , we see that the oddnumbered components (greater than one) of the o.d.e. (1.5) can be represented as
This o.d.e. is of the form (2.31), and since we know that lim t→∞ a 2i−1 (t) = 0, it follows from (2.32) that (2.36) lim
Since the eigenvalues of any Jacobi matrix are distinct, by definition of g 2i−1 we see that (2.37) there exists η 2i−1 > 0 such that lim
In view of (2.36) and (2.37), Lemma (2.28) and property (iii) of Theorem (1.2) lead to −0.21, 0, 2.71, 0, −10.48, 0, 12.34, 0, 14.36) . Figure 2 shows the evolution of the super-diagonal components of H(t) against time t.
(3.5). Example. Consider the following initial condition of size 29 × 29 (3.6) H(0) = H 0 = D 1 (−6, 7, −8, 2, −13, 7, −12, 7, −2, 9, 2, −4, 2, 4, 6, −15, −7, 11, −7, 9, 9, 15, 1, 5, −3, 11, −1, −3), 0, 2.81, 0, 2.98, 0, 4.17, 0, 4.66, 0, 4.84, 0, −6.26, 0, 9.29, 0, −10.84, 0, 11.53, 0, 11.83, 0, 12.48, 0, 17.11, 0, 17.98, 0, −18.85) . We presented a matrix-valued isospectral ordinary differential equation that asymptotically block-diagonalizes a finite-dimensional zero-diagonal Jacobi matrix employed as its initial condition. We demonstrated that this o.d.e. can be represented as a double bracket equation, thus establishing a connection to [Brockett, 1991] , and we have proved certain new key properties of this o.d.e. by systemtheoretic techniques. In particular that the limit is block-diagonal and the blocks of the limit point are sorted by increasing magnitude of the corresponding eigenvalue.
The domain of the o.d.e. (1.5) can be expanded to the set of real symmetric matrices Sym(n). Since M(H 0 ) for H 0 ∈ Sym(n) is again a compact manifold , assertions (i) and (ii) of Theorem (1.2) hold also for the symmetric case, and the proof proceeds analogously. Extensive simulations lead us to conjecture that the solutions converge asymptotically to block diagonal matrices, as in the case of zero-diagonal Jacobi matrices employed as initial conditions. However, a proof for this conjecture is still an open problem; the primary technical difficulty arises from the fact that in contrast to the case of zero-diagonal Jacobi matrices, in this case there exist infinitely many equilibrium points.
