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Abstract
In this thesis we provide a new approach to categorical graph and hypergraph
theory by using categorical syntax and semantics. For each monoid M and ac-
tion on a set X , there is an associated presheaf topos of (X,M)-graphs where
each object can be interpreted as a generalized uniform hypergraph where each
edge has cardinality #X incident vertices (including multiplicity) and where
the monoid informs what type of cohesivity the edges possess. One distin-
guishing feature of (X,M)-graphs is the presence of unfixed edges. We prove
that unfixed edges are a necessary feature of a category of graphs or uniform
hypergraphs if one wants exponentials and effective equivalence relations to
exist in the category. The main advantage of separating syntax (the (X,M)-
graph theories) from semantics (the categories of (X,M)-graphs) is the ability
to interpret the theory in any cocomplete category. This interpetation functor
then yields a nerve-realization adjunction and allows us to transfer structure
between the category of (X,M)-graphs and the receptive cocomplete category.
In particular, each morphism of (X,M)-graph theories induces an essential
geometric morphism between the categories of (X,M)-graphs. Simple graphs
and labeled/colored graphs are easily constructed by taking the separated
objects under the double negation topology and slice categories respectively.
Thus the categories of simple (X,M)-graphs are Grothendieck quasi-toposes
and the categories of labeled/colored (X,M)-graphs are Grothendeick toposes.
The classically defined categories of hypergraphs, uniform hypergraphs, and
graphs are often cocomplete allowing obvious interpretations to take place in
these categories. We show the existence or non-existence of structure in each
of these classically constructed categories using the transfer of structure under
the adjunctions. This framework then gives us a way to describe any type of
category whose objects consist of a set of vertices and a set of edges.
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Introduction
Graphs, hypergraphs and uniform hypergraphs are general mathematical ob-
jects which have a wide array of applications. The structure of the various
categories of graphs, hypergraphs and uniform hypergraphs have been exam-
ined in [10][11][15][37][26][28][33][43][55]. More recently, categorical methods
in graph and hypergraph theory have been employed category theory founda-
tions [18], graph and hypergraph transformations [5], control systems [42], and
graph theory itself [6][20][21][24][14]. Thus it is imperative to clarify the issue
regarding the categorical structures involved and provide a general framework
for graph, uniform hypergraph, and hypergraph theory which is intuitive, ro-
bust, and useful.
Previous attempts ([43][28][26][24],[15]) to describe the categories of graphs
assume the objects are classically defined. We instead adopt the philosophy of
Grothendieck and define ”nice” categories with a few ”bad” objects in order
to have available the categorical constructions available in topos theory. Thus
our aim is to provide a framework for categorical graph theory using the cat-
egories of (X,M)-graphs and reflexive (X,M)-graphs, which are categories of
presheaves1 on two-object categories (Definition 1) which can be thought of as
generic containers for the set of vertices and set of arcs and where a monoid
M informs the type of coherence involved.
The categories of (reflexive) (X,M)-graphs should be thought of as cate-
gories of generalized k-uniform hypergraphs where k is the cardinality of X . In
particular, the categories of (reflexive) (X,M)-graphs have incidence in mul-
tisets which have been examined recently in [32][25]. The other distinguishing
feature of (reflexive) (X,M)-graphs is the presence of unfixed edges. In the
case X is a two-elements set, the only unfixed edges are 2-loops, which are
called bands in [10][49]. We prove in Part II that unfixed edges are neces-
sary for the construction of exponentials in conventional categories of graphs
(Corollaries 57, 66, 71).
1Recall a category of presheaves is one which is equivalent to a functor category [Cop,Set]
for some small category C.
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One motivation for defining the categories of (X,M)-graphs is to address
the problem that the category of k-uniform hypergraphs (as defined in [15])
lacks connected colimits, exponentials and does not continuously embed into
the category of hypergraphs. However, there is a continuous embedding of the
category of k-uniform hypergraphs in a category of (X,M)-graphs (Proposition
56) which preserves any relevant categorical structures (e.g., colimits, expo-
nentials, injectives, projectives). Therefore, working in a category of (reflexive)
(X,M)-graphs would provide a better categorical environment for construc-
tions on uniform hypergraphs.
In Chapter 1, we define (reflexive) (X,M)-graph theories and (X,M)-graph
categories and examine their categorical structures. In particular, an equiva-
lence between the category of monoid actions, the category of (X,M)-graph
theories, and the (meta)category of (X,M)-graph toposes is shown (Proposi-
tion 5). Thus statements about monoid and group actions may be rephrased
into graphical and topos theoretic statements (see Examples 4(4,5) Example
29(2)). This opens the door to new crossovers of research where a broader
view may be taken and more general statements about graphs, uniform hy-
pergraphs, and monoid actions can be proven. Also, by separating syntax
((X,M)-graph theories) from semantics ((X,M)-graph categories), functorial
constructions between (X,M)-graph categories are often induced by taking the
obvious morphisms between theories. In particular, since a morphism between
monoid actions induces an essential geometric morphism between categories
of (X,M)-graphs, bridges of structure via adjunctions can be constructed be-
tween the different categories of (reflexive) (X,M)-graphs in a general way. In
particular, the adjunctions between the usual categories of graphs and hyper-
graphs (Corollary 17), evaluation at components (Examples 4(3), cf, [24]) and
constructions of injective hulls and projective covers (Chapter 8) can all be
obtained by using the obvious morphisms of monoid actions as well as obvious
interpretations of (X,M)-graph theories (Part II).
In Chapter 2 we show how the categories of (reflexive) (X,M)-graphs in-
troduced in this paper are able to describe the types of incidence in the var-
ious definitions of graphs and hypergraphs, e.g., oriented2, unoriented [8], di-
rected [22], and hereditary [41], by taking the monoid M to be a submonoid
of endomaps on a set X . Thus, when X is a two-element set, the categories
of (X,M)-graphs generalize the various categories of graphs and undirected
graphs found in [11] [10] [37]. Therefore, any results proven for (reflexive)
(X,M)-graphs in general hold for these categories as well. By taking a two
2This is not to be confused with oriented hypergraphs as defined in [48] (see Example
22(2))
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set partition of a set X and taking submonoids of the endomaps on X which
restrict to these subsets give us a way to define directed uniform hypergraphs
([22]).
In Chapter 3, we show how the natural inclusions of submonoids endomaps
which induce essential geometric morphisms between the categories of X-
graphs is functorial on the category of sets with injective maps. This extends
the constructions in [11] and exemplifies the difference between modifications
of structure as opposed to modification of data. Many concrete examples of
these essential geometric morphisms are then given.
In Chapter 4, we show that the categories of labeled (X,M)-graphs are
generalizations of labeled and colored graphs and obtained by taking appropri-
ate slice categories of (X,M)-graphs. Therefore labeled and colored (X,M)-
graphs are also categories of presheaves. Thus by embedding k-uniform hyper-
graphs in the appropriate category of (X,M)-graphs, we can describe the cat-
egories of colored and labeled k-uniform hypergraph as slice categories which
is otherwise unavailable in the classical definition. This allows us to formu-
late Hedetniemi’s conjecture in functoral terminology (Example 20(2)) in the
general case.
Categories of hybrid and mixed (X,M)-graphs are discussed in Chapter
5. In particular, the category of bipartite graphs is a hybrid (X,M)-graph
(Example 2). The well-known functor from the category of hypergraphs to
bipartites graphs is shown to respect the dualization of data given (Example
31(5)) and characterizes the usual dualization of hypergraphs. However, the
construction of a hypergraph from a bipartite graph is shown to not extend to a
functor. Using hybrid (X,M)-graphs also allows us to generalize constructions
of intersection graphs (also known as line graphs) of hypergraphs which in
turn are used for constructions of Kneser hypergraphs. Each of these cases
supports the idea that the natural categorical context in which to study these
constructions should be in the category of bipartite graphs rather than the
category of hypergraphs.
In Chapter 6 we look at the topos structures of the categories of (reflexive)
(X,M)-graphs. The categories of (reflexive) (X,M)-graphs are instances of
categories of cohesive or variable sets as described in [38] where the sets of
vertices are binded by arcs and the monoid M informs the type of cohesivity
between vertices. We generalize the result concerning the construction of ex-
ponentials in [49] and [10], provide a set construction of the arc set (Chapter
6.2), and show the importance of maintaining a distinction between unfixed
loops (also called bands in the case X is a two element set) and fixed loops
in the construction of exponentials (Examples 35(4) and 35(5), Corollaries 66
and 71). The topos theoretic properties (e.g., connected, e´tendue, etc.) for a
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(reflexive) (X,M)-graph are considered (Chapter 6.5). This generalizes [37]
and exhibits the difference between the categories of reflexive and non-reflexive
(X,M)-graphs.
Simple (X,M)-graphs are defined as the categories of separated presheaves
under the double negation topology in Chapter 7 and generalize the case of sim-
ple graphs. This implies that simple (X,M)-graphs are Grothendieck quasi-
toposes which are reflective subcategories of (X,M)-graphs which preserve
exponentials (Proposition 42). Moreover, we show in Example 31(2) that the
functor from hypergraphs to bipartite graphs factors through the category
of simple bipartite graphs and thus better exemplifies the difference between
hypergraph and bipartite graph morphisms (cf [54]).
The characterization injective and projective objects in a category of graphs
in [55] for undirected graphs and more recently in [24] for directed graphs is
improved upon by using the more abstract framework of (reflexive) (X,M)-
graphs in Chapter 8. We show there are natural functorial injective and pro-
jective refinements of objects (Chapter 8). This also allows us to construct the
injective hulls and projective covers for (reflexive) (X,M)-graphs.
In the Part II, we model (X,M)-graph theories in categories of F -graphs
[28] and reflexive F -graphs which generalizes [43]. In particular, we focus on
models of (reflexive) (X,M)-graphs in the category of hypergraphs (Chapter
10.3) and generalizations of categories of undirected graphs to show how a
bridge of structure between uniform hypergraphs, hypergraphs, and graphs
can be made via nerve-realization adjunctions induced by the obvious inter-
pretations (Propositions 56, 65 and 70).
In Chapter 10 we use the functorial semantics introduced in [2] to show
which categorical structures exist and do not exist in the categories of (re-
flexive) F -graphs. In particular, we show that the generalized categories of
undirected graphs and reflexive undirected graphs are ∞-positive geometric
categories with a natural numbers object and subobject classifier (Proposi-
tion 73). This exemplifies the difference between the categories of (reflexive)
(X,M)-graphs and more categories defined based on the set-theoretical ap-
proach. Using Giraud’s theorem, we can capture this difference by either of
the following conceptual equations:
Graphs + Exponentials = (X,M)-Graphs
Graphs + Effective Equivalence Relations = (X,M)-Graphs.
where Graphs is the corresponding category of uniform hypergraph classically
defined.
This thesis is a step toward a ”universal graph theory” where general con-
structions and results based in various specialized areas of graph theory can
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be formulated. Our approach differs from previous attempts at describing cat-
egorical graph theory by being able to describe structures relevant to graph
theorists. In this paper you will find (X,M)-graph generalizations and cate-
gorical reformulations for each of the following:
1. Cayley and Schreier Graphs, Examples 29(2, 3)
2. Non-rainbow and Non-monochromatic hypergraphs, Examples 20(2, 3)
3. Intersection Graphs, Example 31(6)
4. Pultr Functors, Example 49(5)
5. Hypergraph Dualization, Example 18(1)
6. Bipartite Graph Double Covers, Example 35(6)
7. Regular Graphs, Example 5(3)
8. Reconstruction Conjectures, Example 38(2)
9. Hedetniemi’s Conjecture, Example 20(2)
10. Kneser Hypergraphs, Example 38(10)
11. The Various Products of Graphs, Section 6.6
We want to stress that this is not mere pedantry for the sake of reformulation
of graph theory into category theory. Rather, it is an illumination of the struc-
tures involved and a capturing of a changed perspective of what is meant by
”graphical structure”. Our methodology exemplifies the intimate connection
between monoid actions and ”graphs”, and how we can study them via transfer
of structure along adjoint situations induced by interpretation functors.
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Part I
Categories of (X,M )-Graphs
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Chapter 1
A General Framework
1.1 (X,M)-Graphs
We begin with a definition.
Definition 1.
1. LetM be a monoid and X a rightM-set. The theory for (X,M)-graphs,
G(X,M), is the category with two objects V and A and homsets given by
G(X,M)(V,A) := X,
G(X,M)(A, V ) := ∅,
G(X,M)(V, V ) := {idV },
G(X,M)(A,A) :=M.
Composition is defined asm◦x = x.m (the right-action viaM), m◦m′ =
m′m (monoid operation of M).
2. LetM be a monoid such that Fix(M) := {m′ ∈M | ∀m ∈M,m′m = m′ }
is non-empty. Let X := {xm′ |m
′ ∈ Fix(M) } be the right M-set with
right-action xm.m
′ := xmm′ for each m ∈ M and xm′ ∈ X . The theory
for reflexive (X,M)-graphs, rG(X,M) is the same as for G(X,M) but with
rG(X,M)(A, V ) := {ℓ},
and composition ℓ ◦m = ℓ, ℓ ◦ xm′ = idV , and x ◦ ℓ = x for each m ∈M
and m′ ∈ Fix(M).
The category of (X,M)-graphs (resp. reflexive (X,M)-graphs) is defined
to be the category of presheaves Ĝ(X,M) := [G
op
(X,M),Set] (resp. r̂G(X,M) :=
[rGop(X,M),Set].)
15
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We represent the theory for (X,M)-graphs and and reflexive M-graphs as
follows.
V X // A Mgg V
X //
oo ℓ A Mgg
By definition, an (X,M)-graph G : Gop(X,M) → Set has a set of vertices G(V )
and a set of arcs G(A) along with right-actions for each morphism in G(X,M).
For example, x : V → A in G(X,M) yields a set map G(x) : G(A) → G(V )
which takes an arc α ∈ G(A) to α.x := G(x)(α) which we think of as its x-
incidence.1 For an element m in the monoid M , the corresponding morphism
m : A→ A in G(X,M) yields a right-action α.m := G(m)(α) which we think of
as the m-associated partner of α. If G is a reflexive (X,M)-graph, the ℓ-action
can be thought of as the extraction of a loop from a vertex. We call a loop
equal to x.ℓ a distinguished loop for vertex x. It can be thought of as the
arc-proxy for the vertex. This will allow us to map arcs to vertices, or more
precisely, arcs to distinguished loops.
Each (X,M)-graph G induces a set map ∂G : G(A) → G(V )
X such that
∂G(α) : X → G(V ) is the parametrized incidence of α, i.e., α.x = ∂G(α)(x).
The x-incidence can be recovered from a parametrized incidence by precom-
position of the map _x^ : 1 → X which names the element x in X . Observe
that the m-associated partner of an arc α in G has the parametrized incidence
such that the following commutes
X
∂G(α.m)
22
〈idX ,_m^〉
// X ×M action // X
∂G(α)
// G(V ).
If G is a reflexive graph, ∂G(x.ℓ) = _x^◦!X where !X is the terminal set map.
1.2 Characterization Results
By definition, the category of (X,M)-graphs is a presheaf topos and thus we
have the following characterization for an abstract category to be a (reflexive)
category of (X,M)-graphs.2 We follow the terminology in [31].
1Note that we use the categorical notation of evaluation of a presheaf as a functor for
the set of vertices G(V ) and set of arcs G(A) rather than the conventional graph theoretic
V (G) and E(G) for the vertex set and edge set.
2Compare this to Section 4 in [43] where an elementary theory of the category of graphs
is given.
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Proposition 2.
1. A category A is equivalent to a category of (X,M)-graphs iff the following
conditions hold:
(a) A is effective regular3 and extensive,
(b) There is a subterminal object V which is regular projective and con-
nected.
(c) There is a regular projective and connected object A which does not
admit a morphism to V such that the set {V ,A} is a separating set
of smallest cardinality.
2. A category B is equivalent to a category of reflexive (X,M)-graphs iff
the following conditions hold.
(a) B is effective regular and extensive.
(b) There is a regular projective, connected, non-terminal separator A.
Proof. The conditions are equivalent toA and B being a categories of presheaves
on the full subcategories with object set {V ,A} ([12], Corollary 43) where
in the reflexive case V is the terminal object. Let X := A(V ,A) (resp.
X := B(V ,A)) and M := A(A,A) (resp. M := B(A,A)). Then we have
A ≃ Ĝ(X,M) and B ≃ r̂G(X,M).
Since categories of (X,M)-graphs are categories of presheaves, they enjoy
many properties of the category of sets. We list a few without comment to
show relevance to their practical use in such fields as logic, combinatorics, and
computer science.
Corollary 3. A category of (reflexive) (X,M)-graphs
1. is complete, cocomplete, well-powered, well-copowered and locally carte-
sian closed.
2. has enough injectives and projectives.
3. is an adhesive HLR category ([16], Definition 4.9).4
4. is an∞-positive geometric category with a separating set of objects ([31],
A1.4.19, A1.2.4).
5. is an ∞-lextensive category.
3also called Barr-exact
4with respect to monomorphisms
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1.3 Essential Geometric Morphisms
Recall that an essential geometric morphism f : E → E ′ between toposes con-
sists of adjunctions f! ⊣ f ∗ : E ′ → E and f ∗ ⊣ f∗ : E → E ′ which we write
as f! ⊣ f ∗ ⊣ f∗ : E → E ′ and call the f -extension, f -restriction, and f -
corestriction respectively. A functor F : C → C′ between small categories C and
C′ induces an essential geometric morphism F! ⊣ F ∗ ⊣ F∗ : Ĉ → Ĉ′ where F! is
the realization of yC′ ◦F , F ∗ is the nerve of yC′ ◦F and F∗ is the nerve of F ∗◦yC′
where yC : C → Ĉ and yC′ : C
′ → Ĉ′ are the Yoneda embeddings (see [45] pp
194-198). In the subsequent, we denote the representables V := Ĝ(X,M)(−, V )
and A := Ĝ(X,M)(−, A).
Example 4.
1. (The Free, Forgetful, Cofree Adjunction for Categories of (X,M)-Graphs)
Consider the (X,M)-graph theory G(∅,1), i.e., the discrete category with
two objects V and A. Then for an (X,M)-graph theory G(X,M), there is
the inclusion functor ι : G(∅,1) → G(X,M). Thus there is an essential ge-
ometric morphism ι! ⊣ ι∗ ⊣ ι∗ : Set
2 → Ĝ(X,M). The ι-extension ι! takes
the pair of sets (S(V ), S(A)) to the coproduct
⊔
S(V ) V ⊔
⊔
S(A)A since
the category of elements for (S(V ), S(A)) lacks internal cohesion. The ι-
restriction ι∗ takes an (X,M)-graph G to the pair of sets (G(V ), G(A)).
By [46] (Proposition 3.3.9), it creates all limits and colimits. The ι-
coextension ι∗ sends (S(V ), S(A)) to the (X,M)-graph with vertex set
S(V ) and arc set Set2((X, |M |), (S(V ), S(A))) = S(V )X ×S(A)|M | where
|M | is the underlying set of M . The right-actions are given by (f, s).x =
f(x), (f, s).m = (f ◦ m, s.m) where m : X → X is the right-action by
m ∈M and s.m : |M | → S(A) is defined s.m(m′) := s(mm′).
The counit ε : ι!ι
∗ ⇒ id of the adjunction ι! ⊣ ι∗ on a component
εG :
⊔
G(V ) V ⊔
⊔
G(A)A → G is the epimorphism induced by the classi-
fication maps v : V → G and α : A → G for vertices v ∈ G(V ) and arcs
α ∈ G(A). The unit η : id ⇒ ι∗ι∗ of the adjunction ι∗ ⊣ ι∗ on a compo-
nent ηG : G→ ι∗ι∗(G) is the identity on vertices and sends arc α ∈ G(A)
to (∂G(α), α) where α : |M | → G(A) is the constant map. Thus for each
(X,M)-graph G the component ηG is a monomorphism. These natural
transformations will be used to characterize the injective and projective
objects in the category of (X,M)-graphs (see Chapter 8 below).
2. (The Free, Forgetful, Cofree Adjunction for Categories of Reflexive (X,M)-
Graphs)
1.3. ESSENTIAL GEOMETRIC MORPHISMS 19
In the case of reflexive (X,M)-graphs, the inclusion ι : G(∅,1) → rG(X,M)
induces a similar essential geometric morphism ι! ⊣ ι∗ ⊣ ι∗ : Set
2 →
r̂G(X,M) which behaves the same for the adjunction ι! ⊣ ι∗ as the non-
reflexive case. However, for the ι-coextension, (S(V ), S(A)) is sent to
the reflexive (X,M)-graph with vertex set S(V )×S(A) and arc set
S(V )X ×S(A)|M |. The right-actions are given by (f, s).x = (f(x), s(x ◦
ℓ)) for each x ∈ X and (f, s).m = (f ◦m, s.m) as above.
Similar to the non-reflexive case, the counit ε : ι!ι
∗ ⇒ id of the adjunc-
tion ι! ⊣ ι∗ on a component εG is the canonical epimorphism. The unit
η : id⇒ ι∗ι∗ on a component ηG : G→ ι∗ι∗(G) is morphism which on ver-
tices takes v ∈ G(V ) to (v, v.ℓ) and on arcs takes α ∈ G(A) to (∂G(α), α)
where α is the constant map. Therefore ηG is a monomorphism for each
reflexive (X,M)-graph G.
3. (Evaluation at Components) Let 1 be the terminal category and consider
the inclusion functor V : 1→ 2 which names the object V in G(∅,1). This
induces the essential geometric morphism V! ⊣ V ∗ ⊣ V∗ : Set → Set
2.
The V -extension sends a set S to (S,∅). The V -restriction sends the
pair (S(V ), S(A)) to S(V ). The V -coextension sends S to (S, 1).
Similarly, for the inclusion functor A : 1→ 2 which names the object A in
G, we have the essential geometric morphism A! ⊣ A∗ ⊣ A∗ : Set→ Set
2.
The A-extension sends a set S to (∅, S). The A-restriction sends a pair
(S(V ), S(A)) to S(A). The A-coextension sends S to (1, S(A)).
Let T be a reflexive or non-reflexive (X,M)-graph theory. Note that the
evaluation functors (−)V , (−)A : T̂→ Set are the compositions V ∗ι∗ and
A∗ι∗ respectively. Therefore, the evaluations are the restriction functors
of essential geometric morphisms ι!V! ⊣ (−)V ⊣ ι∗V∗ : Set → T̂ and
ι!A! ⊣ (−)A ⊣ ι∗A∗ : Set→ T̂. This will be used to define vertex-labeled
(X,M)-graphs in the subsequent (Definition 19).5
4. (The Orbit-Stabilizer Theorem) Let X be right M-set. Then for each
x ∈ X there is a functor _x^ : G(1,1) → G(X,M) which sends v : V → A
in G(1,1) to x : V → A. This induces the essential geometric morphism
such that the restriction functor x∗ : Ĝ(X,M) → Ĝ(1,1) gives a bouquet
of x-incidences for an (X,M)-graph H , i.e., x∗(H)(V ) = H(V ) and
x∗(H)(A) = H(A) such that α.v is the vertex α.x in H . The Ĝ(X,M)-
representable A has A(V ) = { vx | x ∈ X } and A(A) = { am |m ∈M }
5For reflexive (X,M)-graphs the essential geometric morphism ι!V! ⊣ (−)V ⊣ ι∗VI is
equivalent to the essential geometric morphism ∆ ⊣ Γ ⊣ B given in Chapter 6.5.
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with right actions am.x = x.m and am.m
′ = amm′ (see Chapter 6).
Therefore x∗(A) is the bouquet which captures the orbit and stabilizer
of the action, i.e., the orbit of x is given by the set of vertices in x∗(A)
which are not isolated (i.e., Orb(x) = {x′ ∈ X | ∃α ∈M, vx′ = α.x })
and the stabilizer Stab(x) is given by the arc set of the subbouquet
¬¬x, 6 i.e., ¬¬x(A) = {m ∈M | am.x = vx }. Since an invertible ele-
ment g ∈M is equivalent to an isomorphism g : A→ A of (X,M)-graphs
x∗(g) : x∗(A)→ x∗(A) is an isomorphism of bouquets. This isomorphism
restricts to an isomorphism between subbouquets g : ¬¬x → ¬¬(x.g).
Since restriction functors preserve arc sets, we have
⋃
g∈M ¬¬(x.g)(A) =
M . If M is a group, every morphism g : A → A is an isomorphism im-
plying that each ¬¬(x.g) is isomorphic to ¬¬x. This gives us a (X,M)-
graph theoretic proof of the orbit-stabilizer theorem.
|M | =
∣∣∣∣∣ ⋃
g∈M
¬¬(x.g)(A)
∣∣∣∣∣
= |¬¬x(A)| · |{non-isolated vertices in x∗(A)}|
= |Stab(x)| · |Orb(x)|
5. (Lagrange’s Theorem) Let H be a subgroup of G and G/H the set of
right cosets of H . There is the obvious right G-action on G/H giving us
the theory of (|G/H|, G)-graphs. For the functor _e^ : G(1,1) → G(|G/H|,G)
which picks out the coset He for the group unit e ∈ G induces a restric-
tion functor e∗ : Ĝ(|G/H|,G) → Ĝ(1,1) which preserves the arc and vertex
sets. Since the right action is transitive and by using the observation
above on the orbit-stabilizer theorem we have |G| ∼= |G/H||H| giving us
a (X,M)-graph theoretic proof of Lagrange’s Theorem.
1.4 Equivalence Results
Since the theories and categories of (X,M)-graphs depend on the monoid
and action, it is natural to see how monoid action morphisms transfers to
the corresponding theories and categories. We define the category of monoid
actionsM to consist of pairs (X,M) whereM is a monoid and X is a rightM-
set for objects and morphisms (f, ϕ) : (X,M)→ (X ′,M ′) where f : X → X ′ is
6By the internal logic of the topos Ĝ(1,1) ¬¬ : Sub(x∗(A)) → Sub(x∗(A)) is the double
negation closure operator.
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a set map and ϕ : M →M ′ is a morphism of monoids such that the following
commutes
X ×M action //
f ×ϕ

X
f

X ′×M ′ action // X ′.
The category of (X,M)-graph theories Th we define to be the subcategory
of small categories consisting of (X,M)-graph theories with morphisms those
functors which preserve the vertex object V and arc object A. We also define
the (meta)category of (X,M)-graph toposes GT to be the (meta)subcategory
of categories of presheaves of the form Ĝ(X,M) with morphisms as those essen-
tial geometric morphisms (defined up to natural isomorphism) such that the
restriction functor preserves vertex and arc sets.
Proposition 5. The categories of monoid actions M, (X,M)-graph theories
Th, and (X,M)-graph toposes GT are equivalent.
Proof. Consider the functor G : M → Th, (X,M) 7→ G(X,M). Since any
functor between theories γ : G(X,M) → G(X′,M ′) is equivalent to a morphism of
monoid actions γ : (X,M)→ (X ′,M ′), G is an equivalence.
Next, consider the functor (̂−) : Th → GT, G(X,M) 7→ Ĝ(X,M). A mor-
phism j : G(X,M) → G(X′,M ′) between theories yields an essential geometric
morphism j! ⊣ j∗ ⊣ j∗ such that the restriction functor j∗ : Ĝ(X′,M ′) → Ĝ(X,M)
which preserves vertex and arc sets for each (X,M)-graph G, i.e., j∗(G)(V ) =
Ĝ(X,M)(j(V ), G) = G(V ) and j∗(G)(A) = Ĝ(X,M)(j(A), G) = G(A). Therefore
(̂−) is well-defined. If γ! ⊣ γ∗ ⊣ γ∗ : Ĝ(X,M) → Ĝ(X′,M ′) is a GT-morphism it is
induced by a unique functor γ : G(X,M) → G(X′,M ′) which preserves vertex and
arc objects and sends a morphism x to the unique G(X′,M ′)-morphism γ(x)
such that γ(x) ∼= γ!(x). Therefore, (̂−) is an equivalence.
Since the functor M → Monoid, (X,M) 7→ M , is a fibration and opfi-
bration, we have Th and GT also admit a fibration and opfibration7 to the
category of monoids with fibers in categories of M-sets, i.e., presheaves on
one-object categories. We follow the terminology and notation in [23].
Lemma 6. [23] A functor P : E → B is a fibration iff for each small category
I, the functor P I : E I → BI is a fibration. Moreover, in this case a E I-morphism
α is P I-cartesian iff each component αx is P -cartesian.
7called a cofibration in [23]
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Proposition 7. Let P : E → B be a fibration (resp. opfibration) and D : I→ E
be a diagram. Suppose the following conditions hold:
(i) The limit L := limI PD (resp. colimit K) exists in B.
(ii) The fiber E(L) has I-limits (resp. I-colimits).
(iii) For each B-morphism f : Px → L, the pullback f ∗ : E(L) → E(Px) pre-
serves I-limits (resp., for each f : K → Px the pushout f! : E(K) →
E(Px) preserves I-colimits).
Then the limit L′ := limID (resp. colimID) exists and P preserves it.
Proof. By duality, it is enough to prove the case for limits. By Lemma 6,
P I : E I → BI is a fibration. Let p : ∆L ⇒ PD = P I(D) be the universal cone
in B and p : p∗(D) ⇒ D the cartesian lift of p (which exists since P I is a
fibration). Therefore, P I(p∗(D)) = P ◦ p∗(D) = ∆L and thus by the universal
mapping property of the fiber category P ◦ p∗(D) : I→ E factors through the
fiber E(L):
I
p∗(D)
$$
!!

E(L) // //

y
E
P

1 //
_L^ // B
By assumption, E(L) has I-limits and thus a universal cone q : ∆L′ ⇒ p∗(D)
exists over p∗(D) in E(L). We claim the composition ∆L′
q
%9p∗(D)
p
%9D is the
universal cone over D in E . Consider the following diagram (note that we omit
the symbol ∆ on E-morphisms):
∆x
r
##
n
''
k=gh
""
h′=h

ℓ

∆L′′
Pr∗(q)

g=s
cartesian
// ∆L′
q

pq
// D
idD

Pr∗(p∗(D))
❴

Pr
cartesian
// p∗(D)
❴

p
cartesian
// D❴

∆Px
Pr=∆Pg
// ∆L
p
// PD
Given a cone n : ∆x⇒ D, by the universal mapping property of the cartesian
lift of p, there is a unique factorization r : ∆x ⇒ p∗(D) such that p ◦ r = n.
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Let Pr : Pr∗(p∗(D)) ⇒ p∗(D) and s : p∗(∆L′) ⇒ ∆L′ be cartesian lifts of
∆Pr. By assumption Pr∗(q) : Pr∗(∆L′) ⇒ Pr∗(p∗(D)) is the universal cone
over Pr∗(p∗(D)) in the fiber E(Px). Therefore, Pr∗(∆L′) = ∆L′′ for some
E(Px)-object L′′ and s = ∆g for some E-morphism g : L′′ → L′. Note that by
definition of the functor Pr∗ : E(∆L)→ E(∆Px), we have Pr◦Pr∗(q) = q◦∆g.
Since Pr is cartesian, the morphism r : ∆x ⇒ p∗(D) induces a unique E I-
morphism ℓ : ∆x ⇒ Pr∗(p∗(D)) such that Pr ◦ ℓ = r. Therefore by the
universal mapping property of the limit L′′, there is a unique E-morphism
h : x→ L′′ such that ℓ = Pr∗(q) ◦∆h. Hence,
p◦ q ◦∆(g ◦h) = p◦ q ◦∆g ◦∆h = p◦Pr ◦Pr∗(q)◦∆h = p◦Pr ◦ ℓ = p◦ r = n.
Thus g ◦ h is a factorization of n through p ◦ q. For uniqueness, suppose
k : x→ L′ were another factorization. Since ∆g is cartesian over Pr, there is
a unique E-morphism h′ : x→ L′′ such that g ◦ h′ = k. Since p ◦ q ◦∆k = n =
p ◦ r, by universal property of p being cartesian we have q ◦ ∆k = r. Then
Pr ◦ Pr∗(q) ◦∆h′ = q ◦∆g ◦∆h′ = q ◦∆k = r = Pr ◦ Pr∗(q) ◦∆h. Since Pr
is cartesian, we have Pr∗(q) ◦∆h = Pr∗(q) ◦∆h′. Then by universal mapping
property of the limit L′′, we have h′ = h showing k = g ◦ h′ = g ◦ h. The
condition that P preserves the limit is by construction, i.e., P I(pq) = p.
Corollary 8. The categories M, Th, and GT are (small) complete and co-
complete.
Proof. Follows from the proposition above, noting that each fiber overM is the
category of M-sets (a category of presheaves) and the pullback and pushout
functors are the restriction and extension of scalar functors.
Corollary 9. The category of monoids is a reflective and coreflective subcat-
egory of M, Th and GT.
Proof. The functors λ : Monoid→M, M 7→ (∅,M) and ρ : Monoid→M,
M 7→ (1,M) are readily verified to be full and faithful left and right adjoints
to the bifibration functor M→Monoid.
For the reflexive case, let rTh be the subcategory of small categories con-
sisting of reflexive (X,M)-graph theories with morphisms those functors which
preserve the vertex object V and arc object A. Let rM be the full subcategory
of M consisting of objects (X,M) such that X ∼= Fix(M) as right M-sets.
We also define the (meta)category of reflexive (X,M)-graph toposes rGT to
be the of categories of presheaves
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There is an inclusion natural transformation G⇒ rG where G, rG : rM→
Cat are the functors which assign the (X,M)-theory and reflexive (X,M)-
theory to each monoid action (X,M) in rM. Therefore, for each reflexive
(X,M)-graph theory rG(X,M), there is an inclusion r : G(X,M) → rG(X,M) which
induces an essential geometric morphism r! ⊣ r
∗ ⊣ r∗ : Ĝ(X,M) → r̂G(X,M).
Proposition 10. Let M be a monoid such that Fix(M) is non-empty. The
category of reflexive (X,M)-graphs is equivalent to the category of presheaves
[BMop,Set] where BM is the one object category with homset equal to M .
Proof. For each x ∈ X , the morphism x : V → A in rG(X,M) is a split
monomorphism with retraction ℓ : A → V . Hence rG(X,M) and BM have
equivalent Cauchy completions. Thus by Proposition 5.2.3 [45], r̂G(X,M) is
equivalent to [BMop,Set].
Corollary 11. Let M be a monoid such that Fix(M) is non-empty. The
category of reflexive (X,M)-graphs is monadic over Set.
Proof. From the previous result, it is easily shown that the category of reflex-
ive (X,M)-graphs is equivalent the category of algebras on the endofunctor
M ×− : Set→ Set.
Chapter 2
Categories of X-Graphs
2.1 X-Graphs
Let X be a set, we define the following submonoids of the endomap monoid
End(X):
o(X) := {idX}
s(X) := Aut(X) (the submonoid of automaps)
ro(X) := { f ∈ End(X) | f = idX or ∃x ∈ X, ∀x
′ ∈ X, f(x′) = x }
rs(X) := ro(X)∪ s(X)
h(X) = rh(X) := End(X).
Thus there is the following inclusions as submonoids in End(X)
o(X)


// // s(X) // //


h(X)
ro(X) // // rs(X) // // rh(X)
The right-action of M ⊆ End(X) on X is given by evaluation, e.g. x.f :=
f(x).1
Definition 12. Let X be a set.
1. The theory for oriented X-graphs (resp. symmetric X-graphs, heredi-
tary X-graphs) is defined as oGX := G(X,o(X)) (resp. sGX := G(X,s(X)),
hGX := G(X,h(X))). The category of oriented X-graphs (resp. symmetric
X-graphs, hereditary X-graphs) is its category of presheaves ôGX (resp.
ŝGX , ĥGX).
1Note that the monoid operation on End(X) is given by f · g = g ◦ f .
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2. The theory for reflexive oriented X-graphs (resp. reflexive symmetric X-
graphs, reflexive hereditary X-graphs) is defined as rGX := rG(X,ro(X))
(resp. rsGX := rG(X,rs(X)), rhGX := rG(X,rh(X))).2 The category of re-
flexive oriented X-graphs (resp. reflexive symmetric X-graphs, reflexive
hereditary X-graphs) is its category of presheaves r̂oGX (resp. r̂sGX ,
r̂hGX).
The various categories of X-graphs can be thought of as models for k-
uniform hypergraphs where k is the cardinality of X and the arcs take its
incidence relation in multisets of vertices.
Example 13.
1. (The Underlying Sets of Vertices and Arcs) When X = ∅, the cate-
gories of oriented, symmetric and hereditary X-graphs is the category
Set×Set.
2. (Bouquets) When X = 1 is a one element set, the categories of ori-
ented, symmetric and hereditary graphs is the category of bouquets, i.e.,
the category of presheaves on V
s // A ([45], p 18). The categories of
reflexive, reflexive symmetric and reflexive hereditary X-graphs is the
category of set retractions.
3. (Conventional Categories of Graphs) When X = {s, t}, the categories of
oriented, reflexive, symmetric, reflexive symmetric graphs are the cate-
gories of directed graphs, directed graphs with degenerate edges, undi-
rected graphs with involution in [10].
The following is an example of a reflexive symmetric X-graph where
i : X → X denotes the non-trivial automap.
G a
ℓa
 α0 //
oo
α1
b
β0
CC
β1
[[
ℓb
 γ0
//
oo
γ1
c
ℓc

G(A) = {α0, α1, β0, β1, γ0, γ1, ℓa, ℓb, ℓc},
G(V ) = {a, b, c}
α0.s = a, α0.t = b, β0.s = b, β0.t = b,
γ0.s = c, γ1.t = b,
a.ℓ = ℓa, b.ℓ = ℓb, c.ℓ = ℓc,
α0.i = α1, β0.i = β1, γ0.i = γ1
2In each case, X can be verified to be the submonoid of fixed elements given in the
definition of a reflexive theory.
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Each loop extracted from a vertex via ℓ is depicted by a dotted arrow.
We will call these arrows distinguished loops. They should be thought
of as proxies for the vertices. Notice that for a distinguished loop ℓa, we
have ℓa.i = ℓa since ℓ ◦ i = ℓ in rsGX . However, a non-distinguished loop
may not be fixed by the right-action of i, as is the case with β0 and β1
above. If a loop δ has a distinct i-pair (i.e., δ.i 6= δ), we call it a unfixed
loop (or a 2-loop in the case X = 2).3 If δ is fixed by the i-action (i.e.,
δ.i = δ) it is called a fixed loop (or a 1-loop).
To connect this definition to undirected graphs, we identify edges which
are i-pairs and define the set of edgesG(E) as the quotient of the set of ar-
rows G(A) under this automorphism defined by the i-action.4 There is an
incidence operator ∂ : G(E)→ G(V )2 which defines for an i-pair the set
of boundaries. Then an undirected representation for G can be given as
G a
ℓa
α0∼α1
b
β0∼β1
2
ℓb
γ0∼γ1
c
ℓc G(E) = {α0 ∼ α1, β0 ∼ β1, γ0 ∼ γ1, ℓa, ℓb, ℓc},
G(V ) = {a, b, c}
(α0 ∼ α1).∂ = {a, b}, (β0 ∼ β1).∂ = {b, b},
(γ0 ∼ γ1).∂ = {b, c}, ℓa.∂ = {a, a}, ℓb.∂ = {b, b},
ℓ.c = {c, c}.
We have placed a 2 in the loop which came from the 2-loop β0 ∼ β1
even though the quotient has identified them. Keeping a distinction
between fixed loops and unfixed loops is necessary for constructions of
exponentials (see Chapter 6, Corollary 66 below).5
4. (Hereditary X-Graphs) Since the monoid of endomaps on 2 contains
only automaps and constant maps, the category of reflexive hereditary
X-graphs is the same as reflexive symmetric X-graphs. The category
of hereditary X-graphs can be interpreted as a category of undirected
graphs such that each edge is associated to a loop on its incident vertices.6
3In [10], it is called a band.
4In the subsequent, we reserve the term edge for the equivalence class of arcs under the
group s(X).
5In the subsequent, if a loop has no number written inside it is assumed to be a fixed
loop.
6Note that this is not the same as reflexive hereditary graphs. The X-graph with one
vertex and no arcs is an example of a hereditary graph but not a reflexive hereditary graph.
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5. (Unfixed Edges) Let X be a three element set {s, t, r} and consider
the symmetric X-graph G with vertex set G(V ) := {a, b} and arc set
G(A) := {α1, α2, α3} with right-actions given as follows
α1.s = a α1.t = b α1.r = b α1.(st) = α2 α1.(sr) = α3 α1.(tr) = α1
α2.s = b α2.t = a α2.r = b α2.(st) = α1 α2.(sr) = α2 α2.(tr) = α3
α3.s = b α3.t = b α3.r = a α3.(st) = α3 α3.(sr) = α1 α3.(tr) = α2
where (st), (sr) and (rt) are the generators of the group of automaps of
X which permute the two elements.
Next, consider the symmetric X-graphG′ with vertex set G′(V ) := {a, b}
and arc set G′(A) = Aut(X) such that σ.x :=
{
a if σ(x) = s
b if σ(x) 6= s
and
σ.ψ = ψ ◦ σ for σ, ψ ∈ G′(A).
Then the undirected representation for G and G′ can be given as
G a
2
α1 ∼ α2 ∼ α3 b G′ a
α := Aut(X)
b 2 α
Note that the edge in G consists of 3 arcs while the edge in G′ consists
of 6 arcs. We have placed a lobe at the vertex b with a 2 inside to
indicate that even though b has multiplicity 2 in the incidence, they are
not identified at the level of arcs.
Also notice that G is the coequalizer of id, f : G′ → G′ where fV = idV
and fA(σ) is the arc corresponding to the automap
ψ(x) :=

r if σ(x) = t
t if σ(x) = r
s if σ(x) = s
.
This shows how the edge in G′ allows internal symmetry (i.e., allows
nontrivial automorphisms) while G does not.
In general, if the arcs which represent an edge in a symmetric X-graph
G(V ) can be generated by a set map j : X → G(V ), i.e., there is exactly
one arc with incidence of the form j ◦ σ for some automap σ ∈ Aut(X),
then we say the edge is fixed. For unfixed edges we use a loop with the
number of distinct repeated instances of the vertex is to be considered
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inside of it, e.g., in G′ the vertex b should be counted twice in the inci-
dence of the edge. If there is more than one arc with the same incidence
in the equivalence class, then we say the edge is unfixed. This generalizes
fixed and unfixed loops.7
6. (Effect of Unfixed Edges on Morphisms) Let X be the six element set
{0, 1, . . . , 5} and consider a symmetric X-graph H with two vertices a
and b and one edge represented by an arc α such that α.0 = α.1 = a and
α.n = b for n 6= 0, 1.8 We represent H by the following diagram
H a
α
2 4
b
Notice that we have placed the incidence multiplicities under the edge
α. When α is a fixed edge, there are 6!
2!4!
= 15 arcs in the equivalence
class. If a symmetric X-graph H ′ has a unfixed edge at a, i.e., another
arc in the equivalence class β such that ∂G(β) = ∂G(α) and α.(01) = β
for the permutation which swaps the 0 and 1-incidence vertices, then we
represent H by
H ′ aα 2
α
4
b
to indicate the presence of a unfixed edge. In this case, the equivalence
class of α has 6!
4!
= 30 arcs. We also have the following examples of
unfixed edges
aα 2
α
2
b α2 aα 2
α
b α4
where the first indicates the unfixed edge which has kept a distinction
between two incidence at vertex b, i.e., has 6!
2!
= 360 arcs while the other
has 6! arcs in the equivalence class of α.
Next, consider the symmetric X-graph G with two vertices a and b and
one fixed edge represented by an arc β such that β.0 = a and β.n = b
for n 6= 0.
G a
β
1 5
b
7In the subsequent, all edges will be considered fixed unless otherwise specified.
8More precisely, the edge is the equivalence class [α] where α ∼ α′ iff there is an automap
σ : X → X such that α.σ = α′.
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Observe that while the symmetric graphs H and G have the same under-
lying set of vertices with one edge connecting them, there is no morphism
between them because morphisms must preserve incidence.
For symmetric X-graphs K and M below, notice that the morphism f
which sends vertices a, b, c to a, b, b must preserve the incidence multi-
plicities, i.e., the contraction of b and c to b must respect the addition
3 + 1 = 4 of multiplicities of incidence.
K a
α
2
b
α
3 1
c
f
// a
β
2 4
b M
7. (Hereditary X-Graphs)The category of (reflexive) hereditary X-graphs
consists of objects G such that each arc α ∈ G(A) is associated to arcs
α.f where f : X → X is any endomap. In particular, for each non-
bijective surjection f , α.f has incident contained in the incident set of
α. Thus the category of (reflexive) hereditary is the X-graph analogue of
hereditary hypergraphs as defined in [41]. Observe that in the reflexive
case, for each constant map f : X → X , α.f must be a distinguished
loop.
2.2 Directed X-Graphs
Next, we describe theories for directed (X,M)-graphs. Let X be a set and
(S, T ) be a partition of X , i.e., S, T ⊆ X such that S∪T = X and S∩T = ∅.
Define the following submonoids of End(X):
do(X) := {idX}
ds(X) := Aut(S) ∪ Aut(T ) (as submonoids of End(X))
dh(X) := End(S) ∪ End(T ) (as submonoids of End(X))
rdo(X) := ro(X) (as above)
rds(X) := rdo(X)∪ ds(X)
rdh(X) := rdo(X)∪ dh(X)
In the definition of ds(X) and dh(X) an endomap σ : S → S is extended to an
endomap σ : X → X by assigning σ(x) :=
{
σ(x) x ∈ S
x x /∈ S
and similarly for T .
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There is the following inclusions as submonoids in End(X)
do(X)


// // ds(X) // //


dh(X)


rdo(X) // // rds(X) // // rdh(X)
Definition 14. Let (S, T ) be a partition of a set X .
1. The theory for (S, T )-directed oriented X-graphs (resp. (S, T )-directed
symmetric X-graphs, (S, T )-directed hereditary X-graphs) is defined
to be doG(S,T ) := oGX 9 (resp. dsG(S,T ) := G(X,ds(X)), dhG(S,T ) :=
G(X,dh(X))). The category of (S, T )-directed oriented X-graphs (resp.
(S, T )-directed symmetricX-graphs, (S, T )-directed hereditaryX-graphs)
is its category of presheaves d̂oG(S,T ) (resp. d̂sG(S,T ), d̂hG(S,T )).
2. The theory for reflexive (S, T )-directed oriented X-graphs (resp. reflex-
ive (S, T )-directed symmetric X-graphs, reflexive (S, T )-directed hered-
itary X-graphs) is defined to be
rdoG(S,T ) := roGX (resp. rdsG(S,T ) := G(X,ds(X)), rdhG(S,T ) := G(X,dh(X))).
The category of (S, T )-directed oriented X-graphs (resp. (S, T )-directed
symmetric X-graphs, (S, T )-directed hereditary X-graphs) is its cate-
gory of presheaves r̂doG(S,T ) (resp.
r̂dsG(S,T ), r̂dhG(S,T )).
We represent the theory for (S, T )-directed X-graphs and reflexive (S, T )-
directed X-graphs by the following diagrams where M is the appropriate
monoid.
V
S //
T
// A Mgg V
S //
T //oo
ℓ
A Mgg
Example 15.
1. (B-Hypergraph) A (S, 1)-directed symmetric X-graph (resp. (1, T )-
directed symmetric X-graph) is the (X,M)-graph analogue of a B-
hypergraph (resp. a F -hypergraph) as defined in [22].
For instance, let (S, T ) = ({s, t}, p) and consider the (S, T )-directed
symmetric X-graph G. There is an incidence operator ∂ which defines
for the set of boundaries for an edge α as a pair ({a, b}, c) where c is the
p-incidence vertex of α called the head of α. Then a visual representation
for G can be given as
9The difference between doG(S,T ) and oGX is in the interpretation of the incidence. In
doG(S,T ), each incidence in S is a source incidence and in T is a target incidence.
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G a
α0∼α1 **
d
ρ
//
ω
//
γ0∼γ1tt
f
c
δ

β0∼β1
2
YY
b
33
e
kk
G(E) = {α0 ∼ α1, β0 ∼ β1, γ0 ∼ γ1, δ, ρ, ω},
G(V ) = {a, b, c, d, e, f}
(α0 ∼ α1).∂ = ({a, b}, c), (β0 ∼ β1).∂ = ({c}, c),
(γ0 ∼ γ1).∂ = ({d, e}, c), δ.∂ = ({c}, c),
ρ.∂ = ({d}, f), ω.∂ = ({d}, f).
2. (Directed X-Graphs Generalize X-Graphs) Any (1, 1)-directed X-graph
is the category of oriented 2-graphs. Any (X,∅)-directed or (∅, X)-
directed X-graph is equivalent to its X-graph counterpart.
Chapter 3
Comparison Functors
The theories for categories of X-graphs and directed X-graphs have natural
comparison functors between them. This generalizes the construction of es-
sential geometric morphisms constructed in [11]1 between the categories of
directed graphs, reflexive graphs, and graphs with involution.
Proposition 16. Let Setinj, Set
2
inj, Cat be the categories of sets and injective
maps, the product of categories Setinj×Setinj, and small categories. Then
there are functors
oG, sG, rG, rsG, hG, rhG : Setinj → Cat,
doG, dsG, rdoG, rdsG, dhG, rdhG : Set2inj → Cat
and natural inclusions
oG %9

sG

%9 hG

rG %9 rsG %9 rhG
doG %9

dsG

%9 dhG

rdoG %9 rdsG %9 rdhG
Proof. The inclusion of submonoids of End(X) and extensions of monoid ac-
tions induce functors of theories via Proposition 5. For example, if j : X ′ →֒ X
is an injective set map, then there is a functor j : sGX′ → sGX which sends
the morphism x′ : V → A to j(x′) : V → A and m′ : A→ A to j!(m′) : A→ A
where j!(m
′)(x′) =
{
x′.m′ x′ ∈ X ′
x′ x′ /∈ X ′
.
1In [11], A, B, C, D (defined on pages 2, 3, 12, 13, respectively) denote the categories
we denote as oG2, rG2, sG2, rsG2 respectively. The inclusion functors A →֒ B, A →֒ C,
and B →֒ D (on pages 4, 13, 13 respectively) are the components of the natural inclusions
of the left hand square of Proposition 16 for X = 2.
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Thus we obtain the following corollary.
Corollary 17. For each set inclusion j : X ′ →֒ X, respectively Set2-inclusion
k : (S ′, T ′) →֒ (S, T ), there are essential geometric morphisms which commute
up to natural isomorphism
ôGX′
jo
//

❄❄

ôGX

❄❄

r̂GX′
jr
//

r̂GX

ŝGX′

js
//

❄❄
ŝGX

❄❄

r̂sGX′

jsr
// r̂sGX

ĥGX′
js
//

❄❄
ĥGX

❄❄
r̂hGX′
jsr
// r̂hGX
d̂oGX′
ko //

❄❄

d̂oGX

❄❄

r̂doGX′
kr //

r̂doGX

d̂sGX′

ks //

❄❄
d̂sGX

❄❄

r̂dsGX′

ksr // r̂dsGX

d̂hGX′
ks //

❄❄
d̂hGX

❄❄
r̂dhGX′
ksr // r̂dhGX
An essential geometric morphisms between different categories of X-graph
with a fixed set X , e.g., ŝGX → r̂sGX , are to be considered as modifications of
structure and essential geometric morphisms induced by a set inclusion, e.g.,
sGX′ → sGX , as a modification of data.
Example 18.
1. (The Free Reflexive X-Graph Functor) Let r : oGX → roGX be the
inclusion functor and let r! ⊣ r∗ ⊣ r∗ : ôGX → r̂oGX be the essen-
tial geometric morphism induced by r. The r-extension r! takes an
oriented X-graph G and freely adds a distinguished loop to each ver-
tex v ∈ G(V ). The r-restriction functor r∗ forgets that distinguished
loops are distinguished. The r-coextension functor r∗ gives the set of
vertices r∗(G)(V ) = { vγ | γ is a loop } and the set of arcs r∗(G)(A) =
ôGX(r∗(A), G) which is the set of morphisms from the oriented graph
with a loop at each vertex toG. A distinguished loop is the the morphism
which sends every loop to a particular loop in G.
For instance, when X = {s, t} we have the following assignments for an
oriented X-graph G.
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a


oo b
c dCC [[ e
dd❍❍❍❍❍❍❍❍
oo
OO
pp ✤ r! //
a;;


oo b;;
c;; d;; CC [[ e
dd❍❍❍❍❍❍❍❍
[[
oo
OO
pp ✤ r∗ //
a;;


oo b;;
c;; d;; CC [[ e
dd❍❍❍❍❍❍❍❍
[[
oo
OO
pp
a

γ1
 uu b
c d
γ2
CC
γ3
[[ e
ee❑❑❑❑❑❑❑❑❑
oo
OO
γ4
pp ✤ r∗ //
vγ1

vγ4


oo
yyrrr
rrr
rr
vγ2
////
oooo
UU
vγ3
UU
✤ r∗ //
vγ1

vγ4


oo
yyrrr
rrr
rr
vγ2
////
oooo
UU
vγ3
UU
Notice that there are four arcs between vγ2 and vγ3 in r∗(G). These
correspond to the four morphisms ôGX(r∗(A), G) which map the two
loops in r∗(A) to γ2 and γ3.
In general, for an oriented X-graph G the unit ηG : G → r
∗r!(G) of the
adjunction r! ⊣ r∗ is a monomorphism while the counit ε′G : r
∗r∗(G)→ G
of r∗ ⊣ r∗ is neither a monomorphism nor an epimorphism. For a re-
flexive oriented X-graph H , the counit εH : r!r
∗(H) → H of r! ⊣ r
∗ is a
monomorphism and the unit η′H : H → r∗r
∗(H) is neither a monomor-
phism not an epimorphism.
1. (The Dualization of Data Functor) Let GX be any of the theories above
and let σ : X → X be an automap. In this case, the induced adjunctions
σ! ⊣ σ∗ and σ∗ ⊣ σ∗ are isomorphisms with σ! = σ∗. If σ is an involution,
we call σ∗ : ĜX → ĜX a dualization of structure with respect to σ. In
the case X = 2, the dualization of r̂oGX is the usual dualization of the
underlying reflexive graph of a small category (cf, dualization of data in
Chapter 5).
2. (The Target/Source Collapsing Functors) Let ψ := (idS, !T ) : (S, T ) →
(S, 1) be the map in Set2 where !T : T → 1 is the terminal map. Then
there is an essential geometric morphism ψ! ⊣ ψ∗ ⊣ ψ∗ : dsG(S,T ) →
dsG(S,1). The ψ-extension takes an (S, T )-directed symmetric X-graphG
to the (S, 1)-directed symmetric X-graph with vertex set ψ!G(V ) =
G(V )
∼
where ∼ is the equivalence relation on G(V ) such that v ∼ v′ iff there is
an arc α ∈ G(A) such that v = α.t and v′ = α.t′ for some t, t′ ∈ T and
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arc set ψ!G(A) = G(A) with restricted right-action, e.g., if α ∈ ψ!G(A)
then α.1 = [α.t] where [α.t] is the equivalence class of α.t for some
t ∈ T . The ψ-restriction functor ψ∗ takes the (S, 1)-directed symmetric
X-graph H to the (S, T )-directed symmetric X-graph with vertex set
H(V ) and arc set H(A) with right-action α.t = α.1 for each t ∈ T . The
ψ-coextension functor ψ∗ takes the (S, T )-directed symmetric X-graph
G to the (S, 1)-directed symmetric X-graph with vertex set G(V ) and
arc set ψ∗G(A) = Ĝ(S,1)(ψ∗(A), G) which is the set of arcs α in G with
fixed target vertex, i.e., there is some v ∈ G(V ) such that for each t ∈ T ,
α.t = v.
Similarly if θ := (!S, idT ) : (S, T ) → (1, T ) is the map in Set
2 where
!S : S → 1 is the terminal map. Then the essential geometric morphism
θ! ⊣ θ∗ ⊣ θ∗ : dsG(S,T ) → dsG(1,T ) is analogous to that induced by ψ.
3. (The Symmetrization Functor) Let p : oGX → sGX be the inclusion
functor and p! ⊣ p
∗ ⊣ p∗ : ôGX → ŝGX the induced essential geomet-
ric morphism. Then the p-extension functor p! freely adds symmetric
partners to each oriented arc, the p-restriction functor p∗ forgets the
symmetric partners of each arc, and the p-coextension functor p∗ takes
an oriented X-graph G to the the symmetric X-graph p∗(G) which has
the same vertex set and the arc set p∗(G)(A) := ôGX(p∗(A), G), i.e., the
set of possible symmetric partners between vertices.
For instance, when X = {s, t} we have the following assignments for an
oriented X-graph G.
a
 &&
88 b
c
''
dff ppcc
OO
✤ p! //
a
2
b
c d
2
2
✤ p
∗
//
a

11
&&
88

[[ b

c )) d;;
{{
ii pp
NN cc
OO
[[
a
 &&
88 b
c
''
dff ppcc
OO
✤ p∗ //
a b
c d
2 2
✤ p
∗
//
a

b
c
''
ff d pp ccNN [[
 
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4. (The Incidence Expansion Functor) Let γ : X ′ → X be an injective map
and γ! ⊣ γ∗ ⊣ γ∗ : ŝGX′ → ŝGX be the induced essential geometric mor-
phism. The γ-extension functor γ! takes a symmetric X
′-graph G to the
symmetric X-graph with vertex set γ!(G)(V ) = G(V ) ⊔
(
G(A)
∼
×X\X ′
)
where ∼ is the equivalence relation induced by the automaps of X ′. To
describe the arc set of γ!(G), define
Q :=
{
∂G(α) ⊔ [α] ∈ (γ!G(V ))
X
∣∣∣α ∈ G(A)}
where [α] : X\X ′ → G(A)
∼
×X\X ′ maps x 7→ ([α], x). Then
γ!(G)(A) =
{
f ∈ (γ!G(V ))
X
∣∣ ∃g ∈ Q, ∃σ ∈ Aut(X), f = g ◦ σ }
with right-actions f.x = f(x) for x ∈ X and f.σ = f ◦σ for σ ∈ s(X). In
other words, the γ-extension extended each edge by freely adding X\X ′
vertices to the incidence of each edge. The γ-restriction functor γ∗ sends
the symmetric X-graph to the symmetric X ′-graph with vertex set G(V )
and arc set G(A) with restricted incidence ∂γ∗G(α) = ∂G(α)|X′ and in-
duced action. In other words we lose some coherency between arcs creat-
ing more edges in γ∗(G)2(cf, [15] (Proposition 3.3)). The γ-coextension
γ∗ sends the symmetric X
′-graph G to the symmetric X-graph with ver-
tex set γ∗(G)(V ) = G(V ) and arc set γ∗(G)(A) = sGX′(γ∗(A), G), i.e.,
the set of X ′-cliques in G. For example, if X has cardinality n and X ′
has cardinality n− 1, γ∗(A) is a symmetric X ′-graph with n edges such
that every n − 1 collection of vertices in γ∗(A) is connected by exactly
one edge, i.e., γ∗(A) is a complete symmetric X ′-graph on n vertices.
For instance, let X = {s, t, r} and X ′ = {s, t} with γ : X ′ →֒ X and
consider the γ-extension followed by the γ-restriction on a symmetric
X ′-graph G.
a
α
b
β
λ
c
δ
ω
2
✤ γ! //
[α]
α
[β]
β
[δ]
δ
2
[ω]
ω
☎
☎
a
α
b
β
λ
c
λ
ω
2
[λ]
✤ γ
∗
//
[α]
❀❀
❀❀
[β]
✿✿
✿✿
[δ] [ω]
☎☎
☎☎
a b c
✆✆
✆✆
2
[λ]
❀❀❀❀
2In fact, for each symmetric X-graph edge α, there is a symmetric X ′-graph clique
between the incidence vertices in α.
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Note that in γ!(G) there is an unfixed edge at ω coming from the unfixed
loop ω. In general, for a symmetric X ′-graph G the unit ηG : G →
γ∗γ!(G) of the adjunction is a monomorphism. For a symmetric X-graph
H the counit εH : γ!γ
∗(H)→ H is an epimorphism.
Next, consider the γ-coextension followed by the γ-restriction on the
following symmetric X ′-graph G.
u v
a
λ
α b
β
c
δ
✤ γ∗ //
u v
a
λδδ
λλδ
αβλ
b
αβλ
βδδ
ββδ
c
λλδ
λδδ
βδδ
ββδ
✤ γ
∗
//
b
✿✿
✿✿
✿
✿✿
✿✿
✿
✄✄
✄✄
✄
✿✿
✿✿
✿
✿✿
✿✿
✿
a c
u v
We have denoted the edges in the symmetric X-graph γ∗(G) by the im-
age of each edge in γ∗(A) (the complete symmetric X ′-graph with three
vertices) of a morphism ŝGX′(γ∗(A), G), e.g., the edge αβλ ∈ γ∗(G)
corresponds to the symmetric X ′-graph morphism αβλ : γ∗(A) → G
which maps the three edges to α, β, and λ. In general, the counit
ε′G : γ
∗γ∗(G)→ G is neither a monomorphism nor an epimorphism. The
unit η′H : H → γ∗γ
∗(H) is readily verified to be an epimorphism.
5. (The Associated Bouquet Functor) There are also essential geometric
morphisms induced by non-injective set maps. For instance, let τ : X →
1 be the terminal set map and let GX be any one of oGX , sGX , or hGX .
Then there is an essential geometric morphism τ! ⊣ τ ∗ ⊣ τ∗ : ĜX → Ĝ(1,1)
where Ĝ(1,1) is the category of bouquets (see Example 132). The τ -
extension functor takes a X-graph G to the bouquet τ!(G) which has
vertex set G(V )/ ∼ where ∼ is the equivalence generated by v ∼ v′ if
there exists an arc α ∈ G(A) and x, x′ ∈ X such that α.x = v and
α.x′ = v′ (i.e., the connected components of G) and arc set equal to
G(A) with right-action α.n equal to the connected component which
contains α. The τ -restriction functor takes a bouquet B to the graph
τ ∗(B) with vertex and arc set equal to B(V ) and B(A) and such that
for each x ∈ X and β ∈ B(A), β.x = β.n and β.m = β for each m ∈M .
The τ -coextension functor takes an X-graph G to the bouquet τ∗(G)
which has vertex set G(V ) and arc set equal to the loops in G with the
right-action given by α.n = α.x for loop α and any x ∈ X .
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Examples 18(4, 3) along with composition by the adjunctions in Proposi-
tions 56 and 65 (take X = 2) generalizes the existence of adjunctions between
oriented graphs, undirected graphs, and hypergraphs.
In [45], Proposition 13.2.1 states that for a functor u : A → B between
small categories, the u-coextension functor u∗ admits a right adjoint u
! if and
only if for each b ∈ B, u∗(B) is a split subobject of a representable a for some
a ∈ A. We may use this to verify that in each of the examples above the
coextension functor does not admit a right adjoint.
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Chapter 4
Labeled (X,M )-Graphs
Let Γ be a nonempty set of labels. A vertex labeling of a (X,M)-graph G
on a label set Γ is given by a set map ϕ : G(V ) → Γ. Since the evaluation of
a graph at the vertex object is left adjoint, we can define the functor CV :=
ι∗V∗ : Set → Ĝ(X,M) as in Example 4(3). This functor takes a set Γ to the
(X,M)-graph with set of vertices CVΓ (V ) := Γ and arcs C
V
Γ (A) := Γ
X with
right-actions on an arc f : X → Γ given by f.x = f(x) for x ∈ X and f.m =
f ◦m where m : X → X is the right-action map of m ∈ M . In other words,
the parametrized incidence map ∂ : CVS (A) = S
X → SX is the identity. Given
a set map g : Γ → Γ′, CVg : C
V
Γ → C
V
Γ′ takes vertex a ∈ Γ to g(a) ∈ Γ
′ and an
arc f : X → Γ to g ◦ f : X → Γ′.1 This leads us to the following definition.
Definition 19. Let Γ be a set of labels. The category of vertex-labeled
(X,M)-graphs on a label set Γ is the slice category Ĝ(X,M) ↓ CVΓ .
By using a parametrized incidence which allows the incidence of arcs to
take values in multisets, we are able to obtain greater control of what types of
vertex-labellings are allowed for k-uniform hypergraphs than using the classical
definition as the following examples show.
Example 20.
1. (Partitions of Unity (X,M)-Graphs) Let X be a finite set and [0, 1] be
the unit interval in the real numbers. We set
P :=
{
f ∈ [0, 1]X
∣∣∑
x∈X f(x) = 1
}
1The adjunction (−)V ⊣ CVΓ is naturally isomorphic to the sheafification adjunction for
¬¬-sheaves.
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and define the sub-(X,M)-graph GP of C
V
[0,1] with vertex set GP (V ) =
[0, 1] and arc set GP (A) := P . Then the category Ĝ(X,M) ↓ GP con-
sists of (X,M)-graphs such that the sum of the weight of vertices (with
multiplicity included) in an arc is equal to 1. In other words, each edge
represents a probability distribution of events represented by vertices.
More generally, we may replace [0, 1] by any abelian group R and the
condition that the sum equals 1 by the condition that the application of
the group operation equals r for some element r ∈ R.
2. (Non-monochromatic (X,M)-graphs) Let MΓ be the sub-(X,M)-graph
of CVΓ with the same vertex set Γ but with arc set
MΓ(A) :=
{
f ∈ ΓX
∣∣ f is not constant } .
In other words, MΓ has no loops. Then the category Ĝ(X,M) ↓ C˜Γ is
the (X,M)-graph generalization of non-monochromatic uniform hyper-
graphs. Indeed, if ϕ : G → MΓ is an object in Ĝ(X,M) ↓ MΓ, then an
arc cannot send all its incident vertices to the same label since there are
no loops in MΓ.
The chromatic number χ(G) of an (X,M)-graph G we can define as the
least cardinality of a set Γ such that there is an (X,M)-graph morphism
G→MΓ. If there is a morphism f : G→ G′, then clearly χ(G) ≤ χ(G′)
when both χ(G) and χ(G′) exist. Let K be the category of cardinal
numbers with the natural order as morphisms with a terminal object T
freely added. Then the chromatic number extends to a functor
χ : Ĝ(X,M) → K
where we define χ(G) := T whenever there is no morphism G → MΓ
for all sets Γ, e.g., whenever G has a loop. A generalized Hedetniemi’s
conjecture can be formulated for (X,M)-graphs.
Hedetniemi’s Conjecture for (X,M)-Graphs. The func-
tor χ : Ĝ(X,M) → K preserves finite products.
Since a product G×H has projection morphisms,
χ(G×H) ≤ min{χ(G), χ(H)}.
In other words, χ is an oplax functor between cartesian monoidal cate-
gories. Thus it would be enough to prove the reverse inequality.
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3. (Non-rainbow (X,M)-graphs) Let RΓ be the sub-(X,M)-graph of C
V
Γ
consisting of vertex set Γ and arc set
RΓ(A) :=
{
f ∈ ΓX
∣∣ f is not surjective } .
Then the category G(X,M) ↓ RΓ consists of labeled (X,M)-graphs whose
arcs do not have incidence vertices of each label in Γ.
4. (Non-monochromatic Non-rainbow (X,M)-graphs) We can combine the
two conditions above by defining the sub-(X,M)-graph SVΓ of C
V
Γ to have
vertex set Γ and arc set SVΓ (A) :=M
V
Γ (A)∩R
V
Γ (A). Then the category
G(X,M) ↓ SVΓ is the (X,M)-graph generalization of non-monochromatic,
non-rainbow uniform graphs given in [13].
5. (Fixing the Cardinalities of Incidence) Let I be a subset of Γ and (ni)i∈I
be a family of cardinal numbers. We define N VΓ to have vertex set N
V
Γ :=
Γ and arc set N VΓ (A) :=
{
f ∈ ΓX
∣∣ ∀i ∈ I, #f−1(i) = ni }. Then the
category Ĝ(X,M) ↓ N VΓ contains labeled (X,M)-graphs such that each arc
has incidence vertices of label i of cardinality ni (including multiplicities)
for each i ∈ I.
Next, we define arc-labeled (X,M)-graphs. Let Σ be a nonempty set of
labels. An arc labeling of a (X,M)-graph on a label set Σ is given by a
set map ψ : G(A) → Σ such that ψ(α.m) = ψ(α) for each m ∈ M and α ∈
G(A). While the case for labeling vertices was a matter of using the adjunction
(−)V ⊣ ι∗V∗, the case for labeling arcs is not the same since we will want the
labels to respect M-actions. So we construct a right adjoint to the functor
(˜−)A : Ĝ(X,M) → Set which sends an (X,M)-graph G to the set G(A)/ ∼
where ∼ is an equivalence relation generated by α ∼ β if ∃m ∈ M, α.m = β.
Define the functor CA(−) : Set→ Ĝ(X,M) on a set Σ by C
A
Σ (V ) := 1 (the terminal
set) and CVΣ (A) := Σ with right-actions fixed for each m ∈ M , i.e., α.m = α
for each α ∈ Σ and m ∈ M . For a set map f : Σ → Σ′, the (X,M)-graph
morphism CAf : C
A
Σ → C
A
Σ′ is the identity on the singleton vertex and takes
σ ∈ Σ to f(σ) ∈ Σ′ on arcs. It is straightforward to show that (˜−)A ⊣
CA(−) : Set→ Ĝ(X,M).
Definition 21. Let Σ be a set of labels. The category of arc-labeled (X,M)-
graphs on a label set Σ is the slice category Ĝ(X,M) ↓ CAΣ .
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Example 22.
1. (Functional X-Gaphs) Consider the category of (X, 1)-directed symmet-
ric hypergraphs and let
Σ := R×RR
X
×RR
2
, i.e., an element in Σ consists of a real number
w, and set maps ψ : RX → R and f : R2 → R. Then an arc-labeled
(X, 1)-directed symmetric hypergraph is the (X,M)-graph analogue to
a functional hypergraph given in [4] (Definition 1).
2. (Oriented Hypergraph) Consider the symmetric X-graph O consisting
of a single vertex and with arc set O(A) := 2X with right-action given
by f.m = f ◦m for each f ∈ O(A), m ∈ s(X). Then the slice category
ŝGX ↓ O is the X-graph analogue of oriented hypergraphs given in [48]
where 2 can be interpreted as the two-element set {in, out}. Notice that
in this case we did not identify m-partners in the arc labeling as we did
in Definition 21 above.
We can simultaneously label vertices and arcs since a vertex labeling ϕ : G→
CVΓ and an arc labeling ψ : G→ C
V
Σ induces a unique morphismG→ C
V
Γ ×C
A
Σ .
Definition 23. Let Γ and Σ be sets of labels and set C(Γ,Σ) := C
V
Γ ×C
A
Σ . The
category of labeled (X,M)-graphs on label sets Γ and Σ is the slice category
Ĝ(X,M) ↓ C(Γ,Σ).
Recall that categories of presheaves are closed under taking slices, i.e., for
a small category C we have Ĉ ↓ F is equivalent to [
∫
F op,Set] where
∫
F is the
category of elements of the presheaf F ([46], Section 2.4). Thus the following
result holds.
Corollary 24. Let Γ and Σ be sets. The category of labeled (X,M)-graphs on
label sets Γ and Σ is a category of presheaves.
This means categories of labeled (X,M)-graphs are also presheaf toposes.
Moreover, a relabeling of the sets Γ and Σ given by set maps f : Γ → Γ′ and
g : Σ→ Σ′ induce essential geometric morphisms ([31], Corollary 1.5.3)
Σ(f,g) ⊣ (f, g)
∗ ⊣ Π(f,g) : : Ĝ(X,M) ↓ C(Γ,Σ) → Ĝ(X,M) ↓ C(Γ∗,Σ∗).
Example 25. If Γ = 1 is a singleton set, then CVΓ and C
A
Γ are the terminal
(X,M)-graph with one vertex and one arc. Therefore, labeled (X,M)-graphs
generalize both vertex-labeled (e.g. take Σ = 1) and arc-labeled (e.g. take
Γ = 1) (X,M)-graphs as well as (X,M)-graphs (take Γ = Σ = 1).
Chapter 5
Hybrid and Mixed Structures
Next, we describe hybrid and mixed structures of (X,M)-graphs.
Definition 26. Let F = (G(Xj ,Mj))j∈J be a family of theories for (X,M)-
graphs. The theory for mixed F -graphs is the category GF with one vertex
object V and an arc object Aj for each j ∈ J and morphism set the union of
morphisms in eachG(Xj ,Mj). Composition is defined as in each of the theories in
F . The category of mixed F -graphs is defined to be the category of presheaves
ĜF .
We depict a theory for mixed F -graphs as
(
V Xj // Aj Mjii
)
J
.
Example 27.
1. (Comparison with Classical Definition) When the family F contains two
theories, a mixed F -graph is the (X,M)-graph analogue of mixed hy-
pergraphs given in [52] (Definition 10.3.1).
2. (Oriented and Symmetric Structures on Same Set of Vertices) Consider
the family F := (Gi)i=0,1 where G0 = sG2 and G1 = oG2. Then a mixed
F -graphs G consists of a set of vertices G(V ) a set of 0-arcs G(A0) and
a set of 1-arcs G(A1). For example, the F -graph G can be depicted as
follows.
G a
β1∼β2
❆❆
❆❆α1∼α2
b ωdd
ε~~⑥⑥
⑥⑥
ρ
uu
c
γ1∼γ2
2
G(V ) = {a, b, c}
G(A0) = {α1 ∼ α2, β1 ∼ β2, γ1 ∼ γ2},
G(A1) = {ρ, ω, ε}
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3. (Regular (X,M)-graphs) Mixed bouquets can be used to characterize/define
regular (X,M)-graphs. Let S be a non-empty subset of X and con-
sider the family of theories (G(1,1))x∈S. There is an obvious functor
B : GF → G(X,M) which takes V to V and Ax → A. This induces an es-
sential geometric morphism B! ⊣ B∗ ⊣ B∗ : ĜF → Ĝ(X,M). Then we say
an (X,M)-graph G is S-regular of order k provided B∗(G) ∼= ⊔v∈G¬¬v′
for any vertex v′ ∈ B∗(G) where k = #¬¬v(A). In the case of simple
loopless symmetric X-graphs when X = {s, t} and S = {s} (or {t} by
symmetry) we regain the classical definition. Notice that this approach
counts the multiplicities in the incidence of an arc. For example, the 2-
loop symmetric X-graph where X = {s, t} would be considered s-regular
of order 2.
The following result shows that arc-labeled (X,M)-graphs are the same as
certain mixed F -graphs.
Proposition 28. Let M be a monoid, X an M-set, and F := (G(X,M))j∈J for
some set J . There is an adjoint equivalence M ⊣ K : ĜF → Ĝ(X,M) ↓ CAJ .
Proof. It is enough to show that there is an equivalence between the category
of elements
∫
CAJ and the mixed F -graph theory GF . Let µ : GF →
∫
CAJ be
the functor which takes V to (1, V ), each Aj to (j, A), the morphism x : V → A
to x : (1, V ) → (aj, A) and m : Aj → Aj to m : (aj , A) → (aj, A). It is clear
that this is an isomorphism of categories and hence induces an isomorphism
of categories M ⊣ K : ĜF → Ĝ(X,M) ↓ CAJ .
Example 29.
1. (Associated X-Graph Functor) In Example 18(4), we were able to given
the associated symmetric X ′-graph to a symmetric X-graph via the re-
striction functor induced by an injective map j : X ′ →֒ X . For the ori-
ented case, this is not possible since each injection will give a different re-
striction functor. However, a construction is possible by using the above
adjunction. Let X ′ ⊆ X and set J be the set of injective maps from X ′
to X . Define FX := (oGX)j∈J . There is a functor κ : GFX → oGX which
takes V to V and each Aj to A. Next, define FX′ := (oGX′)j∈J . There
is also a functor λ : GFX′ → GFX which takes V to V , Aj to Aj , and a
morphism x′ : V → Aj to j(x′) : V → Aj. Then the functor µ := κ ◦ λ
induces an essential geometric morphism µ! ⊣ µ∗ ⊣ µ∗ : ĜFX′ → ôGX .
47
The restriction functor µ∗ takes an oriented X-graph G to the F -family
of X ′-graphs with same underlying vertex set as G and µ∗G(Aj) = G(A)
for each j ∈ J with the x′-incidence of a j-arc α ∈ µ∗G(Aj) equal to
α.j(x′) in G. Since ôGX has pullbacks, the terminal morphism CAJ → 1
induces an adjunction ΣCAJ ⊣ C
A
J
∗
: ôGX′ → ôGX′ ↓ CAJ where ΣCAJ acts
by postcomposition and thus has the effect of forgetting the labeling.1
Then there is an adjunction
GrX′ ⊣ µ∗MC
A
J
∗
: ôGX′ → ôGX .
where we call GrX′ := ΣCAJ Kµ
∗ : ôGX → ôGX′ the associated oriented
X ′-graph functor.
For instance, let X = {a, b, c} and X ′ = {s, t}. Then J is the set of three
inclusions ab, ac, bc : X ′ →֒ X (e.g., ab is the map which sends s to a and
t to b). Let G be the X-graph with vertex set G(V ) := {u, v, w, x, y, z}
and arc set G(A) := {α, β, γ} with incidence α.a = u, α.b = α.c = v,
β.a = w, β.b = x, β.c = y and γ.a = γ.b = γ.c = z. The following
composition is the associated oriented X ′-graph GrX′(G).
ab u
α // v
w
β
// x y
qγ 99
G u
α
a bc
v
w a
β
b
x c
β
y
qγ
✤ µ
∗
//
ac u
α // v
w
β
))x y
qγ 99
✤
Σ
CA
J
K
//
u
αab //
αac
// v αbcee
w
βac
))
βab
// x
βbc
// y q
γac
[[
γac
MM
γab

bc u v αee
w x
β
// y
qγ 99
Notice that each arc in an oriented X-graphs get taken to three arcs in
its associated oriented X ′-graph.
1We are using the (X,M)-graph CAJ introduced in Chapter 4.
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2. (Cayley Graph) Let G be a monoid and S →֒ G an injective set map.
Define the family of theories F := (oG2)g∈S (2 := {s, t}). There is a
functor γ : GF → G(|G|,G) which takes V to V , Ag to A, s : V → Ag to
e : V → A (the unit of the monoid G) and t : V → Ag to g : V → A
for each g ∈ S. This induces the essential geometric morphism γ! ⊣
γ∗ ⊣ γ∗ : ĜF → Ĝ(|G|,G). By composition with the equivalence above, the
ôG2 ↓ CAS -object Kγ
∗(A) is the Cayley graph Cay(G, S) determined by
the set S. The construction shows that Cay(G, S) is an S arc-labeled
oriented graph. Notice that S is a generating set iff the underlying oG2-
graph of Cay(G, S) is connected. When G is a group, this coincides with
the classical definition.
3. (Schreier Graph) We can generalize the construction of Cayley Graphs
by replacing G(|G|,G) above with G(|G/H|,G) for a submonoid H of G.
The functor γ : GF → G(|G/H|,G) takes V to V , Ag to A, s : V → A
to He : V → A and t : V → Ag to Hg : V → A. Then the arc-
labeled oriented graphKγ∗(A) is the Schreier graph Sch(G,H, S). When
H = 1, we have Sch(G, 1, S)= Cay(G, S). Another way to see this
is to take the morphism of group actions p : (|G|, G) → (|G/H|, G)
which induces the morphism between theories p : G(|G|,G) → G(|G/H|,G)
and thus gives us an essential geometric morphism between the toposes
p! ⊣ p∗ ⊣ p∗ : Ĝ(|G|,G) → Ĝ(|G/H|,G). Then by essential uniqueness of ad-
joints, Kγ∗p∗(A) is the Schreier (X,M)-graph Sch(G,H, S). When G is
a group, this definition coincides with the classical definition.
Definition 30. Let M be a monoid and F := (Xj)j∈J a family of right M-
sets. The theory for a hybrid F -graphs is the category G(F ,M) with one arc
object A and a vertex object Vj for each j ∈ J and a morphism set equal to
the union of
⋃
J Xj andM with inherited composition. The category of hybrid
F -graphs is defined to be the category of presheaves Ĝ(F ,M).
We depict a theory for hybrid F -graphs as
(
Vj Xj // A Mgg
)
J
.
Example 31.
1. (Collective Hybrid (X,M)-Graphs) Let (G(Xj ,Mj))j∈J be a family of (X,M)-
graph theories. Let M :=
∏
j∈J Mj the the product of monoids. Then
by restriction of scalars along the projections, F := (Xj)j∈J is a family
of right M-sets and G(F ,M) is the theory for hybrid F -graphs. Thus any
collection of (X,M)-theories admit a hybrid structure.
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2. (The Category of k-partite X-Graphs) Let M be the trivial monoid and
F := (1)x∈X. Then Ĝ(F ,1) is the category of k-partite X-graphs where k
is the cardinality of X . In particular when X = {s, t} then G(F ,1) is the
category V1
s // A V2
too and thus Ĝ(F ,1) is the category of bipartite
graphs, B. By Proposition 32 above, we have B is equivalent to both
ôG2 ↓ A and ŝG2 ↓ A.
3. (Hypergraphs vs. Bipartite Graphs) A hypergraphH = (H(V ), H(E), ϕ)
(see Chapter 10.3) has a bipartite graph representation i(H) where the
set of V1-vertices is G(V ), the set of V2-vertices is the set G(E), the set
of arcs is given by { (v, e) ∈ H(V )×H(E) | v ∈ ϕ(e) } with right-actions
(v, e).s = v and (v, e).t = e. 2 Given a morphism f : H → H ′ of hy-
pergraphs, there is a bipartite graph morphism i(f) : i(H)→ i(H ′) such
that i(f)V1 := fV , i(f)V2 := fE and i(f)A(v, e) := (fV (v), fE(e)) for
each (v, e) ∈ H(A). This assignment defines a faithful (non-full) functor
i : H → B (cf., [15], Proposition 3.2).
For a bipartite graph G there is a natural way to associate it to a hy-
pergraph. We define r(G) := (G(V1), G(V2), ϕG) where ϕG : G(V2) →
P(G(V1)) takes a V2-vertex e to the set
{ v ∈ G(V1) | ∃a ∈ G(A), σ(a) = v and τ(a) = e } .
However, the definition of r does not extend to functor. Consider the
hypergraphs L and P where L has one V1-vertex v, one V2-vertex e and
one arc a connecting them, and P has two V1-vertices v1 and v2, one
V2-vertex e and two arcs as and at such that source incidents of as and
at are v1 and v2 respectively. Let g : L → P be the bipartite graphs
morphism with takes the arc a to as, i.e., it is given by the following
commuting diagram
L
g

{v}
_v1^

{a} //oo
_as^

{e}
ide

P {v1, v2} {as, at} //oo {e}
The associated hypergraph of L is the loop hypergraph r(L) with one
vertex v, one edge e and the incidence _v^ : {e} → P({v}) which sends e
to {v}. The associated hypergraph of P is the edge hypergraph with two
2This is equivalent to the definition of Hypergraphs given in [16], Fact 4.17
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vertices v1 and v2, one edge e and incidence _v1, v2^ : {e} → P({v1, v2})
which sends e to the set {v1, v2}.
Consider the diagram
{e}
not com.
ide //
_v^

{e}
_v1,v2^

P({v})
P(_v1^)
// P({v1, v2})
(5.1)
Since {v1} ( {v1, v2} is a strict inclusion, the diagram does not commute.
Thus, the assignment of r does not extend to the morphism g.
The problem is that morphisms of hypergraphs preserve incidence of
edges on the nose and morphisms of bipartite graphs allow subset inclu-
sions. We will address this issue again in Chapter 7.
4. (Hyperedges Between Arcs) Let M be any of the submonoids of en-
domaps described for X-graphs and (S, T )-directed X-graphs, let GX be
the corresponding theory, and let F be the family ofM-sets consisting of
X and the singleton set 1. Then the hybrid F -graph can be interpreted
as an X-graph G and a collection of hyperedges between arcs in G (in-
cluding empty hyperedges) in the same way that a hypergraph can be
interpreted as a bipartite graph. Note that the hyperedges must respect
the M-actions, e.g., if a hyperedge e is incident to an arc α, then it is
also incident to α.m for each m ∈M .
5. (Hypergraph Dualization Functor) Let F = (X)j∈J be a constant family
for some set X and let σ : J → J be an automap. Then there is an
isomorphism of categories σ : G(F ,M) → G(F ,M), which takes Vj to Vσ(j)
and induces an equivalence Dσ : Ĝ(F ,M) → Ĝ(F ,M). When σ is an in-
volution, we call Dσ a dualization of structure (cf, Example 18(1)). In
the case of bipartite graphs, the nontrivial automap σ : 2 → 2 induces
the dualization equivalence Dσ : B → B which restricts along the faithful
functor i : H → B given above in Example 31(2)
H
Dσ

i // B
Dσ

H i // B.
The functor Dσ : H → H is the well-known dualization functor for hy-
pergraphs.
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6. (Intersection Graphs) Let F ′ be the family of Aut(2)-sets consisting of
the singleton 1 and two-element set 2. Then the theory for hybrid F ′-
graphs G(F ′,Aut(2)) is the category generated by the graph
V1
s // A
i

V2
τoo
σ
oo
where i◦ τ = σ for the non-trivial automap i : 2→ 2. Let F = (X)i∈{1,2}
be the family given above in Example 31(5) above. Then there is a
functor from λ : G(F ′,Aut(2)) → G(F ,1) which preserves vertex objects V1
an V2 respectively as well as the arc object A. This induces an essen-
tial geometric morphism λ! ⊣ λ∗ ⊣ λ∗ : Ĝ(F ′,Aut(2)) → G(F ,1). There
is also an embedding θ : sG2 → G(F ′,Aut(2)) which takes V to V2 pre-
serves the arc object which induces another essential geometric mor-
phism θ! ⊣ θ∗ ⊣ θ∗ : ŝG2 → Ĝ(F ′,Aut(2)). Let i : H → B = Ĝ(F ,1) be
the faithful functor described Example 31(2) above. Then the intersec-
tion graph construction (also called the line graph) of a hypergraph is
given by the composition Int2 := λ
∗θ∗i : H → ŝG2. Note that this differs
slightly from the intersection graph construction given in [15] (Proposi-
tion 3.4) since the construction there gave a simple loopless graph while
our construction contains loops and multiple edges between vertices.
More generally, for any set X we let F ′ be the family of Aut(X)-sets
consisting of the singleton and the set X . Then the construction above
generalizes to a functor IntX : H → ŝGX which takes a hypergraph H to
the symmetric X-graph with vertex set IntX(H)(V ) = H(E) and arc set
IntX(H)(A) =
{
f ∈ H(E)X
∣∣ ∃v ∈ H(V ), ∀x ∈ X, v ∈ ϕ(f(x))} .
Taking the maximal subobject of IntX(H) which is a k-uniform hyper-
graph where k is the cardinality of X and simplifying it (see Section 7)
gives us the usual construction. However, note that restricting to this
maximal subobject is not functorial.
Proposition 32. Let G be a group, X a right G-set, and F := (1)x∈X be
the family consisting of the singleton set considered as the right M-sets for
the trivial monoid M = 1. Then Ĝ(X,G) ↓ A is equivalent to the category of
k-partite X-graphs Ĝ(F ,1) where k is the cardinality of X.
Proof. By [46] (Example 2.4.6) Ĝ(X,G) ↓ A is equivalent the category of presheaves
on the category of elements
∫
A. There is an equivalence L : G(F ,1) →
∫
A
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given by taking the arc object A to (a1, A) and each Vx to (vx, V ). On mor-
phisms, it takes Vx → A to x : (vx, V ) → (a1, A). Thus L is full and faithful.
It is also essentially surjective since for each object (aσ, A) for σ ∈ G, there is
an isomorphism σ : (aσ, A) → (a1, A). Then since
∫
A is equivalent to G(F ,1),
there is an equivalence between Ĝ(X,G) ↓ A and Ĝ(F ,1).
Corollary 33. For each set X, the slice category ôGX ↓ A is equivalent to
ŝGX ↓ A with equivalence given by taking ϕ : G → A to the symmetric exten-
sion p!(ϕ) : p!(G)→ p!(A) ∼= A (see Example 18(3)).
LetG be a group andH an (X,G)-graph. The product projection πA : A×H →
A realizes A×H as aX-partite (X,G)-graph. The other projection πH : A×H →
H in the category of (X,G)-graphs is the canonical k-partite X-cover and gen-
eralizes the canonical bipartite double cover discussed in [53] and [3].
Chapter 6
The Topos Structure and
Properties
The category of (reflexive) (X,M)-graphs is a topos and hence is locally carte-
sian closed and has a subobject classifier. The limits and colimits are com-
puted pointwise in the category of sets. We will construct exponentials and
the subobject classifier below. The symbols and notation follow [31].
6.1 The Yoneda Embedding
In the category of (X,M)-graphs the representable V := G(X,M)(V,−) consists
of one vertex corresponding to the identity morphism and an empty arc set.
In the reflexive case, V := rG(X,M)(V,−) also has one distinguished loop corre-
sponding to the morphism ℓ : A → V . The representables A := G(X,M)(A,−)
and A := rG(X,M)(A,−) each have vertex set equal to X corresponding to
each morphism x : V → A and arc set equal to M . The right-actions are given
by Yoneda, e.g., σ = Y (σ) : A → A. Observe that each representable has no
unfixed loops.
Example 34. Let X = {s, t}. The Yoneda embedding gives the following
diagrams,
ôGX : V v1
s
//
t
// vs
a1 // vt A
r̂oGX : V v1
aℓ

s
//
t
//
oo
ℓ
vs
asℓ
 a1 // vt
atℓ

A
s◦ℓ

t◦ℓ
VV
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ŝGX : V v1
s
//
t
// vs
a1∼ai
vt A igg
r̂sGX : V v1
aℓ s
//
t
//
oo
ℓ
vs
asℓ
a1∼ai
vt
atℓ
A igg
s◦ℓ

t◦ℓ
VV
where i : {s, t} → {s, t} is the non-trivial automapping, s, t are the symmet-
ric X-graph morphisms which pick out vs and vt respectively, and i is the
symmetric X-graph morphism which swaps vs with vt and a1 with ai. In the
reflexive case, ℓ is the terminal morphism, s ◦ ℓ, t ◦ ℓ takes each arc to asℓ and
atℓ respectively, and i swaps loops asℓ with atℓ and a1 with ai.
6.2 Exponentials
Let G and H be (reflexive) (X,M)-graphs. By Yoneda and the exponential
adjunction,
GH(V ) = Ĝ(X,M)(V ,G
H) ∼= Ĝ(X,M)(V ×H,G)
GH(A) = Ĝ(X,M)(A,G
H) ∼= Ĝ(X,M)(A×H,G)
with right-actions being defined by precomposition. For example, given an
arc in GH represented by the morphism f : A×H → G, for each x ∈ X ,
f.x := f ◦ (x×H) : V ×H → G. The evaluation morphism is defined on
components
evV : Ĝ(X,M)(V ×H,G)×H(V )→ G(V ), (γ, v) 7→ γV (idV , v),
evA : Ĝ(X,M)(A×H,G)×H(A)→ G(A), (δ, a) 7→ δA(idA, a).
Thus for (X,M)-graphs, the vertex set GH is given by G(V )H(V ) since V
has just a single vertex with no arcs. For reflexive (X,M)-graphs, since V
is the terminal object, V ×H ∼= H , the vertex set is given by the homset
GH(V ) = Ĝ(X,M)(H,G).
To give a description of the arc set of the (reflexive) (X,M)-graph GH . We
define a set map analogous to taking a homset of a category
G : G(V )X → 2G(A), (vx)x∈X 7→ {β ∈ G(A) | ∀x ∈ X, β.x = vx } .
We recall that the graph A×H has a parametrized incidence operator
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∂ : A×H(A)→ ((A×H)(V ))X .
For each set map f : X ×H(V ) = (A×H)(V )→ G(V ) we compose to obtain
the following diagram.
A×H(A)
∂

Gf :=Gf
X∂
// 2G(A)
(X ×H(V ))X
fX
// G(V )X
G
OO
We see that Gf := Gf
X∂(aσ, α) is the set of arcs in G with the same set
of incident vertices determined by the value of f on the incident vertices of
the arc (aσ, α) in A×H(A). Observe that a morphism g : A×H → G is
determined on the arcs of H(A), i.e., given an arc (aσ, α) ∈ A×H(A) we have
gA(aσ, α) = gA(a1, α).σ.
The general formula for the arc set of exponentials of non-reflexive (X,M)-
graphs is as follows
GH(A) =
⊔
f∈(GH (V ))X
∏
α∈H(A)Gf (a1, α)
Thus an arc in GH is given by a pair (f = (fx)x∈X , g) where
(fx : H(V )→ G(V ))x∈X is a family of set maps and g : H(A) → G(A) is an
element in the product
∏
α∈H(A)Gf(a1, α). Note that ((fx)x∈X , g) is an arc in
GH implies f : X ×H(V ) → G(V ) has at least one extension to a morphism
A×H → G.
Given a family of set maps (fx : H(V )→ G(V ))x∈X , we define f : H(V )
X →
G(V )X where f(h)(x) := fx(h(x)) for each h ∈ H(V )X and x ∈ X . Then the
set of arcs has an equivalent description
GH(A) =
{
((fx)x∈X , g) ∈ (G
H(V ))X ×G(A)H(A)
∣∣ f ◦ ∂H = ∂G ◦ g }
i.e., it is the set of pairs ((fx)x∈X , g) such that g(α).x = fx(α.x) for each
α ∈ H(A) and x ∈ X . In diagram form we require that the following commute
H(A)
∂H

g
// G(A)
∂G

H(V )X
f
// G(V )X .
The right-actions are given by ((fx)x∈X , g).x = fx for each x ∈ X and
((fx)x∈X , g).σ = ((fσ(x))x∈X , g.σ) for each σ ∈ M where g.σ : H(A) → G(A)
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takes α to g(α.σ). In other words, the following commute for each x ∈ X and
σ ∈M .
G(V )
''
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
H(V )
((fx)x∈X ,g).x
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠
//
ιx // A×H
((fx)x∈X ,g)
// G
A×H
((fx)x∈X ,g).σ
$$σ× 1
// A×H
((fx)x∈X ,g)
// G
where ιx : H(V )→ A×H sends vertex v to (x, v).
In the reflexive case, given a family of morphisms (fx : H → G)x∈X , we
define f : X ×H(V ) → G(V ), (x, v) 7→ fx(v). Then the formula above hold
for the reflexive case as well. We have
GH(V ) = r̂G(X,M)(H,G)
GH(A) =
⊔
f∈(GH (V ))X
∏
α∈H(A)Gf (a1, α).
Alternatively,
GH(A) =
{
((fx)x∈X , g) ∈ (G
H(V ))X ×G(A)H(A)
∣∣ f ◦ ∂H = ∂G ◦ g }
as above. Then an arc in GH is given by a pair ((fx)x∈X , g) where (fx)x∈X is
a family of graph morphisms fx : H → G and g : H(A)→ G(A) is an element
in the product
∏
α∈H(A)Gf(a1, α). Then for each x ∈ X , ((fx)x∈X , g).x = fx.
Given a morphism k : H → G (i.e., a vertex in GH), k.ℓ = ((k)x∈X , kA) where
kA : H(A) → G(A) is the evaluation of k at the arc component. For each
σ ∈M , ((fx)x∈X , g).σ = ((fx.σ)x∈X , g.σ) where g.σ : H(A)→ G(A) takes α to
g(α.σ).
The evaluation morphism ev : GH ×H → G for (reflexive) (X,M)-graphs
is given as
evV : G
H(V )×H(V )→ G(V ), (h, v) 7→ h(v),
evA : G
H(A)×H(A)→ G(A), (((fx)x∈X , g), α) 7→ g(α)
Example 35.
1. (Characterization of Simple Graphs via the k-partiteX-cover) The canon-
ical k-partite X-cover πG : A×G → G of a (X,M)-graph G is a fixed
loop in the endomorphism (X,M)-graph GG with incident vertex the
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identity map idG(V ) : G(V )→ G(V ). By the adjoint relation, fixed loops
in an exponential object GH correspond to the homset Ĝ(X,M)(1, GH) ∼=
Ĝ(X,M)(H,G). It is easily checked that the loop πG corresponds to the
identity morphism idG : G→ G in Ĝ(X,M). An (X,M)-graph G is simple
(see Chapter 7) if and only the k-partite X-cover πG is the only fixed
loop at the vertex idG(V ) in the endomorphism object G
G.
2. (Taking V as the Exponent) Let X be a nonempty M-set. Then the
exponential of V V in Ĝ(X,M) is the terminal object 1, which has one
vertex and one fixed loop. This is an example of a creation of an arc
from two (X,M)-graphs with no arcs.
More generally, for an arbitrary (X,M)-graph G, GV is the (X,M)-
graph with vertex set GV = G(V ) and arc set GV (A) = G(V )X with
right-actions f.x = f(x), f.σ = f ◦ σ for each x ∈ X , f ∈ GV (A)
and σ ∈ M , i.e., it is a ¬¬-sheaf in the category of (X,M)-graphs (cf,
Chapter 7).
3. (Labeling Products) Consider some category of (X,M)-graphs and let
C be one of the objects described in Chapter 4 which classifies a type of
labeling of vertices and/or arcs. Then a product G×H admits this type
labeling if and only if G admits a morphism to CH by the adjunction
−×H ⊣ (−)H (cf, [18]).
4. (Creation of 2-Loops in Exponentials of Symmetric X-Graphs) Let X
be a set with cardinality greater than 1 and consider the symmetric X-
graph L such that L(V ) := {v} and L(A) := {0, 1} where 0.σ = 0 and
1.σ = 1 for each σ ∈ s(X). The vertex set for LA is a singleton {v}
since L(V ) is a singleton. The set AA = { (a1, aσ) |σ ∈ s(X) }
∼= s(X)
and thus the set of arcs is LA(A) ∼= Set(s(X), {0, 1}). We show that LA
contains a unfixed loop. Consider a loop given by a set map g : s(X)→
{0, 1} such that idX 7→ 0 and σ 7→ 1 for the permutation σ : X → X
which swaps distinct elements x and x′ and leaves the rest fixed. Then
g.σ(σ) = g(σ ◦σ) = g(idX) = 0 and thus g.σ 6= g. Therefore LA contains
a unfixed loop.
For example, when X = {s, t}, the exponential LA has the following
undirected representation.
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LA v
00
11 01∼10
2
LA(A) = Set(s(2), {0, 1}) = {00, 11, 01 ∼ 10}
LA(V ) = {v}
00.i = 00, 11.i = 11, 01.i = 10
where i : 2 → 2 is the non-identity automorphism and xy : s(2) → s(2)
is the set map xy(idX) = x, xy(i) = y for x, y ∈ {0, 1}. Evaluation on
arcs is given by projection, e.g., evA(xy, a1) = x.
5. (Creation of 2-Loops in Exponentials of Reflexive Symmetric X-Graphs)
Let X be a set of cardinality greater than 1 and consider the reflexive
symmetric X-graph L such that L(V ) := {v} and L(A) := {0, 1}. For
each σ ∈ s(X), we set i.σ = i for i = 0, 1. We also set v.ℓ = 0. The
vertex set of the exponential LA is r̂G(X,rs(X))(A,L) = L(A) = {0, 1} by
Yoneda. Using the construction above we obtain the arrow set
LA(A) = L(A)X ×Set(rs(X), {0, 1}).
We show that LA contains a unfixed loop. Consider the loop
((1)x∈X , g : rs(X) → {0, 1}) such that g(idX) = 0 and g(σ) = 1 for the
automorphism σ which exchanges two elements inX and thus g.σ(idX) =
g(σ) = 1 and g.σ(σ) = g(idX) = 0. Then ((1)x∈X, g).σ 6= ((1)x∈X , g)
showing g is a unfixed loop in LA.
For example, when X = {s, t}, the exponential LA has arc set equal to
22×Set(22, 2), i.e., it has 26 = 64 elements. Each arc can be repre-
sented by a 6-digit binary number. The exponential object LA is given
as follows.
LA
7
0
4
16
0yzwu1∼1ywzu0
000000
0yzzu0
0yzwu0 ∼ 0ywzu0
2
1
111111
1yzzu1
1yzwu1 ∼ 1ywzu1
2
7
4
LA(A) = { (xyzwuv) |x, y, z, w, u, v ∈ {0, 1} }
LA(V ) = {0, 1}
(xyzwuv).s = x, (xyzwuv).t = v,
(xyzwuv).i = (vywzux).
where i : 2 → 2 is the non-identity automap. We see that LA has 16
fixed loops (with 7 non-distinguished fixed loops at each vertex), 8 non-
fixed loops (4 at each vertex) and 16 edges between vertices. It is helpful
to keep track of the edges associated to the digits (x
s
y
ℓs
z
a1
w
ai
u
ℓt
v
t
). Then
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evaluation evA : L
A(A)×A→ {0, 1} is given by projection to the corre-
sponding digit, e.g., evA((x
s
y
ℓs
z
a1
w
ai
u
ℓt
v
t
), ℓs) = y.
1
6. (X-Fold Isomorphisms) Let G and H be (X,M)-graphs. The (X,M)-
graph projection A×G → G is the (X,M)-graph generalization of the
bipartite graph double cover [53]. By Proposition 32 above, when M is
a group (e.g., in the case of oriented and symmetric X-graphs) then the
projection A×G→ A is an object in Ĝ(F ,1) which in the case X = 2, is
the category of bipartite graphs. Consider the subobject IsoXF(H,G) of
the exponential GH with vertex and arc sets given as follows
IsoXF(H,G)(V ) :=
{
f ∈ GH(V )
∣∣ f is an automap of sets }
IsoXF(H,G)(A) :=
{
((fx)x∈X , g) ∈ G
H(A)
∣∣ ∀x ∈ X, fx is an automap} .
In other words, IsoXF(H,G) is the induced sub-(X,M)-graph of GH con-
sisting of vertices which are automaps f : H(V ) → G(V ). The (X,M)-
graph IsoXF(H,G) is the called the object ofX-fold isomorphisms. When
X = 2, the object σ(IsoXF(H,G)) (where σ is the simplification functor
in Chapter 7) has arc set equal to the set of two-fold isomorphisms as
given in [34]. Therefore IsoXF(H,G) is the (X,M)-graph generalization
of the set of two-fold isomorphisms. In the case G = H , it is the object
of X-fold automorphisms AutXF (G) which contains the object Aut(G)
as a sub-(X,M)-graph.
In a cartesian closed category, given exponentials GH and HK , there is a
unique morphism cKHG : G
H ×HK → GK induced by the universal mapping
property of exponentials
GH ×HK ×K
1× evK,H
//
cKHG×K

GH ×H
evH,G

GK ×K
evK,G
// G
which internalizes composition, i.e., if f : K → H and g : H → G are mor-
1In [43][Proposition 2.3.1], it is proven that the category of conceptual graphs does not
have exponentials by attempting to construct the corresponding exponential LA. We have
given a constructive reason why it failed. Namely, the objects in the category of conceptual
graphs lack 2-loops.
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phisms, then the following commutes
1
(_g^,_f ^)
//
_g◦f ^
$$■
■■
■■
■■
■■
■ GH ×HK
c

GK
where _f ^ : 1 → KH , _g^ : 1 → HG, and _g ◦ f ^ : 1 → GK are the exponential
adjoints to f, g, and g ◦ f respectively. Thus given (reflective) (X,M)-graphs
G, H , and K composition has the following form
cKHG,V : (G
H ×HK)(V )→ GK(V ),
(f ′, f) 7→ f ′f
cKHG,A : (G
H ×HK)(A)→ GK(A),
(((f ′x)x∈X , g
′), ((fx)x∈X , g)) 7→ ((f
′
xfx)x∈X , g
′g)
This allows us to define endomorphism and automorphism (reflexive) (X,M)-
graphs (cf, [49]).
Example 36. Let G be an (X,M)-graph. Consider the automorphism
(X,M)-graph Aut(G) and take the points of its simplification Γ(σ(Aut(G))
(see Chapter 6.5 and Chapter 7) . This is a subgroup of the group of automaps
Aut(G(V )) in the category of sets. An (X,M)-graph G is said to be vertex
transitive provided Γ(σ(Aut(G))) acts transitively on the vertices of G.
Similarly, the points of the automorphism (X,M)-graph Γ(Aut(G)) is a
subgroup of automaps Aut(G(A)) in the category of sets. An (X,M)-graph
G is said to be arc-transitive provided Γ(Aut(G)) acts transitively on the set
of arcs of G.
6.3 The Subobject Classifier
The subobject classifier Ω for (reflexive) (X,M)-graphs is constructed via
Yoneda,
Ω(V ) = Ĝ(X,M)(V ,Ω) = Sub(V ) = {∅, V } =: {v⊥, v⊤}
Ω(A) = Ĝ(X,M)(A,Ω) = Sub(A) =: { aE |E is a sub-(X,M)-graph of A } ,
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where right-actions are given by pullback. For example,
aE .x =
{
v⊤ x ∈ E(V )
v⊥ x /∈ E(V )
for aE ∈ Ω(A) and x ∈ X . For each σ ∈ M , aE .σ = aσ∗(E) where σ∗(E) is
given by the pullback of E →֒ A and σ : A→ A. In the case of (X,M)-graphs
this is just the restriction of σ : X → X to E. In the case of reflexive (X,M)-
graphs, the vertex and arc sets are the same as the non-reflexive case. The
distinguished loops are given as v⊥.ℓ = a∅ =: a⊥ and v⊤.ℓ = aA =: a⊤. The
universal subobject ⊤ : 1→ Ω in both cases is the morphism which picks out
the loop a⊤.
A sub-(X,M)-graph G′ →֒ G is associated to a characteristic morphism
χG′ : G→ Ω such that for each v ∈ G(V ) and α ∈ G(A)
χG′,V (v) =
{
v⊤ v ∈ G′(V )
v⊥ v /∈ G
′(V )
,
χG′,A(α) =
{
a⊤ α ∈ G′(A)
aE α /∈ G′(A) and ∀x ∈ X, α.x ∈ G′(V ) iff x ∈ E.
Then it is straightforward to show that the following is a pullback diagram
G′ // //

y
G
χG′

1
⊤ // Ω.
Example 37.
1. ((Reflexive) Symmetric X-Graphs) The subobject classifier for symmet-
ric X-graphs and reflexive symmetric X-graphs is given as follows.
Ω v⊥
a⊥
aE∼aσ(E)
x /∈ E x ∈ E... v⊤
a⊤
aX
Ω v⊥
a⊥
aE∼aσ(E)
x /∈ E x ∈ E... v⊤
a⊤
aX
where aE corresponds to a proper subset E of X and is associated to
aσ(E) for each automap σ : X → X , a⊥ corresponds to the empty set, aX
the set X , and a⊤ to A. In the reflexive case, the loops corresponding
to false a⊥ and true a⊤ are distinguished.
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2. ((S, T )-Directed Symmetric X-Graphs) Let S and T be sets and X :=
S ⊔ T . The subobject classifier for (S, T )-directed symmetric X-graphs
is given by
Ω v⊥
a⊥

a(S′,T ′)∼a(σ(S′),τ(T ′)
... v⊤
a⊤

a(S,T )
ii
where S ′ and T ′ are subsets of S and T respectively and σ : S → S
and τ : T → T are automaps. For s ∈ S, the s-incidence is given by
a(S′,T ′).s =
{
a⊤ s ∈ S ′
a⊥ s /∈ S ′
and similarly for eacy t-incidence, t ∈ T . For
instance, if S = {a, b, c} and T = {0, 1}, the arc a{a,c},{0} and one of its
ds(X)-equivalent partners a{a,b},{1} are depicted as
v⊤
00

v⊤
00

v⊤

v⊥

v⊥ a{a,c},{0}

∼ v⊤ a{a,b},{1}

v⊥ v⊤
v⊤
..
v⊥
..
3. (Bipartite Graphs) Let Ĝ(F ,1) be the category of bipartite graphs, i.e.,
the category of presheaves on
V1
x1 // A V2
x2oo (see Example 31.2). The Yoneda embedding is given
by
V 1 v1
x1
// A vx1
a1 // vx2 oo
x2
v2 V 2
Therefore, the subobject classifier is the following bipartite graph
Ω v1⊥
ax2
▲
&&▲
▲▲
▲▲
▲▲
▲▲
▲▲
a⊥ // v2⊥
v1⊤
ax1rrrrrrrrrrr
88r
a12 //
a⊤
// v2⊤
Ω(V1) = {∅, V 1} =: {v1⊥, v1⊤},
Ω(V2) = {∅, V 2} =: {v2⊥, v2⊤},
Ω(A) = {∅, V 1, V 2, {v1, v2}, A}
=: {a⊥, ax1, ax2 , a12, a1}.
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6.4 The Internal Logic of (X,M)-Graphs
In this section, we show how to use the internal logic of presheaf outlined in
[45] (Ch. 9) to understand relations between substructures of (X,M)-graphs.
Since the category of (X,M)-graphs is a category of presheaves, the subobject
preorders Sub(G) have both a frame and coframe structure for each (X,M)-
graph G and thus are in particular bi-Heyting algebras ([45] Proposition 9.1.1,
9.1.11).
The following examples show how we can use the internal logic of nega-
tion and subtraction to define common notions used in graph and hypergraph
theory. Recall that the negation of a subobject G′ →֒ G is the largest subob-
ject ¬G′ →֒ G such that ¬G′ ∧ G′ is the initial object and the subtraction of
G′ →֒ G is the smallest subobject ∼ G′ →֒ G such that ∼ G′ ∨ G′ is G. Note
that only negation is natural, i.e., is respected by the morphisms.
Example 38.
1. (Strong Vertex Deletion) Let G be a (reflexive) (X,M)-graph and v a
vertex in G. A strong deletion of v from G is defined to be the subgraph
¬v (cf. [52], p 146).
2. (Decks and Reconstruction) Let G be a (reflexive) (X,M)-graph. Then
the deck of G is the (X,M)-graph Deck(G) :=
⊔
v∈G(V ) ¬v. The classical
graph reconstruction conjecture is as follows:
Vertex Reconstruction Theorem: Let G and H be simple
symmetric 2-graphs with at least 3 vertices. If Deck(G) ∼=
Deck(H), then G ∼= H .
Since monomorphisms of (X,M)-graphs restrict to subobjects, we have
the functor Deck : Mono(Ĝ(X,M)) → Mono(Ĝ(X,M)). A slightly stronger
verson of the reconstruction theorem is that Deck is conservative.
Similarly, to obtain the deck of edge deleted sub-(X,M)-graphs of a
graph G, we use Decke(G) :=
⊔
[a]∈G(A)
M
∼ a where G(A)
M
is the set of arcs
modulo the equivalence generated by the M-action.
3. (Stars, Transversals) An (X,M)-graph G is called a star provided it is
connected and there is a vertex v in G such that the subgraph ¬v of G
has no arcs (i.e. ¬v is discrete). A subset S of vertices of a (X,M)-graph
G is called a transversal provided ¬S has no arcs (i.e., ¬S is discrete).
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4. (Intersecting Families) An (X,M)-graph G is called an intersecting fam-
ily provided for each subobject _α^ : A →֒ G, the subobject ¬_α^ has no
arcs (cf, [52], p 155).
5. (Vertex Cover) We say a sub-(X,M)-graph S →֒ G is a vertex cover
provided ¬S is the empty (X,M)-graph.
6. (Induced Sub-(X,M)-Graph) Given a sub-(X,M)-graph G′ →֒ G, we
call ¬¬G′ the induced sub-(X,M)-graph of G′ ((cf, [39], p 12)).
7. (Cuts and Minimal Cuts) A cut for an (X,M)-graph G is defined to be
pairs of disjoint sub-(X,M)-graphs (H,K) such that H(V ) ∪ K(V ) =
G(V ) and α ∈ G(A)\(H(A) ∪ K(A)) iff α is incident to a vertex in
H and a vertex in K. Given any sub-(X,M)-graph S →֒ G, the pair
(¬¬S,¬S) is a cut. In fact, all cuts are of this form. Moreover, the
set of arcs between ¬¬S and ¬S is the arc set in the (X,M)-subgraph
∼ (¬¬S ∨ ¬S). A nonempty set of vertices S is said to be minimal
provided ∼ (¬¬S ∨ ¬S) has an arc set with a minimal cardinality with
respect to all other nonempty subsets of vertices.
8. (Independent Sets) A subset S of vertices of a (X,M)-graph G is called
an independent set provided ¬¬S = S, i.e., there is no arc in G with
incidence contained in S. The independence cardinality of a hypergraph
G is the maximum cardinality of an independent set in G (cf. [52], p
151-152).
9. (Neighbor Operator) We define the neighbor operator
nbr :=∼ ¬ : Sub(G)→ Sub(G).
For example, if v is a vertex in G, then nbr(v) is the subgraph of G such
that
nbr(v)(V ) = {w ∈ G(V ) | ∃α ∈ G(A), ∃x, x′ ∈ X, α.x = v and α.x′ = w }
nbr(v)(A) = {α ∈ G(A) | ∃x, x′ ∈ X, α.x = v and α.x′ = w } .
In other words nbr(v) is the subgraph containing v and all arcs which
contains v.2 Then nbrn(v) is the subgraph of G which contains v and all
arcs which are in a sequence of arcs of length n from v. The degree of
v is the cardinality of the arc set nbr(v) (modulo the maximal subgroup
of invertible elements of M).
2This is sometimes called the closed neighborhood of v (cf. [52]. Definition 2.1.3)
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10. (Kneser Hypergraph) Let H be a hypergraph and IntX(H) the intersec-
tion graph construction for a set X (see Example 31(6)). Let IntX(H) →֒
˜IntX(H) be the injective hull of IntX(H) (see Chapter 8). Then ∼
IntX(H) as a subobject of ˜IntX(H) is the Kneser hypergraph KG
k(H)
(where k is the cardinality of X) as defined in [25]. To obtain the clas-
sical definition of the Kneser hypergraph, take the maximal k-uniform
hypergraph contained in ∼ IntX(H) where k is the cardinality of X .
Note that each of the definitions/characterizations above which are defined
by negation is preserved under geometric morphisms which includes all essen-
tial geometric morphisms. However, subtraction is not preserved and so more
care is needed when discussing transfer of structures under functors.
6.5 The Topos Properties
Since each small category T has a unique functor to the terminal category 1,
there is an essential geometric morphism
Π ⊣ ∆ ⊣ Γ: T̂→ Set
where the functors are called the pieces, discrete, and points functor respec-
tively (see [45] Chapter 11).
The pieces functor Π on a presheaf G gives the set of connected pieces of
G and gives us a functorial definition of connectivity.3 Recall that a category
of presheaves is a connected topos provided the pieces functor preserves the
terminal object. Since the terminal object in a category of (reflexive) (X,M)-
graphs (X 6= ∅) is connected, the categories of (X,M)-graphs are connected
toposes. However, if X has cardinality greater than 1, Π does not preserve
finite products and hence is not strongly connected ([30], p 134).
The discrete functor ∆ on a set Y gives a presheaf where each level is the
set Y and each right-action is the identity. The points functor Γ on a presheaf
G gives the set of morphisms from the terminal set 1 to G. In the reflexive
case, this is just the evaluation of the presheaf on vertices, i.e., Γ(G) = G(V ).
When the points functor Γ admits a right adjoint B : Set→ T̂, this functor is
called the chaotic functor. The following result is due to Lawvere [36].
Proposition 39. The points functor Γ: T̂ → Set admits a right adjoint
B : Set→ T̂ if and only if at least one representable has a point.
3A (X,M)-graph G is connected iff Π(G) ∼= 1 the terminal set.
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In the reflexive case, V is the terminal object, hence by the proposition
categories of reflexive (X,M)-graphs admit a chaotic functor. We have the
functor of points is equivalent to the evaluation functor on the vertex set, i.e.,
Γ = (−)V : Ĝ(X,M) → Set and so the chaotic functor B on a set S gives the
reflexive (X,M)-graph with vertex set B(S)(V ) := S and arc set B(S)(A) :=
SX with s.ℓ being the constant function on s for vertex s ∈ S, f.x := f(x)
and f.m = f ◦m for arc f : X → S.
However, in the case of non-reflexive (X,M)-graph V does not admit a
point since it is loopless, while A admits a morphism from 1 only if there is
a m ∈ M and y ∈ X such that for each x ∈ X we have x.m = y. Hence,
there is no chaotic functor for categories of non-reflexive (X,M)-graphs when
M is a group. For example, the categories of hereditary X-graphs is the only
category of non-reflexive X-graphs which admits a chaotic functor.
Also recall that a topos E is e´tendue provided there is an object E such
that E ↓ E is generated by the subobjects of its terminal object. It is shown
in [47] (Theorem 1.5) that a category of presheaves Ĉ is e´tendue if and only
if every morphism in C is a monomorphism. When X has cardinality greater
than 1, the category of reflexive (X,M)-graphs is not an e´tendue topos because
ℓ : A → V in rG(X,M) is not a monomorphism. However, in the non-reflexive
case we have the following.
Proposition 40. The category of (X,M)-graphs is e´tendue if and only if M
is a right cancellative monoid.
Proof. The condition is equivalent to every morphism inG(X,M) being a monomor-
phism.
In particular, when M is a group the category of (X,M)-graphs is e´tendue,
e.g., the categories ôGX or ŝGX .
6.6 Aside: The Various Products of Graphs
In this section we show how the various products of graphs satisfy certain uni-
versal properties thereby making these constructions categorical. We restrict
our attention to the category of simple loopless symmetric 2-graphs which we
will call ”graph” in this section. However, each of these products could be
easily generalized to symmetric X-graphs. We will be frequently be using the
functors involved in essential geometric morphism r! ⊣ r
∗ ⊣ r∗ : : ŝG2 → r̂sG2
induced by the obvious morphism of theories sG2 → rsG2.
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The Strong Product: Given graphs G and H , the strong product is
given by G ⊠ G := r!(G)× r!(H). Therefore, the universal property occurs
in the category of reflexive symmetric 2-graphs where distinguished loops are
viewed as vertex proxies.
The Cartesian Product: Given graphs G and H , the cartesian product
is given by GH :=∼ (r!(G×H)) as a subobject of G⊠H . Therefore, it is the
smallest subobject K of G⊠H such that the union K ∪ r!(G×H) = G⊠H .
Then given any monomorphism K → G⊠H such that K⊔r!(G×H)→ G⊠H
is an epimorphism, there exists a unique monomorphism f : GH → H such
that the following commutes
(GH) ⊔ r!(G×H)
f⊔id

✤
✤
✤
(( ((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
K ⊔ r!(G×H) // // G⊠H.
The Co-normal Product: Given graphsG andH , the co-normal product
is given by G∗H := (G×KH(V ))∪(KG(V )×H) as a subobject ofKG(V )×KH(V )
where Kn is the complete graph (including loops) on n vertices.
The Lexicographical Product: Given graphs G andH , the lexicograph-
ical product is given by G ·H := (G×KH(V )) ∪ (r
∗r!(G)×H) as a subobject
of KG(V )×KH(V ).
The Modular Product: Given graphs G and H , the modular product is
given by (G×H) ∪ ((∼ G)× (∼ H)) as a subgraph of KG(V ) ×KH(V ) where
∼ G is a subgraph of K llG(V ) and ∼ H is a subgraph of K
ll
H(V ) (and K
ll
n is the
loopless complete graph on n vertices).
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Chapter 7
Simple (X,M )-Graphs
The symbols and notation in this section follow from [31], Section C2.
Definition 41. A (reflexive) (X,M)-graph G is simple provided for any col-
lection of vertices (vx)x∈X (with multiplicities allowed), there is at most one
edge e incident with (vx)x∈X .
If the (X,M)-graph has each edge with incidence of distinct vertices, i.e.,
no multiplicities, then this definition corresponds to the usual one. However,
a simple (X,M)-graph may also contain multiple edges that contain the same
underlying vertices but each with different multiplicities. For example, if X =
3 and we are given a symmetric X-graph G such that G(V ) = {0, 1} and
G(A) = {001, 010, 100, 011, 101, 110} such that 001 ∼ 010 ∼ 100 and 011 ∼
101 ∼ 110 under s(3), then G is simple even though it has two distinct edges
with the same underlying set of vertices. However, notice that all arcs are
fixed. In particular, simple (X,M)-graphs have no unfixed loops.
We recall that a Lawvere-Tierney topology on a topos with subobject clas-
sifier ⊤ : 1 → Ω is a morphism j : Ω → Ω such that j ◦ j = j, j ◦ ⊤ = ⊤, and
∧ ◦ (j× j) = j ◦ ∧ where ∧ : Ω×Ω→ Ω is the internal meet operator. In ev-
ery topos, the negation morphism ¬ : Ω→ Ω which classifies false ⊥ : Ω → Ω
induces a double negation topology ¬¬ : Ω → Ω. For a presheaf topos, the
subobject classified by ¬¬ is a Grothendieck topology J¬¬ →֒ Ω.
The double negation operator is described on vertices by ¬¬V (v⊥) =
v⊥, ¬¬V (v⊤) = v⊤. On arcs, ¬¬A(a⊤) = a⊤ and for a subgraph with a proper
subset of vertices E →֒ A, ¬¬A(aE) = aE and for the sub-(X,M)-graph X ,
¬¬A(aX) = a⊤ (since the complement of the subgraph which contains all ver-
tices of A is empty). Thus in the category of (reflexive) (X,M)-graphs, the
(X,M)-graph (resp. reflexive (X,M)-graph) the subobject of Ω classified by
¬¬ : Ω→ Ω is given by
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J¬¬ v⊤ a⊤aX resp. J¬¬ v⊤ a⊤aX .
Therefore, the only non-trivial sieve in J¬¬ is the one corresponding to the
subgraph RX →֒ A, where RX is the proper subgraph containing all the ver-
tices of A. Thus a (X,M)-graph G is a ¬¬-separated presheaf iff for each
collection of vertices (vx)x∈X (multiplicities allowed) in G there is at most one
arc incident with (vx)x∈X . Therefore, we have shown the following.
Proposition 42. The category of simple (reflexive) (X,M)-graphs is the cat-
egory of ¬¬-separated (reflexive) (X,M)-graphs.
By [31] [Proposition C2.2.13], each category of simple (reflexive) (X,M)-
graphs is a Grothendieck quasi-topos. Namely, it is a locally cartesian closed
category with a regular subobject classifier. Moreover, the adjunction σ ⊣
i : Sep(G(X,M), J¬¬) → Ĝ(X,M) (resp. σ ⊣ i : Sep(rG(X,M), J¬¬) → r̂G(X,M)) is
a reflective subcategory such that the inclusion preserves exponentials. The
regular subobject classifier is given by the image of Ω under the reflector σ.
Thus the regular subobject classifier in the category of is the same as the
subobject classifier but with the omission of the loop aX .
Example 43.
1. (Categories of X-Relations as Categories of Simple (X,M)-Graphs) The
¬¬-separated presheaves corresponding to the X-graph theories oGX ,
rGX , sGX , and rsGX are the X-ary systems of relations RelX , reflexive
relations rRelX , symmetric relations sRelX , and reflexive symmetric re-
lations rsRelX respectively. By composition of σ ⊣ i with the extensions
and restrictions of the essential geometric morphisms (Chapter 3) gives
us the corresponding adjunctions between systems of relations
rRelX

❄❄
❄❄
❄❄__
❄❄
❄❄
❄❄
RelX
??⑧⑧⑧⑧⑧⑧

⑧⑧⑧⑧⑧⑧
__
__
❄❄
❄❄
❄❄

❄❄
❄❄
❄❄
rsRelX
sRelX

⑧⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧⑧
where the inclusions are coreflective. When X = {s, t}, we can also
obtain the transitive closure of equivalence relations Equiv of rsRelX
by composition with the free groupoid construction in Example 49(2)
below.
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2. (Hypergraph Morphisms vs. Bipartite Graph Morphisms) We address
the obstruction related to r extending to a functor in Example 31(2) by
modifying the definition of hypergraph morphisms. Let H and H ′ be
hypergraphs. We define a lax morphism of hypergraphs f : H → H ′ to
consist of set maps fV : H(V ) → H ′(V ) and fE : H(E) → H ′(E) such
that for each edge e in H , P(fV ) ◦ϕ(e) ⊆ ϕ
′ ◦ fE . The diagram for a lax
morphism is given as follows.
H(E)
fE
//
ϕ

≤
H ′(E)
ϕ′

P(H(V ))
P(fV )
// P(H ′(V ))
Verification of the associativity and identity laws are straightforward,
giving us a category of lax hypergraphs, Hlax.
To see that the assignment of r to lax hypergraphs lifts to a functor
ρ : Hlax → B, observe that the obstruction depicted in Example 31(2)
above disappears since it satisfies the requirement to be a lax morphisms
{e}
≤
ide //
_v^

{e}
_v1,v2^

P({v})
P(_v1^)
// P({v1, v2})
(7.1)
Given a bipartite morphism g : G → G′, we define the lax hypergraph
morphism ρ(g) : ρ(G) → ρ(G′) as set maps ρ(g)V := gV1 and ρ(g)E :=
gV2. Then given an edge e in ρ(G), P(gV1)(ϕ(e)) ⊆ ϕ
′(gV2(e)). Indeed, for
w ∈ P(gV1)(ϕ(e)), there exists a V1-vertex v in G such that v ∈ ϕ(e) and
gV1(v) = w, and there exists an arc a in G such that σ(a) = gV1(v) = w
and τ(a) = w. Since g is a bipartite graph morphism, gA(a) is an
arc in G′ such that σ′(gA(a)) = w and τ
′(gA(a)) = gV2(e) and hence
w ∈ ϕ′(gV2(e)). Composition and identity laws are easily verified.
The category of hypergraphs is a wide subcategory of lax hypergraphs.1
Moreover, the functor i : H → B factors through µ : Hlax → B.
Hlax µ

❄❄
❄
H i //
??
wide ??⑧⑧⑧
B
1Recall a wide subcategory is given by a faithful functor which is bijective on objects
([46]).
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The functor µ is full and faithful. Observe that for the bipartite graph
µ(H) there is at most one arc connected a V1-vertex v to a V2-vertex e
since this is the elementhood relation v ∈ ϕ(e). If f, f ′ : H → H ′ are lax
hypergraph morphisms such that µ(f) = µ(f ′), then µ(f)V1 = µ(f
′)V1
and µ(f)V2 = µ(f
′)V2 and thus it is equal on arcs µ(f)A = µ(f
′)A. Sim-
ilarly, any morphism g : µ(H)→ µ(H ′) is determined by where it sends
its vertices and thus is equal to µ(f) for f = (gV1, gV2). We thus have
that the category of lax hypergraphs is equivalent to the category of sim-
ple bipartite graphs Sep(G(F ,1), J¬¬). Therefore Hlax is a Grothendieck
quasi-topos and thus a reflective subcategory of bipartite graphs.
Moreover, the functorH →֒ Hlax admits a left adjoint Σ: Hlax → H given
on objects by
Σ(H)(V ) := H(V )
Σ(H)(E) := { (e, S) | e ∈ H(E), S ⊆ ϕ(e) } .
The incidence operator is defined ϕ : Σ(H)(E)→ P(Σ(H)(V )), (e, S) 7→
S. For a morphism f : H → H ′ between lax hypergraphs, we define the
hypergraph morphism Σ(f) : Σ(H)→ Σ(H ′) such that
Σ(f)V := fV ,
Σ(f)E : (e, S) 7→ (fE(e), fV !(S))
where fV !(S) is the image of S under fV . It is straightforward to verify
the adjoint relations. Note that Σ: Hlax → H factors through the full
subcategory of hereditary hypergraphs as defined in [41].
An (X,M)-graph G is a ¬¬-sheaf provided for each collection of vertices
(vx)x∈X (multiplicities allowed) there is exactly one arc e ∈ G(A) incident
with (vx)x∈X . It is easy to see that the ¬¬-sheaves are precisely the complete
(X,M)-graphs. In this case, the evaluation functor (−)V : Sh(G(X,M), J¬¬)→
Set is an equivalence of categories.
Example 44. Recall that a non-deterministic automaton M = (Q, σ, δ, τ) on
a fixed set of input symbols Σ, consists of a set of states, Q, a set of initial states
σ, a set map δ : Q×Σ→ P(Q) called the transition function and a predicate
τ is a set of terminal states.2. A morphism f : M → M ′ = (Q′, σ′, δ′, τ ′) is a
set map f : Q→ Q′ such that f(σ) ⊆ σ′, f(τ) ⊆ τ ′, and δ′ ◦ (f ×Σ) = f ◦ δ as
2Note that we drop the finite condition and fix the set of input symbols.
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in the following diagram.
Q×Σ δ //
f ×Σ

Q
f

Q′×Σ δ
′
// Q′
It is straightforward to verify this defines a category. This leads us to the
definition of an (S, T )-automata.
Let (S, T ) be a partition of X , B = {s,⊥,⊤} and Σ be a nonempty set.
The category of non-deterministic (S, T )-automata on Σ is defined to be the
category of ¬¬-separated objects in d̂sG(S,T ) ↓ C(B,Σ).
We think of the vertex labellings of an (S, T )-automata as neutral states
s, initial states ⊥, and terminal states ⊤. A directed arc is labeled by an
element in the alphabet Σ and represents a transition from a collection of S
states to a collection of T states (multiplicities allowed). A string ω in Γ is said
to be accepted by an (S, T )-automata G provided there exists a sequence of
arcs which agrees in labeling with ω where an initial state vertex is connected
to a final state vertex. In particular, the category of non-deterministic (1, 1)-
automata on Σ is equivalent to the category of non-deterministic automata on
Σ. The following corollary generalizes [51](Theorem 5). Thus the category of
non-deterministic (S, T )-automata is a Grothendieck quasi-topos.
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Chapter 8
Injective Hulls and Projective
Covers
Recall the morphism of (reflexive) (X,M)-graph toposes ι! ⊣ ι∗ ⊣ ι∗ in Exam-
ples 4(1, 2). We set Proj := ι!ι
∗ and Inj := ι∗ι
∗ where ι : G(∅,X) → G(X,M) is
the functor given above. Then since adjunctions are closed under composition,
we have
Proj ⊣ Inj : Ĝ(X,M) → Ĝ(X,M).
We will show in this section that the natural transformations ε : Proj ⇒ id
and η : id ⇒ Inj can be thought of as the functorial projective and injective
refinements for non-initial (X,M)-graphs.
We first characterize the class of injective and projective objects. Recall
that an object Q in a category C is injective provided for each monomorphism
m : A→ B and morphism f : A→ Q there exists a morphism (not necessarily
unique) k : B → Q such that f = km. Dually, an object P in C is (regu-
lar) projective1 provided for each (regular) epimorphism e : B → A and each
morphism f : P → A there is a morphism k : P → B such that f = ek.2
Proposition 45. A (reflexive) (X,M)-graph Q is injective if and only if Q
is non-initial and for each set map f : X → Q(V ), there is an arc α ∈ Q(A)
such that the incidence map ∂Q(α) is equal to f .
Proof. Suppose Q is injective and consider the set map f : X → Q(V ). This
is equivalent to giving an (X,M)-graph morphism f :
⊔
x∈X V → Q. Consider
the inclusion m :
⊔
x∈X V → A induced by the morphisms x : V → A. Since
1Note that since regular epimorphisms are equivalent to epimorphisms in categories of
presheaves, a regular projective object is equivalent to a projective object.
2The results in this section generalize the results of [24] and [55].
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Q is injective, there is a morphism α : A→ I such that αm = f . By Yoneda,
this is equivalent to an arc α ∈ I(A) with incidence map ∂I(α) = f .
Conversely, let f : G →֒ H be a monomorphism and g : G→ Q a morphism
of (X,M)-graphs. Since Q is non-initial, there is a vertex v ∈ Q(V ). Each
arc α in H has incidence ∂H(α) : X → H(V ) ∼= fV (G(V )) ⊔ H(V )\fV (G(V )
where fV (G(V )) is the image of the vertices in G under f . For each arc α in
H not in the image of fA, let jα : X → Q(V ) be the set map [gV , !] ◦ ∂G(α)
given by universal property of the disjoint union
fV (G(V )) ∼= f
−1
V (G(V ))

gV
// gV (G(V ))


X
∂G(α)
// fV (G(V )) ⊔H(V )\fV (G(V ))
[gV ,!]
// Q(V )
H(V )\fV (G(V ))
OO
OO
! // {v}
OO
OO
Thus by assumption, we may choose an arc [α] ∈ Q(A) with incidence equal to
jα. We define the following maps hV : H(V )→ Q(V ) and hA : H(A)→ Q(A)
hV (w) :=
{
gV (u) if ∃u ∈ G(V ), fV (u) = w
v if ∀u ∈ G(V ), fV (u) 6= w
hA(α) :=
{
gA(β) if ∃β ∈ G(A), fA(β) = α
[α] if ∀β ∈ G(A), fA(β) 6= α
By construction this defines a morphism h : H → Q such that h ◦ f = g.
Therefore Q is injective.
Corollary 46. The class of injective objects in Ĝ(X,M) (r̂G(X,M)) is precisely
the class of non-initial split subobjects3 of objects in the essential image of the
functor Inj.
Proof. Let Q be an injective object in Ĝ(X,M). Hence Q is non-initial and
thus by the previous lemma, we have Inj(Q) is an injective object. Then
since ηQ : Q→ Inj(Q) is a monomorphism, there must be a split epimorphism
r : Inj(Q)→ Q such that rηQ = id by the property of Q being injective.
3An object H is a split subobject of G provided it admits a split monomorphism s : H →
G.
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We also have the dual argument that the class of projective objects in the
category of (X,M)-graphs is precisely the split quotients of objects in the
essential image of Proj.
Proposition 47. A (reflexive) (X,M)-graph P is projective if and only if it
is a coproduct of representables.
Proof. Suppose P is projective. Since εP : Proj(P ) → P is an epimorphism,
there must exist a section s : P → Proj(P ) such that εP s = id by the prop-
erty that P is projective. Since Proj(P ) is a coproduct of representables and
s is a split monomorphism, P must also be a coproduct of representables.
Conversely, representables V and A in a category of presheaves are always
projective. Since projective objects are closed under coproducts, the reverse
condition is also true.
Corollary 48. The class of projective objects in Ĝ(X,M) (resp. r̂G(X,M)) is the
object class of the essential image of the functor Proj.
Proof. Given a coproduct of representables
⊔
S V ⊔
⊔
T A, let H be the (X,M)-
graph with vertex set H(V ) := S and arc set H(A) = T . Take some s ∈ S and
define right-actions t.x := s and t.m = t for each t ∈ T , x ∈ X and m ∈ M .
Then Proj(H) ∼=
⊔
S V ⊔
⊔
T A.
Next, we construct injective hulls and projective covers for (X,M)-graphs.
Recall that a monomorphism i : G→ G˜ is essential provided for each morphism
h : G→ H such that hi is a monomorphism implies h is a monomorphism. An
injective hull of an object G is an essential monomorphism i : G → G˜ where
G˜ is injective. Dually, an epimorphism e : G → G is essential provided for
each morphism h : H → G such that eh is an epimorphism implies h is an
epimorphism. A projective cover of an object G is an essential epimorphism
e : G→ G where G is projective.
In the case of the initial (X,M)-graph 0, it is straightforward to verify the
terminal morphism 0→ 1 is the injective hull. For a non-initial (X,M)-graph
G we define G˜ to be the (X,M)-graph with vertex set G˜(V ) := G(V ) and
arcs set G˜(A) := G(A) ⊔ { f : X → G(V ) | ∀α ∈ G(A), ∂G(α) 6= f } with the
obvious right-action. Then G˜ is an injective object and there is an obvious
inclusion i : G → G˜. To show that it is essential, let h : G˜ → H be a mor-
phism such that hi is a monomorphism. Then since i is bijective on vertices,
hV must be injective. On arcs, it is enough to show that hA is injective on
G˜(A)\G(A). However, this is trivial since there is only one arc f ∈ G˜(A)\G(A)
with incidence f : X → G(V ). Hence h is a monomorphism.
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For the projective cover, we define G :=
⊔
S V ⊔
⊔
T A where
S := { v ∈ G(V ) | ∀α ∈ G(A), ∀x ∈ X, α.x 6= v }, i.e., S is the set of isolated
vertices in G, and T is a generating subset of G(A) for the right M-action
G(A)×M → G(A) of minimal cardinality, i.e., for each α ∈ G(A) there exists
a β ∈ T and an element m ∈ M such that β.m = α. Since T generates G(A)
under the right-action of M and S is the set of vertices of G which are not
incident to an arc, the restriction of εG|G : G → G is an epimorphism. It is
clear that if h : H → G is a morphism such that he is an epimorphism, then h
must be an epimorphism since G is a coproduct of representables of minimal
size.
G˜ 

❄❄
❄❄
G
??
??⑧⑧⑧⑧
//
ηG
// Inj(G)
G
⑧⑧
⑧⑧
 
❄❄
❄❄
Proj(G)
εG // // G
Note that these assignments G˜ and G do not extend to functors since there is
choice involved. However, by construction we see that both the injective hull
G˜ and projective cover G embed into Inj(G) and Proj(G) which are functorial
constructions.
Part II
Models of (X,M )-Graphs
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Chapter 9
The Nerve-Realization
Adjunction
We use functorial semantics to model (reflexive) (X,M)-graphs in various cat-
egories. In particular, we focus on connecting the ideas of this paper to cat-
egories of hypergraphs, k-uniform hypergraphs, and directed and undirected
graphs.
The symbols and notation in this section follow from [46].
Let I : T→M be functor from a small category T to a cocomplete category
M. Since the Yoneda embedding y : T → T̂ is the free cocompletion of a small
category there is a essentially unique adjunction R ⊣ N : M→ T̂, called the
nerve realization adjunction, such that Ry ∼= I.
T
I

❅❅
❅❅
❅❅
❅❅
y
// T̂
R ⊣

OO
N
M
The nerve and realization functors are given on objects by
N(m) =M(I(−), m),
R(G) = colim
(c,ϕ)∈
∫
G
I(c)
respectively, where
∫
G is the category of elements of G ([2], Section 2, pp
124-126).1
We call a functor I : T → M from a small category to a cocomplete
category an interpretation functor. The category T is called the theory for
1In [2], the nerve functor is called the singular functor.
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I and M the modeling category for I. An interpretation I : T → M is
dense, i.e., for each M-object m is isomorphic to the colimit of the diagram
I ↓ m → M, (c, ϕ) 7→ I(c), if and only if the nerve N : M → T̂ is full and
faithful ([40], Section X.6, p 245). When the right adjoint (resp. left adjoint)
is full and faithful we call the adjunction reflective (resp. coreflective).2
Example 49.
1. (Free Category Functor) Let Cat be the category of small categories,
X = {s, t} and consider the interpretation I : rGX → Cat where I(V )
is the terminal category 1, I(A) is the walking arrow category 2 with two
objects and one non-identity morphism, I(s) and I(t) are the separate
inclusions and I(ℓ) is the terminal functor. Then the nerve realization
adjunction RC ⊣ NC : Cat→ r̂GX is the free forgetful adjunction given
in [7] (I, Chapter 5). In other words, RC takes a reflexive X-graph G to
the category with object set G(V ), morphism set the finite paths of arcs
in G(A), e.g., a path (α1, . . . , αn) is a morphism in RC(G) with domain
α1.s and codomain αn.t, the identity morphisms the distinguished loops,
and composition given by concatenation of paths.
2. (Free Groupoid Functor) Let Grpd be the category of small groupoids,
X = {s, t} and consider the interpretation I : rsGX → Grpd where I(V )
is the terminal groupoid 1, I(A) is the smallest connected groupoid on
two objects 2, I(s) and I(t) are the inclusion of the objects in 2 and I(ℓ)
is the terminal functor. Then I induces the nerve realization adjunction
RG ⊣ NG : Grpd → r̂sGX such that RG is the path construction as
given above and NG is the underlying reflexive symmetric X-graph of a
groupoid.
3. (Fundamental Groupoid Functor) Consider the category T generated by
the graph
V
s //
t //oo
ℓ
A1
i
 σ //
τ
// A2
and relations σ◦s = τ◦s, σ◦t = τ◦t, ℓ◦s = idV , ℓ◦t = idV , i◦s = t, i◦i =
idA1 . Let Sp be the category of topological spaces. Then there is an in-
terpretation functor I : T→ Sp given by I(V ) = 1 (the terminal space),
I(A1) = [0, 1] (the unit interval), I(A2) := D
2 := { r ∈ C | |r| ≤ 1 } (the
2-dimensional disk) on objects. On morphisms we define I(s) := _0^
2since it implies M is equivalent to a reflective (resp. coreflective) subcategory of T̂
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and I(t) := _1^ (inclusion of the endpoints), I(ℓ) the terminal morphism,
I(σ) := eπi(1−x) : [0, 1]→ D2 and I(τ) := eπi(1+x) : [0, 1]→ D2 (the inclu-
sion of the top and bottom of the disc) and I(i) : [0, 1]→ [0, 1], x 7→ 1−x.
This induces a nerve realization adjunction RSp ⊣ NSp : Sp → T̂ such
that for a topological space Z, N(Z) has vertex set equal to the underly-
ing set of Z, A1-arc set equal to paths in Z and A2-arc set equal to mor-
phisms of the disc D2. Consider the functor β : T→ rsGX (X = {s, t})
which takes V to V , A1 to A, s, t, ℓ, i to s, t, ℓ, i, A2 to A1 and all mor-
phisms from A1 to A2 to the identity on A1. Then β induces an essential
geometric morphism β! ⊣ β
∗ ⊣ β∗ : T̂ → r̂sGX . The β-extension β!
takes a T̂-object G to the reflexive symmetric X-graph with vertex set
β!G(V ) = G(V ) and arc set β!G(A) =
G(A)
∼
where α1 ∼ α2 if there exists
a ∈ G(A2) such that α1 = a.σ and α2 = a.τ . The β-restriction β∗ takes
a reflexive symmetric X-graph H to the T̂-object with β∗H(V ) = H(V ),
β∗H(A1) = H(A) and β
∗H(A2) = H(A) such that for each A2-arc α we
have α.σ = α.τ = α. The β-coextension β∗ takes the T̂-object G and
forgets the A2-arcs.
The reflexive symmetric X-graph β!NSp(Z) captures the set of homo-
topy classes of paths in Z, i.e., for any two points z1, z2 ∈ Z, the set
{α ∈ β!NSp(Z) |α.s = z1, α.t = z2 } is the set of paths up to homotopy
between z1 and z2. The reflexive symmetric X-graph β!NSp(Z) naturally
has the structure of a groupoid, where composition is given by the usual
concatenation of paths (up to homotopy) and reparametrization of the
interval. Thus β!NSp(Z) is the underlying reflexive symmetric X-graph
of the fundamental groupoid [9] (Chapter 6). Similarly, the reflexive
symmetric X-graph β∗NSp(Z) is the underlying reflexive symmetric X-
graph of the path groupoid. In other words, the following diagrams
commute
Grpd
NG
##❍
❍❍
❍❍
❍❍
❍
Sp
P
<<②②②②②②②②② β∗NSp
// r̂sGX
Grpd
NG
##❍
❍❍
❍❍
❍❍
❍
Sp
Π1
<<②②②②②②②②② β!NSp
// r̂sGX
where Π1 is the fundamental groupoid functor and P is the path groupoid
functor. Therefore, the proof that Π1 preserves products and coproducts
reduces to showing β! preserves products and coproducts which is left to
the reader.
4. (Quotient Graph Construction) Let I : G(X,M) → Ĝ(X,M) be the interpre-
tation functor which on objects takes I(V ) := A and I(A) :=
⊔
x∈X A.
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On morphisms, we define I(x) to be the coproduct inclusion at index
x ∈ X and I(m) to be induced by the coproduct
A
I(x)

id // A
I(x.m)
⊔
x∈X A
I(m)
//
⊔
x∈X A
for each m ∈ M . Thus I induces a nerve realization adjunction R ⊣
N : Ĝ(X,M) → Ĝ(X,M) such that for each (X,M)-graph G, N(G)(V ) =
G(A), N(G)(A) =
∏
x∈X G(A) and ~α.x = αx and ~α.m = (αx.m)x∈X for
each x ∈ X , m ∈ M and arc ~α := (αx)x∈X . In the case X = {s, t},
R ⊣ N is adjunction of the arc graph and quotient graph construction
in [19].
5. (Pultr Functors) If I : G(X,M) → Ĝ(X,M) is an interpretation functor,
then there are (X,M)-graphs G = I(V ) and H = I(A) and a family
of morphism (I(x) = fx : G → H)x∈X and endomorphisms (I(m) =
fm : H → H)m∈M such that fm ◦ fx = fx.m for each x ∈ X and m ∈ M .
Then I induces a nerve realization adjunction R ⊣ N : Ĝ(X,M) → Ĝ(X,M).
Let X = {s, t} and f, g : G → H be ôGX -morphisms. Then there is an
interpretation functor I : oGX → ôGX given by I(V ) = G, I(A) = H ,
I(s) = f and I(t) = g which induces the adjunction R ⊣ N : ôGX →
ôGX . Recall that there is a functor τ : ôGX → Sk(ôGX) where Sk(ôGX)
is the associated skeletal (a.k.a. thin) category of ôGX . The functor τ
respects the adjunction Sk(R) ⊣ Sk(N) : Sk(ôGX) → Sk(ôGX) where
Sk(N) := N ◦ τ and Sk(R) := R ◦ τ . These are the left and central Pultr
functors for the Pultr template (G,H, f, g) given in [44][20][21]. Indeed,
given an oriented X-graph K,
N(K)(V ) = ôGX(I(V ), K) = ôGX(G,K),
N(K)(A) = ôGX(I(A), K) = ôGX(H,K)
where for each h ∈ N(K)(A), h.s = h ◦ f and h.t = h ◦ g.
In the subsequent, we are interested in when the nerve also preserves any
exponentials which exist. For the purpose of this paper, we show that if an
interpretation is dense, full and faithful, then the nerve not only preserves
limits, but also any exponentials which exist.
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Lemma 50. An interpretation functor I : T→M is full and faithful iff c :=
y(c) is a NR-closed object for each T-object c, i.e., the unit ηc : c→ NR(c) at
component c is an isomorphism.
Proof. The unit of the adjunction ηG is defined as the following composition
G
ϕ
∼=
// T̂(y(−), G)
R(y,G)
//M(Ry(−), R(G))
ψ
∼=
//M(I(−), R(G)) = NR(G) ,
where ϕ is given by Yoneda, R(y,G) is the map of homsets given by application
of R, and ψ is precomposition by the isomorphism I ∼= Ry. For a repre-
sentable, c, there is an isomorphism ρ : M(I(−), R(c)) → M(I(−), I(c)) by
postcomposition by the isomorphism I ∼= Ry. Thus ρ ◦ψ ◦R(y,G) evaluated at
T-object c′ takes a T-morphism f : c′ → c to I(f) : I(c′)→ I(c). Thus I is full
and faithful iff ηc is an isomorphism.
Proposition 51. If an interpretation functor I : T → M is dense, full and
faithful, then R ⊣ N is reflective and N preserves any exponentials that exist
in M.
Proof. Suppose G andH areM-objects such that the exponential GH exists in
M. Since I is assumed to be full and faithful, by Lemma 50 above, c ∼= NR(c)
for each T-object. Thus we have the following string of natural isomorphism:
N(GH)(c) ∼=M(R(c)×H,G) (Yoneda, R ⊣ N , exponential adj.)
∼= T̂(NR(c)×N(H), N(G)) (N is full, faithful, preserves limits)
∼= T̂(c×N(H), N(G)) (c is NR-closed)
∼= N(G)N(H)(c) (Exponential adj. and Yoneda).
Since the right-action structures are determined by Yoneda, N(GH) ∼= N(G)N(H)
in T̂.
The nerve of a dense, full and faithful interpretation is a presheaf topos
completion of a modeling category as the following result shows.
Proposition 52. (The Presheaf Completion of a Modeling Category).
Let I : T→M be a dense, full and faithful interpretation functor with nerve-
realization adjunction R ⊣ N : M → T̂. Then for each small category S
and functor F : M → Ŝ, there is an essentially unique essential geometric
morphism k! ⊣ k
∗ ⊣ k∗ : T̂→ Ŝ such that F ∼= k!N .
M N //
F
&&▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
T̂
k! ⊣

OO
k∗⊣ k∗

Ŝ.
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Moreover, if F is full and faithful, k! ⊣ k
∗ is a coreflective adjunction and
k∗ ⊣ k∗ is a reflective adjunction.
Proof. Define k! := FR : T̂ → Ŝ. Then k!y : T → Ŝ is a NR-context inducing
a left adjoint k∗ : Ŝ → T̂ as the nerve to k!y. This in turn induces k∗ : T̂ → Ŝ
as the left adjoint to k∗ by the NR-context k∗y : S → T̂. Therefore, there
exists an essential geometric morphism k! ⊣ k
∗ ⊣ k∗ : T̂ → Ŝ. For uniqueness,
suppose k! ⊣ k
∗
⊣ k∗ was another essential geometric morphism such that
F ∼= k!N . Then k!y ∼= k!NRy ∼= FRy = k!y since N is full and faithful. Then
by the essential uniqueness of the realization functor, k! = k!.
Next, assume F is full and faithful. Since N is full and faithful, by the
isomorphism k!N ∼= F , k! is full and faithful. To prove k∗ is also full and
faithful, it is enough to show that there is an isomorphism k∗k∗(G) → G for
each T̂-object G. Indeed,
k∗k∗(G) = T̂(k!y(−), k∗(G)) (Definitions of k∗ and Nk!y)
∼= T̂(k∗k!y(−), G), (k∗ ⊣ k∗ adjunction)
∼= T̂(y(−), G), (k! is full and faithful)
∼= G (Yoneda)
Therefore, k! ⊣ k∗ is coreflective and k∗ ⊣ k∗ is reflective.
Notice that we did not use the assumption that the interpretation functor
was full and faithful in the proof above. However, we believe that for a functor
to be called a ”presheaf completion”, it should preserve exponentials. Thus
we included it in the assumption.3
3Also we should be careful not to call this the (Grothendieck) topos completion of a
category since the nerve may properly factor through a category of sheaves on a site.
Chapter 10
Categories of F-Graphs
In this section, we model (X,M)-graphs in frameworks of more conventional
categories of graphs and hypergraphs. The first is given by [28] as the category
of F -graphs where vertices are distinct parts of a hypergraph. In the case when
vertices are degenerate edges, we introduce the category of reflexive F -graphs,
which extends the definition of the category of conceptual graphs given in [43]
to a reflexive counterpart to F -graphs.
10.1 Interpretations in F -graphs
We follow the definition given in [28].
Definition 53. Let F : Set → Set be an endofunctor. The category of F -
graphs GF is defined to be the comma category GF := Set ↓ F .
In other words, an F -graph G = (G(E), G(V ), ∂G) consists of a set of edges
G(E), a set of vertices G(V ) and an incidence map ∂G : G(E)→ F (G(V )). A
morphism
(fE , fV ) : (G(E), G(V ), ∂G)→ (H(E), H(V ), ∂H)
is a pair of set maps fE : G(E)→ H(E) and fV : G(V )→ H(V ) such that the
following square commutes
G(E)
∂G

fE // H(E)
∂H

F (G(V ))
F (fV )
// F (H(V )).
87
88 CHAPTER 10. CATEGORIES OF F-GRAPHS
It is well-known that the category of F -graphs is cocomplete with the forgetful
functor U : GF → Set×Set creating colimits [28].
Let G(X,M) be a theory for (X,M)-graphs and q an element in F (X) such
that F (m)(q) = q for each m ∈M where m : X → X is the right-action map.
We define I(V ) := (∅, 1, !1), and I(A) := (1, X, _q^) where !1 : ∅ → 1 is
the initial map and _x^ : 1 → X the set map with evaluation at x ∈ X . On
morphisms, we set
(x : V → A) 7→ I(x) := (!1, _x^) : (∅, 1, !1)→ (1, X, _q^),
(m : A→ A) 7→ I(m) := (id1, F (m)) : (1, X, _q^)→ (1, X, _q^).
Verification that I : G(X,M) → GF is a well-defined interpretation functor is
straightforward.
10.2 Interpretations in Reflexive F -Graphs
For categories of graphs with vertices as degenerate edges, we generalize the
definition of conceptual graphs in [43] (Definition 2.1.1, p 16).
Definition 54. Let F : Set → Set be an functor and η : idSet ⇒ F a nat-
ural transformation. The category of reflexive F -graphs rGF has objects
G = (G(P ), G(V ), ∂G) where G(P ) is a set, G(V ) ⊆ G(P ) is a subset and
∂G : G(P ) → F (G(V )) is a set map. An F -graph morphism f : G → H con-
sists of a set map fP : G(P )→ H(P ) such that the following commutes
G(V )
xx
xxrr
rr
rr
r
η

fV
// H(V )
η

&&
&&▼
▼▼▼
▼▼▼
▼
G(P )
∂G &&▲
▲▲
▲▲
▲▲
fP // H(P )
∂Hxxqq
qqq
qqq
F (G(V ))
F (fV )
// F (H(V ))
where fV is the set map fP restricted to G(V ).
1
In other words, a reflexive F -graph G consists of parts G(P ) with a subset
of vertices G(V ) and an incidence operation ∂G : G(P ) → F (G(V )) which
considers a vertex v to be a degenerate edge in the sense that ∂G|G(V ) = η. A
reflexive F -graph morphism f : G → H that maps an edge to a vertex is one
where e ∈ G(P )\G(V ) has fP (e) ∈ H(V ).
1By naturality η : idSet ⇒ F the middle square always commutes.
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The category of reflexive F -graphs is cocomplete. Indeed, the empty F -
graph is the initial object. Given a family of F -graphs (Gi)i∈I the coproduct
is given by taking the disjoint union of parts with incidence operator induced
by the universal property of the coproduct on the cocone
( Gi(P )
∂Gi // F (Gi(V ))
F (si)
// F (
⊔
I Gi(V )) )i∈I
where si : Gi(V ) →
⊔
I Gi(V ) is the coproduct inclusion. Given a pair of
morphisms f, g : G → H , the coequalizer coeq(f, g) has part set equal to
H(P )/ ∼ where ∼ is the equivalence generated by the relation
{ (f(a), g(a)) ∈ H(P )×H(P ) | a ∈ G(P ) }
and vertex set equal to the image of H(V ) → H(P )/ ∼. The incidence
∂coeq(f,g) : coeq(f, g)→ F (coeq(f, g)(V )) is induced by the universal property
of coequalizer.
G(P )
f
//
g
// H(P )
∂H

// coeq(f, g)
vv
∂coeq(f,g)

F (H(V )) // F (coeq(f, g)(V ))
It is straightforward to verify these are well-defined reflexive F -graphs which
enjoy universal properties.
Let rG(X,M) be a theory for reflexive (X,M)-graphs. Define the set MA :=
M
∼
where ∼ is the equivalence relation such that m ∼ m′ iff there exists an
invertible n ∈M such that mn = m′. This makes MA a right M-set with the
obvious action. Let q : MA → F (X) be a set map such that for each m ∈ M
we have F (m) ◦ q = q ◦m
MA
m //
q

MA
q

F (X)
F (m)
// F (X)
where m : MA → MA is the right-action map. Define I(V )(P ) = 1 (and
thus has a single vertex with no edges) and I(A)(P ) = MA, with vertex set
I(A)(V ) = X and inclusion I(A)(V ) →֒ I(A)(P )2 with incidence defined by
2Recall X = Fix(M).
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δI(A) := q. For morphisms we assign for each xm ∈ X and m ∈M
(xm′ : V → A) 7→ I(xm′)P := _m
′
^ : 1→ MA,
(m : A→ A) 7→ I(m)P := m : MA → MA,
(ℓ : A→ V ) 7→ I(ℓ)P :=!MA : MA → 1 (the terminal set map)
which is readily verified to define an interpretation functor I : rG(X,M) → rGF .
In the following, we will consider the properties of the nerve realization ad-
junction R ⊣ N induced by I as well as the restriction to an adjoint equivalence
between fixed points.3
10.3 The Category of Hypergraphs
We recall that a hypergraph H = (H(V ), H(E), ϕ) consists of a set of vertices
H(V ), a set of edges H(E) and an incidence map ϕ : H(E)→ P(H(V )) where
P : Set → Set is the covariant power-set functor. In other words, we allow
infinite vertex and edge sets, multiple edges, loops, empty edges and empty
vertices.4 In other words the category of hypergraphs H is the category of
P-graphs.
Let X be a set and apply the definition for the interpretation given above
in 10.1 for sGX with q := X in P(X). Note that for each automap σ : X → X ,
P(σ) is the identity map. Thus the interpretation I : sGX → H defined in
Chapter 10.1 is a well-defined functor.
The nerveN : H → ŝGX induced by I takes a hypergraphH = (H(E), H(V ), ϕ)
to the symmetric X-graph N(H) with vertex and arc set given by
N(H)(V ) = H(I(V ), H) = H(V ),
N(H)(A) = H(I(A), H) =
{
(β, f) ∈ H(E)×H(V )X
∣∣P(f) = ϕ(β)}
Notice that in the case a hyperedge e has less than #X incidence vertices the
nerve creates multiple edges and if a hyperedge has more than #X incidence
vertices there is no arc in the correponding symmetric X-graph given by the
nerve (see Example 55 below).
The realization R : ŝGX →H sends a symmetric X-graph G to the hyper-
graph R(G) = (R(G)(E), R(G)(V ), ψ) with vertex, edge sets and incidence
3Recall that the fixed points of an adjunction F ⊣ G : A → B are the full subcategories
A′ and B′ of A and B consisting of objects such that the counit and unit of the adjunction
are isomorphisms. This in particular implies that A′ is equivalent to B′.
4An empty vertex is a vertex not incident to any edge in H(E). An empty edge is an
edge e such that ϕ(e) = ∅.
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map given by
R(G)(V ) = G(V ),
R(G)(E) = G(A)/ ∼, (∼ induced by s(X)),
ψ : R(G)(E)→ P(R(G)(V )), [γ] 7→ { v ∈ G(V ) | ∃x ∈ X, γ.x = v }
For a symmetric X-graph morphism f : G → G′, the hypergraph morphism
R(f) : R(G)→ R(G′) has R(f)V := fV and R(f)E := [fA] where [fA] :
G(A)
∼
→
G′(A)
∼
is induced by the quotient.
Example 55.
1. Let X = {a, b, c} and consider the hypergraph H with two vertices 0 and
1 and one hyperedge α between them. Then the nerve N(H) has two
vertices 0 and 1 and arc set N(H)(A) = {001, 010, 100, 011, 101, 110}
with a pair of s(X)-partners 001 ∼ 010 ∼ 100 and 011 ∼ 101 ∼ 110.
The realization identifies the s(X)-partners and thus RN(H) has two
vertices 0 and 1 and two edges [001] and [011] between them. The counit
εH : RN(H)→ H is bijective on vertex set and sends [001] and [011] to
α.
2. Let X = {a, b, c} and consider the hypergraph H with four vertices and
one hyperedge α connecting them. The nerve N(H) has vertex set equal
to H(V ) but empty arc set N(H)(A) = ∅. The counit εH : RN(H)→ H
is the inclusion of vertices.
Let k be a cardinal number. Recall that a hypergraphH = (H(E), H(V ), ϕ)
is k-uniform provided for each edge e ∈ H(E), the set ϕ(e) has cardinality k.
Proposition 56. Let k be the cardinality of X and I : sGX → H be the
interpretation above. The fixed points of the nerve realization adjunction R ⊣
N : H → sGX is equivalent to the category of k-uniform hypergraphs, kH.
Moreover, the inclusion i : kH → ŝGX preserves limits and any exponential
objects which exist in kH.
Proof. It is clear that the fixed points is the category of k-uniform hypergraphs
and that the product (respectively, equalizer) of k-uniform hypergraphs in ŝGX
is k-uniform. Thus the inclusion i : kH → ŝGX preserves limits. To show that
N must preserve any exponentials that exist, suppose GH is an exponential
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object in kH. We have the following natural isomorphisms:
N(GH)(V ) = kH(I(V ), GH) ∼= kH(I(V )×H,G)
∼= ŝGX(NI(V )×N(H), N(G))
∼= ŝGX(V ,N(G)N(H)) ∼= N(G)N(H)(V ),
N(GH)(A) = kH(I(A), GH) ∼= kH(I(A)×H,G)
∼= ŝGX(NI(A)×N(H), N(G))
∼= ŝGX(A,N(G)N(H)) ∼= N(G)N(H)(A).
Therefore, N preserves any exponentials which exist in kH.
Corollary 57. If k is a cardinal number greater than 1, the category of k-
uniform hypergraphs does not have exponentials.
Proof. Example 35(2) provides us with a counterexample.
The previous results shows that since kH lacks connected colimits and
exponentials and the inclusion i : kH →֒ H does not preserve limits, we may
continuously embed kH in ŝGX giving us the factorization of the inclusion
j : kH →֒ H
ŝGX
R

❄❄
❄❄
kH
??
i ??⑧⑧⑧⑧
//
j
//H.
and work in the improved categorical environment ŝGX .
We are also able to use the adjunction above to classify the projective
objects in the category of hypergraphs. Recall that a right adjoint functor is
faithful if and only if the counit is an epimorphism.
Lemma 58. Let X be a set with cardinality κ greater than 1. Then the nerve
N : H → ŝGX of the interpretation I : sGX → H is faithful on the full subcate-
gory Hκ consisting of hypergraphs H with maxe∈H(E) ϕ(e) at most of cardinality
κ.
Proof. Given hypergraph H in the subcategory Hκ the counit εH : RN(H)→
H of the adjunction R ⊣ N : H → ŝGX at component H is an epimorphism
since for each hyperedge e ∈ H(E), there is a symmetric X-graph morphism
f : I(A)→ H such that fE takes the lone hyperedge in I(A) to e.
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Let I(V ) be the hypergraph with one vertex and no hyperedges. For each
cardinal number k, let Ek := I(A) be the hypergraph where I : sGk → H is
the interpretation functor above.
Lemma 59. The proper class of objects consisting of the vertex object I(V )
and hyperedge objects (Ek)k∈Card is a family of separators for the category of
hypergraphs.
Proof. Let f, g : H → H ′ be distinct hypergraph morphisms. Let κ be the
maximum of the cardinalities such that H and H ′ are in the subcategory Hκ.
By the lemma above, the nerve N : H → ŝGX is faithful on Hκ. Thus we
have N(f) 6= N(g). Therefore, either I(V ) separates f and g or I(A) = Ek
separates f and g by definition of the nerve functor.
Proposition 60. A hypergraph H is (regular) projective if and only if it has
no hyperedges.
Proof. If a hypergraph has no edges it is projective since it is a coproduct of
the vertex object I(V ) which is clearly projective. Conversely, by the lemma
above it is enough to show that each hyperedge object Ek is not projective. Let
1 be the terminal hypergraph with one vertex and one hyperedge. Then every
morphism Ek → 1 is a (regular) epimorphism. Let Er be the hyperedge object
with r vertices where r is of cardinality strictly greater than k. Since there is
no morphism from Ek to Er there is no factorization of Ek → 1 through Er
showing Ek is not (regular) projective.
For each set X , the interpretation functor I : sGX → H factors through the
full subcategory Hk of hypergraphs consisting of hypergraphs H such that the
incidence of each edge is of cardinality less than or equal to the cardinality k of
X . In other words, Hk is the slice category Set ↓ Pk where Pk is the covariant
k-power set functor which takes a set to the set of all subsets with cardinality
less than or equal to k. The inclusion functor i : Hk →֒ H admits a coreflector
r : H → Hk which takes a hypergraph H to the hypergraph r(H) with vertex
set r(H)(V ) = H(V ) and edge set r(H)(E) := {α ∈ H(E) |#ϕ(α) ≤ k }.
Therefore the nerve realization for the interpretation Ik := rRy : sGX → Hk
is Rk ⊣ Nk : Hk → ŝGX where Rk = rR and Nk = Ni. Moreover, by restricting
to the subcategory Hk the counit εH : rRNi(H)⇒ H is now an epimorphism.
Proposition 61. For a cardinal number k, the class of projective objects in
Hk are precisely the coproducts of Ik(V ) and Ik(A) where Ik : sGX → Hk is
the interpretation functor described above.
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Proof. It is clear that Ik(V ) is projective. Since a hypergraph H in Hk has
an edge if and only if it admits a morphism from Ik(A) to it and since epi-
morphisms in Hk are those morphisms surjective on vertex and edge sets, it
is clear Ik(A) is projective. Therefore the coproducts of Ik(V ) and Ik(A) are
projective. Conversely, consider the following composition
Rk(Proj(N(H))) // // RkNk(H)
εH // // H
where the morphism Rk(Proj(N(H))) // // RkNk(H) is the application of Rk
on the epimorphism Proj(N(H))→ N(H) described in Chapter 8. Note that
since Rk is a left adjoint, it preserves epimorphisms. Moreover, Rk preserves
colimits, therefore Rk(Proj(N(H))) =
⊔
N(H)(V )RkV ⊔
⊔
N(H)(A) RkA. Then
since Rky = Ik where y is the Yoneda embedding, we have Rk(Proj(N(H))) =⊔
N(H)(V )RkIk(V ) ⊔
⊔
N(H)(A) Ik(A). Therefore, every object in Hk admits an
epimorphism from a projective object (i.e., Hk has enough projectives). Thus
every projective in Hk is a split subobject of the essential image of the functor
Rk Proj : ŝGX → Hk. However it is clear that the only split subobjects are
coproducts of Ik(V ) and Ik(A).
Proposition 62. A hypergraph Q is injective if and only if Q is non-initial
and for each subset of S ⊆ Q(V ), there is an edge α ∈ Q(E) with S = ϕ(α).
Proof. Suppose Q is injective. For each subset S ⊆ Q(V ), let ES be the hyper-
graph with one edge e with incidence equal to ϕ(e) = S. Let f :
∐
S I(V ) →֒
ES and g :
∐
S I(V ) →֒ Q be the inclusions of vertices. Since Q is injective,
there is a morphism h : ES → Q which necessarily is a monomorphism. Hence
Q must have an edge q with incidence ϕ(q) = S.
Conversely, let f : G → H be a monomorphism and g : G → Q be a mor-
phism in the category of hypergraphs. Since Q is non-initial, there is a vertex
v ∈ Q(V ). We define the morphism h : H → Q on vertices
hV (w) :=
{
gV (u) if ∃u ∈ G(V ), gV (u) = w
v if ∀u ∈ G(V ), gV (u) 6= w.
Each edge e in H not in the image of fA has incidence a subset S ⊆ H(V )
which can be decomposed S ∼= S0 ⊔ S1 such that S0 is in the image of fV and
S1 is disjoint to the image of fV . Then for such an edge e in H(E), choose an
edge [e] ∈ Q(E) with incidence g(f−1V (S0)) ∪ {v} where gV (f
−1
V (S0)) is in the
image of f−1V (S0) under gV . Then we define
hE(e) :=
{
gE(b) if ∃b ∈ G(E), gE(b) = e
[e] if ∀b ∈ G(E), gE(b) 6= e.
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Then hV and hE describe a morphism of hypergraphs h : H → Q such that
h ◦ f = g. Therefore Q is injective.
Corollary 63. Let Q be a hypergraph and X := Q(V ). Then Q is injective if
and only if N(Q) is injective as a symmetric X-graph where N is the nerve of
the interpretation I : sGX → H defined above.
Proof. Let Q be an injective hypergraph. By Proposition 45, it is enough to
show that for each set map j : X → N(Q)(V ), there is an arc α ∈ N(Q)(A)
such that ∂(α) = j. the image of j describes a subset S of vertices of Q.
Therefore, by the above result, there is a hyperedge e with incidence equal to
S. Let α : I(A) → Q be the arc in N(Q) corresponding to the hypergraph
morphism which takes the vertex x to j(x) for each x ∈ X and the single
hyperedge a ∈ I(a) to e. Then ∂(α) = j and thus N(Q) is an injective
symmetric X-graph.
Conversely, suppose N(Q) is injective and let S ⊆ Q(V ). Let j : X →
N(Q)(V ) be a set map with image equal to S. There is an arc α ∈ N(Q)(A)
with incidence ∂(α) = j. Since α corresponds to the hypergraph morphism
α : I(A) → Q, there must be an edge e ∈ Q such that a ∈ I(A) is mapped to
e, i.e., e has incidence equal to Q. Therefore, Q is an injective hypergraph.
10.4 The Category of Power Graphs
Let X and Y be sets. We define the symmetric X-power of Y , denoted ΠX(Y ),
as the multiple coequalizer of (σ : ΠX(Y ) → ΠX(Y ))σ∈s(X) where σ is the σ-
shuffle of coordinates in the product. This definition extends to a functor
ΠX : Set→ Set. Note that if j : X
′ → X is a set map, then there is a natural
transformation ΠX ⇒ ΠX′ induced by the universal mapping property of the
product. In particular, when X → X ′ = 1 is the terminal map, we have
idSet = Π1 ⇒ ΠX which we denote by η : idSet ⇒ ΠX .
5
To define an interpretation functor I : sGX → GΠX , we let q be the un-
ordered set (x)x∈X in ΠX(X). Since ΠX(σ)(x)x∈X = (x)x∈X for each automap
σ : X → X , the interpretation is well-defined.
Lemma 64. The interpretation I : sGX → GΠX is dense, full and faithful.
Proof. It is clearly full and faithful. To show it is dense, let (E, V, ϕ) and
(K,L, ψ) be GΠX -objects and λ : D ⇒ ∆(K,L, ψ) a cocone on the diagram
5Note that in the case X = 2, the category of ΠX -graphs is the category of undirected
graphs in the conventional sense in which morphisms are required to map edges to edges.
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D : I ↓ (E, V, ϕ)→ GΠX . Let e be an edge in E and f : X → V be the set mor-
phism with ΠXf = ϕ(e). Then (_e^, f) : I(A) = (1, X,⊤)→ (E, V, ϕ) is an ob-
ject in I ↓ (E, V, ϕ) and thus there is a morphism λ(_e^,f) =: (_e
′
^, g) : D(_e^, f) =
(1, X,⊤) → (K,L, ψ). By the compatibility of the cocone, this gives us a
uniquely defined h : E → K, e 7→ e′ on edges. Similarly for each vertex v ∈ V ,
there is a morphism (!E , _v^) : I(V ) = (∅, 1, !1) → (E, V, ϕ) and a cocone in-
clusion (!K , _w^) : D(!E , _v^) = (∅, 1, !1) → (K,L, ψ) giving us a factorization
on vertices k : V → L. Since ψ ◦ h(e) = ΠX(kf) ◦ ⊤ = ΠX(k) ◦ ϕ(e) for each
edge E, (h, k) : (E, V, ϕ) → (K,L, ψ) is a well-defined GΠX -morphism which
necessarily is the unique factorization of the cocone. Therefore, I is dense.
Note that the realization functor takes a ŝGX-object and quotients out
the set of arcs by s(X). Hence the unit of the adjunction ηP : P → NR(P )
is bijective on vertices and surjective on arcs. Hence the adjunction is epi-
reflective.
Proposition 65. The nerve-realization R ⊣ N : GΠX → ŝGX induced by
I : sGX → GΠX is the presheaf topos completion of GΠX .
Proof. Follows from Proposition 52, that a dense, full and faithful interpreta-
tion induces the presheaf completion.
For a GΠX -object (B,C, ϕ), the embedding given by the nerve functor is
given by
N(B,C, ϕ)(V ) = GΠX (I(V ), (B,C, ϕ))
∼= C,
N(B,C, ϕ)(A) = GΠX (I(A), (B,C, ϕ))
= { (e, g) | e ∈ B, g : X → C s.t. ΠXg = ϕ(e) }
The right-actions are by precomposition, i.e., (e, g).x = (e, g ◦ _x^), (e, g).σ =
(e, g ◦ σ).
Let us show that all loops in the objects of the full subcategory of ŝGX
equivalent to GΠX are fixed loops. A loop in a GΠX -object (B,C, ϕ) is an edge
e ∈ B such that ϕ(e) is (v)x∈X in ΠX(C) for some v ∈ C. Therefore, there is
only one morphism (_e^, f) : I(A) → (B,C, ϕ) and thus (_e^, f ◦ σ) = (_e^, f)
for each σ ∈ s(X). Hence, each object in the reflective subcategory of ŝGX
equivalent to GΠX has only fixed loops.
Corollary 66. If X has cardinality greater than 1, the category GΠX does not
have exponentials.
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Proof. By the above observation, it is enough to show that there exist objects
G and H in GΠX such that N(G)
N(H) has a unfixed loop in Ĝ(X,s(X)). Set
H := I(A) and G be the graph with one vertex and an s(X)-loop. Then
N(G)N(H) = LA as defined in Example 35(4) which we have shown has a
unfixed loop.
It is straightforward to show that the full subcategory of simple hyper-
graphs in GΠX is a reflective subcategory which restricts to the nerve-realization
adjunction.
Next, we show that injective and projectives in the category of ΠX-graphs
are precisely those objects which are taken to injective and projective objects
n the category of symmetric X-graphs.
Proposition 67. A ΠX-graph Q is injective if and only if N(Q) is an injective
symmetric X-graph.
Proof. If N(Q) is injective, then Q is injective since N is full and faith-
ful and preserves monomorphisms. Conversely, let Q be an injective ΠX-
graph and consider the monomorphism f : G → H and morphism g : G →
N(Q) of symmetric X-graphs. The realization functor preserves monomor-
phisms, hence R(f) : R(G) → R(H) is a monomorphism. Since the counit
εQ : RN(Q) → Q is an isomorphism, RN(Q) is injective and thus there is a
morphism h : R(H) → RN(Q) such that h ◦ R(f) = R(g). Therefore, the
following diagram commutes
G
g
,,
//
f
//
ηG

H
h
rr
ηH

NR(G) //
NR(f)
//
NR(g) ""❊
❊❊
❊❊
❊❊
❊
NR(H)
N(h)||①①
①①
①①
①①
NRN(Q)
N(εQ) ∼=

N(Q)
where h := εQ ◦N(h) ◦ ηH . Thus, h ◦ f = g and hence N(Q) is injective.
Proposition 68. A ΠX-graph P is projective if and only if N(P ) is a projec-
tive (X,Aut(X))-graph.
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Proof. If N(P ) is projective, then P is projective since N is full and faithful
and preserves epimorphisms. Conversely, let P be a projective ΠX-graph. It is
clear that I(V ) and I(A) are projective objects in GΠX , thus R(Proj(N(P )))
∼=⊔
N(P )(V ) I(V ) ⊔
⊔
N(P )(A) I(A) is projective. Since the projective refinement
Proj(N(P )))→ N(P ) (see Chapter 8) is an epimorphism and εP : RN(P )→
P is an isomorphism, the composition R(Proj(N(P ))) → RN(P ) → P is an
epimorphism. Thus, P is a split subobject of a coproduct of I(V ) and I(A).
However, the only split subobjects of such a coproduct is itself a coproduct
of I(V ) and I(A). Then since N preserves coproducts and NI(V ) = V and
NI(A) = A, N(P ) is projective.
10.5 The Category of Reflexive Power Graphs
Let rGΠX be the category of reflexive ΠX -graphs.
6 To define an interpretation
functor I : rsGX → rGΠX , note that MA
∼= X ⊔ 1. Let η : idSet ⇒ ΠX be
the natural transformation defined above and let q : X ⊔ 1→ ΠX(X) the map
induced by the singleton assignment ηX : X → ΠX(X), x
′ 7→ (x′)x∈X and
⊤ : 1 → P(X), x 7→ (x)x∈X . Since ΠX(σ)(x)x∈X = (x)x∈X for each automap
σ : X → X and ΠX(x
′)(x) = (x′)x∈X for each constant map x′ : X → X , the
interpretation is well-defined.
Lemma 69. The interpretation functor I : rsGX → rGΠX is dense, full and
faithful.
Proof. It is clearly full and faithful. To show it is dense, let G and H be
rGΠX -objects and λ : D ⇒ ∆H a cocone on the canonical diagram D : I ↓
G → rGΠX . It can be verified that I(A) classifies the parts set G(P ) of a
graph G up to precomposition by automorphism A′ → A′. In other words,
G(P ) ∼=
rGΠX (I(A),G)
∼
and H(P ) ∼=
rGΠX (I(A),H)
∼
where ∼ is the equivalence
relation induced by automorphisms of I(A). Thus we define hP : G(P ) →
H(P ), [e] 7→ [λe] where [e] is the equivalence class of the morphism e : I(A)→
G and λe : D(e) → H is the component of the natural transformation λ.
Since λ is a cocone, the map is compatible with incidence operations and the
restriction to vertex sets, hV : G(V ) → H(V ). Thus h : G → H is the unique
factorization which shows the colimit of D is G.
6When X = 2, the category of reflexive ΠX -graphs is the category of conceptual graphs
as given in [43].
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Note that the realization functor takes a r̂sGX -object and quotients out
the set of arcs by s(X). Hence the unit of the adjunction ηP : P → NR(P )
is bijective on vertices and surjective on arcs. Hence the adjunction is epi-
reflective.
Proposition 70. The nerve-realization R ⊣ N : rGΠX → r̂sGX induced by
I : rsGX → rGΠX is the presheaf topos completion of rGΠX .
Proof. Follows from Proposition 52, that a dense, full and faithful interpreta-
tion induces the presheaf completion.
The full subcategory of r̂sGX induced by the nerve functor consists of
reflexive symmetric X-graphs which have no unfixed loops. Indeed if G is a
rGΠX -object then N(G)(A) = rGΠX (I(A), G) and so if e : I(A)→ G is a loop,
i.e., for each x ∈ X there is a v : I(V ) → I(A) such that e ◦ I(x) = v, then
e ◦ I(σ) = e.
Corollary 71. If X has cardinality greater than 1, the category rGΠX does not
have exponentials.
Proof. By the above observation, it is enough to show that there exist objects
G andH in GΠX such thatN(G)
N(H) has an unfixed in Ĝ(X,s(X)). SetH := I(A)
and G be the graph with one vertex and two unfixed loops. Then N(G)N(H) =
LA as defined in Example 35(5) which we have shown has a unfixed loop.
It is also straightforward to show that the full subcategory of simple hy-
pergraphs in rGΠX is a reflective subcategory which allows a restriction to the
nerve-realization adjunction.
The proofs for the preservation of injective and projective objects by the
nerve N are similar to the proofs in Proposition 67 and 68 and are thus omitted.
Proposition 72. A reflexive ΠX-graph Q (resp. P ) is injective (resp. projec-
tive) if and only if N(Q) (resp. N(P )) is injective (resp. projective).
10.6 Other Categorical Structures
The presheaf completions of the conventional categories of uniform hyper-
graphs above can be used to prove what topos structure exists in these cat-
egories. Immediate facts which are true for any reflective subcategory are
that GΠX and rGΠX are complete, cocomplete, and well-powered. The full and
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faithful right adjoint N creates limits, monomorphisms, split monomorphisms,
split epimorphisms, and isomorphisms. Moreover, filtered colimits commute
with finite limits ([7], v1, Proposition 3.5.7).
It is easy to see that regular epimorphisms in GΠX and rGΠX are also
created by N as well, since regular epimorphisms in presheaf toposes are those
surjective on components. However, N does not preserve coequalizers. Take
for instance the inclusions I(s), I(t) : I(V ) → I(A), the coequalizer in GΠ2
and rGΠ2 are the graphs with one vertex and one loop. The coequalizer of
s, t : V → A in ŝG2 and r̂sG2 is the graph with one vertex and one 2-loop.
To obtain colimits in GΠX and rGΠX , we need to reduce unfixed loops to
1-loops. By the adjunctions R ⊣ N and [7] (v1, Proposition 5.5.6, p 213) each
morphism f : P → Q in ŝGX and r̂sGX factors uniquely up to isomorphism
f = g ◦ h where h is bijective on vertices and reduces each unfixed edges to
fixed edges whenever f reduces such edges. The realization functor takes such
an h to an isomorphism.
To show that GΠX and rGΠX are regular categories, it is left to show that
GΠX and rGΠX have regular images. Indeed, given a morphism f : G → H in
either GΠX and rGΠX we may form the diagram
ker(f) // // G

f
// H // // coker(f)
coim(f)
θ // im(f)
OO
OO
where ker(f) and coker(f) denote the kernel and cokernel pairs of f , and
coim(f) is the coequalizer of the projections from ker(f) and im(f) is the
equalizer of the inclusions of into coker(f). The morphism θ is induced by
the universal mapping properties of the coimage and image. By applying the
endofunctor RN there is a factorization
R(ker(N(f))) // // RN(G)

RN(f)
// RN(H) //// R coker(N(f))
R coim(N(f))
∼= 
∼= // R im(N(f))
OO
OO
RN(coim(f))
RN(θ)
// RN(im(f))

∼=
where coim(N(f)) → N(coim(f)), coker(N(f))→ N(coker(f)), im(N(f))→
N(im(f)) are induced by the universal property of colimits. The morphism
R coim(N(f)) → RN(coim(f)) is an isomorphism since R ⊣ N is a reflective
adjunction ([7], v1, Proposition 3.5.4). We also have coim(N(f)) ∼= im(N(f))
since this is true for all presheaf toposes. The morphism R im(N(f)) →
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RN(im(f)) is an isomorphism since coker(N(f)) → N(coker(f)) is bijective
on vertices and reduces unfixed loops to 1-loops and thus is taken to an iso-
morphism by R. Then since the counit ε : RN ⇒ id is a natural isomorphism,
θ is an isomorphism. Therefore, GΠX and rGΠX are regular categories.
Presheaf toposes have (epimorphism, monomorphism) factorizations andN
is epi-reflective. Therefore, by [1] (Proposition 16.8), the categories GΠX and
rGΠX are closed under formation of monomorphisms, i.e., if m : P → N(H)
is a monomorphism, then P ∼= N(G) for some G. This proves that Sub(G)
and Sub(N(G)) are isomorphic as meet-complete lattices for each GΠX and
rGΠX -object G. The union ∪IGi of subobjects (Gi →֒ G)i∈I in Sub(G) is given
by the image of the universal morphism
⊔
I Gi → G. Since N preserves co-
products and is closed under formation of images, N preserves unions. Hence,
Sub(G) and Sub(N(G)) are isomorphic as complete lattices. Given a morphism
f : G → H , the change of base functor f ∗ : Sub(H)→ Sub(G) is constructed
in the presheaf topos N(f)∗ : Sub(N(H)) → Sub(N(G)). Therefore there is
an adjunction ∃f ⊣ f ∗ ⊣ ∀f : Sub(G)→ Sub(H) such that the change of base
functor preserves unions since this is true in all categories of presheaves.
The subobject classifiers have only fixed loops, and thus are objects in
GΠX and rGΠX . The nerve N creates limits, in particular pullbacks, and so the
subobject classifier ⊤ : 1→ Ω classifies the subobjects in GΠX and rGΠX . The
natural numbers object in any presheaf category is the discrete presheaf ∆N
for the set of natural numbers N. The discrete objects in ĜX and r̂GX have
only fixed loops and thus are objects in both GΠX and rGΠX . The universal
property of ∆N comes from the universal property it enjoys in ŝGX and r̂sGX .
Recall that a category E is geometric provided it is regular, each subobject
lattice has arbitrary unions and intersections, and each change of base functor
on subobject lattices has a right adjoint. A geometric category is ∞-positive
when it has disjoint coproducts (see [31], A1.4 p. 43). Since N preserves
coproducts and coproducts are disjoint in the corresponding presheaf toposes,
we have proven the following.
Proposition 73. The categories GΠX and rGΠX are ∞-positive geometric cat-
egories with a subobject classifier and a natural numbers object.
A ∞-positive geometric category is called an ∞-pretopos if it also has
effective equivalence relations, i.e., every equivalence relation is the kernel pair
of its own coequalizer. By Giraud’s Theorem ([31], C2.2.8) an ∞-pretopos
with a separating set of objects is a Grothendieck topos. The categories GΠX
and rGΠX do not have exponentials and thus cannot be Grothendieck toposes.
Then since GΠX and rGΠX have separating set of objects, they do not have
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effective equivalence relations. For instance, the kernel pair of a ŝG2-morphism
f : A→ L2 where L2 is the symmetric 2-graph with one vertex and one 2-loop.
Then ker(f) →֒ A×A corresponds to an equivalence relation in G2 and rG2
which is not effective.
Therefore, we have the following conceptual equations:
Graphs + Exponentials = (X,M)-Graphs
Graphs + Effective Equivalence Relations = (X,M)-Graphs.
This tells us that if we want to our category of graph or uniform hypergraphs
to have exponentials and effective equivalence relations, we should work in a
category of (X,M)-graphs.
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