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Abstract
In the paper, we deal with a reaction–diffusion system well known as the Brusselator model and
some improved results for the steady states of this model are presented. We first give an a priori esti-
mates (positive upper and lower bounds) of positive steady states. Then, we obtain the non-existence
and existence of positive non-constant steady states as the parameters λ, θ and b are varied, which
means some certain conditions under which the pattern formation occurs or not.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In the paper, we consider positive non-constant steady states for a system of reaction–
diffusion equations, known as the Brusselator model (see [12,20,22]). Steady states of the
Brusselator system, which was developed to model morphogenesis and pattern formation
in chemical reactions satisfy, by a proper change of variable x (see [1]),
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

−θ∆U = λ(a − (b + 1)U + U2V ) in Ω ,
−∆V = λ(bU − U2V ) in Ω ,
∂ηU = ∂ηV = 0 on ∂Ω,
(1.1)
where Ω ⊂ Rn is a bounded domain with smooth boundary ∂Ω, η is the outward unit nor-
mal vector on ∂Ω and ∂η = ∂/∂η. U and V represent the concentrations of two reactants
and are considered to be non-negative, a and b are fixed concentrations of other compo-
nents, θ is the diffusion coefficient of the concentration U, and λ is a measure of the size
of the domain. Therefore, a, b, θ and λ are always assumed to be positive constants.
Obviously, (U,V ) = (a, b/a) is the unique constant solution of (1.1). The system (1.1)
has received intensive analytical or numerical studies by many authors, e.g., [1,2,12] and
the references therein.
In papers [1] and [12], the authors used the transformation U = u + a, V = v + b/a in
(1.1) and investigated the system

−θ∆u = λ((b − 1)u + a2v + (b/a)u2 + 2auv + u2v) in Ω ,
−∆v = λ(−bu − a2v − (b/a)u2 − 2auv − u2v) in Ω ,
∂ηu = ∂ηv = 0 on ∂Ω .
(1.2)
It is well known that the bifurcation occurs only at parameter values where the associ-
ated linear problem of (1.2),

−θ∆u = λ((b − 1)u + a2v) in Ω ,
−∆v = λ(−bu − a2v) in Ω ,
∂ηu = ∂ηu = 0 on ∂Ω ,
(1.3)
has non-constant solutions.
Let 0 = µ0 < µ1 < µ2 < µ3 < · · · be the eigenvalues of −∆ in Ω with the homoge-
neous Neumann boundary condition. The authors of paper [12] showed that the values of
λ for which (1.3) has non-constant solutions occur in pairs given by
λ±i =
µi
2a2
{
b − 1 − a2θ ±
√
(b − 1 − a2θ)2 − 4a2θ}.
These pairs are real if b  (1 + aθ1/2)2 ≡ B , and as b increases from B the pairs separate
from single points λ0i = (θ1/2/a)µi . It can be shown for parameters suitably chosen that
these pairs form an increasing sequence 0 = λ+0 < λ−1 < λ+1 < λ−2 < · · · < λ−m < λ+m for
some m depending on a, b and θ but λ−k+1 < λ
+
k for sufficiently large k. For parameters
chosen such that the pairs are close together, [12] used asymptotic expansions for u, v and
λ to gain an expansion for the amplitude of the positive non-constant solutions to (1.2),
and concluded that these expansions imply that, for certain parameter ranges, the pairs of
bifurcation points λ±i are joined by connected loops of positive non-constant solutions.
In [1], the authors obtained the existence of loops of positive non-constant solutions
which join the pairs of bifurcation points λ±i together irrespective of how far away the
points are. To be more precise, the local existence of curves of positive non-constant so-
lutions emanating from the points (λ±i ,0,0) was obtained by applying to (1.2) the local
theory of Crandall and Rabinowitz [6] under the hypotheses that λ+i = λ−j for all i, j , and
that µi are all simple. Based on these results, by an adaptation of the celebrated theorem
of Rabinowitz [26], they analyzed the global bifurcation with respect to λ. In addition, [2]
gave some numerical results for the periodic patterns of (1.1).
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(1.1) and conclude some results for the existence and non-existence of patterns. Roughly
speaking, we can state that, there is no pattern if either θ is large, or λ or b is small, while
pattern occurs when either θ is small or λ is suitably chosen, or b is large. Some of our
results improve those obtained in [1], and refer to Sections 4 and 5 for the details.
In particular, we shall point out that the Turing Instability Phenomenon occurs if θ,λ is
small and 1 < b < 1 + a2. In this case, if n = 1, which can guarantee that µi are simple
for all i, there exists an interval sequence {(θj ,Θj )}∞j=1 with θj , Θj → 0 as j → ∞, such
that (1.1) has at least one positive non-constant solution for all θ ∈ (θj ,Θj ). Therefore,
the patterns caused by the Turing Instability (or the Turing Patterns) appear. For these, see
Remark 2.2 and Corollary 5.1.
On the other hand, we also consider the bifurcation with respect to parameter λ. In
contrast with [1], we give a “weak” description on the bifurcation result, which means that
µi may be multiple and some positive elements of {λ±i }∞i=0 may be equal. For the details,
see Theorem 5.2 below.
For sake of convenience, we need to make a simple scaling to (1.1) as follows:
u = U/a and v = aV /b;
then (1.1) becomes the following system:

−θ∆u = λ(1 − (b + 1)u + bu2v) in Ω ,
−∆v = λa2(u − u2v) in Ω ,
∂ηu = ∂ηv = 0 on ∂Ω ,
(1.4)
and (u, v) = (1,1) is the unique constant solution of (1.4). Clearly, to find the pattern of
(1.1) is equivalent to obtain the positive non-constant solution of (1.4). The corresponding
dynamical system of (1.4) is

ut = θ∆u + λ(1 − (b + 1)u+ bu2v) in Ω × (0,∞),
vt = ∆v + a2λ(u − u2v) in Ω × (0,∞),
∂ηu = ∂ηv = 0 on ∂Ω × (0,∞).
(1.5)
Throughout this paper, we suffice to deal with (1.4). We first note that, if (u, v) is a non-
negative solution of (1.4) then u, v > 0 on Ω¯ by the Maximum Principle. Throughout the
paper, without special statement, the solutions we consider always refer to positive classical
ones. The organization of this paper is as follows. In Section 2, we first study the stability of
the unique constant solution (u, v) = (1,1). In Section 3 we shall establish an a priori upper
and lower bounds for solutions of (1.4). In Section 4, we discuss the non-existence of non-
constant solutions, while Section 5 is devoted to the existence of non-constant solutions of
(1.4) and the bifurcation of solutions with respect to the parameter λ. Finally, in Section 6,
we shall make some comments on our studies for the Brusselator system and other related
works, and some open but interesting problems are proposed.
Typically there are two methods to establish the existence of non-constant solutions to
elliptic systems. One is a singular perturbation [14,15]. The other, which will be used in this
paper, is a bifurcation technique. We refer the reader to [3,7,8,11,30] for the applications
of this method to a variety of problems. A variation of the bifurcation technique makes use
of the powerful Leray–Schauder degree theory [4,9,10,16–18,23,24,28].
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In this section, we shall analyze the asymptotical stability of the unique positive constant
solution (u, v) = (1,1) for the corresponding reaction–diffusion dynamics (1.5).
For later purposes, we first set
X = {(u, v) ∈ [C1(Ω¯)]2 ∣∣ ∂ηu = ∂ηv = 0 on ∂Ω}
and consider the decomposition X =⊕∞i=0 Xi , where Xi is the eigenspace corresponding
to µi .
The linearized problem of (1.5) at (1,1) is as follows:

ut − θ∆u = λ((b − 1)u + bv) in Ω × (0,∞),
vt − ∆v = a2λ(−u − v) in Ω × (0,∞),
∂ηu = ∂ηv = 0 on ∂Ω × (0,∞).
(2.1)
Theorem 2.1. Suppose b < 1 + a2, λ(b − 1 − a2θ)  µ1θ . Then the constant solution
(u, v) = (1,1) is uniformly asymptotically stable for (1.5).
Proof. Denote
L =
(
θ∆ + λ(b − 1) λb
−a2λ ∆ − a2λ
)
.
For each i, i = 0,1,2, . . . , Xi is invariant under the operator L, and ξ is an eigenvalue of
L on Xi if and only if ξ is an eigenvalue of the matrix
Ai =
(−θµi + λ(b − 1) λb
−a2λ −µi − a2λ
)
.
Since
detAi = µi
[
θµi + λ
(
a2θ − b + 1)]+ a2λ2,
TrAi = −(θ + 1)µi + λ
(
b − 1 − a2),
where detAi and TrAi are respectively the determinant and trace of Ai , it is easy to check
that detAi > 0 and TrAi < 0. Therefore, the two eigenvalues ξ+i and ξ
−
i have negative
real parts. Note that Re ξ±0 < 0. For any i  1, the following hold:
(i) if (TrAi)2 − 4 detAi  0, then
Re ξ±i =
1
2
TrAi 
1
2
[−(θ + 1)µ1 + λ(b − 1 − a2)]< 0;
(ii) if (TrAi)2 − 4 detAi > 0, then
Re ξ−i =
1
2
{
TrAi −
√
(TrAi)2 − 4 detAi
}
 1
2
TrAi
1 [ ( )]
2
−(θ + 1)µ1 + λ b − 1 − a2 < 0,
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1
2
{
TrAi +
√
(TrAi)2 − 4 detAi
}
= 2 detAi
TrAi −
√
(TrAi)2 − 4 detAi
 detAi
TrAi
< −δ
for some positive δ which is independent of i.
This shows that there exists a positive constant δ, which is independent of i, such that
Re ξ±i < −δ, ∀i. Consequently, the spectrum of L lies in {Re ξ < −δ} (since the spectrum
of L consists of eigenvalues). By [13, Theorem 5.1.1, p. 98] we conclude the proof. 
Remark 2.1. If b  1, the constant solution (u, v) = (1,1) is uniformly asymptotically
stable for (1.5) and hence it is impossible to expect the bifurcation of (1.4) near (u, v) =
(1,1). Therefore, it seems difficult to capture the patterns of (1.4) in this case. In fact, we
will show that if b is small enough, no pattern occurs for (1.4).
Remark 2.2. Consider the spatially homogeneous counterpart of (1.5){ du
dt
= λ(1 − (b + 1)u + bu2v), t > 0,
dv
dt
= a2λ(u − u2v), t > 0. (2.2)
From the proof of Theorem 2.1, we see that if b < 1 + a2, the equilibrium (u, v) = (1,1)
of (2.2) is uniformly asymptotically stable. Theorem 2.1 shows that no Turing Instability
occurs under the conditions required by Theorem 2.1 (For the definition of the Turing
Instability, please refer to [27]). Similar to the proof of Theorem 2.1, we can assert that if
b < 1 + a2 and µi[θµi + λ(a2θ − b + 1)] + a2λ2 < 0 for some i  1, the operator L has
at least one eigenvalue which has positive real part and hence (1.5) experiences a Turing
Instability.
3. A priori estimates
The technique we use here is similar to that in [1]. For convenience, we shall denote
d1 = θλ−1 and d2 = a−2λ−1. Then (1.4) is equivalent to

−d1∆u = 1 − (b + 1)u + bu2v in Ω ,
−d2∆v = u − u2v in Ω ,
∂ηu = ∂ηv = 0 on ∂Ω .
(3.1)
Consequently, −∆(d1u + bd2v) = 1 − u, and∫
Ω
u = |Ω|. (3.2)
Multiplying the second equation of (3.1) by v, and integrating over Ω , we have that
d2
∫
|∇v|2 =
∫
uv −
∫
(uv)2 
(∫
(uv)2
)1/2
|Ω|1/2 −
∫
(uv)2, (3.3)Ω Ω Ω Ω Ω
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Ω
uv  |Ω|,
∫
Ω
(uv)2  |Ω|,
∫
Ω
|∇v|2  1
d2
|Ω|. (3.4)
Multiplying the two equations of (3.1) by u respectively and integrating the results
over Ω , we have that
d1
∫
Ω
|∇u|2 =
∫
Ω
u− (b + 1)
∫
Ω
u2 + b
∫
Ω
u3v, (3.5)
d2
∫
Ω
∇u · ∇v =
∫
Ω
u2 −
∫
Ω
u3v. (3.6)
From (3.5), (3.6) and (3.2) it follows that
d1
∫
Ω
|∇u|2 +
∫
Ω
u2 = −bd2
∫
Ω
∇u · ∇v + |Ω|. (3.7)
As ∫
Ω
|∇u‖∇v| d1
2bd2
∫
Ω
|∇u|2 + bd2
2d1
∫
Ω
|∇v|2,
(3.7) and the last inequality of (3.4) imply∫
Ω
|∇u|2  (b2d2/d21 + 2/d1)|Ω|,
∫
Ω
u2 
(
b2d2/(d1) + 2
)|Ω|. (3.8)
Now, we estimate
∫
Ω
v2. To the end, we have to state a lemma which is due to Lou and
Ni [18].
Lemma 3.1. Suppose that g ∈ C(Ω¯ × R), w ∈ C2(Ω) ∩ C1(Ω¯) and satisfies
∆w(x) + g(x,w(x)) 0 in Ω, ∂ηw  0 on ∂Ω.
If w(x0) = minΩ¯ w, then g(x0,w(x0)) 0.
Applying Lemma 3.1 to the first equation of (3.1) gives u(x) 1/(1 + b) on Ω¯ . Com-
bining this with the first inequality of (3.4), we yield∫
Ω
v  (b + 1)|Ω|. (3.9)
Applying the Poincaré inequality
‖v − v¯‖22 
1
µ1
∥∥∇(v − v¯)∥∥22,
∫where v¯ = 1|Ω| Ω v, it follows from (3.9) and the last inequality of (3.4) that
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(
1
µ1
‖∇v‖22
)1/2
+ 1|Ω|1/2
∫
Ω
v

(
1
µ1d2
|Ω|
)1/2
+ (1 + b)|Ω|1/2. (3.10)
The above arguments give the following estimate:
‖u‖1,2  |Ω|1/2
{(
b2d2/d
2
1 + 2/d1
)1/2 + [2 + b2d2/d1]1/2}, (3.11)
‖v‖1,2  |Ω|1/2
{
1 + b + (1/d2)1/2 +
[
1/(µ1d2)
]1/2}
. (3.12)
In virtue of expressions of d1 and d2, we can state the following result.
Theorem 3.1. Let B , Λ and Θ be given positive numbers, then there exists a positive
constant K , which depends only on Λ,Θ,a,Ω such that if 0 < b  B , θ  Θ and 0 <
λΛ, any solution (u, v) of (1.4) satisfies
‖u‖1,2 + ‖v‖1,2 K.
Remark 3.1. From (3.11), (3.12) and Theorem 3.1, simple analysis shows that our result
improves the a priori estimates of [1].
Using the standard results of elliptic regularity and embedding theory, we can further
improve Theorem 3.1 for the case 1 n 5.
Theorem 3.2. Let Λ and Θ be two given positive numbers and 1  n  5. Then,
for any positive integer k, there exists a positive constant K , which depends only on
k,Λ,Θ,a, b,n and Ω such that if θ  Θ and 0 < λ  Λ, then any solution (u, v) of
(1.4) lies in Ck(Ω¯) × Ck(Ω¯), and
|u|k + |v|k K,
where | · |k denotes the norm of Ck(Ω¯).
Proof. In the case n = 1, it follows from the embedding W 1,2(Ω) ↪→ C0,α(Ω¯) and Theo-
rem 3.1 that |u|0,α + |v|0,α K , where | · |m,α denotes the norm of Cm,α(Ω¯). From (1.4)
and the elliptic regularity, |u|2,α + |v|2,α K . The theorem follows, in this case, from the
standard bootstrapping arguments.
In the case n = 2, the embedding theory guarantees that W 1,2(Ω) ↪→ Lq(Ω) for all
q  1. So letting q = 8, by Theorem 3.1 again we have that ‖u‖8 + ‖v‖8 K . By the
Hölder inequality, ‖u2v‖2  K , and so due to (1.4) and the regularity theory for ellip-
tic equations, ‖u‖2,2 + ‖v‖2,2  K . The embedding W 2,2(Ω) ↪→ C0,α(Ω¯) shows that
|u|0,α + |v|0,α K . And our result is verified in this case, again by bootstrapping.
In the case n = 3, applying Theorem 3.1 and the embedding W 1,2(Ω) ↪→ L6(Ω), we
have ‖u‖6 +‖v‖6 K . By Hölder inequality again,
∫
Ω
u4v2  (
∫
Ω
u6)2/3(
∫
Ω
v6)1/3 K .
From (1.4) and the elliptic regularity, ‖u‖2,2 + ‖v‖2,2  K . In view of the embedding
W 2,2(Ω) ↪→ C0,α(Ω¯), the result follows by bootstrapping as in the previous cases.
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Thanks to ‖1−u‖2 K and the regularity theory, ‖w‖2,2 K . When n = 4, W 2,2(Ω) ↪→
Lq(Ω) for 1  q < ∞ implies ‖u‖q + ‖v‖q  K . When n = 5, W 2,2(Ω) ↪→ L10(Ω)
shows that ‖u‖10 +‖v‖10 K . By Hölder inequality, we have ‖u2v‖5/2 K . The embed-
ding W 2,5/2 ↪→ Lq for 1  q ∞ implies that ‖u‖q + ‖v‖q K . As above once again,
we get our result, which ends the proof. 
Remark 3.2. From the above proof, we easily see that if n 3, Theorem 3.2 can be written
as follows: for any positive integer k, there exists a positive constant K , which depends
only on k, B , Λ, Θ , a, n and Ω such that if 0 < b  B , θ Θ and 0 < λΛ, then any
solution (u, v) of (1.4) satisfies |u|k + |v|k K .
On the base of the previous analysis, we can also claim that
Corollary 3.1. Suppose that 1 n 5, then every solution (u, v) of (1.5) lies in C∞(Ω¯)×
C∞(Ω¯).
In order to obtain the non-existence of patterns in Section 4 and use the topology degree
theory to capture the patterns of (1.4) in Section 5, we have to establish a priori estimates
of positive lower bounds for solutions to (1.4). The next theorem will provide such a result.
Theorem 3.3. Let Λ and Θ be two given positive numbers and 1 n 5. Then there exist
positive constants C
¯
and C¯, which depend only on Λ,Θ,a, b,n and Ω such that if θ Θ
and 0 < λΛ, every solution (u, v) of (1.4) satisfies
C
¯
< min
Ω¯
{
u(x), v(x)
}
max
Ω¯
{
u(x), v(x)
}
< C¯.
Proof. By Theorem 3.2, we suffice to find the desired C
¯
. Let v(x0) = minΩ¯ v(x). Apply-
ing Lemma 3.1 to the second equation of (3.1) yields v(x0) 1/u(x0) > 1/C¯. On the other
hand, we have obtained that u(x) 1/(b + 1) on Ω¯ . Therefore, our proof is completed. 
4. Non-existence of non-constant solutions
In this section, we can assert some results which show that (1.4) has no non-constant
solution in certain parameter regions. In order to use the a priori estimates in Section 3,
from now on, we assume that 1 n 5 unless otherwise stated.
4.1. Non-existence of non-constant solutions for small λ
Theorem 4.1. Let θ˜ > 0 be fixed. Then there exists a λ˜ > 0, which depends only on
a, b,n,Ω and θ˜ , such that (1.4) has no non-constant solution for all θ  θ˜ and 0 < λ λ˜.
Proof. We first restrict θ  θ˜ and λ 1. Let C
¯
and C¯ be given by Theorem 3.3. Assume
that (u, v) is a solution of (3.1), thenC
¯
< u(x), v(x) < C¯ on Ω¯.
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Poincaré inequality and Cauchy inequality, we have
d1
∫
Ω
∣∣∇(u − u¯)∣∣2 = −(b + 1)
∫
Ω
(u − u¯)2 + b
∫
Ω
(
u2v − u¯2v¯)(u − u¯)
 b
∫
Ω
(
u2v − u¯2v¯)(u − u¯)
= b
∫
Ω
(
u2v − u2v¯ + u2v¯ − u¯2v¯)(u − u¯)
= b
∫
Ω
[
u2(v − v¯) + (u + u¯)v¯(u − u¯)](u − u¯)
 C¯2
∫
Ω
(|u − u¯|2 + |v − v¯|2)
 C¯
2
µ1
∫
Ω
(∣∣∇(u − u¯)∣∣2 + ∣∣∇(v − v¯)∣∣2). (4.1)
Similarly,
d2
∫
Ω
∣∣∇(v − v¯)∣∣2  C¯2
µ1
∫
Ω
(∣∣∇(u − u¯)∣∣2 + ∣∣∇(v − v¯)∣∣2). (4.2)
Using d1 = θ/λ, d2 = 1/(λa2), from (4.1) and (4.2) we obtain that∫
Ω
(
θ
∣∣∇(u − u¯)∣∣2 + a−2∣∣∇(v − v¯)∣∣2) λC¯2
µ1
∫
Ω
(∣∣∇(u − u¯)∣∣2 + ∣∣∇(v − v¯)∣∣2).
This shows that if θ  θ˜ and λ is sufficiently small, then
∇(u − u¯) = ∇(v − u¯) ≡ 0,
i.e., u ≡ u¯ and v ≡ u¯. The proof is completed. 
Remark 4.1. In fact, in Section 4 of [1], the authors proved that for fixed a, b and θ , (1.1)
has no non-constant solution for small λ. Clearly, Theorem 4.1 improves their result and
our proof is more simple.
4.2. Non-existence of non-constant solutions for large θ or small b
In this subsection, we shall study the non-existence of non-constant solutions when θ is
large or b is small. The technique used below comes from [25]. For our purposes, we first
need to state some asymptotical behaviors of solutions to (1.4) as θ is large or b is small.
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(i) Let a, b, λ be fixed. Let θm → ∞. Assume that (um, vm) is the solution of (1.4) with
θ = θm, then (um, vm) → (1,1) in [C2(Ω¯)]2 as m → ∞.
(ii) Let a, θ , λ be fixed and n  3. Let bm → 0. Assume that (um, vm) is the solution of
(1.4) with b = bm, then (um, vm) → (1,1) in [C2(Ω¯)]2 as m → ∞.
Proof. (i) For any positive integer k, by Theorems 3.2 and 3.3, there exist positive con-
stants C
¯
< C¯, which depend only on λ,a, b and k, such that |um|k + |vm|k  C¯ and
minΩ¯{um,vm}  C
¯
for all large m. There exists a subsequence of {(um, vm)}∞m=1, still
denoted by itself, and positive functions u and v such that (um, vm) → (u, v) in [C2(Ω¯)]2
as m → ∞. As θm → ∞, using (1.4) we see that u ≡ constant > 0, denoted by ξ , and
(ξ, v) satisfies

∫
Ω
{1 − (b + 1)ξ + bξ2v} = 0,
∆v + a2λ(ξ − ξ2v) = 0 in Ω ,
∂ηv = 0 on ∂Ω .
(4.3)
It is easy to check that (4.3) has a unique solution (ξ, v) = (1,1). Therefore, Lemma 4.1 is
proved.
In virtue of (3.11), (3.12), and from Remark 3.2 and the proof of Theorem 3.3, we can
see that (ii) is also simply verified if n 3. We finish the proof. 
Theorem 4.2.
(i) Let a, b,λ be fixed. Then there exists Θ > 0, which depends only on a, b,λ,n,Ω , such
that (1.4) has no non-constant solution provided that θ Θ .
(ii) Let a, θ,λ be fixed and n  3. Then there exists b0 > 0, which depends only on
a, θ,λ,n,Ω , such that (1.4) has no non-constant solution provided that 0 < b b0.
Proof. (i) We write u = ξ + w with w¯ = 0 and ξ ∈ R+. Hence, discussing the solution of
(1.4) is equivalent to finding the solution of

∆w + λρP(1 − (b + 1)(ξ + w) + b(ξ + w)2v) = 0 in Ω ,∫
Ω
{1 − (b + 1)(ξ + w)+ b(ξ + w)2v}dx = 0,
∆v + a2λ((ξ + w) − (ξ + w)2v) = 0 in Ω ,
∂ηw = ∂ηv = 0 on ∂Ω ,
ξ > 0, v(x) > 0 in Ω ,
(4.4)
where ρ = θ−1 and Pz = z − 1|Ω|
∫
Ω
z, i.e., P is the projective operator from L2(Ω) to
L20(Ω) ≡ {g ∈ L2(Ω) |
∫
Ω
g = 0}. Clearly, (0,1,1) is a solution of (4.4). To prove our
theorem, it is enough to prove that if ρ > 0 is small then (0,1,1) is the unique solution of
(4.4). Define
F(ρ,w, ξ, v) = (f1, f2, f3) : R+ ×
(
L20(Ω) ∩ W 2,2ν (Ω)
)× R+ × W 2,2ν (Ω)
→ L20(Ω) × R × L2(Ω),with
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{
1 − (b + 1)(ξ + w)+ b(ξ + w)2v},
f2(ρ,w, ξ, v) =
∫
Ω
{
1 − (b + 1)(ξ + w) + b(ξ + w)2v}dx,
f3(ρ,w, ξ, v) = ∆v + a2λ
{
(ξ + w)− (ξ + w)2v},
where W 2,2ν = {g ∈ W 2,2(Ω) | ∂ηg = 0 on ∂Ω}.
Clearly, (4.4) is equivalent to solving F(ρ,w, ξ, v) = 0. Moreover, (4.4) has a unique
solution (w, ξ, v) = (0,1,1) when ρ = 0. By a simple computation, we have
D(w,ξ,v)F (0,0,1,1) :
(
L20(Ω) ∩ W 2,2ν (Ω)
)× R × W 2,2ν (Ω)
→ L20(Ω) × R × L2(Ω),
where
D(w,ξ,v)F (0,0,1,1)(y, ζ, z) =

 ∆y∫
Ω
{(b − 1)y + (b − 1)ζ + bz}
∆z − a2λy − a2λζ − a2λz

 .
Since ∆ :L20(Ω) ∩ W 2,2ν (Ω) → L20(Ω) is invertible, D(w,ξ,v)F (0,0,1,1) is invertible if
and only if
L(ζ, z) =
( ∫
Ω
{(b − 1)ζ + bz}
∆z − a2λζ − a2λz
)
is invertible. It is not hard to verify that L : R × W 2,2ν (Ω) → R × L2(Ω) is invertible.
Moreover, simple computations show that D(w,ξ,v)F (0,0,1,1) is also a surjection.
By the Implicit Function theorem, there exist positive constants ρ0 and δ0 such that, for
each ρ ∈ [0, ρ0], (0,1,1) is the unique solution of F(ρ,w, ξ, v) = 0 in Bδ0(0,1,1), where
Bδ0(0,1,1) is the ball in (L20(Ω) ∩ W 2,2ν (Ω)) × R × W 2,2ν (Ω) centered at (0,1,1) with
radius δ0. Let (wρ, ξρ, vρ) be any solution of (4.4) for small ρ > 0, (i) of Lemma 4.1 shows
that (wρ, ξρ, vρ) → (0,1,1) as ρ → 0+. As a result, (1,1) is the unique solution of (1.4)
as θ is sufficiently large.
For (ii), the proof is similar. We can construct the operator F as follows. Define
F(b,u, v) = (θ∆u + λ(1 − (b + 1)u + bu2v),∆v + λa2(u− u2v)),
then
F(b,u, v) : R+ × W 2,2ν (Ω) × W 2,2ν (Ω) → L2(Ω) × L2(Ω).
It is also easy to verify that D(u,v)F (0,1,1) is a bijection. Thus, (ii) of Lemma 4.1 and the
Implicit Function Theorem yield our assertion. This finishes our proof. 
5. Existence of non-constant solutions
To discuss the existence of non-constant solutions to (1.4), it is necessary to assume
that b > 1 by Remark 2.1 of Section 2. Throughout this section, it is always assumed that
b > 1, and denote u = (u, v) and u∗ = (1,1).
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Let X be as in Section 2, and define
X+ = {u ∈ X | u,v > 0 on Ω¯},
B(C) = {u ∈ X | C−1 < u,v < C on Ω¯}, C > 0,
and
G(u) =
(
λθ−1(1 − (b + 1)u + bu2v)
a2λ(u − u2v)
)
, A =
(
λθ−1(b − 1) bλθ−1
−a2λ −a2λ
)
.
Thus, DuG(u∗) = A, and (1.4) can be written as
−∆u = G(u) in Ω, ∂ηu = 0 on ∂Ω. (5.1)
Then u is a positive solution of (5.1) if and only if
F(u) ≡ u − (I − ∆)−1{G(u) + u}= 0 in X+,
where (I − ∆)−1 is the inverse of I − ∆ in X. As F(·) is a compact perturbation of the
identity operator, for any B = B(C), the Leray–Schauder degree deg(F(·),0,B) is well
defined if F(u) = 0 on ∂B . Furthermore, we note that
DuF(u∗) = I − (I − ∆)−1(A + I),
and recall that if DuF(u∗) is invertible, the index of F at u∗ is defined as index(F(·),u∗) =
(−1)γ , where γ is the number of negative eigenvalues of DuF(u∗) [21, Theorem 2.8.1].
As in Section 2, we see that, for each integer i  0, Xi is invariant under DuF(u∗),
and ξ is an eigenvalue of DuF(u∗) on Xi if and only if it is an eigenvalue of the matrix
1
1+µi (µiI−A). Thus, DuF(u∗) is invertible if and only if, for all i  0, the matrix µiI−A
is non-singular. Denote
H(µ) ≡ det(µI − A),
we also have that, if H(µi) = 0, the number of negative eigenvalues of DuF(u∗) on Xi is
odd if and only if H(µi) < 0.
Let m(µi) be the multiplicity of µi . In conclusion, we can assert the following:
Proposition 5.1. Suppose that, for all i  0, the matrix µiI − A is non-singular. Then
index
(
F(·),u∗)= (−1)γ , where γ = ∑
i0,H(µi)<0
m(µi).
Now, we analyze the sign of H(µ). Simple computations give that if b > (1 + aθ1/2)2,
H(µ) = 0 has exactly two different positive roots µ∗(θ, λ) and µ∗(θ, λ):
µ∗(θ, λ) = λ2θ
{
b − 1 − a2θ −
√
(b − 1 − a2θ)2 − 4a2θ},
λ { √ }
µ∗(θ, λ) =
2θ
b − 1 − a2θ + (b − 1 − a2θ)2 − 4a2θ .
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and only if µ ∈ (µ∗(θ, λ),µ∗(θ, λ)).
We can state the main result of this subsection as follows.
Theorem 5.1. Assume that b > (1 + aθ1/2)2, and let µ∗(θ, λ) < µ∗(θ, λ) be the two posi-
tive eigenvalues of A. If
µ∗(θ, λ) ∈ (µi,µi+1) and µ∗(θ, λ) ∈ (µj ,µj+1) for some 0 i < j,
and
∑j
k=i+1 m(µk) is odd, then (1.4) has at least one non-constant solution.
Proof. Let λ¯ be so small that µ∗(θ, λ¯), µ∗(θ, λ¯) < µ1 and (1.4) has no non-constant solu-
tion by Theorem 4.1. For 0 t  1, we define
G(u; t) =
(
(I − ∆)−1((tλ + (1 − t)λ¯)θ−1(1 − (b + 1)u + bu2v))
(I − ∆)−1(a2(tλ + (1 − t)λ¯)(u − u2v))
)
.
By Theorem 3.2, there exists a positive constant M depending only on a, b, θ, λ and λ¯ such
that (1.4) has no solution on ∂Π , where
Π = {(u, v) ∈ C1(Ω¯) × C1(Ω¯) ∣∣ 1/M < u, v < M}.
Since G(u; t) :Π×[0,1] → C1(Ω¯)×C1(Ω¯) is compact, the degree deg(I−G(u; t),Π,0)
is well defined. By the homotopy invariance of degree,
deg
(
I − G(u;0),Π,0)= deg(I − G(u;1),Π,0). (5.2)
Due to the choice of λ¯ and Proposition 5.1, we have that
deg
(
I − G(u;0),Π,0)= index(G(u;0),u∗)= 1. (5.3)
On the contrary, we assume that (1.4) has no non-constant solution. By Proposition 5.1
again, we get that
deg
(
I − G(u;1),Π,0)= index(G(u;1),u∗)= (−1)∑jk=i+1 m(µk) = −1. (5.4)
From (5.2)–(5.4) we get a contradiction, which implies that our Theorem 5.1 holds and the
proof is completed. 
Corollary 5.1. Suppose that µi is simple for each i  1.
(i) If a2λ = µi(b−1) for each i  1, then there exists an interval sequence {(θj ,Θj )}∞j=1
with θj , Θj → 0 as j → ∞, such that (1.4) has at least one non-constant solution for
all θ ∈ (θj ,Θj ).
(ii) There exists an interval sequence {(bj ,Bj )}∞j=1 with bj , Bj → ∞ as j → ∞, such
that (1.4) has at least one non-constant solution for all b ∈ (bj ,Bj ).
Proof. We note that µ∗ → a2λ/(b − 1),µ∗ → ∞ as θ → 0, and µ∗ → 0, µ∗ → ∞ as
b → ∞. Thus, together with the fact limi→∞ µi = ∞, our result follows from Theo-
rem 5.1. 
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holds and (i) is also true if λ < a−2(b − 1)µ1. This implies that patterns can be expected
when θ and λ are small or b is large in this case.
Remark 5.2. In [1], under the hypotheses that λ+i = λ−j for all i, j , and that µi are all
simple, the authors asserted that every point (λ±i ,u∗) for i  1 is a (simple) bifurcation
point (for the definition, see the following subsection), and thus there exists a non-constant
solution to (1.4) for each λ ∈ (λ−1 ,min{λ+1 , λ−2 }) (see [1, Theorem 4.1]). With these hy-
potheses, our Theorem 5.1 holds by simple analysis. However, it is clear that their results
do not cover ours, on the contrary, Theorem 5.1 here improves their Theorem 4.1. In fact, in
our Theorem 5.1, the conditions µ∗(θ, λ) ∈ (µi,µi+1) and µ∗(θ, λ) ∈ (µj ,µj+1) for some
0 i < j become equivalent to λ+i < λ < λ
+
i+1 and λ
−
j < λ < λ
−
j+1. Let i = 0, j = 1, it is
obvious that, by Theorem 5.1 there exists a positive non-constant solution to (1.1) for each
λ ∈ (λ−1 ,min{λ+1 , λ−2 }) if the multiplicity of µ1 is odd, even if λ+1 = λ−2 .
5.2. Bifurcation on the parameter λ
In this subsection, we consider λ as the bifurcation parameter and discuss the local and
global bifurcation results. Set Sp = {µ1,µ2, . . .}. Denote
N (λ) = {µ > 0 | θµ2 + µλ(1 + a2θ − b)+ a2λ2 = 0}.
Then N (λ) contains at most two elements for any λ > 0. Especially, if (a2θ − b + 1)2 >
4a2θ , then N (λ) = ∅ or contains two elements.
We say that (λˆ,u∗) ∈ (0,∞) × X is a bifurcation point of (1.4), here X is defined in
Section 2, if for any δ: 0 < δ < λˆ, there exists λ ∈ [λˆ − δ, λˆ + δ], such that (1.4) has a
non-constant solution. Otherwise, we say that (λˆ,u∗) is a regular point of (1.4).
Similar to the treatments of papers [23,24,28], combining Theorem 4.1, we have the
following local and global bifurcation results.
Theorem 5.2 (Local and Global Bifurcation on λ). Suppose that (a2θ − b + 1)2 > 4a2θ ,
Sp ∩N (λˆ) = ∅, and ∑µi∈N (λˆ) m(µi) is odd. Then (λˆ,u∗) is a bifurcation point of (1.4).
Moreover, there exists an interval (λ∗, λ∗) ⊂ R+ such that for every λ ∈ (λ∗, λ∗), (1.4)
admits a non-constant solution, and one of the followings holds:
(i) λˆ = λ∗ < λ∗ < ∞ and Sp ∩N (λ∗) = ∅;
(ii) 0 < λ∗ < λ∗ = λˆ and Sp ∩N (λ∗) = ∅;
(iii) (λ∗, λ∗) = (λˆ,∞).
Remark 5.3. In comparison with the bifurcation result of [1], we give a weak and different
description on the bifurcation point, that is, we do not impose the conditions that µi are all
simple and λ+i = λ−j for all i, j .
Remark 5.4. We can also consider b and θ as the parameters, respectively, and obtain the
similar results on the local and global bifurcation.
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The formation of structure or patterns caused by the Turing Instability has been inves-
tigated in a number of models. When the Brusselator model is concerned, one may refer
to [2,22] and the references therein for many interesting studies on the periodic patterns
or patterns involving other boundary conditions. For the related works on the patterns of
other models, such as the Sel’kov model, the Belousov–Zhabotinski model from chemistry
and the models from biology, one may refer to [3,5,10,11,15,19,20,25,28,29], etc.
In our paper, we mainly concentrate on the existence and non-existence of patterns for
the well-known Brusselator model under the homogeneous Neumann boundary condition.
We have obtained some results on the pattern formation with respect to the parameters θ,λ
and b. Some of our results improve those in [1]. In particular, we have proved that, under
some certain hypotheses, the patterns caused by the Turing Instability (namely, Turing
Patterns) can be expected for the Brusselator model.
However, once the existence of patterns is guaranteed by Theorem 5.1, the stability and
multiplicity of patterns seem very interesting from the viewpoint of mathematics. On the
other hand, the limit structure of patterns is also interesting as the parameter θ → 0 or
b → ∞. These open problems seem difficult and will be expected to have a good investi-
gation in the future.
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