Credit Default Swaps ("CDS") are contracts that insure one party against default in an underlying financial instrument, usually a bond. Therefore, the price of CDS reflects the perceived risk of default in an underlying financial instrument. This project applied Support Vector Machines ("SVMs") to the prediction of CDS price changes for several individual companies across time. Previous research applying SVMs to predicting CDS prices used historical CDS prices as model inputs. This project proposed and applied several new input variables. Tests over a period of several years, across a group of CDS timeseries, indicate that a combined model which uses the new input variables in addition to historical CDS price changes outperforms models that only use historical CDS price changes.
Introduction
Credit Default Swap ("CDS") contracts are financial derivatives whose value is tied to the probability of default in an underlying security ("reference security"). This reference security is typically a fixed income instrument such as a loan or a bond. The exact circumstances which define default events vary from case to case, but in a broad sense, default events occur when the borrower of a loan or bond fails to make interest or principal payments for an extended period of time.
CDS contracts are written on a reference security, where a counterparty relationship exists between a protection buyer and a protection seller. To make an analogy to insurance policies, the protection seller acts as an insurance provider and agrees to compensate the protection buyer in the event of default in the underlying security. In return, the protection buyer makes periodic payments to the protection seller, over the life of the CDS contract. These periodic payments are collectively known as "CDS premiums", and reflect the risk of the underlying security defaulting during the life of the CDS contract.
CDS contracts are typically priced according to the size of the premium associated with each particular contract. The premium paid is commonly quoted as a percentage of the notional value (size) of the CDS contract. This percentage (known as the "CDS spread") is usually stated as an annualized rate and is paid periodically by the protection buyer to the protection seller until a default event occurs or the contract expires. The CDS spread can be interpreted as the price of a CDS contract, and can be used as a basis for comparing various CDS contracts to each other.
Literature Review
As CDS contracts primarily deal with insuring the protection buyer against default, the primary driver of CDS spreads is the probability of default in the reference security. This section highlights previous work regarding the prediction of default probabilities, CDS spreads, and related issues. 
Data and Methodology
This paper expands on the time-series analysis of Gündüz & Uhrig-Homburg (2011) by (1) shifting the objective from predicting the levels of CDS spreads to predicting the changes ("returns") of CDS spreads and by (2) introducing several new input variables ("features").
Data
This project analyzed CDS contracts written on the credit of individual companies ("singlename CDS"). In addition to CDS spread data, the analysis incorporated new features in the form of financial variables, such as stock returns and implied volatilities.
CDS spread data.
Market participants, such as banks, insurance companies, hedge funds, and other financial institutions, buy and sell CDS contracts over-the-counter 1 ("OTC"). Therefore, time-series data for CDS spreads are sparse and depend on the trading volume of each particular CDS contract.
Bloomberg L.P. is a data provider specializing in financial services, and distributes analytics tools through the Bloomberg Terminal. Bloomberg provides data for CDS spreads, in the form of bid and ask quotes submitted by sell-side banks 2 for various single-name CDS.
This project used Bloomberg to retrieve daily time-series data for CDS contracts on 17 individual companies. The timespan of the data extends from 2010 to 2017 and includes both bid and ask quotes. The 17 individual companies (Table 1) were all domiciled in the United States and were selected based on the availability of both bid and ask quotes for the corresponding CDS spreads. This analysis avoided contracts with low CDS spreads (indicating a low probability of the reference security defaulting), since these contracts are likely to be less volatile than contracts with higher spreads. In addition, this analysis filtered out contracts with large bid-ask spreads, since large bid-ask spreads tend to indicate that the corresponding contract suffers from greater illiquidity. All CDS spreads considered in this project were for CDS contracts with fiveyear maturities, since five-year CDS are more commonly traded than other maturities.
financial variables. For each of the 17 individual companies, we retrieved several additional time-series from Bloomberg. These daily time-series are the stock price, the 30-day implied volatility 3 of the stock price, the level and the 30-day implied volatility 4 of the relevant sector index, the level and 30-day implied volatility of the S&P 500 Index, and ask quotes for the Markit CDX North America Investment Grade Index and the Markit CDX North America High
Yield Index.
The rationale for considering the stock price data is that stock prices may be more sensitive to information regarding a company's financial health, due to the higher liquidity of the stock market in comparison to the CDS market. Implied volatility tends to rise in anticipation of negative changes to the underlying stock price, and therefore may also communicate information about changes in the probability of default. Broad index data for stocks and CDS contracts are included to capture changes in macroeconomic trends that may affect default risk for an individual company. All data are calculated at a daily frequency over the years 2010 to 2017.
Average Bid/Ask Spread is calculated as a percentage of the bid quotes for each company. 
Methodology
The raw dataset for each company in Table 1 exists at a daily frequency, although missing quotes for CDS spreads and implied volatilities lead to each variable having a different length and each raw dataset having a different number of observations.
One benchmark model and three SVMs were created and compared for this project. The
"Naïve" benchmark model predicted that the next period's return will be equal to the current period's return. The "Base" SVM used the historical CDS time-series only and had three features, which were the historical returns from one-, two-, and three-periods ago. The "New" SVM used the eight financial variables listed in the Data section as model features. The "Combo" SVM combined the features of the "Base" model and "New" model, for a total of eleven features.
This experiment considered three prediction intervals for the returns of both bid and ask quotes: one-, five-, and ten-day ahead returns. For each prediction interval, the raw datasets were modified such that they would only contain one-, five-, or ten-day returns, respectively. Missing quotes were filtered out, such that for any particular time period in the modified dataset, all variables contain a numeric value. This leads to some discontinuities as certain time periods may be absent from the modified dataset.
All testing was done out-of-sample, in a chronological manner. Every prediction was made after training the SVM and performing hyperparameter tuning with cross-validation (see Table   2 ). The training and cross-validation periods were constructed such that, for each particular prediction, only data that was available at that point in time was used. This prevented any of the models from getting an advantage by accessing data that was not yet available at the time of the prediction. When each model was retrained, both the training interval and the cross-validation interval were shifted forward to incorporate new data so that the sizes of the intervals remained consistent.
All analysis was carried out in the R programming language, using the RStudio environment.
The R package "e1071" was used to perform support vector regression. All three SVMs in this project were constructed as epsilon-insensitive regressions using the radial basis function ("RBF") kernel. Three hyperparameters (gamma, cost, and epsilon) were tuned during crossvalidation. 
Results
The four models made predictions at each prediction interval for both bid and ask time-series, over each of the 17 companies. To make inferences regarding prediction accuracy, the actual returns were then regressed against the predictions in the form of = + * ( ), where and refer to the actual return for time t and the predicted return for time t, respectively.
From these linear regressions, the beta coefficients and adjusted r-squared values were calculated and compared to each other. A beta coefficient closer to 1 indicates better prediction performance (on average) for the method being analyzed, while a higher r-squared value indicates more explanatory power.
For a particular prediction interval and quote type (bid or ask), each of the four models had 17 beta values and 17 r-squared values (one for each individual company). Therefore, to make pairwise comparisons between two models, Wilcoxon Rank-Sum tests were conducted on both the beta and r-squared variables. The p-values of these tests are shown in Tables 3 through 13. For the pairwise tests on beta, the null hypothesis stated that neither model had a beta that was significantly closer to 1 than the other model. For the pairwise tests on r-squared, the null hypothesis stated that neither model had a higher r-squared than the other model. The results of these pairwise comparisons are discussed below.
One-Day Ahead Predictions
When comparing the models on the basis of beta, the "Combo" model performed the best across both bid and ask quotes, while the "Naïve" model performed the worst (Table 3, Table 4 ).
However, on the basis of r-squared, both the "Naïve" and "Combo" models outperformed the other models (Table 5, Table 6 ).
For each value shown in the tables, the model in the corresponding row performed better than the model in the column. 
Five-Day Ahead Predictions
When comparing on the basis of beta, the "Combo" model stands out as having the best performance (Table 7 and Table 8 ). On the basis of r-squared, the results are less conclusive, but still suggest that both the "New" and "Combo" models outperformed the other models (Table 9,   Table 10 ).
Ten-Day Ahead Predictions
When comparing on the basis of beta, both the "New" and "Combo" models show greater performance (Table 11, Table 12 ). Comparisons on the basis of r-squared are less clear-cut. For instance, none of the pairwise comparisons were significant on an r-squared basis for ask quotes.
But the results still suggest that the "New" and "Combo" models may have slightly higher performance (Table 13) .
For each value shown in the tables, the model in the corresponding row performed better than the model in the column. The model that consistently performed better across all three prediction intervals was the "Combo" model, with the "New" model performing second best. This conclusion is more clearly supported by comparisons on the basis of beta, whereas the results of comparisons on the basis of r-squared were a lot less definitive.
The beta variables for the one-day prediction interval were mostly positive and relatively close to 1, across all four models. For the five-day prediction interval, the beta variables began to drift towards 0 and further away from 1. This trend continued for the ten-day prediction interval, where many beta values turned negative. This decrease in predictive power also occurred when looking at adjusted r-squared values, which tended to decrease across the board as the prediction interval lengthened. This suggests that returns over longer time intervals are more difficult to predict.
Conclusion
This project analyzed the returns of CDS spreads (bid and ask quotes) across time. 17 individual companies were considered and four different models were assigned the task of predicting returns across three different time intervals. Previous work in the literature suggested that the historical CDS time-series alone can predict the future path of CDS spreads. The results of this project add to the literature by suggesting that the best performing model ("Combo" model) is in fact one that conducts a support vector regression using a set of features including stock returns, changes in implied volatility, and the historical CDS time-series itself.
Areas for further study on this topic can be discussed in terms of modifications to the machine learning methods and improvements in experiment design. From an experiment design perspective, better conclusions could be drawn by gathering a more comprehensive dataset across more companies and industry sectors. CDS contracts with maturities other than five-years should also be tested. With a larger dataset, more controls can be applied to the dataset. For instance, CDS on highly profitable firms are likely to behave differently than CDS on less profitable firms. The same idea applies to firms with strong credit ratings and firms with weak credit ratings. Finally, if CDS spreads can be predicted with a reasonable degree of accuracy, the feasibility of creating a trading strategy around those predictions should be assessed. This presents a tough challenge since CDS contracts are traded over-the-counter and detailed transaction data is difficult to obtain.
