Abstract. Peer-to-Peer (P2P) technologies developed rapidly in different directions with various applications and routing mechanisms. Each of them deals with a particular task, and/or provides a specific service. They were developed separately without a unified architecture taking into account all the performance factors of a P2P system. This makes the P2P systems incomplete and their performances far from optimal. This trend also restricts the interoperability amongst the systems because of the lack of standardization in functional architectures of the P2P systems. As a result, tangible benefits for Internet users are limited because the edge-Internet resources are not sharable amongst the systems. Inspired by TCP/IP model, this paper introduces PARM: a Physically-Aware Reference Model for Overlay Internetworking, which is an open reference structure for designing better performance P2P systems. PARM divides major functional P2P system tasks into layers so that they can be tackled individually and efficiently. A Peer Name Service was developed to evaluate the model. The service interprets peer names into their current locations. Simulation results indicate that PARM helps to produce excellent performance overlays. The overlays can achieve desirable features such as decentralization, self-organization, scalability, low overhead and minimal delay penalty.
Introduction
Peer-to-Peer (P2P) networks have emerged with many successful P2P applications such as distributed data storage [1] [2] [3] [4] , application-layer multicast [5] [6] [7] [8] , and event notification services [9, 10] . A P2P network involves a set of nodes that agree to form an overlay network at the application layer. Participating nodes treat each other as equals and have no presumption about a hierarchy of control. Each node can function as both a client and server (i.e. as a 'servent') and has a routing capability essential for interconnectivity. The overlay has its own routing mechanism. Considerable research has been done to provide decentralized, distributed, and selforganizing features for P2P overlay networks. They can be unstructured overlays such as Gnutella [11] , Freenet [12] or structured overlays which are derived from a Distributed Hash Table ( DHT) such as CAN [13] , Chord [14] , Pastry [15] or Tapestry [16] . However, most of them do not consider the physical network infrastructure in constructing their overlay networks. This results in high end-to-end delay for P2P applications and inefficient use of underlying network resources. This could lead to the unnecessary increase in Internet access costs while making the system unscalable [17, 18] . Even though there have been proposals to construct P2P overlay networks that consider the physical network infrastructure [19] [20] [21] [22] [23] [24] [25] , none of the published work, that we are aware of, has proposed a framework for designing a solid P2P overlay and integrating existing and future overlays. There is no overall architecture to address critical performance issues (e.g. overlay routing and topology mismatch problems) efficiently so that both the P2P application performance and the underlying network usage can be optimized. This paper, firstly, proposes an open reference model: a Physically-Aware Reference Model for Overlay Internetworking, called PARM for designing solid P2P systems. Particularly, it decouples the task of constructing the topology-matched overlay from the task of application routing over the matched overlay to optimize the performance of P2P applications. Secondly, the paper generalizes and categorizes previous P2P work into groups that fit into layers of our proposed architecture. This could initiate interoperability among the P2P systems but maintain development freedom. Thirdly, the paper demonstrates the utilization of this model by implementing various P2P mechanisms that were developed by different groups. Another main contribution of the paper is the development of the Peer Name Service (PNS) using the PARM model. The PNS interprets node names into their current location, supporting mobile peers. PARM allows P2P applications to be developed independently from the underlying network while suffering minimum delay caused by the overlay routing. At the same time, the underlying network resources can be utilized efficiently, which is a key factor for system scalability. The rest of the paper is organized as follows. Section 2 describes the abstract model of PARM. Section 3 presents the PARM including a list of relevant work and solutions to PARM framework PARM, a Physically-Aware Reference Model for Overlay Internetworking, is a reference model to address issues of overlay networking in a layered structure. As its name indicates, PARM is a model for designing an overlay that is aware of the physical network. PARM has four layers as shown in Fig. 1 : the Overlay network, the Application routing, the End-to-End transport and the Overlay application, which lies on top of the physical underlying network. The Underlying network typically is the Internet, but it could be an intranet or a VLAN. The Overlay network layer deals with the construction of a network of peers on top of the physical underlying networks (i.e. the Internet, an intranet or a VLAN). The Application routing layer deals with the routing of messages and application requests among the peers. The End-to-End Transport layer ensures data transmission from end-to-end. The
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Application layer accommodates any applications that can be deployed on the P2P network. Figure 2 is a depiction of PARM in comparison with TCP/IP model. The key features and functionalities of the PARM layering stack are summarized in Table  1 , they are also mapped into the TCP/IP model for reference. Above all, PARM allows P2P problems (e.g. routing and topology disparity) to be addressed independently in a more structural and modular way. Developed P2P techniques could fit together to implement better overlay networking as indicated in P2P examples column in Table 1 . In so doing, future and current P2P systems can interoperate, provided that they have a common interface/language to its adjacent layer and to the symmetric component at other systems. The main criteria for developing this abstraction model are summarized below: Scalability and Decentralization: P2P systems involve a large number of users, which makes any single centralized system problematic. Therefore, P2P systems should not maintain/depend on any centralized points. Self-Organization: peers are ordinary Internet-connected users, which means that they can leave the system at will. Therefore the system should support self-maintenance, selfrepair and fault resilience to deliver reliable services Unique Addressing: We decouple user addressing (User ID at P2P Application Layer) and Point of Attachment (PoA) addressing which works at the Application Routing Layer. PoA addressing is used and designed for service transportation purposes instead of IP address because of the shortcomings of IPv4 (i.e., scarcity, non-contiguity), which leads to large routing tables and impedes communication for edge-Internet devices. Independence between two non-adjacent layers: An effort has been made to define common APIs which provide the key abstractions for delivering P2P messages from the P2P applications [26] at the application routing layer. Therefore, P2P application developers do not need to know about the routing mechanism at the application routing layer or the proximity between the peers. In Section 3.C, we will define a cross-layer interface between the topological-matched overlay network layer and the efficient application routing layer, so that despite being unaware of the underlying network proximity, P2P applications suffer minimum delay. Efficient consumption of network resources: P2P systems should exploit locality because the aggregated traffic of the different P2P applications transported on the underlying network will not only affect the performance of the applications but of the Internet as well. For example, by using a broadcast routing mechanism and a mismatched overlay, most of Gnutella-generated traffic crosses Autonomous System (AS) borders [17, 18] , which increases Internet access costs unnecessarily and makes the system unscalable. Current P2P networks can only achieve some of the above characteristics. DHT-like routing [13] [14] [15] [16] is decentralized, self-organizing but applications suffer high end-to-end delay due to long haul hops. Others set up landmarks [21, 27, 28] to reduce the delay but are non-self-organizing because of the restriction of landmark setup and maintenance (i.e., hotspot, prone to failure). Some systems propose to extract topological information from BGP routing tables to construct a physical-awareness overlay [23, [29] [30] [31] . However, the Internet is continuously developing and changing, which require regular updates to BGP routing tables. The problem would be to maintain central access to the up-to-date BGP routing tables for peers without causing hotspots or a single point of failure. The current, proposed methods have some advantages and disadvantages but they are developed independently and are proprietary. Even though some existing systems are open source (i.e. Gnutella [32] , JXTA [33] ), they do not have an overall functional architecture that takes into account the network communication efficiency. This trend will limit the scalability of the system and Quality of Service (QoS) support (i.e. low delay) for applications. It will also restrict the efficient exploitation of resources available at the Internet edge such as storage, bandwidth, and idle processing cycles because users cannot share resources across different systems. It is crucial to develop an overall and open architecture so that the performance of P2P systems in particular and of the Internet in general can be optimized. The architecture should also provide a platform for interoperability amongst them. PARM addresses these concerns efficiently in a solid functional structure. Figure 3 illustrates the layering operation of PARM. PARM is laid on top of the physical underlying network and performs various tasks at different layers to implement overlay networking. Data from a P2P application of source host A is passed through the PARM stack. At each layer, the data is encapsulated with the appropriate protocol header to provide processing information for the symmetric layer at the destination host B. A message ID or key is used for routing at the application routing layer. At relay host C, the message is processed up to the overlay network layer and application routing layer for route/path determination. The message is not passed to the higher layers unless the current host is the destination. The dotted arrow in Fig. 3 indicates the flow of the data from the source to the destination over the overlay network. 
PARM Architecture
In the paper, a Physical Infrastructure-aware Peer-to-Peer Overlay Network (PIPPON) [43] , we focused on two main issues: the degree of matching between the P2P overlay and its underlying physical network, and the efficiency of the P2P application routing scheme. They are corresponding to the two lower layers of PARM: the overlay network layer responsible for constructing a topology-matched overlay on top of a physical network infrastructure, and the application-routing layer responsible for routing messages through the overlay. This paper generalizes the model and thoroughly evaluate the communication efficiency of the overlay networks by comparing with Pastry [15] . We also develop a PARM-based application at the P2P application layer to prove the concept of PARM.
Overlay Network Layer
The overlay network layer of PARM solves the most common problem of current P2P overlay networks, the disparity between the topologies of the overlay and physical networks [13] [14] [15] [16] 32] . The problem arises from the fact that the routing mechanisms of the overlays are often independent from the physical location. This leads to high end-toend latency for P2P applications and inefficient network resource usage. The overlay network layer seeks to match the overlay routing layer with the physical network topology. As a result, all the routing at the application routing layer, which is based on a logical key relation, can reflect the physical proximity between peers. The advantage of this overlay network layer is that every key query submitted by the overlay application will be routed at the application routing layer with topological knowledge, thereby improving application query response times, and making efficient use of network resources. At the overlay network layer, a list of nearby nodes is maintained as directly connected neighbors so that routing at the upper layer can exploit locality. This layer seeks to match the overlay network to the underlying network. A number of works have been done to explore the Internet using different techniques. Heuristics [34] uses Mercator, which is similar to TraceRoute to random addresses within a limited number of hops, to map the Internet address space. It requires no input but may be inefficient in terms of overhead because of the dynamicity of peers in P2P environment. Some works, such as TOPLUS [31] and Cluster-based Architecture for P2P Systems [29, 35] , propose to import topological information available in BGP routing tables to achieve topologically-aware overlays. TOPLUS provides a topology-centric lookup service for structured peer-to-peer networks, which is based on the hierarchical grouping of peers according to network IP prefixes. Nodes that are topologically close are organized into groups. Groups that are topologically close are organized into supergroups, etc. The groups can be derived directly from the network prefixes contained in BGP routing tables or from other sources. The routing decision of TOPLUS is based on Longest Prefix Matching (or closeness in terms of the XOR metric). Using BGP routing tables or Internet maps may be questionable when considering the feasibility of keeping routing tables of peers up-to-date in a P2P environment, since nodes/peers may join and leave the overlay at will. Moreover, with the continuous development of the Internet, BGP tables may change and the system would require a centralized point for peers to download the updated routing tables. The question would become how peers can access the updated BGP routing tables. Efforts [21, 28, 36] have been made to position nodes in the Internet using "landmarks". Landmarks are well-known nodes, which are used to partition the underlying network into areas. The position of an ordinary node is determined by latency measurement values from the node to the set of the landmarks. Ratnasamy et al. [21] proposed a binning scheme based on host-landmark distances. Nodes partition themselves into bins such that nodes falling within a given bin are relatively close to one another in terms of network latency and further away from nodes not in their bin. This technique is simple, distributed, and generates low overhead. However, it is vulnerable to the availability of the landmarks because every node needs to update the changing status of a failed landmark. This would become a single point of failure if landmarks are chosen from the normal peer community as in PlanetLab [37] . We proposed a scheme, called Geo-LPM (Geographical Longest Prefix Matching) [38, 39] to cluster nodes that are close to each other in terms of network proximity and network membership. In Geo-LPM, each cluster has a node that acts as the routing node for the cluster, termed an "o-router". Any node can become an o-router (normally it is the first node that establishes the cluster). After other nodes join the cluster it is preferable to select a node that remains online for long periods and has a high bandwidth connection to be the o-router. Geo-LPM clusters nodes based on the IP longest matching prefix (LPM) and the geography/network proximity (distance) between the o-router and other nodes in a cluster. The idea behind Geo-LPM is that nodes that are in the same physical network and geographically close to each other should belong to the same cluster. Geo-LPM places a new peer with a cluster that has the Longest Common Prefix (LCP) with the new peer. The peer will then measure its distance (latency) to the o-router of the LCP cluster. From this distance value, the new peer may join the cluster or create a new cluster, if the distance is smaller or greater respectively than a predefined distance threshold, T. Using Geo-LPM with appropriate threshold T, peers in the same cluster often belong to the same physical network, so that the intra-cluster communication is optimized in terms of end-to-end delay and network resource usage. Geo-LPM efficiently locates peers into clusters while being self-organizing and generating low traffic overhead.
Restricting ourselves to a decentralized, self-organizing system, in this paper we implement Geo-LPM [38] at the overlay network layer responsible for defining the topology used in the PARM protocol stack.
The Application Routing Layer
The application routing layer of PARM is responsible for routing requests from P2P applications efficiently. The main purpose of this layer is assigning a unique ID to a node and addressing the destination of a message with a key. The key or ID may be produced by using a uniform hash function. The message then will be routed a node whose ID is numerically closest to the message key. The DHT-like systems are scalable and efficient in terms of the number of application-hops taken on a search path. However, physical correlation is not taken into account in overlay search path decisions, resulting long-haul routing. PARM proposes to address the routing problem at the application routing layer and the physical awareness at the overlay network layer. Gnutella [32] pioneered a fully decentralized paradigm for P2P systems by using a simple broadcasting mechanism. Requests for a file are flooded with a certain Hop-to-Live (HTL) time. Flooding every request obviously consumes a lot of network resources and leads to unscalability. In addition, the search result is not guaranteed as the flooding must be restricted at some point, which may fail to find content that is actually in the system. The second generation of fully decentralized overlays is known as DHT-like routing algorithms which include CAN [13] , Chord [14] , Tapestry [16] and Pastry [15] . In these systems, files are associated with a key (for example by hashing the file's name). A node has a node ID that is deterministically responsible for a sub-set of key tables. Once there is a request for a file, this is universally hashed into the key. The file request message associated with the key will be routed differently amongst the systems. In the end, the identity (e.g. the IP address) of the node storing the file will be returned. Since the DHTlike routing algorithms are based on logical node ID relationship, they are efficient in terms of the number of overlay hops on search paths. In general, the DHT-routing algorithms produce efficient searching results of O(logN) application hops, where N is the number of overlay nodes. However, because of the underlying network independence, the DHT routing results in high end-to-end delay for the P2P applications and wastes network resources. In the rest of this section, we will present a DHT-like routing algorithm, called Pastry [15] , which exploits locality and will be deployed at the application routing layer in the implementation section. One of the main reasons for implementing Pastry at the application routing layer is analogous to LPM routing in the Internet [40] .
In the Pastry system, each node is assigned a unique 128-bit identifier (node ID) randomly when it joins the system. A Pastry node has to maintain a routing table R that has rows and (2b-1) columns, where N is the number of overlay nodes and b is the base. The entry at row i, column j of the routing table R, points to a node whose node ID shares with the present node ID the first i digits but (n+1) th digit has value j. The entry contains the IP address of one of potentially many nodes whose node ID has the appropriate prefix. In practice, the chosen node is the one that is close to the present node, according to the proximity metric (flexibility in neighbor selection: FNS method) [22] . If no suitable matching node ID is found, then the routing table entry is left empty. In routing, a node forwards the message to a node whose node ID shares a longer prefix with the key than the present node does. By selecting proximity neighbors (FNS) in each routing step, the message is forwarded to a physically closer neighbor node that has a LPM ID so that the end-to-end latency can be reduced. However, choosing a nearby node amongst a long common prefix node community is not always feasible because of random node ID assignments. It is found that the last few hops mainly contribute to the end-to-end latency [22] . Pastry is selforganizing, completely decentralized, scalable, and exploits locality.
The End-to-End Transport Layer
The end-to-end transport layer of PARM ensures data transmission from end-to-end (e.g. data fragmentation, numbering, and data transmission acknowledgement, etc.). The main reason for the existence of this layer is that peers may leave the P2P system at will. Therefore, their routing functions as relay nodes are not guaranteed in the message delivery service. Moreover, P2P applications may have to address end users who may be mobile and change IP addresses in transit. The transport layer of the TCP/IP stack cannot guarantee the end-to-end service for P2P applications. UDP appears to be more usable for the P2P systems but there is no data transmission guarantee from end-to-end. Even if TCP is used, the connection could be dropped at anytime because of the departure of the relay peers. TCP can ensure data transmission from host-to-host but not from end-to-end. The end-to-end transport layer therefore is needed to provide reliable data transmission from end user-to-end user when required regardless of the transport layer protocols (UDP or TCP). In the performance evaluation, we will simulate a file transfer to mobile nodes using data fragmentation and acknowledgement mechanisms at the end-to-end transport layer to achieve reliability for the data communication.
The P2P Application Layer
The overlay application layer of PARM should accommodate different applications and services. P2P applications such as data storage, distributed computation, or applicationmulticast, etc. can be developed and deployed rapidly without concerns about how peerto-peer communication is achieved. Complexity and heterogeneity of the underlying infrastructure can be hidden from applications. The applications need only to give each message a key/ destination ID that could be either a data item ID or user ID depending on the application. Using the ID the lower application routing layer determines the message destination and forwards it accordingly. Being implemented at the P2P application layer, the application can make use of the underneath layers. In P2P systems, peers often do not have permanent IP addresses because of IP scarcity (they may connect to the Internet through Network Address Translation (NAT) or Dynamic Host Configuration Protocol (DHCP) servers). Consequently this class of peers is left out from the Domain Name Service (DNS). We proposed a P2P application, called a Peer Name Service (PNS) [41] , which translates peer names into their current IP addresses or IP addresses of their current Point of Attachment (PoA) for mobile peers. The special feature of the application in this paper is the ability to support mobile peers/nodes. In PNS, fixed Peers and PoAs join the overlay network to deliver the service, they store information about current location of other peers in the format of tuples {name -peer ID and IP address} in their PNS databases. A tuple will be deterministically stored at a peer whose ID is numerically closest to the name field of the tuple. Mobile peers connect to the Internet or the overlay network via fixed peers or PoAs. They can be located by the PNS, but do not store tuples nor deliver the service due to the mobile nature of mobile peers. PoAs or Gateways send beacon frames regularly to detect the attachments or detachments of mobile peers, a PoA will then send a message to create/renew or delete the associated tuple of the attached mobile peers respectively to the overlay. A PNS Request for a (mobile) peer will be routed to the overlay node which acts as a location (IP) helper agent that numerically closest to the name of the peer. Since the agent already stored the tuple, it can reply with the current location (IP address and ID) of the peer or the PoA of the mobile peer. It is significant in that using the PNS, peers can be contacted by their unique names even in transit.
Performance evaluation
To prove the concept of the PARM architecture, we used a transit-stub network topology of 1020 nodes that was generated by the GT-ITM network generator [42] to model the Internet and construct the overlay network on top of it. We divide the performance evaluation results into three main sets. The first set is the evaluation of the overlay routing algorithm by testing layer 1 and layer 2 of the PARM. We implemented the Pastry routing mechanism at the application routing layer without using Flexibility in Neighbor Selection (FNS) or Flexibility in Route Selection (FRS), in order to meet the independence requirement between non-adjacent layers. Then we deployed Geo-LPM mechanism at the overlay network layer to minimize the delay caused by overlay routing. We also implemented Pastry with FNS for performance comparison. In the second set, the PNS was implemented at layer 4 when the overlay network reached a stable level. This set comprises the implementation of multiple mobile nodes moved randomly once and the in-depth evaluation of a single mobile node moved continuously to random PoAs. The number of mobile nodes/peers (MNs) approximately equals 20 percent of the total number of overlay nodes (204 mobile nodes). The third set of evaluation results combines 4 layers of the PARM altogether by simulating a file transfer to a mobile node using the PNS at layer 4, end-to-end reliability mechanisms at layer 3 to achieve reliable data transmission from end-to-end on top of the physically aware overlay network.
Overlay Routing Performance
The results below were averaged over 10 different runs, for each, nodes joined the overlay network in random order. Avg. Networks: is the average number of overlay hops that span different physical networks between a pair of nodes. Avg. Networks is different from the number of overlay hops in the sense that some of the overlay hops might be in the same LAN, which means that the overlay hop does not consume WAN resources. In our opinion, WAN resources are often more scarce than those in the LANs (e.g., bandwidth), therefore the overlay networks should not only minimize the number of the overlay hops and end-to-end delay but also the WAN resource usage. This parameter reflects how much an overlay construction scheme considers the usage of WAN resources. As can be seen in Fig. 4 , Avg. Networks of Geo-LPM increases more slowly in comparison to the one of Pastry. This is because Geo-LPM exploits locality and locates nodes correctly into clusters, and the number of clusters increases slowly in comparison to the increase in the number of the overlay nodes. Geo-LPM is therefore more scalable than Pastry even with the deployment of FNS. Using Geo-LPM, the average overlay distance is reduced significantly especially with a high number of nodes. It is reduced by approximately 500ms compared to the one of Pastry when the number of overlay nodes is 1020.
Average number of networks:
Relative Delay Penalty (RDP):
RDP is defined as the ratio of the total distance between a source and a destination by going through the overlay network, to the distance between the same source and the same destination in the underlying network. In other documents, RDP is sometimes referred to as the overlay stretch. RDP quantifies the delay that the overlay routing causes to the P2P applications. Pastry again has a much higher RDP than the one of Geo-LPM as indicated in Fig. 7 . The overhead is the total number of measurements to locate nodes in Geo-LPM, and to find proximity neighbors in Pastry. From Fig. 8 , Pastry has a much higher number of measurements. In conclusion, Geo-LPM significantly reduces the Avg. Networks (in Fig. 4 ), Overlay Distance (in Fig. 6 ), Avg. RDP (in Fig. 7 ) and Overhead (in Fig. 8 ) when the overlay network layer is shimmed in between the underlying network and the application routing layer. This demonstrates that i) even though Pastry exploits locality by selecting neighbors, it can not resolve the disparity problem completely; ii) utilizing PARM, unmatched overlay construction and routing problems can be resolved efficiently at different layers.
Peer Name Service Performance
The Peer Name Service (PNS) interprets node names into their locations in timely fashion, and supports mobile peers. Therefore, time factor is very critical in the performance of the application. We define two main parameters: Transition time and a Number of lost messages to evaluate the performance of the PNS. Transition time is the delay from the moment a mobile node (MN) detached from its old PoA till its helper agent updates the current PoA of the MN. It consists of the time for the MN to register to the new PoA, overlay distance from the new PoA to the helper agent of the MN, processing time. Since processing time of computers is negligible compared to the propagation delay, it was disregarded in this scenario. PoAs or Gateways send beacon frames regularly to detect the attachments or detachments of mobile peers. Therefore a mobile peer can register to a PoA only after receiving beacon frames from the PoA. To evaluate how this affects the performance of the PNS, we generated PNS queries at a fixed rate to measure how many messages are lost during the transition time due to stale PNS database. Figure 9 and 10 is the number of lost messages vs. time according to stationary time distribution of mobile nodes where T is Beacon Timer. The stationary time is the time that a mobile peer remains the same PoA. These graphs reflect the relationship between the number of moved nodes at a time and the number of lost messages. Time in second #L o st M essag es (% ) T=100 T=300 T=500 T=1000 T=3000 T=5000 T=7000 T=10000 T=30000 Fig. 9 . The percentage of lost messages (zipf)
Multiple Mobile Peers
In Fig. 9 , stationary time of MNs follows the zipf distribution function in 10 seconds with a screw factor of 0.3. Query messages were generated from random nodes to query random names every ten milliseconds. Each data point was plotted over every 500 sent messages In Fig. 10 , stationary time of MNs follows Gaussian distribution, where the average stationary time is 5 seconds and deviation is 120 milliseconds. Query messages were generated from random nodes to query random MN names every two milliseconds. Each data point was plotted over every 50 sent messages. The number of lost messages depends on the distribution of the number of moved nodes. This is caused by not up-to-dated entries in the PNS databases. Figure9 and 10 also indicates the relationship between the number of lost messages and Beacon Timer. When the Beacon timer is low, the databases are converged more quickly, consequently causing a lower number of lost messages.
Multiple movements of a single mobile node
To evaluate the performance of the service in more detail, we measure the performance of a single MN. Let the MN move continuously 204 random places and its stationary time follow a Gaussian distribution. The average stationary time of the MN is 50 seconds with the deviation of 120 milliseconds. 15000 query messages were generated from random nodes to query the mobile node's name every millisecond. We also evaluate the dependency of the service performance on the stationary time by keeping the same movement pattern (PoAs) of the MN but reducing stationary time of the MN by 5 and 10 times. This is indicated as 5*Speed and 10*Speed in Fig. 11 , where 1*Speed is the original generated stationary time from the Gaussian function. This is theoretically equivalent to the increase in the moving speeds of the MN and as referred to moving speeds in Fig. 11 . Each data point was plotted every 500 sent messages. Figure 11 presents the relation between the number of lost messages and stationary time when Beacon Timer is 1000ms. We tested with different Beacon Timers and the graphs have very similar shapes to Fig. 11 (except when Beacon timers are too high and all messages are lost). When the MN moves faster, the number of lost messages is increased as the total number of times that the PNS entry is not converged is increased. When the MN moves too fast (50*speed), the PNS database may be never converged. As a result, all sent messages are lost. This indicates that if there is no extra mechanism deployed to support fast moving nodes, the communication may not be possible. The mechanisms could be: forwarding packets from an old PoA to a new PoA [44] . This can help reduce lost messages but cannot solve the problem. There is still convergence time caused by updating between a new PoA and old PoA. Moreover, it could lead to old PoAs chained together as the MN changes PoA too quickly. Another solution could be dividing the geometry into smaller partitions, moving within a partition does not require updates, which could support faster moving nodes. However this is beyond the scope of this paper. Figure 12 is the total number of lost messages vs. Beacon Timers with 10*Speed (Average stationary time is 5 seconds). As indicated earlier in Fig. 9 and 10, the number of lost messages is proportional to the Beacon Timers. When the Beacon Timer is small then the number of lost messages is also small. However update overhead is inversely proportionally to the Beacon Timer as in Fig. 13 , which is the number of messages per second to update PNS database for a mobile node in relation to the Beacon timers. Figure 14 shows the relation between the average Transition time and Beacon Timers. Transition time is the time elapsed since the mobile node (MN) moved till the database is updated to reflect a current location of the MN. When the beacon timer is small, overlay latency contributes mainly to the convergence time. Hence, this is the place to minimize the convergence time by implementing matching mechanisms at the overlay network to reduce the delay caused by routing via the overlay network. However when the timer is high, the timer value dominates the convergence time. It indicates that even if we use Mobile Internet Protocol (MIP) [45] instead of Peer Name Service (PNS) on top of the overlay network, convergence time would not reduce much when beacon timer is high. Beacon Timer is a critical parameter. When it is small, the number of lost messages is reduced but update overhead is increased. We suggest that Beacon timer should be set or adjusted according to the distribution pattern of stationary time to reduce the update overhead whilst minimizing the number of lost messages. In the rest of the evaluation part, we set Beacon Timer to 1000ms, equivalent to one fifth of the average stationary time. Figure 15 shows the number of lost messages with and without implementing the Geo-LPM mechanism at layer 1, indicated as Geo-Pastry and Pastry respectively. Each data point was calculated over 200 messages. Geo-LPM reduces the total number of lost messages by more than 10 percent (Pastry-only is 33.48% and Geo-Pastry is 21.58%). This is consistent to the data in Fig. 6 , Geo-LPM reduced the average overlay distance by 500ms with the 1020-node overlay. This is equivalent to reducing the transition time by 500ms or to supporting the moving speed higher (stationary time can be supported with 500ms less). By reducing 500ms transition time every movement of the MN, Geo-LPM saved the number of lost messages by 10 percent where the average stationary time is 5 seconds.
Lost messages vs. Stationary time
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Geographically Aware Overlay
In conclusion, the PNS could interpret node names into nodes' location for the second class of Internet devices (peers), which are cut off from the Domain Name Service (DNS). In addition, the PNS can support mobile nodes without a prior setup requirement like Mobile Internet Protocol (MIP).
In the context of the PARM evaluation, designing P2P applications following the architecture could improve their performance (e.g. reduction in the number of lost messages). It is remarkable that we can deploy efficient and appropriate mechanisms at different layers to achieve better performance for the applications without restrictions.
PARM Performance
To evaluate the whole PARM stack, especially the end-to-end transport layer, we simulated a file transfer to a mobile node using the Peer Name Service (PNS) at layer 4 on top of the physically aware overlay network. We also simulated packet fragmentation and retransmission mechanisms at layer 3 to achieve end-to-end reliability, and to adapt to the characteristics of the transmission media (e.g. mobile, wireless, high error rate).
Assuming that a normal packet has a 1000 byte size, and the data needing transmission is 1000 packets, and transmission speed is 8 kbps. The packet is fragmented into smaller pieces, referred to as the number of fragments in the following graphs. For simplicity we set the end-to-end transmission overhead (i.e. acknowledgments) equal to one percent of the total number of messages with a size of 10 bytes. The data below was averaged over 10 runs. Number of Fragments #Lost Messages (%) Fig. 16 . Percentage of the Number of Lost Messages Figure 16 is the percentage of the number of lost messages vs. the number of fragments. As expected, a large message (corresponding to a low number of fragments) requires the mobile node to remain stationary for a longer period to complete transmission of a message, causing higher probability of losing the message. Figure 17 is the total time to complete the file transmission. It includes the time to retransmit lost messages. When the number of fragments is 10, it takes less than half of the time to transmit the file compared to the original packet (e.g. '1 fragment'). Number of Fragments Link Utilization (%) Fig. 18 . Link Utilization Figure 18 is Link Utilization, which is the ratio between the file's sizes to the total number of transmitted bits. When the number of fragments is not high enough, total transmission time (Fig.18 ) is high and link utilization (Fig. 18) is very low. This is because the required stationary time is still high and/or the percentage of successful transmitted messages is not high enough to tradeoff the overhead caused by the transport layer and retransmission of the lost messages. In conclusion, the packet size should be adjusted depending on the media (e.g. error rate, (this case is the stationary time). The End-to-End transport layer should accommodate certain features to ensure end-to-end data transmission and to maximize the link usage. We demonstrate that by implementing the End-to-End Transport layer appropriately, data transmission can be guaranteed from end user to end user and physical links can be used more efficiently.
Discussion and Future Work
The Beacon Timer is one of the critical parameters in the performance of the Peer Name Service (PNS). If it is higher than stationary time, the service will not work because the PNS database will never converge. So what the Beacon Timer should be to minimize the transition time without generating too much overhead. Should it be set according to different classes of peers or to stationary pattern of each peer? At the End-to-End Transport Layer, we demonstrated some functions such as: data fragmentation and retransmission, more complex tasks at this layer such as data encryption to protect data from end-to-end should be also addressed.
Conclusions
The Internet eventually will serve as the connectivity infrastructure and overlay networks that lay on top of it will provide services to end users. Therefore, the overlay networks should conform to a certain design criteria to achieve better performance for not only P2P overlay applications but for the underlying network as well. PARM is a functional architecture that was designed for this purpose. PARM provides an approach to solve the unmatched overlay construction and inefficient routing problems efficiently at each layer in a modular manner. Utilizing PARM, we demonstrate solutions to the mismatch and inefficient routing problems at different layers while maintaining the decentralization and self-organization features for P2P systems. The solutions do not have any single point of failure; all routing decisions are made using local knowledge. We applied the framework of PARM by developing a Peer Name Service at the P2P application layer. The initial simulation results show that the performance of the application is significantly improved while maintaining decentralization and selforganization features. The results also indicate that PARM can be a sound reference model for developing scalable and efficient P2P systems and for inter-networking overlays.
