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ABSTRACT 
Object recognition is a process of identifying a specific object in an image or 
video sequence. This task is still a challenge for computer vision systems. Many 
different approaches of object recognition including the traditional classifier or deep 
neural network were proposed. The objective of this thesis is to implement a deep 
convolution neural network for object classification. Different architecture and 
different parameters have been tested in order to improve the classification accuracy. 
This thesis propose a very simple deep learning network for object classification which 
comprises only the basic data processing. In the proposed architecture, deep 
convolution neural network has a total of five hidden layers. After every convolution, 
there is a subsampling layer which consists of a 2×2 kernel to do average pooling. This 
can help to reduce the training time and compute complexity of the network. For 
comparison and better understanding, this work also showed how to fine tune the 
hyper-parameters of the network in order to obtain a higher degree of classification 
accuracy. This work achieved a good performance on Cifar-10 dataset where the 
accuracy is 76.19%. In challenging image databases such as Pascal and ImageNet, this 
network might not be sufficient to handle the variability.  However, deep convolution 
neural network can be a valuable baseline for studying advanced deep learning 
architectures for large-scale image classification tasks. This network can be further 
improved by adding some validation data and dropout to prevent overfitting.  
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ABSTRAK 
Pengenalan objek adalah proses mengenal pasti objek dalam imej atau video. 
Tugas ini masih merupakan satu cabaran untuk sistem penglihatan komputer. Pelbagai 
pendekatan berbeza untuk pengenalan objek termasuk pengelas tradisional atau “deep 
neural network” dibincangkan dalam tesis ini. Objektif projek ini adalah untuk 
melaksanakan “deep convolution neural network” yang digunakan untuk pengelasan 
objek. Selain itu, pelbagai seni bina dan parameter diuji untuk meningkatkan ketepatan 
klasifikasi.  Tesis ini mencadangkan “deep learning network” yang mudah untuk 
pengelasan objek yang terdiri daripada hanya memproses data asas. Dalam seni bina 
yang dicadangkan, konvolusi dalam rangkaian neural mempunyai lima lapisan 
tersembunyi. Selepas setiap konvolusi, terdapat lapisan “subsampling” yang terdiri 
daripada kernel 2×2 untuk melakukan pengumpulan purata. Ini boleh membantu untuk 
mengurangkan masa latihan dan mengira kerumitan rangkaian. Sebagai perbandingan 
dan pemahaman yang lebih baik, projek ini juga menunjukkan bagaimana untuk 
menala parameter-parameter rangkaian untuk mendapatkan ketepatan yang lebih 
tinggi. Kerja ini mencapai prestasi yang baik pada dataset “cifar-10” di mana ketepatan 
yang diperolehi adalah 76.19%. Dalam pangkalan data imej yang mencabar seperti 
“Pascal” dan “ImageNet”, rangkaian ini mungkin tidak mencukupi untuk 
mengendalikan variasi yang terdapat . Walau bagaimanapun, DCNN boleh menjadi 
asas untuk mengkaji “deep neural network” untuk tugas pengelasan imej yang lebih 
besar. Rangkaian ini boleh diperbaiki dengan menambah beberapa data pengesahan 
dan untuk mengelakkan keciciran “overfitting”.  
