INTRODUCTION
Synthesis of fundamental frequency is an important part of a text-to-speech system. A general approach to the synthesis of fundamental frequency is to invoke some phonological rules for synthesis, which emulate the pronunciation rules of human beings (Klatt, 1987 stressed syllables and major phrasal boundaries in the input text, the F0 contour of a syllable is assigned to follow one of the declination lines, except during stressed syllables, where it switches levels, rising at the start of a phrase and falling at its end.
For Mandarin Chinese, due to the fact that it is a tonal language, F0 contours ofsentential speech are usually more regularly pronounced so that the synthesis of fundamental frequency in Mandarin seems to be a much simpler task than that in a nontonal language such as English. To be more specific, some distinctive properties of Mandarin Chinese related to F0 synthesis are discussed in what follows. First, each Chinese character is pronounced as a syllable. It is therefore very natural to choose the syllable as the basic synthesis unit. Second, each syllable has a tone associated with it. Syllables with the same phonetic structure but different tones mostly have different lexical meanings. Third, there are only five lexical tones, namely, high-level, mid-rising, mid-falling-rising, high-falling, and neutral tones. For simplicity, they are commonly labeled in sequence from tone 1 to tone 5. Fourth, tones of syllables are mainly discriminated by their F0 contour shapes.
A previous study (Chao, 1968) concluded that the F0 contour of each of the first four tones can be simply repre-ß sented by a single standard pattern, as shown in Fig. 2 . For tone 5, the pronunciation is usually highly context-dependent so that its F0 contour shape is relatively arbitrary. Moreover, it is always pronounced short and light. Fifth, although the so-called standard tone patterns do exist, F0 contours of syllable are subject to various modifications in continuous speech. They are primarily determined by the tones and phrasal conditions of syllables. They are also greatly affected by the intonation pattern or declination effect of sentence. Both the semantics and the emotional status of speaker may further change their shapes or levels. Therefore, F0 contour patterns cannot be simply synthesized by using the standard tone patterns only. Synthesis rules for tone pattern modification are still needed. Nevertheless, much simpler synthesis algorithm can be used for Mandarin speech by taking advantage of its simple tone structure (Lee et al., 1989; Zhang, 1986; Yang and Xu, 1988) . For example, in a rule-based approach (Lee et al., 1989) , basic F 0 contour patterns were initially assigned to syllables in a sentence according to their tones. Then, several concatenation rules known as sandhi rules were employed to modify the pattern of each' syllable according to the tones of the preceding and/or the following syllables. Some other modification rules using syntactic and semantic information were then applied to modify the F0 contour. Finally, stress rules for phrases and intonation pattern for declination effect were used to further modify the F0 contour patterns.
Although F0 To solve the problem using a joint conditional probability shown in Eq. ( 1 ) is impractical because training data will be insufficient given an almost unlimited combination of syllable sequences and variable lengths of sentential text. A simplified model must be adopted to make the problem mathematically tractable. Two directions of model simplification are followed in this paper. First, based on the assumption of short left-to-right coarticulation, a Markovian statistical model is adopted to decompose the joint conditional probability. It is worthwhile noting that the declination effect can be partially compensated by the Markov model. Then, by assuming that the F 0 contour pattern of a syllable is mainly determined by syllabic context, the model is further simplified by substituting some relevant contextual features extracted from neighboring syllables. Although linguistic features on various levels can be incorporated into the model, due to the fact that it is in general difficult to analyze a natural Mandarin text syntactically or semantically, only three sequences of contextual features, tonality, stress, and continuity, were used in this paper.
To be more specific, a first-order Markov model, 
The problem is further simplified by making an assumption of stationarity for conditional probabilities in Eq. (2). But, to partially compensate for the declination effect, two separate conditional probability density functions are added to the first and the last syllables of sentential text, respectively.
B. System description
The block diagram of the proposed F0 synthesizer is depicted in Fig. 3 sentential utterance is preprocessed to extract F0 contour patterns of syllables. The preprocessing includes four operations: pitch extraction, syllable segmentation, feature extraction, and vector quantization. In the preprocessing, the fundamental frequency of each frame is extracted by the cepstrum method (Noll, 1967) . Then, the F0 contour is manually segmented into syllable periods. Each F0 contour segment is then orthogonally transformed to obtain a fourdimensional feature vector using the following four orthonormal polynomials ( In the synthesis, the objective is to find the best sequence of F0 contour patterns for syllables using the well-trained model for a given input text. The input text is initially analyzed in the same way as in the training to extract the three linguistic feature sequences, i.e., tone (T), voiced nonstops (G), and stress (A) sequences. A Viterbi search is employed to find out the best sequence ofF0 contour patterns with the highest probability conditioned on these three linguistic feature sequences. When a tie happens, a random decision with equal probability is made.
II. SIMULATIONS
Performance of the proposed F0 synthesizer was examined by simulations. The database used in our simulations consists of 9 repetitions of utterances of 112 phonetically balanced sentences (Yu and Liu, 1989) spoken by a single male speaker. Each sentence consists of about eight syllables. The speaking rate is about four-five syllables per second, a rate commonly used in conversational Mandarin. Recordings of these utterances were made in a computer room.
Recordings of the first four repetitions occurred over several days; recordings of the last five repetitions were accomplished within 1 day. Speech signals were low-pass filtered at 4-kHz bandwidth, sampled at 10 kHz, and A/D-converted into 16-bit data format. They were then pre-emphasized and segmented into 25.6-ms frames. Then, preprocessing, including pitch extraction, syllable segmentation, and orthogonal transform, was performed to extract a feature vector for each syllable. Feature vectors of the first three segments of utterances in the database were then used to train codebooks of five tones using the well-known LBG algorithm ( Fig. 4 , the distribution off 0 contour pattern for each tone concentrates on low-order codewords in the submodel of the first syllable, and on high-order ones in that of the last syllable. Because all codewords of each tone are labeled in an increasing order according to descending F 0 mean, we can therefore conclude that on an average, the F0 level of the first syllable is the highest and that of the last syllable is the lowest. This shows that the use of three separate submodels can partially compensate for the declination effect. A well-known sandhi rule for tone 3 is shown in Fig. 5. Figure 5 (a) depicts the distribution of F0 contour pattern of a tone 3 followed by another tone 3. The two most frequently occurring patterns, codewords 2 and 6, are displayed in Fig. 5(b) . Due to the fact that their shapes strongly resemble the standard midrising pattern of tone 2 shown in Fig. 2 , the sandhi rule that a tone 3 preceding another tone 3 will be changed to a tone 2 is confirmed to be inferred and stored in the model. Some other sandhi rules, such as the decreases in the F0 levels of tone 3 and tone 1 following a tone 4, have also been found by examining the corresponding conditional distributions ofF0 contour patterns.
The performance of synthesizing F0 contour patterns using the well-trained model was also examined. A coincidence rate or hit rate, defined as the percentage of the synthe- sized F0 contour patterns (codewords) of syllables that coincide with their VQ-quantized. counterparts in original utterances, is employed to quantitatively evaluate the performance of the system. Experimental results are listed in Table  I . As shown in Table I , the performance of the synthesizer gradually improved as more linguistic features were incorporated into the statistical model. A coincidence rate of 77.56% was achieved when all three linguistic feature sequences were used. The results in Table I also show that the G sequence is slightly more effective than the A sequence. The consistency (or invariability) of pronouncing F0 contour patterns in the training database was also computed as a reference for performance evaluation. It is defined as follows. First, for each syllable in'each sentence, the most frequently occurring F 0 contour pattern (codeword) in the nine segments of utterances is taken as the standard pattern. Comparing with the standard patterns, the coincidence rate ofF0 contour patterns of the training set was calculated and taken as a measure of the consistency of pronunciation. Due to the fact that it measures the inherent invariability of human pronunciation disregarding the context, it is taken as an upper bound of performance that a synthesizer can reach. Pronunciation consistency was 82.96% for the training database. As a measure of system performance, the coincidence rate of 77.56% compares very favorably with pronunciation consistency. The performance of the synthesizer can also be evaluated on the basis of the perplexity (Jelinek et al., 1977) of the training database. Perplexity is a quantitative measure of the variability of F0 contour patterns in the training corpus as the model is given. Table II lists the perplexities and the corresponding coincidence rates for models using various linguistic features. As shown in Table II , the perplexity decreases when more linguistic features were incorporated into the model. And the performance of the synthesizer, as expected, becomes better as the perplexity decreases. Note that the coincidence rate decreases to 18.1% when only the tone of the processing syllable is used for F0 synthesis. This confirms the effectiveness of the present approach.
Figures 6 and 7 displays two typical synthesized F0 contours for sentences. As seen in these figures, both synthesized contours strongly resemble their original counterparts.
Some distortions appear at the boundaries of two connected F0 contours of syllable, but they are not serious because the jumps at these discontinuous boundaries are small. By comparing all synthesized F0 contours with their original counterparts, we found that, at some syntactic boundaries, the change of a synthesized F0 contour pattern cannot follow the abrupt jump ofF0 level in the original utterance. This is mainly the consequence of ignoring both the syntactic and the semantic information in this study.
Finally, an LPC synthesizer was implemented for the purpose of informally evaluating the quality of the synthesized speech. By replacing the original F0 contours with the synthesized F0 contour patterns, most synthetic sentences generated by the LPC synthesizer sounded clear and natu- Although only some relevant contextual features were involved in the current study, the performance of the system is reasonably good. The extension of the system to incorporate more linguistic features into the statistical model may be easily accomplished. Improvement of the system by incorporating additional syntactical and/or semantical information with a more sophisticated text analysis is worth further studying. Another way to improve the quality of the synthesized speech is to increase the codebook size for the five tones. But, this would increase the complexity of the model and make the size of inventory required to reliably train the model increase. A promising way to solve this problem is to split ¾Q for mean and shape ofF0 contour pattern. Besides, they can be separately synthesized using different linguistic features. Linguistic features on higher levels, such as syntactic and semantic information, can be incorporated in the synthesis ofF0 mean to emulate the intonation of sentences. On the other hand, contextual features extracted from neighboring syllables can be used to synthesize F0 shape for simulating sandhi rules.
A preliminary outside test using ten sentences was performed. The coincidence rate decreased to about 40%. By closely examining the synthesis process, it was found that the total probabilities obtained in ¾iterbi search were drastically lowered for most sentences. This shows that the constituents of context between the training and the outside-test sentences are inconsistent and hence result in a low coincidence rate in the outside test. We can therefore conclude that the model currently trained is still not suitable for applying to the case of untrained text. Enlarging the training inventory to include more constituents of context is a straight forward way to extend the method to the case of unlimited text, and is hence worthwhile for future study.
