We expand and update the software tool SMCSolver, presented at the SMCTools workshop in 2006, for the numerical solution of structured Markov chains encountered in queuing models. In particular the new version of the package implements different transformation techniques and different shift strategies which are combined in order to speed up and optimize the solution of structured Markov chains. Numerical experiments show the effectiveness of the new implemented techniques.
INTRODUCTION
In the papers [5] , [6] the authors have collected the most efficient algorithms for solving structured Markov chains encountered in queueing models, and implemented it in the software package SMCSolver. This software, in the form of a Matlab toolbox and in a Fortran 90 package with a graphical user interface, solves M/G/1 and GI/M/1-type Markov chains, QBD processes and more. For the analysis and the algorithmic treatment of this kind of problems we refer to the books [2] , [10] , [11] , [12] . The spirit of the two papers [5] , [6] was to provide a powerful tool for the practitioners who have difficulties to get through in very advanced and complex algorithmic techniques, and for the theoretical researchers who wish to have an easy tool for carrying out numerical experiments, in order to design new algorithmic advances.
This software tool has shown to be very effective in many practical situations. However, despite the sophisticated techniques and the advanced algorithms, there are situations in which some unexpected slowdown is encountered. This occurs especially when the techniques of evaluation-interpolation are applied with the algorithm of cyclic reduction for transient M/G/1-type Markov chains. In fact, in these problems the number of interpolation points grows excessively large and deteriorates the overall performance of the algorithm.
In our present contribution, we describe and implement some recent techniques which enable one to improve the efPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. ficiency of our package. More specifically, we implement the Bright transformation introduced in [7] and analyzed in [14] , which maps a transient M/G/1-type Markov chain into a positive recurrent GI/M/1-type Markov chain, and conversely. In this way, the user may apply the Bright transformation or the Ramaswami transformation, both implemented in the package, or combine them. According to the positive recurrence properties or the kind of Markov chain, one can choose and combine these transformations in order to arrive at a more easily solvable problem.
The shift technique, introduced in the package SMCSolver in order to accelerate convergence, has been expanded with two new types of shifting, providing extra options for the user which improve the performance of our software.
The paper is organized as follows. In Section 2 we recall the basic definitions; in Section 3 we describe the Bright and the Ramaswami transformation, while the shift techniques are reported in Section 4. Section 5 discusses the acceleration of algorithms obtained by combining the new features of our tools. Implementation details are reported in Section 6 together with numerical results.
STRUCTURED MARKOV CHAINS
We recall that M/G/1-type Markov chains are defined by the transition matrix P = , where Ai, for i ≥ −1, and Bi, for i ≥ 0, are nonnegative matrices in R m×m such that
Bi, are stochastic. Throughout we assume A = P +∞ i=−1 Ai irreducible. The drift of an M/G/1-type Markov chain is defined by µ = α T a, where α is the stationary probability vector of A and a = P +∞ i=−1 iAie, e = (1, 1, . . . , 1) T . We recall that a Markov chain is recurrent iff µ ≤ 0, positive recurrent iff µ < 0 and b = P +∞ i=1 iBie < ∞, transient iff µ > 0, null recurrent iff either µ = 0 or µ < 0 and P +∞ i=−1 iBie = ∞. Our package computes the minimal nonnegative solution G of the matrix equation
If the Markov chain is positive recurrent, G allows one to compute the invariant probability vector π of the chain. A GI/M/1-type Markov chains is defined by the transition matrix P = 
, and a = P +∞ i=−1 iA−ie. Our package computes the minimal nonnegative solution R of the matrix equation
If the Markov chain is positive recurrent, then the knowledge of R allows one to compute the invariant probability vector of the chain.
TRANSFORMATIONS
Here we recall the Ramaswami and the Bright transformations between M/G/1-type and GI/M/1-type, positive recurrent and transient Markov chains. Assume that we are given a GI/M/1-type Markov chain where the matrix A = P +∞ i=−1 A−i is irreducible and stochastic. The connection between this GI/M/1-type Markov chain and its duals is extremely simple [13] , [7] , [14] , [4] .
Ramaswami dual
Define D = diag(α), where α is the strictly positive stationary probability vector of A, and set
The Ramaswami dual [13] of the original GI/M/1-type Markov chain is the M/G/1-type Markov chain, with homogeneous part defined by the blocks e Ai. Now, the minimal nonnegative solution R of (2) is
where e G is the minimal nonnegative solution of
A consequence of this property is that, to determine R for a positive recurrent GI/M/1-type Markov chain is equivalent to determining G for a transient M/G/1-type Markov chain. Conversely, to determine R for a null recurrent or transient GI/M/1-type Markov chain is equivalent to determining G for a recurrent M/G/1-type Markov chain.
Bright dual
The Bright dual [7] of the GI/M/1-type Markov is an M/G/1-type Markov chain with homogeneous part characterized by the matrices
, where w is the positive stochastic left eigenvector of A(τ ) corresponding to the eigenvalue τ , and
The scalar τ depends on whether the GI/M/1-type Markov chain is positive recurrent or transient. In the positive recurrent case we have τ = ρ(R) < 1 where ρ(R) is the spectral radius of R, while in the transient case τ > 1 is the smallest zero of det(zI − A(z)) outside the unit circle. In both cases, τ can be obtained using a simple bisection algorithm, without the need to determine R first.
The G matrix of the Bright dual satisfies the following relation with the R matrix of the original GI/M/1-type Markov chain:
This relation enables us to obtain R from the G matrix of its dual. Therefore, determining R for a positive recurrent GI/M/1-type Markov chain is equivalent to determining G for a positive recurrent M/G/1-type Markov chain. Conversely, determining R for transient GI/M/1-type Markov chain is equivalent to determining G for a transient M/G/1-type Markov chain.
SHIFT TECHNIQUES FOR M/G/1-TYPE MARKOV CHAINS
For the sake of simplicity, assume that Ai = 0 for i > M . The basic shift, already implemented in [6] , consists in setting
where Q = eu T and u is any vector such that e T u = 1, if the Markov chain is recurrent. If the Markov chain is transient, it consists in setting
where E = uv T , with u being any nonzero vector, and v such that v T (
It can be proved (see [2] ) that the solution e G of smallest spectral radius of (4) is
It has been proved that the roots of the polynomials e a(z) = det(zI−
, and a(z) = det(zI− P M i=−1 z i+1 Ai), are the same except for the root z = 1 of a(z) which is shifted to zero or to the infinity for e a(z) according to the recurrent or transient nature of the chain under consideration.
This tiny difference on the roots of a(z) and e a(z) makes a great difference in the convergence speed of the algorithms for the solution of matrix equations if applied to (1) or to (4) . In fact, iterative methods converge faster if applied to equation (4) . More precisely, denoting by λi, i = 1, 2, . . ., the roots of a(z) ordered such that |λi| ≤ |λi+1|, and ξ = |λm|, η = |λm+1|, one finds that ξ ≤ 1 ≤ η. Furthermore, if µ = 0 then ξ = η = 1, if µ < 0 then ξ = 1 < η and if µ > 0 then ξ < 1 < η = 1.
The convergence speed of certain algorithms like cyclic reduction (CR) and logarithmic reduction (LR) or fixed point iterations, depends on the ratio ξ/η. The smaller is this ratio the faster is the convergence.
In the positive recurrent case, the roots e λi of e a(z) are given by e λi = λi−1, for i = 2, . . . , m + 1, e λ1 = 0, e λi = λi, for i > m + 1. Therefore the ratio e ξ/e η turns out to be |λm−1|/η < ξ/η.
The most effective case is the null-recurrent case where ξ = η = 1. After shifting the problem one finds that the ratio e ξ/e η < 1. The basic shift enables one to move the root 1 either to zero or to infinity according to the recurrent or transient nature of the chain. In the new version of SMCSolver, we introduce a more general shift which consists in moving either ξ to zero or η to infinity or both. This may lead to a further speed up of the algorithm.
For more details on this shift technique we refer the reader to [8] , [2] , [1] , [14] .
ACCELERATION OF ALGORITHMS
Dual transformations and the shift techniques together with their combinations, enable one to improve the efficiency of the known algorithms implemented in SMCSolver. In particular, as pointed out in [14] , the cyclic reduction algorithm implemented with the strategy of evaluation-interpolation at the roots of unity may dramatically reduce the computational cost due to the very low number of knots that are needed to approximate the solution. Here we mostly report the comments of [14] and complement them with further remarks.
The algorithm CR applied to M/G/1 Markov chains generates a sequence of matrix power series which can be approximated with high precision by means of the evaluationinterpolation technique. More details can be found in [2] , [3] .
Given a matrix power series F (z) = P +∞ i=0 z i Fi define the matrix power series
The algorithm CR generates the sequences
It is possible to show that the sequence
converges to G. Convergence is quadratic if µ = 0, is linear if µ = 0. The computation of the coefficients of the matrix power series A (n+1) (z) and b A (n+1) (z) is performed by means of the evaluation-interpolation technique. More specifically, the matrix power series A (n) (z) and b A (n) (z) are computed at the N -th roots of 1 for sufficiently large N , then (5) are computed point-wise and the values of A (n+1) (z) and b A (n+1) (z) at the N -th roots of 1 are obtained. Interpolation to these values is used for computing the coefficients of A (n+1) (z) and b A (n+1) (z). In this process, the number N must be sufficiently large. If A (n+1) (z) were a polynomial of degree K then N ≥ K + 1 would be enough. If A (n+1) (z) is a power series with negligible coefficients for degree greater than K, then it can be approximated by a polynomial. Therefore, in the general case the decay properties of the coefficients of A (n) (z) and b A (n) (z) play a fundamental role. A nice feature of this algorithm is that for positive recurrent Markov chains the matrix power series A (n) (z) quadratically converges to a matrix polynomial A * 0 + zA * 1 . This implies that in practice, the power series A (n) (z) are well approximated by polynomials of low degree. A similar property holds for b A (n) (z). In this way, the number of interpolation points needed during the iteration can be kept small.
On the other hand, for transient Markov chains the limit of A (n) (z) is a matrix power series and not a polynomial. This fact implies that a large number of interpolation points may be required by the iteration with a consequent slow down of the algorithm even though convergence still remains quadratic.
In Further acceleration of the convergence can be obtained by applying the shift technique of ξ and η. In fact, cyclic reduction can be applied to the shifted equation (4) . It is interesting to point out that if the shifted problem is such that the function a(z) has no more zeros of modulus 1 then the sequence A (n) (z) generated by CR still converges to a polynomial of degree 1. In this way the number of interpolation points is kept small. Moreover, the convergence occurs with a higher speed.
IMPLEMENTATION AND NUMERICAL EXPERIMENTS
The transformations and the shift techniques introduced in the previous sections have been implemented in the package SMCSolver both in the Matlab version and in the Fortran 90 version.
In the first edition of this tool, the R matrix of a GI/M/1-type Markov chain was computed by computing the G matrix of its Ramaswami dual, from which R can be obtained easily. In the current Matlab version of the tool, the user can select one of two duals: the Ramaswami or Bright dual, by setting the "Dual" parameter to "R" or "B", respectively. Setting the "Dual" parameter to "A" (Automatic) causes the software to select the Bright dual for positive recurrent chains and the Ramaswami dual for transient ones as this choice is typically the most efficient (for null recurrent chains, both duals are identical). The shift techniques have been implemented in the following way. A "ShiftType" option has been introduced. The option may be selected "one", "tau" and "dbl"; with the "one" option the root equal to 1 is shifted to zero, or infinity, according to the recurrent/transient nature of the chain; with the "tau" option the root η ≥ 1 is shifted to infinity in the recurrent case, and the root ξ < 1 is shifted to zero in the transient case; the "dbl" option combines both the "one" and the "tau" shift.
In the Fortran 90 package we have inserted a new button "Preprocessing" in the main window of the GUI. By clicking on this button the user can select the kind of shift ("No Shift", "Simple Shift", "Tau Shift" or "Double Shift"), and the kind of dual transformation ("Auto Dual", "Ramaswami Dual", "Bright Dual", "Both Duals") with the same behavior as in the Matlab version. These new features are shown in Figure 2 .
The numerical experiments reported in this section are based on the GI/M/1-type Markov chain discussed in [9] to compute the waiting time and queue length distribution in a discrete-time multitype queueing system with Markovian arrivals, phase-type services and correlated customer types, i.e., the SM[K]/PH[K]/1 queue. The arrival process considered has m = 3 states and the interarrival time in state i is uniformly distributed between 1 and Ui, with U1 = 12, U2 = 20 and U3 = 32. At each arrival instant the state changes from i to i mod 3 + 1 with probability 1/si, with s1 = 20x, s2 = 2x and s3 = 8x. Thus, as x increases the arrival process becomes more correlated. We will consider both x = 1 and x = 100. We consider three types of customers. A customer generated in phase i is of type i with probability 1/2 and of type j = i with probability 1/4, meaning while in state i, twice as many type i customers are generated on average, than type j = i customers. The service time of a type i customer has an discrete Erlang distribution with ki phases and parameter pi, meaning its mean service time is ki/pi. We set p1 = 1/2, p2 = 1/3 and p3 = 2/3, while k1 = 2 + y, k2 = 4 + y and k3 = 3 + y, with y = 0 or 1. Having y = 0 results in an overall load of 0.6669 (medium load), while y = 1 gives a load of 0.8904 (high load). This results in a GI/M/1-type Markov chain with 33 nonzero blocks A1 to A−31, each of size 27 (for y = 0) or 36 (for y = 1). Figure 1 depicts the number of roots required per iteration to compute the R matrix of the GI/M/1-type Markov chain, by taking the dual M/G/1-type Markov chain and running the cyclic reduction algorithm with or without shifting. Four combinations are considered: the Bright or Ramaswami dual and no shift or the double shift. The two other types of shifting were by far inferior to the double shift as they required many more roots per iteration, therefore they are not included in the figure. For each of these four combinations, we consider a medium (y = 0) and high (y = 1) load scenario in combination with low (x = 1) and high (x = 100) correlation.
Apart from depicting a bar per iteration that reflects the number of roots required, we also added an estimate (instead of a machine dependent measurement) for the number of flops needed to perform a single FFT of the required size for each iteration (above the bars), where we estimated the number of flops of a size N FFT as 3/2N log N (the exact number depends on the FFT-variant selected and requires at least N log N multiplications). Thus, the ratio between two such numbers indicates how much faster/slower the computation will be.
When we compare the Bright and Ramaswami dual without shifting, we find that the Bright dual performs up to 3 times faster. The lower the load or correlation gets, the bigger the gain. This is as expected, as higher loads and stronger correlation implies that the dominant eigenvalue η of R approaches one, which determines the speed at which the number of required roots decreases for the Bright dual. For the high load and correlation case in Figure 1(d) we find η = 0.9998, meaning it takes many iterations before a gain is achieved by the Bright dual. For the medium load and low correlation scenario in Figure 1 (a) the dominant eigenvalue η still equals 0.942, which explains why we only gain a factor 3. For instance, setting y = −1 would result in a load of 0.4434 and for x = 1 the dominant eigenvalue η would decrease to 0.8536, resulting in an improvement of a factor 4.68. For even smaller values of η improvements of a factor 40 or more can be achieved (see [14] ). Figure 1 indicates that the shift operation reduces the number of iterations most notably for the high load scenarios (in Figure 1 . However, more roots are sometimes required during the first few iterations, meaning the overall performance is only better in the high load scenario. For the double shift, the gain achieved by the Bright dual is far less pronounced, as the double shift typically also induces a reduction in the number of roots required per iteration for the Ramaswami dual (though the rate is 1/η times as slow, see [14] ). For the high load and correlation scenario, we find an identical performance, which is not that remarkable as η = 0.9998, meaning the rate at which the number of roots decreases is nearly identical. Although not shown in Figure 1 , the two other types of shifting are inferior to the no shift even for the high load scenario, due to the (much) higher number of roots required during each iteration.
CONCLUSIONS
In this paper we presented an extension of the software package SMCSolver both in the Matlab and in the Fortran 90 versions. This extension includes a preprocessing of the original problem based on a more general shift technique and on some dual transformations.
The Matlab version of the software is available at ftp://ftp.win.ua.ac.be/pub/pats/tools; the Fortran 90 version with the GUI is available at http://bezout.dm.unipi.it/SMCSolver.
