We suggest a parametric modeling approach for nonstationary spatial processes driven by point sources. Baseline near-stationarity, which may be reasonable in the absence of a point source, is modeled using a conditional autoregressive Markov random field.
INTRODUCTION
Stochastic processes across spatial domains are often modeled by decomposing them into trend and stationary error processes. However, it has become increasingly clear that an assumption of stationarity of the error process is driven more by mathematical convenience than by reality, and more practitioners are choosing to replace this convenient assumption with the more realistic assumption of nonstationarity; see, for example, Sampson and Guttorp (1992) , Haas (1995) , Cressie and Majure (1997) , Higdon, Swall and Kern (1999) , Fuentes (2002) , and Wikle (in press) . Nonstationary error models are difficult to develop and estimate because deviations from stationarity can occur in many ways. They require direct or indirect methods for describing variance and correlation as they change over the index set of the process, while guaranteeing that linear transformations of the process will have non-negative variances. Auxiliary information, if available, can ease the difficulty associated with modeling nonstationary error processes.
In this paper, we consider the case where a point source impacts the stochastic process of interest. Auxiliary information provided by a point source and the resulting impact on the covariance function of a process has received only minimal attention. In epidemiology, relatively recent activities have led to a large body of literature relating point sources to disease "hot spots." The primary goal is to test whether or not clusters of disease cases in space and/or time are significant, after accounting for chance variation. In their nomenclature, a "focused" test is used to detect significant clustering around a point source exposure to a pollutant that is presumed to increase disease risk. These efforts typically model disease incidence using the Cox process based on inhomogeneous Poisson processes. A few key references are Diggle and Rowlingson (1994) , Bithell (1995) , Lawson (1995 Lawson ( , 2001 ), Lawson and Waller (1996) , and Diggle, Morris, Elliot, and Shaddick (1997) . Hughes-Oliver, Lu, Davis, and Gyurcsik (1998) , Hughes-Oliver, Gonzalez-Farias, Lu, and Chen (1998) , and Hughes-in semiconductor manufacturing and measuring electromagnetism in a field.
We propose a hierarchical Bayesian approach to an extension of the process decomposition model suggested by Hughes-Oliver and Gonzalez-Farias (1999) . There are three major benefits afforded by the Bayesian paradigm. First, it is able to account for uncertainty in parameter estimates when evaluating prediction uncertainty; frequentist approaches are highly criticized for their inability to deal with this issue. Second, Bayesian inference does not require derivation of asymptotic properties of estimators because results are based entirely on simulated observations from relevant posterior distributions. Third, the Bayesian paradigm allows the incorporation of prior information that may not be as easily incorporated in a frequentist approach. There are also benefits of the process decomposition model.
This model provides a parametric method for decomposing the observed process into a trend surface, a baseline error process, and an additional error process (associated with the point source) that may be viewed as a "shock" to the baseline. Nonstationarity is easily modeled by this additional error process since no restrictions are placed on the forms of their covariance functions.
We also introduce a newly created autoregressive point source (ARPS) process capturing the effect of a point source on the error component of a process. This process is attractive for at least three reasons. First, it allows site-specific variances to be a function of proximity to source, where no restriction is placed on definition of distance; that is, any relevant distance metric may be used. Second, site-to-site correlations may be a function of proximity to source. Third, and possibly most attractive, this model is parametric and lends itself to testing the statistical significance of point source impacts on the error component of a process. We use the data from Hughes-Oliver and Gonzalez-Farias (1999) to illustrate our proposed method for modeling the effect of a point source.
Section 2 contains a description of the process decomposition approach. Section 3 introduces our approach, which we call the ARPS process, for modeling the effect of a point source on the covariance structure. The full, overall covariance structure is explored in Section 4. Section 5 contains modeling details for electromagnetism in a field containing a metal pole. Concluding remarks are presented in Section 6.
PROCESS DECOMPOSITION
Suppose {Y (s) : s ∈ D ⊆ R 2 } is the stochastic process of interest and D is the index set, such that Y (s) is the response at site s. That is, s = (x, y), where x may be longitude and y may be latitude. Covariates for this process are given as {X(s) : s ∈ D ⊆ R 2 , X is q-dimensional}. These q covariates may be fixed or random and will often include distance to the point source located at P . Given covariates, the Y (·) process is decomposed into trend and error as
where µ(s) = f (X(s), β) (the trend) is the expectation of Y (s) conditioned on covariates X(s) at site s and Z(s) (the error) has zero expectation. Effect of the point source on trend or large-scale variation is modeled by judicious choice of the function f (·, ·). This is commonly done using a linear or non-linear function where the functional form of f (·, ·) is completely known and only the vector β is unknown. Generalized additive models (GAMs,
Hastie and Tishirani 1990) may also be used as a first-stage approximation of the trend assuming errors are independent and identically distributed; see Holland, De Oliveira, Cox, and Smith (2000) for an application of GAMs to environmental data.
It is also possible, however, that the point source affects the covariance or small-scale variation; see Hughes-Oliver et al. (1998a , 1998b , and Hughes-Oliver and Gonzalez-Farias (1999) for discussions and datasets. This effect leads to covariances that are functions of the distances (and possibly angles) between the sites and source. The resulting nonstationarity of Y (s), where the covariance is site-dependent, is modeled using Z(s).
Suppose that Z(s) is the result of a baseline zero-mean process Z 0 (s) that has been "shocked" by the zero-mean point source process Z 1 (s) in such a way that
Suppose further that processes Z 0 (·) and Z 1 (·) are independent and that
Any valid covariance may be assigned to the Σ i s and this will automatically guarantee Suppose the effect of source P is such that response is the same at all sites equi-distant from P . Then the required two-dimensional covariance Σ 1 (s, t) may be built from a one- Building on the process decomposition model in equations (1) and (2), we propose using an autoregressive model to capture the effect of the point source. For this point source at P , we create a sequence of concentric regions R k for k = 1, . . . , r, such that
where R k ∩ R k = φ, for all k = k . Next, we assume that the (random) spatial effect due to point source P for the region R k is captured by α k . In other words, {R 1 , . . . , R r } forms a partition of the index set D and the process Z 1 is constant across each of these regions.
Finally, the random effects α 1 , . . . , α r arise as an AR (1) process. This assumption is based on the fact that the spatial effect due to region R k depends on the two neighboring regions R k−1 and R k+1 . More specifically, the error process caused by the point source P may be written as
In the ensuing discussion, we will refer to the model in (3) as ARPS(ψ, σ 2 1 , σ 2 2 ), where ARPS stands for autoregressive point source.
To understand the impact of (3) on the covariance Σ 1 , let
be the vector of responses from the point source process over all n sampling sites. Then
where, assuming m ≥ k,
Z 1 k corresponds to the vector of all n k sites in region R k . Then, the variance-covariance
where J is a matrix with all elements equal to 1,
always singular. Also note that there is relatively little information available for estimating σ 2 1 , so in a Bayesian framework one needs to either specify a very informative prior for σ 2 1 or specify a relationship between σ 2 1 and one or more of the other parameters; we develop this idea more fully in Section 4.
The model in (3) allows for two types of nonstationarity that we loosely call variance nonstationarity and correlation nonstationarity. Variance nonstationarity is nonconstant variance and correlation nonstationarity is correlation that is not a function only of siteto-site distance. If σ 2 1 > σ 2 1 ψ 2 + σ 2 2 , then variance increases as sites are further from the source. On the other hand, variance is constant when σ 2 1 = σ 2 1 ψ 2 + σ 2 2 and decreases when σ 2 1 < σ 2 1 ψ 2 +σ 2 2 . If ψ = 0, then correlation is a function of both site-to-site and site-to-source distances from P , no matter what relationships exist between σ 2 1 , σ 2 2 , and ψ. Consequently, we test the impact of point source P on small-scale variability by testing the null hypothesis that ψ = 0 and σ
against an appropriate alternative; under these conditions, the process exhibits neither variance nonstationarity nor correlation nonstationarity. Using slightly different notation,
Then
• η > 1 and ψ = 0 implies there is no correlation and the point source causes a single increase in variance from R 2 to R 1 (variance is the same in R 2 , . . . , R r );
• η > 1 and ψ = 0 implies variance increases as sites are further from source P and correlation is a function of site-to-source distances;
• η = 1 and ψ = 0 implies that variance is constant and there is no correlation, i.e., the point source does not affect small-scale variability of the process Y ;
• η = 1 and ψ = 0 implies that variance is constant and correlation is a function of site-to-source distances;
• η < 1 and ψ = 0 implies there is no correlation and the point source causes a single decrease in variance from R 2 to R 1 (variance is the same in R 2 , . . . , R r ); and
• η < 1 and ψ = 0 implies variance decreases as sites are further from source P and correlation is a function of site-to-source distances.
We can thus test the impact of point source P on small-scale variability by testing the null hypothesis that ψ = 0 and η = 1.
RESTRICTIONS ON THE PARAMETER SPACE
Process decomposition, in particular equation (2), separates the overall error process into two component processes, one representing the baseline (when no source acts on the system) and the other representing the point source. Point source process Z 1 was discussed in Section 3 with a comment made that restrictions are necessary for one of its parameters.
This need is discussed here.
The baseline process Z 0 is assumed to include a measurement error component having covariance Σ 00 = σ 2 e I n and a residual component having covariance Σ 01 . In other words,
and consequently
is the overall covariance matrix of the Y process.
] follow the order of Z † 1 as described in Section 3. If the Z 0 process is iid (making Σ 01 the zero matrix) and Z 1 is ARPS(1, σ 2 1 , σ 2 2 ), then
In this case, the scale parameter σ 2 e always appears with scale parameter σ 2 1 as σ 2 e + σ 2 1 . To improve identifiability, we can place a restriction on either σ 2 e , σ 2 1 , or both. A commonly used restriction in time series analysis is one that guarantees stationarity of the one-dimensional autoregressive process, namely σ 2 1 = σ 2 2 /(1 − ψ 2 ). This restriction would force η = 1 and consequently not allow variances of the Z 1 process to differ based on distance from source.
Finding this unacceptable, we settled on the alternative restriction σ 2 1 = σ 2 e . This is quite reasonable given that σ 2 e represents measurement variability of the baseline process Z 0 .
Region R 1 , whose variance is σ 2 1 , is farthest from the source and is thus least affected by that source. Depending on the strength of impact of the source and the relative size of study region D, we argue that R 1 should exhibit features very similar to the baseline process Z 0 , thus supporting the restriction σ 2 1 = σ 2 e . We use this restriction throughout.
MODELING ELECTROMAGNETISM IN A FIELD CONTAINING A METAL POLE

Dataset and Candidate Models
To illustrate some details of our approach, we now describe a real dataset from HughesOliver and Gonzalez-Farias (1999) in which a point source acts as a catalyst for the response. 
describes the trend surface and
describes the error process. In this error process, Z 00 is a measurement error process and Z 01 captures the effect of spatial proximity in the baseline process; Z 00 and Z 01 together represent the baseline process Z 0 discussed in Sections 2 and 4. The process Z 1 captures the effect of the point source, based on r = 10 concentric regions from the metal pole.
ARPS regions R 1 , . . . , R 10 are indicated in Figure 2 , along with boxplots of the transformed electromagnetism, y, within these regions. The processes Z 00 , Z 01 , and Z 1 all have mean zero and are assumed independent, conditioned on the mean function µ(·).
We begin by assuming normality of the conditional Y process. Normality can easily be replaced by a fat-tailed distribution like the Student's t, but this would require an adjustment in interpretation of the variance-covariance matrix by incorporating a scale factor; we do not pursue this here. The Z 00 process is assumed to follow a normal distribution with constant variance; the Z 01 process is assumed to follow a normal conditional autoregressive (CAR) model; and the Z 1 process follows an ARPS model. More specifically, suppose D is an index set containing sites s 1 , . . . , s n on the regular grid of Figure 1 , where n = 160.
Then, the Bayesian hierarchical model may be written as follows:
2 ).
The measurement error variance is σ 2 e . While the CAR(1, σ 2 c ) process is more popular, we prefer the more general CAR(ρ, σ 2 c ) process (Sun, Tsutakawa, Kim, and He 2000) for several reasons. First, because −1 ≤ ρ ≤ 1, the former is actually a special case of the latter. Second, the value of ρ indicates the strength of spatial correlation. And third, when −1 < ρ < 1, CAR(ρ, σ 2 c ) yields a positive definite covariance structure for Z 01 , unlike the semidefinite covariance offered by CAR(1, σ 2 c ). The CAR(ρ, σ 2 c ) process specifies conditional distributions as 
and M is a diagonal matrix with elements 2 1 , . . . , 2 n . Carlin and Banerjee (2002) argue that negative smoothness parameters are not desirable, so they use 0 < ρ < 1.
We use proper priors for all hyper-parameters, θ = (β 0 , β 1 , σ 2 e , ρ, σ 2 c , ψ, σ 2 2 ), as outlined below: The six modeling scenarios considered here are summarized in Table 1 . Model 1 recognizes no spatial patterns in small-scale variability, neither in the baseline process nor due to the point source; Model 1 uses ordinary least squares estimation. Models 2, 4, and 6 all include point source covariance models. For Model 2, no spatial proximity modeling is used for the baseline process. Models 3 and 4 both fit the singular CAR model, while Models 5 and 6 fit the more general CAR model.
[ Table 2, we report summaries of the posterior densities for each of the six models, and in Table 3 we report model diagnostics. Results are based on 100,000 iterations after a burn-in period of 30,000 iterations. Several checks were made on convergence of the MCMC, including running three separate chains using different starting values and observing Gelman and Rubin's (1992) diagnostic measure R; all values were very close to unity, indicating good mixing of the chains.
For all models, the 2.5th posterior percentile of β 1 exceeds 0.68, thus suggesting that electromagnetism increases at sites further from the pole. Posterior regions for β 0 , β 1 , and σ 2 e overlap in significant ways across all six models. The posterior mean of σ 2 e under Models 1 and 2 are almost double the values under other models, thus suggesting that the residuals of Models 1 and 2 contain spatial variation that is later captured by the CAR process. The fitted ARPS process is most impressive when the CAR process is not modeled, as expected.
In the presence of the strong spatial structure created by a degenerate CAR ( [ Table 2 about here.]
[ Table 3 about here.]
Model Comparison
Many techniques have been suggested for choosing among competing models. Akaike's Information Criterion (AIC), Bayesian Information Criterion (BIC), and Bayes factors are among the most often used, but these methods fail in our models because of the random effects (Spiegelhalter, Best, Carlin, and van der Linde 2002) . Bayes factors are not interpretable with a CAR prior for spatial effects (Han and Carlin 2001) . This CAR prior creates n additional parameters that cannot be counted as n free parameters, thus making AIC and (DIC) proposed by Spiegelhalter et al. (2002) . Sum of squared errors (SSE) is used as a secondary model comparison criterion. SSE due to prediction is computed as
where the expectation is taken with respect to the posterior predictive distribution of Y (·).
See Gelfand and Ghosh (1998) In Table 3 , we report DIC, and its components, for each of the six models. Multiple runs yield differences of at most 1.9 in DIC. We also report p θ , the total number of parameters, and the posterior mean of SSE for all six models. Models 1 and 2 are clearly inadequate.
Model 4 is better than Models 1 and 2 but is not as good as Models 3, 5, and 6. Model 6 is the best model by all measures.
Model 6 has many interesting features. While the CAR process enforces unequal variances only to address edge effects caused by differing numbers of neighbors, the ARPS process explicitly fits unequal variances as suggested by the data in Figure 2 . Figure 3(a) shows fitted variances (obtained as the diagonal elements of Σ evaluated at the posterior mean, θ, of the parameters) for Models 3, 5, and 6. The curve for Model 6 is much more variable than the curves for Models 3 and 5. Figure 3(b) shows fitted variances only for
Model 5, and it is clear that these fitted variances are not consistent with the patterns in the data, as displayed in Figure 2 . Corner sites (site numbers 1, 20, 141, and 160) have largest variances, followed by sites adjacent to corners, followed by other edge sites, and finally followed by interior sites. Third, focusing only on the ARPS process, we consider the one-step correlations from regions R 1 to R 10 , defined as
for k = 2, 3, . . . , 9.
Evaluating at θ for Model 6, we obtain Corr(α k , α k+1 ), k = 1, 2, . . . , 9 as: 0.790, . 908, .954, .975, .987, .993, .996, .998, .999 . These numbers change quickly from k = 1 to k = 3 and are primarily responsible for the differences seen in Figure 4 (c).
Finally, as evidenced by the posterior density intervals for ψ and η given in Table 2 , as well as additional results not presented here, there is clear evidence of statistical significance of the ARPS model. More specifically, the posterior interval for ψ does not contain the value 0 and the posterior interval for η does not contain the value 1.
CONCLUDING REMARKS
Our newly proposed ARPS process can improve models of stochastic phenomena across spatial domains because it takes advantage of auxiliary information provided by point sources.
The result is more simplified, interpretable, parametric, yet realistic nonstationary modeling of error processes. By restricting the initial variance σ 2 1 of the ARPS process to equal the measurement error variance σ 2 e , we strengthen the interpretation that ARPS captures extra variation due to the point source, and sites far from this source are well represented by the baseline error process. Additionally, we comment on the interplay between the ARPS process, the commonly used CAR(1, σ 2 c ) process, and the more desirable CAR(ρ, σ 2 c ) process.
This is all done in a Bayesian hierarchical framework where key objectives include simple tests for, and clear interpretations of, the impact of a point source.
A complete analysis of electromagnetism in a field containing a metal pole clearly shows the advantages of our approach. With ARPS, we capture the observed trend of decreasing variances away from the pole; this finding is consistent with Hughes-Oliver and GonzalezFarias (1999) . We also achieve greater flexibility in modeling correlations within and across regions of various distances from the pole. Posterior density regions for parameters ψ and η clearly do not contain null values, thus implying statistical significance of the pole's impact on small-scale variability of the electromagnetism process. Model selection is based on both the DIC and SSE.
There are, however, several issues that are currently being investigated. One such issue deals with dynamic regionalization for the ARPS process, where we observe a spatiotemporal process that can possibly alter the effect of a source over time. This is particularly .7, 1, 2.5, 5, 10, 20, 30, 40, 50, 60, 70, 80, 90 5, 5, 10, 20, 30, 40, 50, 60, 70, 80, 90 . 
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