The lifetimes of 17 even-parity levels (3d5s, 3d4d, 3d6s, and 4p 2 ) in the region 57743-77837 cm −1 of singly ionised scandium (Sc ii) were measured by two-step time-resolved laser induced fluorescence spectroscopy. Oscillator strengths of 57 lines from these highly excited upper levels were derived using a hollow cathode discharge lamp and a Fourier transform spectrometer. In addition, Hartree-Fock calculations where both the main relativistic and core-polarisation effects were taken into account were carried out for both low-and high-excitation levels. There is a good agreement for most of the lines between our calculated branching fractions and the measurements of Lawler and Dakin (1989) in the region 9000-45000 cm −1 for low excitation levels and with our measurements for high excitation levels in the region 23500-63100 cm −1 . This, in turn, allowed us to combine the calculated branching fractions with the available experimental lifetimes to determine semi-empirical oscillator strengths for a set of 380 E1 transitions in Sc ii. These oscillator strengths include the weak lines that were used previously to derive the solar abundance of scandium. The solar abundance of scandium is now estimated to log = 3.04 ± 0.13 using these semi-empirical oscillator strengths to shift the values determined by Scott et al. (2015) . The new estimated abundance value is in agreement with the meteoritic value (log met = 3.05 ± 0.02) of Lodders et al. (2009) .
in the odd-Z iron-peak elements in astrophysics. Abundance determinations in stars constrain the stellar evolution and supernova explosion models (Pagel 2009 ). Moreover, transitions from highly excited levels have additional diagnostic value, since they can be used to benchmark non local thermodynamical equilibrium (NLTE) modelling of stellar atmospheres. Besides the development of 3D hydrodynamic model atmospheres, a trustworthy NLTE treatment is the current challenge for accurate stellar abundances. Highprecision atomic data for selected lines are important for this development (Lind et al. 2012) .
In the case of scandium (Z = 21), a realistic 3D NLTE solar atmosphere model has been used by Scott et al. (2015) to revise the solar abundance of scandium resulting in a photospheric value in significant disagreement with the me-teoritic abundance (Lodders et al. 2009 ). Scott et al. (2015) used experimental transition probabilities of five Sc i and nine Sc ii lines determined by Lawler and Dakin (1989) . The latter authors combined their measured branching fractions with the time-resolved laser induced fluorescence (TR-LIF) lifetimes of Marsden et al. (1988) to obtain absolute A-values for transitions depopulating 51 levels in Sc i and 18 levels in Sc ii. In Marsden et al. (1988) , only three highly-excited even-parity levels of Sc ii, belonging to 3d4d 3 G, were measured. Older lifetime measurements in singly ionised scandium have focussed on lower excited odd-parity 3d4p and 4s4p levels (Buchta et al. 1971; Arnesen et al. 1976; Palenius et al. 1976; Vogel et al. 1985) . On the theoretical side, the most recent calculations of E1 oscillator strengths in Sc ii are Ruczkowski et al. (2014) and Kurucz (2011) .
The main goal of the present work is to provide a new set of experimental f -values for transitions depopulating the highly-excited even-parity levels in Sc ii, and new calculations for both low-and high-excitation levels and lines. Descriptions of our measurements are presented in Section 2 and 3. The theoretical method used for the calculation of the radiative parameters is described in Section 4. In Section 5, our results are presented and compared to data available in the literature. The consequence of the proposed set of oscillator strengths on the solar abundance of scandium is discussed in Section 6. Finally, our conclusions are given in Section 7.
LIFETIME MEASUREMENTS
The experimental set-up for the two-step Time-Resolved Laser Induced Fluorescence (TR-LIF) measurements at the Lund High Power Laser Facility has been described in detail by Engström et al. (2014) and Lundberg et al. (2016) . For an overview we refer to Figure 1 in Lundberg et al. (2016) , and here we give only the most important details. A frequency doubled Nd:YAG laser (Continuum Surelite) with 10 ns pulses was used to produce the free scandium ions by focusing the light on a rotating solid scandium sample in a vacuum chamber with a pressure around 10 −4 mbar. The ions in the plasma cone were crossed by two laser beams, a few mm above the solid sample, generating the two-step excitations. The fluorescence signal was detected in a direction perpendicular to both the ablation and excitation lasers.
For the first step (4s-4p), we used a Continuum Nd -60 dye laser with either DCM or Pyridine 2 dyes. The 10 ns long pulses were frequency doubled using a KDP crystal, giving the wavelengths needed for the first step. The second laser system excited the final high energy levels. It consists of a frequency doubled Continuum NY-82 Nd:YAG laser pumping a Continuum Nd -60 dye laser with either DCM or Oxacin dye for wavelengths below or above 660 nm, respectively. The pulse length was reduced from 10 ns to less than one ns by stimulated Brillouin scattering. The output was frequency doubled using a KDP crystal and, where higher energy was needed, tripled with a BBO crystal.
For two step excitation, the timing between the pulses is crucial. For this purpose, a delay generator ensures that the second step is timed to when the population of the intermediate state is at its flat maximum as determined by observing the decay of this level in another channel, see Fig- ure 2 in Lundberg et al. (2016) .
The fluorescence emitted by the scandium ions was filtered by a 1/8 m grating monochromator with its 0.28 mm wide entrance slit oriented parallel to the excitation laser beams. This fluorescence light was recorded using a fast micro-channel-plate photomultiplier tube (Hamamatsu R3809U) and digitised using a Tektronix DPO 7254 oscilloscope with 2.5 GHz analog bandwidth. We used the second spectral order with a 0.5 nm observed line width for all measurements. The excitation laser pulse shape was recorded simultaneously using a fast photo diode and digitised by another channel of the oscilloscope. All decay curves were averaged over 1000 laser pulses and analysed using the DECFIT software (Palmeri et al. 2008) by fitting a single exponential function convoluted by the measured shape of the secondstep laser pulse and a background function to the observed decay.
The excitation schemes of the measured Sc ii levels are presented in Table 1 . This table shows the intermediate levels and their excitation wavelengths, the final levels and their excitation wavelengths from the intermediate levels together with the detection channel level and wavelength. For the levels 4d 3 S 1 , 4d 1 D 2 and 4p 2 3 P 2 , it was possible to record the the decay in more than one channel. We did not find any differences in the lifetimes obtained from the different channels. Sc ii is a complex spectrum with a dense level structure, as shown in Figure 1 . Line blending can be caused by cascades or fluorescence from the intermediate level as discussed by Lundberg et al. (2016) . For all measurements, we investigated if there was a line blend affecting the recorded curves. Due to the small spectral width of the laser compared to the energy level separations, we avoid exciting multiple levels.
To investigate any possible saturation effects in the second step excitation, a set of neutral density filters was placed in the excitation beam. The delay between the ablation and first excitation pulse, the geometrical alignment of the lasers in respect to the target as well as the intensity of the ablation laser were varied to test time-of-flight effects. No systematic effects were observed.
As discussed in Palmeri et al. (2008) , the weighting of individual data points, hence the purely statistical uncertainty in the fitted lifetime, is difficult to estimate accurately because the digitising process is not strictly a counting measurement. However, extensive tests have shown that even for weak lines the dominating factor is the variation between different measurements. The uncertainty in Table 2 represents the uncertainty of 10-20 measurements performed over several days. The difference between subsequent curves is significantly lower than the quoted uncertainty, usually less than 1%.
BRANCHING FRACTION MEASUREMENTS
A water-cooled hollow cathode discharge lamp (HCL) was used to produce the free scandium ions. The lamp has an iron cathode with anodes on each side, separated by glass cylinders. A small piece of scandium was placed in the cathode. We used argon, with a pressure of 0.3 Torr, as a buffer gas and applied currents ranging from 0.2 to 0.5 A. These measurements at different currents are very important to find and compensate for self-absorption effects. If self-absorption is not treated correctly, the measured relative line intensity may be less than the true intensity of the line. This in turn changes the branching fraction which is essential to derive oscillator strengths. Self-absorption was observed in the case of the 3d4d 3 D 3 , 3d4d 3 S 1 , and 3d4d 3 P 2 levels, and the affected lines were corrected. More details on this procedure can be found in Pehlivan et al. (2015) . The spectra were recorded with the vacuum ultraviolet Fourier transform spectrometer (VUV FTS) at the Blackett Laboratory, Imperial College London (Pickering, J.C. 2002) in the interval 23500 − 63100 cm −1 (425 − 158 nm) using a resolution of 0.039 cm −1 . We used two different photomultiplier tube detectors: Hamamatsu R7154 and R11568, the latter with a UG5 filter. Each scandium measurement consists of 12 co-added scans. To determine the relative response functions of the system, we used standard lamps: a tungsten filament lamp (800 − 300 nm) and a deuterium lamp (410 − 116 nm) for the wavelength region (425 − 210 nm), and a deuterium standard lamp alone for the region (317 − 158 nm). The tungsten lamp was calibrated by the UK National Physical Laboratory and the deuterium lamp by Physikalisch-Technische Bundesanstalt, in Berlin. In the region where the lamps overlap, the response functions were placed on the same relative scale. We recorded the spectrum of the calibration lamps immediately before and after each scandium measurement. The HCL and the calibration lamps were placed at the same distances from the FTS, and a mirror was used to select the light source without moving the lamps.
In astrophysics, oscillator strengths ( f -values) or log(g f ) values are the parameters used for abundance analysis. The f -value is proportional to the transition probability for E1 transitions by
where g u is the statistical weight of the upper level, g l the statistical weight of the lower level, λ the wavelength of the transition inÅ, and A ul the transition probability in s −1 . The transition probability is related to the branching fraction (BF) and the lifetime of the upper level (τ u ). It can be derived using
We obtained the lifetimes of the upper levels from our measurements, as discussed in Section 2. The BF is the parameter we measure and it is defined as the transition probability of the line, A ul , divided by the sum of transition probabilities of all lines from the same upper level;
Since all lines emanate from the same upper level, the transition probability is proportional to the line intensity, I ul , which for FTS spectra is proportional to photon flux (Davis S.P. et al. 2001) . Therefore, we derived BFs from calibrated intensity ratios in our measurements. All lines were identified using the analysis of Johansson and Litzén (1980) . The intensities of the observed lines were determined by fitting Gaussian line profiles using GFit (Engström 1998 (Engström , 2014 . The uncertainty of the A-value, and thus of the f -value, arises from the uncertainty in the upper level lifetime and the uncertainty of the BF. The latter includes the uncertainty in the intensity calibration procedure and the uncertainty in the measured line intensity, including the self-absorption correction. The uncertainties of the integrated line intensities were determined using GFit. The relative uncertainties are as low as 0.1% for strong lines and 4% on average. However, for two weak lines the uncertainty is as large as 20%. The uncertainty in the calibration using the tungsten lamp is 2.2% and the uncertainty using the deuterium lamp is 8.6% for the region 425 − 210 nm and 9.9% between 317 and 158 nm. These calibration lamp uncertainties include the calibration uncertainty and the variation resulting from the repeated measurements made before and after all scandium scans. The uncertainties of the radiative lifetimes are given in Table 2 . Finally, we were not able to observe the weakest lines from the investigated level. However, we included their contributions as residuals with derived theoretical BFs from our calculations. The residual BFs are less than 7% for all levels. The uncertainties in the residuals were estimated to 50% and included in the error budget. The final uncertainties in the oscillator strengths are presented in Table 3 and were derived from the individual contributions using the method described by Sikström et al. (2002) .
RADIATIVE PARAMETER CALCULATIONS
To calculate branching fractions and the oscillator strengths in Sc ii, we used the relativistic Hartree-Fock (HFR) method implemented in the Cowan's suite of atomic structure computer codes (Cowan 1981) . It is modified by including a pseudo-potential and a correction to the electric dipole operator that take into account the core-polarisation effects giving rise to the HFR+CPOL technique (Quinet et al. 1999) . In this study, the valence-valence correlation was included using the following configuration interaction (CI) expansions: 3d4s + 3d5s + 3d6s + 3d7s + 3d 2 + 3d4d + 3d5d + 3d6d + 3d7d + 3d5g + 3d6g + 3d7g + 4s 2 +4s5s + 4s6s + 4s7s + 4s4d + 4s5d + 4s6d + 4s7d + 4s5g + 4s6g + 4s7g + 4p 2 + 4d 2 + 4f 2 + 4p4f for the even parity; 3d4p + 3d5p + 3d6p + 3d7p + 3d4f + 3d5f + 3d6f + 3d7f + 3d6h + 3d7h + 4s4p + 4s5p + 4s6p + 4s7p + 4s4f + 4s5f + 4s6f + 4s7f + 4s6h + 4s7h + 4p4d + 4d4f for the odd parity.
Regarding the core-polarisation effects, a Sc iv 3p 6 closed-subshell ionic core was considered where the dipole polarisability, α d = 2.129 a 3 0 was taken from the RRPA calculations of Johnson et al. (1983) and a cut-off radius of 1.17 a 0 was estimated as the HFR mean radius of the outermost 3p orbital, 3p|r |3p HFR .
During a least-squares-fit procedure, we adjusted some radial integrals to minimise the discrepancies between the hamiltonian eigenvalues and the experimental energy levels taken from the NIST Atomic Spectra Database . The latter are based on the term analysis originally carried out by Russell and Meggers (1927) and later revised by Neufeld (1970) and by Johansson and Litzén (1980) . There are 168 levels belonging to the configurations 3d4s, 3d 2 , 3d4p, 4s4p, 3d5s, 3d4d, 3d5p, 4p 2 , 3d4f, 3d6s, 4s5s, 3d5d, 4s4d, 3d5f, 3d5g, 3d7s, 3d6d , and 3d6f. The average energies, E av , of the above-mentioned known configurations along with their direct, F k , exchange, G k , electrostatic and spin-orbit, ζ, radial parameters were considered in the fit of the energy levels. The ab initio and fitted parameter values are reported in Tables 4 and 5 for the even and odd configurations, respectively. The spin-orbit integrals not presented in these tables were fixed to their HFR+CPOL values. The other Slater integrals, including the CI R k parameters, not reported here, were fixed to 80% of their ab initio values to account for missing CI effects (Cowan 1981) . The average deviations of the least-squares-fits were 157 cm −1 for the 93 even-parity experimental levels and 65 cm −1 for the 75 odd-parity experimental levels. (Buchta et al. 1971; Arnesen et al. 1976; Palenius et al. 1976; Vogel et al. 1985; Marsden et al. 1988) , the Hartree-Fock values calculated by Kurucz (2011) and the lifetimes deduced from the semi-empirical oscillator strengths calculated by Ruczkowski et al. (2014) . On average, our HFR+CPOL lifetimes are shorter than the measurements for the odd-parity levels and longer for the even-parity levels. The discrepancies range from a few percent to about 20%, except for the even-parity levels 4p 2 1 D 2 and 3d6s 3 D 3 where they reach 57% and 49%, respectively. In the former case, this state is strongly mixed (our calculation gives 36% 4p 2 1 D 2 + 36% 4s4d 1 D 2 + 23% 3d6s 1 D 2 ) and an important decay channel (4p 2 1 D 2 → 3d4p 1 D o 2 BF = 0.0713) is affected by cancellation (the cancellation factor as defined by Cowan (1981) is less than 5%) that could explain the over estimated lifetime. Concerning 3d6s 3 D 3 level, no such argument could explain the observed disagreement. The beam-foil measurements of Buchta et al. (1971) Marsden et al. (1988) due to blending problems.
RESULTS AND DISCUSSION
The calculations by Kurucz (2011) show roughly the same systematic discrepancy with experiment (lifetimes shorter for the odd parity and longer for the even parity) as our HFR+CPOL calculations. Although the calculation of Kurucz (2011) shows a better agreement than HFR+CPOL for certain 3d4d levels ( 3 F 2,4 , 1 D 2 , 3 P 2 ), it does not solve the theory-experiment disagreements observed for the levels 4p 2 1 D 2 and 3d6s 3 D 3 . The parametric calculation of Ruczkowski et al. (2014) agrees with our HFR+CPOL model within 10% including all levels. Unfortunately, no lifetime value can be deduced from Ruczkowski et al. (2014) for the levels 4p 2 1 D 2 and 3d6s 3 D 3 . Concerning the level 3d4d 3 G 3 , our TR-LIF measurement is slightly lower than the one of Marsden et al. (1988) although the error bars do overlap.
For all 3d4p levels, our HFR+CPOL model and the parametric calculation of Ruczkowski et al. (2014) are closer to the measurement of Marsden et al. (1988) . The excellent agreement between Marsden et al. (1988) and Ruczkowski et al. (2014) is not surprising as the latter adjusted the dipole transition integrals to the oscillator strengths determined from the branching fraction measurements of Lawler and Dakin (1989) combined with the lifetime measurements of Marsden et al. (1988) . For most of the higher levels, the lifetimes calculated by Kurucz (2011) are closer to our measurements than those of Ruczkowski et al. (2014) .
Although there is a systematic discrepancy between the theoretical and experimental lifetimes, we find a better agreement when comparing our calculated BFs with the experimental values. For the high excitation lines, measured in this work, the averaged BF ratio is 1.02 ± 0.16 with respect to the calculated values. Similarly, Figure 2 shows the good agreement between BFs computed in this study using the HFR+CPOL method and the measurements by Lawler and Dakin (1989) . Here, the averaged BF ratio is 0.98 ± 0.20. Based on these comparisons, the calculated BFs were combined with our TR-LIF lifetimes and those of Marsden et al. (1988) to determine rescaled transition probabilities and oscillator strengths.
In Table 3 , we present our experimental log(g f ) values, together with the measured BFs, the uncertainties and the corresponding rescaled theoretical oscillator strengths, log(g f ) resc . Figure 3 illustrates the final agreement between our experimental log(g f ) values and the calculated log(g f ) resc . Table 6 summarises our calculated radiative parameters along with the weighted transition probabilities (g A), the weighted oscillator strengths in the log scale (log(g f )), the HFR+CPOL branching fractions (BF), and the cancellation factor (CF) as defined by Cowan (1981) .
Our rescaled theoretical oscillator strengths are compared to the semi-empirical values calculated by Ruczkowski et al. (2014) in Figure 4 . As expected, the scatter increases for the weak lines, i.e. the transitions with log(g f ) −1, where cancellation effects could be an issue. For instance, the transition 3d4p 3 P o 2 − 4p 2 3 P 2 labelled in Table 6 76589(e)2 − 29824(o)2 has a very low cancellation factor (CF = 0.001) that indicates a strong cancellation effect in our HFR+CPOL line strength calculation. Indeed, the rescaled oscillator strength for that transition is log(g f ) resc = −2.83 which is three orders of magnitude lower (in the linear scale) than the value predicted by Ruczkowski et al. (2014) (log(g f ) = −0.02). On the other hand, a transition for which the cancellation effects in our model is not an issue (CF > 0.05) such as 3d4p 3 F o 3 − 3d4d 3 F 4 (63529(e)4 − 27602(o)3) has an oscillator strength predicted by Ruczkowski et al. (2014) (log(g f ) = −3.35) that is two orders of magnitude lower than our rescaled value (log(g f ) resc = −1.44). This could indicate a strong cancellation effect in their calculation. Unfortunately, they did not estimate any cancellation factors. For the strongest transitions, i.e. log(g f ) −1, the mean scatter drops to about 20% in the linear scale.
In Figure 5 , our semi-empirical values are compared to the calculation of Kurucz (2011) where a similar global correlation is observed. The mean scatter in this case is also found to be ∼20% for transitions with log(g f ) −1 and increases for weaker lines. Here again, the cancellation factors are not available in Kurucz's database (Kurucz 2011) . But, for example, our predicted strong line 3d5p 3 F o 3 − 3d6s 3 D 3 (77387(e)3 − 66564(o)3) with log(g f ) resc = 0.16 and CF = 0.379 is certainly affected by a strong cancellation effect in the calculation of Kurucz (2011) dramatically lowering its oscillator strength to log(g f ) = −2.56.
Based on the differences between different sets of BFs discussed above and including the uncertainties of the experimental lifetimes, we estimate the accuracy of the rescaled theoretical f -values to be 10% for the strong lines and 15 − 20% for other lines. Scott et al. (2015) have redetermined the solar abundances of the iron-peak elements employing a 3D model atmosphere that takes into account departures from the local thermodynamic equilibrium. However, the significant discrepancy between the photospheric and the meteoritic abundances (Lodders et al. 2009 ) still remains for scandium with log = 3.16 ± 0.04 and log met = 3.05 ± 0.02. The Sc ii lines used in Scott et al. (2015) for the determination of the solar abundance of scandium are presented in Table 7 . These lines are from low-excited levels measured by Lawler and Dakin (1989) but not included in our present study. The third column of this table contains the oscillator strengths deduced from the A-values of Lawler and Dakin (1989) used by Scott et al. (2015) to determine the photospheric abundances listed in sixth column. They are compared to our rescaled oscillator strengths reported in the fourth column and the differences between the two values are given in the log scale in the fifth column. For this set of solar lines, our oscillator strengths are systematically larger than those of Lawler and Dakin (1989) by ∼0.1 dex on average, if we exclude the transition 3d 2 1 D 2 − 3d4p 1 D o 2 for which our f -value is affected by strong cancellation effects. Column seven in Table 7 gives the abundances obtained from each line, assuming they are all lying on the linear part of the curve of growth (see the upper left panel of Figure 3 in Scott et al. (2015) ), with our new g f -values.
CONSEQUENCE ON THE SOLAR ABUNDANCE OF SCANDIUM
The weighted average along with the corresponding weighted standard deviation of the abundance were determined using the weights of Scott et al. (2015) , reported in the last column of Table 7 . Their weights range from one to three and are based on the line quality for abundance determination. Discarding the line 3d 2 1 D 2 − 3d4p 1 D o 2 from the mean estimate, one obtains log cor = 3.04 ± 0.13 (where the second number is the standard deviation) for the corrected photospheric abundance, now in good agreement with the meteoritic value of Lodders et al. (2009) . Even if we reject the transition 3d 2 3 F 4 − 3d4p 3 F o 3 for which there is a factor of two difference between our rescaled f -value and the experimental value of Lawler and Dakin (1989) , the mean log cor = 3.10 ± 0.05 is still in accord with the meteoritic value. Moreover, considering the full line set does not change the agreement (log cor = 3.07 ± 0.17). Finally we note that, all these weighted average abundances agree within the mutual error bars with the value determined by Scott et al. (2015) using only Sc i lines (log = 3.14 ± 0.09).
Replacing our f -value set by the one of Kurucz (2011) will not change this accord either (log kur = 3.10 ± 0.09). This is not the case for the set of Ruczkowski et al. (2014) . Indeed, the photospheric abundance would be estimated significantly too high with respect to the meteoritic value, i.e. log ruc = 3.44 ± 0.31. Even if the transition 3d 2 3 F 4 − 3d4p 3 F o 3 for which the oscillator strength calculated by Ruczkowski et al. (2014) (log(g f ) ruc = −3.28) is one order of magnitude lower than the experimental value of Lawler and Dakin (1989) is excluded, this would not significantly improve the situation (log ruc = 3.29 ± 0.01).
It should be noted, however, that the lines used for these studies are weak, see Figure 6 . Their BFs are less than 5% except for λ566.904 having ∼ 10%. These small BFs make it difficult to measure and calculate with high accuracy. The real uncertainty might thus be larger than the observed scatter.
CONCLUSIONS
New TR-LIF lifetimes were measured using two-step excitation schemes in Sc ii. These measurements extend the set of available experimental values with 17 even-parity levels belonging to the excited configurations 3d5s, 3d4d, 4p 2 and 3d6s. We measured 57 BFs from these upper levels using a HCL and a FTS. By combining the BFs with the measured lifetimes, we derived log(g f ) values from these highlyexcited levels. A Hartree-Fock model that includes the main relativistic interactions along with the core-polarisation effects (HFR+CPOL) was used to determine the branching fractions and the oscillator strengths. The comparison between our HFR+CPOL and TR-LIF lifetimes along with those found in the literature (Buchta et al. 1971; Arnesen et al. 1976; Palenius et al. 1976; Vogel et al. 1985; Marsden et al. 1988; Ruczkowski et al. 2014; Kurucz 2011) shows generally a good agreement ranging from a few percent to 20% with the notable exceptions of the even-parity levels 4p 2 1 D 2 and 3d6s 3 D 3 . The former discrepancy may be due to a cancellation effect that lengthens the HFR+CPOL lifetime. Owing to the good agreement (∼20%) obtained with the experimental branching fractions of Lawler and Dakin (1989) for low-excitation levels and ours for high-excitation levels, the HFR+CPOL branching fractions were combined with our TR-LIF lifetimes and the experimental values of Marsden et al. (1988) to obtain rescaled semi-empirical oscillator strengths for all the 380 E1 transitions depopulating the 34 fine-structure levels for which TR-LIF lifetimes are available. This new set of oscillator strengths were compared to the parametric calculation of Ruczkowski et al. (2014) and to the Hartree-Fock values of Kurucz (2011) . In both cases, the mean scatters were ∼20% for the strong lines (log(g f ) −1) giving an estimate of the accuracy for these radiative parameters. Finally, the solar abundance of scandium was estimated to log = 3.04±0.13 using our rescaled semi-empirical oscillator strengths to correct the values determined in the recent study of Scott et al. (2015) . This value is in improved agreement with the meteoritic value (log met = 3.05 ± 0.02) of Lodders et al. (2009). for the warm hospitality enjoyed at the Lund Laser Centre during the two campaigns of measurements performed in June and August 2015. Johansson and Litzén (1980) . b 2ω and 3ω stand for, respectively, frequency doubling and tripling excitation schemes. All first step levels are excited using a frequency doubling scheme (2ω) Marsden et al. (1988) .
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