ABSTRACT Different from natural image quality assessment methods, satellite stereo images have different requirements on quality in different application scenarios, which poses a huge challenge to establish a suitable objective evaluation model. In this paper, we focus on the quality evaluation of high resolution panchromatic (satellite stereo) images in specific application scenarios of building detection. First, we build a new satellite stereo image database (SSID), which consists of 400 distorted source satellite stereo images (SSIs) generated from the 20-source SSIs with two distortion types and 10-distortion strengths. We use detection accuracy scores to represent the quality of the SSIs, which is obtained through building detection, not subjective testing. We then propose an objective evaluation model based on joint dictionary learning. In the training phase, we bridge the features of the SSIs and the corresponding detection accuracy scores through joint dictionary learning. In the testing phase, we used sparse coding to get the quality of the testing image. The experimental results demonstrate the effectiveness of the proposed method.
I. INTRODUCTION
In recent years, remote sensing satellite technology has been widely used in various fields, such as land resources, marine resources, agriculture, forestry, water conservancy, seismic monitoring and environment, which has brought enormous economic and social benefits [1] . In addition, with the successful launch of high-resolution remote sensing satellites such as ZY-3, and GF-1 and WorldView-3 [2] , [3] remote sensing satellite data plays a key role in the reconstruction of earth surface information, such as maps provided by Google Earth and Baidu. Different with traditional satellite image, the satellite stereo image (SSI) is composed of left and right panchromatic (PAN) images which has a high spatial resolution. We can get the digital surface model (DSM) by stereo matching of stereo images to distinguish the height information of objects in many application scenarios, such as feature extraction techniques [4] , hazard monitoring [5] and
The associate editor coordinating the review of this manuscript and approving it for publication was Shiqi Wang. change detection methods [6] . At present, the number of highresolution remote sensing images has increased dramatically, the data collection speed has increased [7] . However, the ability to evaluate the remote sensing data is relatively low compared with the acquisition capability. Due to the complexity of the imaging process of remote sensing images, images are inevitably subject to external and internal interference during the formation, transmission and reception, resulting in a certain degree of noise in the image. These noises and blurs degrade the image, and the features are submerged, which makes the understanding of the image difficult [8] . Therefore, it is necessary to establish an efficient satellite image quality assessment model to select better quality remote sensing images.
At present, image quality assessment (IQA) has attracted wide attention, including the full-reference (FR), reducedreference (RR) and no-reference (NR) IQA methods. We briefly review state-of-the-art IQA methods as follows:
1) FR-IQA: When evaluating the distorted images, we need to provide an original image, and get an assessment result VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ of the distorted images after comparing them, including Structural SIMilarity index (SSIM) [9] and Multi-Mcale SSIM index (MS-SSIM) [10] , assume that human visual system (HVS) tends to perceive the local structures in an image when evaluating its quality. Other state-of-theart FR-IQA models include Information Fidelity Criterion (IFC) [11] , Visual Information Fidelity (VIF) [12] , Riesztransform based Feature SIMilarity (RFSIM) [13] , Feature SIMilarity (FSIM) [14] , Spectral Residual based SIMilarity (SR-SIM) [15] , Gradient Similarity (GS) [16] , Information content Weighted SSIM (IW-SSIM) [17] , Most Apparent Distortion (MAD) [18] and Gradient Magnitude Similarity Deviation (GMSD) [19] , etc.
2) RR-IQA: With the development of research, the accuracy of such methods is getting better and better, but the disadvantage is that it is necessary to provide a distortionfree reference image, which is often difficult to obtain in the practical application. Subsequently, some scholars put forward RR-IQA method. It does not need to compare the distorted image with the original image, but only needs to compare some features of the distorted image with the same features of the original image [20] - [22] .
3) NR-IQA: Besides FR and RR IQA methods, these years have witnessed great progress in developing NR-IQA methods. It also called Blind Image Quality Assessment (BIQA), which does not require a reference image at all, and estimates the quality of the image based on the characteristics of the distorted image, e.g., Distortion Identification based Image Verity and INtegrity Assessment Evaluation (DIIVINE) [23] , BLind Image Integrity Notator using DCT Statistics-II (BLIINDS-II) [24] , Blind/Referenceless Image Spatial Quality Evaluator (BRISQUE) [25] , Spatial-Spectral Entropy-based Quality (SSEQ) [26] and Blind Image Quality Indices (BIQI) [27] , etc. However, there are differences between natural images and remote sensing images, and ordinary evaluation modes are not suitable for remote sensing images. Yang et al. [28] proposed a NR quality assessment method based on scale-invariant feature transforms (SIFT) feature extraction. Firstly, the subjective database of remote sensing satellite images is constructed, and then the SIFT feature points of the images are extracted to consist of a dictionary. Finally, support vector machine (SVM) is used to build a NR quality assessment model. However, these evaluation methods are based on the HVS, and remote sensing images are more used in applications such as change detection, land classification, image segmentation, map updating, and disaster detection [29] - [31] .
Currently, the difficulty in quality evaluation of remote sensing images is how to design evaluation models based on practical applications. Yuhendra et al. [32] judges the quality of remote sensing images by using the SVM classification method to obtain the classification accuracy of images. Huang et al. [33] evaluated the quality of hyperspectral images from the perspective of information extraction. They extracted the morphological building index (MBI), morphological shadow index (MSI), normalized difference vegetation index (NDVI), and the normalized difference water index (NDWI), which were evaluated by remote sensing images. The previous methods are to evaluate the image quality after fusion of PAN image and multispectral (MS) image from the application point of view. However, these methods are not applicable to the separate analysis of the PAN image and the MS image. Yang et al. [34] proposed a NR hyperspectral IQA method based on quality sensitive feature extraction. This method only proposes an evaluation model for hyperspectral images, however, it does not apply to SSIs. As a result, it is necessary to design an objective evaluation model to evaluate SSIs according to specific application scenarios, such as judging image quality standards based on building detection accuracy, which will effectively improve the evaluation efficiency of SSIs.
This paper conducts an in-depth study on the quality assessment of SSI for detection application. For this purpose, we construct a new satellite stereo image database (SSID), which consists of 400 distorted SSIs generated from the 20 source satellite stereo images (SSIs) with two distortion types and 10 distortion strengths. Based on the constructed database, we propose an objective assessment method based on joint dictionary learning. The main contributions are three-folds: 1) We use detection accuracy scores to represent the quality of SSIs, which is obtained through building detection, not subjective testing. 2) We extract the local features and texture features of SSIs to mine the deeper information of SSIs, which will be closely related to the quality of the corresponding SSIs. 3) We propose a joint dictionary learning framework to bridge the underlying relationship between the features and detection accuracy scores. The remaining of the paper is organized as follows. Section II introduces the new SSID. Section III presents the proposed NR quality assessment method. The experimental results are given and discussed in Section IV. Finally, the conclusions are drawn in Section V.
II. SATELLITE STEREO IMAGE DATABASE A. DATA GENERATION
To investigate the influence of distortion on detection accuracy, we construct a satellite stereo image database. The SSIs in the database are selected from Washington and Stolkholm data sets acquired by the sensors mounted on-board of the WorldView-1satellite and provided by DigitalGlobe [35] , which covers urban areas such as buildings, rivers, trees and grasslands. The spatial resolution of the SSI is 0.5 m. Then, 20 source SSIs with different resolutions are cropped from the data sets shown in Fig. 1 (only left images) , and 400 distorted SSIs are generated from the 20 source SSIs with two distortion types (e.g., Gaussian blur (GB) and White Noise (WN)) and ten degradation levels. 
B. BUILDING DETECTION
To detect the building information in the SSIs, the Corner points are detected via Harris corner detector with the advantages of reliable matching and real-time processing. The Harris corner detector [36] is divided into three steps: gradient calculation, matrix formation and eigenvalue calculation. The x-and y-directional gradient for an pixel in I (x, y) is calculated as:
(1)
where g x (x, y) and g y (x, y) are the corresponding Gaussian filters, defined as
where τ g is the smoothing parameter. The Harris corner detector relies on the calculation of a matrix, defined as A(x, y) = a xx a xy a xy a yy (5) where
a xy =
Since a xx , a yy and a xy represent the average gradient amplitude within window W , the eigenvalue of the matrix A provides edge information in a given location. To avoid to calculate the accurate eigenvalue, the response function is calculated
where k is an adjustable parameter, generally in the range 0.04 to 0.15. In the experiment, we set k = 0.06. Thus, a corner can be determined based on the value of R.
Besides the above corner point information, DSM contains important elevation information about terrain surfaces, buildings, and other objects. Taking SSI as stereoscopic image, DSM can be estimated via stereo matching [37] - [39] . In our dataset, DSM data is provided by DigitalGlobe.
Let I s (x, y) denote all corner points in a window E, H (·) indicate the DSM height of a corner point, the final corner point is detected by
where T is a height threshold to eliminate corner points in non-building areas. As shown by example in Fig. 2 , DSM values will be help to filer the corner points in the buildings.
C. DETECTION ACCURACY
To measure the influence of image distortions on building detection, the detection accuracy (DA) is defined to reflect the changes of corner points in the source and distorted images DA = R TP R TP + R FN + R FP (11) where R TP denotes the number of corners both detected in the source image and the distorted image, R FN denotes the number of corners where the source image is detected, but the same corner is not detected in the distorted image, and VOLUME 7, 2019 R FP denotes the number of corners where the distorted image is detected, but the source image is not detected. As shown by example in Fig. 3 , different types of distortion will affect the number of the detected corner points, but the accuracy accords with the image quality. The distribution of the accuracy scores for all distorted images in the SSID is shown in Fig. 4 
III. THE PROPOSED APPROACH
According to specific applications, corner detection and DSM elevation values are used for building detection. In order to predict the quality of SSIs accurately, the framework of the proposed method is illustrated in Fig. 6 . In the training stage, a set of local and texture features are first extracted for each SSI in the training dataset. The relationship between the features and the corresponding accuracy scores are established via dictionary learning. At the testing stage, by applying the same feature extraction for a testing SSI, the accuracy score can be easily being predicted that shares the same sparse codes between the feature and accuracy. Without loss of generality, we preset the details of each step in the follows.
A. FEATURE EXTRACTION
The purpose of feature representation is to extract qualityaware features that can well reflect the quality of the SSI. Local features can well reflect the local details of the SSIs, and texture feature reflects the surface structure of the SSIs and its smoothness. Therefore, we will extract local and texture features in this paper.
1) LOCAL FEATURE EXTRACTION
The SIFT key points of an image are extracted [40] . In general, we can detect many feature points in an image, and each SIFT feature point consists of a 128-dimensional feature vector. We show the results of the SIFT feature detection of the source image and the distorted images in Fig.7 . The experimental results show that the SIFT key points of image extraction with different degrees of distortion will be different, which will be helpful for predicting image quality. Given an image, let {f S i } N i=1 denote the SIFT feature descriptor, in which f S i ∈ R 128×1 represents the SIFT feature vector of the i-th key point and N is the number of SIFT feature points. Since the number of SIFT features points for different images are not the same, average pooling is performed to obtain a 128-dimensional feature vector for each image, denoted as
2) TEXTURE FEATURE EXTRACTION Texture features can reflect the texture structure information of the image, especially in SSIs. In this paper, we will extract Gray level co-occurrence matrix (GLCM) and amplitude via log-Gabor filter as texture feature.
a: GLCM
The GLCM statistically correlates the gray values between adjacent or matching pixels, which reflects the comprehensive information of the image, such as direction, interval and amplitude of change. In this paper, we extracted four statistical features (i.e., energy, entropy, contrast and inverse moment) based on the GLCM.
• Energy: It also called the second moment of the angle, reflecting the uniformity of the gray distribution of the image and the thickness of the texture, defined as
where P d (i, j) represents the gray value at the image pixel point (i, j).
• Entropy: It represents the degree of inhomogeneity or complexity of the texture in the image, defined as
• Contrast: It is reflected in the sharpness of the image (i.e., the degree of texture clarity), defined as
• Inverse moment: It measures how much the image texture changes locally, reflecting the homogeneity of the image texture, defined as The above four features are calculated based on the co-occurrence matrix on four directions (i.e., 0 • , 45 • , 90 • and 135 • ). Thus, a total of 16-dimensional feature vector is obtained. To reduce the dimension of the features, we calculate the mean and variance on four directions for each feature, and obtain an 8-dimensional feature vector. The final GLCM is expressed as f G ∈ R 8×1 .
b: AMPLITUDE FEATURE VIA LOG-GABOR FILTER
local responses of each of the Gabor filter can also be represented amplitude, which reflecting the deep details of SSIs.
In this paper, we use the method in [41] to extract the texture features of the image using a log-Gabor filter G s,o , defined as
where the parameters θ and ω are the orientation angle and the normalized radial frequency of the filter, respectively. The parameters θ o and ω s are the corresponding orientation and center frequency of the filter respectively. The parameters σ o and σ s determine the strength of the filter. Note that the design of the filter is based on the work in [14] . By using the log-Gabor filter G s,o in the Fourier frequency domain to obtain different scales and responses in different directions.
By adjusting the scale s and the orientation o, the amplitude at location x on scale s and along the orientation o is calculated as
where the amplitude A s,o (x) is represented as local responses of each of the log-Gabor filter. In the experiment, the parameter settings of the filter are set as follows, ω s = 1/6, θ o = 0, σ s = 0.3, σ o = 0.4, s = 3 and o = 4. Finally, we obtain a 12-dimensional feature vector of an image at different scales and along different directions and the amplitude is expressed as f A ∈ R 12×1 .
3) FEATURE DIMENSIONALITY REDUCTION
We combine the features together to form a 148-dimensional feature vector for each SSI, i.e.,
. However, more than 140-dimension features are extracted, and some features may be correlated with others. To reduce the feature dimension, we apply principal component analysis (PCA) on f i with a transform matrix ∈ R P×P . TheP(P < P) principle vector is associated with theP most significant eigenvalues of the covariance matrix f i . Therefore, the feature vector after dimension reduction can be represented asf
In the experiment, the dimensionP is set to 40 (we will analyze the impact of feature dimension on prediction performance in the follows). As a result, we will obtain feature
∈ RP ×U of the training samples. 
B. JOINT DICTIONARY LEARNING
Before illustrating the proposed method, a summary of some involved notations and definitions in this paper are listed in Table 1 . The performance of the sparsely represented classification technique is determined by the construction of an over-complete dictionary. Our goal is to simultaneously calculate M basic atoms
∈ RP ×M and their corresponding sparse constraint matrix X = [x 1 , x 2 , . . . , x U ] ∈ R M ×U by seeking a sparse representation of each feature vector under a specific sparse constraint τ . In form, above question [42] can be expressed as
whereF U ∈ RP ×U isthe feature vector. 2 denotes the l 2 -norm operator. 0 denotes the l 0 -norm that represents the number of non-zero elements in a vector, and τ is the number of predefined most desirable non-zero coefficient [42] . Despite the l 0 -norm can be used, the sparse coefficient of the l 0 -norm is difficult to solve. At present, some literatures have proved that this problem can be solved by optimization methods [43] . Therefore, the Eq. (20) is rewritten as
where λ is a small positive parameter. The l 0 -norm is replaced by the penalty term of the l 1 -norm, so the NP-hard problem defined by Eq. (20) is transformed into a convex optimization problem. The process of constructing a dictionary can be known from Eq. (21) . As a result, we perform joint dictionary learning on feature vectors and corresponding accuracy scores, so that the feature dictionary D F and the accuracy dictionary D A can be obtained. The above problem is given by
where · 2 is l 2 -norm and · 1 is l 1 -norm.F U ∈ RP ×U represents the feature vector of training set, and S U ∈ R 1×U represents the accuracy scores (i.e., labels) of training set. D F ∈ RP ×M and D A ∈ R 1×M represent dictionary learning to obtain a feature dictionary and an accuracy dictionary respectively. X ∈ R M ×U is the sparse coefficient vector, and U is the number of training set images in the SSID.
To optimize the algorithm, we combine the feature vectors and corresponding accuracy scores of the training set. Therefore, the Eq. (22) is simplified to
where α is an adjustable parameter, and λ is a small positive parameter. In the experiment, we set α = 0.5 and λ = 1.4. It is worth noting that all feature vectors will be normalized in order to optimize the process of joint dictionary learning. In this paper, we use the online dictionary learning (ODL) [44] algorithm to solve the Eq. (23) . For the sake of understanding, we summarize the pseudo code that proposes the algorithm method in Algorithm 1.
C. SPARSE CODING AND QUALITY PREDICTION 1) SPARSE CODING
For each image in the testing set, we extract the local and texture feature of the image separately using the same method in Section III-A, so that the feature matrixf i of the testing image can be obtained. Then, we perform the sparse coding of the feature matrix and the feature dictionary to reconstruct the sparse coefficient matrix of the testing image. Therefore, the 
wheref i ∈ RP ×1 is a feature vector of a testing image and D F ∈ R P×M is a feature dictionary obtained by joint dictionary learning.x ∈ R M ×1 is the sparse coefficient vector off i represented by D F , and λ is a small positive parameter. In the experiment, we set λ = 0.5. In this paper, we use the batch orthogonal matching pursuit (batch-OMP) algorithm [45] to calculate the sparse coefficient matrix.
2) QUALITY PREDICTION
The quality of the testing image shares the sparse coefficientx with its feature vector. Therefore, given a testing image, q is used to represent the quality prediction value of the image, defined as
where D A ∈ R 1×M is a feature dictionary obtained by joint dictionary learning, andx ∈ R M ×1 is the sparse coefficient matrix. Similarly, for the testing set images of the SSID, the objective quality predicted Qis
where V is the number of testing images in SSID. In the experiment, we used the remaining 20% samples for testing (i.e., V = 80). For the sake of understanding, we summarize the pseudo code that proposes the algorithm method in Algorithm 2.
IV. EXPERIMENTAL RESULTS AND ANALYSES
We compare the performance of the proposed method on our constructed database. Four commonly indicators, Pearson linear correlation coefficient (PLCC), Spearman rank-order correlation coefficient (SRCC), Kendall rank-order correlation (25); End coefficient (KRCC) and root mean square error (RMSE), are used to evaluate the performance of objective models. For the nonlinear regression, a five-parameter logistic function [46] is used to map the objective scores to subjective score (27) where λ 1 , λ 2 , λ 3 , λ 4 and λ 5 are the parameters to be fitted. In the implementation, the dataset is randomly split into two non-overlapping subsets: 80% samples for training and the remaining 20% samples for testing. 1000 randomly chosen training and testing set were repeated using randomly selected training and testing sets. To ensure that the results are not limited to a specific training-testing separation, 1000 experiments were repeated using randomly selected training and testing sets, and the average of the iterations is treated as the final quality score.
A. OVERALL PERFORMANCE COMPARISON ANALYSIS
To objectively evaluate the performance of our method, we compare our method with state-of-the-art IQA methods, including 11 FR IQA metrics (SSIM [9] , MS-SSIM [10] , IFC [11] , VIF [12] , RFSIM [13] , FSIM [14] , SR-SIM [15] , GS [16] , IW-SIM [17] , MAD [18] and GMSD [19] ), and 5 NR IQA metrics (DIIVINE [23] , BLIINDS-II [24] , BRISQUE [25] , SSEQ [26] and BIQI [27] ). Table 2 shows the performance indicators of different quality evaluation methods on the SSID, where the best two results are highlighted in boldface. From the results, we can draw the following conclusions: 1) Compared with the FR models, the performance of the proposed model is not the best, but is still superior to most of the FR models. Since our model do not need the reference images, it is acceptable that the prediction performance is lower than FR metrics. 2) Compared with the NR methods, the proposed method obtains the best performance. The scatter plots shown in Fig. 8 also indicate our method has superior convergence and monotonicity, especially better than the SSEQ and BLIINDS-II models.
B. PERFORMANCE OF SINGLY-DISTORTED SSID
We also compare the prediction performances on individual distortion type (GB or WN). The PLCC and SRCC results on individual distortion type (GB and WN) are listed in Table 3 , where the best three results are highlighted in boldface. The proposed method is among the top 3 metrics 3 times in terms of PLCC and 3 times in terms of SRCC, followed by GMSD metric. Particularly, for SSIM, SR-SIM and GSM metrics, their performances are not prominent on WN distortion, because the measurement cannot reflect the changes of accuracy scores. Overall, the proposed method can predict the quality consistently on different types of distortions. 
C. INFLUENCE OF TRAINING SET SIZES
In order to investigate whether the prediction performances are highly dependent on the training data, we further analyzed the results under different training-testing percentages: 80%, 60%, and 40%, compared with those training-based metrics (DIIVINE, BLIINDS-II, BRISQUE, SSEQ and BIQI). The process is also repeated for times with random training and testing partition. The PLCC and SRCC have been given in Table 4 . The prediction performance of these methods tends to drop with decrease in proportion of the training subset, but our method still has stable performance even with 40% training samples.
D. THE INFLUENCE OF DIFFERENT FEATURES
We further investigate the contribution of each feature vector. Table 5 shows the comparison results of these measurements, where the best results are highlighted in boldface. From the table, on the one hand, the GLCM has the great influence on the prediction performance, on the other hand, GLCM and amplitude are slightly better than the performance of SIFT feature because we perform feature pooling to perform joint dictionary learning with texture features, which causes some loss of feature information. We also observe that the best performance is obtained after PCA dimension reduction because the primal feature vectors are highly correlated in different dimensions. Some redundant feature vectors have no effect on joint dictionary training, on the contrary, they produce some interference, which makes the performance of the model degraded.
E. DISCUSSION
Although the proposed method achieves good performance in evaluating the quality of SSIs, the following aspects deserve further attentions: 1) The current database only considers source PAN images from WorldView-1 dataset, which is inadequate for practical applications. Therefore, more types of satellite sensor data should be included in the further database construction. 2) We use only one band of satellite sensor data, for other databases with more bands, such as WorldView-3, more effective feature representation method should be considered. 3) For the more critical subjective test, absolute evaluation may be not a feasible way in estimating the quality of two images. Measuring relative quality (e.g., rank score) against other pansharpened images generated from a same source image may be more suitable for remote sensing applications.
V. CONCLUSIONS
In this paper, we focus on the quality evaluation of high resolution panchromatic image (i.e., SSI) in a specific application scenario for building detection. Firstly, the local and texture features of the training set are extracted, and then the local feature pooling method is adopted. Secondly, feature vectors of local and texture, and detection accuracy are simultaneously joint dictionary learning, so that a feature and an accuracy dictionary can be obtained. Finally, the same method extracts the features of the testing image, and sparse coding with the already trained dictionary to obtain objective prediction values of the image quality. Since the acquired feature information of the SSI has strong stability and can better reflect the quality change of the SSI, it improves the correlation between the objective evaluation model and the detection accuracy. In the future, we will consider the combination of high resolution panchromatic image and low resolution multispectral image to design a more suitable evaluation model.
