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ABSTRACT
We present high-resolution, high dynamic range column-density and color-temperature maps of the Orion complex using a com-
bination of Planck dust-emission maps, Herschel dust-emission maps, and 2MASS NIR dust-extinction maps. The column-density
maps combine the robustness of the 2MASS NIR extinction maps with the resolution and coverage of the Herschel and Planck dust-
emission maps and constitute the highest dynamic range column-density maps ever constructed for the entire Orion complex, covering
0.01 mag < AK < 30 mag, or 2 × 1020 cm−2 < N < 5 × 1023 cm−2. We determined the ratio of the 2.2 µm extinction coefficient to the
850 µm opacity and found that the values obtained for both Orion A and B are significantly lower than the predictions of standard
dust models, but agree with newer models that incorporate icy silicate-graphite conglomerates for the grain population. We show that
the cloud projected pdf, over a large range of column densities, can be well fitted by a simple power law. Moreover, we considered
the local Schmidt-law for star formation, and confirm earlier results, showing that the protostar surface density Σ∗ follows a simple
law Σ∗ ∝ Σβgas, with β ∼ 2.
Key words. ISM: clouds, dust, extinction, ISM: structure, ISM: individual objects: Orion molecular cloud, Methods: data analysis
1. Introduction
Our inability to accurately map the distribution of gas inside a
molecular cloud has been a major impediment to understand-
ing the star formation process. This is because tracing mass in
molecular clouds is challenging when about 99% of the mass
of a cloud is in the form of H2 and helium, which are invisi-
ble to direct observation at the cold temperatures that charac-
terize these clouds. Tracing mass in molecular clouds is cur-
rently achieved through use of column-density tracers, such
as molecular-line emission, thermal dust-emission, and dust-
extinction. The simplest and most straightforward of these by
far is dust-extinction, in particular, near-infrared (NIR) dust-
extinction, as it directly traces the dust opacity (without assump-
tions on the dust temperature), and relies on the well-behaved
optical properties of dust grains in the NIR (e.g., Ascenso et al.
2013). The advantages of the NIR dust-extinction technique as
a column-density tracer have been discussed independently by
Goodman et al. (2009), who performed an unbiased comparison
between the three standard density-tracer methods, namely, NIR
dust-extinction (Nicer, Lombardi & Alves 2001), dust thermal
emission in the millimeter and far-IR, and molecular-line emis-
sion. These authors found that dust-extinction is a more reliable
column-density tracer than molecular gas (CO), and that obser-
vations of dust-extinction provide more robust measurements of
column-density than observations of dust-emission (because of
the dependence of the latter on the uncertain knowledge of dust
temperatures, T , and dust emissivities, β). This implies that in a
massive star-forming cloud, where cloud temperatures can vary
significantly because of the large number of embedded young
stars and protostars, dust-emission maps are fundamentally lim-
ited as tracers of cloud mass. This is particularly true for the
densest cloud regions where star formation takes place.
Although straightforward and robust, the NIR extinction
technique is nevertheless limited by the number of available
background stars that are detectable through a cloud (Lada et al.
1994; Alves et al. 1998; Lombardi & Alves 2001; Lombardi
2009). This implies that the resolution of a NIR extinction map
is a function of Galactic latitude and, to a minor extent, Galac-
tic longitude. For example, angular resolutions on the order of
10 arcsec are easily achievable toward the Galactic Bulge with
modern NIR cameras on 10 m class telescopes (corresponding
to a physical resolution of the order of 1000 AU for regions such
as the Pipe Nebula, Ophiuchus, Lupus, and Serpens). But for re-
gions of critical importance for star formation, such as Orion A,
the cloud hosting the nearest massive star formation region to
Earth, only angular resolutions of about 1 arcmin (or physical
resolutions on the order of 24 000 AU) are currently achiev-
able with similar instrumentation, because of the location of this
cloud toward the anti-center of the Galaxy, and about 20◦ off the
Galactic plane.
The recent public release of ESA’s Planck and Herschel ther-
mal dust-emission data offers an excellent opportunity to study
entire giant molecular complexes away from the Galactic plane,
such as Orion, at resolutions on the order of 5000 AU, or about
five times better than what is currently possible with NIR ex-
tinction techniques. The Planck space observatory (Tauber et al.
2010; Planck Collaboration et al. 2011a) is an ESA space obser-
vatory launched on 14 May 2009 to measure the anisotropy of
the cosmic microwave background (CMB). It observes the sky
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in nine frequency bands covering 30 GHz to 857 GHz with high
sensitivity and angular resolution from 3 arcmin to 5 arcmin.
Most relevant to the study of thermal dust-emission from molec-
ular clouds, the High Frequency Instrument (HFI; Lamarre
et al. (2010); Planck HFI Core Team et al. (2011)) covers the
100 GHz, 143 GHz, 217 GHz, 353 GHz, 545 GHz, and 857 GHz
(or 3000 µm, 2100 µm, 1400 µm, 850 µm, 550 µm, and 350 µm
respectively) bands with bolometers cooled to 0.1 K, providing a
large-scale view of entire molecular complexes with an unprece-
dented sensitivity to dust-emission. The Herschel space observa-
tory (Pilbratt et al. 2010) is an ESA space observatory working
in the far-infrared and submillimeter bands. The high sensitivity
of Herschel imaging cameras PACS (Poglitsch et al. 2010) and
SPIRE (Griffin et al. 2010) are able to generate dust-emission
maps with dynamic ranges that are not possible from ground-
based bolometers, and reaching low column densities similar to
those reached by NIR dust-extinction, although with a uniform
resolution across the sky (of about 12 arcsec at 160 µm, 18 arcsec
at 250 µm, and 36 arcsec at 500 µm).
Unlike the Planck satellite, however, Herschel did not ob-
serve the entire sky. To maximize the number of clouds observed,
the strategy followed by the GTO teams was to map the densest
regions in the molecular clouds. These observations provide a
unique high-resolution and high dynamic range view of the dens-
est star-forming structures, in particular, for clouds far from the
Galactic plane where the resolution of the NIR dust-extinction
maps is limited. The obvious drawback of this choice is that the
maps are incomplete, missing the extended low-column-density
regions containing most of a cloud’s mass, as seen in NIR extinc-
tion maps (e.g. Lombardi et al. 2006, 2010, 2008, 2011) (Alves
2013, in prep.).
In this paper we present a high-resolution, high dynamic
range column-density map of the Orion complex using a com-
bination of Planck dust-emission maps, Herschel dust-emission
maps, and our own 2MASS NIR dust-extinction maps. The
Orion column-density maps presented in this paper combine the
robustness of the 2MASS NIR extinction maps with the reso-
lution and coverage of the Herschel and Planck dust-emission
maps and constitute the highest dynamic range column-density
maps ever constructed for the entire Orion complex, cover-
ing 0.05 mag < AK < 10 mag, or 1 × 1021 cm−2 < N <
2 × 1023 cm−2.
The Orion star-forming region, being the most massive and
most active star-forming complex in the local neighborhood (e.g.
Maddalena et al. 1986; Blaauw 1991; Brown et al. 1995; Wil-
son et al. 2005; Bally 2008; Lombardi et al. 2011), is proba-
bly the most often studied molecular-cloud complex (see Bally
2008; Muench et al. 2008; Robberto et al. 2013; Schneider et al.
2013). It contains the nearest massive star-forming cluster to
Earth, the Trapezium cluster (e.g. Hillenbrand 1997; Lada et al.
2000; Muench et al. 2002; Da Rio et al. 2012), at a distance of
414 pc (Menten et al. 2007)).
This paper is organized as follows. In Sect. 2 we briefly
describe the data reduction process. Section 3 presents our ap-
proach to the problem of converting dust-emission into column-
density. Section 4 is devoted to the application of the technique
to the Orion A and B molecular clouds. We discuss the results
obtained in Sect. 5. Finally, in Sect. 6 we present a summary.
We make use of PDF JavaScript to create figures with mul-
tiple layers: this make it easier to perform direct comparisons
between different data or different results. Figures with multiple
layers have buttons highlighted with a dashed blue contour in
their captions. The hidden layers can be displayed only using a
PDF reader with JavaScript enabled, such as Adobe R© Acrobat R©,
Foxit R© Reader, or Evince. We also provide the hidden layers as
separate figures in the appendix (in the electronic form of the
journal).
2. Data reduction
The Orion molecular clouds were observed by the all-sky Planck
observatory and by the Herschel Space Observatory as part of
the Gould Belt Survey (André et al. 2010). We used the final data
products of Planck (Planck Collaboration et al. 2013b). For Her-
schel, a first set of observations was obtained in parallel mode
using the PACS (at 70 µm and 160 µm) and SPIRE (250 µm,
350 µm, and 500 µm) instruments simultaneously. An additional
set was obtained using PACS alone at 100 µm in scan mode. Ta-
ble 1 gives an overview of the observations. More details about
the observational strategy can be found in André et al. (2010).
The data were pre-processed using the Herschel Interactive Pro-
cessing Environment (HIPE Ott 2010) version 10.0.2843, and
the latest version of the calibration files. The final maps were
subsequently produced using Scanamorphos version 21 (Rous-
sel 2012), using its galactic option, which is recommended to
preserve large-scale extended emission.
3. Method
In this section we describe the procedure used to derive dust
(effective) temperature, optical-depth maps, and dust column-
density maps. The method requires NIR extinction maps, for
example derived from the Nicer (Lombardi & Alves 2001) or
Nicest (Lombardi 2009), and far-infrared or submillimiter (FIR)
dust-emission maps (in our specific case, obtained from the
Planck and Herschel Space Observatories) at different wave-
lengths.
3.1. Physical model
Since molecular clouds are optically thin to dust-emission at the
frequencies and densities considered here, we describe the spe-
cific intensity at a frequency ν as a modified blackbody:
Iν = Bν(T )
[
1 − e−τν ] ' Bν(T )τν , (1)
where τν is the optical-depth at the frequency ν and Bν(T ) is the
blackbody function at the temperature T :
Bν(T ) =
2hν3
c2
1
ehν/kT − 1 . (2)
Following standard practice, we assumed that frequency depen-
dence of the optical depth τν can be written as
τν = τν0
(
ν
ν0
)β
, (3)
where β ' 2 and where ν0 is an arbitrary reference frequency.
Following the standard adopted by the Planck collaboration (see
below Sect. 3.3), we used ν0 = 353 GHz, corresponding to λ =
850 µm, and we indicate the corresponding optical depth as τ850.
The Herschel bolometers respond to the in-beam flux den-
sity S ν, that is, to the specific intensity integrated over the beam
profile. Therefore, to convert the measured flux into an intensity,
we need to take into account the beam size at the specific wave-
length. As explained below (see Sect. 3.2), because of changes
of the beam size with frequency, in this step we need to choose
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Table 1. Herschel parallel mode and pointed observations used.
Target name Obs. ID R.A. Dec. Wavelengths (µm) Obs. Date Exp. time (s)
OrionA-C-1 1342204098/9 84.66 −7.34 70, 100, 160, 250, 350, 500 2010-09-06 7 490, 7 197
OrionB-NN- 1342205074/5 88.37 +2.59 70, 100, 160, 250, 350, 500 2010-09-25 9 866, 10 459
OrionA-S-1 1342205076/7 85.66 −9.14 70, 100, 160, 250, 350, 500 2010-09-26 12 122, 12 349
OrionB-N-1 1342215982/3 87.21 +0.81 70, 100, 160, 250, 350, 500 2011-03-13 7 674, 7 735
OrionB-S-1 1342215984/5 86.03 −1.75 70, 100, 160, 250, 350, 500 2011-03-13 17 094, 17 446
OrionA-N-1 1342218967/8 83.46 −5.14 70, 100, 160, 250, 350, 500 2011-04-09 14 132, 15 567
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Fig. 1. Total throughputs of the PACS and SPIRE bands for extended
emission and, superimposed as gray graphs, three modified blackbodies
with T ∈ {12 K, 18 K, 24 K} and with β = 1.8. All lines are in arbitrary
units (i.e., the vertical axis only shows relative values).
between two distinct models of dust-emission, pointlike or ex-
tended.
We stress that when using this physical model we are making
the assumption that temperature gradients are negligible along
the line of sight. This is of course an approximation, in particular
at the low temperatures that characterize molecular clouds where
a small increase of T produces a large increase in the intensity.
Therefore, when observing a cloud that has a gradient of tem-
perature along the line of sight, one will receive photons mostly
from the warmer regions crossed by the line of sight (typically,
from the outskirts of dense regions). Therefore, the temperature
derived from a fit of the data with Eq. (1) will not be a simple
average of the dust temperatures along the line of sight, but will
be biased high (Shetty et al. 2009); as a consequence, the optical
depth will be underestimated (Malinen et al. 2011). These ef-
fects can be very strong when large gradients are present, which
is generally the case toward embedded protostars that warm up
their local environment, or at a more extreme case, when a clus-
ter of embedded ionizing massive stars create an Hii region, as
in the case of the Orion Nebula. For these reasons, we interpret
T in Eq. (1) as an effective dust temperature for an observed dust
column.
3.2. SED fit
If we know the optical depth τ850, the effective dust temperature
T , and the exponent β in a given direction of the sky, we can use
Eqs. (1–3) to infer the intensity Iν at each frequency ν. In reality,
and if we aim to exploit the higher resolution of Herschel, we
only have at our disposal the fluxes measured by the PACS and
SPIRE instruments at specific wide bands. For our purposes, it
is useful to consider the PACS 100 µm and 160 µm bands, and
the SPIRE 250 µm, 350 µm, and 500 µm (the PACS 70 µm band
is not always optically thin, and in many regions has a very low
flux because it is far away from the peak of the blackbody at
the temperatures that characterize molecular clouds, ∼ 15 K, see
Fig. 1).
To solve the inverse problem, that is, infer the optical depth
and effective dust temperature (and, eventually, the exponent β)
from the data, we proceeded as follows: we first convolved all
Herschel data to the poorest resolution, that is, to FWHM500 µm =
36 arcsec, corresponding to the SPIRE 500 µm data; then we per-
formed a fit of the observed spectral energy distribution (SED)
by integrating the modified blackbody intensity of Eq. (1) within
each Herschel bandpass. For the latter step we used the relative
spectral response functions (i.e., the total instrument through-
puts) available for the PACS and SPIRE bands, and for SPIRE,
as recommended in the SPIRE user manual, we corrected with
the λ2 factor corresponding to the throughput for extended emis-
sion, which is appropriate for diffuse emission (higher than the
resolution of the instrument).1
The Herschel bolometers measure the flux integrated within
each filter,
S¯ =
∫
S p,e(ν)Rp,e(ν) dν∫
Rp,e(ν) dν
, (4)
where S p,e(ν) is the in-beam source flux density and Rp,e(ν)
is the specific passband throughput for point (p) or extended
(e) sources (cf. Fig. 1, where Re(ν) is reported for the PACS
and SPIRE passbands). The Herschel pipeline assumes that the
source is point-like and has an SED such that S p(ν)ν = constant
across the passband,
S p(ν) = S p(ν0)
ν0
ν
. (5)
Therefore, the flux provided by the pipeline for each passband
corresponds to the flux that a point source with the spectral en-
ergy distribution (5) would have at the reference frequency ν0,
that is, S p(ν0). To obtain this quantity, the pipeline converts the
measured flux S¯ into S p(ν0) by inserting Eq. (5) into Eq. (4).
This yields
S p(ν0) =

∫
Rp(ν) dν∫
(ν0/ν)Rp(ν) dν
 S¯ ≡ K4pS¯ , (6)
where, following the notation of the SPIRE observer manual, we
have called the correcting factor K4p. In reality, the sources of
interest (dark clouds) present extended emission that follows a
1 We deliberately ignore point sources in the analysis such as embed-
ded protostars. Therefore, in areas contaminated by these objects the
derived dust column-density and temperature might not be accurate. For
point sources one should use the original PSF without the λ2 factor.
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Fig. 2. Composite three-color image showing the Herschel/SPIRE intensities for the region considered, where available (with the 250 µm, 350 µm,
and 500 µm bands shown in blue, green, and red). For regions outside the Herschel coverage, we used the Planck/IRAS dust model (τ850,T, β) to
predict the intensity that would be observed at the SPIRE passbands. Note that the transition from Herschel to Planck is only visible because of
the different resolution, and that otherwise there is no obvious discontinuity in the intensities. Toggle labels
modified blackbody SED. If we consider the analogous defini-
tion of K4e, that is,
K4e ≡
∫
Re(ν) dν∫
(ν0/ν)Re(ν) dν
, (7)
we can write
S e(ν0) = K4eS¯ =
K4e
K4p
S p(ν0) =
∫
S e(ν)Re(ν) dν∫
(ν0/ν)Re(ν) dν
, (8)
where for the last step we have used Eq. (4).
In summary, Eq. (8) provides a simple way to perform an
SED fit on the reduced Herschel data:
– we first multiply for each SPIRE passband the flux re-
ported by the pipeline, that is, S p(ν0), by the correcting
factor C ≡ K4e/K4p = (0.9828, 0.9834, 0.9710) for the
(250, 350, 500) µm bands, respectively,
– we then perform an absolute flux calibration for the Herschel
bands (see below Sect. 3.3),
– we assume a specific SED, compute the expected extended
flux S e(ν0) at each reference passband ν0 using the r.h.s. of
Eq. (8), and
– finally, we modify the SED until we obtain a good match
between the observed and theoretical fluxes. For this step we
use a simple χ2 minimization that takes into account the cali-
bration errors (that we conservatively take to be equal to 15%
in all bands). Because of the degeneracies present in the χ2
minimization, we have kept β fixed in the minimization, and
fit only τ850 and T to the data. However, the spectral index β
was not kept constant across a cloud, but instead we used the
local value of β as estimated from the Planck collaboration
(see below Sect. 3.3).
3.3. Absolute fluxes
Since the Herschel SPIRE and PACS bolometers only provide
relative photometry, we can only measure gradients of intensi-
ties over the observed field. This is usually no problem for point
source photometry, but represents a major difficulty for obtaining
photometry for extended emission. Before performing the SED
fit described in the previous section, therefore, we performed an
absolute calibration of all Herschel passbands.
For this purpose, we used the maps released by the Planck
collaboration (Planck Collaboration et al. 2011a,b, 2013b).
These maps report the results of an all-sky SED fit for a modified
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blackbody [see Eq. (1)] using the Planck/HFI (350 µm to 2 mm)
and IRAS (100 µm) data. The maps have an intrinsic resolution
of 5 arcmin for the optical-depth and effective-dust temperature,
and 35 arcmin for the spectral index β. [Note that the map of the
spectral index was also used to derive the local value of β that
was used in the SED fit described in Sect. 3.2.]
To obtain the absolute flux of each individual Herschel field,
we proceeded as follows: from the Planck optical-depth, temper-
ature, and spectral-index map we computed the fluxes expected
to be observed by Herschel at the various passbands. For this
step, we used the modified black-body model (1), integrated over
each passband as in Eq. (8). We then cross-correlated the Her-
schel observations, degraded to the 5 arcmin resolution, with the
computed expected fluxes, and fitted a straight line to the fluxes,
S e(ν)Herschel = aν + bν S (ν)Planck . (9)
The offset a of the linear fit provides the absolute photometric
calibration of Herschel. The slopes bν are always very close to
unity for all frequencies and all regions, which ensures that our
methodology is robust and that the Herschel data have a good
relative photometry. We repeated the same procedure for each
field and each passband separately.
Figure 2 presents a color-composite image of the combined
reduced Herschel/SPIRE data for the region considered here, to-
gether with the predicted fluxes from Planck at the three SPIRE
passbands. This figure graphically depicts the outcome of the
procedure described in this section, except that no convolution
to the Planck resolution has been performed for the Herschel
data (instead, the three SPIRE bands displayed in the figure have
been convolved to the 500 µm resolution, 36 arcsec). From this
figure we can also appreciate the temperature differences present
in the clouds, which result in different colors across the clouds.
Note also that the high-temperature areas, which appear blue in
the figure, are generally associated with much brighter emission,
a well-known effect of the Planck law (2). Moreover, the colors
of the high-resolution regions, observed by Herschel, match the
colors of the rest of the field very well, where we used Planck
data: this is an additional indication that the absolute calibration
of the Herschel fluxes has been successful.
3.4. Extinction conversion
In principle, one could derive the slope of the linear relationship
between the optical-depth τ850 and the dust column by using a
suitable model of the interstellar grains:
τν = κνΣdust , (10)
where κν is the opacity at the frequency ν and Σdust is the dust-
column density. Determining the dust opacity is a complicated
task that requires a detailed knowledge of the dust composi-
tion and properties (Ossenkopf & Henning 1994), which are of-
ten highly uncertain. Since we have the NIR extinction map at
our disposal, we therefore preferred to derive the dust column-
density from τ850 by fitting a linear relationship between τ850 and
the K-band extinction AK , obtained using the Nicest/2MASS
technique (Lombardi & Alves 2001; Lombardi 2009; Lombardi
et al. 2011), after convolving all data to the same resolution (that
is, the resolution of the Nicest maps, FWHM = 3 arcmin):
AK = γτ850 + δ . (11)
Note that the slope γ is proportional to the ratio of κ850, the opac-
ity at 850 µm, and of C2.2, the extinction coefficient at 2.2 µm,
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Fig. 3. Relationship between submillimiter optical-depth and NIR ex-
tinction in Orion A. The best linear fit, used to calibrate the data, is
shown together with the expected 3-σ region, as calculated from direct
error propagation in the extinction map.
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Fig. 4. Same as Fig. 3 for Orion B.
since
AK = −2.5 log10
(
Iobs
Itrue
)
= (2.5 log10 e)C2.2Σdust . (12)
Therefore we simply have γ ' 1.0857C2.2/κ850. Conversely, we
associate the coefficient δ to either calibration inaccuracies (due,
for example, to a control field used in an extinction map that
is not completely free of extinction, or to an inaccurate photo-
metric absolute calibration of the Herschel data), or to the pres-
ence of dust in the background of the stars used to build the
extinction map (that dust would clearly escape extinction mea-
surements, but would still be detected in emission). We found
that a single fit within each cloud is satisfactory, but different
clouds require different fits. In Figs. 3 and 4 we reports the result
of these fits for Orion A and B, limiting the fit only to regions
with τ850 < 2 × 10−4, where we empirically verified that Eq. (11)
is valid. The same figures also report the predicted 3-σ bound-
aries around the fit of Eq. (11), as estimated from the statistical
error on the extinction map alone (that is, we ignored errors in
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Fig. 5. Same as Fig. 3, but for a wider range of values. The plot shows
hints of non-linearity for high values of dust column densities or optical-
depths, as shown by the curved fit (dashed line). We also report in this
plot the linear fit obtained in the range of Fig. 3 (dotted line). A di-
rect comparison between the results obtained from Nicest and Nicer
shows how important it is to account for unresolved substructures and
foreground stars in molecular clouds.
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Fig. 6. Difference between the extinction predicted by Herschel, using
Eq. (11), and the extinction measured with 2MASS/Nicest, with blue
(red) indicating a positive (negative) difference. The same figure for
Nicer is available on a different layer.
the optical-depth). The fact that the datapoints are observed to
lie within the marked region proves that fit is very accurate and
that the optical-depth map has a negligible error at the resolution
of the extinction map (that is, 3 arcmin).
In our specific case, we find δOrion A = 0.012 mag and
δOrion B = −0.001 mag, while γOrion A = 2640 mag and γOrion B =
3460 mag. It is leassuring that we measure very low values for
both offsets δ; moreover, we do not observe significant differ-
ences in the values of δ and γ within the tiles of a single molecu-
lar cloud, which would be expected in case of calibration errors
(we recall that the absolute flux calibration was performed on
each tile individually). This can be regarded as a success both
of the calibrations for the extinction maps (through a sensible
choice for the control field as operated in Lombardi et al. 2011)
and for the Herschel data (through the use of the Planck data).
As mentioned above, the coefficient γ is simply linked to the
ratio of opacity at 850 µm and of extinction at 2.2 µm (i.e., the
sum of the opacity and scattering coefficient at 2.2 µm). Differ-
ences in the values of γ, such as those observed here, are prob-
ably to be related to differences in the dust composition. Differ-
ences in the opacity ratios are indeed common for many similar
studies carried out in the past: for example, Kramer et al. (2003)
found that the opacity ratios determined toward four cores of the
IC 5146 span the range (1.9 ± 0.2) × 10−4 to (5.4 ± 0.3) × 10−4,
which in terms of γ would correspond to the range 2000–5700
(see also Shirley et al. 2011). Using the data in Table 1 of Mathis
(1990), we can estimate the expected value of γ. If we take
β ' 1.8 (value close to what was measured by Planck in the
region we considered), we find
γ ' 1.0857C2.2
κ850
=
C2.2
κ250
(
850 µm
250 µm
)−β
' 2 500 , (13)
which is very close to our measurements in Orion A and
not too far from the value we obtain in Orion B. To rein-
force this argument, we also note that a recent analysis of the
Planck dust-emission all-sky map (Planck Collaboration et al.
2013a) shows that the dust optical-depth τ850 correlates well
with the color excess of quasars, with a relation E(B − V) =
(1.49 ± 0.03) × 104τ850, which would imply γ ' 4600 for R ≡
AV/E(B − V) = 3.1 and AK/AV = 0.112 (Rieke & Lebofsky
1985). However, as noted in Planck Collaboration et al. (2013a),
the submillimiter dust opacity can increase by a factor 3 in high-
density regions, which would cause γ to decrease by a similar
factor. In summary, the results for γ are perfectly within the cur-
rently accepted range of expected values. Instead, our finding
seems to be in conflict with the emission and absorption coeffi-
cients computed by Weingartner & Draine (2001), which would
predict (for their size distribution “B” with R = 5.5) γ ' 4800
(and even higher values for lower values of R). Since γ is di-
rectly connected to the grain composition and size distribution,
the discrepancy we find might indicate that the Weingartner &
Draine (2001) models may need to be revised, at least to explain
the dust properties in Orion A and B.
To better understand this problem, we also considered the
Ossenkopf & Henning (1994) models. These models provide
dust opacities under various conditions, but unfortunately not
dust scattering cross-sections. Since extinction is the sum of
opacity and scattering, we cannot apply these models directly.
To obtain some estimates, however, we assumed the albedo, that
is, the ratio between opacity and extinction cross-sections, to be
0.5 at 2.2 µm, and 1 at 850 µm (in other words, we assumed that
opacity has the same cross section of scattering at 2.2 µm, and
that scattering is negligible at 850 µm). These values, although
somewhat arbitrary, agree with the Weingartner & Draine (2001)
models. In our conditions, it seems appropriate to use a Mathis
et al. (1977) dust distribution with thin ice mantles. Then, for a
coagulation time of 1 × 105 years and a density of 1 × 106 cm−3
we find γ ' 5100 (the predicted value of γ decreases to 3700 for
models with a density of 1 × 108 cm−3, but this value of course
seems inappropriate for giant molecular complexes).
The newer Ormel et al. (2011) models2 seem instead to be
able to reproduce the observed values for γ. These authors pro-
vided a list of opacities and extinction coefficients for a few ag-
gregate models at various coagulation times. For our clouds, it
seems reasonable to use coagulation times on the order of 1 to
3 Myr. With this choice, we find very reasonable values for γ: for
example, for the fully ice-coated aggregate (ic-sil, ic-gra)
(referred to as “Type-II” mixing in Ormel et al. 2011, and con-
sisting of silicates and graphite grains with ice manthles mixed
within the aggregates) the predicted value for γ is ∼ 2580, very
close to our observations for Orion A. On the other hand, if we
instead consider the ic-sil+gra model (i.e., a spatial mixture
2 See also http://astro.berkeley.edu/~ormel/software.
html.
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of aggregates consisting of either ice-coated silicate or graphite
materials, referred to as “Type-I” mixing), we find γ ' 3800,
not too far from what was observed in Orion B. In summary, al-
though the dust models depends on quite a few parameters (dust
composition, mixture type, presence of ice mantles, grain size
distribution, coagulation time), we find it possible to accomo-
date the observed values of gammas within the range of reason-
able models.
Across a wider range of opacities (typically, for τ850 >
2 × 10−4) the relationship between NIR extinction and optical-
depth is no longer linear. A good fit is obtained with the empiri-
cal relation
AK = c1 + c2τ
c3
850 . (14)
Interestingly, for Orion A we are able to recover an almost per-
fect linearity if we remove the region around the Trapezium from
the analysis, that is, for l > 210.5◦ (see Fig. 5). This suggests that
the non-linearity is a consequence of including regions for which
the 2MASS/Nicest extinctions or the Herschel gray-body SED
fit are inaccurate (or both). To better understand this problem,
we produced a map that shows the differences between the ex-
tinction, as inferred from the optical-depth τ850 used in Eq. (11),
and the 2MASS/Nicest extinction (Fig. 6). Note that the blue re-
gions, that is, those where the Herschel column-density exceeds
the 2MASS extinction, are mostly confined to the region around
the Trapezium and closely follow the locations of known em-
bedded clusters in the cloud. This suggests that the extinction
map in these regions is biased low as a result of the contamina-
tion from embedded stars (observed therefore through a lower
column-density than genuine background stars; see Lombardi
2009 and Lombardi 2005 for deeper discussions of these mat-
ters). We therefore conclude that the extinction provided by Her-
schel is more reliable in these regions. The same map also shows
an extended light-red area around the ONC. This area correlates
very well with the hot regions in Fig. 9, and therefore we suspect
that there the Herschel column-density is underestimated. As a
likely explanation, we mention temperature gradients along the
line of sight (which are probable in regions characterized by a
temperature much higher than average), which would induce an
underestimate of τ850 (see Sect. 3.1). Interestingly, when Nicer
is used, we see that the blue regions tend to fill the entire cloud,
indicating that the Nicer extinction map is biased low in all re-
gions with high extinction.
We stress that the test just performed is a strong confirma-
tion of the reliability of extinction studies in regions that are not
contaminated by embedded clusters and contain sufficient back-
ground stars. Our analysis shows in particular that the extinction
measured by Nicest is fully consistent with the completely inde-
pendent analysis carried out using the Herschel data. Note, how-
ever, that a technique such as Nicer, which is optimized but does
not take into account the effect of foreground stars or small-scale
inhomogeneities, is clearly biased and cannot be used to probe
high-column density regions. As discussed in Lombardi (2009),
this kind of bias is expected in basically all extinction techniques
(with the mentioned exception of Nicest), but this is the first time
we are in the position of proving its existence in real data.
Given the results of this section, in the following use only the
coefficient γ in the conversion from optical-depth to extinction,
that is, we set AK = γτ850. Doing so, we ignore δ because we
consider the small measured offsets of Eq. (11) as biases present
in the extinction measurements.
3.5. Higher resolution optical-depth maps
We have already mentioned the non-trivial interpretation of the
effective dust-temperature. A posteriori, however, one can verify
that the derived maps of effective-dust temperature in most cases
appear to be significantly smoother than the optical-depth maps
(see also below). This observation suggests that we can compute
the term Bν(T ) of Eq. (1) using a low-resolution map, and eval-
uate simply as τν = Iν/Bν(T ).
In practice, we applied this technique by using the tem-
perature maps obtained from the modified blackbody fit of
the Herschel bands (and therefore computed at the lower res-
olution, corresponding to FWHM500 µm ' 36 arcsec) together
with the SPIRE250 intensity maps, which are characterized by
FWHM250 µm ' 18 arcsec. Hence, this technique allowed us to
improve the resolution of our optical-depth maps by a factor
two. Note that this technique is the simplest one to derive higher
resolution maps from dust-emission data at different resolutions
(Juvela et al. 2013). Other options are available (see Juvela &
Montillaud 2013), but the gain obtained is limited, and this is
obtained at the price of a significantly more complicated imple-
mentation (in particular, the most promising technique, “method
E” of Juvela & Montillaud 2013 cannot be easily used over large
regions).
In a sense, the use of a temperature map at the 36 arcsec reso-
lution in an optical-depth SED fit at 18 arcsec is similar to the use
of the Planck-fitted spectral index β in the SED fit at 36 arcsec
resolution. It is nevertheless important to verify the effects of this
choice in the final high-resolution optical-depth map. Toward
this goal we evaluated the relative variation of the term Bν(T ) for
the passband 250 µm, that is, the multiplicative term in the SED
that is temperature dependent, and we verified that it is on the
order of ∼ 30%. In contrast, the relative change in optical-depth
is approximately a factor 10 larger. Hence, the changes in the
observed flux at 250 µm are clearly dominated by optical-depth
gradients and not by temperature gradients, and this justifies the
implementation and use of higher resolution maps.
3.6. Implementation
A specific C code was written to perform various steps of the
pipeline, and in particular the SED fit. The code is fully paral-
lel and takes advantages of the linear dependences of the models
on parameters [for example, the linear dependence of the mod-
ified blackbody model (1) on the optical-depth τ850]; all this al-
lowed us to analyze large regions very quickly. The nonlinear
chi-square minimization was performed using the C-version of
the MINPACK-1 least squares fitting library3.
In a typical pipeline run we perform the following steps:
1. We perform a standard reduction of Herschel data and mul-
tiply the SPIRE data by the C correcting factors. At the same
time, we produce an extinction map in the same area us-
ing data from the 2MASS-PSC archive, and also retrieve the
optical-depth, temperature, and spectral-index maps created
by the Planck collaboration.
2. We convolve the Herschel reduced images to reach a
5 arcmin resolution, and we warp and re-grid the images to
match the Planck data projection.
3. We generate from the Planck data the expected fluxes at Her-
schel passbands, and we compare this pixel by pixel. By per-
forming the linear fit of Eq. (9) we recover the offset a of
3 http://www.physics.wisc.edu/~craigm/idl/cmpfit.html
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Fig. 7. Combined optical depth-temperature map for Orion A and B. The image shows the optical-depth as intensity and the temperature as
hue, with red (blue) corresponding to low temperatures (high temperatures). By comparing this image with the one shown in Figure 1 one can
appreciate that regions with relatively high temperatures emit much higher fluxes even if the optical-depth is substantially lower. Toggle labels
each Herschel waveband and verify that the linear coefficient
b is close to unity.
4. We return to the reduced Herschel images (whose fluxes are
now absolutely calibrated) and convolve them to the same
resolution (typically, the 36 arcsec resolution of the SPIRE
500 µm data).
5. We perform an SED fit pixel by pixel using a modified black-
body as a model, leaving the optical-depth and effective-dust
temperature as free parameters; in contrast, the local value of
the spectral index β is taken from the Planck/IRAS fit.
6. Finally, we also build a higher resolution map from the
SPIRE 250 µm band by inferring the optical-depth from the
observed flux (and assuming the β from the Planck and T
from the 36 arcsec resolution SED fit).
4. Results
4.1. Optical-depth and temperature maps
The main final products of our custom pipeline are the optical-
depth and temperature maps of the region. To exploit the unique
sensitivity and the large-scale view of the entire molecular cloud
complex provided by Planck, we combined the Herschel map
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Fig. 10. Optical-depth map of Orion A central at a resolution of
18 arcsec, converted into units of AK from cross-correlation with the
2MASS/Nicest map.
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Fig. 8. Optical-depth map for the field and, on a different layer , the corresponding error map. The error-map image clearly shows the areas
where the Herschel data are available. The resolution of the image varies from 5 arcmin (corresponding to the Planck data) to 36 arcsec (for the
Herschel-covered areas).
with the Planck/IRAS data, even though there is a large differ-
ence in resolution between these data (36 arcsec vs. 5 arcmin).
Figure 7 shows the combined optical-depth-temperature
map: the effective dust temperature is represented using different
values of hue (from red for T ≤ 12 K to blue for T ≥ 30 K), while
the intensity is proportional to the optical depth. This representa-
tion has the advantage of showing all the main final products in
a single image and of suppressing the relatively large uncertain-
ties on the effective dust temperature present in the Herschel tiles
when the amount of dust, and thus the optical-depth, are low. It is
also interesting to compare Fig. 7 with Fig. 2 and directly appre-
ciate how relatively hot regions in the maps, typically associated
with hot early-type stars, are in Fig. 2.
Figure 8 individually shows the optical-depth measured in
the whole field by either Herschel or Planck/IRAS. On a differ-
ent layer, the figure also reports the associated errors, which are
typically around 5 × 10−6 for the Herschel data. The Planck data
have significantly smaller errors (mostly because of the much
longer exposure time), but of course have a much poorer reso-
lution. The error map is also useful to visually reveal the exact
shapes of the areas covered by Herschel.
The corresponding effective-dust temperature map is shown
in Fig. 9, together with its error (on a different layer). It is inter-
esting to observe a number of features of this image. First, the
specific area considered shows a relatively wide range of tem-
peratures, in particularly related to OB stars present in the mas-
sive star-forming regions (the Orion Nebula Cluster, NGC 2024
in Orion B, and the Mon R2 cluster). It is also evident that the
temperature drops in dense regions of the cloud (provided there
are no early-type stars present in the region): this is particularly
evident in the “spine” of the Orion A molecular cloud.
The error on the temperature map has a wide range as well.
The largest error on the temperature is observed within the Her-
schel boundaries, but outside the densest regions of the cloud (in
particular, to the west of Orion A, where it reaches values of 3 K
to 4 K). Instead, errors on the effective dust temperature in re-
gions where the optical-depth is high can be as low as ∼ 0.1 K,
similar to lower than the errors observed in the Planck region.
Regions at the boundaries of the Herschel coverage and with
large errors on the effective dust temperature are often associ-
ated with mismatches with the Planck data. These systematic
mismatches are due to a combination of the low signal-to-noise
ratio and of the different wavelength coverage of the maps.
Finally, we note that the Planck temperature maps show clear
ringing around bright areas. These artifacts are a result of the use
of different wavelengths (with slightly different resolutions) in
nonlinear algorithms in the Planck pipeline.
Figures 10 and 11 show the optical-depth maps of several re-
gions of Orion A and B at the 18 arcsec resolution. These maps
have been obtained using the technique described in Sect. 3.5
(we prefer to show individual regions in separate figures to better
show the level of detail achieved). Note that for these higher res-
olution maps we do not report any error estimate, since assessing
the error is non-trivial. We can isolate three main sources of er-
rors, however: the statistical, photometric error on the SPIRE250
flux (which directly propagates to an error in the final optical-
depth); the statistical error on the temperature (which propa-
gates to the optical-depth through the Planck function Bν(T ) at
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Fig. 9. Effective dust-temperature map for the field and, on a different layer , the corresponding error map. Similarly to Fig. 8, the error-map image
shows the areas where the Herschel data are available and the resolution varies from 5 arcmin (corresponding to the Planck data) to 36 arcsec (for
the Herschel-covered areas).
λ = 250 µm, and which is also correlated to the error on the
SPIRE250 flux); and the error on the temperature due to the dif-
ferent resolution (which of course is not statistical in nature and
thus difficult to quantify).
4.2. Validation
It is obvious that in general the results obtained appear to be
reliable: the shapes of the clouds are the ones we know from
independent measurements, the ranges of effective dust temper-
atures measured are reasonable, and the fact that the effective
dust temperature drops in the dense regions is consistent with
our expectations. However, we clearly need to and can go be-
yond these simple qualitative aspects to assess the reliability of
our data. Indeed, throughout the analysis we have performed a
series of tests to cross-validate the results. In this section, we in-
tend to summarize these tests (some of which were mentioned in
Sect. 3) and to present new ones.
One of the critical aspects of calibrating Herschel data is the
removal of the offsets in the individual bands and fields, in other
words, the conversion from relative to absolute fluxes. As ex-
plained, this is achieved by direct comparison with the predicted
fluxes from the optical-depth, temperature, and spectral index
from the Planck maps. We can check this step in two different
ways during the calibration: (1) as mentioned above, the cali-
bration slope, that is, parameter b of Eq. (9), must be close to
unity and (2) in overlapping areas of independent Herschel ob-
servations, the fluxes measured must agree. We performed both
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Fig. 12. Relationship between the SPIRE 350 fluxes as measured on
Orion A southern and central fields (which are partially overlapping),
after absolute flux calibration. The median of the flux difference be-
tween the two fields, ∼ 56 kJy rad−2 is approximately 6 times lower
than the average noise level, and more than 1 000 times lower than the
median flux level in the overlapping area.
checks, and the results of one of the second tests, the comparison
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of the SPIRE 250 fluxes in the Orion south and central fields, are
reported in Fig. 12.
Figures 3 and 14 provide another indirect check of the con-
sistency of the data. These plots show the relationship between
the submillimiter optical-depth and the extinction, or equiva-
lently, the ratio of extinction at 2.2 µm and opacity at 850 µm,
C2.2/κ850 in the range τ850 < 2 × 10−4. Since both the submil-
limeter optical-depth and the extinction are directly proportional
to the dust column-density, we expect to see a linear relation,
and indeed this is what we observe (up to high extinctions, pro-
vided Nicest is used). Additionally, the scatter observed around
the linear fit is fully consistent with the error in the extinction
measurements (which, we recall, are based on relatively shallow
2MASS data).
A similar check can be carried out by comparing the opti-
cal depth as derived from the Herschel data with that obtained
by the Planck team. To carry out this test we first convolved all
Herschel bands to 5 arcmin resolution and then performed an
SED fit on the convolved data. The results of this process are
shown in Figs. 13 and 14. It is interesting to note that the per-
fect agreement observed in Fig. 13 does not hold if we reverse
the steps, that is, if we first perform an SED fit at the Herschel
resolution, and then convolve the optical-depth map obtain to
the 5 arcmin resolution of Planck: this is because the overall fit
involves highly nonlinear equations.
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Fig. 13. Comparison between the optical-depth derived from the Planck
data and that derived from our calibration of the Herschel data in
Orion A, after convolving them at the resolution of Planck (5 arcmin).
The excellent agreement confirms that the Herschel data are perfectly
calibrated to Planck and that the derived optical-depth does not show
any systematic effect.
Fig. 14. Comparison between the effective dust temperature derived
from the Planck data and that derived from our calibration of the Her-
schel data in Orion B, after convolving them at the resolution of Planck
(5 arcmin).
5. Discussion
The maps we presented can be used for many different purposes,
and it is certainly beyond the scope of this paper to explore all
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Fig. 15. Integral area-extinction relation for Orion A, i.e., the physical
cloud area above a given extinction threshold (top panel), and the log-
arithmic derivative of this quantity (bottom panel). The solid black line
shows the result for the entire field, while the solid gray line shows the
region covered by Herschel alone. For comparison we also plot as a
dashed gray line the same quantity as obtained from the 2MASS/Nicest
extinction map and a simple S (> AK) ∝ A−2K relation as a red line.
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Fig. 16. Same as Fig. 15 for Orion B.
of them in detail. Here we just present a few immediate applica-
tions, leaving the rest to follow-up papers.4
4 The final optical-depth and temperature maps presented here are
available on the 1 August 2014 through the website http://www.
interstellarclouds.org.
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Fig. 18. Same as Fig. 17 for Orion B.
Figures 15 and 16 show the integral area functions S (> AK),
that is, the cloud area, measured in square parsecs, above the ex-
tinction threshold AK , as a function of AK . The two figures refer
to Orion A and B, and for both clouds we assumed a distance
of 414 pc (Menten et al. 2007). We defined the boundaries of the
clouds to be
Orion A: 206 ≤ l ≤ 217 , −21 ≤ b ≤ −17 ,
Orion B: 203 ≤ l ≤ 210 , −17 ≤ b ≤ −12 . (15)
Furthermore, we plot the area functions obtained only in the
Herschel covered area (gray solid line), in the total region that
identifies each cloud (black solid line), and as obtained from
the Nicest/2MASS data (gray dashed line). Note that the gray
solid line is below the black one for low column densities, a re-
sult of the limited area covered by the Herschel survey. At the
other extreme, for high column densities, the dashed line is con-
sistently below the solid ones, a result of the poorer resolution
and smaller dynamic range of the extinction map derived from
the relatively shallow 2MASS data. The solid lines are generally
identical in the region covered by the Herschel survey (that is, for
AK & 0.1 mag), except for a small “bump” of the black line in
Orion A for AK ∼ 10 mag, because of the lack of Herschel data
at the center of the OMC due to saturation (see Fig. 10, white
area to the left of the “OMC-1” label). Note also that the low-
est value for S (> AK) plotted in Figs. 15 and 16, 1 × 10−2 pc2,
corresponds to ∼ 8 pixel in the 36 arcsec resolution optical-depth
maps.
For Orion A, and even more for Orion B, the S function in
a wide range follows an A−2K slope, indicated by the red line.
As a possible explanation of this result, we consider a simple toy
model. The gas in molecular clouds is approximately isothermal,
a result of the combined heating of the gas from cosmic rays
and cooling from CO (Goldsmith & Langer 1978). Therefore,
in our toy model it does not seem unreasonable to use a radial
profile ρ(r) ∝ 1/r2 for the dense regions of molecular clouds,
corresponding to the singular isothermal sphere solution (a non-
singular isothermal profiles would follow the 1/r2 slope at radii
larger than the core). In projection, such a density profile would
produce a surface density profile Σgas(r) ∝ AK(r) ∝ 1/r. Hence,
the cloud area above a given extinction threshold in this simple
model would follow the relation S (> AK) ∝ r2 ∝ A−2K . Note that
this simple argument applies to the gas component and not to the
dust component (which, instead, is easily heated by starlight).
However, since the gas constitutes the large majority of mass in
the cloud, it is this component that sets the shape of the S (> AK)
relation; the dust here is merely used as a tracer.
The bottom plots of Figs. 15 and 16 show the logarithmic
derivative of S (> AK). Figure 16 shows that the Orion B cloud
is very well described by the S (> AK) ∝ A−2K scaling law over
nearly two orders of magnitude in extinction, from AK ∼ 0.1 to
5 mag. The S function for Orion A (Fig. 15) is not as well de-
scribed by a single power-law index, but over the same extinction
range its slope is quite close to -2, being somewhat shallower be-
low AK ∼ 1.0 mag and somewhat steeper above AK ∼ 1.0 mag.
At lower column densities, we observe a clear break of the rela-
tion, with the cumulative area function S (> AK) approximately
constant. This is likely due to the limited area considered in mak-
ing Figs. 15 and 16; however, it is obvious that this scaling law
cannot hold at arbitrarily lower column densities for at least two
reasons: first, one inevitably would be outside the survey area
when AK becomes very small; second, physically it is not plausi-
ble that regions with a very low column-density remain isother-
mal. From this latter point of view, it is intriguing to note that
the break at low extinctions is observed around AK ∼ 0.1 mag,
a value where most likely the dust shielding just starts to be-
come effective enough to isolate the gas in the inner part of the
molecular clouds from the interstellar radiation field, thus en-
abling isothermal density distributions above this threshold. In-
terestingly, this is approximately the same column-density as for
the survival of 12CO. At the other extreme, the scaling law seems
to break for column densities just below 10 mag. We note, how-
ever, that it is not obvious that this break is real, as it might be a
result of systematic effects that are possibly present at high col-
umn densities. We mention as a probable source of biases tem-
perature gradients along the line of sight, which are thus com-
pletely unaccounted for in the SED fit.
Figures 17 and 18 show the differential area function, or
more precisely, −S ′(> AK). This function is just proportional to
the probability distribution function of column-densities (pdf),
a function often considered in the context of molecular cloud
studies. It is generally accepted that this function has a log-
normal shape as a result of the turbulent supersonic motion that
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are believed to characterize molecular clouds on large scales
(e.g. Vazquez-Semadeni 1994; Padoan et al. 1997; Passot &
Vázquez-Semadeni 1998; Scalo et al. 1998). However, as shown
by Tassis et al. (2010), log-normal distributions are also expected
under completely different physical conditions (also plausible
for molecular clouds), such as radially stratified density dis-
tributions dominated by gravity and thermal pressure, or by a
gravitationally driven ambipolar diffusion. Vice versa, the log-
normality of the pdf has been challenged in clouds located in
isolated environments such as Corona (Alves et al. 2014). Sur-
prisingly, our study suggests that the log-normal regime, if at all
present in the cloud studied here, is confined to very low col-
umn densities, below AK ∼ 0.1 mag; for higher column den-
sities we again find the scaling-law relation S ′(> AK) ∝ A−3K .
Although this behavior has been observed in the past, especially
in star-forming clouds (Kainulainen et al. 2009), we are now in
the position to demonstrate that the power-law regime dominates
most ranges of column-densities and generally characterizes the
cloud structure above AK ∼ 0.1 mag. We also stress that this
limit, corresponding to 1 mag of visual extinction, really marks
the boundary of molecular clouds and is, for instance, also asso-
ciated to the limit for the photodissociation of carbon monoxide.
Figures 19 and 20 show the integral mass functions M(>
AK), that is, the cloud mass above the extinction threshold AK , as
a function of AK . As before, we plot mass functions correspond-
ing to the various dataset using different line colors and styles.
The mass was estimated by converting the column-density into
a surface mass density using the factor
Σ
AK
= µβKmp ' 183 M pc−2 , (16)
where µ ' 1.37 is the mean molecular weight corrected for
the helium abundance, βK ' 1.67 × 1022 cm−2 mag−1 is the gas-
to-dust ratio, that is, [N(Hi) + 2N(H2))]/AK (Savage & Mathis
1979; Lilley 1955; Bohlin et al. 1978; see also Rieke & Lebof-
sky 1985 for the conversion from AK to AV for 2MASS), and
mp = 1.67 × 10−24 g is the proton mass.
Note the very good agreement of at low column densities
between the solid black and dashed gray lines, that is, between
the “total” masses measured from Herschel + Planck and from
2MASS/Nicest: this clearly is a result of using 2MASS to cali-
brate the γ factor.
Not unexpectedly, both mass functions of Orion A and B ap-
proximately follow an A−1K slope. This is a direct consequence
of the fact that the area functions follow an A−2K slope, since we
have
M(> AK) ∝
∫ ∞
AK
dS (> A′K)
dA′K
A′K dA
′
K . (17)
A possible different application of our maps is to test the
validity of the Kennicutt-Schmidt relation (Schmidt 1959; Ken-
nicutt 1998). This relation refers to globally averaged surface
densities of the star formation rate (ΣSFR) and the gas (Σgas) in
galaxies. Recently, we investigated the local form of this rela-
tion (Lombardi et al. 2013) by modeling star formation events
in molecular clouds as a (possibly delayed) Poisson spatial pro-
cess. We showed that the local protostar surface density is simply
proportional to the square of the projected gas density, or equiv-
alently to the square of the column-density, AK . In this respect, it
is interesting to consider a simple model of star formation where
the predicted density of protostars at the position x, ΣYSO(x), is
written as the convolution of a primordial density of protostars
10−2 10−1 100 101
101
102
103
104
105
AK [mag]
M
(>
A
K
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M
⊙]
2MASS/Nicest
Herschel
Herschel + Planck
Fig. 19. Integral mass-extinction relation for Orion A, i.e. the cloud
mass above a given extinction threshold. The color codes follow the
same convention as in Fig. 15.
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Fig. 20. Same as Fig. 19 for Orion B.
Σ
(0)
YSO(x) with a Gaussian kernel:
ΣYSO(x) =
∫
1
2piσ2
e|x−x
′ |2/2σ2Σ(0)YSO(x
′) d2x′ . (18)
The convolution is used to model the fact that the star-formation
process is not instantaneous, and during this process the proto-
stars might become displace from the original sites of their for-
mation. Finally, we model the primordial density of protostars as
Σ
(0)
YSO(x) = κH
(
AK(x) − A0) ( AK1 mag
)β
(x) , (19)
where H is the Heaviside function
H(z) =
{
1 if z > 0 ,
0 if z ≤ 0 . (20)
Therefore, in our model the constants involved are the normal-
ization κ (taken to be measured in units of star pc−2 mag−β), the
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Fig. 21. Posterior probability distributions for the four parameters of the model described in Eqs. (18) and (19), obtained with a Markov chain
Monte Carlo algorithm for Orion A. The obtained best-fit values and their formal errors are κ = (1.18 ± 0.09) stars pc−2 mag−β, β = 1.99 ± 0.05,
A0 = (0.050 ± 0.028) mag, and σ = (0.0088 ± 0.0049) pc.
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Fig. 23. Posterior-probability distributions for the four parameters of the model described in Eqs. (18) and (19), obtained with a Markov chain
Monte Carlo algorithm for Orion B. The obtained best-fit values and their formal errors are κ = (0.60 ± 0.10) stars pc−2 mag−β, β = 2.16 ± 0.10,
A0 = (0.20 ± 0.10) mag, and σ = (0.018 ± 0.007) pc.
star formation threshold A0 (in units of K-band extinction), the
dimensionless exponent β, and the diffusion coefficient σ (mea-
sured in pc).
Using the technique described in Lombardi et al. (2013), we
can use a catalog of protostars and a map of the cloud column-
density to infer the values of the four parameters of the model.
As a sample application, we show here the results obtained for
Orion A using the Spitzer-based catalog of protostars of Megeath
et al. (2012) (see Lombardi et al. 2013 and Lada et al. 2013 for
further details on the specific data used).
The results for Orion A, reported in Figs. 21 and 22, show
that the simple relation ΣYSO ∝ A2K is confirmed to describe
the local star formation process in Orion A well (more pre-
cisely, we find β = 1.99 ± 0.05 within 1-σ; but see the fig-
ures for detailed credibility regions). However, Fig. 22 also
shows that for AK > 6 mag the observed number of proto-
stars seems to be below the prediction given by the simple re-
lation ΣYSO ∝ A2K . Several realistic processes might produce
this effect: it might be a genuine result of evolutionary effects
(not all the high-density gas might yet have produced stars, or
stars might have moved from their sites of formation), or it
might be an observational artifact (small-number statistics or
simply our inhability to detect all protostars because of con-
fusion effects). Furthermore, the value of κ is significantly be-
low than the value measured by Lombardi et al. (2013) us-
ing the 2MASS/Nicest map ((1.18 ± 0.09) stars pc−2 mag−β vs.
(1.64 ± 0.09) stars pc−2 mag−β). This is to be expected, since κ
is quite sensitive to changes of resolution: high-resolution maps
probe the small peaks of molecular clouds better, where sig-
nificant star formation occurs. In particular, if β > 1, we ex-
pect that a smoothing in the measured map is associated with a
higher measured value of κ, to compensate for the “missed” star-
forming density in the high-density peaks. In contrast, the value
of β appears to be more robust (see discussion below).
The results for Orion B are shown in Figs. 23 and 24. The
parameters obtained in this cloud are consistent with those of
Orion A; in particular, the simple ΣYSO ∝ A2K relation is verified:
we measure β = 2.16 ± 0.10. The result is somewhat surprising,
since in Lada et al. (2013) we found instead that the star forma-
tion in Orion B would follow a β ' 3 law. A closer investigation
shows that this discrepancy can be essentially attributed to reso-
lution effects. To prove this assertion, we repeated the entire local
Schmidt-law analysis using maps with degraded resolution. The
results obtained for both Orion A and B are shown in Fig. 25:
they show that β clearly increases with the final FWHM of the
images, the effect being limited for Orion A, and much more
Article number, page 15 of 19
A&A proofs: manuscript no. ms
10−1 100 101
10−3
10−2
10−1
100
AK [mag]
N
∗(
>
A
K
)/
N
∗(
to
ta
l)
β = 10
β = 4
β = 2
β = 1
β = 0
Fig. 22. Fractional number of protostars in Orion A above a given ex-
tinction threshold as a function of the threshold, together with a few
predictions from simple power-law models. The curve for β = 2 agrees
well with the data up to AK = 6 mag.
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Fig. 24. Fractional number of protostars in Orion B above a given ex-
tinction threshold as a function of the threshold, together with a few
predictions from simple power-law models. The curve for β = 2 agrees
well with the data up to AK = 6 mag.
substantial for Orion B. Moreover, it appears that the data to the
left of the plot converge around β ' 2 for both clouds.
Interestingly, in Orion B we also see a hint for a threshold in
the star-forming rate, that is, it seems probable that A0 is strictly
positive, which is confirming a similar result (Lada et al. 2013).
We stress, however, that even the current data cannot exclude the
case A0 ' 0 mag.
0 1 2 3 4 5 6
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Fig. 25. Behavior of the β exponent for increasingly coarser resolutions
for Orion A and Orion B. The data have been obtained by repeating
the parameter inference for the model of Eqs. (18) and (19) on images
smoothed with different kernel sizes. The dashed lines show the result
of two simple rational fits for data of the form β = (β0 + a FWHM)/(1 +
bFWHM), which seems to reproduce the data well. The best-fit param-
eters obtained for the two clouds are β0 = 1.82 ± 0.14 for Orion A and
β0 = 1.92 ± 0.24 for Orion B.
In summary, it is intriguing that different clouds seem to
be characterized by essentially the same local Schmidt-law and
also show the same distribution functions of dense gas, with
S (> AK) ∝ A2K . These two facts together might be the key to
understanding the good correlation found by Lada et al. (2010)
between the mass of dense gas and the star formation rate in local
molecular clouds.
6. Conclusions
Our main results can be summarized in the following items:
– We presented optical-depth and temperature maps of the en-
tire Orion molecular cloud complex obtained from Herschel
and Planck space observatories.
– The maps have a 36 arcsec resolution for Herschel obser-
vations and a 5 arcmin resolution elsewhere. In addition,
we also produced a 18 arcsec resolution optical-depth maps
based on the SPIRE 250 data alone.
– We calibrated the optical-depth maps using 2MASS/Nicest
extinction data, thus obtaining column-density extinction
maps at the resolution of Herschel with a dynamic range
1 × 10−2 mag to 30 mag of AK , or from 4 × 1020 cm−2 to
6 × 1023 cm−2.
– We measuredC2.2/κ850, that is, the ratio of the 2.2 µm extinc-
tion coefficient and of the 850 µm opacity. We found that the
values obtained for both Orion A and B cannot be explained
using the Ossenkopf & Henning (1994) or the Weingartner &
Draine (2001) theoretical models of dust, but agree very well
with the newer Ormel et al. (2011) models for ice-covered
silicate-graphite conglomerate grains.
– We examined the cumulative and differential area functions
of the data, showing that over a large regime of extinction we
observe a power-law S (> AK) ∝ A−2K , which is reminiscent of
a simple isothermal model of molecular clouds; surprisingly,
we do not see clear evidence of log-normality in the column-
density pdf.
– We used the Planck/Herschel maps to re-evaluate the local
Schmidt-law for star formation, ΣYSO ∝ AβK . We found that
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β ' 2 in Orion A, confirming our earlier studies (Lombardi
et al. 2013; Lada et al. 2013). For Orion B, we also found
β ' 2, which is lower than our previous estimates as a result
of the much improved angular resolution of the Herschel ob-
servations.
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Appendix A: Hidden layers of multiple-layer figures
In this appendix we provide a “flat” version of the hidden lay-
ers of multi-layer figures, useful if no JavaScript-enabled PDF
reader is used, or for the printed version of the paper.
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Fig. A.1. Relationship between submillimiter optical-depth and Nicer
extinction map in Orion A. The plot shows clear nonlinear effects for
high values of dust column-densities or optical-depths, as shown by the
curved fit (dashed line). We also report in this plot the linear fit obtained
in the range of Fig. 3 (dotted line). The same figure with Nicest tech-
nique is provided in Fig. 5.
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Fig. A.2. Difference between the extinction predicted by Herschel, us-
ing Eq. (11), and the extinction measured with 2MASS/Nicer, with
blue (red) indicating a positive (negative) difference. The same plot for
Nicest is available in Fig. 6.
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Fig. A.3. Error on the optical-depth for the image reported in Fig. 8. The figure clearly shows the areas where the Herschel data are available. The
resolution of the image varies from 5 arcmin (corresponding to the Planck data) to 36 arcsec (for the Herschel-covered areas).
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Fig. A.4. Error on the effective dust temperature for the image reported in Fig. 9.
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