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 The assumptions in the heat conduction models in Raman thermometry are revisited.
 Sources of errors from the modelling assumptions in Raman thermometry are analysed.
 Our results are a powerful tool to select appropriate samples for Raman thermometry.
 Our work serves to improve the accuracy of Raman thermometry measurements.a r t i c l e i n f o
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In Raman thermometry, several assumptions are made to model the heat conduction and to extract the
thermal conductivity of the samples from the measured data. In this work, the heat conduction in bulk
and mesa-like samples was investigated by numerical simulation and measured by the temperature-
induced Raman shift method, to study the range of applicability of these assumptions. The effects of light
penetration depth and finite sample size on the accuracy of the thermal conductivity determination were
investigated by comparing the results of the finite element method with the usual analytical approxima-
tion for bulk samples. We found that the assumptions used in the analytical model can be applied to
extract the thermal conductivity in solids if the following conditions are fulfilled: the ratio of light pen-
etration depth to laser spot radius is smaller than 0.5, the ratio of spot radius to sample thickness is smal-
ler than 0.1, and the ratio of spot radius to sample half width is smaller than 0.01.
 2017 The Authors. Published by Elsevier Ltd. This is an openaccess article under the CCBY license (http://
creativecommons.org/licenses/by/4.0/).1. Introduction ments and poorly controlled thermal contact resistances betweenThe accurate experimental determination of the thermal con-
ductivity of bulk materials is a very challenging task. It usually
involves the measurement of temperature differences across a
sample in response to the introduction of thermal energy into
the system [1,2]. In general, each thermal characterization tech-
nique is limited to a specific range of thermophysical properties,
dimensions and geometry of the sample under analysis [3]. There-
fore, the accuracy of the obtained thermal conductivity value
depends upon the applicability of the measurement technique to
a specific sample. Other factors that might influence the accuracy
of the results are, for example, heat losses during the measure-the specimen and the sample holder.
Despite the experimental challenges, several electro- and
optothermalmethods for characterization of the thermal properties
of a large variety of bulk materials are currently available [4–9].
Electrothermal methods generally use microfabricated metal lines
to induce Joule heating and probe temperature changes based on
the temperature-dependent electrical resistance of the metal strip.
Alternatively, optothermal techniques use laser light as a heat
source and measuring probe. The latter approaches are advanta-
geous over electrothermal techniques because they forestall the
need for electrical contacts, facilitating measurements in vacuum.
One contactless non-destructive optical method to measure the
thermal conductivity of bulk materials is Raman thermometry. In
recent years, this technique has gained popularity [10–17], mainly
because it offers sub-micrometer spatial resolution and high sensi-
tivity to temperature, given by the Gaussian laser beam size and
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cal phonon modes of the studied material [18,19]. In Raman ther-
mometry, a focused laser beam is used as the heat source, and the
temperature dependence of an active Raman mode acts as the
thermometer, provided that it has a sufficiently large spectral shift
as a function of temperature [20]. The heating induced by the
Gaussian laser beam results in a non-homogeneous temperature
field in the excited region of the sample. Therefore, the effective
temperature rise, derived from the collected Raman spectra, is an
average of the temperature weighted over the probed volume
[21,22]. The experimental data of weighted temperature as a func-
tion of the power absorbed in the probed volume are then com-
pared to a heat conduction model to extract the thermal
conductivity. In the case of bulk materials and thick layers, an ana-
lytical expression based on the steady-state two-dimensional heat
conduction equation solved for a Gaussian heat source is generally
used [23–25,13,26,21]. In this derivation, the material under study
is considered as a semi-infinite medium with strong light absorp-
tion at the surface. However, sometimes samples may differ from
these ideal cases: they may not be considered as semi-infinite
nor have shallow light penetration depth at the used laser wave-
length. Under either or both of these experimental conditions, to
make such assumptions in the analysis of the data may introduce
considerable measurement errors.
To date, few studies have addressed error sources in laser
Raman thermometry. In a recent work, Stoib and co-workers [21]
highlighted the need to consider the non-uniform temperature dis-
tribution resulting from the laser excitation to interpret correctly
the effective temperature extracted from Raman spectra. More-
over, Beechem et al. [27] studied the error and uncertainty emerg-
ing from inconsistencies in the thermal models used to extract the
thermal conductivity, uncertainties in the measured parameters
such as temperature and heat input, as well as the biasing that
occurs due to thermo-mechanical stress. In addition, they showed
that for most materials, the assumption of a ‘‘temperature-
independent thermal conductivity” can yield to errors between
5% and 10%. In a previous work [28], the authors also analysed sev-
eral spectral features that can be used to measure the sample tem-
perature, including the position, linewidth, and intensity of the
Raman signal. They considered the practical application of the
method using each of these spectral characteristics and demon-
strated that each of them offers particular advantages depending
on the studied specimen. Despite these recent efforts, the con-
strains and ranges of validity where the simplified analytical model
applies, are not well documented in the literature.
In this work, a finite element simulation of the heating of a bulk
sample by a Gaussian laser beam is presented. The validity ranges
of the assumptions involved in the heat conduction model were
evaluated. Bulk Ge and InP were chosen as representative samples
to study the role of the light penetration depth. Experimental data
for bulk Si measured by Stoib and colleagues [21] were also anal-
ysed using our numerical model. Furthermore, to investigate the
finite size effects, InP microcrystals were analysed. By comparing
our numerical model with the simplified analytical solution for
the case of laser heating of a semi-infinite solid, we obtained the
range of applicability of different conditions, such as sample
dimensions and penetration depth of light in the studied material.
The modelling results were validated by Raman thermal conduc-
tivity experiments.
2. Modelling of the temperature field
2.1. Radial analytical approximation
The Raman shift method is often used in thermometry to char-
acterize the thermal conductivity of bulk materials using a simpletwo-dimensional heat conduction model [21,25,24]. In the case of
a Gaussian laser beam heating the surface of a semi-infinite med-
ium defined in the x z plane, the induced temperature rise can be
calculated by solving the steady-state heat equation given by:
jr2T ¼ 2Pa
pr2
exp 2 x
2
r2
 
ð1Þ
where Pa is the power absorbed at the surface, j is the thermal con-
ductivity of the material, and r is the laser spot radius. This two-
dimensional heat conduction problem was first solved by Carslaw
and Jaeger [29]. Considering that the excitation power is strongly
absorbed at the surface of an isotropic and semi-infinite material,
so that the induced distribution of isotherms is hemispherical, the
thermal conductivity is constant and the convection and radiation
losses are negligible, an analytical linear solution can be derived
from Eq. (1):
DT ¼ Pa
4
ﬃﬃﬃ
p
p
jr
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This relationship was proposed in the 1970s [23] and first used
by Nonnenmacher et al. [30] to measure the thermal properties of
bulk conductors and of insulating thin films on conducting sub-
strates by thermal scanning probe microscopy. Eq. (2) was later
applied to obtain the thermal conductivity of a variety of materials
using micro-Raman scattering [14,21,24,25]. This approach
assumes that the penetration depth of light q in the material, for
a given laser wavelength k, approaches zero and that the sample
under study is a semi-infinite half space.
2.2. Numerical simulation
In order to account for the effects of the penetration depth of
light and the finite size of the analysed volume, we solved the
three-dimensional stationary problem of a micro-Raman ther-
mometry experiment by numerical analysis, based on the finite
element method. In this case, the steady state heat equation is
solved for a volumetric heat source, which is defined by the Gaus-
sian beam profile within the probed cylindrical volume V ¼ 4pr2q,
according to:
 @
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The incident laser beam is considered to be oriented along the
z-direction. The boundary conditions are defined such that overall
heat transfer across the top and lateral walls of the sample and the
surroundings is zero (adiabatic conditions), while a temperature of
T1 ¼ 300 K is prescribed at the bottom face of the studied speci-
men (isothermal condition). In particular, we assume perfect ther-
mal contact between the specimen and the sample holder and
negligible convection and radiation. Owing to the symmetry of
the problem, the simulation is performed in half-volume of the
specimen, except when analysing irregular shapes (Section 4.3).
It is noteworthy that the measured temperature in the Raman ther-
mometry experiments is a weighted average of the non-uniform
temperature distribution across the probed region [21,22]. Thus,
to obtain an effective temperature value, the spatially dependent
temperature is weighed by the local power density over the above
mentioned cylindrical volume, V, the dimensions of which are dic-
tated by the laser profile. The thermal and optical properties
[31,32] used for the calculation are given in Table 1.
3. Experimental methods
The micro-Raman shift method was used to measure the ther-
mal conductivity of bulk semiconductors, namely Ge and InP.
Table 1
Material properties used for the FEM model, extracted from Refs. [31,32]. The light
penetration depths are at 514.5 nm.
Material Density (kg/m3) Specific heat (J/kgK) Penetration depth (nm)
Si 2329 700 664
Ge 5323 310 17
InP 4810 310 88
J. Jaramillo-Fernandez et al. / Applied Thermal Engineering 130 (2018) 1175–1181 1177Moreover, experimental data from Stoib and co-workers [21] for Si
were analysed using our simulation. Experiments were performed
using a HORIBA Jobin Yvon HR800 Raman spectrometer, equipped
with a Peltier-cooled Si-CCD detector and an 1800 l/mm grating.
The resolving power of the spectrometer is about 1.2 cm1,
whereas the standard deviation resulting from the fit to the spectra
using a Lorentzian function is 0.05 cm1. An Argon-ion laser oper-
ating at 514.5 nm was used simultaneously as heat source and
thermometer. The excitation light was focused onto the surface
of the specimen using a long working distance objective with a
magnifying power of 100x and a numerical aperture of N:A ¼ 0:6.
The waist size of the nearly-Gaussian spot was measured by scan-
ning the beam across the edge of a gold film deposited on a Si sub-
strate following the procedure reported in Refs. [12,33]. A Gaussian
function of the form I expðx2=r2Þ, was fitted to the slope of the
intensity I of the 1st-order longitudinal and traverse optical
(LTO) Raman peak of silicon [34] against the position x, yielding
an estimated spot radius of about 0:50 0:07 lm. In-situ reflec-
tance and absorbance measurements were carried out for the com-
plete series of thermal measurements. To do so, an built-in
calibrated system, composed of three commercial power meters
and a non-polarizing beam splitter, was used to measure the inci-
dent ðPiÞ and reflected power ðPrÞ, from which the reflectance was
estimated, according to R ¼ Pr=Pi. The transmittance was consid-
ered to be negligible since the measured specimens were typically
500lm-thick bulk materials and the light was fully absorbed over
this length. The absorbance was determined using the expression
A ¼ ð1 RÞ. The temperature dependence of the Raman shift
ðdDx=dTÞ of each sample was determined to calibrate the ther-300 320 340 360 380 400
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Fig. 1. Raman thermometry of bulk Ge. Raman shift of the first-order Ge peak in respo
absorbed at the sample surface. (c) Linear dependence of the Ge peak frequency on tempe
absorbed power.mometer. The calibration curves were obtained using a cryostat
evacuated to a base pressure of about 1 103 mbar to control
the bath temperature and limit convection losses. Excellent ther-
mal contact between the specimen and the heating plate was
ensured by using silver paint. A series of measurements with var-
ious excitation laser powers was performed to heat the samples
and record the resulting temperature-dependent phonon frequen-
cies as a function of the absorbed power ðdDx=dPaÞ. The obtained
Raman shift dependence was then compared to the calibration
curve ðdDx=dTÞ, enabling the estimation of the weighted average
temperature rise in the probed volume.4. Results and discussion
4.1. Validation of the method
The applicability of the Raman shift method was validated using
a single-crystal Ge substrate. The shift of the first-order Ge LTO
Raman peak [31] as a function of temperature was calibrated by
externally heating the sample and performing Raman measure-
ments at an incident power of 0.5 mW to avoid any additional
heating of the sample by laser light absorption.
The measured evolution of the Ge peak due to a temperature
increase from 343 to 413 K is shown in Fig. 1a, and clearly indicates
a red frequency shift due to the variations in the equilibrium posi-
tion of the atoms and the anharmonicity of the bonds with temper-
ature [35,28,36]. In addition, an increase of the linewidth can be
observed, due to the reduced phonon scattering time as the tem-
perature rises. The linear dependence of the Raman shift with tem-
perature is depicted in Fig. 1c and was estimated to be
dDx=dT ¼ 0:0160 0:0003 cm1  K1 by fitting a Lorentzian
function to each spectrum in Fig. 1a, with a mean error of
0.25%. This result is in good agreement with previously reported
values of 0.02 [37] and 0:018 cm1  K1 [38]. The Raman shift
dependence on power is shown in Fig. 1b. The observed
increase in intensity with increasing power is ascribed to the
higher number of scattered phonons while the frequency3 8 13 180 5 10 15 20
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thermal expansion due to the induced temperature rise. From
these experimental data, we obtain a linear dependence of
dDx=dPa ¼ 0:094 0:003 cm1 mW1, which yields a tempera-
ture rise of about 120 K for an absorbed power ranging from 2 to
20 mW, as shown in Fig. 1d. Fitting the obtained values with the
finite element model gives a bulk thermal conductivity of 60 W/
mK, in excellent agreement with the value reported by Glassbren-
ner [39], therefore validating our numerical method. On the other
hand, the analytical model (Eq. (2)) yields a thermal conductivity of
56 W/mK, which represents an underestimate of 7%.0.005 0.010 0.0150.000 0.020
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e,
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Fig. 3. Slope of the linear dependence of the temperature rise with absorbed laser
power as a function of the inverse of the penetration depth. Continuous lines refer
to the numerical simulation, where the penetration depth was varied from 50 to
5000 nm. Dashed lines denote the measured slope dT=dPa for bulk Ge (red), InP
(blue) and Si (green) [21]. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)4.2. Effect of light penetration depth
Neglecting the penetration depth of light in the studied mate-
rial, as assumed in the derivation of Eq. (2) (analytical approxima-
tion) is problematic to estimate the temperature rise. Raman
thermometry measurements of single crystalline germanium (Ge)
and indium phosphide (InP) were performed to investigate this
effect further. These samples exhibit a considerable difference in
the distance at which the light intensity drops by 1/e, defined as
the penetration or skin depth. Moreover, we analysed the experi-
mental values recently reported by Stoib et al. [21] for silicon using
a laser at 514.5 nm with a mean radius of 0.73 lm. It is worth-
noting that under this experimental conditions, Si has much larger
light penetration depth than Ge and InP (Table 1).
The experimental data was interpreted by means of the numer-
ical simulation, varying the penetration depth in each material
from 50 to 5000 nm to identify the range of validity of the ‘‘shallow
absorption” hypothesis used in the analytical approximation.
The experimentally measured temperature rise as a function of
absorbed laser power was compared to the theoretical predictions
by the numerical (Eq. (3)) and analytical (Eq. (2)) models for Ge, InP
and Si [21], as shown in Fig. 2. To interpret these results, the slope
of the linear dependence of the temperature rise with the mea-
sured absorbed laser power was plotted as a function of the inverse
of the penetration depth in Fig. 3.
For an incident laser with wavelength of 514.5 nm, the light
penetration depth in Ge is 17 nm, as listed in Table 1. The adequacy
of the ‘‘shallow absorption” assumption in the analytical model, in
the case of Ge, is supported by the relatively good agreement of the
FEM and analytical approximations, shown in Fig. 2. In this case,1 5 100,6 25
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Fig. 2. Temperature rise as a function of the absorbed laser power. Red dots denote
the measured bulk Ge, blue diamonds correspond to the bulk InP sample and green
triangles to the work of Stoib et al. [21] using Si. Dotted and continuous lines
correspond to the analytical and numerical predictions, respectively. (For interpre-
tation of the references to color in this figure legend, the reader is referred to the
web version of this article.)the laser spot radius of about 0:50 0:07 lm is more than 20 times
larger than the penetration depth ðr  qÞ, with a ratio of light pen-
etration depth to spot radius of q=r  0:03.
Similarly, as shown in Fig. 2, there is a relative good agreement
between the experiment, the analytical approximation and the
numerical model, for single-crystalline InP (q ¼ 88 nm at 514.5
nm).
The value obtained for the dependence of the InP transverse
optical phonons on temperature was dDx=dT ¼0:01800:0020
cm1  K1, which is consistent with the linear relation of
0:017 cm1  K1 reported by Irmer and co-workers [40]. The tem-
perature rise shown in Fig. 2, was calculated using the measured
absorbed power dependence of the Raman shift of
dDx=dPa ¼ 0:091 0:004 cm1 mW1 for the same phonon
mode. In this case, the obtained thermal conductivity was 68 and
65 W/mK from the FEM and analytical solutions, respectively.
As with Ge, the FEM result matches the generally accepted
value of thermal conductivity for bulk InP [41], while the analytical
approximation underestimates the temperature rise, predicting a
thermal conductivity that is 5% smaller than the reference value.
This result suggests that the ‘‘shallow absorption” hypothesis used
in the analytical model is also fulfilled in the case of InP, where the
ratio of light penetration depth to spot radius is of q=r  0:2. How-
ever, for materials where this ratio is higher, such as Si, the analyt-
ical approximation results in the temperature rise overestimate, as
shown in Fig. 2.
By comparing the numerical results of dT=dPa as a function of q
(solid lines in Fig. 3) to the measured slopes (dashed lines in Fig. 3)
within a 10% error range, we deduced the absorption conditions
that limit the use of the analytical model (Eq. (2)). In this manner,
we found that the penetration depth of light in the studied mate-
rial should be smaller than 1=2r to achieve measurement errors
below 10% using Eq. (2) ðq=r < 0:5Þ. Under these conditions, the
assumption of ‘‘shallow absorption” is partially fulfilled and the
analytical approximation predicts a thermal conductivity value
with an error below 10%.
These modelling results are validated by Raman thermometry
experiments, since Eq. (2) predicts the thermal conductivity of
Ge and InP, which have a penetration depth shorter than 1=2r at
the used laser wavelength, with an error below 10%.
J. Jaramillo-Fernandez et al. / Applied Thermal Engineering 130 (2018) 1175–1181 1179However, in the case of Si, the penetration depth of 514 nm
light is much larger (664 nm). Recently, Stoib et al. [21] reported
experimental values of the dependence of the first order peak on
temperature and absorbed power, which were dDx=dT ¼
0:021 cm1  K1 and dDx=dPa ¼ 0:025 cm1 mW1, respec-
tively. Using these parameters, the thermal conductivity obtained
from the analytical and FEM models is 168 and 148 W/mK, respec-
tively. In this case, the temperature rise in the experiment is over-
estimated by the analytic model, leading to an overestimation of
the thermal conductivity by as much as 13%. The main reason is
that the ratio of penetration depth to spot radius is much larger
than 0.5 ðq=r ¼ 0:91Þ, and therefore the analytical approach fails
to describe the diffusion of heat toward the rest of the material
throughout the effective volume defined by the laser profile. This
effect in Si is illustrated in Fig. 3, where the curve of the slopeELOG InP
microcrystal
SiO2
Si
Trench
width, x
Thickness, L
Width, w
Fig. 4. Schematic illustration of the investigated samples obtained by heteroepi-
taxial growth of InP on Si using the ELOG technique, and described in Table 2. (For
interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)
Table 2
Dimensions of InP microcrystals.
Sample Trench width, x (nm) Thickness, L ð
Crystal 1 250 1.5
Crystal 2 400 5
Fig. 5. Comparison between the crystals described in Table 2. (a) Experimental and the m
in Table 2. Symbols refer to the experimental data points while continuous and dashed
micrographs and (d) and (e) corresponding modelled geometries and temperature fieldsdT=dPa as a function of the inverse of the penetration depth q, does
not converge to the experimental result of dT=dPa ¼ 1:14 K=mW
for very shallow penetration depth values.4.3. Effect of finite sample size
The influence of finite sample dimensions on the deduction of
the temperature rise can also lead to significant measurement
errors. In this context, microcrystals of InP grown by epitaxial lat-
eral overgrowth (ELOG) are excellent candidates to study the effect
of sample size. In the ELOG method, InP is laterally grown from
trenches in a mask deposited on a defect-rich InP seed layer grown
on a Si substrate [42]. The mask between the trenches acts as a fil-
ter for defects and affects the crystal growth, thus defining the
dimensions of the microcrystals. Consequently, crystals grown
through smaller trenches are thinner and narrower than those
grown through larger trenches [43,44]. We investigated the effect
of finite sample size by analysing two different microcrystals of
InP grown directly on Si through 250 and 400 nm wide trenches
[33]. A schematic representation of the microcrystal samples is
depicted in Fig. 4 and their dimensions are listed in Table 2.
The temperature rise as a function of absorbed power in both
samples is shown in Fig. 5a. Scanning electron micrographs
(SEM) and the modelled geometries for the crystals 1 and 2 are
shown in Fig. 5 b, d and c, e, respectively.
The thermal conductivity predicted by the FEM model for the
larger sample (crystal 2) is 68 W/mK, which is the accepted refer-
ence value for monocrystalline bulk InP, while the analytical model
yields 46 W/mK. The finite size of the crystal in relation to the ‘‘
semi-infinite-medium” approximation, implies that the heat gen-
erated by the laser diffuses through a smaller volume, therefore
rising the effective temperature of the probed region. Since the
analytical model does not consider the surfaces bounding the vol-
ume, the temperature rise is seriously underestimated, resulting in
an error of 32%.
On the other hand, for the smaller sample (crystal 1), a larger
temperature rise was measured as expected. The thermal conduc-
tivity was found to be 31 (FEM) and 22 W/mK (analytical solu-
tion). The reduction of the thermal conductivity with respect tolmÞ Width, w ðlmÞ Volume, VInP ðlm3Þ
4 150
14 4500
odelled values of the temperature rise as a function of power absorbed for samples
lines correspond to the FEM and analytical solutions, respectively. (b) and (c) SEM
for the two crystals, respectively.
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phonon scattering at stacking faults close to the interface between
the ELOG InP and the SiO2 mask [45,33]. Furthermore, the use of
the assumption of a ‘‘semi-infinite-medium” in the analytical
model leads to an underestimate of the temperature rise, and
therefore the predicted thermal conductivity drops by 29%.
From the results obtained using the numerical model for the
three materials studied here, we found that finite size effects
depend on the adiabatic or isothermal nature of the boundary con-
ditions. The dependence of dT=dPa on the half width and thickness
of the samples are shown in Fig. 6a and b, respectively.
In Fig. 6a and b, we observe that, in the case of microcrystals, to
assume an infinite thickness (Eq. (2)) leads to an overestimate of
the temperature rise, while considering an infinite width yields
to an underestimate. Of these two parameters, the adiabatic lateral
surfaces have a predominant role (Fig. 6a). We found that the semi-
infinite substrate approximation is fulfilled if the half width of the
sample is at least 100 times larger than the spot radius, for thermal
conductivity predictions with errors below 10% using Eq. (2). On
the other hand, the thickness of the studied specimen should be
at least 10 times bigger than the spot radius to fulfill this assump-
tion and to obtain results within 10% error. In this study, the thick-
ness and width of crystal 1 and 2 are comparable to the laser beam
diameter, and thus the assumption of the ‘‘semi-infinite-medium”
is not fulfilled under these experimental conditions, explaining the
high measurement error yielded by the analytical formula.5. Conclusions
We developed a finite-element based numerical simulation of
the heating of bulk and microscale mesa-like samples induced by
a Gaussian laser beam. We analysed the errors associated with
Raman thermometry measurements emerging from the assump-
tions in the heat conduction models used to extract the thermal
conductivity, such as the effects of the light penetration depth
and finite sample size. By comparing our numerical model with
the simplified analytical solution for the case of laser heating of a
semi-infinite solid, we obtained the range of applicability of such
conditions. We found that the ratio between light penetration
depth to laser spot radius should be smaller than 0.5 to achieve
measurement errors below 10% when using the assumption of
strong absorption at the surface in the analytical approximation.
Furthermore, we obtained that the ‘‘semi-infinite substrate thick-
ness hypothesis” is valid and yields results with less than 10% error
if the ratio of spot radius to sample thickness is smaller than 0.1.
On the other hand, the ‘‘semi-infinite medium approximation” is
fulfilled if the sample half width is at least 100 times larger than
the spot radius. This study is a powerful tool to estimate errorswhen analysing Raman thermometry measurements by means of
analytical formulae, considering sample geometry and light
absorption conditions to estimate the thermal conductivity of bulk
materials.
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