Abstract. In 1966, Jenkins and Serrin gave existence and uniqueness results for infinite boundary value problems of minimal surfaces in the Euclidean space, and after that such solutions have been studied by using the univalent harmonic mapping theory. In this paper, we show that there exists a one-to-one correspondence between solutions of infinite boundary value problems for minimal surfaces and those of lightlike line boundary problems for maximal surfaces in the Lorentz-Minkowski spacetime. We also investigate some symmetry relations associated with the above correspondence together with their conjugations, and observe function theoretical aspects of the geometry of these surfaces. Finally, a reflection property along lightlike line segments on boundaries of maximal surfaces is discussed.
Introduction
Let ϕ be a solution of the minimal surface equation in the Euclidean space E 3 over a simply connected domain Ω in the plane R 2 ≃ C, that is, ϕ is a real-valued function on Ω whose graph, denoted by graph(ϕ), is a minimal surface. Similarly, let ψ be a solution of the maximal surface equation over Ω in the Lorentz-Minkowski space L 3 with signature (+, +, −). We assume that ψ is the dual of ϕ in the sense explained later (see Section 2.1). Then, we can show that there always exists an orientationpreserving univalent harmonic mapping f from the unit disk D onto Ω such that X min = (f, ϕ • f ) and X max = (f, ψ • f ) give global isothermal parameterizations for Σ min = graph(ϕ) and Σ max = graph(ψ), respectively. This correspondence gives a quite useful tool to study infinite boundary value problems for minimal graphs and lightlike line boundary value problems for maximal graphs. These problems have been developed independently; the former was discussed by Jenkins and Serrin in [15] , the latter was discussed by Bartnik and Simon in [3] as a special case of more general Dirichlet boundary value problems, respectively. However, in this paper, we prove the following theorem which enables us to study these boundary value problems simultaneously. Theorem 1.1. Let Ω be a bounded simply connected Jordan domain whose boundary contains a line segment I. We let ϕ be a solution of the minimal surface equation over Ω, ψ its dual solution of the maximal surface equation, and f : D → Ω the corresponding harmonic mapping. Then the following statements are equivalent.
(i) ϕ tends to plus infinity on I, and (ii) ψ tamely degenerates to a future-directed lightlike line segment on I. Moreover, in this case, the following condition holds.
(iii) There exists a discontinuous point w 0 ∈ ∂D of the boundary functionf : ∂D → ∂Ω of f such that I lies on the cluster point set C(f, w 0 ) of f at w 0 .
Here, C(f, w 0 ) consists of the points z so that z = lim wn→w 0 f (w n ) for some w n ∈ D, and the definition of (ii) is given in Definition 3.1, which defines a degeneration of graph(ψ) to a lightlike line segment on the boundary with an asymptotic estimate. It should be remarked that if ϕ tends to plus or minus infinity on a boundary arc C of Ω, then C must be a line segment (see [28, p. 102] ). The proof of Theorem 1.1 is given in Section 3.1, and we discuss when the third condition (iii) conversely implies (i) and (ii) in Section 3.2. Several applications can be found from Theorem 1.1. For example, we can prove the following reflection principle. Theorem 1.2. Under the notations in Theorem 1.1, suppose ∂Ω contains line segments I 1 , I 2 , which have a common endpoint z 0 with interior angle α. We also assume that ϕ tends to plus or minus infinity on I 1 and I 2 , and that the signs on I 1 and I 2 differ if α = π. Then the following statements hold: (a) The isothermal parameterization X min = (f, ϕ • f ) of Σ min = graph(ϕ) extends to a generalized minimal surface X min beyond a vertical line segment L over z 0 . Further, the extended surface is exactly the π-rotation of the original surface Σ min with respect to L. (b) Similarly, the isothermal parameterization X max = (f, ψ•f ) of Σ max = graph (ψ) extends to a generalized maximal surface X max beyond a shrinking singularity (z 0 , ψ(z 0 )), the intersection point of two lightlike line segments. Further, the extended surface is exactly the point symmetry to (z 0 , ψ(z 0 )) of the original surface Σ max .
More detailed discussions relating the interior angle α with the boundary behavior of ϕ are given in Section 4.1. The next applications concern the conjugate surfaces. It is known that the conjugate minimal (resp. maximal) surface is defined for each minimal (resp. maximal) surface, by replacing each component of the isothermal parametrization with its conjugate harmonic function. Thus, if we have a minimal graph and its isothermal parametrization X min for instance, then we canonically obtain three surfaces; the conjugate minimal surface X * min , the dual maximal surface X max , and the conjugate maximal surface X * max of the dual. It should be pointed that the conjugation and the dual operation commute, and are also defined for generalized surfaces.
Under these two operations, we can find striking relationships between X min , X max , X * min and X * max . One is the following symmetry concerning the reflection symmetries, see Figure 1 . • X min admits a vertical segment L over z 0 , and has the line symmetry there. Further, the following statements hold at the corresponding part to L.
• X max admits a shrinking singularity, and has the point symmetry there.
• X * min admits a horizontal geodesic curvature line, and has the planar symmetry there.
• X * max admits a null curve as a folding singularity, and has the folded symmetry there. Here, each of these four surfaces is regarded as the extended surface.
The next one is the corresponding result to Corollary 1.3 at infinity. Corollary 1.4. Assume that ∂Ω contains three line segments I 1 , I 2 , I 3 , and that I j and I j+1 have a common endpoint z j with interior angle α j = π for j = 1, 2. Further, we suppose that ϕ tends to plus infinity on I 2 , and tends to plus or minus infinity on I 1 and I 3 . Then the following statements hold:
• X min diverges to +∞ over the horizontal segment I 2 = (z 1 , z 2 ).
• X max admits a future-directed lightlike line segment over I 2 .
• X * min diverges to a vertical line segment of length
• X * max diverges to −∞ at infinity in (z 1 − z 2 )-direction. Further, these horizontal segment at infinity, lightlike line segment, vertical segment at infinity and infinite point at infinity correspond to each other under the conjugation and the dual operation. Figure 1 . Symmetries of X min , X max , X * min and X * max under conjugations and dual operations.
More precise statements of Corollaries 1.3 and 1.4 are given in Section 4.3 and in Section 4.2, respectively. The relations between X min and X * min in Corollaries 1.3 and 1.4 are known as a key tool in the conjugate surface construction to construct some solutions of (free) boundary value problems (see [16] , [17] , [18] , [30] ). Karcher [16] used this relation and constructed (2k − 3)-families of complete embedded minimal surfaces with vertical translation period, called saddle towers, from the conjugates of the Jenkins-Serrin graphs in [15] over equilateral convex 2k-gons which diverge to plus or minus infinity alternately on each edge. Infinite boundary value problems for the minimal surface equation have been studied intensively, and crucial existence and uniqueness results were given by Jenkins and Serrin in [15] . Their results can be applied to surprisingly broad situations, however, we briefly restrict ourselves to the case where the domain Ω is a polygonal domain and the prescribed boundary value is plus or minus infinity on each edge. In this case, it is known that the corresponding harmonic mapping can be written as the Poisson integral of some step function, and this fact leads us to more detailed analysis of the solution. We refer the readers to the references [6] , [9] , [26] , [32] . Further, related deep results on the univalent harmonic mappings can be found in [5] , [13] , [14] , for instance.
Meanwhile, boundary value problems for the maximal surface equation was discussed by Bartnik and Simon in slightly different settings in [3] . More precisely, they considered the variational problem of maximizing the surface area functional among weakly spacelike graphs in general dimensions, and gave a necessary and sufficient condition for the boundary value problems to be solvable, together with the uniqueness result. We remark that the maximal surface equation appears as the Euler-Lagrange equation of this variational problem when the surface is spacelike. On the other hand, in a special case of lightlike boundary value problems, we can also obtain in Corollary 3.12 the corresponding result to the Jenkins-Serrin result for maximal surfaces as an immediate corollary of Theorem 1.1.
Finally, we note that the dual correspondence between solutions of the minimal surface equation and the maximal surface equation, which is one of the main tools in the present article, has appeared in various contexts not only in the fields of mathematics but also physics. Here, the duality was established by Calabi [7] in the Lorentzian geometrical setting to study global behavior of maximal surfaces. Also, it played an important role in the arguments by Jenkins and Serrin in [15] . A fluid mechanical viewpoint of the duality was discussed in [1] (cf. [4] ). Recently, this duality is generalized to surfaces with constant mean curvature in some Riemannian and Lorentzian homogeneous spaces by Lee [23] and more general situation with prescribed mean curvature by Lee and Manzano [24] .
Preliminaries
We denote the Euclidean 3-space by E 3 and the Lorentz-Minkowski 3-space with signature (+, +, −) by L 3 . Let (x, y, t) be the canonical coordinate on R 3 . We sometimes identify E 3 and L 3 with R 3 as real vector spaces, and also identify the xy-plane with the complex plane C, respectively.
2.1. Duality between minimal surfaces and maximal surfaces. One of the key tools in the present article is the duality between minimal and maximal graphs. We first define the duality.
Let ϕ be a solution of the minimal surface equation
over a simply connected domain Ω in the xy-plane. Then we can define a function ψ over Ω such that
It can be easily seen that ψ is a solution of the maximal surface equation
The following duality among solutions of the minimal surface equation and the maximal surface equation is stated by Calabi in [7] .
Fact 2.1. On a simply connected domain Ω ⊂ R 2 , up to an additive constant, there is a one-to-one correspondence between solutions ϕ of the minimal surface equation and ψ of the maximal surface equation via the relation (2.1).
Henceforth we shall call the above ψ satisfying (2.1) the dual of ϕ.
2.2.
Minimal surfaces, maximal surfaces and harmonic mappings. We next recall parametric and non-parametric representations of minimal and maximal surfaces and their relations to harmonic mappings. Let us consider the minimal graph in E 3 of a solution ϕ of the minimal surface equation, denoted by graph(ϕ), over a simply connected domain Ω ⊂ C. By the uniformization theorem, there exists a global isothermal coordinate (D; w = u + iv) and a parametrization X min (w) = (x(w), y(w), t(w)) on D, so that X min (D) = graph(ϕ). Since each of the coordinate functions x, y, t is harmonic, we obtain a univalent harmonic mapping f = x + iy, which gives a diffeomorphism from D onto Ω and X min = (f, ϕ•f ) gives an isothermal parametrization of graph(ϕ). Further, we can always assume that f is orientation-preserving, by changing w to w if necessary. Such f is unique up to a pre-composition with a Möbius transformation of D, since X min = (f, ϕ • f ) is a conformal mapping. If we use the canonical decomposition f = h + g, where h and g are holomorphic functions in D, then the conformality condition of X min (w) = (x(w), y(w), t(w)) implies
Therefore, graph(ϕ) has the following parametric representation on D.
In the last equality, we identify E 3 with C × R.
Similarly, for a solution ψ of the maximal surface equation over Ω, its graph denoted by graph(ψ) has the representation (2.4)
by using a univalent harmonic mapping f = h + g and a holomorphic function F (w) similarly defined by (2.2). Needless to say, the harmonic mapping f in (2.4) might be different from one in (2.3). However, the following statements guarantee that we can use the same f simultaneously in (2.3) and (2.4) if ϕ and ψ satisfy the duality relation (2.1).
then the following statements hold. For a harmonic mapping f = h + g, the quantity ω = f w /f w = g ′ /h ′ is called the analytic dilatation (or the second Beltrami coefficient) of f . By using it, we can see that f is orientation-preserving (resp. orientation-reversing) if and only if |ω| < 1 (resp. |ω| > 1) and h ′ g ′ has a holomorphic square root if and only if so does ω.
Proof. We can easily prove (i) and (ii) by a similar argument in [9, Section 10.2]. Then, we here give a proof of (iii). Assume that f preserves the orientation. By (2.3), the upward unit normal vector n min of graph(ϕ) has the two kinds of representations as follows. 6) where z ∈ Ω and w ∈ D are related by z = f (w), and √ ω is a holomophic square root of ω such that
Similarly, by (2.4), the future-directed unit normal vector n max of graph(ψ) has the representations
By comparing (2.6) and (2.7), we conclude that ϕ and ψ are related by (2.1). Conversely, if f is orientation-reversing, then |ω| > 1. Therefore the equations (2.6) and (2.7) hold if we multiply the last representations by −1, respectively. Similarly, We have the conclusion. [2] , [25] , [31] , in addition to the situations discussed in Introduction.
2.3. Generalized minimal and maximal surfaces. To deal with singularities on minimal and maximal surfaces, we recall the classes of generalized minimal surfaces (see [28, p. 47] ) and generalized maximal surfaces introduced in [10] . Let X be a non-constant harmonic mapping from a Riemann surface M to E 3 (resp. L 3 ). Suppose that at any point p ∈ M there exists a complex coordinate neighborhood (U ; w = u+iv) such that the derivatives Φ = (Φ 1 , Φ 2 , Φ 3 ) = ∂X/∂w = (∂x/∂w, ∂y/∂w, ∂t/∂w) satisfy
Then X is said to be a generalized minimal surface (resp. a generalized maximal surface).
We remark that for a generalized minimal surface X, the condition
On the other hand, for a generalized maximal surface X, the set of points on U on which
We call a point p in A ∪ B a singular point of X and, in particular, it is called a branch point of X if p ∈ B. For generalized maximal surfaces, Kim and Yang [21] introduced two kinds of important singular points as follows: A singular point p ∈ A is called a shrinking singular point (or a conelike singular point) if there is a neighborhood U of p and a regular curve γ : I → U from an interval I such that γ(I) ⊂ A and X • γ(I) becomes a point in L 3 , which we call a shrinking singularity. Also a singular point p ∈ A is called a folding singular point (or a fold singular point) if there is an isothermal coordinate system (U ; u, v) such that p = (0, 0) and
We call the image {X(u, 0) | (u, 0) ∈ U )} a folding singularity. By definition, the curve γ(u) = X(u, 0) representing the folding singularity is a null curve, which is a curve whose velocity vector field is lightlike.
3. Duality of boundry value problems 3.1. Proof of Theorem 1.1. Throughout this paper, we assume that a segment is open unless otherwise noted. At first, we introduce the following concept:
Let Ω ⊂ C be a Jordan domain and I ⊂ ∂Ω an open line segment with outward unit normal ν. We say that a solution ψ of the maximal surface equation over Ω tamely degenerates to a future-directed lightlike line segment on I, if ψ satisfies ∂ψ ∂τ
for each closed segment J ⊂ I, where ∂/∂τ denotes the directional derivative in the direction τ = iν. When −ψ tamely degenerates to a future-directed lightlike line segment, we say that ψ tamely degenerates to a past-directed lightlike line segment. Moreover, we simply say that ψ tamely degenerates to a lightlike line segment if it tamely degenerates to a future or past-directed lightlike line segment.
It can by easily seen that the following statements hold, by definition. According to this fact, the term "tamely degenerate" actually defines a degeneration to a lightlike line segment on the boundary with an asymptotic estimate. Proposition 3.2. Assume that ψ tamely degenerates to a future-directed lightlike line segment on I ⊂ ∂Ω. Then,
• ψ| I parametrizes a lightlike line segment, which is future-directed with respect to the positive orientation on I ⊂ ∂Ω.
• The first fundamental form ds 2 of graph(ψ) degenerates on I:
It holds that det(ds
Under the notations in Definition 3.1, if we assume that ψ is C 2 -differentiable on Ω ∪ I and graph(ψ) has a lightlike line segment L over I, then ψ tamely degenerates to L automatically. Under this assumption, the statement (i) in Theorem 1.1 was proved in [1] and it played an important role to prove an improvement of the Bernstein-type theorem in L 3 .
To prove Theorem 1.1, we recall the following Hengartner-Schober's result [13, Theorem 4.3 
] (cf. [9, page 35])
Lemma 3.4. Let f be an orientation-preserving univalent harmonic mapping from D into a bounded Jordan domain Ω. Suppose the radial limit lim r→1 f (re iθ ) exists and belongs to ∂Ω for almost every θ. Then there exists a countable set E ⊂ ∂D which satisfies the following:
(i) For each e iθ ∈ ∂D \ E, the unrestricted limitf (e iθ ) = lim w→e iθ f (w) exists and belongs to ∂Ω. Furtherf is continuous on ∂D \ E. (ii) The one-sided limitŝ
exist, belong to ∂Ω and are different for each e iθ ∈ E. Here the limits are taken on ∂D \ E. (iii) The cluster set C(f, e iθ ) of f at e iθ ∈ E is the closed line segment joininĝ f (e iθ + ) andf (e iθ − ).
We should remark that since a univalent harmonic mapping onto a bounded Jordan domain always satisfies the assumption of Lemma 3.4 (cf. [9, p.5]), we can take such a countable set E of the discontinuous points, and f can be written as the Poisson integral of its boundary functionf .
Proof of Theorem 1.1. The following proof of (i) ⇒ (ii) is based on a standard argument by using the estimate in [15, Lemma 1] , and (i) ⇒ (iii) is essentially given by Bshouty and Weitsman in [6, Theorem 1], however, we give here the proofs of these parts for the sake of completeness and since the settings are slightly different. We may assume that I = (a, b), (a < b) and Ω lies in the upper half-plane H along I. Henceforth, we consider the problems under this situation.
First we assume that ϕ → ∞ as z → I, and prove that ψ x (z) = 1 + O(dist(z, J) 2 ) as z → J for every closed segment J ⊂ I. For arbitrary x 0 ∈ I, we take ε > 0 such that D(x 0 , 9ε) ∩ (∂Ω \ I) = ∅, where D(x 0 , R) denotes the open disk centered at x 0 with radius R. We set
Moreover, if we set Σ min = graph(ϕ) and
by the assumption ϕ(z) → ∞ (z → I). Thus we can apply [15, Lemma 1] to the convex domain D since d < r/8, and we have
In particular, the sign of the continuous function ϕ y does not change on D(x 0 , ε)∩H.
Taking into account the assumption ϕ(z) → ∞ (z → I), we have |ϕ y (z)| = −ϕ y and
by the duality (2.1) and (3.1). Thus we have |1 − ψ x (z)| < Cdist(z, J 0 ) 2 for C = 1/(16ε 2 ). Since each closed segment J ⊂ I is covered by a finite number of such J 0 , we obtain the desired estimate.
Conversely, let us assume that ψ tamely degenerates to a future-directed lightlike line segment on I. We prove that ϕ(z n ) → ∞ for each sequence {z n } n in Ω which converges to z 0 ∈ I. If we take ε > 0 sufficiently small, then R(z 0 , ε) ∩ (∂Ω \ I) = ∅, where R(z 0 , ε) = {z ∈ C | |Rez − Rez 0 | ≤ ε, |Imz − Imz 0 | ≤ ε}, and there exists
Without loss of generality, we may suppose that the sequence {z n } n is in R(z 0 , ε) ∩ Ω and hence z n = x n + iy n satisfies
for some C 3 ∈ R. Taking the limit y n ց 0 (n → ∞), we obtain ϕ(z n ) → ∞.
Finally, we shall prove the statement (iii) under the assumption (ii). By the third component of (2.7), we have
, the analytic dilatation ω also satisfies |ω(w)| → 1 (z → I). Moreover, the first and second components of (2.7) yield the relation
, and let E be the set of discontinuous points off as in Lemma 3.4. If we assume that |J ′ | > 0, where |J ′ | denotes the Lebesgue measure of J ′ ⊂ ∂D ∼ = R/Z, then |J ′ \ E| > 0 since E is countable. By Lemma 3.4, for each e iθ ∈ J ′ \ E, the unrestricted limit of f (w) as w → e iθ exists and belongs to I. In particular, the radial limit z = f (re iθ ) converges to a point in I as r → 1, and hence we have ω(re iθ ) → 1 as r → 1. By F.-M. Riesz's theorem (cf. [27, p. 220, Theorem A.3]), we have ω ≡ 1, which contradicts to the fact that |ω| < 1 in D. Therefore, we conclude that |J ′ | = 0. On the other hand, if there does not exist w 0 ∈ E such that I ⊂ C(f, w 0 ), then there are at least two distinct points w 1 , w 2 ∈ J ′ . Since f is a homeomorphism, one of the two arcs connecting w 1 and w 2 on ∂D is included in J ′ . Then |J ′ | > 0, which is a contradiction.
3.2.
Converse of Theorem 1.1. Next, we discuss when the third condition (iii) in Theorem 1.1 conversely implies the conditions (i) and (ii) here.
Let Ω, ϕ, ψ and f = h + g be as in Theorem 1.1. We suppose that the boundary functionf of f admits a discontinuous point w 0 ∈ E, where E denotes the set of discontinuous points off . As mentioned previously, in this case, the one-sided limits z ± 0 =f (w ± 0 ) exist in ∂Ω and are different. Such a discontinuous point is usually called a jump point (or a discontinuous point of the first kind). Definition 3.5. Let σ : [0, ∞) → [0, ∞) be a monotone increasing continuous function with σ(0) = 0. We say that w 0 ∈ E is σ-regular if there exist δ, C > 0 such that the following inequality holds whenever |t| < δ and w 0 e it ∈ ∂D \ E:
Further, if we can take σ(t) = t λ for some 0 < λ ≤ 1, then we say that w 0 is λ-Hölder regular.
A function µ : D → C is said to have a non-tangential limit (or angular limit) a ∈ C at ζ ∈ ∂D if µ(w) converges to a as w → ζ in each Stolz angle A α = A α (ζ) = {w ∈ D | −α < arg(1 − ζw) < α, |ζ − w| < cos α}, 0 < α < π/2. In this article, we denote this by ∠ lim w→ζ µ(w) = a.
Then, we have the following statement.
Theorem 3.6. Under the assumptions mentioned above, if w 0 is λ-Hölder regular, then there exists a constant M ∈ C such that the following holds:
Here, F = F f is defined by (2.5), and c = 1 or −1 which is determined by the choice of the branch of
Recall that ϕ • f = Re(F ) and ψ • f = Im(F ) hold up to additive constants. Therefore, if w 0 is λ-Hölder regular, then there exist constants
Here, we set α(w; w 0 ) = arg(i(1 − w 0 w)). Combining (3.2) and Theorem 1.1, the following corollary is immediately obtained: 
• for each 0 < λ ≤ 1, there exists δ > 0 such that t λ ≤ σ(t) if 0 < t < δ,
• Dini condition:
Then, for any σ-regular discontinuous point off , the same conclusions as in Theorem 3.6 and Corollary 3.7 hold.
Outline of the proof of Theorem 3.6. Since only standard and easy calculations are needed to prove Theorem 3.6, we give only an outline. We may assume 0 < λ < 1. For w 0 = e iθ 0 , define V : ∂D → C by V (e it ) = z 
Easy calculations show that
as w → w 0 on each Stolz angle at w 0 . Therefore, we have
as w → w 0 on each Stolz angle. This implies the desired conclusion.
3.3. Polygonal case. In the case where Ω is a polygonal domain, some intensive studies are found in [6] , [15] , [26] , [32] . In this case, by using the poisson integrals of step functions, we can give solutions of the following two boundary value problems for the minimal surface equation and the maximal surface equation, simultaneously. See also Section 4.4.
Corollary 3.9.
Let Ω ⊂ C be a polygonal domain with open segment edges I j (j = 1, 2, . . . , n), such that I j and I j+1 have a common vertex z j , where I n+1 := I 1 . Let ϕ : Ω → R be a solution of the minimal surface equation, ψ : Ω → R its dual and f = h + g : D → Ω the corresponding orientation-preserving univalent harmonic mapping. Then the following statements are equivalent.
(ii) ψ tamely degenerates to a lightlike line segment on each I j for j = 1, 2, . . . , n.
(iii) The boundary functionf is a step function on ∂D taking values in {z j | j = 1, 2, . . . , n}.
The proof of the equivalence (i) and (iii) can be found in [6, Theorem 1] and [32, Theorem 2] . The following proof is almost the same way, however, we give a detailed proof since it gives an important observation for the later sections.
Proof. The equivalence (i) and (ii) follows from Theorem 1.1. If we assume (ii), then there exists a discontinuous points w j (j = 1, 2, . . . , n) of the boundary functionf such that I j ⊂ C(f, w j ). When w j = w j+1 , we can take an open arc J j ⊂ ∂D joining w j and w j+1 which does not contain the other w k (k = j, j + 1). Indeed, we can take two curves γ i : [0, 1) → D (i = 1, 2) which do not have intersections except the common starting point γ 1 (0) = γ 2 (0) and satisfy
Since f is a homeomorphism from D to Ω, the curve Γ = f (γ 1 ) ∪ f (γ 2 ) ∪ {z j } is a Jordan closed curve. Considering the bounded domain D ′ ⊂ Ω enclosed by Γ and its preimage D = f −1 (D ′ ), one can see that J j = ∂D ∩ ∂D does not contain any other w k except w j and w j+1 since each C(f, w k ) contains a line segment I k but ∂D ′ ∩ ∂Ω = {z j }. This argument also shows thatf | J j ≡ z j , which proves (iii). Finally, we assume the third condition (iii). Then it can be easily shown that I j ⊂ C(f, w j ) for some discontinuous point w j off for each j = 1, . . . , n, by using the fact that ∂Ω = w k ∈E C(f, w k ) and I j ∩ {z 1 , . . . z n } = ∅. Sincef is a step function, each discontinuous point is λ-Hölder regular for λ = 1. Thus Corollary 3.7 shows (i).
Remark 3.10. In the proof of Corollary 3.9, discontinuous points w j and w j+1 may satisfy w j = w j+1 . It should be emphasized that this can occur only when the interior angle of I j and I j+1 is equal to π, since the cluster point set C(f, w j ) is a line segment. Later, we will see that the condition for the interior angle strongly affects the boundary behavior of minimal and maximal surfaces. See Section 4.1.
Next, we recall the Jenkins-Serrin theorem in [15] . Let Ω ⊂ R 2 be a bounded simply connected Jordan domain whose boundary consists of a finite number of open line segments A 1 , . . . , A k , B 1 , . . . , B l and a finite number of open convex arcs C 1 , . . . , C m together with their endpoints. For each of families {A j }, {B j } and {C j }, assume that no two of the elements meet to form a convex corner. Further, for a polygonal domain P ⊂ Ω whose vertices are in the set of the endpoints, let α = α P and β = β P denote respectively, the total length of A j such that A j ⊂ ∂P and the total length of B j such that B j ⊂ ∂P , and let γ = γ P be the perimeter of P . Under this situation, we consider the following boundary value problem for the minimal surface equation: for a prescribed piecewise continuous data ϕ j : C j → R on C j , j = 1, . . . , m,
• ϕ tends to plus infinity on A j , j = 1, . . . , k, • ϕ tends to minus infinity on B j , j = 1, . . . , l, • ϕ = ϕ j on C j , j = 1, . . . , m.
Then Jenkins and Serrin obtained the following theorem in [15] . Here, we restrict ourselves to the case where {C j } is empty. By Corollary 3.9, the existence conditions (3.4) and (3.5) for minimal graphs are translated to the conditions for maximal surfaces, as follows: Suppose that {C j } is empty, and there exists a solution ϕ of the above infinite boundary value problem. Let ψ be the dual solution. Then, the boundary of Σ max = graph(ψ) consists of future-directed lightlike line segments on each A j and past-directed lightlike line segments on each B j , by Corollary 3.9. Therefore, the latter condition α Ω = β Ω just means that Γ = ∂Σ max is a closed curve. On the other hand, the former condition (3.4) corresponds to the statement that each line segment l connecting two vertices of Γ is spacelike whenever Π(l) ⊂ Ω, where Π is the projection from L 3 to the xy-plane. In fact, if we consider a polygon P ⊂ Ω which is one of the connected components of Ω\Π(l), then the former condition 2α < γ and 2β < γ is equivalent to |α − β| < |Π(l)| = γ − α − β. This means that l ⊂ L 3 is spacelike since |α − β| is exactly the difference between the heights of endpoints of l.
Therefore, in conjunction with Corollary 3.9 one can solve the following boundary value problem for maximal surfaces as a counter part of Jenkins-Serrin's result.
Corollary 3.12.
Let Ω ⊂ R 2 be a polygonal domain whose boundary consists of A j , B j ⊂ ∂Ω as in Fact 3.11. Let Γ ⊂ L 3 be a polygonal curve which consists of future-directed lightlike line segments on A j and past-directed lightlike line segments on B j . Then, there exists a solution of the maximal surface equation over Ω which tamely degenerates to each edge of Γ if and only if Γ is a closed curve and each line segment l connecting vertices of Γ is spacelike whenever the projection of l to the xy-plane lies on Ω. Moreover, such solution is unique and can be written by the Poisson integral of some step function taking values on the vertices of Ω.
Here, we remark that Bartnik and Simon [3] discussed the existence and uniqueness of solutions of boundary value problems with prescribed boundary values and mean curvatures for weakly spacelike hypersurfaces in the Lorentz-Minkowski space. Their results also include the existence and uniqueness of solutions of the area maximizing problems for weakly spacelike graphs in the sense of [3, (1.3) ].
Extension via reflection principle and symmetry
In this section, we investigate more details of boundary behavior of minimal and maximal surfaces discussed in the previous section, and also study their conjugate surfaces and symmetry relations.
4.1.
Interior angle of boundary edges and reflection principle. By the reflection principle for harmonic mappings, we extend surfaces across vertical lines on minimal surfaces and shrinking singularities on maximal surfaces.
As in the previous sections, we let Ω be a bounded simply connected Jordan domain, ϕ a solution of the minimal surface equation over Ω, ψ the dual of ϕ, and f : D → Ω the corresponding orientation-preserving univalent harmonic mapping. We consider the case where ∂Ω contains adjacent segments I 1 and I 2 having a common endpoint z 0 with interior angle α, and ϕ tends to plus or minus infinity on each of I 1 and I 2 . Then, Theorem 1.1 shows that there exist discontinuous points w 1 , w 2 ∈ ∂D off such that I j ⊂ C(f, w j ), j = 1, 2. As mentioned in Remark 3.10, it may occur that w 1 = w 2 only when α = π.
Remark 4.1. We emphasize that the only reason for assuming that Ω is a bounded simply connected Jordan domain is to apply Theorem 1.1 or Hengartner-Schober's result (Lemma 3.4) to f . Therefore, almost every discussion in this section can be applied to the case where only the simply connectedness is assumed for Ω, by restricting the arguments to an appropriate subdomain. However, the simply connectedness is needed for the existence of the dual.
We first see relations between the interior angle α and the signs of ϕ over I 1 and I 2 . So far, the sign changing of ϕ on boundary edges were discussed by Bshouty and Weitsman in [6] , and their function theoretical approach is based on the works in [5] , [14] . Proposition 4.2. Assume ϕ tends to plus or minus infinity on each of adjacent segments I 1 and I 2 having a common endpoint z 0 with interior angle α < π. Then the signs of ϕ on I 1 and I 2 are different.
This proposition is already proved in [15] and [32] in different ways; the former used the straight line lemma in [15, Section 4] , and the latter used the generalized maximum principle, respectively. By applying Theorem 1.1, we have an another simple spacetime geometrical proof as follows:
Proof. To obtain a contradiction, we assume ϕ tends to plus infinity on I 1 and I 2 . Then Theorem 1.1 implies that its dual ψ tamely degenerates to future-directed lightlike line segments on I 1 and I 2 . We can find z 1 ∈ I 1 and z 2 ∈ I 2 such that the straight line segment l joining z 1 and z 2 lies in Ω since α < π. The triangle inequality shows
However, ψ is 1-Lipschitz on any convex set of Ω, in particular on l, since |∇ψ| < 1. We have a contradiction.
When α > π, the sign of ϕ may change in general. Such an example was constructed in [26] (see the left of Figure 3 ). In the case where α = π and the signs are the same, the following "removable singularity theorem" does hold.
Proposition 4.3. Assume ϕ tends to plus infinity on adjacent segments I 1 and I 2 having a common endpoint z 0 with interior angle α = π. Then ϕ tends to plus infinity on I = I 1 ∪ {z 0 } ∪ I 2 .
Proof. Take a small disk D centered at z 0 so that D∩(∂Ω\I) = ∅. Then, the JenkinsSerrin theorem (Fact 3.11) shows that there exists a solution ϕ of the minimal surface equation over D ∩ Ω such that ϕ → +∞ on D ∩ I and ϕ = ϕ on C 1 = ∂D ∩ Ω. On the other hand, if we consider the boundary value problem for A 1 = I 1 ∩ D, A 2 = I 2 ∩ D, and C 1 with the prescribed boundary data ϕ 1 = ϕ| C 1 in the setting of the Jenkins-Serrin theorem, then we already have two solutions ϕ and ϕ. Thus, the uniqueness shows ϕ = ϕ on D ∩ Ω. Since ϕ(z) → +∞ as z → z 0 , we have the conclusion.
Also, the following lemma on discontinuous points off holds.
Lemma 4.4. Assume ϕ tends to plus or minus infinity on each of adjacent segments I 1 and I 2 having a common endpoint z 0 with interior angle α. Let w 1 , w 2 ∈ ∂D be corresponding discontinuous points off to I 1 and I 2 , respectively. Then, w 1 = w 2 if and only if α = π and the signs of ϕ on I 1 and I 2 are the same. Further, if w 1 = w 2 , thenf ≡ z 0 on one of the arcs in ∂D joining w 1 and w 2 .
Proof. First, the latter statement is proved in the same way as in the proof of Corollary 3.9. Next, the sufficiency of the condition w 1 = w 2 in the former statement follows immediately from Proposition 4.3. Thus, we prove the necessity.
Assume w 1 = w 2 . Then α = π as stated in Remark 3.10. Thus, to obtain a contradiction, we suppose now that the signs of ϕ on I 1 and I 2 are different. Let ψ be the dual of ϕ. By taking an appropriate subdomain of D whose boundary contains w 1 and applying the uniformization theorem if necessary, we may assume that the one-sided limits z Under the above observations, we have the following reflection principle: Theorem 4.5. Let Ω be a bounded simply connected Jordan domain, whose boundary contains segments I 1 and I 2 having a common endpoint z 0 with interior angle α. And let ϕ be a solution of the minimal surface equation over Ω, and ψ its dual.
Assume that ϕ tends to plus or minus infinity on I 1 and I 2 , respectively, and that the signs of ϕ on I 1 and I 2 differ if α = π. Then the following statements hold:
(a) The graph of ϕ is extended to a generalized minimal surface X min : D → E 3 such that X min (D ∩ H) = graph(ϕ) and X min admits a vertical line L = X min (D ∩ R) on z 0 with the symmetry X min (w) = σ • X min (w), where σ is the π-rotation with respect to L. (b) The graph of ψ is extended to a generalized maximal surface X max : D → L 3 such that X max (D ∩ H) = graph(ψ) and X max has a shrinking singularity p 0 = (z 0 , ψ(z 0 )) = X max (D ∩ R) with the symmetry X max (w) = τ • X max (w), where τ is the point symmetry with respect to p 0 .
Proof. The statement (a) seems to be well-known at least when Ω is convex (see [16] and [8, p. 218 ], for example), but for the convenience of readers and the purpose of clarity, we give a proof which includes this case. Since |∇ψ| < 1, the function ψ extends continuously to I 1 ∪ {z 0 } ∪ I 2 . Thus, we may assume that z 0 = 0 and ψ(z 0 ) = 0. Hence, σ and τ are written as σ(x, y, t) = (−x, −y, t) and τ (x, y, t) = (−x, −y, −t), respectively. Let f = h + g : D → Ω be the corresponding orientationpreserving univalent harmonic mapping. By Theorem 1.1, there are discontinuous points w 1 , w 2 ∈ ∂D of the the boundary functionf : ∂D → ∂Ω such that I j ⊂ C(f, w j ) (j = 1, 2). Then, w 1 = w 2 andf ≡ 0 on an arc J 0 ⊂ ∂D connecting w 1 and w 2 , by the assumption and Lemma 4.4. We can easily construct a bi-holomorphic function Ψ :
where the constant c ∈ C is determined so that ϕ = Re(F )•f −1 and ψ = Im(F )•f −1 . Then for each w ∈ (−1, 1), we have
By the reflection principle, we can extend f • Ψ and F • Ψ to a harmonic mapping and a holomorphic function on D satisfying f • Ψ(w) = −f • Ψ(w) and F • Ψ(w) = F • Ψ(w), respectively. Using these extended maps, we obtain a generalized minimal surface
which are desired relations.
Remark 4.6. Notice that the extended surfaces
, where f is a harmonic function and F = F f is a holomophic function defined by (2.5). However, it should be remarked that f is no longer univalent since f (w) = z 0 on (−1, 1), and is orientation-reversing on the lower half part of the unit disk since f (w) = − f (w). In this case, on the lower half part of the unit disk, X max actually parametrizes the dual maximal graph of the minimal graph parametrized by ( f , −Re( F )), see Proposition 2.2. 
4.2.
Conjugate surface and symmetry, quantitative relation. As proved by Karcher [16] , it is known that the Jenkins-Serrin minimal graphs in [15] over equilateral convex 2k-gons which diverge to plus or minus infinity alternately on each edge, have the conjugate graphs bounded by horizontal geodesics lying alternately in a top and a bottom symmetry planes. So by repeating reflections in these planes, the conjugate minimal graphs are extended to complete embedded minimal surfaces with vertical translation period, which are now referred as saddle towers. In this and the next subsections, we discuss symmetry relations under the conjugation and the dual operation in (2.1). We denote by ξ * the conjugate harmonic function of a real-valued harmonic function ξ. Similarly, for a complex-valued harmonic function ζ = ξ + iη, we denote ζ * = ξ * + iη * . Let ϕ be a solution of the minimal surface equation over Ω, ψ its dual, and f = x + iy = h + g : D → Ω the corresponding harmonic mapping. Then, recall that X min = (f, ϕ • f ) and X max = (f, ψ • f ) give isothermal parametrizations of Σ min = graph(ϕ) and Σ max = graph(ψ), respectively. Further, we can write ϕ • f = Re(F ) and ψ • f = Im(F ) for a holomorphic function
for some constant c ∈ C. Therefore, if we denote t = ϕ • f , then t * = ψ • f , that is, X min = (x, y, t) = (f, t) and X max = (x, y, t * ) = (f, t * ). On the other hand,
are called the conjugate minimal surface of X min and the conjugate maximal surface of X max , which are isometric to X min and X max , respectively. We notice that each of the surfaces X min , X max , X * min and X * max is given by a combination of functions f , f * , t, and t * . Further, the following commutative diagram between the conjugation and the dual operation holds:
Therefore, to observe the boundary behavior of these four surfaces, it suffices to examine the boundary behavior of the only four functions f , f * , t, and t * .
Remark 4.8. Although the conjugate surfaces X * min and X * max are no longer graphs in general, by Proposition 2.2, we can define the duals of them as in the above diagram.
Remark 4.9. On the above commutativity, we remark that the dual operation does not preserve ambient isometries in E 3 and L 3 as discussed by Araújo-Leite [2] .
Assume now that Ω is a bounded simply connected Jordan domain, whose boundary contains three segments I 1 , I 2 , and I 3 which lie in the positive direction in this order, and that I j and I j+1 have a common endpoint z j with interior angle α j for j = 1, 2. Further, we suppose that ϕ tends to plus infinity on I 2 , and tends to plus or minus infinity on I 1 and I 3 so that the signs on I j and I j+1 are different if α j = π for j = 1, 2. Then, Theorem 1.1 shows that there exist three discontinuous points w 1 , w 2 , w 3 ∈ ∂D off such that I j ⊂ C(f, w j ), j = 1, 2, 3. These three points are distinct, and it holds thatf ≡ z j on an arc J j ⊂ ∂D which joins w j and w j+1 for each j = 1, 2, by Proposition 4.4. Further, it is clear that I 2 = C(f, w 2 ), and w 1 , w 2 , w 3 lie in ∂D in the counterclockwise direction in this order, since f is an orientation-preserving homeomorphism. Under these settings, we consider the boundary behavior of the functions f , f * , t, and t * near w 2 , respectively.
First, we investigate the boundary behavior of f and f * . Recall that f can be written as the Poisson integral off . Thus, the well-known argument for the harmonic measure (or a direct computation) implies,
where W = 0 on J = J 1 ∪ {w 2 } ∪ J 2 , and W =f otherwise. Observe that (arg w) * = − log |w| and that the conjugate harmonic function of the third term on the righthand side, which can be written as the conjugate Poisson integral 1 2π
clearly tends to a constant as w → w 2 since W = 0 on J. We have
for some constant c 1 ∈ C and α(w; w 2 ) = arg(i (1 − w 2 w) ). It is shown that f moves monotonically from z 2 to z 1 on I 2 when α(w; w 2 ) moves from 0 to π by (4.1), and f * (w) diverges to infinity in (z 1 − z 2 )-direction as w → w 2 by (4.2).
On the other hand, t * can be written as the Poisson integral of some bounded function, since t * is a bounded harmonic function, see [19, p.72, Lemma 1.2] . Further, t * = ψ • f satisfies t * (w) = ψ(z 1 ) on J 1 and t * (w) = ψ(z 2 ) on J 2 . Notice that ψ(z 2 ) − ψ(z 1 ) = |z 2 − z 1 |, since ψ tamely degenerates to a future-directed lightlike line segment on I 2 by Theorem 1.1. Similarly to f and f * , we obtain lim
for some constant c 2 ∈ R. Combining (4.1) to (4.4), we immediately obtain the following relations between X min , X max , X * min and X * max together with quantitative relations at infinity. Theorem 4.10. Assume that ∂Ω contains three line segments I 1 , I 2 and I 3 which lie in the positive direction in this order, and that I j and I j+1 have a common endpoint z j with interior angle α j , j = 1, 2. Further, we suppose that ϕ tends to plus infinity on I 2 , and tends to plus or minus infinity on I 1 and I 3 so that the signs on I j and I j+1 are different if α j = π for j = 1, 2. Then the following statements hold:
• X * max diverges to −∞ at infinity in (z 1 − z 2 )-direction. Further, these vertical segment at infinity and infinite point at infinity corresponds to the horizontal segment at infinity over I 2 which is a boundary of X min as well as the future-directed lightlike line segment over I 2 which is a boundary of X max , under the conjugation and the dual operation.
Here, "X * min diverges to a vertical line segment of length |I 2 | at infinity in (z 1 − z 2 )-direction" means that f * diverges to infinity in (z 1 − z 2 )-direction and t * moves on an interval of length |I 2 | as cluster points (see Figure 4 ).
4.3.
Singularity and reflection symmetry. We consider the following situation again. Let Ω be a bounded simply connected Jordan domain whose boundary contains adjacent segments I 1 and I 2 having a common endpoint z 0 = 0 with interior angle α. Assume a solution ϕ of the minimal surface equation over Ω tends to plus or minus infinity on I 1 and I 2 , so that the signs are different if α = π. We let ψ be the dual of ϕ with the normalization ψ(0) = 0. Then recall that, in Section 4.1, we constructed a generalized minimal surface X min : D → E 3 and a generalized maximal surface X max : D → L 3 which parametrize graph(ϕ) and graph(ψ) 
where σ and τ denote the π-rotation with respect to L and the point symmetry with respect to p, respectively. The conjugate surfaces are also defined for generalized surfaces in the same way, that is, X * min = (f * , t * ) and X * max = (f * , −t). Since t * (w) = ψ(z 0 ) = 0 for w ∈ (−1, 1), the curve Γ = X * min ((−1, 1)) is contained in the xy-plane. Notice that, since f (w) = 0 on (−1, 1), the reflection principle for harmonic functions implies that f * (w) = f * (w) holds. Thus, they also have the following reflection symmetries,
, where ρ denotes the planar symmetry with respect to the xy-plane.
On the other hand, there are several know facts related to the above situation as follows: A straight-line on X min corresponds to a planar geodesic on X * min , which is also a curvature line, see [8, Section 3.4] for example. Thus, in particular, the vertical line segment L = X min ( (−1, 1) ) corresponds to the horizontal geodesic curvature line Γ = X * min ( (−1, 1) ). A shrinking singularity on X max also corresponds to a folding singularity on X * max as proved in [21, Lemma 4.2, Theorem 4.3], see also [12, Proposition 2.14]. Therefore, we also conclude that, in particular, the shrinking singularity p = (0, 0) = X max ( (−1, 1) ) corresponds to the null curve C = X * max ( (−1, 1) ) as the image of the set of fold singular points (−1, 1).
The following symmetry assertions summarize the above discussions, see also Figure 1 . Theorem 4.11. Let Ω be a bounded simply connected Jordan domain whose boundary contains adjacent segments I 1 and I 2 having a common endpoint z 0 with interior angle α. Further, we let ϕ be a solution of the minimal surface equation over Ω, and ψ the dual of ϕ. Assume that ϕ tends to plus or minus infinity on I 1 and I 2 , so that the signs are different if α = π. Then,
• X min admits a vertical segment L over z 0 , and has the line symmetry there.
Further, the following statements hold at the corresponding part to L under the conjugation and the dual operation.
• X * max admits a null curve as a folding singularity, and has a folded symmetry there.
Here, X min and X max denote the extended surfaces of graph(ϕ) and graph(ψ) across z 0 , respectively, and X * min and X * max denote their conjugations.
Remark 4.12. The curve γ = f * ((−1, 1)) in the xy-plane does not have a point of convexity in the sense used in [5, Definition 2.6] . This can be shown in a function theoretical way, by using the fact that | ω| ≡ 1 where ω is the analytic dilatation of f * . (The concavity of the image of a curve on which |ω| ≡ 1 gets interest, see [5] , [9, Section 7.3], for example.) On the other hand, we can also prove this by a simple causality argument on the maximal surface X * max . Indeed, if γ is not concave, then we can find two points z 1 , z 2 ∈ γ such that the straight line joining z 1 and z 2 lies in the image domain Ω * = f * (D). Thus the same argument as in the proof of Proposition 4.2 leads to a contradiction, since C = X * max ((−1, 1)) is a null curve.
Remark 4.13. Since X * max has folding singularities, the image of X * max can be extended analytically to a timelike minimal surface across the null curve X * max ((−1, 1)), see [12] , [20] and their references.
4.4.
Examples. For n ≥ 2, α = e iπ/n and r > 0, let Ω n (r) be the polygonal domain with vertices r, α, . . . , rα 2k , α 2k+1 , . . . , rα 2n−2 , α 2n−1 , so that they lie in the boundary in positive orientation in this order. The following examples were given by McDougall-Schaubroeck in [26] , in order to describe the Jenkins-Serrin minimal graphs over Ω n (r) by using univalent harmonic mappings written as the Poisson integrals of some step functions. Following their construction methods, we can obtain some examples of maximal surfaces simultaneously, as follows.
The first example is the minimal graph diverging to plus or minus infinity alternately on adjacent edges of Ω n (r). Let p ∈ R be the unique solution of the equation (4.5) r sin n − 1 n pπ = sin n − 1 n (1 − p)π , 0 < p < 1.
Then, we can see that the Poisson integral f of the step functionf , defined bŷ f (e it ) = rα 2k for (2k−p)π/n < t < (2k+p)π/n andf (e it ) = α 2k+1 for (2k+p)π/n < t < (2k + 2 − p)π/n, is univalent and f (w) = r π n−1 k=0 α 2k arg w − α 2k β w − α 2k β + 1 π n−1 k=0 α 2k+1 arg w − α 2k+2 β w − α 2k β , where β = e ipπ/n . Further, the analytic dilatation ω of f is ω(w) = w 2(n−1) . Therefore, since ω has a holomorphic square root ω(w) = w n−1 , the holomorphic function F (w) = F f (w) in (2.5) can be defined and it holds that F (w) = F f (w) = 1 π sin π n csc n − 1 n pπ log w n − e ipπ w n − e −ipπ , with an appropriate additive constant. Then, we have the dual maximal graph X max = (f, Im(F )), together with the desired Jenkins-Serrin minimal graph X min = (f, Re(F )), see Figure 5 . The second example is the minimal graph diverging to plus or minus infinity on each edge, so that the signs change at each convex corner and do not change at each non-convex corner. To construct it, we further suppose that n ≥ 2 is an even integer and r < cos(π/n). Then the desired minimal graph is given by the same way as in the first example, by using the unique solution q of the equation (4.6) r cos n − 2 2n qπ = sin n − 2 2n (1 − q)π , 0 < q < 1, instead of p. In this case, the harmonic mapping f has an analytic dilatation ω(w) = −w n−2 , and thus we have F (w) = F f (w) = 1 π sin π n sec n − 2 2n qπ log w n/2 − e iqπ/2 w n/2 + e iqπ/2 · w n/2 − e −iqπ/2 w n/2 + e −iqπ/2 .
Similarly, we obtain an explicit representation of the dual maximal graph X max = (f, Im(F )) of X min = (f, Re(F )), see Figure 6 . Other examples of the Jenkins-Serrin minimal graphs over Ω n (r) are also constructed in [26, Section 5] . See their article also for detailed discussions on the sign changing properties of minimal graphs and on the meanings of the equations (4.5) and (4.6).
4.5. Reflection property along lightlike boundary lines of maximal surfaces. As well as the case of minimal surfaces, the reflection principle holds for maximal surfaces, that is, if a maximal surface contains a spacelike straight line segment l, then the surface is invariant under the line symmetry with respect to l.
However, as far as the authors know, it is not known whether such a reflection property is valid for lightlike lines on boundaries of maximal surfaces. (The same question was also raised for timelike minimal surfaces in [20, p. 1095 ].) Although, many known examples of maximal surfaces have planar symmetries along lightlike lines (cf. [11] , [22] , for example), we cannot expect such a symmetry in general. In fact, the following family of maximal surfaces In contrast, lightlike lines induce a point symmetry, not a line or a planar symmetry in many situations as follows.
Corollary 4.14. If a maximal graph tamely degenerates to adjacent two lightlike line segments, then the intersection is a shrinking singularity of the extended generalized maximal surface in the sense of Theorem 4.5, and the extended surface has the point symmetry with respect to this shrinking singularity. Indeed, the above situation in Corollary 4.14 occurs in the surface S p and all of the maximal surfaces in [11] , in addition to the duals of the Jenkins-Serrin minimal graphs.
