Singular vector distribution of sample covariance matrices by Ding, Xiucai
ar
X
iv
:1
61
1.
01
83
7v
3 
 [m
ath
.PR
]  
16
 Se
p 2
01
7
Singular vector distribution of sample covariance matrices
Xiucai Ding
Department of Statistical Sciences, University of Toronto
Abstract
We consider a class of sample covariance matrices of the form Q = TXX∗T ∗, where X = (xij) is
an M × N rectangular matrix consisting of i.i.d entries and T is a deterministic matrix satisfying T ∗T
is diagonal. Assuming M is comparable to N , we prove that the distribution of the components of the
singular vectors close to the edge singular values agrees with that of Gaussian ensembles provided the
first two moments of xij coincide with the Gaussian random variables. For the singular vectors associated
with the bulk singular values, the same conclusion holds if the first four moments of xij match with those
of Gaussian random variables. Similar results have been proved for Wigner matrices by Knowles and
Yin in [19].
1 Introduction
In the analysis of multivariate data, a large collection of statistical methods including principal component
analysis, regression analysis and clustering analysis require the knowledge of covariance matrices [10]. The
advance of data acquisition and storage has led to datasets for which the sample size N and the number of
variablesM are both large. This high dimensionality cannot be handled using the classical statistical theory.
For applications involving large dimensional covariance matrices, it is important to understand the local
behavior of the the singular values and vectors. Assuming thatM is comparable to N, the spectral analysis of
the singular values has attracted considerable interests since the seminal work of Marcenko and Pastur [24].
Since then, numerous researchers have contributed to weakening the conditions on matrix entries as well as
extending the class of matrices for which the empirical spectral distributions (ESD) have nonrandom limits.
For a detailed review, we refer to the monograph [2]. Besides the ESD of the singular values, the limiting
distributions of the extreme singular values were analysed in a collection of celebrated papers. The results
were first proved for Wishart matrix (i.e sample covariance matrices obtained from a data matrix consisting
of i.i.d centered real or complex Gaussian entries) in [18, 32]; later on they were proved for matrices with
entries satisfying arbitrary sub-exponential distribution [4, 26, 27]. And most recently, the weakest moment
condition was given in [13].
However, less is known for the singular vectors. Therefore, recent research on the limiting behaviour of
the singular vectors has attracted considerable interests among mathematicians and statisticians. Silverstein
firstly derived the limit theorems of the eigenvectors of covariance matrices [28]; later on the results were
proved for a general class of covariance matrices [1]. The delocalization property for the eigenvectors were
shown in [8, 27]. And the universal properties of the eigenvectors of covariance matrices were analysed in
[7, 8, 22, 31]. For a recent survey of the results, we refer to [25]. In this paper, we prove the universality for
the distribution of the singular vectors for a general class of covariance matrices of the form Q = TXX∗T ∗,
where T is deterministic matrix satisfying T ∗T is diagonal.
AMS 2000 subject classification. 15B52, 15A18
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The covariance matrix Q contains a general class of covariance structures and random matrix models [8,
Section 1.2]. The singular values analysis of Q has attracted considerable attention, see among others, the
limiting spectral distribution and Stieltjes transform were derived in [29], the Tracy-Widom asymptotics of
the extreme eigenvalues were proved in [4, 14, 21, 23] and the anisotropic local law was proposed in [21]. It
is notable that in general, Q contains the spiked covariance matrices [3, 5, 6, 8, 18]. In such models, the
ESD of Q still satisfies the Marcenko-Pastur (MP) law and some of the eigenvalues of Q will detach from
the bulk and become outliers. However, in this paper, we adapt the regularity Assumption 1.3 to rule out
the outliers for the purpose of universality discussion. Actually, it is shown in [11, 20] that, the distributions
of the outliers are not universal.
In this paper, we study the singular vector distribution of Q. We prove the universality for the components
of the edge singular vectors by assuming the matching of the first two moments of the matrix entries. We
also prove similar results in the bulk, under stronger assumption that the first four moments of the two
ensembles match. Similar results have been proved for Wigner matrices in [19].
1.1. Sample covariance matrices with a general class of populations. We first introduce some
notations. Throughout the paper, we will use
r = lim
N→∞
rN = lim
N→∞
N
M
. (1.1)
Let X = (xij) be an M ×N data matrix with centered entries xij = N−1/2qij , 1 ≤ i ≤ M and 1 ≤ j ≤ N,
where qij are i.i.d random variables with unit variance and for all p ∈ N, there exists a constant Cp, such
that q11 satisfies the following condition
E|q11|p ≤ Cp. (1.2)
We consider the sample covariance matrix Q = TXX∗T ∗, where T is a deterministic matrix satisfying
T ∗T is a positive diagonal matrix. Using the QR factorization [17, Theorem 5.2.1], we find that T = UΣ1/2,
where U is an orthogonal matrix and Σ is a positive diagonal matrix. Denote Y = Σ1/2X, and the singular
value decomposition of Y as Y =
N∧M∑
k=1
√
λkξkζ
∗
k , where λk, k = 1, 2, · · · , N ∧M are the nontrivial eigenvalues
of Q and {ξk}Mk=1 and {ζk}Nk=1 are orthonormal bases of RM and RN respectively. First of all, we observe
that
X∗T ∗TX = Y ∗Y = ZΛNZ
∗,
where the columns of Z are ζ1, · · · , ζN and ΛN is a diagonal matrix with entries λ1, · · · , λN . As a consequence,
U will not influence the right singular vectors of Y . Next, we have
TXX∗T ∗ = UY Y ∗U∗ = UΞΛMΞ
∗U∗,
where the columns of Ξ are ξk, k = 1, 2, · · · ,M and ΛM is a diagonal matrix containing λ1, · · · , λM . Use the
fact that the product of orthogonal matrices is again orthogonal, we conclude that the left singular vectors
of TX are ξˆk := Uξk. Hence, the components of ξˆk is a linear combination of ξk. For instance, we have
ξˆk(i)ξˆk(j) =
M∑
p1=1
M∑
p2=1
Uip1Ujp2ξk(p1)ξk(p2).
By the delocalization result (see Lemma 2.10) and dominated convergence theorem, we only need to consider
the universality of the entries of ξk. The above discussion shows that, we can make the following assumptions
on T :
T ≡ Σ1/2 = diag{σ1/21 , · · · , σ1/2M }, with σ1 ≥ σ2 ≥ · · · ≥ σM > 0. (1.3)
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We denote the empirical spectral distribution of Σ by
π :=
1
M
M∑
i=1
δσi . (1.4)
Suppose that there exists some small positive constant τ such that,
τ < σM ≤ σ1 ≤ τ−1, τ ≤ r ≤ τ−1, π([0, τ ]) ≤ 1− τ. (1.5)
For definiteness, in this paper we focus on the real case, i.e. all the entries xij are real. However, it is clear
that our results and proofs can be applied to the complex case after minor modifications if we assume in
addition that Re xij and Im xij are independent centered random variables with the same variance. To
avoid repetition, we summarize the basic assumptions for future reference.
Assumption 1.1. We assume X is an M ×N matrix with centered i.i.d entries satisfying (1.1) and (1.2).
We also assume that T is a deterministic M ×M matrix satisfying (1.3) and (1.5).
From now on, we will always use Y = Σ1/2X and its singular value decomposition Y =
N∧M∑
k=1
√
λkξkζ
∗
k ,
where λ1 ≥ λ2 ≥ · · · ≥ λM∧N .
1.2. Deformed Marcenko-Pastur law. We use this subsection to discuss the empirical spectral distri-
bution of X∗T ∗TX, where we basically follow the discussion of [21, Section 2.2]. It is well-known that if π
is a compactly supported probability measure on R, and let rN > 0, then for any z ∈ C+, there is a unique
m ≡ mN(z) ∈ C+ satisfying
1
m
= −z + 1
rN
∫
x
1 +mx
π(dx). (1.6)
We refer the reader to [21, Lemma 2.2] and [30, Section 5] for more detail. In this paper, we define the
deterministic function m ≡ m(z) as the unique solution of (1.6) with π defined in (1.4). We define by ρ
the probability measure associated with m (i.e. m is the Stieltjes transform of ρ) and call it the asymptotic
density of X∗T ∗TX . Our assumption (1.5) implies that the spectrum of Σ cannot be concentrated at zero,
thus it ensures π is a compactly supported probability measure. Therefore, m and ρ are well-defined.
Let z ∈ C+, then m ≡ m(z) can be characterized as the unique solution of the equation
z = f(m), Imm ≥ 0, where f(x) := − 1
x
+
1
rN
M∑
i=1
π({σi})
x+ σ−1i
. (1.7)
The behaviour of ρ can be entirely understood by the analysis of f . We summarize the elementary properties
of ρ as the following lemma. It can be found in [21, Lemma 2.4, 2.5 and 2.6].
Lemma 1.2. Denote R = R ∪ {∞}, then f defined in (1.7) is smooth on the M + 1 open intervals of R
defined through
I1 := (−σ−11 , 0), Ii := (−σ−1i ,−σ−1i−1), i = 2, · · · ,M, I0 := R/ ∪Mi=1 I¯i.
We also introduce a multiset C ⊂ R containing the critical points of f , using the conventions that a non-
degenerate critical point is counted once and a degenerate critical point will be counted twice. In the case
rN = 1, ∞ is a nondegenerate critical point. With the above notations, we have
• (Critical Points) : |C ∩ I0| = |C ∩ I1| = 1 and |C ∩ Ii| ∈ {0, 2} for i = 2, · · · ,M. Therefore, |C| = 2p,
where for convenience, we denote by x1 ≥ x2 ≥ · · · ≥ x2p−1 be the 2p− 1 critical points in I1 ∪· · · ∪ IM
and x2p be the unique critical point in I0.
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• (Ordering) : Denote ak := f(xk), we have a1 ≥ · · · ≥ a2p. Moreover, we have xk = m(ak) by
assuming m(0) :=∞ for rN = 1. Furthermore, for k = 1, · · · , 2p, there exists a constant C such that
0 ≤ ak ≤ C.
• (Structure of ρ): supp ρ ∩ (0,∞) = (∪pk=1[a2k, a2k−1]) ∩ (0,∞).
With the above definitions and properties, we now introduce the key regularity assumption on Σ.
Assumption 1.3. Fix τ > 0, we say that
(i) The edges ak, k = 1, · · · , 2p are regular if
ak ≥ τ, min
l 6=k
|ak − al| ≥ τ, min
i
|xk + σ−1i | ≥ τ. (1.8)
(ii) The bulk components k = 1, · · · , p are regular if for any fixed τ ′ > 0 there exists a constant c ≡ cτ,τ ′
such that the density of ρ in [a2k + τ
′, a2k−1 − τ ′] is bounded from below by c.
Remark 1.4. The second condition in (1.8) states that the gap in the spectrum of ρ adjacent to ak can be
well separated when N is sufficiently large. And the third condition ensures a square root behaviour of ρ in
a small neighbourhood of ak. To be specific, consider the right edge of the k-th bulk component, by (A.12)
of [21], there exists some small constant c > 0, such that ρ has the following square root behavior
ρ(x) ∼√a2k−1 − x, x ∈ [a2k−1 − c, a2k−1]. (1.9)
As a consequence, it will rule out the outliers. The bulk regularity imposes a lower bound on the density of
eigenvalues away from the edges. For examples of matrices Σ verifying the regularity conditions, we refer to
[21, Example 2.8 and 2.9].
1.3. Main results. This subsection is devoted to providing the main results of this paper. We first
introduce some notations. Recall that the nontrivial classical eigenvalue locations γ1 ≥ γ2 ≥ · · · ≥ γM∧N of
Q are defined as
∫∞
γi
dρ =
i− 1
2
N . By Lemma 1.2, there are p bulk components in the spectrum of ρ. For k =
1, · · · , p, we define the classical number of eigenvalues of the k-th bulk component throughNk := N
∫ a2k−1
a2k
dρ.
When p ≥ 1, we relabel λi and γi separately for each bulk component k = 1, · · · , p by introducing
λk,i := λi+
∑
l<k
Nl , γk,i := γi+
∑
l<k
Nl ∈ (a2k, a2k−1). (1.10)
Equivalently, we can characterize γk,i through∫ a2k−1
γk,i
dρ =
i− 12
N
. (1.11)
In the present paper, we will use the following assumption for the technical purpose of the application of the
anisotropic local law.
Assumption 1.5. For k = 1, 2, · · · , p, i = 1, 2, · · · , Nk, γk,i ≥ τ, for some constant τ > 0.
We define the index sets I1 := {1, ...,M}, I2 := {M +1, ...,M +N}, I := I1 ∪I2. We will consistently
use the latin letters i, j ∈ I1, greek letters µ, ν ∈ I2, and s, t ∈ I. Then we label the indices of the matrix
according to X = (Xiµ : i ∈ I1, µ ∈ I2). Similarly, we can label the entries of ξk ∈ RI1 , ζk ∈ RI2 . In the k-th
bulk component, k = 1, 2, · · · , p, we rewrite the index of λα′ as
α′ := l +
∑
t<k
Nt, when α
′ −
∑
t<k
Nt <
∑
t≤k
Nt − α′, (1.12)
α′ := −l + 1 +
∑
t≤k
Nt, when α
′ −
∑
t<k
Nt >
∑
t≤k
Nt − α′. (1.13)
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In this paper, we will always say that l is associated with α′. Note that α′ is the index of λk,l before the
relabeling of (1.10) and the two cases correspond to the right and left edges respectively. Our main result
on the distribution of the components of the singular vectors near the edge is the following theorem. For
any positive integers m, k, some function θ : Rm → R and x = (x1, · · · , xm) ∈ Rm, we denote
∂(k)θ(x) =
∂kθ(x)
∂xk11 ∂x
k2
2 · · · ∂xkmm
,
m∑
i=1
ki = k, k1, k2, · · · , km ≥ 0, (1.14)
and ||x||2 to be its l2 norm. Denote QG := Σ1/2XGX∗GΣ1/2, where XG is GOE and Σ satisfies (1.3) and
(1.5).
Theorem 1.6 (Edge universality in a single bulk component). For QV = Σ
1/2XVX
∗
VΣ
1/2 satisfying As-
sumption 1.1, let EG,EV denote the expectations with respect to XG, XV . Consider the k-th bulk component,
k = 1, 2, · · · , p, and l defined in (1.12) or (1.13), under Assumption 1.3 and 1.5, for any choices of indices
i, j ∈ I1, µ, ν ∈ I2, there exists a δ ∈ (0, 1), when l ≤ N δk , we have
lim
N→∞
[EV − EG]θ(Nξα′ (i)ξα′(j), Nζα′(µ)ζα′ (ν)) = 0,
where θ is a smooth function in R2 that satisfies
|∂(k)θ(x)| ≤ C(1 + ||x||2)C , k = 1, 2, 3, with some constant C > 0. (1.15)
Theorem 1.7 (Edge universality for several bulk components). For QV = Σ
1/2XVX
∗
VΣ
1/2 satisfying As-
sumption 1.1. Consider the k1-th, · · · , kn-th bulks, k1, · · · , kn ∈ {1, 2, · · · , p}, n ≤ p, for lki defined in (1.12)
or (1.13) associated with the ki-th bulk component, i = 1, 2, · · · , n, under Assumption 1.3 and 1.5, for any
choices of indices i, j ∈ I1, µ, ν ∈ I2, there exists a δ ∈ (0, 1), when lki ≤ N δki , where lki is associated with
α′ki , i = 1, 2, · · · , n, we have
lim
N→∞
[EV − EG]θ(Nξα′
k1
(i)ξα′
k1
(j), Nζα′
k1
(µ)ζα′
k1
(ν), · · · , Nξα′
kn
(i)ξα′
kn
(j), Nζα′
kn
(µ)ζα′
kn
(ν)) = 0,
where θ is a smooth function in R2n that satisfies
|∂(k)θ(x)| ≤ C(1 + ||x||2)C , k = 1, 2, 3, with some constant C > 0. (1.16)
Remark 1.8. The results in Theorem 1.6 and 1.7 can be easily extended to a general form containing
more entries of the singular vectors using a general form of Green function comparison argument. For
example, to extend Theorem 1.6, we consider the k-th bulk component and choose any positive integer β,
under Assumption 1.3 and 1.5, for any choices of indices i1, j1, · · · , iβ, jβ ∈ I1 and µ1, ν1, · · · , µβ, νβ ∈ I2,
for the corresponding li defined in (1.12) or (1.13), i = 1, 2, · · · , β, there exists some 0 < δ < 1 with
0 < max1≤i≤β{li} ≤ N δk , we have
lim
N→∞
[EV − EG]θ(Nξα′
1
(i1)ξα′
1
(j1), Nζα′
1
(µ1)ζα′
1
(ν1), · · · , Nξα′
β
(iβ)ξα′
β
(jβ), Nζα′
β
(µβ)ζα′
β
(νβ)) = 0, (1.17)
where θ ∈ R2β is a smooth function function satisfying |∂(k)θ(x)| ≤ C(1 + ||x||2)C , k = 1, 2, 3, with some
constant C > 0. Similarly, we can extend Theorem 1.7 to contain more entries of singular vectors.
Recall (1.10), denote ̟k := (|f ′′(xk)|/2)1/3, k = 1, 2, · · · , 2p, for any positive integer h, we define
q2k−1,h :=
N
2
3
̟2k−1
(λk,h − a2k−1), q2k,h := −N
2
3
̟2k
(λk,Nk−h+1 − a2k).
Consider a smooth function θ ∈ R whose third derivative θ(3) satisfying |θ(3)(x)| ≤ C(1 + |x|)C , for some
constant C > 0. Then by [21, Theorem 3.18], we have
lim
N→∞
[EV − EG]θ(qk,h) = 0. (1.18)
Together with Theorem 1.6, we have the following corollary, which is an analogy of [19, Theorem 1.6]. Denote
t = 2k − 1 if α′ is of (1.12) and 2k if α′ is of (1.13).
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Corollary 1.9 (Edge joint distribution in a single bulk). Under the assumptions of Theorem 1.6, for some
positive integer h, we have
lim
N→∞
[EV − EG]θ(qt,h, Nξα′(i)ξα′ (j), Nζα′(µ)ζα′ (ν)) = 0, (1.19)
where θ ∈ R3 satisfying
|∂(k)θ(x)| ≤ C(1 + ||x||2)C , k = 1, 2, 3, with some constant C > 0. (1.20)
Corollary 1.9 can be extended to a general form for several bulk components. Denote ti = 2ki − 1 if α′ki
is of (1.12) and 2ki if α
′
ki
is of (1.13).
Corollary 1.10 (Edge joint distribution for several bulks). Under the assumptions of Theorem 1.7, for
some positive integer h, we have
lim
N→∞
[EV −EG]θ(qt1,h, Nξα′k1 (i)ξα′k1 (j), Nζα′k1 (µ)ζα′k1 (ν), · · · ,qtn,h, Nξα′kn (i)ξα′kn (j), Nζα′kn (µ)ζα′kn (ν)) = 0,
where θ ∈ R3n is a smooth function function satisfying
|∂(k)θ(x)| ≤ C(1 + ||x||2)C , k = 1, 2, 3, with some arbitrary C > 0. (1.21)
Remark 1.11. (i). Similar to (1.17), the results in Corollary 1.9 and 1.10 can be easily extended to a general
form containing more entries of the singular vectors. For example, to extend Corollary 1.9, we can choose any
positive integers β and h1, · · · , hβ, under Assumption 1.3 and 1.5, for any choices of indices i1, j1, · · · , iβ , jβ ∈
I1 and µ1, ν1, · · · , µβ , νβ ∈ I2, for the corresponding li defined in (1.12) or (1.13), i = 1, 2, · · · , β, there exists
some 0 < δ < 1 with max1≤i≤β{li} ≤ N δk , we have
lim
N→∞
[EV−EG]θ(qt1,h1 , Nξα′1(i1)ξα′1 (j1), ζα′1(µ1)ζα′1 (ν1), · · · ,qtβ ,hβ , Nξα′β (iβ)ξα′β (jβ), Nζα′β (µβ)ζα′β (νβ)) = 0.
where the smooth function θ ∈ R3β satisfies |∂(k)θ(x)| ≤ C(1 + ||x||2)C , k = 1, 2, 3, for some constant C.
(ii). Theorem 1.6 and 1.7, Corollary 1.9 and 1.10 still hold true for the complex case, where the moment
matching condition is replaced by
E
Gx¯lijx
u
ij = E
V x¯lijx
u
ij , 0 ≤ l + u ≤ 2. (1.22)
(iii). All the above theorems and corollaries are stronger than their counterparts from [19] because they
hold much further into the bulk components. For instance, in the counterpart of Theorem 1.6, which is [19,
Theorem 1.6], the universality was established under the assumption that l ≤ (logN)C log logN .
In the bulks, similar results hold under the stronger assumption that the first four moments of the matrix
entries match with those of Gaussian ensembles.
Theorem 1.12 (Bulk universality in a single bulk component). For QV = Σ
1/2XVX
∗
V Σ
1/2 satisfying
Assumption 1.1. Assuming that the third and fourth moments of XV agree with those of XG and considering
the k-th bulk component, k = 1, 2, · · · , p and l defined in (1.12) or (1.13) , under Assumption 1.3 and 1.5,
for any choices of indices i, j ∈ I1, µ, ν ∈ I2, there exists a small δ ∈ (0, 1), when δNk ≤ l ≤ (1 − δ)Nk, we
have
lim
N→∞
[EV − EG]θ(Nξα′ (i)ξα′(j), Nζα′(µ)ζα′ (ν)) = 0,
where θ is a smooth function in R2 that satisfies
|∂(k)θ(x)| ≤ C(1 + ||x||2)C , k = 1, 2, 3, 4, 5, with some constant C > 0. (1.23)
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Theorem 1.13 (Bulk universality for several bulk components). For QV = Σ
1/2XVX
∗
VΣ
1/2 satisfying
Assumption 1.1. Assuming that the third and fourth moments of XV agree with those of XG, consider
the k1-th, · · · , kn-th bulks, k1, · · · , kn ∈ {1, 2, · · · , p}, n ≤ p, for lki defined in (1.12) or (1.13) associated
with the ki-th bulk component, i = 1, 2, · · · , n, under Assumption 1.3 and 1.5, for any choices of indices
i, j ∈ I1, µ, ν ∈ I2, there exists a δ ∈ (0, 1), when δNki ≤ lki ≤ (1− δ)Nki , i = 1, 2, · · · , n, we have
lim
N→∞
[EV − EG]θ(Nξα′
k1
(i)ξα′
k1
(j), Nζα′
k1
(µ)ζα′
k1
(ν), · · · , Nξα′
kn
(i)ξα′
kn
(j), Nζα′
kn
(µ)ζα′
kn
(ν)) = 0,
where θ is a smooth function in R2n that satisfies
|∂(k)θ(x)| ≤ C(1 + ||x||2)C , k = 1, 2, 3, 4, 5, with some constant C > 0. (1.24)
Remark 1.14. (i). Similar to Corollary 1.9, 1.10 and (i) of Remark 1.11, we can extend the results to the
joint distribution containing singular values. We take the extension of Theorem 1.12 as an example. By (ii)
of Assumption 1.3, in the bulk, we have
∫ γα′
λα′
dρ = 1N + o(N
−1). Using a similar Dyson Brownian motion
argument as in [27], combining with Theorem 1.12, we have
lim
N→∞
[EV − EG]θ(pα′ , Nξα′(i)ξα′(j), Nζα′(µ)ζα′ (ν)) = 0. (1.25)
where pα′ is defined as
pα′ := ρ(γα′)N(λα′ − γα′),
and θ ∈ R3 satisfying
|∂(k)θ(x)| ≤ C(1 + ||x||2)C , k = 1, 2, 3, 4, 5, with some constant C > 0.
(ii). Theorem 1.12 and 1.13 still hold true for the complex case, where the moment matching condition is
replaced by
E
Gx¯lijx
u
ij = E
V x¯lijx
u
ij , 0 ≤ l + u ≤ 4. (1.26)
1.4. Applications to statistics. In this subsection, we give a few remarks on the possible applications to
statistics. It is notable that, in general, the distribution of the singular vectors of sample covariance matrix
Q = TXX∗T ∗ is unknown, even for the GOE case. However, when T is a scalar matrix (i.e T = cI, c > 0),
Bourgade and Yau [9, Appendix C] have shown that the entries of the singular vectors are asymptotically
normally distributed. Hence, our universality results imply that under Assumption 1.1, 1.3 and 1.5, when
T is conformal (i.e T ∗T = cI, c > 0), the entries of the right singular vectors are asymptotically normally
distributed. Therefore, this can be used to test the null hypothesis
H0 : T is a conformal matrix. (1.27)
The statistical testing problem (1.27) contains a rich class of hypothesis tests. For instance, when T = I,
it reduces to the sphericity test and when c = 1, it reduces to test whether the covariance matrix of X is
orthogonal [34].
To illustrate how our results can be used to test (1.27), we take the example by assuming c = 1 in the
following discussion. Under H0, denote the QR factorization of T to be T = UI, the right singular vector of
TX is the same of X, ζk, k = 1, 2, · · · , N. Using [9, Corollary 1.3], we find that for i, k = 1, 2, · · · , N,
√
Nζk(i)→ N , (1.28)
where N is a standard Gaussian random variable. In detail, we can take the following steps to test whether
H0 holds true:
1. Randomly choose two index sets R1, R2 ⊂ {1, 2, · · · , N} with |Ri| = O(1), i = 1, 2.
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2. Use Bootstrapping method to sample the columns of Q and get a sequence of M × N matrices
Qj , j = 1, 2, · · · ,K.
3. Select ζjk(i), k ∈ R1, i ∈ R2 from Qj, j = 1, 2, · · · ,K. Use the classic normality test, for instance the
Shapiro-Wilk test to check whether (1.28) hold true for all the above samples. Record the number of samples
cannot be rejected by the normality test by A.
4. Given some pre-chosen significant level α, reject H0 if
A
|R1||R2|
< 1− α.
The other important information from our result is that the singular vectors are completely delocalized.
In the low rank matrix denoising problem [12],
Sˆ = TX + S,
where S is a deterministic low rank matrix. Consider the rank one case and assume the left singular vector
u of S is sparse, using the completely delocalization result, it can be shown that the first left singular vector
of Sˆ has the same sparse structure as that of u. Thus, to estimate the singular vectors of S, we only need to
do singular value decomposition on a block matrix of Sˆ. For more detail, we refer to [12, Section 2.1].
This paper is organized as follows. In Section 2, we introduce some notations and tools that will be
used in our proofs. In Section 3, we prove the singular vector distribution near the edge. In Sections 4, we
prove the distribution within the bulks. In particular, the Green function comparison arguments are mainly
discussed in Section 3.1 and Lemma 4.5. In the appendix, we prove Lemma 3.4.
Conventions. We will always use C to denote a generic large positive constant, whose value may change
from one line to the next. Similarly, we use ǫ to denote a generic small positive constant. For two quantities
aN and bN depending on N , the notation aN = O(bN ) means that |aN | ≤ C|bN | for some positive constant
C > 0, and aN = o(bN ) means that |aN | ≤ cN |bN | for some positive constants cN → 0 as N →∞. We also
use the notation aN ∼ bN if aN = O(bN ) and bN = O(aN ). We write the identity matrix In×n as 1 or I
when there is no confusion about the dimension.
2 Notations and tools
In this section, we introduce some notations and tools which will be used in this paper. Throughout the
paper, we will always use ǫ1 for a small constant and D1 a large constant. Recall that the ESD of an n× n
symmetric matrix H is defined as
F
(n)
H (λ) :=
1
n
n∑
i=1
1{λi(H)≤λ}.
For some small constant τ > 0, we define the typical domain for z = E + iη as
D(τ) = {z ∈ C+ : |E| ≤ τ−1, N−1+τ ≤ η ≤ τ−1}. (2.1)
Definition 2.1 (Stieltjes transform). Recall that the Green functions for Y Y ∗ and Y ∗Y are defined
G1(z) := (Y Y ∗ − z)−1, G2(z) := (Y ∗Y − z)−1, z = E + iη ∈ C+. (2.2)
The Stieltjes transform of the ESD of Y ∗Y is given by
m2(z) ≡ m(N)2 (z) :=
∫
1
x− z dF
(N)
Y ∗Y (x) =
1
N
N∑
i=1
(G2)ii(z) = 1
N
TrG2(z). (2.3)
Similarly, we can also define m1(z) ≡ m(M)1 (z) :=M−1TrG1(z).
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It has been shown in [12, 13, 21, 33] that the linearizing block matrix is quite useful in dealing with rectangular
matrices.
Definition 2.2. For z ∈ C+, we define the (N +M)× (N +M) self-adjoint matrix
H ≡ H(X,Σ) :=
( −zI z1/2Y
z1/2Y ∗ −zI
)
, (2.4)
and
G ≡ G(X, z) := H−1. (2.5)
By Schur’s complement, it is easy to check that
G =
( G1(z) z−1/2G1(z)Y
z−1/2Y ∗G1(z) z−1Y ∗G1(z)Y − z−1I
)
=
(
z−1Y G2(z)Y ∗ − z−1I z−1/2Y G2(z)
z−1/2G2(z)Y ∗ G2(z)
)
, (2.6)
for G1,2 defined in (2.2). Thus a control of G yields directly a control of (Y Y ∗ − z)−1 and (Y ∗Y − z)−1.
Moreover, we have
m1(z) =
1
M
∑
i∈I1
Gii, m2(z) =
1
N
∑
µ∈I2
Gµµ.
Recall that Y =
∑M∧N
i=1
√
λkξkζ
∗
k , ξk ∈ RI1 , ζk ∈ RI2 , by (2.6), we have
G(z) =
M∧N∑
k=1
1
λk − z
(
ξkξ
∗
k z
−1/2
√
λkξkζ
∗
k
z−1/2
√
λkζkξ
∗
k ζkζ
∗
k
)
. (2.7)
Denote
Ψ(z) :=
√
Imm(z)
Nη
+
1
Nη
, Σo :=
(
Σ 0
0 I
)
, Σ :=
(
z−1/2Σ1/2 0
0 I
)
. (2.8)
Definition 2.3. For z ∈ C+, we define the I × I matrix
Π(z) :=
( −z−1(1 +m(z)Σ)−1 0
0 m(z)
)
. (2.9)
We will see later from Lemma 2.6 that G(z) converges to Π(z) in probability.
Remark 2.4. In [21, Definition 3.2], the linearizing block matrix is defined as
Ho :=
( −Σ−1 X
X∗ −zI
)
. (2.10)
It is easy to check the following relation between (2.4) and (2.10)
H =
(
z1/2Σ1/2 0
0 I
)
Ho
(
z1/2Σ1/2 0
0 I
)
. (2.11)
In [21, Definition 3.3], the deterministic convergent limit of H−1o is
Πo(z) =
( −Σ(1 +m(z)Σ)−1 0
0 m(z)
)
. (2.12)
Therefore, by (2.11), we can get a similar relation between (2.9) and (2.12)
Π(z) =
(
z−1/2Σ−1/2 0
0 I
)
Πo(z)
(
z−1/2Σ−1/2 0
0 I
)
. (2.13)
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Definition 2.5. We introduce the notation X(T) to represent the M × (N − |T|) minor of X by deleting the
i-th, i ∈ T columns of X. For convenience, ({i}) will be abbreviated to (i). We will keep the name of indices
of X for X(T), that is X
(T)
ij = 1(j /∈ T)Xij . We will denote
Y (T) = Σ1/2X(T), G(T)1 = (Y (T)Y (T)
∗ − zI)−1, G(T)2 = (Y (T)
∗
Y (T) − zI)−1. (2.14)
Consequently, m
(T)
1 (z) =M
−1TrG(T)1 (z), m(T)2 (z) = N−1TrG(T)2 (z).
Our key ingredient is the anisotropic local law derived by Knowles and Yin in [21].
Lemma 2.6. Fix τ > 0, assume (1.1), (1.2) and (1.5) hold. Moreover, suppose that every edge k = 1, · · · , 2p
satisfies ak ≥ τ and every bulk component k = 1, · · · , p is regular in the sense of Assumption 1.3. Then for
all z ∈ D(τ) and any unit vectors u,v ∈ RM+N , there exists some small constant ǫ1 > 0 and large constant
D1 > 0, when N is large enough, with 1−N−D1 probability, we have∣∣< u,Σ−1(G(z)−Π(z))Σ−1v >∣∣ ≤ N ǫ1Ψ(z), (2.15)
and
|m2(z)−m(z)| ≤ N ǫ1Ψ(z). (2.16)
Proof. (2.16) is already proved in (3.11) of [21]. We only need to prove (2.15). By (2.11), we have
Go(z) =
(
z1/2Σ1/2 0
0 I
)
G(z)
(
z1/2Σ1/2 0
0 I
)
. (2.17)
By [21, Theorem 3.6], with 1−N−D1 probability, we have
| < u,Σ−1o (Go(z)−Πo(z))Σ−1o v > | ≤ N ǫ1Ψ(z). (2.18)
Therefore, by (2.13), (2.17) and (2.18), we conclude our proof.
It is easy to derive the following corollary from Lemma 2.6.
Corollary 2.7. Under the assumptions of Lemma 2.6, with 1−N−D1 probability, we have
| < v, (G2(z)−m(z))v > | ≤ N ǫ1Ψ(z), | < u, (G1(z) + z−1(1 +m(z)Σ)−1)u > | ≤ N ǫ1Ψ(z), (2.19)
where v, u are unit vectors in RN ,RM respectively.
We use the following lemma to characterize the rigidity of eigenvalues within each of the bulk component,
which can be found in [21, Theorem 3.12].
Lemma 2.8. Fix τ > 0, assume (1.1), (1.2) and (1.5) hold. Moreover, suppose that every edge k = 1, · · · , 2p
satisfies ak ≥ τ and every bulk component k = 1, · · · , p is regular in the sense of Assumption 1.3. Recall Nk
is the number of eigenvalues within each bulk, then we have that for i = 1, · · · , Nk satisfying γk,i ≥ τ and
k = 1, · · · , p, with 1−N−D1 probability, we have
|λk,i − γk,i| ≤ (i ∧ (Nk + 1− i))− 13N− 23+ǫ1 . (2.20)
Within the bulk, we have stronger result. For small τ ′ > 0, denote
Dbk := {z ∈ D(τ) : E ∈ [a2k + τ ′, a2k−1 − τ ′]}, k = 1, 2, · · · , p, (2.21)
as the bulk spectral domain, then [21, Theorem 3.15] gives the following result.
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Lemma 2.9. Fix τ, τ ′ > 0, assume (1.1), (1.2) and (1.5) hold and the bulk component k = 1, · · · , 2p is
regular in the sense of (ii) of Assumption 1.3. Then for all i = 1, · · · , Nk satisfying γk,i ∈ [a2k+τ ′, a2k−1−τ ′],
we have (2.15) and (2.16) hold uniformly for all z ∈ Dbk and with 1−N−D1 probability,
|λk,i − γk,i| ≤ N−1+ǫ1 . (2.22)
As discussed in [21, Remark 3.13], Lemma 2.6 and 2.8 imply the completely delocalization of the singular
vectors.
Lemma 2.10. Fix τ > 0, under the assumptions of Lemma 2.6, for any i, µ such that γi, γµ ≥ τ, with
1−N−D1 probability, we have
max
i,s1
|ξi(s1)|2 +max
µ,s2
|ζµ(s2)|2 ≤ N−1+ǫ1 . (2.23)
Proof. By (2.19), with 1 − N−D1 probability, we have max{ImGii(z), ImGµµ(z)} = O(1). Choose z0 =
E + iη0 with η0 = N
−1+ǫ1 and use the spectral decomposition (2.7), we have
N∧M∑
k=1
η0
(E − λk)2 + η20
|ξk(i)|2 = ImGii(z0) = O(1), (2.24)
N∧M∑
k=1
η0
(E − λk)2 + η20
|ζk(µ)|2 = ImGµµ(z0) = O(1), (2.25)
hold with 1−N−D1 probability. Choosing E = λk in (2.24) and (2.25), we finish the proof.
3 Singular vectors near the edges
In this section, we prove the universality for the distributions of the edge singular vectors Theorem 1.6 and
1.7, as well as the joint distribution between singular values and singular vectors Corollary 1.9 and 1.10. The
main identities on which we will rely are
G˜ij =
M∧N∑
β=1
η
(E − λβ)2 + η2 ξβ(i)ξβ(j), G˜µν =
M∧N∑
β=1
η
(E − λβ)2 + η2 ζβ(µ)ζβ(ν), (3.1)
where G˜ij , G˜µν are defined as
G˜ij :=
1
2i
(Gij(z)−Gij(z¯)), G˜µν := 1
2i
(Gµν(z)−Gµν(z¯)). (3.2)
Due to similarity, we focus our proof on the right singular vectors. The proofs reply on three main steps: (i).
Writing Nζβ(µ)ζβ(ν) as an integral of G˜µν over a random interval with size O(N
ǫη), where ǫ > 0 is a small
constant and η = N−2/3−ǫ0, ǫ0 > 0 will be chosen later; (ii). Replacing the sharp characteristic function
getting from step (i) with a smooth cutoff function q in terms of the Green function; (iii). Using the Green
function comparison argument to compare the distribution of the singular vectors between the ensembles
XG and XV .
We will follow the proof strategy of [19, Section 3] and slightly modify the detail. Specially, the choices
of random interval in step (i) and the smooth function q in step (ii) are different due to the fact that we have
more than one bulk components. And the Green function comparison argument is also slightly different as
we use the linearization matrix (2.7).
We mainly focus on a single bulk component, firstly prove the singular vector distribution and then
extend the results to singular values. The results containing several bulk components will follow after minor
modification. We first prove the following result for the right singular vector.
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Lemma 3.1. For QV = Σ
1/2XVX
∗
VΣ
1/2 satisfying Assumption 1.1, let EG,EV denote the expectations with
respect to XG, XV . Consider the k-th bulk component, k = 1, 2, · · · , p, and l defined in (1.12) or (1.13),
under Assumption 1.3 and 1.5, for any choices of indices µ, ν ∈ I2, there exists a δ ∈ (0, 1), when l ≤ N δk ,
we have
lim
N→∞
[EV − EG]θ(Nζα′ (µ)ζα′(ν)) = 0,
where θ is a smooth function in R that satisfies
|θ(3)(x)| ≤ C1(1 + |x|)C1 , x ∈ R, with some constant C1 > 0. (3.3)
Near the edges, by (2.20) and (2.23), with 1−N−D1 probability, we have
|λα′ − γα′ | ≤ N−2/3+ǫ1 , max
µ,s2
|ζµ(s2)|2 ≤ N−1+ǫ1 . (3.4)
Hence, throughout the proofs of this section, we always use the scale parameter
η = N−2/3−ǫ0 , ǫ0 > ǫ1 is a small constant. (3.5)
Proof of Lemma 3.1. In a first step, we express the singular vector entries as an integral of Green functions
over a random interval, which is recorded as the following lemma.
Lemma 3.2. Under the assumptions of Lemma 3.1, there exists a small constant 0 < δ < 1, such that
lim
N→∞
max
l≤Nδ
k
max
µ,ν
∣∣∣∣EV θ(Nζα′(µ)ζα′ (ν)) − EV θ[Nπ
∫
I
G˜µν(z)X (E)dE]
∣∣∣∣ = 0, (3.6)
where I is defined as
I := [a2k−1 −N− 23+ǫ, a2k−1 +N− 23+ǫ], (3.7)
when (1.12) holds, and when (1.13) holds, it is denoted as
I := [a2k −N− 23+ǫ, a2k +N− 23+ǫ], (3.8)
with ǫ satisfies that, for C1 defined in (3.3)
2(C1 + 1)(δ + ǫ1) < ǫ < cǫ0, c > 0 is a constant much smaller than 1. (3.9)
And X (E) is defined as
X (E) := 1(λα′+1 < E− ≤ λα′), (3.10)
where E± := E ±N ǫη. The conclusion holds true if we replace XV with XG.
Proof. We first observe that
ζα′(µ)ζα′ (ν) =
η
π
∫
R
ζα′(µ)ζα′ (ν)
(E − λα′)2 + η2 dE.
Choose a, b such that
a := min{λα′ −N ǫη, λα′+1 +N ǫη}, b := λα′ +N ǫη. (3.11)
We also observe the elementary inequality (see the equation above (6.10) of [16]), for some constant C > 0,∫ ∞
x
η
π(y2 + η2)
dy ≤ Cη
x+ η
, x > 0. (3.12)
By (3.4), (3.11) and (3.12), with 1−N−D1 probability, we have
ζα′(µ)ζα′ (ν) =
η
π
∫ b
a
ζα′(µ)ζα′ (ν)
(E − λ′α)2 + η2
dE +O(N−1−ǫ+ǫ1). (3.13)
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By (3.3), (3.4), (3.9), (3.13) and mean value theorem , we have
E
V θ(Nζα′(µ)ζα′ (ν)) = E
V θ(
Nη
π
∫ b
a
ζα′(µ)ζα′(ν)
(E − λα′)2 + η2 dE) + o(1). (3.14)
Denote λ±t := λt ±N ǫη, t = α′, α′ + 1, and by (3.11), we have
∫ b
a
dE =
∫ λ+
α′
λ+
α′+1
dE + 1(λ+α′+1 > λ
−
α′)
∫ λ+
α′+1
λ−
α′
dE.
By (3.3), (3.4), (3.14) and mean value theorem , we have
E
V θ(Nζα′(µ)ζα′ (ν)) = E
V θ(
Nη
π
∫ λ+
α′
λ+
α′+1
ζα′(µ)ζα′ (ν)
(E − λα′ )2 + η2 dE) + o(1), (3.15)
where we use (2.20) and (3.9). Next we can without loss of generality, consider the case when (1.12) holds
true. By (3.4) and (3.9), we observe that with 1 −N−D1 probability, we have λ+α′ ≤ a2k−1 +N−2/3+ǫ and
λ+α′+1 ≥ a2k−1 −N−2/3+ǫ. By (2.20) and the choice of I in (3.7), we have
E
V θ(Nζα′(µ)ζα′ (ν)) = E
V θ(
Nη
π
∫
I
ζα′(µ)ζα′(ν)
(E − λα′)2 + η2X (E)dE) + o(1). (3.16)
Recall (3.1), we can split the summation as
1
η
G˜µν(z) =
∑
β 6=α′
ζβ(µ)ζβ(ν)
(E − λβ)2 + η2 +
ζα′(µ)ζα′ (ν)
(E − λα′ )2 + η2 . (3.17)
Denote A := {β 6= α′ : λβ is not in the k-th bulk component}. By (3.4), with 1−N−D1 probability, we have∣∣∣∣∣∣
∑
β 6=α′
Nη
π
∫
I
ζβ(µ)ζβ(ν)
(E − λβ)2 + η2 dE
∣∣∣∣∣∣ ≤
N ǫ1
π

∑
β∈A
∫
I
η
η2 + (E − λβ)2 dE +
∑
β∈Ac
∫
I
η
η2 + (E − λβ)2 dE

 .
(3.18)
By Assumption 1.3, with 1−ND1 probability, we have
N ǫ1
π
∑
β∈A
∫
I
η
η2 + (E − λβ)2 dE ≤ N
ǫ1
∑
β∈A
N−4/3−ǫ0+ǫ. (3.19)
Denote
l(β) := β −
∑
t<k
Nt. (3.20)
By (3.4), with 1−N−D1 probability, for some small constant 0 < δ < 1, we have
N ǫ1
π
∑
β∈Ac
∫
I
η
(E − λβ)2 + η2 dE ≤ N
ǫ1+δ +
1
π
∑
β∈Ac; l(β)≥Nδ
k
∫
I
N ǫ1η
η2 + (E − λβ)2 dE. (3.21)
By Assumption 1.3, (1.9) and (2.20), it is easy to check that (see (3.12) of [19])
(E − λβ)2 ≥ c( l(β)
N
)4/3, c > 0 is some constant. (3.22)
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By (3.22), with 1−N−D1 probability, we have
1
π
∑
β∈Ac; l(β)≥Nδ
k
∫
I
N ǫ1η
η2 + (E − λβ)2 dE ≤ N
ǫ1−ǫ0+ǫ
∫ N
Nδ−1
1
x4/3
dx ≤ N−δ/3+ǫ1−ǫ0+ǫ.
Recall (3.9), we can restrict ǫ1 − ǫ0 + ǫ < 0, with 1−N−D1 probability, this yields∑
β∈Ac; l(β)≥Nδ
k
∫
I
N ǫ1η
η2 + (E − λβ)2 dE ≤ N
−δ/3. (3.23)
By (3.18), (3.19), (3.21) and (3.23), with 1−N−D1 probability, we have∣∣∣∣∣∣
∑
β 6=α′
Nη
π
∫
I
ζβ(µ)ζβ(ν)
(E − λβ)2 + η2 dE
∣∣∣∣∣∣ ≤ N δ+2ǫ1 . (3.24)
By (3.3), (3.4), (3.17), (3.24) and mean value theorem, we have∣∣∣∣EV θ(Nηπ
∫
I
ζα′(µ)ζα′ (ν)
(E − λα′ )2 + η2X (E)dE) − E
V θ(
N
π
∫
I
G˜µν(E + iη)X (E)dE)
∣∣∣∣
≤ NC1(δ+2ǫ1)EV
∑
β 6=α′
Nη
π
∫
I
|ζβ(µ)ζβ(ν)|
(E − λβ)2 + η2X (E)dE, (3.25)
where C1 is defined in (3.3). To finish the proof, it suffices to estimate the right-hand side of (3.25). Similar
to (3.19), we have ∑
β∈A
∫
I
η
η2 + (E − λβ)2 dE ≤ N
−1/3−ǫ0+ǫ. (3.26)
Choose a small constant 0 < δ1 < 1, repeat the estimation of (3.23), we have∑
β∈Ac; l(β)≥N
δ1
k
∫
I
η
η2 + (E − λβ)2 dE ≤ N
−δ1/3+ǫ−ǫ0 . (3.27)
Recall (1.12) and restrict ǫ > 2((C1 + 1)ǫ1 + δ1 + C1δ), by (3.4) and (3.12), we have
∑
β∈Ac; l≤l(β)≤N
δ1
k
Nη
π
E
V
∫
I
|ζβ(µ)ζβ(ν)|
(E − λβ)2 + η2X (E)dE ≤ E
V
∫ ∞
λα′+1+N
ǫη
N δ1+ǫ1η
(E − λα′+1)2 + η2 dE
≤ N−ǫ+ǫ1+δ1 , (3.28)
where we use the fact that β ∈ Ac and l < l(β) ≤ N δ1k implies λβ ≤ λα′+1. It remains to estimate the
summation of the terms when β ∈ Ac and l(β) < l. For a given constant ǫ′ satisfies
1
2
(ǫ0 + 3ǫ+ 2(C1 + 1)ǫ1 + (C1 + 1)δ) < ǫ
′ < ǫ0, (3.29)
we partition I = I1 ∪ I2 with I1 ∩ I2 = ∅ by denoting
I1 := {E ∈ I : ∃β, β ∈ Ac, l(β) < l, |E − λβ | ≤ N ǫ′η}. (3.30)
By (3.4) and (3.30), we have
∑
β∈Ac; l(β)<l
Nη
π
E
V
∫
I2
|ζβ(µ)ζβ(ν)|
(E − λβ)2 + η2X (E)dE ≤ N
−2ǫ′+ǫ0+ǫ+ǫ1+δ. (3.31)
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It is easy to check that on I1 when λα′+1 ≤ λα′ < λβ , we have (see (3.15) of [19])
1
(E − λβ)2 + η2 1(E
− ≤ λα′) ≤ N
2ǫ
(λα′+1 − λα′)2 + η2 . (3.32)
By (3.4) and (3.32), we have
∑
β∈Ac;l(β)≤l
Nη
π
E
V
∫
I1
|ζβ(µ)ζβ(ν)|
(E − λβ)2 + η2X (E)dE ≤ E
V
∫
I1
N δ+ǫ1+2ǫ−2/3η
(λα′+1 − λα′)2 + η2 dE
≤ N δ+ǫ1+3ǫ−D1+2/3+ǫ0 +N−2ǫ′+ǫ0+ǫ1+δ+3ǫ. (3.33)
By (3.26), (3.27), (3.28), (3.29) and (3.33), we conclude the proof of (3.25). It is clear that our proof still
applies when we replace XV with XG.
In a second step, we will write the sharp indicator function of (3.10) as some smooth function q of G˜µν .
To be consistent with the proof of Lemma 3.2, we consider the bulk edge a2k−1. Denote
ϑη(x) :=
η
π(x2 + η2)
=
1
π
Im
1
x− iη . (3.34)
We define a smooth cutoff function q ≡ qα′ : R→ R+ satisfying
q(x) = 1, if |x− l| ≤ 1
3
; q(x) = 0, if |x− l| ≥ 2
3
, (3.35)
where l is defined in (1.12). We also denote Q1 = Y
∗Y.
Lemma 3.3. For ǫ defined in (3.9) , denote
XE(x) := 1(E− ≤ x ≤ EU ), (3.36)
where EU := a2k−1 + 2N
−2/3+ǫ. Denote η˜ := N−2/3−9ǫ0 , where ǫ0 is defined in (3.5), we have
lim
N→∞
max
l≤Nδ
k
max
µ,ν
∣∣∣∣EV θ(Nζα′(µ)ζα′ (ν)) − EV θ(Nπ
∫
I
G˜µν(z)q[Tr(XE ∗ ϑη˜)(Q1)]dE)
∣∣∣∣ = 0, (3.37)
where I is defined in (3.7) and ∗ is the convolution operator.
Proof. For any E1 < E2, denote the number of eigenvalues of Q1 in [E1, E2] by
N (E1, E2) := #{j : E1 ≤ λj ≤ E2}. (3.38)
Recall (3.7) and (3.10), it is easy to check that with 1−N−D1 probability, we have
N
∫
I
G˜µν(z)X (E)dE = N
∫
I
G˜µν(z)1(N (E−, EU ) = l)dE = N
∫
I
G˜µν(z)q[TrXE(Q1)]dE, (3.39)
where for the second equality, we use (2.20) and Assumption 1.3. We use the following lemma to estimate
(3.38) by its delta approximation smoothed on the scale η˜. The proof is put in Appendix A.
Lemma 3.4. For t = N−2/3−3ǫ0 , there exists some constant C, with 1 − N−D1 probability, for any E
satisfying
|E− − a2k−1| ≤ 3
2
N−2/3+ǫ, (3.40)
we have
|TrXE(Q1)− Tr(XE ∗ ϑη˜)(Q1)| ≤ C(N−2ǫ0 +N (E− − t, E− + t)). (3.41)
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By (A.7) of [21], for any z ∈ D(τ) defined in (2.1), we have
Imm(z) ∼
{
η/
√
κ+ η E /∈ supp(ρ),√
κ+ η E ∈ supp(ρ). , (3.42)
where κ := |E − a2k−1|. When µ = ν, with 1−N−D1 probability, we have
sup
E∈I
|G˜µµ(E + iη)| = sup
E∈I
| ImGµµ(z)| ≤ sup
E∈I
(Im |Gµµ(z)−m(z)|+ | Imm(z)|) ≤ N−1/3+ǫ0+2ǫ,
where we use (2.19) and (3.42). When µ 6= ν, we use the following identity
G˜µν = η
M+N∑
k=M+1
GµkGνk.
By (2.19) and (3.42), with 1 − N−D1 probability, we have supE∈I |G˜µν(z)| ≤ N−1/3+ǫ0+2ǫ. Therefore, for
E ∈ I, with 1−N−D1 probability, we have
sup
E∈I
|G˜µν(E + iη)| ≤ N−1/3+3ǫ0/2. (3.43)
Recall (3.35), by (3.39), (3.41), (3.43) and the smoothness of q, with 1−N−D1 probability, we have∣∣∣∣N
∫
I
G˜µν(z)X (E)dE −N
∫
I
G˜µν(z)q[Tr(XE ∗ ϑη˜(Q1))]dE
∣∣∣∣ ≤ CN ∑
l(β)≤Nδ
k
∫
I
|G˜µν(z)|1(|E− − λβ | ≤ t)dE +N−ǫ0/4
≤ CN1+δ|t| sup
z∈I
|G˜µν(z)|+N−ǫ0/4. (3.44)
By (3.43) and (3.44), we have∣∣∣∣N
∫
I
G˜µν(z)X (E)dE −N
∫
I
G˜µν(z)q[Tr(XE ∗ ϑη˜(Q1))]dE
∣∣∣∣ ≤ CN−ǫ0/2+δ +N−ǫ0/4.
Using a similar discussion to (3.18), by (3.3) and (3.9), we finish the proof.
In the final step, we use the Green function comparison argument to prove the following lemma, whose
proof will be put in Section 3.1.
Lemma 3.5. Under the assumptions of Lemma 3.3, we have
lim
N→∞
max
µ,ν
(EV − EG)θ
(
N
π
∫
I
G˜µν(z)q[Tr(XE ∗ ϑη˜)(Q1)]dE
)
= 0.
Once Lemma 3.5 is proved, the proof of Lemma 3.1 follows from Lemma 3.3.
3.1 Green function comparsion argument
In this section, we will prove Lemma 3.5 using the Green function comparison argument. In the end of this
section, we will discuss how we can extend Lemma 3.1 to Theorem 1.6 and Theorem 1.7. By the orthonormal
properties of ξ, ζ and (2.7), we have
G˜ij = η
M∑
k=1
GikGjk, G˜µν = η
M+N∑
k=M+1
GµkGνk. (3.45)
By (2.19), with 1−N−D1 probability, we have
|Gµµ| = O(1), |Gµν | ≤ N−1/3+2ǫ0 , µ 6= ν. (3.46)
We firstly drop the all diagonal terms in (3.45).
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Lemma 3.6. Recall EU = a2k−1 + 2N
−2/3+ǫ and η˜ = N−2/3−9ǫ0 , we have
E
V θ
[
N
π
∫
I
G˜µν(z)q[Tr(XE ∗ ϑη˜)(Q1)]dE
]
− EV θ
[∫
I
x(E)q(y(E))dE
]
= o(1), (3.47)
where we denote Xµν,k := GµkGνk and
x(E) :=
Nη
π
M+N∑
k=M+1, and 6=µ,ν
Xµν,k(E + iη), y(E) :=
η˜
π
∫ EU
E−
∑
k
∑
β 6=k
Xββ,k(E + iη˜)dE. (3.48)
The conclusion holds true if we replace XV with XG.
Proof. We first observe that by (3.46), with 1−N−D1 probability, we have
|x(E)| ≤ N2/3+3ǫ0 , (3.49)
which implies that ∫
I
|x(E)|dE ≤ N4ǫ0 . (3.50)
By (3.45) and (3.46), with 1−N−D1 probability, we have∣∣∣∣Nπ G˜µν(E + iη)− x(E)
∣∣∣∣ = Nηπ |GµµGνµ +GµνGνν | ≤ Nη(1(µ = ν) +N−1/3+2ǫ01(µ 6= ν)). (3.51)
By the equations (5.11) and (6.42) of [13], we have
Tr(XE ∗ ϑη˜(Q1)) = N
π
∫ EU
E−
Imm2(w + iη˜)dw,
∑
µν
|Gµν(w + iη˜)|2 = N Imm2(w + iη˜)
η˜
. (3.52)
Therefore, we have
Tr(XE ∗ ϑη˜(Q1))− y(E) = η˜
π
∫ EU
E−
M+N∑
β=M+1
|Gββ |2dw. (3.53)
By (3.53), mean value theorem and the fact q is smooth enough, we have
|q[Tr(XE ∗ ϑη˜)(Q1)]− q[y(E)]| ≤ N−1/3−7ǫ0 . (3.54)
Therefore, by mean value theorem, (3.3), (3.9), (3.49), (3.50), (3.51) and (3.54), we can conclude our proof.
To prove Lemma 3.5, by (3.47), it suffices to prove
[EV − EG]θ[
∫
I
x(E)q(y(E))dE] = o(1). (3.55)
For the rest, we will use the Green function comparison argument to prove (3.55), where we follow the basic
approach of [13, Section 6] and [19, Section 3.1]. Define a bijective ordering map Φ on the index set, where
Φ : {(i, µ1) : 1 ≤ i ≤M, M + 1 ≤ µ1 ≤M +N} → {1, . . . , γmax =MN}.
Recall that we relabel XV = ((XV )iµ1 , i ∈ I1, µ1 ∈ I2), similarly for XG. For any 1 ≤ γ ≤ γmax, we define
the matrix Xγ =
(
xγiµ1
)
such that xγiµ1 = X
G
iµ1 if Φ(i, µ1) > γ, and x
γ
iµ1
= XViµ1 otherwise. Note that
X0 = X
G and Xγmax = X
V . With the above definitions, we have
[EG − EV ]θ[
∫
I
x(E)q(y(E))dE] =
γmax∑
γ=1
[Eγ−1 − Eγ ]θ[
∫
I
x(E)q(y(E))dE].
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For simplicity, we rewrite the above equation as
E[θ(
∫
I
xGq(yG)dE)− θ(
∫
I
xV q(yV )dE)] =
γmax∑
γ=1
E[θ(
∫
I
xγ−1q(yγ−1)dE)− θ(
∫
I
xγq(yγ)dE)]. (3.56)
The key step of the Green function comparison argument is to use Lindeberg replacement strategy and find
an intermediate variable Ω ≡ Ω(γ) satisfying Ω(γ) = Ω(γ − 1), such that we can write
θ(
∫
I
xγ−1q(yγ−1)dE)−θ(
∫
I
xγq(yγ)dE) =
(
θ(
∫
I
xγ−1q(yγ−1)dE)− Ω(γ − 1)
)
+
(
θ(
∫
I
xγq(yγ)dE) − Ω(γ)
)
,
and θ(
∫
I xtq(yt)dE)−Ω(t), t = γ− 1, γ are small enough. We focus on the indices s, t ∈ I, the special case
µ, ν ∈ I2 follow. Denote Yγ := Σ1/2Xγ and
Hγ :=
(
0 z1/2Yγ
z1/2Y ∗γ 0
)
, Gγ :=
( −zI z1/2Yγ
z1/2Y ∗γ −zI
)−1
. (3.57)
As Σ is diagonal, for each fixed γ, Hγ andHγ−1 differ only at (i, µ1) and (µ1, i) elements, where Φ(i, µ1) = γ.
Then we define the (N +M)× (N +M) matrices V and W by
Vab = z
1/2
(
1{(a,b)=(i,µ1)} + 1{(a,b)=(µ1,i)}
)√
σiX
G
iµ1 , Wab = z
1/2
(
1{(a,b)=(i,µ1)} + 1{(a,b)=(µ1,i)}
)√
σiX
V
iµ1 ,
so that Hγ and Hγ−1 can be written as
Hγ−1 = O + V, Hγ = O +W,
for some (N +M)× (N +M) matrix O satisfying Oiµ1 = Oµ1i = 0 and O is independent of V and W . We
will take O as our intermediate variable. Denote
S := (Hγ−1 − z)−1, R := (O − z)−1, T := (Hγ − z)−1. (3.58)
With the above definitions, we can write
E[θ(
∫
I
xGq(yG)dE) − θ(
∫
I
xV q(yV )dE)] =
γmax∑
γ=1
E[θ(
∫
I
xSq(yS)dE)− θ(
∫
I
xT q(yT )dE)]. (3.59)
The comparison argument is based on the following resolvent expansion
S = R−RV R+ (RV )2R− (RV )3R+ (RV )4S. (3.60)
For any integer m > 0, by (6.11) of [13], we have
([RV ]mR)ab =
∑
(ai,bi)∈{(i,µ1),(µ1,i)}:1≤i≤m
(z)m/2(σi)
m/2(XGiµ1 )
mRaa1Rb1a2 · · ·Rbmb, (3.61)
([RV ]mS)ab =
∑
(ai,bi)∈{(i,µ1),(µ1,i)}:1≤i≤m
(z)m/2(σi)
m/2(XGiµ1 )
mRaa1Rb1a2 · · ·Sbmb. (3.62)
Denote
∆Xµν,k := SµkSνk −RµkRνk. (3.63)
In [19], the discussion relies on a crucial parameter (see (3.32) of [19]), which counts the maximum number of
diagonal resolvent elements in ∆Xµν,k. We will follow this strategy but using a different counting parameter
and furthermore use (3.61) and (3.62) as our key ingredients. Our discussion is slightly easier due to the loss
of a free index (i.e. i 6= µ1).
Inserting (3.60) into (3.63), by (3.61) and (3.62), we find that there exists a random variable A1, which
depends on the randomness only throughO and the first two moments ofXGiµ1 . Taking the partial expectation
with respect to the (i, µ1)-th entry of X
G(recall they are i.i.d), by (1.2), we have the following result.
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Lemma 3.7. Recall (2.8) and denote Eγ as the partial expectation with respect to X
G
iµ1
, there exists some
constant C > 0, with 1−N−D1 probability, we have
|Eγ∆Xµν,k −A1| ≤ N−3/2+Cǫ0Ψ(z)3−s, M + 1 ≤ k 6= µ, ν ≤M +N, (3.64)
where s counts the maximum number of resolvent elements in ∆Xµν,k involving the index µ1 and defined as
s := 1(({µ, ν} ∩ {µ1} 6= ∅) ∪ ({k = µ1})). (3.65)
Proof. Inserting (3.60) into (3.63), the terms in the expansion containing XGiµ1 , (X
G
iµ1)
2 will be included in
A1, we only consider the terms containing (X
G
iµ1 )
m,m ≥ 3. We consider m = 3 and discuss the following
terms,
Rµk[(RV )3R]νk, [RV R]µk[(RV )
2R]νk.
By (3.61), we have
Rµk[(RV )3R]νk = Rµk(
∑
(σi)
3/2(XGiµ1)
3(z)3/2Rνa1Rb1a2Rb2a3Rb3k. (3.66)
In the worst scenario, Rb1a2 and Rb2a3 are assumed to be the diagonal entries of R. Similarly, we have
[RV R]µk[(RV )2R]νk = (
∑
z1/2σ
1/2
i X
G
iµ1Rµa1Rb1k)(
∑
σi(X
G
iµ1)
2zRνa1Rb1a2Rb2k), (3.67)
and the worst scenario is the case when Rb1a2 is a diagonal term. As µ, ν 6= i is always true and there are
only finite terms of summation, by (1.2) and (3.46), for some constant C, we have
Eγ |Rµk[(RV )3R]νk| ≤ N−3/2+Cǫ0Ψ(z)3−s.
Similarly, we have
Eγ |[RV R]µk[(RV )2R]νk| ≤ N−3/2+Cǫ0Ψ(z)3−s.
The other cases 4 ≤ m ≤ 8 can be handled similarly. Hence, we conclude our proof.
Lemma 3.5 follows from the following result. Recall (3.48), denote
∆x(E) := xS(E)− xR(E), ∆y(E) := yS(E) − yR(E).
Lemma 3.8. For any fixed µ, ν, γ, there exists a random variable A, which depends on the randomness only
through O and the first two moments of XG, such that
Eθ[
∫
I
xSq(yS)dE]− Eθ[
∫
I
xRq(yR)dE] = A+ o(N−2+t), (3.68)
where t := |{µ, ν} ∩ {µ1}| and t = 0, 1 counts if there is µ, ν equals to µ1.
Before proving Lemma 3.8, we firstly show how Lemma 3.8 implies Lemma 3.5.
Proof of Lemma 3.5. It is easy to check that Lemma 3.8 still holds true when we replace S with T . Note in
(3.59), there are O(N) terms when t = 1 and O(N2) terms when t = 0. By (3.68), we have
E[θ(
∫
I
xGq(yG)dE) − θ(
∫
I
xV q(yV )dE)] = o(1),
where we use the assumption that the first two moments of XV are the same with XG. Combine with (3.47),
we conclude the proof.
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Finally we will follow the approach of [19, Lemma 3.6] to finish the proof of Lemma 3.8. A key observation
is that when s = 0, we will have a smaller bound but the total number of such terms are O(N) for x(E) and
O(N2) for y(E). And when s = 1, we have a larger bound but the number of such terms are O(1). We need
to analyze the items with s = 0, 1 separately.
Proof of Lemma 3.8. Condition on the variable s = 0, 1, we introduce the following decomposition
xs(E) :=
Nη
π
M+N∑
k=M+1, and 6=µ,ν
Xµν,k(E + iη)1(s = 1 (({µ, ν} ∩ {µ1} 6= ∅) ∪ ({k = µ1}))),
ys(E) :=
η˜
π
∫ EU
E−
∑
k
∑
β 6=k
Xββ,k(E + iη˜)dE1(s = 1(({β = µ1}) ∪ ({k = µ1}))).
∆xs,∆ys can be defined in the same fashion. Similar to the discussion of (3.64), for any E-dependent variable
f ≡ f(E) independent of the (i, µ1)-th entry of XG, there exist two random variables A2, A3, which depend
on the randomness only through O, f and the first two moments of XGiµ1 , for any event Ω, with 1 − N−D1
probability, we have∣∣∣∣
∫
I
Eγ∆xs(E)f(E)dE −A2
∣∣∣∣1(Ω) ≤ ||f1(Ω)||∞N−11/6+Cǫ0N−2s/3+t, (3.69)
|Eγ∆ys(E)−A3| ≤ N−11/6+Cǫ0N−2s/3. (3.70)
In our application, f is usually a function of the entries of R (recall R is independent of V ). Next, we use
θ[
∫
I
xSq(yS)dE] = θ[
∫
I
(xR +∆x0 +∆x1)q(y
R +∆y0 +∆y1)dE]. (3.71)
By (3.60), (3.61) and (3.62), it is easy to check that, with 1−N−D1 probability, we have∫
I
|∆xs(E)|dE ≤ N−5/6+Cǫ0N−2s/3+t, |∆ys(E)| ≤ N−5/6+Cǫ0N−2s/3, (3.72)
∫
I
|x(E)|dE ≤ NCǫ0 , |y(E)| ≤ NCǫ0 . (3.73)
By (3.71) and (3.72), with 1−N−D1 probability, we have
θ[
∫
I
xSq(yS)dE] = θ[
∫
I
xS(q(yR) + q′(yR)(∆y0 +∆y1) + q
′′(yR)(∆y0)
2)dE] + o(N−2).
Similarly, we have (see (3.44) of [19])
θ[
∫
I
xSq(yS)dE] − θ[
∫
I
xRq(yR)dE] = θ′[
∫
I
xRq(yR)dE]
× [
∫
I
(
(∆x0 +∆x1)q(y
R) + xRq′(yR)(∆y0 +∆y1) + ∆x0q
′(yR)∆y0 + x
Rq′′(yR)(∆y0)
2
)
dE]
+
1
2
θ′′[
∫
I
xRq(yR)dE][
∫
I
(∆x0q(y
R) + xRq′(yR)∆y0)dE]
2 + o(N−2+t). (3.74)
Now we start dealing with the individual terms on the right-hand side of (3.74). Firstly, we consider the terms
containing ∆x1, ∆y1. Similar to (3.64), we can find a random variable A4, which depends on randomness
only through O and the first two moments of XGiµ1 , such that with 1−N−D1 probability,∣∣∣∣Eγ
∫
I
(∆x1q(y
R) + xRq′(yR)∆y1)dE −A4
∣∣∣∣ = o(N−2+t).
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Hence, we only need to focus on ∆x0, ∆y0. We first observe that
∆x0(E) = 1(t = 0)
Nη
π
∑
k 6=µ,ν,µ1
∆Xµν,k(z),
∆y0(E) =
η˜
π
∫ EU
E−
∑
k 6=µ1
∑
β 6=k,µ1
∆Xββ,k(E + iη˜)dE.
Denote ∆x
(k)
0 (E) by the summations of the terms in ∆x0(E) containing k items of X
G
iµ1
. By (3.46), (3.60)
and (3.61), it is easy to check that with 1−N−D1 probability,
|∆x(3)0 | ≤ N−7/6+Cǫ0 , |∆y(3)0 | ≤ N−11/6+Cǫ0 . (3.75)
We now decompose ∆Xµν,k into three parts indexed by the number of X
G
iµ1 they contain. By (3.46), (3.61),
(3.62) and (3.75), with 1−N−D1 probability, we have
∆Xµν,k = ∆X
(1)
µν,k +∆X
(2)
µν,k +∆X
(3)
µν,k +O(N
−3+Cǫ0), (3.76)
∆x0 = ∆x
(1)
0 +∆x
(2)
0 +∆x
(3)
0 +O(N
−5/3+Cǫ0), (3.77)
∆y0 = ∆y
(1)
0 +∆y
(2)
0 +∆y
(3)
0 +O(N
−7/3+Cǫ0). (3.78)
Inserting (3.77) and (3.78) into (3.74), similar to the discussion of (3.64), we can find a random variable A5
depending on the randomness only through O and the first two moments of XGiµ1 , such that with 1−N−D1
probability,
Eγθ[
∫
I
xSq(yS)dE] − Eγθ[
∫
I
xRq(yR)dE]
= Eγθ
′[
∫
I
xRq(yR)dE][
∫
I
∆x
(3)
0 q(y
R) + xRq′(yR)∆y
(3)
0 dE] +A4 +A5 + o(N
−2+t). (3.79)
Lemma 3.8 will be proved if we can show
Eθ′[
∫
I
xRq(yR)dE][
∫
I
∆x
(3)
0 q(y
R) + xRq′(yR)∆y
(3)
0 dE] = o(N
−2). (3.80)
Due to the similarity, we shall prove
Eθ′[
∫
I
xRq(yR)dE][
∫
I
∆x
(3)
0 q(y
R)dE] = o(N−2),
the other term follows. By (3.3) and (3.73), with 1−N−D1 probability, we have |BR| := ∣∣θ′[∫I xRq(yR)dE]∣∣ ≤
NCǫ0 . Similar to (3.66), ∆x
(3)
0 is a finite sum of terms of the form
1(t = 0)Nη
∑
k 6=µ,ν,µ1
Rµk(σi)
3/2(XGiµ1 )
3z3/2Rνa1Rb1a2Rb2a3Rb3k. (3.81)
Inserting (3.81) into
∫
I
∆x
(3)
0 q(y
R)dE, for some constant C > 0, we have∣∣∣∣Eθ′[
∫
I
xRq(yR)dE][
∫
I
∆x
(3)
0 q(y
R)dE]
∣∣∣∣ ≤ N−5/6+Cǫ0 maxk 6=µ,ν,µ1 supE∈I
∣∣EBRRµkRνµ1Rikq(yR)∣∣+ o(N−2).
(3.82)
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Again by (3.60), (3.61) and (3.62), it is easy to check that with 1 − N−D1 probability, for some constant
C > 0, we have
|RµkRνµ1RikBRq(yR)− SµkSνµ1SikBSq(yS)| ≤ N−4/3+Cǫ0 .
Therefore, if we can show
|ESµkSνµ1SikBSq(yS)| ≤ N−4/3+Cǫ0 , (3.83)
then by (3.82), we finish proving (3.80). The rest leaves to prove (3.83). Recall Definition 2.5 and (3.57), by
[33, Lemma 3.2 and 3.3](or [13, Lemma A.2]), we have the following resolvent identities,
S(µ1)µν = Sµν −
Sµµ1Sµ1ν
Sµ1µ1
, µ, ν 6= µ1, (3.84)
Sµν = zSµµS
(µ)
νν (Y
∗
γ−1S
(µν)Yγ−1)µν , µ 6= ν. (3.85)
By (3.61), (3.62) and (3.84), it is easy to check that (see (3.72) of [19]),
|SµkSνµ1SikBSq(yS)− S(µ1)µk Sνµ1S(µ1)ik (BS)(µ1)q((yS)(µ1))| ≤ N−4/3+Cǫ0 . (3.86)
Moreover, by (3.73) of [19], we have
S
(µ1)
µk Sνµ1S
(µ1)
ik (B
S)(µ1)q((yS)(µ1)) = (SµkSikB
Sq(yS))(µ1)Sνµ1 . (3.87)
As t = 0, by (3.85), we have
Sνµ1 = zm(z)S
(ν)
µ1µ1
∑
p,q
S(νµ1)pq (Y
∗
γ−1)νp(Yγ−1)qµ1 + z(Sνν −m(z))S(ν)µ1µ1
∑
p,q
S(νµ1)pq (Y
∗
γ−1)νp(Yγ−1)qµ1 . (3.88)
The conditional expectation Eγ applied to the first term of (3.88) vanishes; hence its contribution to the
expectation of (3.87) will vanish. By (2.19), with 1−N−D1 probability, we have
|Sνν −m(z)| ≤ N−1/3+Cǫ0 . (3.89)
By the large deviation bound [33, Lemma 3.6], with 1−N−D1 probability, we have∣∣∣∣∣
∑
p,q
S(νµ1)pq (Y
∗
γ−1)νp(Yγ−1)qµ1
∣∣∣∣∣ ≤ N ǫ1 (
∑
p,q |S(νµ1)pq |2)1/2
N
. (3.90)
By (2.19) and (3.90), with 1−N−D1 probability, we have∣∣∣∣∣
∑
p,q
S(νµ1)pq (Y
∗
γ−1)νp(Yγ−1)qµ1
∣∣∣∣∣ ≤ N−1/3+Cǫ0. (3.91)
Therefore, inserting (3.89) and (3.91) into (3.87), by (2.19), we have
|ES(µ1)µk Sνµ1S(µ1)ik (BS)(µ1)q((yS)(µ1))| ≤ N−4/3+Cǫ0 .
Combine with (3.86), we conclude our proof.
It is clear that our proof can be extended to the left singular vectors. For the proof of Theorem 1.6,
the only difference is to use mean value theorem in R2 whenever it is needed. Moreover, for the proof of
Theorem 1.7, we need to use n intervals defined by
Ii := [a2ki−1 −N−2/3+ǫ, a2ki−1 +N−2/3+ǫ], i = 1, 2, · · · , n.
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3.2 Extension to singular values
In this section, we will discuss how the arguments of Section 3.1 can be applied to the general function θ
defined in (1.20) containing singular values. We mainly focus on discussing the proofs of Corollary 1.9.
On one hand, similar to Lemma 3.3, we can write the singular values in terms of an integral of smooth
functions of Green functions. Using the comparison argument with θ ∈ R3 and mean value theorem in R3, we
can conclude our proof. Similar discussions and results have been derived in [16, Corollary 6.2 and Theorem
6.3]. For completeness of the paper, we basically follow the strategy of [19, Section 4] to prove Corollary
1.9. The basic idea is to write the function θ in terms of Green functions by using integration by parts. We
mainly look at the right edge of the k-th bulk component.
Proof of Corollary 1.9. Denote FV be the law of λα′ , consider a smooth function θ : R → R, for δ defined
in Lemma 3.2, when l ≤ N δk , by (1.18) and (2.20), it is easy to check that
E
V θ(
N2/3
̟
(λα′ − a2k−1)) =
∫
I
θ(
N2/3
̟
(E − a2k−1))dFV (E) +O(N−D1), (3.92)
where ̟ := ̟2k−1 and I is defined in (3.7). Using integration by parts on (3.92), we have
[EV −EG]θ(N
2/3
̟
(λα′−a2k−1)) = −[EV −EG]
∫
I
N2/3
̟
θ′(
N2/3
̟
(E−a2k−1))1(λα′ ≤ E)dE+O(N−D1 ), (3.93)
where we use (1.18) and (2.20). Similar to (3.35), recall (1.12), choose a smooth nonincreasing function
fl that vanishes on the interval [l + 2/3,∞) and is equal to 1 on the interval (−∞, l + 1/3]. Recall that
EU = a2k−1 + 2N
−2/3+ǫ and N (E,EU ) denotes the number of eigenvalues of Q1 locate in the interval
[E,EU ], by (3.93), we have
[EV − EG]θ(N
2/3
̟
(λα′ − a2k−1)) = −[EV − EG]
∫
I
N2/3
̟
θ′(
N2/3
̟
(E − a2k−1))fl(N (E,EU ))dE +O(N−D1 ).
Recall η˜ = N−2/3−9ǫ0 , similar to the discussion of (3.41), with 1−N−D1 probability, we have
N2/3
∫
I
∣∣Tr(1[E,EU ] ∗ ϑη˜(Q1)))− Tr(1[E,EU ](Q1))∣∣ dE ≤ N−ǫ0 .
This yields that
[EV−EG]θ(N
2/3
̟
(λα′−a2k−1)) = −[EV−EG]
∫
I
N2/3
̟
θ′(
N2/3
̟
(E−a2k−1))fl(Tr(1[E,EU ]∗ϑη˜(Q1)))dE+O(N−D1 ).
By integration by parts, we have
[EV−EG]θ(N
2/3
̟
(λα′−a2k−1)) = N
π
[EV−EG]
∫
I
θ(
N2/3
̟
(λα′−a2k−1))f ′l (Tr(1[E,EU ]∗ϑη˜(Q1))) Imm2(E+iη˜)dE+o(1),
where we use (3.52). Now we extend θ to the general case defined in (1.20). By Theorem 1.6, it is easy to
check that
[EV − EG]θ(N
2/3
̟
(λα′ − a2k−1), Nξα′(i)ξα′(j), Nζα′ (µ)ζα′(ν))
=
1
π
[EV − EG]
∫
I
θ(
N2/3
̟
(λα′ − a2k−1), φα′ , ϕα′)f ′l (Tr(1[E,EU ] ∗ θη˜(Q1)))N Imm2(E + iη˜)dE + o(1), (3.94)
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where we introduce the shorthand notations
φα′ =
N
π
∫
I
G˜ij(E˜ + iη)q1[Tr(1[E˜−,EU ] ∗ ϑη˜(Q1))]dE˜,
ϕα′ =
N
π
∫
I
G˜µν(E˜ + iη)q2[Tr(1[E˜−,EU ] ∗ ϑη˜(Q1))]dE˜.
and q1, q2 are functions defined in (3.35). Therefore, the randomness on the right-hand side of (3.94) is
expressed in terms of Green functions. Hence, we can apply the Green function comparison argument to
(3.94) as in Section 3.1. The complications are notational and we will not reproduce the detail here.
Finally, the proofs of Corollary 1.10 are very similar to that of Corollary 1.9 except we will use n different
intervals and a multidimensional integral. We will not reproduce the detail here.
4 Singular vectors in the bulks
In this section, we will prove the bulk universality Theorem 1.12 and 1.13. Our key ingredients Lemma 2.6,
2.10 and Corollary 2.7 are proved for N−1+τ ≤ η ≤ τ−1 (recall (2.1)). In the bulks, recall Lemma 2.9, the
eigenvalue spacing is of order N−1. The following lemma extends the above controls for a small spectral
scale all the way down to the real axis. The proof relies on Corollary 2.7 and the detail can be found in [19,
Lemma 5.1].
Lemma 4.1. Recall (2.21), for z ∈ Dbk with 0 < η ≤ τ−1, when N is large enough, with 1−N−D1 probability,
we have
max
µ,ν
|Gµν − δµνm(z)| ≤ N ǫ1Ψ(z). (4.1)
Once Lemma 4.1 is established, Lemma 2.9 and 2.10 will follow. Next we follow the basic proof strategy
for Theorem 1.6 but use different spectral window size. Again, we will only provide the proof for the following
Lemma 4.2, which establishes the universality for the distribution of ζα′(µ)ζα′ (ν) in detail. To the end of
this section, we always use the scale parameter
η = N−1−ǫ0, ǫ0 > ǫ1 is a small constant. (4.2)
Therefore, the following bounds hold with 1−N−D1 probability
max
µ
|Gµµ(z)| ≤ N2ǫ0 , max
µ6=ν
|Gµν(z)| ≤ N2ǫ0 , max
µ,s
|ζµ(s)|2 ≤ N−1+ǫ0 . (4.3)
The following lemma states the bulk universality for ζα′(µ)ζα′ (ν).
Lemma 4.2. For QV = Σ
1/2XVX
∗
V Σ
1/2 satisfying Assumption 1.1, assuming that the third and fourth
moments of XV agree with those of XG and considering the k-th bulk component, k = 1, 2, · · · , p and l
defined in (1.12) or (1.13) , under Assumption 1.3 and 1.5, for any choices of indices µ, ν ∈ I2, there exists
a small δ ∈ (0, 1), when δNk ≤ l ≤ (1− δ)Nk, we have
lim
N→∞
[EV − EG]θ(Nζα′ (µ)ζα′(ν)) = 0,
where θ is a smooth function in R that satisfies
|θ(5)(x)| ≤ C1(1 + |x|)C1 , with some constant C1 > 0. (4.4)
Proof. The proof strategy is very similar to that of Lemma 3.1. Our first step is an analogue of Lemma 3.2.
The proof is quite similar (actually easier as the window size is much smaller). We omit further detail.
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Lemma 4.3. Under the assumptions of Lemma 4.2, there exists a 0 < δ < 1, we have
lim
N→∞
max
δNk≤l≤(1−δ)Nk
max
µ,ν
∣∣∣∣EV θ(Nζα′(µ)ζα′ (ν))− EV θ[Nπ
∫
I
G˜µν(z)X (E)dE]
∣∣∣∣ = 0, (4.5)
where X (E) is defined in (3.10) and for ǫ satisfying (3.9), I is denoted as
I := [γα′ −N−1+ǫ, γα′ +N−1+ǫ]. (4.6)
Next we will express the indicator function in (4.5) using Green functions. Recall (3.36), a key observation
is that the size of [E−, EU ] is of order N
−2/3 due to (3.5). As we now use (4.2) and (4.6) in the bulks, the
size here is of order 1. So we cannot use the delta approximation function to estimate X (E). Instead, we
will use Helffer-Sjo¨strand functional calculus. This has been used many times when the window size η takes
the form of (4.2), for example in the proofs of rigidity of eigenvalues in [13, 16, 27].
For any 0 < E1, E2 ≤ τ−1, denote f(λ) ≡ fE1,E2,ηd(λ) be the characteristic function of [E1, E2] smoothed
on the scale
ηd := N
−1−dǫ0, d > 2, (4.7)
where f = 1, when λ ∈ [E1, E2] and f = 0 when λ ∈ R\[E1 − ηd, E2 + ηd], and
|f ′| ≤ Cη−1d , |f ′′| ≤ Cη−2d , (4.8)
for some constant C > 0. By (B.12) of [15], denote fE ≡ fE−,EU ,ηd , we have
fE(λ) =
1
2π
∫
R2
iσf ′′E(e)χ(σ) + ifE(e)χ
′(σ) − σf ′E(e)χ′(σ)
λ− e− iσ dedσ, (4.9)
where χ(y) is a smooth cutoff function with support [−1, 1] and χ(y) = 1 for |y| ≤ 12 with bounded derivatives.
Using a similar argument to Lemma 3.3, we have the following result.
Lemma 4.4. Recall the smooth cutoff function q defined in (3.35), under the assumptions of Lemma 4.3,
there exists a 0 < δ < 1, such that
lim
N→∞
max
δNk≤l≤(1−δ)Nk
max
µ,ν
∣∣∣∣EV θ[Nπ
∫
I
G˜µν(z)X (E)]dE − EV θ[N
π
∫
I
G˜µν(z)q(Tr fE(Q1))]dE
∣∣∣∣ = 0. (4.10)
Proof. It is easy to check that with 1 − N−D1 probability, (3.39) still holds true. Therefore, it remains to
prove the following result
E
V θ[
N
π
∫
I
G˜µν(E + iη)q(TrXE(Q1))]− EV θ[N
π
∫
I
G˜µν(E + iη)q(Tr fE(Q1))dE] = o(1). (4.11)
We first observe that for any x ∈ R, we have
|XE(x) − fE(x)| =
{
0, x ∈ [E−, EU ] ∪ (−∞, E− − ηd) ∪ (EU + ηd,+∞);
|fE(x)|, x ∈ [E− − ηd, E−) ∪ (EU , EU + ηd].
Therefore, we have
|TrXE(Q1)− Tr fE(Q1)| ≤ max
x
|fE(x)|
(N (E− − ηd, E−) +N (EU , EU + ηd)) .
By Lemma 2.9, the definition of ηd and a similar argument to (3.44), we can finish the proof of (4.11).
Finally, we apply the Green function comparison argument, where we will follow the basic approach of
Section 3.1 and [19, Section 5]. The key difference is that we will use (4.2) and (4.3).
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Lemma 4.5. Under the assumptions of Lemma 4.4, there exists a 0 < δ < 1, we have
lim
N→∞
max
δNk≤l≤(1−δ)Nk
max
µ,ν
[EV − EG]θ[N
π
∫
I
G˜µν(E + iη)q(Tr fE(Q1))dE] = 0. (4.12)
Proof. Recall (4.9), by (2.3), we have
Tr fE(Q1) =
N
2π
∫
R2
(iσf ′′E(e)χ(σ) + ifE(e)χ
′(σ) − σf ′E(e)χ′(σ))m2(e+ iσ)dedσ. (4.13)
Denote η˜d := N
−1−(d+1)ǫ0, we can decompose the right-hand side of (4.13) by
Tr fE(Q1) =
N
2π
∫ ∫
R2
(ifE(e)χ
′(σ) − σf ′E(e)χ′(σ))m2(e+ iσ)dedσ +
iN
2π
∫
|σ|>η˜d
σχ(σ)
∫
f ′′E(e)m2(e+ iσ)dσde
+
iN
2π
∫ η˜d
−η˜d
σχ(σ)
∫
f ′′E(e)m2(e+ iσ)dσde.
By (4.3) and (4.8), for some constant C > 0, with 1−N−D1 probability, we have∣∣∣∣∣ iN2π
∫ η˜d
−η˜d
σχ(σ)
∫
f ′′E(e)m2(e + iσ)dσde
∣∣∣∣∣ ≤ N−Cǫ0. (4.14)
Recall (3.45) and (3.48), similar to Lemma 3.6, we firstly drop the diagonal terms. By (4.1), with 1−N−D1
probability, we have (recall (3.51))∫
I
∣∣∣∣Nπ G˜µν(E + iη)− x(E)
∣∣∣∣ dE ≤ N−1+Cǫ0,
for some constant C > 0. Hence, by mean value theorem, we only need to prove
lim
N→∞
max
δNk≤l≤(1−δ)Nk
max
µ,ν
[EV − EG]θ[
∫
I
x(E)q(Tr fE(Q1))dE] = o(1). (4.15)
Furthermore, by Taylor expansion, (4.14) and the definition of χ, it suffices to prove
lim
N→∞
max
δNk≤l≤(1−δ)Nk
max
µ,ν
[EV − EG]θ[
∫
I
x(E)q(y(E) + y˜(E))dE] = o(1), (4.16)
where
y(E) :=
N
2π
∫
R2
iσf ′′E(e)χ(σ)m2(e+ iσ)1(|σ| ≥ η˜d)dedσ, (4.17)
y˜(E) :=
N
2π
∫
R2
(ifE(e)χ
′(σ)− σf ′E(e)χ′(σ))m2(e + iσ)dedσ. (4.18)
Next we will use the Green function comparison argument to prove (4.16). In the proof of Lemma 3.5, we
use the resolvent expansion till the order of 4. However, due to the larger bounds in (4.3), we will use the
following expansion,
S = R−RV R+ (RV )2R − (RV )3R+ (RV )4R− (RV )5S. (4.19)
Recall (3.58) and (3.59), we have
[EV − EG]θ[
∫
I
x(E)q(y(E) + y˜(E))dE] =
γmax∑
γ=1
E
(
θ[(
∫
I
xSq(yS + y˜S))]− θ[(
∫
I
xT q(yT + y˜T ))]
)
. (4.20)
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We still use the same notation ∆x(E) := xS(E) − xR(E). We basically follow the approach of Section 3.1,
where the control (3.46) is replaced by (4.3). We firstly deal with x(E). Denote ∆x(k)(E) by the summations
of the terms in ∆x(E) containing k numbers of XGiµ1 . Similar to the discussion of Lemma 3.7, recall (3.63),
by (1.2) and (4.3), with 1−N−D1 probability, we have
|∆x(5)(E)| ≤ N−3/2+Cǫ0 , M + 1 ≤ k 6= µ, ν ≤M +N.
This yields that
∆x(E) =
4∑
p=1
∆x(p)(E) +O(N−3/2+Cǫ0). (4.21)
Denote
∆y˜(E) = y˜S(E)− y˜R(E), ∆m2 := mS2 −mR2 =
1
N
M+N∑
µ=M+1
(Sµµ −Rµµ).
We first deal with (4.18). By the definition of χ, we need to restrict 12 ≤ |σ| ≤ 1; hence, by (2.19), with
1−N−D1 probability, we have
max
µ
|Gµµ| ≤ N ǫ1 , max
µ6=ν
|Gµν | ≤ N−1/2+ǫ1 . (4.22)
By (3.61), (3.62), (4.19) and (4.22), with 1 −N−D1 probability, we have |∆m(5)2 | ≤ N−7/2+9ǫ1 . This yields
the following decomposition
∆y˜(E) =
4∑
p=1
∆y˜(p)(E) +O(N−5/2+Cǫ0). (4.23)
Next we will control (4.17). Denote ∆y(E) := yS(E) − yR(E). By (3.61), (3.62) and (4.1), with 1 − N−D1
probability, we have
|∆m(5)2 | ≤ N−5/2+Cǫ0 . (4.24)
In order to estimate ∆y(E), we integrate (4.17) by parts, first in e then in σ, by (5.24) of [19], with 1−N−D1
probability, we have∣∣∣∣N2π
∫
R2
iσf ′′E(e)χ(σ)∆
(5)m2(e + iσ)1(|σ| ≥ η˜d)dedσ
∣∣∣∣
≤ CN
∣∣∣∣
∫
f ′E(e)η˜d∆m
(5)
2 (e+ iη˜d)de
∣∣∣∣+ CN
∣∣∣∣
∫
f ′E(e)de
∫ ∞
η˜d
χ′(σ)σ∆m
(5)(e+iσ)
2 dσ
∣∣∣∣
+ CN
∣∣∣∣
∫
f ′E(e)de
∫ ∞
η˜d
χ(σ)∆m
(5)
2 (e + iσ)dσ
∣∣∣∣ . (4.25)
By (4.24) and (4.25), with 1−N−D1 probability, we have the following decomposition
∆y(E) =
4∑
p=1
∆y(p)(E) +O(N−5/2+Cǫ0). (4.26)
Similar to the discussion of (4.21), (4.23) and (4.26), it is easy to check that with 1−N−D1 probability, we
have ∫
I
|∆x(p)(E)|dE ≤ N−p/2+Cǫ0 , |∆y˜(p)(E)| ≤ N−p/2+Cǫ0 , |∆y(p)(E)| ≤ N−p/2+Cǫ0 , (4.27)
where p = 1, 2, 3, 4 and C > 0 is some constant. Furthermore, by (4.1), with 1−ND1 probability, we have∫
I
|x(E)|dE ≤ NCǫ0. (4.28)
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Due to the similarity of (4.23) and (4.26), we denote y¯ = y + y˜ and then we have
∆y¯ =
4∑
p=1
∆y¯(p)(E) +O(N−5/2+Cǫ0). (4.29)
By (4.27), (4.29) and Taylor expansion, we have
q(y¯S) = q(y¯R) + q′(y¯R)
(
4∑
p=1
∆y¯(p)(E)
)
+
1
2
q′′(y¯R)
(
3∑
p=1
∆y¯(p)(E)
)2
+
1
6
q(3)(y¯R)
(
2∑
p=1
∆y¯(p)(E)
)3
+
1
24
q(4)(y¯R)
(
∆y¯(1)(E)
)4
+ o(N−2).
(4.30)
By (4.4), we have
θ[
∫
I
xSq(y¯S)dE]− θ[
∫
I
xRq(y¯R)dE] =
4∑
s=1
1
s!
θ(s)(
∫
I
xRq(y¯R)dE)
[∫
I
xSq(y¯S)dE −
∫
I
xRq(y¯R)dE
]s
+ o(N−2).
(4.31)
Inserting xS = xR+
∑4
p=1∆x
(p) and (4.30) into (4.31), using the partial expectation argument as in Section
3.1, by (4.4), (4.27) and (4.28), we find that that exists a random variable B that depends on the randomness
only through O and the first four moments of XGiµ1 , such that
Eθ[
∫
I
xSq(y + y˜)SdE]− Eθ[
∫
I
xRq(y + y˜)RdE] = B + o(N−2). (4.32)
Hence, combine with (4.20), we prove (4.16), which implies (4.12). This finishes our proof.
A Proof of Lemma 3.4
In this appendix, we will follow the basic approach of [16, Lemma 6.1] to prove Lemma 3.4, which compares
the sharp counting function with its delta approximation smoothed on the scale η˜.
Proof of Lemma 3.4. Recall (3.40), we have η˜ ≪ t ≪ EU − E− ≤ 72N−2/3+ǫ. Furthermore, for x ∈ R, we
have
|XE(x) −XE ∗ ϑη˜(x)| =
∣∣∣∣∣(
∫
R
XE(x)−
∫ EU−x
E−−x
)ϑη˜(y)dy
∣∣∣∣∣ . (A.1)
Denote d(x) := |x− E−|+ η˜ and dU (x) := |x− EU |+ η˜, we need the following bound to estimate (A.1).
Lemma A.1. There exists some constant C > 0, such that
|XE(x) −XE ∗ ϑη˜(x)| ≤ Cη˜
[
EU − E−
dU (x)d(x)
+
XE(x)
(dU (x) + d(x))
]
.
Proof. When x > EU , we have
|XE(x)−XE ∗ ϑη˜(x)| = η˜
∣∣∣∣∣
∫ x−E−
x−EU
1
π(y2 + η˜2)
dy
∣∣∣∣∣ = η˜π
[∫ x−E−
x−EU
1
(y + η˜)2
+
2η˜y
(y2 + η˜2)(y + η˜)2
dy
]
≤ Cη˜ EU − E
−
dU (x)d(x)
.
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Similarly, we can prove when x < E−. When E− ≤ x ≤ EU , we have
|XE(x) −XE ∗ ϑη˜(x)| ≤ Cη˜
dU (x)
+
Cη˜
d(x)
= Cη˜
[
EU − E−
dU (x)d(x)
+
2η˜
dU (x)d(x)
]
,
where we use (3.12). Therefore, it suffices to show that
dU (x)d(x) ≥ 1
4
η˜(dU (x) + d(x)) =
1
4
η˜(EU − E− + 2η˜). (A.2)
An elementary calculation yields that dU (x)d(x) ≥ η˜(EU −E−+ η˜), which implies (A.2). Hence, we conclude
our proof.
For the right-hand side of (A.1), when min{d(x), dU (x)} ≥ t, it will be bounded by O(N−3ǫ0+ǫ); when
min{d(x), dU (x)} ≤ t, then we must have max{d(x), dU (x)} ≥ (EU − E−)/2, therefore, it will be bounded
by a constant c as min{d(x), dU (x)} ≥ η˜. Therefore, by using the above results for the diagonal elements of
Q1, we have
|TrXE(Q1)− TrXE ∗ ϑη˜(Q1)| ≤ C
[
Tr f(Q1) + cN (E− − t, E− + t) +N−3ǫ0+ǫN (E− + t, EU − t)
+cN (EU − t, EU + t) +N−3ǫ0+ǫN (EU + t, a2k−2) +
M∑
i=1
XE ∗ ϑη˜((Q1)ii)1((Q1)ii > a2k−2)
]
,
(A.3)
where f is defined as
f(x) :=
η˜(EU − E−)
dU (x)d(x)
1(x ≤ E− − t).
Assume that ǫ < ǫ1ǫ0, by Assumption 1.3, (2.20) and the fact ǫ1 < ǫ, with 1−N−D1 probability, we have
N (EU − t, EU + t) = 0, N (EU + t, a2k−2) = 0, N (E− + t, EU − t) ≤ N ǫ0 .
On the other hand, when (Q1)ii > a2k−2, by Assumption 1.3, we have
XE ∗ ϑη˜((Q1)ii) = η˜
∫ (Q1)ii−E−
(Q1)ii−EU
1
y2 + η˜2
dy ≤ η˜
∫ (Q1)ii−E−
(Q1)ii−EU
1
y2
dy ≤ 7
2τ2
N−4/3+ǫ−9ǫ0 ,
where τ is defined in Assumption 1.3. Hence, we have
∑M
i=1 XE∗ϑη˜((Q1)ii)1((Q1)ii > a2k−2)) ≤ CN−1/3+ǫ−9ǫ0 .
Therefore, (A.3) can be bounded in the following way
|TrXE(Q1)− TrXE ∗ ϑη˜(Q1)| ≤ C(Tr f(Q1) +N (E− − t, E− + t) +N−2ǫ0).
To finish our proof, we need to show that with 1 −N−D1 probability, Tr f(Q1) ≤ N−2ǫ0 . By (6.16) of [16],
we have
f(x)
η˜(EU − E−) ≤ C(g ∗ ϑt)(E
− − x), (A.4)
where g(y) is defined as g(y) := 1y2+t2 . Recall (2.3) and (3.34), we have
1
N
Trϑt(Q1 − E−) = 1
π
Imm2(E
− + it).
Hence, we can obtain that
Tr f(Q1) ≤ CNη˜(EU − E−)
∫
R
1
y2 + t2
Imm2(E
− − y + it)dy
≤ CN1/3+ǫη˜
∫
R
1
y2 + t2
[Imm(E− − y + it) + N
ǫ1
Nt
]dy, (A.5)
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where we use (2.16). It is easy to check that
CN−1/3+ǫ+ǫ1−9ǫ0
∫
R
1
y2 + t2
1
Nt
dy ≤ CN−4/3+ǫ+ǫ1−9ǫ0t−2
∫
R
t
t2 + y2
dy ≤ N−2ǫ0 . (A.6)
Next, we will use (3.42) to estimate (A.5). When E− − y ≥ a2k−1, we have
Imm(E− − y + it) ≤ C
√
t+ E− − y − a2k−1.
Denote A := {E− − y − a2k−1 ≥ t}. Then we have∫
A
Imm(E− − y + it)
y2 + t2
dy ≤ C
∫
R
|y|1/2 + |E− − a2k−1|1/2
y2 + t2
dy ≤ C( 1
t1/2
+
|E− − a2k−1|1/2
y2 + t2
), (A.7)
∫
Ac
Imm(E− − y + it)
y2 + t2
dy ≤ Ct−1/2. (A.8)
The other case can be treated similarly. Therefore, by (A.5), (A.6), (A.7) and (A.8), we have proved
Tr f(Q1) ≤ N−2ǫ0 holds true with 1−N−D1 probability. Hence, we conclude our proof.
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