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On P-Weakly Hyperbolic Iterated Function Systems
I´talo Melo
Abstract. In this paper we will consider the concept of P-weakly hyperbolic
iterated function systems on compact metric spaces that generalizes the con-
cept of weakly hyperbolic iterated function systems, as defined by Edalat in
[9] and by Arbieto, Santiago and Junqueira in [1] for a more general setting
where the parameter space is a compact metric space. We prove the exis-
tence and uniqueness of the invariant measure of a P-weakly hyperbolic IFS.
Furthermore, we prove an ergodic theorem for P-weakly hyperbolic IFS with
compact parameter space.
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1. Introduction
Iterated function systems (IFS) were introduced in [12] although some results
appeared earlier in [19]. The theory of IFS has found applications in diverse
scientific areas, like as image compression [2].
In the famous paper [12], Hutchinson considers hyperbolic Iterated function
systems, i.e, a finite collection of contractions ϕ1, ..., ϕN : X → X , where X is a
complete metric space. He proved that there is a only compact set K, called the
invariant set of the IFS, such that
K =
n⋃
i=1
ϕi(K).
He also proved that there exists a unique probability Borel measure µ, called
the invariant measure, satisfying the equation
µ =
N∑
i=1
piϕi∗µ,
where ∗ is the push-forward operator and p1, ..., pN are positives numbers such that
p1 + · · ·+ pN = 1. Furthermore, supp (µ) = K. After these results, many authors
generalized the Hutchinson’s results assuming a weak form of contraction, see for
example [5], [7] and [15] .
1
2 I´TALO MELO
In [9], Edalat introduced the notion of a weakly hyperbolic IFS on a compact
metric space X that generalizes the notion of a hyperbolic IFS. In this context he
generalized the Hutchinson’s results.
Another natural generalization of a hyperbolic IFS with finite maps is related
with the parameter space. Hata in [11] considered a parameter space infinite
countable where the maps are weak contractions and Mendivil in [16] studied the
invariant measures for a IFS with compact parameter space where the maps are
average contractions.
Arbieto et al. in [1], study weakly IFS on compact metric spaces, but in the
more general setting of a compact parameter space, thus unifying and extending
some of the previous results. In particular, they generalize the Edalat’s results.
They proved the existence of attractors, both in the topological and measure
theoretical viewpoint and defined weakly hyperbolic iterated function systems for
complete spaces and compact parameter space. Furthermore, they studied the
question of existence of the attractors in this setting and also proved a version of
the results [4], about drawing the attractor (also called the chaos game), for the
case of compact parameter space.
In [8], Dı´az and Matias study iterated function systems with finite maps that
are not weakly hyperbolic but that has some hyperbolic condition and they provides
a necessary and sufficient condition for the existence of a globally attracting fixed
point of the Barnsley-Hutchinson operator. Furthermore, for a recurrent IFS de-
fined on [0, 1] they study the asymptotic stability of the Markov operator associated
to this IFS.
Elton proved in [10] an ergodic theorem for a IFS contractive on average with
parameter space finite. This theorem was extended by Barnsley, Elton and Hardin
in [3] to recurrent IFS and by Stenflo in [18] for a general IFS with time-dependent
probabilities. Cong and Siegmund in [7] proved an ergodic theorem for iterated
function systems on compact metric spaces with countably many functions where
the maps are contractive on average.
Recently in [1] the authors proved an ergodic theorem for a weakly hyperbolic
IFS with compact parameter space.
In this paper we will consider the concept of P-weakly hyperbolic iterated func-
tion systems on compact metric spaces with compact parameter space that gen-
eralizes the concept of weakly hyperbolic iterated function systems. We prove
the existence and uniqueness of the invariant measure of a P-weakly hyperbolic.
Furthermore, we get an ergodic theorem for P-weakly hyperbolic IFS with compact
parameter space.
2. Notation and Preliminaries
In this section we present the notations and some preliminaries results that will
be used in the sequel.
2.1. Iterated function system. An iterated function system (IFS) on a
metric space X is given by a finite set of continuous map fi : X → X with
i = 1, ..., N . An IFS is hyperbolic if X is a complete metric space and all the
maps are contractions.
We denote by K(X) the class of all compact non-empty subsets of X and by
dH the Hausdorff metric, it is know that K(X) is a complete metric space with
respect to the metric dH if X is a complete metric space.
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A hyperbolic IFS induces the operator F : K(X)→ K(X) defined by
F(A) =
N⋃
i=1
fi(A).
This operator is know like Barnsley-Hutchinson operator. Hutchinson proved
in [12] that F is a contraction thus by Banach contraction principle the operator
F has a unique fixed point K, called the invariant set of the IFS. Furthermore, we
have
K = lim
n→∞
Fn(A),
in the Hausdorff metric for any A ∈ K(X).
2.2. The invariant measure of an IFS with probabilities. An iterated
function system with probabilities (IFSp) on metric space (X, d) is given by a finite
set of continuous map fi : X → X with i = 1, ..., N and a vector of probability
p = (p1, ..., pN) with pi > 0. If X is a complete and separable metric space,
Kravchenko proved in [13] that (M(X), H) is a complete metric space, where
M(X) is the set of the probability Borel measures µ such that
∫
X
fdµ < +∞
for each f ∈ Lip1(X,R), where
Lip1(X,R) = {f : X → R : |f(x) − f(y)| ≤ d(x, y) for all x, y ∈ X}.
The Hutchinson metric L can be defined on M(X) as follows
L(µ, ν) = sup
{∣∣∣
∫
X
fdµ−
∫
X
fdν
∣∣∣ : f ∈ Lip1(X,R)
}
.
Hutchinson proved that if the IFS is hyperbolic then for each vector of probability
p the Markov operator Tp :M(X)→M(X) given by
Tp(µ) =
N∑
i=1
pifi∗(µ),
is a contraction with respect to Hutchinson metric L thus Tp has a unique fixed
point µp, called the invariant measure for the IFS or the stationary measure.
Let M1(X) be the set of the Borel probability measures on X equipped with
the weak∗ topology. If X is a compact metric space then the sets M1(X) and
M(X) are equal. Kravchenko proved in [13] that the Hutchinson topology and the
weak∗ topology are equivalent in this case.
2.3. Weakly hyperbolic IFS. Following the notation of [1]. Let Λ and X
be compact metric spaces. A continuous map ω : Λ×X → X is called an Iterated
Function System (IFS). The space Λ is called the parameter space and X is called
the phase space. The space ΛN of infinite words with alphabet in Λ, endowed with
the product topology will be denoted by Ω.
Given a fixed parameter λ ∈ Λ, we will denote by ωλ : X → X the map defined
by ωλ(x) = ω(λ, x).
Definition 1. An IFS ω on the metric space (X, d) is weakly hyperbolic if for
every σ ∈ Ω we have
lim
n→∞
Diam(fσ1 ◦ · · · ◦ fσn(X)) = 0,
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where Diam(A) = sup{d(x, y) : x, y ∈ A}.
If Λ is finite then this definition coincides with the definition introduced by
Edalat in [9]. A IFS ω induces the operator F : K(X)→ K(X) defined by
F(A) =
⋃
λ∈Λ
ωλ(A).
Given a probability p in Λ we denote by P the product measure in Ω induced
by p, recall that the product measure P in Ω is an invariant measure by the shift
map β : Ω→ Ω defined by
β(σ1, σ2, ...) = (σ2, σ3, ...).
In [1] the authors consider the operator Tp :M1(X)→M1(X), defined by
Tp(µ)(B) =
∫
Λ
µ(ω−1λ (B))dp(λ),
for every Borel set B. We say that µ is an invariant measure for ω if µ is a fixed
point of the transfer operator. Observe that if Λ is finite then this operator coincides
with the Markov operator defined by Hutchinson.
In the context of weakly hyperbolic IFS on compact metric spaces X with
parameter space finite Edalat in [9] generalizes the Hutchinson’s results. Arbieto
et al. in [1] consider weakly hyperbolic IFS with compact parameter space and
generalize the Edalat’s results.
In the Theorem 1 of [1] they prove the existence of global attractors for weakly
hyperbolic IFS with compact parameter space. Let p a probability in Λ, they also
proved that each transfer operator Tp has a unique fixed point µp. Furthermore
the operator Tp is asymptotically stable, i.e, T
n
p (ν)→ µp in the weak
∗ topology for
every measure ν ∈M1(X).
3. P-Weakly Hyperbolic Iterated Function Systems
The purpose of this subsection is to introduce the concept of P-weakly
hyperbolic iterated function systems. Let (X, d), (Λ, ρ) be compact metric spaces
and ω : Λ×X → X an IFS.
Definition 2. Fix p ∈ M1(Λ). We say that the IFS ω is P-weakly hyperbolic
if P(S) = 1, where
S = {σ ∈ Ω : lim
n→∞
Diam(ωσ1 ◦ · · · ◦ ωσn(X)) = 0}.
Consider the functions fn, hn : Ω→ R, where
fn(σ) = Diam(ωσn ◦ · · · ◦ ωσ2 ◦ ωσ1(X))
and
hn(σ) = Diam(ωσ1 ◦ · · · ◦ ωσn(X)).
If the IFS ω is weakly hyperbolic by Lemma 2.2 of [1] we have that the functions
fn and hn converge uniformly to 0. If the IFS is only P- weakly hyperbolic we lose
the uniform convergence to zero. Furthermore, in some cases there exists σ ∈ Ω
such that lim
n→+∞
hn(σ) > 0 or lim
n→+∞
fn(σ) does not exist.
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We denote by D and r the metrics of Ω and Ω ×X , respectively. The metric
D is given by
D(σ, ξ) = sup
n∈N
1
n
ρ(σn, ξn).
Dı´az and Matias also study in [8] properties of the set S and the asymptotic
stability of the Markov operator Tp for a IFS ω whose parameter space is finite.
The notion of P-weakly hyperbolic IFS generalizes the notion of weakly hyperbolic
IFS since clearly a weakly hyperbolic IFS is P-weakly hyperbolic.
If the IFS ω is weakly hyperbolic from Theorem 2 of [1] it follows that for each
p ∈ M1(Λ) the operator Tp has a unique fixed point. Furthermore, the operator
Tp is asymptotic stable. Our first result generalizes this theorem for P-weakly
hyperbolic IFS with compact parameter space.
Theorem 1. Fix p ∈ M1(Λ). If X is a compact metric space and ω is a
P-weakly hyperbolic IFS with compact parameter space then the operator
Tp :M1(X)→M1(X) has a unique fixed point µp and T
n
p (ν) → µp in the weak
∗
topology for every, ν ∈M1(X). Furthermore, if p(U) > 0 for every open set U ⊂ Λ
then supp (µ) = K, where K = Γ(S).
In the next result we get an ergodic theorem for P-weakly hyperbolic IFS that
generalizes the Theorem 3 of [1].
Theorem 2. (Ergodic Theorem for P-weakly hyperbolic IFS) Fix p ∈ M1(Λ).
If the IFS ω is P-Weakly Hyperbolic then for any continuous function f : X → R,
any x ∈ X and P-almost every σ ∈ Ω we have:
lim
n→+∞
1
n
n∑
j=1
f(ωσj ◦ · · · ◦ ωσ1(x)) =
∫
X
fdµp,
where µp is the unique invariant measure associated to the operator Tp.
4. Proof of Theorem 1
Let ϕ be a continuous function on X and ν a Borel probability measure on X .
Given ǫ > 0, by uniform continuity there exists δ > 0 such that if d(x, y) < δ then
|ϕ(x) − ϕ(y)| < ǫ/2. Since P(S) = 1, by Egorov’s theorem there exists a Borel set
B ⊂ Ω with P(B) > 1 − ǫ/4M such that hn converges to 0 uniformly on B, where
M = sup |ϕ(x)|.
By definition of B there exists n0 ∈ N such that if n ≥ n0 then hn(σ) < δ for
any σ ∈ B. Take σ ∈ B, for any x ∈ X and m,n ≥ n0 we have
d(ωσ1 ◦ · · · ◦ ωσn(x), ωσ1 ◦ · · · ◦ ωσm(x)) < δ.
Hence, |ϕ(ωσ1 ◦ · · · ◦ ωσn(x)) − ϕ(ωσ1 ◦ · · · ◦ ωσm(x))| < ǫ/2. On the other hand,
from definition of the transfer operator Tp follows that∫
X
ϕd(T np (ν)) =
∫
Λn
∫
X
ϕ(ωσ1 ◦ · · · ◦ ωσn(x))dνdp
n.
Observe that we can split any integration in Ω as an integration in Λn × Ω.
Using this, we get∫
Λn
∫
X
ϕ(ωσ1 ◦ · · · ◦ ωσn(x))dνdp
n =
∫
Ω
∫
X
ϕ(ωσ1 ◦ · · · ◦ ωσn(x))dνdP.
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On the other hand, for m,n ≥ n0 we have
∣∣∣
∫
B
∫
X
(ϕ(ωσ1 ◦ · · · ◦ ωσn(x)) − ϕ(ωσ1 ◦ · · · ◦ ωσm(x)))dνdP
∣∣∣ ≤ ǫ
2
· ν(B)
and∣∣∣
∫
Bc
∫
X
(ϕ(ωσ1 ◦ · · · ◦ ωσn(x))− ϕ(ωσ1 ◦ · · · ◦ ωσm(x)))dνdP
∣∣∣ ≤ 2 sup |ϕ(x)| · ν(Bc).
Hence, for m,n ≥ n0 we get∣∣∣
∫
X
ϕd(T np (ν)) −
∫
X
ϕd(Tmp (ν))
∣∣∣ < ǫ.
Therefore, lim
n→+∞
∫
X
ϕd(T np (ν)) exists for every continuous function ϕ. By Riesz-
Markov representation theorem there exists a unique Borel measure µ such that
lim
n→+∞
∫
X
ϕd(T np (ν)) =
∫
X
ϕdµ,
for any continuous function ϕ thus lim
n→+∞
T np (ν) = µ in the weak
∗ topology. From
Lemma 3.1 of [1] it follows that the Markov operator Tp is continuous in the weak
∗
topology so µ is a fixed point of Tp.
We prove that for every ν ∈ M1(X) the sequence {T
n
p (ν)}
∞
n=1 converges in the
weak∗ topology to a fixed point of the operator Tp. To prove that the operator Tp
is asymptotic stable it suffices to prove that Tp has a unique fixed point.
Now, we will prove a result that relates the set S with the following set
F = {σ ∈ Ω : lim
n→+∞
1
n
n∑
i=1
Diam(ωσi ◦ · · · ◦ ωσ1(X)) = 0}.
By Lemma 2.1 of [1] the functions ψn : Λ
n → R given by
ψn(σ1, ..., σn) = Diam(ωσ1 ◦ · · · ◦ ωσn(X))
are continuous and so the functions fn and hn are also continuous. Observe that
hn+1(σ) = Diam(ωσ1 ◦ · · · ◦ ωσn+1(X))
= Diam(ωσ1 ◦ · · · ◦ ωσn(ωσn+1(X))
≤ hn(σ).
Thus h(σ) = lim
n→+∞
hn(σ) exists for every σ ∈ Ω, clearly h is measurable. We also
have that
fn+1(σ) = Diam(ωσn+1 ◦ · · · ◦ ωσ1(X))
= Diam(ωσn+1 ◦ · · · ◦ ωσ2(ωσ1(X)))
≤ fn(β(σ)).
Hence, for m, k ∈ N we have that fm+k(σ) ≤ fm(β
k(σ)). Define un =
n∑
j=1
fj,
observe that
um+n =
m+n∑
j=1
fj = um +
m+n∑
j=m+1
fj ≤ um +
n∑
i=1
fi ◦ β
m = um + un ◦ β
m.
ON P-WEAKLY HYPERBOLIC ITERATED FUNCTION SYSTEMS 7
Since the sequence (un)n is subadditive by Kingman’s subadditive ergodic theorem
the sequence (un/n)n converges P-almost everywhere for an invariant function f
such that ∫
Ω
fdP = lim
n→+∞
1
n
∫
Ω
undP = inf
n
1
n
∫
Ω
undP.
Lemma 1. Fix p ∈ M1(Λ). Then for every n,∫
Ω
fndP =
∫
Ω
hndP.
Proof. Given ǫ > 0, by uniform continuity there exists δ > 0 such that if
D(σ, ξ) < δ then |fn(σ)− fn(ξ)| < ǫ and |hn(σ)− hn(ξ)| < ǫ. Consider a partition
P = {P1, ..., Pk} of Λ with Diam(Pi) < δ/2 and fix λi ∈ Pi for each i = 1, ..., k.
Fix m > n such that Diam(X)/m < δ/2 and σi1,...,im ∈ Ω such that
σi1,...,imj = λij for j = 1, ...,m and i1, ..., im = 1, ..., k. Observe that
Diam([1;Pi1 , ...Pim ]) < δ.
Hence,
∫
Ω
fndP =
k∑
i1,...,im=1
∫
[1;Pi1 ,...Pim ]
fn(σ)dP
<
k∑
i1,...,im=1
∫
[1;Pi1 ,...Pim ]
(ǫ + fn(σ
i1,...,im))dP
= ǫ+
k∑
i1,...,im=1
p(Pi1 ) · · · p(Pim)Diam(ωλin ◦ · · · ◦ ωλi1 (X))
= ǫ+
k∑
i1,...,im=1
p(Pin) · · · p(Pi1 ) · p(Pin+1) · · · p(Pim)hn(σ
in,...,i1,in+1,...,im)
= ǫ+
k∑
i1,...,im=1
∫
[1;Pin ,...,Pi1 ,Pin+1 ,...,Pim ]
hn(σ
in,...,i1,in+1,...,im)dP
< 2ǫ+
k∑
i1,...,im=1
∫
[1;Pin ,...,Pi1 ,Pin+1 ,...,Pim ]
hn(σ)dP
= 2ǫ+
∫
Ω
hndP.
We also have ∫
Ω
hndP < 2ǫ+
∫
Ω
fndP.
Therefore, ∣∣∣
∫
Ω
fndP−
∫
Ω
hndP
∣∣∣ < 2ǫ.
For every ǫ > 0, thus
∫
Ω
fndP =
∫
Ω
hndP. 
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The following result is the key lemma of this section. We shall prove that
P(F ) = 1 if and only if P(S) = 1. In particular, if the IFS ω is P-weakly hyperbolic
then for almost every σ ∈ Ω we have
lim
n→+∞
1
n
n∑
i=1
Diam(ωσi ◦ · · · ◦ ωσ1(X)) = 0.
Lemma 2. Fix p ∈ M1(Λ). Then P(F ) = 1 if and only if P(S) = 1.
Proof. Assume that P(F ) = 1, by Fatou’s lemma we have∫
Ω
hdP =
∫
Ω
lim inf
n→+∞
hndP
≤ lim inf
n→+∞
∫
Ω
hndP
≤ lim inf
n→+∞
1
n
n∑
i=1
∫
Ω
hidP.
From Lemma 1 it follows that∫
Ω
hdP ≤ lim inf
n→+∞
1
n
n∑
i=1
∫
Ω
fidP
= lim inf
n→+∞
1
n
∫
Ω
undP.
On the other hand, un(σ)/n converges P-almost everywhere for 0 . From dominated
convergence theorem it follows that∫
Ω
hdP = 0.
Since h ≥ 0 almost everywhere it follows that h = 0 almost everywhere. Therefore,
P(S) = 1.
Now assume that P(S) = 1, by definition hn converges P-almost everywhere
for 0. From dominated convergence theorem it follows that
lim
n→+∞
∫
Ω
hndP = 0.
On the other hand, ∫
Ω
fdP = lim
n→+∞
1
n
∫
Ω
undP
= lim
n→+∞
1
n
n∑
j=1
∫
Ω
fjdP.
By Lemma 1 we get
∫
Ω
fdP = lim
n→+∞
1
n
n∑
j=1
∫
Ω
hjdP = 0.
Since f ≥ 0 almost everywhere it follows that f = 0 almost everywhere. Therefore,
P(F ) = 1. 
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Another important set is defined by
G = {σ ∈ Ω : lim
n→+∞
Diam(ωσn ◦ · · · ◦ ωσ1(X)) = 0}.
It is obvious that G ⊂ F . If the IFS ω is weakly hyperbolic by Lemma 2.2 of [1]
it follows that S = G = F = Ω. We will see in the last section an example of a
P-weakly hyperbolic IFS such that P(F ) = 1 but P(G) = 0.
Remark 1. Let ω be an IFS on a compact interval with finite parameter space
such that for every i ∈ Λ the maps ωi are continuous and one-to-one. Malicet in
[14] proved that if the maps ωi do not have a fixed point common then P(G) = 1
for any Bernoulli measure. In particular, from Lemma 2 it follows that this IFS is
P-weakly hyperbolic.
Given an IFS ω : Λ × X → X is natural to consider the skew product map
Φ : Ω×X → Ω×X defined by Φ(σ, x) = (β(σ), ωσ1 (x)).
Let µ1 be a fixed point of the operator Tp. By Lemma 4.1 of [1] we have that
the measure P × µ1 is invariant by Φ. Thus, to prove that the operator Tp has a
unique fixed point it suffices prove that the skew product Φ has a unique invariant
measure ξ such that π∗(ξ) = P, where π : Ω×X → X is the projection defined by
π(σ, x) = σ.
Proposition 1. Let µ1 and µ2 be invariant measures for Φ. If ν(F ) = 1 and
π∗(µ1) = π∗(µ2) = ν then µ1 = µ2.
Proof. Let r be the distance in Ω × X , where r((σ, x), (ξ, y)) = D(σ, ξ) +
d(x, y). Consider a Lipschitz function ϕ : Ω ×X → R with Lipschitz constant C.
By Birkhoff’s ergodic theorem there exists a Borel set A with µ1(A) = 1 such that
if (σ, x) ∈ A then
ϕ∗(σ, x) = lim
n→+∞
1
n
n−1∑
j=0
ϕ(Φj(σ, x))
exists.
Consider the set B = A ∩ (F × X). Since µ1(F × X) = ν(F ) = 1 it follows
that µ1(B) = 1. We claim that if (σ, x) ∈ B then ϕ
∗(σ, y) exists, for all y ∈ X and
ϕ∗(σ, y) = ϕ∗(σ, x). In fact, observe that
∣∣∣ 1
n
n−1∑
j=0
ϕ(Φj(σ, x)) −
1
n
n−1∑
j=0
ϕ(Φj(σ, y))
∣∣∣ ≤ C
n
n−1∑
j=0
r(Φj(σ, x),Φj(σ, y))
≤
C
n
n−1∑
j=1
Diam(ωσj ◦ · · · ◦ ωσ1(X))
+
C
n
Diam(X).
Since σ ∈ F by definition of F ,
lim
n→+∞
1
n
n∑
i=1
Diam(ωσi ◦ · · · ◦ ωσ1(X)) = 0.
Therefore, ϕ∗(σ, y) exists and ϕ∗(σ, y) = ϕ∗(σ, x).
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Consider the set
Ω∗ = {σ ∈ F : there exists x ∈ X such that ϕ∗(σ, x) is defined}.
We claim that ν(Ω∗) = ν(F ) = 1. In fact, let us suppose that for some D ⊂ F ,
with ν(D) > 0, if σ ∈ D then ϕ∗(σ, x) do not exist for all x ∈ X . Observe that
µ1(D ×X) = ν(D) > 0, but this is an absurd because µ1(B) = 1.
Consider a measurable function g : Ω → R, where g(σ) = ϕ∗(σ, x) for any
x ∈ X , if σ ∈ Ω∗. Since µ2(Ω
∗ ×X) = 1 by Birkhoff’s ergodic theorem we have∫
Ω×X
ϕdµ1 =
∫
Ω×X
ϕ∗dµ1
=
∫
Ω∗×X
ϕ∗dµ1
=
∫
Ω
g dν
=
∫
Ω×X
ϕ∗dµ2
=
∫
Ω×X
ϕdµ2.
Now, using that the subspace of the Lipschitz functions on Ω ×X is dense in the
space of the continuous functions on Ω×X it follows that∫
Ω×X
ψ dµ1 =
∫
Ω×X
ψ dµ2,
for every continuous function ψ on Ω×X thus µ1 = µ2. 
Since the IFS ω is P-Weakly Hyperbolic, from Lemma 2 it follows that
P(F ) = 1. Thus by Proposition 1 the skew product Φ has a unique invariant
measure ξ such that π∗(ξ) = P. Therefore, the operator Tp is asymptotic stable
and has a unique fixed point µp.
Now, we assume that p(U) > 0 for every open set U ⊂ Λ to study the support
of the measure µp. Following [1] and [15] for each σ ∈ Ω, n ∈ N and x ∈ X , define
Γ(σ, n, x) = ωσ1 ◦ · · · ◦ ωσn(x). Observe that for each n ≥ 1, we have
ωσ1 ◦ · · · ◦ ωσn+1(X) ⊂ ωσ1 ◦ · · · ◦ ωσn(X).
If σ ∈ S by definition we have that lim
n→∞
Diam(ωσ1 ◦ · · · ◦ωσn(X)) = 0. Hence, the
set
∞⋂
n=1
ωσ1 ◦ · · · ◦ ωσn(X)
consists of a unique point y. On the other hand,
d(y,Γ(σ, n, x)) ≤ Diam(ωσ1 ◦ · · · ◦ ωσn(X)).
Therefore, lim
n→+∞
Γ(σ, n, x) = y for any x ∈ X . This defines a function Γ : S → X
given by
Γ(σ) = lim
n→+∞
Γ(σ, n, x), for any x ∈ X.
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By the same proof of Lemma 2.7 of [1] we have that the map Γ is continuous.
We claim that supp (µ) = Γ(S). In fact, take a = Γ(σ) with σ ∈ S, observe that
ωλ(y) ∈ Γ(S) for any λ ∈ Λ and y ∈ Γ(S) thus for every n we have
T np (δa)
(
Γ(S)
)
= 1.
By the previous discussion we have that T np (δa) → µp in the weak
∗
topology. Therefore, µp(Γ(S)) ≥ lim
n→+∞
T np (δa)
(
Γ(S)
)
= 1, this proves that
supp(µp) ⊂ Γ(S).
Now take p ∈ Γ(S) and an open set U ⊂ X with p ∈ U , by continuity of Γ there
exists R > 0, m ∈ N and open sets U1, ..., Um ⊂ Λ such that Γ([1;U1, ..., Um]∩S) ⊂
BR(p) ⊂ U . By definition of T
n
p for n > m we have
T np (δa)(BR(p)) =
∫
Λn
δωλ1◦···◦ωλn(a)(BR(p))dp
n(λ)
=
∫
Ω
δωλ1◦···◦ωλn(a)(BR(p))dP
Observe that ωλ1 ◦ · · · ◦ ωλn(a) = Γ(ηλ1 ◦ · · · ◦ ηλn(σ)), where for each λ ∈ Λ the
map ηλ : Ω → Ω is defined by ηλ(ξ1, ξ2, ...) = (η, ξ1, ξ2, ..). Hence, if λi ∈ Ui for
i = 1, ..., n then ωλ1 ◦ · · · ◦ ωλn(a) = Γ(ηλ1 ◦ · · · ◦ ηλn(σ)) ∈ Γ([1;U1, ..., Um] ∩ S).
Since Γ([1;U1, ..., Um] ∩ S) ⊂ BR(p) ⊂ U it follows that
T np (δa)(BR(p)) =
∫
([1;U1,...,Um]∩S)
δωλ1◦···◦ωλn(a)(BR(p))dP
≥ P([1;U1, ..., Um]).
Therefore, µp(U) ≥ µp(BR(p)) ≥ P([1;U1, ..., Um]) > 0. This proves that
Γ(S) ⊂ supp (µ) and so Γ(S) = supp (µ). This concludes the proof of Theorem
1.
Remark 2. When the IFS ω is weakly hyperbolic the set Γ(Ω) coincides with
the attractor of the IFS.
5. Proof of Theorem 2
Let ν be an invariant probability measure by β. Since Ω × X is a compact
metric space it follows that the space M1(Ω ×X) is a compact metric space. By
continuity of Φ there exists at least one invariant measure νΦ such that π∗(ν
Φ) = ν.
By Proposition 1 if ν(F ) = 1 then νΦ is the unique invariant measure by Φ with
this property. In the next result we relate the ergodicity of ν with the ergodicity of
νΦ.
Proposition 2. Let ω be an IFS with ν(F ) = 1. If the measure ν is ergodic
then the measure νΦ is ergodic.
Proof. Let f : Ω × X → R be a continuous function. Since the Lipschitz
functions are dense in the space of the continuous functions on Ω×X there exists
a sequence of Lipschitz functions fn such that ||fn − f ||∞ < 1/n. By Birkhoff’s
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ergodic theorem there exists a Borel set A with νΦ(A) = 1 such that if (σ, x) ∈ A
then
f∗n(σ, x) = lim
n→+∞
1
k
k−1∑
j=0
fn(Φ
j(σ, x))
exists for every n ∈ N and
f∗(σ, x) = lim
k→+∞
1
k
k−1∑
j=0
f(Φj(σ, x))
also exists. Consider the set B = A ∩ (F × X). Since νΦ(F ×X) = ν(F ) = 1 it
follows that νΦ(B) = 1. Using the same proof of Proposition 1 for each n ∈ N, if
(σ, x) ∈ B then f∗n(σ, y) exists, for all y ∈ X and f
∗
n(σ, y) = f
∗
n(σ, x).
We claim that if (σ, x) ∈ B then f∗(σ, y) exists, for all y ∈ X and f∗(σ, y) =
f∗(σ, x). In fact, let
Sn(σ, x) =
∣∣∣ 1
n
n−1∑
j=0
f(Φj(σ, x)) −
1
n
n−1∑
j=0
f(Φj(σ, y))
∣∣∣.
We have
Sn(σ, x) ≤
1
n
∣∣∣
n−1∑
j=0
f(Φj(σ, x)) −
n−1∑
j=0
fk(Φ
j(σ, x))
∣∣∣
+
∣∣∣ 1
n
n−1∑
j=0
fk(Φ
j(σ, x)) −
1
n
n−1∑
j=0
fk(Φ
j(σ, y))
∣∣∣
+
∣∣∣ 1
n
n−1∑
j=0
fk(Φ
j(σ, y))−
1
n
n−1∑
j=0
f(Φj(σ, y))
∣∣∣
≤
2
k
+
∣∣∣ 1
n
n−1∑
j=0
fk(Φ
j(σ, x)) −
1
n
n−1∑
j=0
fk(Φ
j(σ, y))
∣∣∣.
Given ǫ > 0, take k such that 1/k < ǫ/2. Since f∗k (σ, y) = f
∗
k (σ, x) there exists n0
such that if n ≥ n0 then
∣∣∣ 1
n
n−1∑
j=0
fk(Φ
j(σ, x)) −
1
n
n−1∑
j=0
fk(Φ
j(σ, y))
∣∣∣ < ǫ
2
.
Consequently, if n ≥ n0 then
∣∣∣ 1
n
n−1∑
j=0
f(Φj(σ, x)) −
1
n
n−1∑
j=0
f(Φj(σ, y))
∣∣∣ ≤ ǫ
Therefore, f∗(σ, y) = f∗(σ, x). Now consider the set
Ω∗ = {σ ∈ F : there exists x ∈ X such that f∗(σ, x) is defined}.
We claim that ν(Ω∗) = ν(F ) = 1. In fact, let us suppose that for some D ⊂ F ,
with ν(D) > 0, if σ ∈ D then f∗(σ, x) do not exist for all x ∈ X . Observe that
νΦ(D ×X) = ν(D) > 0, but this is an absurd because νΦ(B) = 1.
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Now consider a measurable function g : Ω → R, where g(σ) = f∗(σ, x) for
any x ∈ X , if σ ∈ Ω∗. Observe that g ◦ β(σ) = g(σ) if σ ∈ Ω∗, from ergodicity
of (β, ν) it follows that g is constant for ν-a.e σ ∈ Ω. Hence f∗ is constant for
νΦ-a.e (σ, x) ∈ Ω×X . Since Ω×X is a compact metric space it follows that νΦ is
ergodic. 
Since the IFS ω is P-weakly hyperbolic by Lemma 2 it follows that P(F ) = 1.
From ergodicity of (P, β) and from Proposition 2 it follows that PΦ = P × µp is
a ergodic measure with respect to Φ. Given a continuous function f : X → R,
consider the continuous function ϕ : Ω × X → R where ϕ(σ, x) = f(x). By
Birkhoff’s ergodic theorem for (P× µp)-a.e. (σ, x) ∈ Ω×X we have
lim
n→+∞
1
n
n−1∑
j=0
ϕ(Φj(σ, x)) = lim
n→+∞
1
n
n∑
j=1
f(ωσj ◦ · · · ◦ ωσ1(x)) =
∫
X
f dµ.
On the other hand, by the proof of Proposition 2 there exists a subset Ω∗ ⊂ F with
P(Ω∗) = 1 such that if σ ∈ Ω∗ then for any x, y ∈ X we have
lim
n→+∞
1
n
n−1∑
j=0
ϕ(Φj(σ, x)) = lim
n→+∞
1
n
n−1∑
j=0
ϕ(Φj(σ, y)) =
∫
X
f dµ.
This concludes the proof of Ergodic theorem for P-weakly hyperbolic IFS.
6. Examples
When the IFS is Weakly Hyperbolic by Lemma 2.2 of [1] it follows that
S = G = Ω, however if the IFS is only P-Weakly Hyperbolic it is possible that
P(G) = 0. We shall see in the example below an IFS where P(S) = 1 but P(G) = 0.
The idea to do this example comes from discussions made by O¨berg in [17].
Consider the IFS where Λ = {0, 1}, X = [0, 1], ω0(x) = x/2 and ω1(x) = 2x for
0 ≤ x ≤ 1/2, ω1(x) = 1 for 1/2 ≤ x ≤ 1.
x
y
1
2
0 1
1
2
ω0
ω1
Let p be the probability in Λ, where p({0}) = p({1}) = 1/2. We claim that
P(G) = 0. In fact, it is know that there exists a set A ⊂ Ω with P(A) = 1 such
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that if σ ∈ A then there exists a sequence nk → ∞ such that
nk∑
j=1
(−1)σj = 0,
see [6] for example. Take σ ∈ A, if there exists a sequence mk → ∞ such that
Diam(ωmk ◦ · · · ◦ ω1([0, 1])) ≥ 1/2 then σ /∈ G. Suppose now that there exists N0
such that if n ≥ N0 then Diam(ωn ◦ · · · ◦ ω1([0, 1])) ≤ 1/2.
Observe that 0 ∈ ωn ◦ · · ·ω1([0, 1]) for every n. Thus for n ≥ N0 we have that
ωn ◦ · · ·ω1([0, 1]) ⊂ [0, 1/2]. On the other hand, if x ∈ [0, 1/2] then
ω0 ◦ ω1(x) = ω1 ◦ ω0(x) = x.
Therefore for n > N0 we have
Diam(ωn ◦ · · · ◦ ω1([0, 1])) = 2
r12−r0Diam(ωN0 ◦ · · · ◦ ω1([0, 1])),
where r1 = #{N0 < j ≤ n : σj = 1} and r0 = #{N0 < j ≤ n : σj = 0}. Since
σ ∈ A there exists there exists a sequence nk →∞ such that
nk∑
j=1
(−1)σj = 0 so for
nk > N0 we have that Diam(ωnk ◦···◦ω1([0, 1])) ≥ 2
−N0Diam(ωN0 ◦···◦ω1([0, 1])).
Therefore, σ /∈ G and so P(G) = 0.
Now we will show that P(S) = 1. It is know that for each l ∈ Z there exists
a set Al with P(Al) = 1 such that if σ ∈ A then there exists a sequence nk → ∞
such that
nk∑
j=1
(−1)σj = l, see [6] for example. Take σ ∈
⋂
∞
l=1Al, for each l > 0
there exists nl such that
nk∑
j=1
(−1)σj = l. Hence, Diam(ω1 ◦ · · · ◦ ωnl([0, 1])) ≤ 2
−l.
On the other hand, since lim
n→+∞
Diam(ω1 ◦ · · · ◦ ωn([0, 1])) exists it follows that
lim
n→+∞
Diam(ω1 ◦ · · · ◦ ωn([0, 1])) = 0. This proves that P(S) = 1 and by Lemma 2
also we have that P(F ) = 1.
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