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ON PRINCIPAL (f, σ, δ)-CODES OVER RINGS
MHAMMED BOULAGOUAZ AND ABDULAZIZ DEAJIM
Abstract. Let A be a ring with identity, σ a ring endomorphism of A that maps the identity
to itself, δ a σ-derivation of A, and consider the skew-polynomial ring A[X;σ, δ]. When A is a
finite field, a Galois ring, or a general ring, some fairly recent literature used A[X;σ, δ] to construct
new interesting codes (e.g. skew-cyclic and skew-constacyclic codes) that generalize their classical
counterparts over finite fields (e.g. cyclic and constacyclic linear codes). This paper presents results
concerning principal (f, σ, δ)-codes over a ring A, where f ∈ A[X;σ, δ] is monic. We provide recursive
formulas that compute the entries of both a generating matrix and a control matrix of such a code
C. When A is a finite commutative ring with identity and σ is a ring automorphism of A, we also
give recursive formulas for the entries of a parity-check matrix of C. Also in this case, with δ = 0,
we give a generating matrix of the dual C⊥, present a characterization of principal σ-codes whose
duals are also principal σ-codes, and deduce a characterization of self-dual principal σ-codes. Some
corollaries concerning principal σ-constacyclic codes are also given, and some highlighting examples
are provided.
1. Introduction
Let A be a ring with identity, σ a ring endomorphism of A that maps the identity to itself, and δ
a σ-derivation of A (i.e. δ(a+ b) = δ(a) + δ(b) and δ(ab) = σ(a)δ(b) + δ(a)b for all a, b ∈ A). Denote
by Aσ,δ the skew-polynomial ring
A[X ;σ, δ] =
{
n−1∑
i=0
aiX
i |n ∈ N, ai ∈ A
}
.
Recall that Aσ,δ has the same additive-group structure as that of the usual ring of polynomials
A[X ], but has multiplication twisted based on the rule Xa = σ(a)X + δ(a) for a ∈ A and extended
associatively and distributively to all elements of Aσ,δ. This is obviously a non-commutative ring
unless δ = 0, σ is the identity, and A is commutative (in which case Aσ,δ is nothing but A[X ]). In
case δ = 0, we use the notation Aσ instead of Aσ,0.
For a finite field F and a ring automorphism σ of F, Boucher, Geiselmann, and Ulmer (in [1])
used Fσ to introduce the notion of a skew-cyclic code C over F of length n as a code satisfying
(σ(an−1), σ(a0), σ(a1), . . . , σ(an−2)) ∈ C for any (a0, a1, . . . , an−2, an−1) ∈ C. This is obviously a
generalization of the classical notion of cyclic codes over finite fields (when σ is the identity). It is
also shown therein that the class of skew-cyclic codes over finite fields gives a supply of codes with
good coding and decoding properties. When a monic f ∈ Fσ generates a two-sided ideal in Fσ, then
Fσ/(f) is a (non-commutative) principal left-ideal ring. In particular, when the order of σ divides n,
then (Xn − 1) is a two sided ideal in Fσ (see [1]). When, further, g ∈ Fσ is a right divisor of X
n − 1,
the authors of [1] studied the skew-cyclic code generated by g and associated with the principal left
ideal (g)/(Xn− 1) of Fσ/(X
n− 1). The structure of such an ideal puts some restrictions on the code
(for instance, the length of the code must be a multiple of the bound of g).
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To further generalize the notion of skew-cyclic codes, Boucher and Ulmer in [4] introduced codes
defined as modules over Fσ. Among other things, this new construction has the advantage of removing
some of the constraints on lengths of skew-cyclic codes alluded to above.
Boucher, Sole´, and Ulmer in [3] relaxed the requirement on the field of coefficients by considering
skew-polynomial rings over Galois rings enabling further generalizations and improvements.
Boulagouaz and Leroy in [2] took this generalization further by letting the ring of coefficients be
any ring A with σ a ring endomorphism of A.
Let A be a ring with identity, σ a ring endomorphism of A that maps the identity to itself, and δ
a σ-derivation of A. Fix a monic skew-polynomial f(X) =
∑n
i=0 aiX
i ∈ Aσ,δ of degree n. In order
to define the notion of (f, σ, δ)-code, we begin by using f to endow An with a structure of a left
Aσ,δ-module. Let Cf be the usual companion matrix of f ; that is,
Cf =


0 1 0 0 . . . 0 0
0 0 1 0 . . . 0 0
...
...
...
...
...
...
...
0 0 0 0 . . . 0 1
−a0 −a1 . . . −an−2 −an−1

 .
The map Tf : A
n → An defined by
Tf (x0, . . . , xn−1) = (σ(x0), . . . , σ(xn−1))Cf + (δ(x0), . . . , δ(xn−1))
is a (σ, δ)-pseudo-linear transformation (associated to f); that is, considering An as a left A-module,
we have Tf(ax) = σ(a)Tf (x) + δ(a)x for all a ∈ A and x ∈ A
n. It can also be easily checked that
Tf is a group endomorphism of A
n (see [2] for more details and examples on this notion). For a
skew-polynomial P (X) =
∑n−1
i=0 biX
i ∈ Aσ,δ, the map P (Tf ) =
∑n−1
i=0 biT
i
f is obviously a group
endomorphism of An as well. Now, the map (P (X), (c0, . . . , cn−1)) 7→ P (Tf )(c0, . . . , cn−1) defines a
left action of Aσ,δ on A
n, which in turn endows An with a left Aσ,δ-module structure as desired.
Let (f)l denote the principal left ideal of Aσ,δ generated by f . With A
n and Aσ,δ/(f)l as left
Aσ,δ-modules, the map φf : A
n → Aσ,δ/(f)l defined by (d0, . . . , dn−1) 7→
∑n−1
i=0 diX
i + (f)l is a left
Aσ,δ-module isomorphism. The coset
∑n−1
i=0 diX
i + (f)l is called the polynomial representation of
(d0, . . . , dn−1) in Aσ,δ/(f)l. On the other hand, we know that for each t(X) ∈ Aσ,δ, there exists a
unique p(X) =
∑n−1
i=0 diX
i ∈ Aσ,δ of degree at most n − 1 such that t(X) + (f)l = p(X) + (f)l.
The n-tuple (d0, . . . , dn−1) ∈ A
n is called the coordinates of t(X) + (f)l (with respect to the basis
B = {1 + (f)l, X + (f)l, . . . , X
n−1 + (f)l}). Note that (d0, . . . , dn−1) = φ
−1
f (t(X) + (f)l).
With the above notation, an (f, σ, δ)-code of length n over A is a subset C of An consisting of the
coordinates of a left Aσ,δ-submoduleM of Aσ,δ/(f)l with respect to B, i.e. C = φ
−1
f (M) for some left
Aσ,δ-submodule M of Aσ,δ/(f)l. Equivalently, C ⊆ A
n is an (f, σ, δ)-code if and only if the set φf (C)
of polynomial representations of elements of C is a left Aσ,δ-submodule of Aσ,δ/(f)l. So, there is a
one-to-one correspondence between (f, σ, δ)-codes over A and left Aσ,δ-submodules of Aσ,δ/(f)l. If
δ = 0, an (f, σ, δ)-code may be called an (f, σ)-code, or just a σ-code if f is irrelevant to the context. A
linear code C ⊆ An is called a (σ, δ)-code of length n if there exists a monic skew-polynomial f ∈ Aσ,δ
of degree n such that C is an (f, σ, δ)-code.
As M is a left Aσ,δ-submodule of Aσ,δ/(f)l, C is a left Aσ,δ-submodule of A
n. Then, note a priori
that M and C are left A-modules, and M is free over A of rank r if and only if C is free over A of
rank r. Rephrased according to our terminology, [2, Theorem 1]) shows that a principal (f, σ, δ)-code
generated by a skew polynomial g is free over A of rank equal to deg(f)− deg(g). It should be noted,
however, that not all (f, σ, δ)-codes are principal since not all left Aσ,δ-submodules of Aσ,δ/(f)l are
principal.
An (f, σ, δ)-code C = φ−1f (M) over A is said to be principal if the left Aσ,δ-submodule M of
Aσ,δ/(f)l is generated by a skew-polynomial g ∈ Aσ,δ that is a right divisor of f in Aσ,δ (so,
M = (g)l/(f)l). We may also say that M is principal in this case. Note that since f is monic,
the leading coefficient of g must be a unit u in A. But then u−1g ∈ Aσ,δ is also a monic right divisor
3of f that generates the same left ideal (g)l. So it causes no harm to always assume that g is monic to
begin with. A linear code C ⊆ An is called a principal (σ, δ)-code of length n if there exists a monic
skew-polynomial f ∈ Aσ,δ of degree n such that C is a principal (f, σ, δ)-code.
In the special case when f(X) = Xn−a for some unit a ∈ A andM is a left Aσ,δ-submodule (resp.
a principal left Aσ,δ-submodule) of Aσ,δ/(X
n − a)l, the (X
n − a, σ, δ)-code C = φ−1Xn−a(M) is called
an (Xn − a, σ, δ)-constacyclic (resp. a principal (Xn − a, σ, δ)-constacyclic) code. We deal in this
paper with such a code only when δ = 0 and thus call it an (Xn− a, σ)-constacyclic (resp. a principal
(Xn−a, σ)-constacyclic) code. A linear code C ⊆ An is called a σ-constacyclic code (resp. a principal
σ-constacyclic code) of length n if there exists a unit a ∈ A such that C is an (Xn − a, σ)-code (resp.
a principal (Xn−a, σ)-code). A principal σ-constacyclic code generated by a right divisor g(X) ∈ Aσ
of Xn − a, for some unit a ∈ A, is denoted by (g(X))an,σ.
For an (f, σ, δ)-code C, the set {y ∈ An | < x, y >= 0 for all x ∈ C} of elements of An orthogonal
to C with respect to the Euclidean inner product on An is called the dual of C and is denoted by C⊥.
It can be checked that C⊥ is a left A-submodule of An.
The paper is organized as follows. Section 2 aims mainly at giving a generating matrix of a
principal (f, σ, δ)-code over any ring using recursive formulas (Theorem 2.7 and Corollary 2.8), which
computationally improves [2, Theorem 1].
We deal in Section 3 with principal σ-codes over a finite commutative ring A with identity, where
σ is an automorphism of A. In this section, we give (in Theorem 3.5) a characterization of principal
σ-codes over A whose duals are also principal σ-codes, strengthening and extending [5, Theorem 1]
that deals with the case over a finite field. The theorem shows in particular that if a code is principal
σ-constacyclic, then so is its dual. Based on Theorem 3.5, Corollary 3.6 gives a generating matrix of
the dual of a principal σ-constacyclic code. The section ends with Corollary 3.7 which characterizes
self-dual principal σ-codes over A in such a way that generalizes and strengthens [4, Corollary 4].
For A, σ, and δ as in Section 2, in Section 4 we define a control matrix of an (f, σ, δ)-code over
A. For a principal (f, σ, δ)-code C over A that is generated by some monic g(X) ∈ Aσ,δ which is also
a left divisor of f(X), Boulagouaz and Leroy in [2] gave a way of computing a control matrix of C
using Tf and h(X), where h(X) ∈ Aσ,δ is such that g(X)h(X) = f(X). Theorem 4.2 gives precise
and more practical recursive formulas that compute a control matrix of C using f(X), h(X), σ, and
δ. Corollary 4.3 deals with the special case when δ = 0, while Corollary 4.4 handles the more special
case when C is principal σ-constacyclic.
In Section 5, we define a parity-check matrix of an A-free (f, σ, δ)-code over a ring A. Theorem 5.1
shows that a parity-check matrix of a principal (f, σ, δ)-code C over a ring A exists if A is finite and
commutative and σ is a ring automorphism of A. The theorem further shows how to extract such a
matrix from the control matrix of C given in Theorem 4.2. Corollary 5.2 (resp. Corollary 5.3) shows
that the parity-check matrix given in Theorem 5.1 takes a better form if δ = 0 (resp. if C is principal
σ-constacyclic).
2. Generating matrix of a principal (f, σ, δ)-Code over a ring
We work in this section assuming that A is a ring with identity, σ is a ring endomorphism of A
that maps the identity to itself, and δ a σ-derivation of A. For an A-free (f, σ, δ)-code C of rank n− r,
define a generating matrix of C to be a matrix G ∈ Mn−r,n(A) whose rows form an A-basis of C (see
[7] for the classical definition of a generating matrix of a linear code over a field). In set notation, we
thus have
C = {xG |x ∈ An−r}.
Let f(X) =
∑n
i=0 aiX
i ∈ Aσ,δ be monic and C a principal (f, σ, δ)-code generated by a monic
g(X) ∈ Aσ,δ of degree r. Then, by [2, Theorem 1], C is free over A of rank n− r. Using g(X) and the
map Tf introduced in Section 1, Boulagouaz and Leroy in [2] gave a way of computing G as in Lemma
2.1 below. The main aim of this section is to introduce, in Theorem 2.7, more practical recursive
formulas that compute the entries of G using g(X), σ, and δ. Corollary 2.8 deals with the case when
δ = 0.
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Lemma 2.1. [2, Theorem 1] With the assumptions as above, the principal (f, σ, δ)-code C has a
generating matrix G ∈Mn−r,n(A) whose rows are given by
T kf (g0, . . . , gr, 0, . . . , 0)
for 0 ≤ k ≤ n− r − 1.
The following set of lemmas help us introduce the desired recursive formulas. To simplify no-
tation, for k ≥ 0, denote T kf (x1, . . . , xn) by (x
(k)
1 , . . . , x
(k)
n ), with (x
(0)
1 , . . . , x
(0)
n ) = (x1, . . . , xn) for
(x1, . . . , xn) ∈ A
n.
Lemma 2.2. For (x1, . . . , xn) ∈ A
n and k ∈ N, we have:
(1) x
(k)
1 = δ(x
(k−1)
1 )− a0σ(x
(k−1)
n ).
(2) x
(k)
i = δ(x
(k−1)
i ) + σ(x
(k−1)
i−1 )− ai−1σ(x
(k−1)
n ), for 2 ≤ i ≤ n.
Proof. For (y1, . . . , yn) ∈ A
n, we have, by definition,
Tf (y1, . . . , yn) = (σ(y1), . . . , σ(yn))Cf + (δ(y1), . . . , δ(yn))
= (−a0σ(yn) + δ(y1), σ(y1)− a1σ(yn) + δ(y2), . . . , σ(yn−1)− an−1σ(yn) + δ(yn)).
Taking yi = x
(k−1)
i for 1 ≤ i ≤ n gives
T kf (y1, . . . , yn) = Tf (T
k−1
f (y1, . . . , yn)) = Tf (x
(k−1)
1 , . . . , x
(k−1)
n ).
Applying the above formula yields precisely (1) and (2). 
Lemma 2.3. For (x1, . . . , xn) ∈ A
n with xn = 0, we have:
(1) x
(1)
1 = δ(x1).
(2) x
(1)
i = δ(xi) + σ(xi−1) for 2 ≤ i ≤ n− 1.
(3) x
(1)
n = σ(xn−1).
Proof. This follows directly from Lemma 2.2 and properties of σ and δ. 
Lemma 2.4. For (x1, . . . , xn) ∈ A
n with xs+1 = · · · = xn = 0 for some 1 ≤ s ≤ n− 1, we have:
(1) x
(i)
s+i = σ
i(xs) for 1 ≤ i < n− s.
(2) x
(i)
s+j = 0 for 1 ≤ i < j ≤ n− s.
Proof. We proceed by (finite) induction on i. For i = 1, it follows from Lemma 2.3 that
x
(1)
s+1 = δ(xs+1) + σ(xs) = δ(0) + σ(xs) = σ(xs).
For 1 < j ≤ n− s, we have s+ 1 ≤ s+ j − 1 ≤ n− 1 and
x
(1)
s+j = δ(xs+j) + σ(xs+j−1) = δ(0) + σ(0) = 0.
Assume now, for 1 < i < n− s, that x
(i−1)
s+i−1 = σ
i−1(xs) and, for i− 1 < t ≤ n− s, that x
(i−1)
s+t = 0.
Then it follows from Lemma 2.2 that
x
(i)
s+1 = δ(x
(i−1)
s+i ) + σ(x
(i−1)
s+i−1)− as+i−1σ(x
(i−1)
n ) = δ(0) + σ(σ
i−1(xs))− as+i−1σ(0) = σ
i(xs).
We also have, for 1 < i < j ≤ n− s, that
x
(i)
s+j = δ(x
(i−1)
s+j ) + σ(x
(i−1)
s+j−1)− as+j−1σ(x
(i−1)
n ) = δ(0) + σ(x
(i−1)
s+j−1)− as+j−1σ(0) = σ(x
(i−1)
s+j−1).
As i− 1 < j − 1, x
(i−1)
s+j−1 = 0 by assumption. Thus, x
(i)
s+j = 0 as claimed. 
5Lemma 2.5. Let (x1, . . . , xn) ∈ A
n and δ = 0.
(1) If xn = 0, then x
(1)
1 = 0 and x
(1)
i = σ(xi−1) for 1 < i ≤ n.
(2) If xs+1 = · · · = xn = 0 for some 1 ≤ s ≤ n− 1, then for any 1 ≤ k ≤ n− s,
(i) x
(k)
i = 0 for 1 ≤ i ≤ k, and
(ii) x
(k)
i = σ(x
(k−1)
i−1 ) for 1 ≤ k < i ≤ n.
Proof.
(1) A direct application of Lemma 2.3 yields the claim.
(2) We proceed by (finite) induction on k. Let k = 1. If 1 ≤ i ≤ k, then i = 1. So x
(k)
1 = x
(1)
1 = 0 by
part (1) above. From part (1) again, x
(k)
i = x
(1)
i = σ(xi−1) = σ(x
(0)
i−1) = σ(x
(k−1)
i−1 ) for 1 ≤ k < i ≤ n,
as desired. Assume now that the result holds for all 1 ≤ k < n− s. Set yi = x
(k)
i for each 1 ≤ i ≤ n,
and note that y
(t)
i = (x
(k)
i )
(t) = x
(k+t)
i for all t ≥ 1. By the inductive assumption, we see that
yn = x
(k)
n = σ(x
(k−1)
n−1 ) = σ
2(x
(k−2)
n−2 ) = · · · = σ
k(x
(0)
n−k) = σ
k(xn−k).
As k < n− s, n− k > s > s+1. So, xn−k = 0 and, thus, yn = 0. It now follows from part (1) applied
to (y1, . . . , yn) that x
(k+1)
1 = y
(1)
1 = 0 and, for 1 < i ≤ n, x
(k+1)
i = y
(1)
i = σ(yi−1) = σ(x
(k)
i−1). Note,
in particular, that for 1 < i ≤ k + 1, 1 ≤ i − 1 ≤ k. So, x
(k)
i−1 = 0 by the inductive assumption and,
therefore, x
(k+1)
i = σ(0) = 0 in this case. 
Lemma 2.6. Let (x1, . . . , xn) ∈ A
n and δ = 0. If x1 = · · · = xs = 0 for some 1 ≤ s ≤ n − 1 and
a1 = · · · = an−1 = 0, then for any 1 ≤ k ≤ n− s,
(1) x
(k)
s+j = 0 for 1 ≤ j ≤ k ≤ n− s.
(2) x
(k)
s+j = σ(x
(k−1)
s+j−1) for 1 ≤ k < j ≤ n− s.
Proof. We proceed by (finite) inductin on k, keeping in mind that a1 = · · · = an−1 = 0 and δ = 0. Let
k = 1. If j = 1, then (by Lemma 2.2) x
(1)
s+1 = σ(xs)−asσ(xn) = 0. If j > 1, then 1 ≤ s+ j−1 ≤ n−1
and as+j−1 = 0. So (by Lemma 2.2) x
(1)
s+j = σ(xs+j−1)− as+j−1σ(xn) = σ(xs+j−1).
Assume now that the result is true for all k > 1 with k + 1 ≤ n− s. So, for 1 < j ≤ k ≤ n− s− 1,
we have x
(k)
s+j = 0 and, for 1 < k < j ≤ n − s − 1, we have x
(k)
s+j = σ(x
(k−1)
s+j−1). Now , if
1 ≤ j ≤ k + 1 ≤ n − s, then s ≤ s + j − 1 ≤ n − 1 and as+j−1 = 0. So (by Lemma 2.2),
x
(k+1)
s+j = σ(x
(k)
s+j−1) − as+j−1σ(x
(k)
n ) = 0 as as+j−1 = 0 and x
(k)
s+j−1 = 0 (by the inductive assump-
tion). If 1 ≤ k + 1 < j ≤ n − s, then s < s + j − 1 ≤ n − 1 and as+j−1 = 0. So (by Lemma 2.2),
x
(k+1)
s+j = σ(x
(k)
s+j−1)− as+j−1σ(x
(k)
n ) = σ(x
(k)
s+j−1). 
Now the main result of this section which gives precise recursive formulas for the entries of a
generating matrix of C enhancing [2, Theorem 1].
Theorem 2.7. Keep the assumptions mentioned at the beginning of this section. Then, a generating
matrix G ∈Mn−r,n(A) of C is

g0 . . . gr 0 0 . . . 0
g
(1)
0 . . . g
(1)
r σ(gr) 0 . . . 0
g
(2)
0 . . . g
(2)
r g
(2)
r+1 σ
2(gr) . . . 0
...
...
...
...
...
...
...
g
(n−r−1)
0 . . . g
(n−r−1)
r g
(n−r−1)
r+1 g
(n−r−1)
r+2 . . . σ
n−r−1(gr)


,
where
(1) gi = 0 for r + 1 ≤ i ≤ n− 1,
(2) g
(i)
0 = δ(g
(i−1)
0 ) for 1 ≤ i ≤ n− r − 1, and
(3) g
(i)
j = δ(g
(i−1)
j ) + σ(g
(i−1)
j−1 ) for 1 ≤ i ≤ n− r − 1 and 1 ≤ j ≤ n− 2.
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Proof. Using Lemma 2.1 and applying Lemma 2.4 with s = r, (x1, . . . , xn) = (g0, . . . , gn−1), and
gr+1 = · · · = gn = 0 yield the claim of the theorem. 
If C of Theorem 2.7 is a principal σ-code (i.e. δ = 0), then a generating matrix of C takes a
more beautiful form as the following result indicates, the proof of which is just a direct application of
Theorem 2.7 in this special case.
Corollary 2.8. Keep all the assumptions of Theorem 4.2 with δ = 0. Then, a generating matrix
G ∈Mn−r,n(A) of C is

g0 · · · gr 0 0 · · · 0
0 σ(g0) · · · σ(gr) 0 . . . 0
...
. . .
. . .
...
0 0 · · · 0 σn−r−1(g0) · · · σ
n−r−1(gr)

 .
Example 1. Let R be a ring with identity and A the ring
{(
a b
0 a
)
| a, b ∈ R
}
. Letting
σ :
(
a b
0 a
)
7→
(
a 0
0 a
)
and δ :
(
a b
0 a
)
7→
(
0 b
0 0
)
, it can be checked that σ is a ring
endomorphism of A that maps the identity to itself and δ is a σ-derivation of A. Let C a principal
(σ, δ)-code of length 4 generated by g(X) = X −α ∈ Aσ,δ with α =
(
1 1
0 1
)
. Noting that g0 = −α,
g1 = 1, g2 = g3 = 0, we get from Theorem 2.7 that a generating matrix of C is
G =


g0 g1 0 0
g
(1)
0 g
(1)
1 σ(g1) 0
g
(2)
0 g
(2)
1 g
(2)
2 σ
2(g1)

 =

 g0 1 0 0δ(g0) δ(1) + σ(g0) 1 0
(δ(g0))
(1) (δ(1) + σ(g0))
(1) (1)(1) (0)(1)


=

 g0 1 0 0δ(g0) δ(g1) + σ(g0) 1 0
δ2(g0) δ
2(1) + (δσ + σδ)(g0) (δσ + σδ)(1) + σ
2(g0) 1


=

 −α 1 0 0δ(−α) σ(−α) 1 0
δ2(−α) 0 σ2(−α) 1

 =

 −α 1 0 01− α −1 1 0
1− α 0 −1 1

 .
On the other hand, if δ = 0, then it follows from Corollary 2.8 that a generating matrix of C is
G =

 g0 g1 0 00 σ(g0) σ(g1) 0
0 0 σ2(g0) σ
2(g1)

 =

 −α 1 0 00 −1 1 0
0 0 −1 1

 .
3. The dual of a principal σ-code over a finite commutative ring
We assume in this section that A is a finite commutative ring with identity, σ is an automorphism
of A, and U(A) is the multiplicative group of units of A. We give in Theorem 3.5 a characterization
of principal σ-codes over A whose duals are also principal σ-codes, strengthening and extending [5,
Theorem 1]. Further, Corollary 3.6 utilizes Theorem 3.5 to give a generating matrix of the dual of a
principal σ-constacyclic code. Finally, Corollary 3.7 characterizes self-dual principal σ-codes over A
in such a way that generalizes and strengthens [4, Corollary 4].
For a skew-polynomial h(X) =
∑s
i=0 hiX
i ∈ Aσ, define the following skew-polynomials:
σn(h(X)) =
s∑
i=0
σn(hi)X
i (for n ∈ N) and h∗(X) =
s∑
i=0
σi(hs−i)X
i.
7Consider the ring of Laurent skew-polynomials:
A[X,X−1;σ] =
{
n∑
i=−m
aiX
i |m,n ∈ N ∪ {0}, ai ∈ A
}
,
where addition is given by the usual rule and multiplication is given by the rule
(aiX
i)(bjX
j) = aiσ
i(bj)X
i+j (for i, j ∈ Z)
and then extending associatively and distributively to all elements of A[X,X−1;σ]. It is obvious that
Aσ is a subring of A[X,X
−1;σ]. It is worth noting that X−1a = σ−1(a)X−1 and aX−1 = X−1σ(a)
for all a ∈ A.
Lemma 3.1. Let ψ : A[X,X−1;σ]→ A[X,X−1;σ] be the map defined by
n∑
i=−m
aiX
i 7→
n∑
i=−m
X−iai,
and let h(X) =
∑s
i=0 hiX
i ∈ Aσ be of degree s. Then the following hold:
(i) ψ is a ring anti-automorphism,
(ii) h∗(X) = Xsψ(h(X)),
(iii) for any n ∈ N, Xnh(X) = σn(h(X))Xn, and
(iv) if hs is not a zero divisor in A, then h(X) is not a zero divisor in Aσ.
Proof.
(i) It is straightforward to show that ψ is bijective and additive. Consider two Laurent skew-
polynomials S(X) =
∑n1
i=−m1
siX
i and T (X) =
∑n2
j=−m2
tjX
j. Letting k = max{m1,m2}, we may
add zero terms if necessary to set S(X) =
∑n1
i=−k siX
i and T (X) =
∑n2
j=−k tjX
j . Then,
ψ(S(X)T (X)) = ψ((
n1∑
i=−k
siX
i)(
n2∑
j=−k
tjX
j)) = ψ(
n1∑
i=−k
n2∑
j=−k
siX
itjX
j)
= ψ(
n2∑
j=−k
n1∑
i=−k
siσ
i(tj)X
i+j =
n2∑
j=−k
n1∑
i=−k
X−(i+j)siσ
i(tj).
On the other hand,
ψ(T (X))ψ(S(X)) = (
n2∑
j=−k
X−jtj)(
n1∑
i=−k
X−isi) =
n2∑
j=−k
n1∑
i=−k
X−jtjX
−isi
=
n2∑
j=−k
n1∑
i=−k
X−(i+j)σi(tj)si =
n2∑
j=−k
n1∑
i=−k
X−(i+j)siσ
i(tj).
Thus, ψ(S(X)T (X)) = ψ(T (X))ψ(S(X)).
(ii) We see that
Xsψ(h(X)) = Xs(
s∑
i=0
X−ihi) =
s∑
i=0
Xs−ihi
=
s∑
i=0
σs−i(hi)X
s−i =
s∑
j=0
σj(hs−j)X
j
= h∗(X).
(iii) Xnh(X) =
∑s
i=0X
nhiX
i =
∑s
i=0 σ
n(hi)X
i+n = σn(h(X))Xn.
(iv) Let r(X) =
∑t
j=0 rjX
j ∈ Aσ be such that rt 6= 0 and h(X)r(X) = 0 (resp. r(X)h(X) = 0).
Then, σs(rt)hs = 0 (resp. rtσ
t(hs) = 0). Note that since hs is not a zero divisor in A and σ
t is an
automorphism of A, σt(hs) is not a zero divisor in A either. It then follows that σ
s(rt) = 0 (resp.
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rt = 0). Since σ
s is an automorphism of A, it follows in both cases that rt = 0, a contradiction. Thus,
r(X) = 0. 
Special cases of the following two results (in the context of finite fields) appear in [5].
Lemma 3.2. Let g(X) =
∑n−k
i=0 giX
i ∈ Aσ be of degree n−k, gn−k ∈ U(A), h(X) =
∑k
i=0 hiX
i ∈ Aσ
of degree k, and b ∈ U(A). Then, Xn − b = g(X)h(X) if and only if Xn − a = σn(h(X))g(X) for
a = σk(b)σk−n(gn−k)σ
k(g−1n−k).
Proof. Either of the claimed equivalent statements imply that hk ∈ U(A). We first prove the lemma
for the case when g(X) is monic. Assume that Xn − b = g(X)h(X). Then h(X) is monic too. It
follows from Lemma 3.1 (iii) that,
σn(h(X))g(X)h(X) = σn(h(X))Xn − σn(h(X))b = Xnh(X)− σn(h(X))b.
So, [Xn− σn(h(X))g(X)]h(X) = σn(h(X))b. Since deg(h(X)) = deg(σn(h(X))b) and h(X) is monic,
deg(Xn − σn(h(X))g(X)) = 0 regardless of the characteristic of A. So, Xn − σn(h(X))g(X) = a for
some nonzero a ∈ A, and ah(X)− σn(h(X))b = 0. Since h(X) and σn(h(X)) are monic, the leading
coefficient of ah(X)− σn(h(X))b is a− σk(b). Thus, a = σk(b) and Xn − σk(b) = σn(h(X))g(X) as
claimed. Conversely, suppose that Xn − σk(b) = σn(h(X))g(X). Applying the above argument for
σn(h(X)) and σk(b) instead of g(X) and b, respectively, yields
Xn − σn−k(σk(b)) = σn(g(X))σn(h(X)).
So, σn(Xn − b) = σn(g(X)h(X)) and, thus, Xn − b = g(X)h(X) as claimed.
We now drop the assumption that g(X) is monic. Assume that Xn − b = g(X)h(X) and let
G(X) = g−1n−kg(X). Then G(X) ∈ Aσ is monic, and
G(X)h(X) = g−1n−kX
n − g−1n−kb
= Xnσ−n(g−1n−k)− bg
−1
n−k
= [Xn − bσ−n(gn−k)g
−1
n−k]σ
n(g−1n−k).
Letting H(X) = h(X)σ−n(gn−k) ∈ Aσ, we then have G(X)H(X) = X
n − bσ−n(gn−k)g
−1
n−k. Since
G(X) is monic and bσ−n(gn−k)g
−1
n−k ∈ U(A), it follows from the argument in the first paragraph of
this proof that
Xn − σk(b)σk−n(gn−k)σ
k(g−1n−k) = X
n − σk(bσ−n(gn−k)g
−1
n−k)
= σn(H(X))G(X)
= σn(h(X))gn−kG(X)
= σn(h(X))g(X)
as claimed.
Conversely, suppose that Xn − a = σn(h(X))g(X) with a = σk(b)σk−n(gn−k)σ
k(g−1n−k). Note
that a ∈ U(A) since σ is an automorphism of A and gn−k ∈ U(A). Let G(X) = g
−1
n−kg(X). Then,
G(X) ∈ Aσ is monic and X
n − a = σn(h(X))gn−kG(X). As h(X)gn−k ∈ Aσ and σ
k and σn are
automorphisms of A (and also additive automorphisms when extended to Aσ), let c ∈ U(A) and
H(X) ∈ Aσ be such that a = σ
k(c) and σn(h(x))gn−k = σ
n(H(X)). So, Xn − σk(c) = H(X)G(X).
It now follows from the argument in the first paragraph of this proof that Xn− c = G(X)H(X); that
is
Xn − σ−k(a) = G(X)h(X)σ−n(gn−k) = g
−1
n−kg(X)h(X)σ
−n(gn−k).
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gn−k[X
n − σ−k(a)] = g(X)h(X)σ−n(gn−k),
Xnσ−n(gn−k)− gn−kσ
−k(a) = g(X)h(X)σ−n(gn−k),
[Xn − gn−kσ
−k(a)σ−n(g−1n−k)]σ
−n(gn−k) = g(X)h(X)σ
−n(gn−k),
Xn − gn−kσ
−k(a)σ−n(g−1n−k) = g(X)h(X)σ
−n(gn−k)σ
−n(g−1n−k),
Xn − gn−kbσ
−n(gn−k)g
−1
n−kσ
−n(g−1n−k) = g(X)h(X).
Hence, Xn − b = g(X)h(X) as claimed. 
Remark: If we do not want to be so specific about the nature of a, b, and h(X) as they appear above,
we could rephrase Lemma 3.2 as follows: A skew-polynomial g(X) ∈ Aσ, whose leading coefficient is
a unit in A, is a left divisor of Xn − b ∈ Aσ for some b ∈ U(A) if and only if g(X) is a right divisor
of Xn − a ∈ Aσ for some a ∈ U(A).
Example 2. Let R be a finite commutative ring with identity, A = R × R, σ(x, y) = (y, x), and
α = (a, a) ∈ U(A) for some a ∈ U(R). For g(X) = X − α and h(X) = X3 + αX2 + α2X + α3, we
have X4 − α4 = g(X)h(X) in Aσ. On the other hand,
σ4(h(X))g(X) = h(X)g(X) = X4 − σ3(α4)σ−1(1)σ3(1−1) = X4 − α4
as asserted by Lemma 3.2.
Lemma 3.3. Let h(X) =
∑k
i=0 hiX
i ∈ Aσ be of degree k with h0 ∈ U(A). If h(X) is a right divisor
of Xn − b for some b ∈ U(A) , then h∗(X) is a left divisor of Xn − σk−n(b−1) and a right divisor of
Xn − b−1σ−k(h0)σ
n−k(h−10 ).
Proof. Suppose that h(X) is a right divisor of Xn− b for some b ∈ U(A). So l(X)h(X) = Xn− b for
some l(X) ∈ Aσ with deg(l(X)) = n− k. We then have from Lemma 3.1:
ψ(h(X))ψ(l(X)) = X−n − b
Xk[ψ(h(X))ψ(l(X))]Xn−k = 1−XkbXn−k
h∗(X)ψ(l(X))Xn−k = 1−Xnσk−n(b)
= [σk−n(b−1)−Xn]σk−n(b)
h∗(X)ψ(l(X))Xn−kσk−n(b−1) = σk−n(b−1)−Xn
h∗(X)[−ψ(l(X))Xn−kσk−n(b−1)] = Xn − σk−n(b−1).
Since deg(l(X)) = n − k, −ψ(l(X))Xn−kσk−n(b−1) ∈ Aσ. It is now obvious that h
∗(X) is a left
divisor of Xn − σk−n(b−1). Now, keeping in mind that deg(h∗(X)) = deg(h(X)) = k and the leading
coefficient of h∗(X) is h0 ∈ U(A), it follows from Lemma 3.2 that h
∗(X) is a right divisor of Xn − a,
where
a = σn−k(σk−n(b−1))σ−k(h0)σ
n−k(h−10 ) = b
−1σ−k(h0)σ
n−k(h−10 )
as claimed. 
Example 3. Keep the notations of Example 2. By Lemma 3.3, h∗(X) = α3X3 + α2X2 + αX + 1 is
a left divisor of X4 − σ−1(α−4) = X4 − α−4. In fact, we have
(α3X3 + α2X2 + αX + 1)(α−3X + α−4) = X4 − α−4.
We also deduce from Lemma 3.3 that h∗(X) is a right divisor of X4 − σ3(α3)/α4σ(α3) = X4 − α−4
too. In fact, we have (α−3X + α−4)(α3X3 + α2X2 + αX + 1) = X4 − α−4.
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The following is a very important and interesting fact concerning the A-module orthogonal to a
free A-module over a finite commutative ring A, where orthogonality is with respect to the Euclidean
inner product.
Lemma 3.4. Let A be a finite commutative ring with identity, M an A-submodule of An, and M⊥
the A-submodule of An orthogonal to M with respect to the Euclidean inner product on An. If M is
A-free of rank k, then M⊥ is A-free of rank n− k.
Proof. See [6, Proposition 2.9]. 
In the terminology of this paper, [5, Theorem 1] characterizes the principal σ-codes over a finite
field F (with σ an automorphism of F) whose duals are also principal σ-codes, extending [4, Theorem
2]. Our following theorem strengthens [5, Theorem 1] and further extends it to finite commutative
rings.
Theorem 3.5. Let A be a finite commutative ring with identity, σ a ring automorphism of A, and C
a principal σ-code of length n generated by some monic g(X) =
∑n−k
i=0 giX
i ∈ Aσ with g0 ∈ U(A).
(i) If the dual C⊥ of C is a principal σ-code generated by some h(X) =
∑k
i=0 hiX
i ∈ Aσ with
h0, hk ∈ U(A), then C is principal σ-constacyclic with C = (g(X))
σk(g0)σ
2k(hk)
n,σ .
(ii) If for some a ∈ U(A), C = (g(X))an,σ is principal σ-constacyclic, then the dual C
⊥ of C is
the principal σ-constacyclic code C⊥ = (h∗(X))cn,σ, where h(X) =
∑k
i=0 hiX
i ∈ Aσ is such that
Xn − σ−k(a) = g(X)h(X) with h0 ∈ U(A), and c = σ
−k(a−1)σ−k(h0)σ
n−k(h−10 ).
Proof.
(i) Let C⊥ be a principal σ-code generated by some h(X) =
∑k
i=0 hiX
i ∈ Aσ with hk, h0 ∈ U(A).
Since h−10 h(X) ∈ Aσ also generates C
⊥, we may assume that h0 = 1. Let h
⊥(X) =
∑k
i=0 σ
k−i(hk−i)X
i,
and note that h⊥(X) is monic. We claim that g(X)h⊥(X) = Xn − g0σ
k(hk). Suppose that
g(X)h⊥(X) =
∑n
i=0 ciX
i. Note that cn = 1 and c0 = g0σ
k(hk). To settle the claim, it remains
to show that cl = 0 for l ∈ {1, · · · , n − 1}. Since {X
ig(X)}0≤i≤k−1 and {X
jh(X)}0≤j≤n−k−1 are
A-generators of C and C⊥, respectively, it follows that
< X i0g(X) , X i1h(X) >= 0
for any i0 ∈ {0, · · · , k − 1} and i1 ∈ {0, · · · , n− k − 1}. So, for every such i0 and i1, we have
0 =< X i0g(X) , X i1h(X) >
=<
n−k∑
i=0
σi0(gi)x
i+i0 ,
k∑
i=0
σi1 (hi)X
i+i1 >
=<
n−k∑
i=0
σi0(gi)x
i+i0 ,
k+i1−i0∑
i=i1−i0
σi1(hi−i1+i0)X
i+i0 >
=
min{n−k,k+i1−i0}∑
i=max{0,i1−i0}
σi0 (gi)σ
i1 (hi−i1+i0)
= σi0 [
min{n−k,k+i1−i0}∑
i=max{0,i1−i0}
giσ
i1−i0(hi−i1+i0) ].
Since σi0 is an automorphism of A,
∑min{n−k,k+i1−i0}
i=max{0,i1−i0}
giσ
i1−i0(hi−i1+i0) = 0. Let l = k + i1 − i0.
Then l ∈ {1, · · · , n− 1} and
σi(hl−i) = σ
i(σl−i−k(hk−l+i)) = σ
l−k(hk−l+i) = σ
i−i0 (hi−i1+i0).
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So,
0 =
min{n−k,k+i1−i0}∑
i=max{0,i1−i0}
giσ
i1−i0(hi−i1+i0)
=
min{n−k,l}∑
i=max{0,l−k}
giσ
l−k(hk−l+i)
=
min{n−k,l}∑
i=max{0,l−k}
giσ
i(hl−i)
= cl
as desired. It now follows from Lemma 3.2 that Xn − σk(g0)σ
2k(hk) = σ
n(h⊥(X))g(X) and, hence,
C = (g(X))
σk(g0)σ
2k(hk)
n,σ is σ-constacyclic.
(ii) As g(X) is a right divisor of Xn − a, it follows from Lemma 3.2 that there exists some
h(X) =
∑k
i=0 hiX
i ∈ Aσ such that X
n − σ−k(a) = g(X)h(X). Since g0h0 = σ
−k(a) and A is
commutative with σ−k(a) ∈ U(A), h0 ∈ U(A). It then follows from Lemma 3.3 that h
∗(X) is a
right divisor of Xn − c with c = σ−k(a−1)σ−k(h0)σ
n−k(h−10 ). Let C
∗ = (h∗(X))cn,σ be the principal
σ-constacyclic code generated by h∗(X). We show that C∗ = C⊥. As C is a principal σ-code generated
by g(X), which is of degree n−k, C is A-free of rank k ([2, Theorem 1]). Since A is a finite commutative
ring, it follows from Lemma 3.4 that C⊥ is A-free of rank n−k. On the other hand, as C∗ is a principal
σ-code generated by h∗(X), which is of degree k, C∗ is A-free of rank n− k too. So, |C∗| = |C⊥| <∞.
It, thus, suffices to show that C∗ ⊆ C⊥. Since {X ig(X)}0≤i≤k−1 and {X
jh∗(X)}0≤j≤n−k−1 are
A-generators of C and C∗, respectively, it suffices to show that < X ig(X), Xjh∗(X) >= 0 for each
such i and j. An argument like that in part (i) above will do. Hence, C⊥ = (h∗(X))cn,σ. 
Remark: If we do not want to be so detailed on Theorem 3.5, we would rephrase it as follows (with
some obvious additions): Let A be a finite commutative ring with identity, σ a ring automorphism
of A, and C a principal σ-code of length n generated by some monic g(X) =
∑n−k
i=0 giX
i ∈ Aσ with
g0 ∈ U(A). Then the following are equivalent (assuming in each case that the constant term of the
generating skew-polynomial is a unit in A):
(i) C⊥ is a principal σ-code.
(ii) C⊥ is a principal σ-constacyclic code.
(iii) C is a principal σ-constacyclic code.
Note that ”(i) → (iii)” is part (i) of Theorem 3.5, ”(iii) → (ii)” is part (ii) of Theorem 3.5, and
”(ii)→ (i)” is trivial.
Example 4.
Keep the notations of Examples 2 and 3. As (X3 + αX2 + α2X + α3)(X − α) = X4 − α4, let
C be the principal σ-constacyclic code C = (X − α)α
4
4,σ. It then follows from Theorem 3.5 that
C⊥ = (α3X3 + α2X2 + αX + 1)α
−4
4,σ .
Remark: Note that in part (ii) of Theorem 3.5, if aσ−k(a) = σ−k(h0)σ
n−k(h−10 ), then C
⊥ is the prin-
cipal σ-constacyclic code C⊥ = (h∗(X))an,σ. That is, both C and C
⊥ are generated by right divisors of
the same polynomial Xn − a.
If a σ-code C is principal σ-constacyclic over a finite commutative ring with identity (where σ is an
automorphism of the ring), Theorem 3.5 asserts that the dual code C⊥ is principal σ-constacyclic as
well. The following theorem gives a generating matrix of the dual code in such a case.
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Corollary 3.6. Let A be a finite commutative ring with identity, σ a ring automorphism of A,
a ∈ U(A), and C = (g(X))an,σ a principal σ-constacyclic code generated by some monic g(X) =∑n−k
i=0 giX
i ∈ Aσ with g0 ∈ U(A). Let h(X) =
∑k
i=0 hiX
i ∈ Aσ be such that g(X)h(X) = X
n −
σ−k(a), as ensured by Theorem 3.5. Then a generating matrix H ∈Mn−k,n(A) of C
⊥ is

hk σ(hk−1) . . . σ
k(h0) 0 . . . 0
0 σ(hk) σ
2(hk−1) . . . σ
k+1(h0) 0 . . .
...
...
...
...
0 . . . . . . 0 σn−k−1(hk) . . . σ
n−1(h0)

 .
Proof. By Theorem 3.5, the dual code C⊥ is a principal σ-constacyclic code generated by h∗(X).
Now, applying Corollary 2.8 yields the desired conclusion. 
Example 5.
(a) Keep the notations of Example 3. It follows from Corollary 3.6 that a generating matrix of C⊥ is
H =
(
h3 σ(h2) σ
2(h1) σ
3(h0)
)
=
(
1 α α2 α3
)
.
(b) Let A =
{(
a b
0 a
)
| a, b ∈ Z6
}
and σ :
(
a b
0 a
)
7→
(
a −b
0 a
)
. Let α =
(
1 1
0 1
)
∈ U(A),
g(X) = X2 + α ∈ Aσ, h(X) = X
2 − α ∈ Aσ. We then get
h(X)g(X) = g(X)h(X) = X4 − α2.
Letting C = (g(X))α
2
4,σ, it follows from Theorem 3.5 that C
⊥ = (h∗(X))α
−2
4,σ and from Corollary 3.6
that C⊥ has the following generating matrix:
H =
(
h2 σ(h1) σ
2(h0) 0
0 σ(h2) σ
2(h1) σ
3(h0)
)
=
(
1 σ(0) σ2(−α) 0
0 σ(1) σ2(0) σ3(−α)
)
=
(
1 0 −α 0
0 1 0 −α
)
.
Due to Theorem 3.5, the following result gives a characterization of self-dual σ-codes over finite
commutative rings in such a way that generalizes [4, Corollary 4] and further strengthens it.
Corollary 3.7. Keep the assumptions of Theorem 3.5 with n = 2k. Then the following statements
are equivalent:
(i) C is a self dual σ-code.
(ii) C is a principal σ-constacyclic code with C = (g(X))an,σ, a ∈ U(A), and σ
k(h−10 )h
∗(X) = g(X),
where g(X)h(X) = Xn − σ−k(a).
(iii) For any l ∈ {0, · · · , k},
∑l
i=0 σ
k−l(gi)gi+k−l = 0.
Proof.
(i)⇔ (ii): Assume that C = C⊥. It follows from Theorem 3.5 and its proof that C⊥ is σ-constacyclic
generated by h∗(X) ∈ Aσ, where h(X) =
∑k
i=0 hiX
i is satisfying h0 ∈ U(A) and g(X)h(X) = X
n −
σ−k(a) for some a ∈ U(A). As σk(h−10 )h
∗(X) also generates C⊥ and both g(X) and σk(h−10 )h
∗(X)
are monic and generate the same code, we must have g(X) = σk(h−10 )h
∗(X). Conversely, assume that
C = (g(X))an,σ, for some a ∈ U(A), and σ
k(h−10 )h
∗(X) = g(X) where g(X)h(X) = Xn−σ−k(a). Then,
by Theorem 3.5, C⊥ is principal and generated by h∗(X). Since h∗(X) and σk(h−10 )h
∗(X) = g(X)
generate the same code, we conclude that C = C⊥.
(i)⇔ (iii): Follow the proof of Corollary 4 of [4] verbatim with the use of Theorem 3.5 and the
obvious adjustments. 
Example 6. Let A = F3×F3, σ(x, y) = (y, x), and α = (2, 2) ∈ A. Take h(X) = X
2+αX+α3 ∈ Aσ.
Then h∗(X) = α3X2+αX+1 and σ(h−10 )h
∗(X) = α−3(α3X2+αX+1) = X2+α−2X+α−3. Letting
g(X) = σ(h−10 )h
∗(X), a simple verification shows that g(X)h(X) = X4 + 1 = X4 − 2. We, thus,
deduce from Corollary 3.7 that C = (X2 + α−2X + α−3)24,σ is a self-dual σ-code over A.
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4. Control matrix of a principal (f, σ, δ)-code over a ring
We assume in this section that A is a ring with identity, σ is a ring endomorphism of A that maps
the identity to itself, and δ is a σ-derivation of A.
For H ∈Mn,t(A) with t ≤ n, denote by Annl(H) the left A-submodule of A
n:
Annl(H) := {x ∈ A
n |xH = 0}.
If C is an (f, σ, δ)-code of length n over A, a matrix H ∈ Mn,t(A), with t ≤ n, is called a control
matrix of C if C = Annl(H). Consequently, for an A-free code C, if G is a generating matrix of C and
H is a control matrix of C, then GH = 0, from which it follows that the columns of H are elements
of the dual C⊥.
For a principal (f, σ, δ)-code C over A that is generated by some monic g(X) ∈ Aσ,δ which is both a
right and left divisor of f(X), Boulagouaz and Leroy in [2] gave a way of computing a control matrix
of C, as in Lemma 4.1 below, using Tf and h(X), where h(X) ∈ Aσ,δ is such that g(X)h(X) = f(X).
Theorem 4.2 gives precise and more practical recursive formulas that compute a control matrix of C
using f(X), h(X), σ, and δ. Corollary 4.3 deals with the special case when δ = 0, while Corollary 4.4
handles the more special case when C is principal σ-constacyclic.
Lemma 4.1. [2, Corollary 1] Let C be a principal (f, σ, δ)-code of length n generated by some monic
g(X) ∈ Aσ,δ of degree n − k which is also a left divisor of f(X), with f(X) = g(X)h(X) for some
h(X) =
∑k
i=0 hiX
i ∈ Aσ,δ. Then a control matrix of C is the matrix H ∈ Mn,n(A) whose rows are
T if (h0, · · · , hk, 0, . . . , 0) for 0 ≤ i ≤ n− 1.
Remark: Lemma 4.1 is still valid if we assume that the leading coefficient of g(X) is a unit in A.
With the assumptions of Lemma 4.1, the following theorem gives explicit and more practical re-
cursive formulas to compute a control matrix.
Theorem 4.2. Keep the assumptions of Lemma 4.1 with f(X) =
∑n
i=0 aiX
i. Then, a control matrix
H ∈Mn,n(A) of C is given by

h0 . . . hk 0 0 . . . 0
h
(1)
0 . . . h
(1)
k σ(hk) 0 . . . 0
h
(2)
0 . . . h
(2)
k h
(2)
k+1 σ
2(hk) . . . 0
...
...
...
...
...
...
...
h
(n−k−1)
0 . . . h
(n−k−1)
k h
(n−k−1)
k+1 h
(n−k−1)
k+2 . . . σ
n−k−1(hk)
h
(n−k)
0 . . . h
(n−k)
k h
(n−k)
k+1 h
(n−k)
k+2 . . . h
(n−k)
n−1
...
...
...
...
...
...
...
h
(n−1)
0 . . . h
(n−1)
k h
(n−1)
k+1 h
(n−1)
k+2 . . . h
(n−1)
n−1


,
where
1) hi = 0 for k + 1 ≤ i ≤ n− 1,
2) for 1 ≤ i ≤ n− k − 1 and 1 ≤ j ≤ k + i− 1,
(i) h
(i)
0 = δ(h
(i−1)
0 ),
(ii) h
(i)
j = δ(h
(i−1)
j ) + σ(h
(i−1)
j−1 ),
3) for n− k ≤ i ≤ n− 1 and 1 ≤ j ≤ n− 1
(i) h
(i)
0 = δ(h
(i−1)
0 )− a0σ(h
(i−1)
n−1 ), and
(ii) h
(i)
j = δ(h
(i−1)
j ) + σ(h
(i−1)
j−1 )− aj−1σ(h
(i−1)
n−1 ).
Proof. By Lemma 4.1, a control matrix of C is the matrix H ∈Mn,n(A) whose rows are
T if (h0, · · · , hk, 0, . . . , 0) = (h
(i)
0 , · · · , h
(i)
n−1)
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for 0 ≤ i ≤ n− 1. Now applying Lemma 2.2 and Lemma 2.4 with s = k and (h0, · · · , hn−1) in place
of (x1, · · · , xn) yields the desired conclusion. 
Example 7. Let R be a ring of characteristic 3 with identity and A =
{(
a b
0 a
)
| a, b ∈ R
}
. Take
σ :
(
a b
0 a
)
7→
(
a b
0 a
)
and δ :
(
a b
0 a
)
7→
(
0 b
0 0
)
. Let f(X) = X3 + 2X ∈ Aσ,δ where 2
obviously denotes 2
(
1 0
0 1
)
. Consider g(X) = X+2β ∈ Aσ,δ and h(X) = X
2+βX+α ∈ Aσ,δ with
α =
(
0 1
0 0
)
and β =
(
1 1
0 1
)
. A simple verification shows that f(X) = g(X)h(X) = h(X)g(X).
Let C be the principal (f, σ, δ)-code generated by g(X). Noting that h0 = α, h1 = β and h2 = 1, it
follows from Theorem 4.2 that a control matrix of C is
H =


h0 h1 h2
h
(1)
0 h
(1)
1 h
(1)
2
h
(2)
0 h
(2)
1 h
(2)
2

 =

 α β 1α 2α+ 1 β
α β 1

 .
To double check that H is a correct matrix, it follows from Theorem 2.7 that a generating matrix of
C is G =
(
2β 1 0
2α 2β 1
)
. Now it can be easily checked that GH = 0.
Corollary 4.3. Keep the assumptions of Theorem 4.2 with δ = 0. Then, a control matrix H ∈
Mn,n(A) of C is given by


h0 h1 h2 . . . hk 0 0 0 . . . 0
0 σ(h0) σ(h2) . . . σ(hk−1) σ(hk) 0 0 . . . 0
0 0 σ2(h0) . . . σ
2(hk−2) σ
2(hk−1) σ
2(hk) 0 . . . 0
...
...
... . . . . . . . . . . . . . . . . . .
...
0 0 0 . . . 0 σn−k−1(h0) . . . . . . . . . σ
n−k−1(hk)
h
(n−k)
0 h
(n−k)
1 . . . . . . h
(n−k)
k h
(n−k)
k+1 h
(n−k)
k+2 . . . . . . h
(n−k)
n−1
...
... . . . . . .
...
...
... . . . . . .
...
h
(n−1)
0 h
(n−1)
1 . . . . . . h
(n−1)
k h
(n−1)
k+1 h
(n−1)
k+2 . . . . . . h
(n−1)
n−1


,
where
1) hi = 0 for k + 1 ≤ i ≤ n− 1,
2) for 1 ≤ i ≤ n− k − 1 and 1 ≤ j ≤ k + i− 1,
(i) h
(i)
0 = 0,
(ii) h
(i)
j = σ(h
(i−1)
j−1 ),
3) for n− k ≤ i ≤ n− 1 and 1 ≤ j ≤ n− 1,
(i) h
(i)
0 = −a0σ(h
(i−1)
n−1 ), and
(ii) h
(i)
j = σ(h
(i−1)
j−1 )− aj−1σ(h
(i−1)
n−1 ).
Proof. Use Theorem 4.2 and Lemma 2.5. 
Corollary 4.4. Keep the assumptions of Corollary 4.3. Let C be a principal σ-constacyclic code C =
(g(X))an,σ for some a ∈ U(A) such that g(X) is also a left divisor of X
n−a with Xn−a = g(X)h(X)
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for some h(X) =
∑k
i=0 hiX
i ∈ Aσ,δ. Then, a control matrix H ∈Mn,n(A) of C is given by

h0 h1 h2 . . . hk 0 0 . . . 0
0 σ(h0) σ(h2) . . . σ(hk−1) σ(hk) 0 . . . 0
0 0 σ2(h0) . . . σ
2(hk−2) σ
2(hk−1) σ
2(hk) . . . 0
...
...
... . . . . . . . . . . . . . . .
...
0 0 0 . . . 0 σn−k−1(h0) . . . . . . σ
n−k−1(hk)
h
(n−k)
0 h
(n−k)
1 . . . . . . h
(n−k)
k 0 σ
n−k(h0) . . . σ
n−k(hk−1)
...
... . . . . . .
...
...
... . . .
...
h
(n−1)
0 h
(n−1)
1 . . . . . . h
(n−1)
k 0 0 . . . σ
n−1(h0)


,
where
1) hi = 0 for k + 1 ≤ i ≤ n− 1,
2) for 1 ≤ i ≤ n− k − 1 and 1 ≤ j ≤ k + i− 1,
(i) h
(i)
0 = 0,
(ii) h
(i)
j = σ(h
(i−1)
j−1 ),
3) for n− k ≤ i ≤ n− 1 and 1 < j ≤ n− 1,
(i) h
(i)
0 = −aσ(h
(i−1)
n−1 ),
(ii) h
(i)
1 = σ(h
(i−1)
0 )− aσ(h
(i−1)
n−1 ), and
(iii) h
(i)
j = σ(h
(i−1)
j−1 ).
Proof. Apply Lemma 2.6 and Corollary 4.3. 
5. Parity-Check matrix of a principal (f, σ, δ)-code over a finite commutative ring
Let A be a ring, σ a ring endomorphism of A that maps the identity to itself, and δ a σ-derivation
of A. If C is an A-free (f, σ, δ)-code of length n and rank k, a matrix H∗ ∈ Mn−k,n(A) is called a
parity-check matrix of C if:
(1) HT∗ is a control matrix of C, and
(2) H∗ is a generating matrix of the dual C
⊥.
In classical coding theory over finite fields, the dual code of a linear code is also linear and, hence, a
parity-check matrix of such a code always exists. However, for a principal (f, σ, δ)-code C over a ring
A (despite being A-free), the dual C⊥ may not be A-free and, thus, a parity-check matrix of C may
not exist (due to the lack of requirement (2) above). Nonetheless, when A is a finite commutative ring
with identity and σ is a ring automorphism of A, nice things happen. With this assumption added to
the hypotheses of Theorem 4.2, Theorem 5.1 below shows that the transpose of the matrix consisting
of the last n−k columns of H of Theorem 4.2 is indeed a parity-check matrix of C. This is a dramatic
improvement of Theorem 4.2 in this important and widely used case.
Theorem 5.1. Let A be a finite commutative ring with identity, σ a ring automorphism of A, and keep
the other notations and assumptions of Theorem 4.2. Then, a parity-check matrix H∗ ∈ Mn−k,n(A)
of C is given by 

hk h
(1)
k h
(2)
k . . . h
(n−k−1)
k h
(n−k)
k . . . h
(n−1)
k
0 σ(hk) h
(2)
k+1 . . . h
(n−k−1)
k+1 h
(n−k)
k+1 . . . h
(n−1)
k+1
0 0 σ2(hk) . . . h
(n−k−1)
k+2 h
(n−k)
k+2 . . . h
(n−1)
k+2
...
...
...
...
...
...
...
...
0 0 0 . . . σn−k−1(hk) h
(n−k)
n−1 . . . h
(n−1)
n−1


,
where the h
(i)
j are as in Theorem 4.2.
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Proof. Note that H∗ is the transpose of the last n − k columns of H of Theorem 4.2. The rows
H1, . . . , Hn−k of H∗ are A-linearly independent since H∗ is in echelon form. Let C∗ be the free left
A-submodule of An a basis of which is H1, . . . , Hn−k. Then C
∗ has cardinality equal to |A|n−k. On
the other hand, it follows from Lemma 3.4 that C⊥ is A-free of rank n − k. So C⊥ has cardinality
equal to |A|n−k as well. With H of Theorem 4.2, we have C = Annl(H) ⊆ Annl(H
T
∗ ). By Lemma 3.4
again, Annl(H
T
∗ ) is A-free of rank k. Then |Annl(H
T
∗ )| = |A|
k = |C| and so C = Annl(H
T
∗ ). Thus,
HT∗ is a control matrix of C. This, in particular, implies that H1, . . . , Hn−k ∈ C
⊥. So C∗ ⊆ C⊥. Since
C∗ and C⊥ are of the same finite cardinality, C∗ = C⊥. Thus, H∗ is a generating matrix of C
⊥. Hence,
H∗ is a parity-check matrix of C. 
Example 8. Keep the notation and assumptions of Example 7 with A finite and commutative and σ
a ring automorphism of A. By Theorem 5.1, the matrix H∗ =
(
1 β 1
)
is a parity-check matrix
of C. By Theorem 2.7, a generating matrix of C is G =
(
2β 1 0
2α 2β 1
)
. It can be easily checked
that GHT∗ = 0.
When δ = 0, H∗ takes a better form.
Corollary 5.2. Keep the assumptions of Theorem 5.1 with δ = 0. Then, a parity-check matrix
H∗ ∈Mn−k,n(A) of the principal σ-code C is given by

hk σ(hk−1) σ
2(hk−2) . . . σ
k(h0) h
(k+1)
k h
(k+2)
k . . . h
(n−1)
k
0 σ(hk) σ
2(hk−1) . . . σ
k(h1) σ
k+1(h0) h
(k+2)
k+1 . . . h
(n−1)
k+1
. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 . . . . . . σn−k−1(hk) . . . . . . σ
n−1(h0)

 ,
where the h
(i)
j are as in Theorem 4.2.
Proof. Follows immediately from Theorem 5.1 and Corollary 4.3. 
A special, yet important, case of Corollary 5.2 is when C is a principal σ-constacyclic code, in which
case H∗ takes a much better form.
Corollary 5.3. Keep the assumptions of Theorem 5.1 with C a principal σ-constacyclic code, C =
(g(X))an,σ for some a ∈ U(A). Then, a parity-check matrix H∗ ∈Mn−k,n(A) of C is given by

hk σ(hk−1) σ
2(hk−2) . . . σ
k(h0) 0 0 . . . 0
0 σ(hk) σ
2(hk−1) . . . σ
k(h1) σ
k+1(h0) 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 . . . . . . σn−k−1(hk) . . . . . . σ
n−1(h0)

 .
Proof. Follows immediately from Theorem 5.1 and Corollary 4.4. 
Note that a requirement in the above corollary is that g(X) be both a right and left divisor of
Xn− a (according to Theorem 5.1). The following corollary deals with the case when g(X) is a right
divisor of Xn − a and a left divisor of Xn − σ−k(a) and g0 ∈ U(A) (see the assumptions of Corollary
3.6).
Corollary 5.4. Keep the assumptions of Corollary 3.6. Then, a parity-check matrix H∗ ∈Mn−k,n(A)
of C is given by

hk σ(hk−1) σ
2(hk−2) . . . σ
k(h0) 0 0 . . . 0
0 σ(hk) σ
2(hk−1) . . . σ
k(h1) σ
k+1(h0) 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 . . . . . . σn−k−1(hk) . . . . . . σ
n−1(h0)

 .
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Proof. By Corollary 3.6, H∗ is a generating matrix of C
⊥. Furthoermore, it is clear that z ∈ Annl(H
T
∗ )
if and only if z ∈ {x ∈ An | < x, y >= 0 for all y ∈ C⊥} = (C⊥)⊥. Since (C⊥)⊥ and C are both free of
the same rank (thanks to Lemma 3.4) and C ⊆ (C⊥)⊥, we conclude that C = Annl(H
T
∗ ). Hence, H∗
is a parity-check matrix of C as claimed. 
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