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 Flow and transport in porous media are important in many science and engineering 
applications such as composite materials, subsurface w ter contamination, packed-bed 
reactors, and enhanced oil recovery. The general appro ch to modeling such processes is 
at the continuum scale. Semi-empirical expressions, such as Darcy’s law, are substituted 
for velocity in the continuity equation, which is then coupled with a momentum, mass, 
and energy balance. While a continuum approach is acceptable in some cases, additional 
modeling is required for certain non-linear flows, such as multi-phase flows, inertial 
flows, non-Newtonian flows, and reactive flows. 
 Pore-scale modeling is a first-principles approach to modeling flow and transport in 
porous media. In this work, network models that are physically representative of specific 
unconsolidated media are created. The networks can be used to model a wide range of 
flows, but the focus here is on polymers and suspenions that exhibit non-Newtonian 
behavior. The network models are used to model steady flow as well as displacement by 
less viscous fluids. The transient displacement is used to investigate important viscous 
fingering patterns. While simple boundary conditions are typically imposed in network 
modeling (e.g. a pressure gradient in one dimension), a more general approach has been 
developed where boundary conditions are also imposed by direct coupling to an adjacent 
continuum region. 
 Important qualitative and quantitative results are obtained from the network model 
for non-Newtonian fluids. Preferential flow pathways form in the network due to the 
inherent heterogeneity and interconnectivity in porous media. Quantitative results of 
Darcy velocity versus applied pressure gradient show different behavior than semi-
 xviii
empirical models (analogous to Darcy’s law) for non-Newtonian fluids. The transient 
displacement patterns for non-Newtonian fluids are also different than for Newtonian 
fluids. If the fluid exhibits a yield stress, a steady state is reached in which some of the 
original non-Newtonian fluid is left trapped in the n twork. The displacement patterns are 
affected by the boundary conditions, which can be det rmined from direct coupling to a 








 The objective of this work is to use physically-repr sentative network models to 
investigate non-Newtonian flow in packed beds at the pore scale. Specifically, the steady 
flow of yield-stress fluids and other shear-thinning fluids is modeled in packed beds of 
spherical particles. Quantitative and predictive results can be obtained because the 
network models capture the inherent heterogeneity and interconnectivity of the porous 
medium. These networks are also used to model the miscible, transient displacement of 
polymers by low-viscosity fluids. In addition to quantitative results, qualitative viscous 
fingering patterns can be captured using the network model.  The results are used to 
investigate the fracture cleanup problem often observed in enhanced oil recovery.  
 Modeling flow and transport in porous media is typically performed at the 
continuum scale by coupling the continuity equation with momentum, energy, and mass 
balances. Constitutive equations, such as Darcy’s law, are substituted into these equations 
for velocity. Darcy’s law (v = (-K/µ)∇P), which relates the velocity to the applied pressure 
gradient into terms of the medium permeability and fluid viscosity, is a semi-empirical 
model valid for creeping flow of Newtonian fluids in porous media. It is backed by years 
of experimental data and its functionality has also been verified using mathematical 
approaches such as volume averaging (Whitaker, 1986). 
 While Darcy’s law is extremely effective for modeling single-phase, creeping flow 
of Newtonian fluids, it is not valid for certain no-linear flows, such as inertial flows, 
multi-phase flows, and non-Newtonian flows. Attempts have been made to create models 
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analogous to Darcy’s law for these specific flows. For example, the Ergun equation has 
been successfully shown to model the flow of Newtonian fluids at Reynolds numbers 
above 1 in packed beds of spheres. The Darcy-Forchheimer equation is an extension of 
the Ergun equation for inertial flows in porous media. For multi-phase flows, corrections 
are made to Darcy’s law by adding a relative permeability parameter, which is a function 
of the fluid saturation. However, relative permeability curves must be determined 
empirically, usually from difficult and time-consuming experimental tests. 
 The flow of non-Newtonian fluids in porous media is important in many 
applications, including polymer processing, composite materials processing, and 
enhanced oil recovery. Modified Darcy laws have been d veloped to model non-
Newtonian flow in porous media, including the flow f shear-thinning fluids, yield-stress 
fluids, and viscoelastic fluids. These models have be n derived using a number of 
approaches including volume averaging (Smit and du Pleiss, 1999; Liu and Masilyah, 
1999), the submerged object method (Ciceron et al., 2002), and bundle-of-tubes 
approximation. However, macroscopic models for non-Newtonian flow in porous media 
are not universally agreed upon even for relatively simple fluids (such as power-law 
fluids) and simple media (such as packed beds of spheres). Moreover, these models do 
not seem to be dependable for predicting experimental data for non-Newtonian flow in 
porous media.  
 A major limitation of these semi-empirical models is that average parameters, such 
as permeability, are used to describe the porous mediu . These models cannot account 
for the morphological complexities of porous media, such as heterogeneity and 
interconnectivity. Important morphological information is lost by employing such 
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generalized equations, which makes their use in complicated flows difficult. Two porous 
media may have the same average permeability, but very different morphology, which 
suggests that it may be necessary to model flow using a first-principles approach at the 
pore-scale. Furthermore, certain critical behavior, such as discrete reactions and the onset 
of viscous instabilities may occur at this scale.  Pore-level modeling can capture the 
effects of porous medium heterogeneity, interconnectivity, and non-uniform flow 
behavior that cannot be captured at the macroscopic scale. 
 Network modeling is a pore-scale technique in which the porous medium is 
approximated as an interconnected network of pores and pore throats. Network models 
have been used in the past to obtain important qualitative behavior regarding flow and 
transport in porous media. They have been used to model 2-phase and 3-phase flows, 
inertial flows, non-Newtonian flows, and more. In the past, qualitative behavior was 
obtained using network models because the networks were simple 2-D or 3-D lattices. In 
some cases heterogeneity in throat sizes was included, but the distribution was 
determined randomly. Recently, physically-representative network models (Bryant et al., 
1993) have been used to model certain behavior in porous media including single-phase 
Newtonian flow, multi-phase flow, and non-Newtonian flow. Physically-representative 
network models are mapped directly from the original porous medium and as a result 
quantitative and predictive results can be obtained using these models. These predictive 
network models can be used as surrogates for macroscopic models, such as Darcy’s law. 
 Pore-scale modeling can be useful for understanding important flow behavior in a 
number of applications. Enhanced oil recovery and reservoir stimulation are research 
areas involving flow through porous media that has received considerable attention. 
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Polymer cleanup in proppant-packed hydraulic fractures is a specific application in 
reservoir stimulation in which modeling flow at the pore scale can be advantageous. In 
this process, a fracture in a reservoir formation is created in order to form a pathway for 
hydrocarbons (oil and/or gas) to flow. Without additional support, subsurface forces 
would cause the fracture to close. For this reason, proppant particles (sand or other small 
spherical particles) are pumped through the wellbore and into the fracture. To keep the 
particles suspended, viscous fluids or gels are often used to transport the solids into the 
fracture. Once the proppant particles are in place,  pressure difference between the 
wellbore and the reservoir draws fluid into the well. Removal of the polymer solution (or 
other fracturing fluid) from the fracture is desired because in doing so, the resistance to 
flow decreases and, therefore, hydrocarbon productivity increases. Unfortunately, only a 
small fraction (30 – 50%) of the fracturing fluid is usually returned.  
 The fundamental reasons for poor observed cleanup in fractures are unclear. It has 
been proposed that several phenomena contribute to poor cleanup, including filter cakes 
formed during water leakoff to the formation (Sherman and Holditch, 1991), viscous 
fingering between the highly viscous fracturing fluid and low-viscosity reservoir fluids 
(Pope et al., 1995), non-Newtonian behavior (May et al., 1997), proppant crushing, and 
reactivity with encapsulated breakers (Brannon and Pulsinelli, 1991).  
 Several mathematical models have been designed to simulate the cleanup of 
hydraulic fractures, some of which predict that 100% fluid cleanup should occur (Penny 
and Liang, 1996; May et al., 1997). The vast majority of these models operate at the 
continuum scale and use constitutive models for flow, such as Darcy’s law. However, the 
displacement of fracturing fluids by low-viscosity reservoir fluids is much more 
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complicated and several phenomena may occur at the pore-scale that cannot be modeled 
effectively at the continuum scale. First, inherent heterogeneity and interconnectivity 
exist in porous media, which affect flow at the pore scale. In fractures, the porosity and 
proppant size may vary, which can exaggerate this effect. Second, the fracturing fluids 
are typically non-Newtonian fluids; they are usually shear thinning and may exhibit a 
yield stress. Fluids that exhibit a yield stress require a minimum stress to initiate flow. If 
the applied pressure gradient (and therefore internal stresses) inside the fracture is 
insufficient to overcome the fluid yield stress, the fluid will be immobile. The existence 
of a yield stress is one possible explanation for the poor observed cleanup.  Third, viscous 
instabilities are difficult to model entirely at the continuum scale. Although viscous 
fingering is generally considered a macroscopic phenomenon, the instabilities begin at 
the pore-scale and are pronounced for yield-stress fluids (Coussot, 1999). Other 
phenomena, such as discrete breaker reactions, filter cake formation, and the effects of 
proppant crushing could also be modeled effectively at the pore scale. 
 Network models are excellent tools for obtaining qualitative as well as quantitative 
behavior of flow and transport in porous media. These models can be used to investigate 
many of the above important phenomena that occur in the fracture cleanup problem. 
Ultimately, however, flow must be modeled at the continuum scale to simulate behavior 
at that scale. Furthermore, certain behaviors, suchas viscous fingering, are considered 
macroscopic phenomena and must be modeled at that scale.  Macroscopic models, 
analogous to Darcy’s law, are desirable for substitution into the continuity equation. 
Upscaling must be used to bridge the gap from the por scale to the continuum scale. By 
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properly upscaling results from the network models, the pore-scale behavior will be 
reflected at the continuum scale.  
 The goal of this work is to use pore-scale, physically-representative network models 
to obtain qualitative and predictive results of flow through packed beds of spherical 
particles. The networks are used to obtain quantitative plots of Darcy velocity versus 
applied pressure gradient for the steady flow of non-Newtonian fluids, specifically those 
that exhibit a yield stress and other shear-thinning fluids. Modeling is performed at the 
streamline scale in order to develop equations for flowrate in ducts that are representative 
of the throat geometry in the original porous medium. The predictive behavior of these 
models allows for direct comparison to existing experimental data of non-Newtonian 
flow in packed beds. The results are then used to develop new macroscopic models, 
analogous to Darcy’s law, for the flow of non-Newtonian fluids in porous media. 
 In addition to the complexities of flow associated with the medium morphology and 
fluid rheology, the boundary conditions directly affect flow in porous media. While most 
network modeling studies implement simple boundary conditions (e.g. an applied 
pressure gradient in one direction), the boundary conditions in real applications may be 
much more complex. Furthermore, when applied in practice, it may be desirable to 
integrate network models directly into a continuum model, and the boundary conditions 
for the network are not straightforward. Here, a novel iterative method for coupling a 
network model to an adjacent continuum model is preented. The technique is powerful 
because it allows for an independent solution to the network and continuum region. The 
coupling provides insight to some of the complexitis involved in upscaling pore-scale 
behavior to the continuum scale. 
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 Physically representative network models are then used to model the displacement 
of viscous, non-Newtonian fracturing fluids by low-viscosity reservoir fluids (water). The 
goal is to obtain both a qualitative and quantitative description of the transient 
displacement process to better understand the fundament l problems that cause poor 
fracture fluid cleanup. The pore-scale model illustrates the effects of the inherent 
heterogeneity and interconnectivity in the porous medium as well as the non-Newtonian 
rheology of the fracturing fluid.  In order to implement appropriate boundary conditions, 
the network model is directly coupled to an adjacent r servoir model, so that realistic 
boundary conditions are imposed.  
 The modeling completed in this work, as well as qualitative arguments, suggest that 
a yield stress could largely contribute to poor cleanup in hydraulic fractures. The 
rheology of borate crosslinked guar gum, a common fracturing fluid, has been measured 
and the results suggest that this fluid exhibits a yield stress. The measurements are also 
taken in order to quantify the yield stress and other r eological measurements. The 




BACKGROUND AND LITERATURE REVIEW 
 
2.1 Rheology 
 Flow in a porous medium is affected by the morphology of the medium and the 
rheology of the fluid. Many applications of flow inporous media involve Newtonian 
fluids, in which the viscosity is independent of shear rate. Any fluid that does not obey 
Newton’s law of viscosity is a non-Newtonian fluid. While many non-Newtonian fluids 
are viscoelastic, the fluids investigated here are pur ly viscous. For these fluids, no elastic 
effects are observed and the viscosity is only a function of shear rate (Carreau et al., 
1997). It is usually convenient to express the viscosity (or equivalently shear stress) 
mathematically as a function of shear rate. Many constitutive models are available in the 
literature that describe the rheology of purely viscous fluids. 
2.1.1 Purely Viscous Models  
 A large class of non-Newtonian fluids can be classified as shear thinning, in which 
the fluid’s viscosity decreases with shear rate. The power-law model is a simple 





= γµτ 0  (2-1) 
For shear-thinning fluids, the power-law index, n, is less than unity. The fluid is 
Newtonian and the model reduces to Newton’s law if n equals 1. 
 Although the power-law model can adequately describe many fluids over a range of 
shear rates, most of these fluids have a Newtonian plateau at low and high shear rates. 
Many constitutive models found in the literature (Carreau et al., 1997) account for this 
 9
behavior. The Ellis model is a simple model that accounts for the Newtonian plateau at 
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At low shear rates, the Ellis model reduces to a Newtonian model, and at sufficiently high 
shear rates the model reduces to the power-law model. Th  power-law parameters at high 
shear rates can be determined from the Ellis model parameters using Equations 2-3 and 2-
4. 
  α








=  (2-4) 
 The model does not account for a Newtonian plateau at high shear rates, but for the 
applications of interest here, these shear rates are rarely observed. One advantage of the 
Ellis model is that an analytical equation (Table A-1) can be derived for flow of such a 
fluid in a capillary tube.  
 Some fluids exhibit a yield stress, requiring a mini um stress to initiate flow. 
Below the yield stress the material is solid-like and has an infinite viscosity. The solid-
like behavior is typically a result of a three-dimensional microstructure at low stresses 
(Carreau et al., 1997). Above the yield stress the material deforms as a fluid and the 
viscosity is a function of shear rate. Many pastes, foodstuffs, and gels exhibit a yield 
stress. 
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 The simplest yield-stress model is the Bingham model, in which the relationship 
between shear stress versus shear rate is linear, with the yield stress defined as the y-axis 
intercept. A more general model is the Herschel-Bulkley model, which includes the 
shear-thinning or shear-thickening behavior of power-law fluids and the yield-stress 





+= γµττ 00  (2-5)  
The Herschel-Bulkley model reduces to the ideal Bingham model for the special case 
where n is unity, and to the power-law model for no yield stress (τ0 = 0). Although more 
complex models may describe the rheology of specific flu ds better, the Bingham and 
Herschel-Bulkley models are widely used due to their mathematical simplicity. 
2.1.2 Non-Newtonian Flow in a Capillary Tube 
 The constitutive rheological models described above can be used to develop 
analytical equations for flowrate versus pressure drop in certain simple geometries. 
Porous media are often approximated as a bundle of capillary tubes, in which case 
analytical equations for flow in a cylindrical capillary are needed. 
 Table A-1 summarizes analytical expressions for flowrate versus pressure drop in a 
capillary tube for several rheological models. The equations can be found in the literature 
(Skelland, 1967; Carreau et al., 1997) and can be derived by substituting the constitutive 
equation for stress into a momentum balance. The derivation for a Herschel-Bulkely fluid 
is given in Appendix B. Numerical solutions may be required for more complex 
geometries or constitutive models. 
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2.1.3 Yield Stress Measurements 
 In order to mathematically describe the rheology of a fluid, a constitutive equation 
must be chosen and the empirical constants (e.g. µ0, n, τ0) must be determined 
experimentally. Typically, experiments are performed using a rheometer with a couette, 
parallel plate, or cone and plate geometry. Shear stress (or viscosity) is measured 
dynamically as function of shear rate and a best-fit match to the data determines the 
model constants. 
 In theory all of the model constants can be obtained using this approach, but in 
practice the fluid yield stress is historically difficult to measure (Nguyen and Boger, 
1983; Zhu et al., 2001). Measurement of yield stres from a flow curve of shear stress 
versus shear rate can give faulty results for a number of reasons. First, the yield stress 
must be determined by extrapolation of the curve to a shear rate of zero, since the lowest 
shear measurement is finite and limited by the rheometer. Second, measurements 
performed at low shear rates may be inaccurate due to slip at the walls (Nguyen and 
Boger, 1983). Finally, the yield stress measured may be a dynamic yield stress and not 
the stress required to break the three-dimensional structure of the material and initiate 
flow (Carreau et al., 1997). Other tests such as creep, oscillatory shear, and stress ramp 
can be used to measure yield stress, but can also be am iguous and inconsistent (Nguyen 
and Boger, 1992; Carreau et al., 1997) 
 Certain direct tests, such as the vane (Nguyen and Boger, 1983) and plate (Carreau 
et al., 1997) method, tend to be more reliable and less subjective than the aforementioned 
dynamic tests. In each case, torque (proportional to stress) versus time (proportional to 
strain) is measured. Initially, the torque increases linearly with time, demonstrating the 
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Hookian behavior of the material. After the linear region the torque may continue to 
increase non-linearly, indicating viscoelastic behavior. Once the torque reaches a 
maximum, the internal structure breaks down and the material yields. The yield stress can 
be determined from this maximum torque (Carreau et al, 1997). A typical torque versus 
time curve is shown in Figure 2-1. 
 
Figure 2-1. Typical force versus time curve for a yield-stress fluid using the plate 
method (Zhu et al., 2001). 
 
 Although the vane and plate methods have been proven to be more reliable than 
indirect methods (e.g. flow curve extrapolation), some assumptions are made which may 
affect results for materials with a low yield stress (Zhu et al., 2001). In the vane method, 
secondary flows are assumed negligible and it is assumed that a cylindrical surface yields 
outside of the vane geometry. In the plate method, the material may yield at the surface 
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instead of inside the fluid, which can give misleading results (Zhu et al., 2001). The 
slotted plate device developed by Zhu et al. (2001) eliminates the above assumptions. It is 
particularly useful for suspensions that exhibit a low yield stress, when the vane or plate 
may be less reliable. 
2.2 Macroscopic Models 
 Macroscopic equations relating the Darcy velocity to applied pressure gradient are 
useful for substitution into the continuity equation when modeling flow in porous media 
at the continuum scale. Darcy’s law (v = (-K/µ)∇P) is a constitutive model that describes 
single-phase, creeping flow of Newtonian fluids in porous media and is backed by years 
of experimental data. However, Darcy’s law is not valid for certain non-linear flows such 
as inertial flows, multiphase flows and non-Newtonian flows. For these cases, additional 
empiricism must be added to develop acceptable replac ments for Darcy’s law. In this 
work, the flow of non-Newtonian fluids in packed beds and other porous media is 
specifically investigated. Several attempts have been made to create modified Darcy’s 
laws that are applicable for non-Newtonian fluids (Bird et al., 1960; Christopher and 
Middleman, 1960; Kozicki et al., 1967; Marshall and Metzner, 1967; Park, 1972; Teeuw 
and Hesselink, 1980; Al-Fariss and Pinder, 1985; Vradis and Protopapas, 1993; Sabri and 
Comiti, 1995), many of which are based on the bundle-of-tubes assumption. 
2.2.1 Bundle-of-Tubes Approximation 
 Darcy’s law can be derived for flow in packed beds of pherical particles by 
approximating the porous medium as a bundle of tubes. By employing the hydraulic 
radius concept, the Blake-Kozeny equation relates th  permeability, K, to the particle 
diameter, dp and porosity, φ, 
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K p  (2-6) 
The constant, C, can been found experimentally and is often reportd as 25/12, but varies 
depending on the source consulted (Carmen, 1937; Ergun, 1952; Larkins, et al., 1961). It 
is often referred to as a tortuosity constant, to account for the tortuous path that the fluid 
must travel, which essentially extends the length of t e porous medium. However, 
qualitative arguments suggest that the tortuosity should be lower (Duda et al., 1976), so 
stated more precisely the constant accounts for the inherent heterogeneity, 
interconnectivity, and converging/diverging geometry in the porous medium as well as 
the tortuosity. Although, it may be acceptable to consider Equation 2-6 to be derived by 
approximating the porous medium as a bundle of tubes, th  Blake-Kozeny equation 
essentially creates an equivalent bundle of tubes that has the same permeability as the 
porous medium. Qualitative arguments as well as experimental data show that the 
equivalent radius should be proportional to the hydraulic radius and the equivalent length 
should be proportional to the bed length. However, there are an infinite number of 
equivalent tube geometries that would produce the same permeability of the packed bed. 
Although it may be convenient to constrain one of the two tube parameters, so that Le=C 
× L, in reality it corrects for both the radius and length simultaneously by accounting for 
the complex geometry of the porous medium. 
2.2.2 Models for Shear-Thinning Fluids in Porous Media 
 Many constitutive models have been developed for the flow of non-Newtonian 
fluids in porous media. Many of the models use the bundle-of-tubes approximation (Bird 
et al., 1960; Christopher and Middleman, 1965; Teeuw and Hesselink, 1980; Al-Fariss 
and Pinder, 1985) and application to power-law fluids is the most common. Some of 
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these models assume again that the tube radius is equal to the hydraulic radius and the 
length is equal to the tortuous length of the medium (C × L). Using an analytical equation 
for the flow of power-law fluids in a capillary tube A-1, equations analogous to Darcy’s 
law can be derived for the flow of power-law fluids in packed beds (and other porous 
media). Several modified Darcy laws have been derived, but those by Bird et al. (1960), 
Christopher and Middleman (1965), and Teeuw and Hesselink (1980) are shown here for 










































φµµ  (2-8) 
The constant, β, is assumed to come from the tortuosity in the porous medium, but each 
model accounts for the tortuous length differently. In each case, β  is a constant and is 
found from the inclusion of the tortuosity constant, C. 
  Christopher and Middleman (1965), 
C
2=β  
  Bird, Stewart, and Lightfoot (1960), C2=β  
  Teeuw and Hesselink (1980), 2=β  
The differences in the constant β arise from how the tortuous length is included in the 
original derivations (in the shear rate term, shear stress term, or both). The three models 
can give dramatically different results, particularly for power-law fluids with a low shear-
thinning index (in practice, few polymeric fluids exhibit power-law indices below 0.3). 












Figure 2-2. Darcy velocity versus pressure gradient in a packed bed  (dp = 1 cm, 
φ = 38%) for a power-law fluid (n = 0.4, µ0 = 1.0 Pa-sn). Predicted curves are 
generated from models developed by Bird, et al. (1960), Teeuw and Hesselink 
(1980), and Christopher and Middleman (1965). 
  
flow of a power-law fluid (n = 0.4, µ0 = 1 Pa-s) in a hypothetical packed bed of 1 cm 
spheres and 38% porosity. A rigorous analysis in Chapter 4 will show that the constant β  
cannot be determined directly from a bundle-of-tubes model and none of the above 
models will accurately predict the flow of a power-law fluid in general. 
 The bundle-of-tubes approximation has been extended to many other non-
Newtonian fluid models including the Ellis model (Sadowski, 1963; Park, 1971). 
Excellent reviews on macroscopic models of non-Newtonian flow in porous media are 
given by Kemblowski (1989) and Chhabra (1993). 
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2.2.3 Models for Yield-Stress Fluids in Porous Media 
 Several generalized equations have been developed fr yield-stress fluids that are 
analogous to Darcy’s law using the bundle-of-tubes approximation. The flow of yield-
stress fluids in porous media is distinct from simple shear-thinning fluids because a 
threshold pressure gradient is required to initiate flow. A macroscopic model for such 
fluids must predict the correct threshold gradient n addition to the correct Darcy velocity 
at high pressure gradients. Park (1972) developed a modified Ergun equation for 
modeling one-dimensional flow of a generalized Herschel-Bulkley fluid in a packed bed. 
Pascal (1981) proposed a modified Darcy’s law for a Herschel-Bulkley fluid. He 
acknowledges a threshold gradient to initiate flow, but suggests that it must be 
determined experimentally. Al-Fariss and Pinder (1985, 1987) were able to extend 
Pascal’s model by deriving an equation for the thres old gradient. Vradis and Protopapas 
(1993) derived a three-dimensional form of Darcy’s law for Bingham fluids. Chase and 
Dachavijit (2003) derived a modified Ergun equation, similar to the one presented by 
Park (1972), for the laminar flow of Bingham fluids in packed beds. 
 To gain insight into the semi-empirical approach generally used in these 
derivations, the focus here is on the one-dimensional form of the modified Darcy’s law 
presented by Al-Fariss and Pinder (1987). Approximating the porous medium as a bundle 































































 += φµµ  
The above expression is applicable above the threshold pressure gradient required to 
initiate flow. The velocity is zero below the threshold. The equation shows that the 
threshold gradient is proportional to the yield stre s and is also a function of the porous 
medium morphology (through K). It should be noted that the modified Darcy law 
presented by Al-Fariss and Pinder (1987) incorporates n approximate velocity profile for 
flow so as to simplify the resulting expression. Physically, the approximation neglects the 
flat front of the velocity profile that occurs in unidirectional laminar flow of a yield-stress 
fluid, which would most affect calculations made at low flowrates (i.e., when the applied 
pressure gradient is near the threshold pressure gradient).  
 The other aforementioned macroscopic models were obtained using similar 
approaches, i.e., from expressions for flowrate versus pressure drop in a single capillary 
tube (see Table A-1). The models predict quite different results for the threshold gradient 
as well as the velocity above the threshold gradient d spite the fact that they are each 
derived in a similar way. Figure 2-3 compares the results for each of the models (without 
empirical adjustments) using hypothetical rheological parameters τ0 = 10 Pa, n = 1, and, 
µ0 = 0.1 Pa-s, and porous medium parameters dp = 0.2 cm and φ = 38%. The differences 
in predicted velocity would be even more significant for fluids that exhibit shear-thinning 
behavior in addition to a yield stress.  
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Figure 2-3. Darcy velocity versus pressure gradient in a packed bed  (dp = 0.2 cm, 
φ = 38%) for a Bingham fluid (τ0 = 0.4, µ0 = 1.0 Pa-sn). Predicted curves are generated 
from models developed by Chase and Dachavijit (2003), Vradis and Protopapas (1993), 
Al-Fariss and Pinder(1987), and Park (1970). 
 
2.3 Experimental Work 
 Several authors have obtained experimental data for the flow of non-Newtonian 
fluids in porous media (Sadowski, 1963; Park, 1972; Al-Fariss and Pinder, 1987; 
Cannella et al., 1988). Usually a polymer solution or other non-Newtonian fluid is 
pumped at a constant rate through a porous medium and the resulting pressure drop is 
measured. Although a wide variety of fluids and media have been studied, much of the 
work involves purely viscous fluids in packed beds of pherical (or nearly spherical) 
particles.   
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2.3.1. Shear-Thinning Fluids 
 Much of the experimental work pertaining to non-Newtonian flow in porous media 
involves fluids that are shear thinning. While these fluids generally have a Newtonian 
plateau at low and high shear rates, they can often be characterized as a power-law fluid 
in a limited shear rate range (Sadowski, 1963; Christopher and Middleman, 1965; Park, 
1971; Cannella et al., 1988; Hejri et al., 1991), which allows for a straightforward 
comparison to the theoretical models in Equations 2-7 and 2-8.  In some cases, 
experimental data of power-law fluids seem to match t least one of the modified Darcy’s 
laws with acceptable accuracy. Usually the data is pre ented on a log-log plot of apparent 
viscosity versus Darcy velocity or friction factor versus Reynold’s number. Plotting in 
this manner can mask the errors considerably (Sheffield and Metzner, 1976).  
 There remains ambiguity as to the value of β that is best applicable for power-law 
fluids, even in packed beds of spherical particles. The ambiguity is due, at least in part, to 
the fact that the bundle-of-tubes assumption oversimplifies the morphology of the 
medium. Additionally, other rheological effects (such as viscoelasticity (Savins, 1969)) 
and physical effects (such as adsorption and filtration (Savins, 1969)) are common for the 
flow of non-Newtonian fluids in porous media and can ontribute to deviations between 
the model and experimental data. 
2.3.2 Yield-Stress Fluids 
 A limited amount of experimental work has been published for the flow of yield-
stress fluids in packed beds. Park (1972) measured friction factor as a function of 
modified Reynold’s number using solutions of polymethylcellulose, which is modeled in 
his work as a Herschel-Bulkley fluid. The data were compared to the theoretical friction 
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factor obtained from the modified Ergun equation. Although excellent agreement 
between experimental and theoretical friction factor is presented in his dissertation, these 
results could not be reproduced using their tabulated data. Al-Fariss and Pinder (1985, 
1988) measured pressure gradient versus Darcy velocity in a packed bed using paraffinic 
wax in oil and compared the data to the modified Darcy law (Equation 2-9). Chase and 
Dachavijit (2003) obtained similar data for various concentrations of Carbopol solution 
(approximately a Bingham fluid) and compared the data to their modified Ergun 
equation. Recognizing the limitations of the macrosopic models, Al-Fariss and Pinder 
(1987) as well as Chase and Dachavijit (2003), treated constants in the empirical models 
as adjustable parameters to better match the models to their data. Al-Fariss and Pinder 
(1987) adjusted the threshold gradient, power-law index, n, and permeability, K, to fit the 
data. Since permeability was measured independently from Newtonian tests, their 
approach is analogous to introducing a relative permeability term that accounts for the 
non-Newtonian behavior. They perform adjustments on a case-by-case basis, and no 
universal methodology is proposed. Chase and Dachavijit (2003) added a single 
experimental constant in the threshold gradient term, which was assigned a universal 
value so as to best fit all of their experimental dta. The correction is attributed to 
inaccuracies in the bundle-of-tubes approximation. 
 It is generally recognized that semi-empirical approaches require matching to 
experimental data to correct for the limitations built into the models. With the limited 
amount of data that are available, it is not yet clar whether universally applicable 
adjustments can be made (as with the Ergun Equation for Newtonian flow), or whether a 
case-by-case assessment is needed, in which case the empiricism is less useful. 
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Qualitative arguments reveal limitations in the bundle of tubes models that may be less 
consequential for Newtonian flow, but that are important for predicting non-Newtonian 
(especially yield-stress) behavior. First, the distribution of pore sizes in a real material 
produces a critical percolation effect for yield-stre s fluids (Sahimi, 1993; Shah et al., 
1998) that does not occur in a uniform bundle of tubes. Second, it is shown in Chapter 3 
that the converging-diverging behavior of individual throats has a prominent effect for 
yield-stress fluids. 
 The use of the bundle-of-tubes approximation to model non-Newtonian flow in 
porous media has been widely criticized (Sheffield an Metzner, 1976; Duda et al., 
1983). The criticism arises from the fact that porous media are not capillary tubes, but 
rather a complex network of interconnected, converging/diverging throats. Some authors 
have illustrated the inaccuracies by using hypothetical converging/diverging geometries 
or interconnected networks (Sheffield and Metzner; T euw and Hesselink, 1980, 
Cannella et al., 1988). However, the vast majority of this work has been qualitative. It is 
highly desirable to obtain closed-form expressions a alogous to Darcy’s law to predict 
the flow of non-Newtonian fluids in porous media. 
2.4 Network Modeling 
 Network modeling is a pore-scale technique in which a porous medium is 
approximated as an interconnected network of pores and pore throats. It makes use of 
first-principles equations in the model formulation, making it ideal for situations where 
empiricism is not effective. At the same time, approximations to the fluid mechanics and 
the pore morphology allow modeling to be performed over orders-of-magnitude larger 
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characteristic length scales than numerical techniques where the equations of motion are 
solved directly. 
 Network modeling has been used to study a large number of phenomena, including 
permeability (Bryant et al., 1993), solute dispersion (Sahimi and Imdakm, 1988), 
multiphase flow (Koplik and Lassetter, 1985; Lenormand et al., 1988), contaminant 
transport (Dillard and Blunt, 2000), inertial flows (Thauvin and Mohanty, 1998), and 
more. In the past, much of the modeling has been performed on idealized networks, in 
which case the results are largely qualitative. During the past ten years, however, new 
techniques for network generation and flow modeling have been developed that allow 
them to be used in a predictive sense for certain applications. 
2.4.1 General Approach 
 The general approach to network modeling is to impose a mass conservation 
equation at each pore in the network. For constant-de sity fluids, the conservation 
equation for pore i is simply 
  0=∑
j
ijq , (2-10) 
where qij is the volumetric flowrate into pore i through a throat connected to neighbor j. 
The flowrate qij is then written in terms of unknown pore pressures, which become the 
dependent variables in the problem. Hence, an expression for flowrate as a function of 
pressure drop in each throat is needed for substitution into Equation 2-10. For low-
Reynolds-number flow of Newtonian fluids, flowrate is linearly proportional to the 
pressure drop, and substitution of a general expression for flowrate gives 








where gij is the hydraulic conductivity of the pore throat connecting pores i and j, µ is the 
fluid viscosity, and P represents point values for pore pressure. 
 Typically, network simulations are run at specified pressure gradients, so that the 
boundary conditions for the network consist of fixed inlet and outlet pressures. For a 
network of N pores, Equation 2-10 is written once for each pore in the network to give a 
system of N equations for N unknown pore pressures. For throats that connect a pore to 
the inlet or outlet, Pj is known and the term (gij /µ)Pj contributes to the right-hand side of 
the matrix equation. (Alternatively, to run simulations at constant flowrate, an additional 
equation is imposed forcing the sum of all inlet flowrates to equal the specified total 
volumetric flowrate. An additional unknown is also generated in this process, usually the 
inlet pressure.) 
2.4.2 Physically-Representative Network Models 
 Network modeling has been used primarily to obtain qualitative results of flow 
through porous media and to investigate important pore-level behavior. Early network 
models (Fatt, 1956) were simple 2-D and 3-D regular lattices and later networks were 
created using a statistical distribution of pore and throat sizes. Even though important 
qualitative behavior could be extracted from these models they failed to produce 
quantitative and predictive results of flow through porous media. In the last decade, 
network models have become physically representative w th a one-to-one mapping to the 
original porous medium.  
 Bryant et al. (1993) were the first to utilize physical-representative models to obtain 
quantitative results for flow in porous media. They converted Finney’s (1970) sphere 
packing to a network and used it to predict permeability. In that model a Delaunay 
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tessellation was used to determine pore positions, connecting throats, and throat 
conductivities. The predicted permeability matched experimental values for packed beds 
of spheres well. Thompson and Fogler (1997) continued the work of Bryant et al. (1993). 
Their network models were created from computer-simulated packed beds using a 
Delaunay tessellation.  Other techniques have also been employed to create physically-
representative network models. For example, Lindquist et al. (1996) used medial axis to 
determine the pore structure. Bakke and Oren (1997) created physically representative 
network models of a Bentheimer sandstone using an im ge analysis technique. They 
obtained capillary pressure and relative permeability curves for two-phase flow through 
the porous medium and their results matched experimental data well. 
2.4.3 Non-linear Flows 
 Modeling non-linear flows such as inertial flows, multiphase flows, and non-
Newtonian flows require alternative equations for fl wrate versus pressure drop in a 
throat. Ideally, analytical equations for flowrate can be developed for the flow of interest. 
Regardless of the non-linear flow type, the equations f r qij will be nonlinear in pressure. 
Accordingly, a set of simultaneous nonlinear algebraic equations must be solved to 
determine the pressure field in the network. Here, th  focus is on the flow of non-
Newtonian fluids in porous media that can be described by a simple rheological model 
(e.g. power-law, Bingham). 
 Most network modeling studies of non-Newtonian flow deal with shear-thinning 
fluids (that have no yield stress). Sorbie and Clifford (1989) modeled the flow of a 
Carreau fluid using two-dimensional networks. Quantit tive parameters were defined 
(e.g., permeability, area) and used to investigate macroscopic flowrate versus pressure 
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drop. However, comparison to real porous media is difficult because the networks are 
two-dimensional. Shah and Yortsos (1995) used 2D and 3D networks to model the flow 
of power-law fluids in porous media. They present qualitative results for the steady flow, 
which show that flow patterns are more sensitive to the throat size distribution than for 
the case of Newtonian fluids. Shah et al. (1995) used similar networks to study 
displacement patterns involving power-law fluids. Recently, Lopez et al. (2003) used 
physically representative networks to model shear-thinning fluids in both consolidated 
and unconsolidated porous media, and showed good agreement with existing 
experimental data. 
 Modeling the flow of yield-stress fluids presents an additional challenge because a 
finite pressure gradient is required to initiate flow in a throat. This effect can cause 
numerical difficulties because the pressure distribu ion is indeterminate in regions where 
the flow has not yet yielded. Sahimi (1993) modeled g neral nonlinear behavior in square 
(2D) and cubic (3D) networks, which included modeling piecewise linear transport 
within a network that contained thresholds for bond conductivities. This approach serves 
as an approximation for yield-stress flow through porous media (among other 
applications given). An equation analogous to Bingham flow in a capillary (although 
somewhat simpler) is used for flow in a throat. Though the network contained a 
distribution of threshold potentials, each bond wasgiven the same value of conductivity. 
Consequently, emphasis was placed on determining the critical gradient required to 
initiate transport in the network. In real situations, the flow behavior above the critical 
gradient will depend on the distribution of conductivities in the network in addition to the 
threshold values. Shah et al. (1995) modeled the flow of a Bingham fluid in 2-D 
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networks. Percolation patterns in the network are presented at various values of 
dimensionless yield stress. Images of the simulations llustrate that the number of 
percolating pathways for flow decreases as the dimensionless yield stress (σo) increases. 
Furthermore, a dimensionless critical yield stress (σoc) is identified for the network, 
which denotes the applied pressure gradient required for a percolation path to form. It is 
shown that σoc depends on the heterogeneity and interconnectivity in the network. 
Additionally, qualitative results are presented of a Bingham fluid displaced by a 
Newtonian fluid. 
2.5 Polymer Cleanup in Hydraulic Fractures  
 One important application of non-Newtonian flow through porous media is the 
fracture cleanup operation that follows hydraulic fracturing during oil-well completion. 
In this process, a fracture in the reservoir formation is created in order to form a pathway 
for hydrocarbons (oil and/or gas) to flow. Without additional support, subsurface forces 
would cause the fracture to close. For this reason, proppant particles (sand or other small 
spherical particles) are pumped into the wellbore and into the fracture. To keep the 
particles suspended during pumping, viscous crosslinked polymers are often used to 
transport the solids into the fracture. As the hydraulic pressure is released, the fracture 
walls close down on the particles, so that they are mechanically stuck in place, thus 
propping the fracture open. Once the proppant particles are in place, a pressure difference 
between the wellbore and the reservoir draws fluid into the well. Removal of the polymer 
solution from the fracture is desired because in dog so, the resistance to flow decreases 
and, therefore, hydrocarbon productivity increases. Unfortunately, only a small fraction 
(30 – 50%) of the polymer is usually returned. 
 28
 Guar gum is a common polymer used in the transport of these proppant particles to 
hydraulic fractures. Mixtures of guar in water are often crosslinked to increase the fluid 
viscosity and allow for better suspension of proppant. The rheology of crosslinked guar 
is, like most polymers, non-Newtonian. In addition t  being shear-thinning, the gel is 
expected to exhibit a yield stress due to the 3-dimensional microstructure of the fluid. 
Figure 2-4 shows the molecular structure of a borate crosslinked guar. The existence of a 
yield stress is important, because the shear stress in some locations of the fracture may 
not be sufficient to exceed the yield stress of the polymer. As a result, poor polymer 
cleanup may be observed.  
 






































































2.5.1 Need for Pore-Scale Modeling 
 Pore-scale network modeling can be useful for modeling many important 
phenomena in the fracture cleanup problem. First, constitutive equations based on 
lumped parameter modeling, such as the aforementioned modified Darcy’s laws, are not 
fundamental relationships. These expressions fail to incorporate the inherent 
interconnectivity and heterogeneity present in the porous medium. Network modeling is a 
first-principles (though approximate) approach to mdeling flow in porous media. 
Second, certain critical behavior occurs at the pore-scale and modeling must be 
performed at that scale. For example, encapsulated breakers are used in hydraulic 
fractures to react with fracturing fluids and reduce the polymer viscosity. These breakers 
are released at discrete points in the fracture and diffuse at the pore scale.  
 Network models can be used to model the flow of non-Newtonian polymers, 
polymer displacement by reservoir water (miscible displacement) or hydrocarbons 
(immiscible displacement), reactive flows, inertial flows, and much more. Physically-
representative networks can be used to obtain predictive results that will be useful for 
better understanding the problems associated with fracture cleanup.  
2.5.2 Need for Continuum-Scale Modeling 
 While pore-scale modeling can be used to model a wide-range of important 
behavior, ultimately modeling must be performed at the continuum scale. Due to 
computational limitations, the size of a network model is typically only on the order of 
centimeters; hydraulic fractures are generally on the order of a hundred meters. 
Furthermore, certain behavior, such as viscous finger , is a macroscopic phenomenon 
and must be modeled at that scale. 
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 The continuity equation is the general macroscopic equation that describes mass 
conservation in a porous medium. If the fluid density is constant, the continuity equation 
can be written as: 
  0=⋅∇ v  (2-12) 
 For creeping, Newtonian flow in a porous medium, Darcy’s law may be substituted 











Many applications (including flow in hydraulic fractures) involve multiphase flow 









   (2-14) 
 The relative permeability (ki) is a dimensionless parameter that accounts for the 
reduced fluid conductivity when multiple phases are pr sent. It depends on the fluid 
saturation (Si), and this functionality is generally determined empirically. Mass balances 
can be written for each component and equation 2-14can be substituted for velocity 


















φ ,  (2-15) 
An overall balance can be used to eliminate one component of the differential equations. 
  ∑ = 1,iwS  (2-16) 
 Darcy’s law is not applicable for non-Newtonian fluids and, therefore, cannot be 
substituted for velocity in the mass balances present d above. Continuum models have 
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been solved using alternative constitutive equations. Wu (1992) substituted a modified 
Darcy expression (similar to the aforementioned modified Darcy’s laws) into the 
continuity equation to solve the pressure profile in a reservoir with a yield-stress fluid. 
 Constitutive equations based on lumped parameter modeling, such as modified 
Darcy’s law, are not fundamental relationships. These xpressions fail to incorporate the 
inherent interconnectivity and heterogeneity present in the porous medium. Pore-scale 
modeling is able to incorporate these effects, but it is difficult to properly scale 
parameters from the pore to the continuum scale, and this has prevented fundamental 
pore-scale models from being incorporated into continuum models in the past. 
Macroscopic relationships, based on fundamental modeling, are needed for modeling 
non-Newtonian fluids at the continuum scale.  
2.5.3 Upscaling 
 Upscaling is required to bridge the gap from the pore scale to the continuum scale.  
Ideally, pore-scale network modeling could be used to create new, semi-empirical models 
that would act as surrogates for Darcy’s law. The models could be then substituted into 
the continuity equation in the same way that Darcy’s law is used for creeping, Newtonian 
flow. Unfortunately, flow may not only depend upon the medium morphology, fluid 
rheology and saturation, but also the boundary conditi s imposed on a network model 
and the flow history. 
 In reality, network models may need to be directly integrated into a continuum 
model to obtain the correct boundary conditions for the network model. Typically, simple 
boundary conditions are employed in network modeling, with a constant pressure 
gradient in one direction and no-flow or periodic conditions on the remaining faces. In 
 32
practice, non-uniform boundary conditions are needed on all faces of the network model. 
Furthermore, these boundary conditions can only be det rmined from direct coupling 
with a continuum model and therefore requires an iterative solution. 
 Once network simulations are performed with realistic boundary conditions, 
relationships for velocity versus pressure gradient ca  be developed that are analogous to 
Darcy’s law. It is possible that the continuum model will always be directly coupled in 








 The flow of non-Newtonian fluids in packed beds and other porous media is 
important in many applications such as polymer processing, filtration, and enhanced oil 
recovery. In some cases, the fluid exhibits a yield stress and a threshold pressure gradient 
is required to initiate flow. Several macroscopic models were introduced in Chapter 2 for 
modeling yield-stress fluids in porous media, but these models were developed using an 
oversimplified description of the porous medium and did not account for the inherent 
heterogeneity and interconnectivity. 
 In this work, the flow of non-Newtonian fluids in a packed bed is modeled using a 
first-principles approach. Computer-generated sphere packings are used as models of 
packed beds, which are mapped onto networks of interconnected pores and throats. Flow 
modeling is used to predict macroscopic velocity as a function of applied pressure 
gradient. The key difference between this approach and the semi-empirical approaches 
described in Chapter 2 is that this model explicitly accounts for fluid rheology and pore 
structure without adjustable parameters. The difference between the current model and 
previous network models is the ability to perform quantitative, predictive modeling based 
on measurable input parameters (i.e., fluid rheology, particle size, and particle-size 
distribution). 
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3.1 Network Model Generation 
 The network model is used to obtain quantitative and predictive results of non-
Newtonian flow in packed beds. This objective is accomplished in three important steps. 
First, the random sphere packing is created with specified porosity, particle size 
distribution, and spatial correlation. Second, a modified Delauney tessellation is used to 
discretize the pore space and a physically-representative network is created which has a 
one-to-one correspondence with the original sphere packing. Third, mass balances are 
written at each pore in the network and pore pressur /flowrates are solved throughout 
the network.  
3.1.1 Model of the Packed Bed 
 The packed beds used in the model are computer-genrat d random sphere 
packings. They are created using a collective rearrangement algorithm, which is one of 
two common methods for computer simulations of sphere packings, the other being 
sequential addition algorithms (Powell, 1980). The latter type of algorithm operates by 
the sequential addition of spheres to the edge of an existing bed or agglomerate. The main 
advantage to this approach is the ability to ensure point contacts between neighboring 
particles, which in turn leads to gravitationally stable packings. However, this approach 
has a number of drawbacks, the foremost being the inabil ty to control porosity 
effectively. 
 Collective rearrangement algorithms are initiated by placing spheres randomly (or 
with a random component) into a prescribed domain without regard to whether sphere 
overlaps occur. For porosities of practical interest, overlaps are inevitable, but are then 
removed by iterative rearrangement of the sphere positions. In its simplest form, 
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collective rearrangement consists of small, random movements of spheres in the packing; 
a move is accepted if it reduces the amount of overlap and is rejected otherwise. More 
elaborate strategies have been devised to improve the convergence speed, which typically 
add a logical component to the random displacements ( .g., Jodrey and Tory, 1985). 
 The advantages of this approach include the ability to incorporate spatial 
correlations into the packing and to prescribe the porosity of the packing a priori. 
(Assuming that all overlaps will eventually be removed, porosity is determined as soon as 
the domain size is specified and a given volume of spheres is placed into it.) The two 
drawbacks to this approach are that it is relatively slow and that it does not ensure point 
contacts between spheres. This latter point, in theory, precludes the construction of 
gravitationally stable packings. However, in the porosity ranges that are physically 
representative of packed beds (36% to 40% for monodisperse sphere size), the resulting 
particle-particle gaps are insignificant compared to particle diameters, and do not 
influence the modeling of viscous flows. 
 The collective rearrangement algorithm used in this work imposes fully-periodic 
boundaries on the computational domain to eliminate edge effects in the packing. Sphere 
radii are selected randomly from a pre-specified distribution (which can be of arbitrary 
form). If necessary, spatial correlations in sphere siz  can be incorporated using 
geostatistical kreiging techniques (Jensen et al., 1997). For a given distribution of sphere 
sizes, two of the following three parameters can be specified independently: number of 
spheres, domain size, or porosity. The remaining parameter then depends on the other 
two selections. 
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3.1.2 Network Structure 
 Specification of the position and radius of each sp ere in the packing is sufficient to 
completely define the structure of the void space in which fluid is transported. However, 
it is a continuous, interconnected region with a complex geometry. Hence, some form of 
discretization is required prior to numerical simulation. In the network-modeling 
approach, the continuum void space is discretized into pores and pore throats. The 
challenge is to obtain a network structure that effectively represents the true pore-space 
morphology. 
 In this work, networks are generated using a modifie  Delaunay tessellation (MDT) 
algorithm (Al-Raoush et al., 2003), which consists of three key steps: 
1. Perform a periodic Delaunay tessellation using the sphere centers. This step 
organizes the pore space into a collection of space filling tetrahedrons, each 
having a sphere centered at its four vertexes. This approach has been used in the 
past for characterizing random packings because of the natural correspondence 
of tetrahedrons to pores and the faces of tetrahedrons to pore throats (Mellor, 
1989). 
2. Using the Delaunay cells as seed points, perform nu erical optimization to find 
the largest spheres that can be inscribed into local voids in the packing. In cases 
where a single void is composed of multiple Delaunay tetrahedrons, merge 
these tetrahedrons into a single polyhedron. As with the original tetrahedrons, 
the tightest pore-to-pore constrictions are necessarily projected onto the faces of 
the polyhedrons, thus defining the pore throats. 
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3. Perform a detailed geometric analysis of each pore to calculate critical 
parameters for modeling fluid transport. These parameters may include (but are 
not limited to) those listed in Table 3-1. 
 The MDT algorithm has a number of important features. First, the procedure 
described in step 2 is a rigorous analysis to locate local void spaces in the packing. 
Second, the process allows the interconnectivity bewe n pores to be defined naturally, 
with no geometric restrictions on the pore coordination number. Third, the network is 
physically representative, meaning that a one-to-one correspondence exists between the 
network and the original packing, and no morphologic information is lost in constructing 
the network. Finally, the parameters used to describe the network (Table 3-1) are rigorous 
geometric parameters (except hydraulic conductivity, which is a dynamic parameter). 
Hence, the morphology of the original packing is not compromised by defining the 
network structure. 
 
Table 3-1. Geometric parameters defining the network structure 
Variable 
Association 
Variable Name Variable 
Type 
Dimension 
Network Domain dimensions vector  length 
Pore Location vector  length 
 Void volume scalar  length3 
 Maximum inscribed radius scalar  length 
Throat Interconnectivity:periodicity scalar:vector  
 Cross-sectional area scalar  length2 
 Maximum inscribed radius scalar  length 
 Surface area scalar  length2 
 Hydraulic conductivity scalar  length3 
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 The implications of the third and fourth points are significant, mostly because the 
network is not transformed into a network of capillary tubes (a process that does 
compromise the morphologic description). Note in Table 3-1 that no capillary radius or 
length is listed. The throat radius is a physical dimension measurable from the packing: 
the inscribed radius at the tightest constriction of each throat. An additional benefit of 
generating a physically representative network is that, because of the one-to-one 
correspondence of the network to the original packing, additional morphologic 
parameters can be extracted if necessary. 
 Determining the parameters listed in Table 3-1 is not trivial. The process is 
described in more detail in Al-Raoush et al. (2003), but is summarized here for 
completeness. Domain dimensions are specified from the original sphere packing. The 
location of each pore is the location of each maximum-radius inscribed sphere found 
within the packing (inscribed spheres with significant overlap are merged). The void 
volume of each pore and the cross sectional area of ch throat can be calculated 
analytically for cases where sphere overlaps are negligible. The radii of inscribed spheres 
(pores) and circles (throats) are found by numerical optimization routines. The hydraulic 
conductivity can be calculated using a variety of approaches. In this work, a combination 
of the techniques described by Bryant et al. (1993) and Thompson and Fogler (1997) is 
used, which gives reasonable quantitative results. Finally, the surface area of each throat 
is obtained by assigning a fraction of each sphere su face to the appropriate throat that it 
bounds. Figure 3-1 illustrates the transformation of the random sphere packing into a 




Figure 3-1. Schematic of the transformation of a random packing into a physically 
representative network. (a) 1000-sphere periodic random packing; (b) 3D periodic 




3.1.3 Modeling Fluid Flow in the Network 
 The general approach to network modeling is to impose a mass conservation 
equation at each pore in the network. For constant-de sity fluids, the conservation 
equation for pore i is simply 
  0=∑
j
ijq , (3-1) 
where qij is the volumetric flowrate into pore i through a throat connected to neighbor j. 
The flowrate qij is then written in terms of unknown pore pressures, which become the 
dependent variables in the problem. Hence, an expression for flowrate as a function of 
pressure drop in each throat is needed for substitution into Equation 3-1. For low-
Reynolds-number flow of Newtonian fluids, flowrate is linearly proportional to the 
pressure drop, and substitution of a general expression for flowrate gives 







where gij is the hydraulic conductivity of the pore throat connecting pores i and j, µ is the 
fluid viscosity, and P represents point values for pore pressure. 
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 A boundary condition must be imposed at each of the six faces of the network. 
These boundary conditions may be a specified pressu (or pressure field), flowrate, or 
periodicity. In this work, network simulations are usually run at specified pressure 
gradients, so that the boundary conditions for the network consist of fixed inlet and outlet 
pressures. For a network of N pores, Equation 3-2 is written once for each pore in the 
network to give a system of N equations for N unknown pore pressures. For throats that 
connect a pore to the inlet or outlet, Pj is known and the term (gij /µ)Pj contributes to the 
right-hand side of the matrix equation. (Alternatively, to run simulations at constant 
flowrate, an additional equation is imposed forcing the sum of all inlet flowrates to equal 
the specified total volumetric flowrate. An additional unknown is also generated in this 
process, usually the inlet pressure.) 
3.2 Modeling Non-Newtonian Flow in a Throat 
 For non-linear flows such as multi-phase flows, inertial flows, and non-Newtonian 
flows, Equation 3-2 is not valid for relating the flowrate to pressure drop in a throat and 
alternative expressions for qij are needed for substitution into the network model. For 
non-Newtonian fluids, expressions for qij are not available, except for specific geometries 
such as cylindrical ducts. Three possibilities have be n considered to address this 
problem: (1) Use the Table A-1 equations directly by transforming each throat into a 
capillary tube with specified radius and length; (2) Create new equations for flow based 
on the representative throat geometry, while maintaining the basic functionality of the 
capillary tube equations; (3) perform CFD on the rel vant geometries to generate 
empirical expressions for flow. Regardless of the technique employed, the equations for 
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qij will be nonlinear in pressure. Accordingly, a set of simultaneous nonlinear algebraic 
equations must be solved to determine the pressure field in the network. 
3.2.1 Full CFD Modeling 
 Though the third option for obtaining qij is the most rigorous (i.e., empiricism based 
on CFD simulations), it is difficult to justify given other simplifying assumptions that are 
inherent to the network approach. Furthermore, thoug  detailed finite element 
simulations are presented below, using CFD to directly stimate throat conductivities has 
obvious practical drawbacks. First, the real throats are not axisymmetric, and thus would 
require full 3D simulations. Second, rigorous simulation on a throat-by-throat basis is not 
possible because of unknown boundary conditions. Third, there is no assurance that the 
resulting correlations for qij could be generalized to all packing structures, which may 
require new CFD simulations to be performed each time conditions are changed. Finally, 
the correlation would be entirely empirical, making phenomenological interpretation of 
behavior more difficult. 
3.2.2 Transformation to Equivalent Capillary Tubes 
 The first option (transformation of the network into capillaries) is certainly 
desirable because of its simplicity. In network modeling it is common to employ 
networks of interconnected capillaries of specified ra ius and length (despite the fact that 
the actual throats are of irregular cross-section and of converging/diverging geometry).  
Flow in each throat is modeled by specifying the hydraulic conductivity and a second 
geometric constraint (e.g., the pore-to-pore distance, throat surface area, etc.) and 
converting each throat to a capillary tube that has t e same conductivity as the original 
throat. For creeping, single-phase, Newtonian flow, the hydraulic conductivity is the only 
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necessary constraint for the throat transformation; a second constraint can be chosen 
arbitrarily without affecting the numerical results. For non-linear flows, including flow of 
non-Newtonian fluids, inertial flows, and multiphase flows, the throat conductivity alone 
is insufficient for modeling because flow is dependt on other geometric properties of 
the throat.  
 Expressions for flowrate versus pressure drop in a capillary tube for various non-
Newtonian fluids are shown in Table A-1; for these flows a second geometric constraint 
is required. Ambiguity arises in the transformation of irregular-shaped network throats 
into capillary tubes because it is unclear as to which geometric constraint should be 
imposed. This point is illustrated in Figure 3-2. As an example, the hypothetical 
converging/diverging throat shown could be transformed into an infinite number of 
capillaries of the same conductivity, including those shown in Figure 3-2. Each of the 
throats could be used to properly model Newtonian flow, but each would result in a 
different expression for flowrate versus pressure drop for the flow of a Bingham fluid 
through the duct.  
 Here, the flow of yield-stress fluids that can be described by a Bingham model is 
investigated. For these fluids, both the flowrate at large pressure drops and the critical 
pressure drop (or wall stress) must be predicted corre tly. Since shear stress acts over the 
inner surface area of the duct, the Figure 3-2b duct might appear to be the most 
appropriate approximation, because it has equal interior area S and equal conductivity g
to the constricted duct. However, numerical simulations show that this is not the case, as 
illustrated by Figure 3-3 (see Appendix D also), which compares flow through the  
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hypothetical duct versus flow through the equivalent-area capillary. The reasons for the 
discrepancy are related to the geometry of the true capillary. Since the inner surface is 
everywhere tangent to the velocity, shear stresses in the fluid are distributed evenly over 
the tube’s interior surface. Thus, when the fluid first yields, it yields everywhere at the 
wall, allowing the Bingham material to move as a solid body (except exactly at the wall). 
In contrast, for the converging/diverging duct, thewall is not tangent to the shear stress 
everywhere and stress is not uniformly distributed over the inner surface. Consequently 
as stress is applied to the converging/diverging duct, confined pockets of the material can 
yield well before bulk flow occurs. This behavior is illustrated by Figure 3-4, which 
shows the stress distribution in a Bingham fluid as increasingly large pressures are 
applied to one side of the axisymmetric duct. The contour lines represent the yield stress 
of the fluid for this particular case, and thus separate regions of yielded versus unyielded 
material. 
 Despite the inaccuracies for flowrate prediction in the capillaries depicted in Figure 







Figure 3-2. Comparison of hypothetical duct to various capillaries with equal 
conductivity. (a) hypothetical converging/diverging duct: g = 6.8 x 10-5, S = 1.50; 
(b) equivalent-surface-area capillary: R = 0.133, L = 1.80; (c) equivalent-length capillary: 




(d) Equivalent radius (constriction) capillary
Equivalent capillaries: g = 6.8 × 10-5
1.0
0.50.15
Surface area = 1.5
Hypothetical Duct: g = 6.8 × 10-5
(a) Constricted duct
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created that would approximately model flow for a specific Bingham fluid (Appendix C). 
In theory, each throat could be transformed into a new unique capillary tube and flow 
modeled properly in the capillary network for that Bingham fluid. Although this may 
seem like a reasonable approach, several problems exist with this method: 
1.  The capillary network will not properly model flow of many other non-Newtonian 
fluids (and other non-linear flows), such as power-law fluids. An entirely new 
capillary network would have to be created to model th  flow of these fluids.  
2. There is no guarantee that the same capillary network could be used for two fluids 
with different rheological properties, even if their rheology can be described by 
the same constitutive model. 
3.  For certain flows, no capillary network can model the correct relationship 
between Darcy velocity and pressure gradient. For example, single-phase flow of 
shear-thinning fluids that exhibit a yield stress (Herschel-Bulkley, Casson fluids) 
or the displacement of a power-law fluid by a Bingham fluid could not be 
modeled with any capillary network because more than wo geometric constraints 
are required to describe flow. 
 Appendix C quantitatively demonstrates the problems of implementing equivalent 
capillaries in the network model. 
3.2.3 Empirical Equations Based on Capillary Tube Functionality 
 The above arguments suggest that equivalent-capillary networks cannot be used to 
model a wide range of non-linear flows. The advantages of the capillary-tube equations 
from Table A-1 are their simplicity and that they are based on fundamentals. A 







Figure 3-3. Comparison of Bingham flow in a hypothetical duct (Figure 3-2a) to flow in 
the equivalent-surface-area capillary (Figure 3-2b). Dimensionless pressure drop is 
defined as the pressure drop divided by the critical pressure drop required to initiate flow 
in a capillary. The dimensionless flowrate is defind as the flowrate divided by the 
flowrate of a Newtonian fluid with viscosity µ0 at dimensionless pressure drop of 1. 
 
 
Figure 3-4. Images of stress distributions in converging/diverging ducts at increasing 
pressure drops: (a) ∆PD = 0.5; (b) ∆PD = 0.78; (c) ∆PD = 1.0; (d) ∆PD = 2.0. Color 
corresponds to a log representation of the second invariant of the stress tensor: τ:τ2
1 . 
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previously: to use the functionality of the capillary equations, but to empirically adjust 
key parameters to more accurately simulate the fluid dynamics in the true pore throats of 
the packing. Adjustments can be made specifically for each individual fluid type; 
therefore, a set of equations, analogous to those in Table A-1 would be applicable for the 
network. 
 Here, the focus is on modeling the flow of yield stre s fluids in packed beds, so an 
equation is developed for flow of a Bingham fluid through a converging/diverging duct. 
Following Table A-1, the equation for flowrate of a Bingham fluid through an arbitrary 






















where the constants a0, a1, and a2, are geometric parameters for the duct. For a capillary 



















π=  (3-4) 
The constants could also be written in terms of the conductivity (g) and surface area (S) 
of the capillary. This format is more useful since both of these parameters are known for 



































For the general case of a converging/diverging duct, the constants are assumed to be 
some function of the known geometric properties: 
  ),,(00 RSgfa γ=      ),,(11 RSgfa γ=       ),,(22 RSgfa γ= , (3-6) 
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where it has been assumed that the aspect ratio of the constriction is a third key 
parameter. 
 Equation 3-5 cannot be substituted directly for equation 3-6 because of the problem 
illustrated by Figure 3-3. However, it is argued here that the functionality of Equation 3-5 
can remain intact, with small empirical adjustments. In fact, a1, must equal g for any 
shaped duct, because as ∆P approaches infinity, the fluid is approximately Newtonian. In 
such a case, Equation 3-3 must reduce to the Newtonian equation for flow and a1 would 
equal the conductivity. Since substitution of the total duct surface area into Equation 3-5 
would over-predict the yield point (pressure drop required to initiate flow), adjustments 
must be made to those terms that include the duct surface area.  
 To determine the coefficients for the duct (Equation 3-6), an effective surface area 
is defined so that the analytic expression (Equations 3-3 and 3-5) for flowrate can still be 
used. This effective area is calculated based on the error in the critical pressure drop for 
flow (∆P*), defined by the yield-point ratio (YPR): the ratio of the critical pressure drop 
for the duct to the critical pressure drop for the equivalent-area capillary tube. Essentially 






















where the linear yield points are found by extrapolting the linear portions of the curves 
from Figure 3-3 (∆P >> ∆P*) back to the x axis. 
 Values of LYPR were obtained by running finite-element simulations of Bingham 
flow for a large number of duct geometries (see Appendix D). From these data, a strong 
correlation was found between LYPR and the aspect ratio γR of the ducts (which in the 
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Figure 3-5. Linear yield point ratio versus aspect ratio for various duct types. Equation 
represents best fit to ducts with constrictions of constant curvature. 
 
network we define as the ratio of the inscribed constriction radius to the inscribed pore 
radius). The correlation is shown in Figure 3-5; the different symbols represent different 
types of constrictions. The circles are constrictions f constant curvature. These are the 
most similar to constrictions in the network model, which are formed by spheres. Hence, 










= . (3-8) 
 
 Given the network parameters from Table 3-1, the aspect ratio of a throat can be 
approximated as the ratio of inscribed throat radii to pore radii, and LYPR is obtained 
using Equation 3-8. Once an estimate of LYPR is obtained for a specific duct geometry, 
it must be translated into an effective surface area Seff, as follows. Combining Equations 
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g . (3-11) 
Dividing Equation 3-10 by Equation 3-11 provides an expression relating the effective 























ductlin  (3-12) 
 In the network model, Seff is obtained from Equations 3-8 and 3-12. Seff is then used 
in place of S in Equation 3-5, thus generating coefficients for a semi-analytic expression 
for qduct as a function of the pressure drop, rheological prope ties, and geometric 
properties.  
 Figure 3-6 shows agreement between the semi-analytical expressions and numerical 
simulations for the Figure 3-2a duct. The comparison hows good agreement except at 
low pressure drops. The error in this range is essentially because the constant a0 in 
Equation 3-5 was adjusted to account for the converging/diverging geometry but a2 was 
not. However, because the error is at low flowrates it is relatively less important, and 
further refinement is probably not justified given that the empiricism is based on 
idealized converging-diverging ducts with simple boundary conditions. 
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Figure 3-6. Comparison of Bingham flow in a hypothetical duct (Figure 3-2a) to the 
analytical solution using the empirical equation. 
 
3.3 Numerical Solution to Non-Newtonian flow in the Network Model 
 Figure 3-7 illustrates the relationship between dimensionless flowrate and 
dimensionless pressure drop in a capillary (or converging/diverging duct; the 
functionality is assumed to be the same in this model). The shapes of these curves are 
indicative of the types of nonlinearities that must be dealt with in the numerical solution. 
For the case of power-law fluids, direct solution of the nonlinear equations using the 
multidimensional Newton-Raphson method has proved convergent and highly efficient in 
all cases tested. However, solution of the Bingham or Herschel-Bulkley flow equations is 
less stable due to the zero-flow region that appears for any yield-stress fluid (i.e., before 
the wall stress is sufficient to overcome the yield stress). 
 To address these convergence problems, a modified Bingham (or Hershel-Bulkley) 
equation is used, which approximates the true functio ality, but allows a finite flowrate to 
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occur at all pressure drops. Because the modified curve has a finite slope below the 
critical pressure drop, it lends stability to the numerical algorithm. The modified equation 
is derived by assuming power-law behavior between zero and ∆Pm, which is an arbitrarily 
selected pressure drop that is greater than the dimnsionless pressure drop required to 
initiate flow. In fitting the modified equation, two unknown parameters arise, which are 
determined by forcing continuity in the value and its f rst derivative where the modified 
curve meets the true Bingham equation (at ∆Pm). Figure 3-8 illustrates the shape of 
modified curves for matching points of ∆Pm = 2.0, 1.5, and 1.2 times the critical pressure 
drop. 
 To achieve a rigorous solution for flow of a yield stress fluid, the problem is first 
solved using the modified Bingham equation with ∆Pm = 20, which leads to universal 
convergence for the cases we have tested. ∆Pm is then lowered incrementally to a value 
near ∆P* (e.g., 1.01 ∆P*), with the pressure field from the previous solution used at each 
subsequent step down. When the matching point is reduced to some small value, the 
resulting pressure field is then used as an initial guess for the true Bingham constitutive 
equation.  
 Once a solution for the pressure field in the network is known, it can then 
be used to calculate various flow properties, the most important of which is the Darcy 
velocity (because it is the parameter of interest for modeling at the macroscopic scale). 
Certain results presented below are shown as plots of Darcy velocity versus applied 
pressure gradient. Each of these plots can be viewed as a numerical replacement for 








Figure 3-7. Plots of dimensionless flowrate versus pressure drop in a capillary tube for 









Figure 3-8. Exact and approximate solutions for dimensionless flowrate versus 
dimensionless pressure drop. Approximate solutions used during iterations to increase 
numerical stability. 
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3.4 Results and Discussion 
3.4.1 Qualitative Behavior 
 In a single pore throat, flow commences only when sufficient internal stress exists 
such that the yielded material becomes uncontained, as escribed in the discussion of 
Figure 3-4. The specific behavior is a function of the throat size, geometry, and pressure 
drop across the throat. For a capillary tube, the behavior is particularly simple, with flow 
occurring when the wall stress τw = ∆P(R/2L) exceeds the yield stress. 
 For an interconnected network, the behavior is analogous except that flow will 
occur only when the fluid yields to allow flow along a connected set of paths between the 
inlet and outlet, as shown previously in idealized n tworks (Sahimi, 1993; Shah et al., 
1998). This phenomenon is observed in the current model by applying a fixed pressure 
gradient across the packed bed and solving for the pressure in each pore. At very low 
applied pressure gradients, the fluid yields nowhere because the pressure drops (across 
pore throats) do not generate sufficient internal stres es to overcome the yield stress. At 
somewhat larger pressure gradients, selected pore throats will be exposed to large-enough 
wall stresses to exceed the yield stress. However, if nough smaller throats remain closed 
at this pressure gradient, the net flowrate remains zero. (Note that this phenomenon 
cannot be observed when the rigorous Bingham constitutive equation is enforced, 
because the pressure is indeterminate. However, it is observed with the approximate 
constitutive equation for cases where ∆Pm is arbitrarily close ∆P*. Finally, when enough 
throats yield so as to form a connected path from one end of the network to the other, 
flow is observed. 
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 In this work the threshold pressure gradient is refer d to as the lowest pressure 
gradient at which flow through the packed bed occurs. Figure 3-9 contains images of the 
network at three different pressure gradients, beginning at the threshold pressure gradient 
for the particular network/fluid combination that was used (see caption); the red color 
















Figure 3-9. Qualitative results showing percolation paths in the network model for 
increasing pressure gradient. Figure shows % of bonds pen to flow. The Bingham fluid 
modeled has rheological properties, τ0 = 10 Pa, µ0 = 0.1 Pa-s and the specified bed had a 
uniform particle diameter of 0.2 cm and porosity of 38%. The measured permeability is 
3.12×10-5 cm2. 
 
 This critical behavior has important implications for miscible fluid displacement. 
Typically, one miscible fluid will displace another completely, given sufficient time. 
However, if the displaced fluid is a yield-stress fluid, and a fraction of pore throats does 
not yield, then the displacement will be more analogous to an immiscible displacement, 
with a trapped phase remaining behind. This effect will be pronounced if the displaced 
phase has a higher bulk viscosity (e.g., water displacing a highly viscous polymer gel), 
0.2% open 23% open 76% open
 55
because the pressure gradient will decrease during the injection sequence, which may 
cause additional pore throats to return to an unyielded state. 
 A note should be made regarding the solution at low pressure gradients (below the 
threshold gradient). Numerical calculation of whether interior throats have yielded makes 
use of the pressure distribution obtained using one of the approximate equations for flow 
(see Figure 3-8). The implicit assumption is that te stress distribution in the unyielded 
material is similar to the stress distribution for fl w. (The issue here is not with the 
approximate equations versus the rigorous equations, but that no a-priori statements about 
the stress-strain behavior of the unyielded material have been made.) For a single tube, 
using the Newtonian pressure field is equivalent to assuming that the unyielded gel is an 
incompressible, linear elastic material constrained from slipping at the walls, which is not 
an unreasonable assumption. Extending this logic to the packed bed requires that the 
network-model approach be a valid way to approximate the stress propagation in the 
porous media, which is a more complex issue. While t ese considerations are important, 
they are not addressed further because the focus of this work is on flow at the threshold 
pressure gradient and above. We have shown that these solid-mechanics issues do not 
affect calculation of the threshold gradient by solving the rigorous Bingham equations 
(starting at higher pressures and moving down), and then solving the approximate 
equations (starting at low pressures and moving up). These two approaches give the same 
percolation path and threshold gradient. 
3.4.2 Quantitative Behavior 
 Using the Network model, quantitative relationship for Darcy velocity versus 
pressure gradient can be developed. Figure 3-10 contains results for a particular fluid and 
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packed-bed combination (rheological properties and morphologic properties are shown in 
the caption). Also plotted is the flow behavior predicted by the modified Darcy’s law 
(Equation 2-9) presented by Al-Fariss and Pinder (1987), using the same rheological and 
morphological properties. 
 Two major differences exist between the results from the network model and those 
obtained from the modified Darcy’s law. First, the semi-empirical model predicts the 
relationship to be linear for a Bingham fluid, with an x-intercept at the threshold gradient; 
whereas, the network model predicts a non-linear rel tionship at low pressure gradients. 
Second, the predicted threshold gradient is significantly lower for the network model, 
(giving higher Darcy velocities for a given pressure g adient in the finite flow regime). 
 The network model predicts non-linear behavior at low pressure gradients for two 
reasons. First, Equation 3-3 is nonlinear (with respect to pressure gradient) because the 
size of the unyielded core decreases with increasing flow. In contrast, the modified 
Darcy’s law uses a simplified velocity profile and the non-linear terms in the expression 
for flow are ignored. Second, the network model accounts for the natural heterogeneity in 
the packed bed. Throats in the network are of varying s ze, and therefore open 
sequentially with increasing pressure gradient, which leads to increased conductivity. 
Conversely, the modified Darcy’s law assumes a bundle of uniform-sized tubes, and the 
yield point occurs everywhere at a single value of the applied pressure gradient. This 
latter effect (i.e., heterogeneity) can be observed in the Figure 3-9 images, which 









Figure 3-10. Quantitative results of Darcy velocity versus pressure gradient comparing 
network model to the modified Darcy’s law shown in Equation 2-9. Fluid and bed 
properties are the same as in Figure 3-9. The network permeability was substituted into 
Equation 2 for comparison. 
 
 The more significant observation from Figure 3-10 is that the network curve is 
shifted to the left of the modified Darcy’s relationship. The curves are parallel at high 
pressure gradients with slope equal to K/µ0, but the network model predicts a lower 
threshold gradient and a higher Darcy velocity at all pressure gradients. There are at least 
three fundamental reasons for the difference: 
1. Parallel Heterogeneity. The bundle-of-tubes approach employed in the 
derivation of the modified Darcy’s law assumes thateach tube is the same size. 
Therefore, flow yields everywhere at exactly the same pressure gradient. In the 
network model, certain throats in the network will al ow flow to occur before 
other throats will because of microscopic heterogeneity. Accordingly, the 
threshold pressure gradient corresponds to the path (in e context of a Bingham 
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fluid) that is conductive at the lowest pressure gradient to allow flow, which is 
lower than the pressure gradient that is predicted in an average sense. Sahimi 
(1993) has observed this same behavior when comparing Monte Carlo network 
simulations versus effective medium theory for the case of transport with 
critical behavior. 
2. Series Heterogeneity. Each percolation path through a real porous medium 
contains series heterogeneities that are not captured by the bundle-of-tubes 
models. In these models an equivalent tube is created with uniform radius and 
the same conductivity as the heterogeneous throats in series. However, the 
equivalent tube does not, in general, predict the same threshold gradient. 
3. Converging-diverging throat geometries. In the network model, we account for 
converging/diverging geometry, as described previously.  In the modified 
Darcy’s law, the surface area term comes from an estimate of the hydraulic 
radius along with the bed length (the latter adjusted for tortuosity), both of 
which are derived based on semi-empirical arguments for flow of Newtonian 
fluids. Since frictional losses during creeping flow f Newtonian fluids depend 
on total surface area, the bundle-of-tubes models ar  expected to overestimate 
the threshold pressure gradient. 
3.4.3 Comparison to Experimental Data  
 A limited amount of experimental data has been published for the flow of yield-
stress fluids in packed beds (Park, 1971; Al-Fariss and Pinder, 1987; and Chase and 
Dachavijit, 2003). In each case, a simple constitutive model (Bingham or Herschel-
Bulkley) was assumed for the fluid, and rheological p rameters (i.e., µ0, τ0, n) were 
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determined using a least-squares fit to the rheological data. Data were collected for the 
pressure gradient as a function of velocity in packed beds. Al-Fariss and Pinder (1987) 
and Chase and Dachavijit (2003) referred to a threshold gradient for flow initiation, but 
for constant velocity experiments a threshold gradient can only be estimated through 
extrapolation to zero velocity. This method is somewhat subjective since a no-flow 
condition is never truly observed. 
 Chase and Dachavijit (2003) used various concentrations of Carbopol 941 solution, 
and used a Bingham equation to model shear stress ver us shear rate data. The model fit 
relatively well, although some systematic deviation was observed, particularly at low 
shear rates. Using measured rheological and bed properties (Chase and Dachavijit, 2003), 
the network model was run and compared to Chase and D chavijit’s (2003) data. Figure 
3-11 shows quite good agreement between the experimental data and the network results, 
especially noting that the network results were obtained by direct substitution of the 
packed bed and rheological properties from the referenced paper into the model, with no 
adjustable parameters. Chase and Dachavijit (2003) compared the experimental results to 
his modified Ergun equation and then added an experimental constant in the threshold 
gradient term to account for the assumptions of the bundle-of-tubes approach used in the 
derivation. Although the constant was determined from a wide range of concentrations of 
Carbopol solutions, it is not known whether the adjusted modified equation could be 
applied to other Bingham fluids and packed beds. 
 Al-Fariss and Pinder (1987) conducted flow tests uing a Paraffinic wax (Parvan 
55) in oil (Clarus-B or Clarus-C). Rheological tests were conducted for a wide variety of 
concentrations and temperatures, and the data were fit to a Herschel-Bulkley model. This 
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Figure 3-11. Comparison of Darcy velocity versus pressure gradient for the experimental 
work presented by Chase and Dachavijit (2003). The Bingham fluids used were aqueous 
solutions of Carbopol: (a) 0.37% solution with rheological parameters τ0 = 2.2 Pa and µ0 
= 0.025 Pa-s, (b) 0.6% solution, τ0 = 9.0 Pa and µ0 = 0.05 Pa-s, and (c) 1.0% solution, τ0 
= 17.0 Pa and µ0 = 0.15 Pa-s. The bed was packed with glass beads of particle diameter 




fluid chosen for comparison to our model is nearly Bingham (n = 0.97) and an excellent 
fit to the rheological model is provided in the original paper. Flow tests were performed 
in packed beds of sand (p = 0.077 cm, φ = 36%) and the permeability was estimated to 
be 3.150 x 10-6 cm2 using a Newtonian fluid. Considering that the particles were non-
spherical and probably had a size distribution, the permeability estimated by the Network 
model (3.692 x 10-6 cm2) compares favorably to the experimental permeability.  
 Figure 3-12 compares the experimental data obtained by Al-Fariss and Pinder 
(1987) to the results of the Network model. The network model matches poorly to the 
experimental data. Al-Farris and Pinder (1987) alsonote that the data match poorly to the 
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modified Darcy’s law (without any empirical adjustments). They argue that the reason for 
the discrepancy is that the effective permeability will be less for yield stress fluids (than 
for fluids without a yield stress) because some pores in the bed will contain unyielded 
fluid and will, therefore, be blocked to flow. The n twork model shows that the 
discrepancy cannot be attributed to this rheological effect because it is only significant at 
low pressure gradients (see Figures 3-9 and 3-10) and at high pressure gradients, flow 
should approximate Newtonian behavior. The major difference between the experimental 
data and network model is not the value of the thres old gradient, but rather the Darcy 
velocity at high pressure gradients, where the slope should approximately equal K/µ0.  
The order-of-magnitude discrepancy in slope between th  predicted and measured values 
must be attributed to either a reduction in the permeability of the porous medium or a 
fluid rheology that is inconsistent with that measured from bulk experiments. 
Permeability reduction in porous media caused by non-Newtonian flow is not uncommon 
and is reported in the literature (Savins, 1969). Absorption and filtration are examples of 
physical effects that may contribute to this phenomenon. However, the exact cause of the 
low observed slope in Figure 3-12 cannot be determined without further experimental 
investigation. The network model (and any constitutive model) assumes that permeability 
is a constant porous medium property and the in-situ rheology is the same as the 
measured bulk rheology. 
 Al-Farris and Pinder (1987) attempted to adjust the modified Darcy’s law to fit their 
experimental data. These adjustments were made for each specific fluid/bed combination 
that was tested and a best fit was found by altering the permeability, threshold gradient 
term, and power-law index in Equation 2-9. Since the adjustments made were not 
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Figure 3-12. Comparison of Darcy velocity versus pressure gradient for the experimental 
work presented by Al-Fariss and Pinder (1987). The Herschel-Bulkley fluid used was 
2.5% Parvan 55 in Clarus B oil at 18°C with measured rheological parameters τ0 = 3.15 
Pa and µ0 = 0.335 Pa-s, and n = 0.97. The bed was packed with glass beads of particle 
diameter 0.077 cm and 36% porosity. 
 
 
general, it is unlikely that they could be used for the prediction of flow of other Bingham 
fluids in packed beds.     
 Park (1971) used aqueous solutions of polymethylcellu ose (PMC) to conduct 
experimental tests of flow in packed beds. Rheological data was obtained by Park (1971) 
at two concentrations and two molecular weights of PMC. A Herschel-Bulkley model fit 
the data with acceptable accuracy.  However, due to the strong shear-thinning behavior of 
the fluid (n = 0.57), these data could not be compared quantitatively to the current model, 
without developing an appropriate set of flowrate equations (analogous to Equation 3-3) 
for Herschel-Bulkley fluids. Improvements can be made in the future to predict the flow 
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of Hershel-Bulkley fluids (or any rheological model) by adjusting the equations of flow 







A MACROSCOPIC MODEL FOR SHEAR-THINNING 
FLOW IN PACKED BEDS BASED ON NETWORK 
MODELING 
 
 In Chapter 3, physically-representative networks models were used to model the 
flow of yield-stress fluids in packed beds. The network models captured the inherent 
heterogeneity and interconnectivity of the porous medium and were used to obtain 
important qualitative and quantitative behavior. The network model can be used as a 
surrogate for Darcy’s law and has several advantages ov r semi-empirical models, such 
as those derived using the bundle-of-tubes approximation. 
 Although network modeling provides a good technique for quantitative modeling of 
non-Newtonian flow, a closed-form expression for Dacy velocity as a function of 
pressure gradient is more useful. The results shown in Figure 3-10 suggest that bundle-of-
tubes models have limitations, but it may be possible to develop new macroscopic models 
that approximate the results predicted in the network model. Here, a modified Darcy law 
is created for the flow of shear-thinning fluids in packed beds using quantitative results 
obtained from a network model. 
4.1 Modeling the Flow of Shear-Thinning Fluids in the Network Model 
 
 The network models utilized in this work are physically-representative and have a 
one-to-one correspondence to the original porous medium (which are packed beds of 
spheres). Therefore the networks can be used to obtain quantitative and predictive results 
regardless of the application studied. Non-linear behavior can be investigated using a 
network model created for the specific porous medium of interest. Regardless of the 
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application, boundary conditions are imposed on each f e of the network and mass 
balances are written at each pore. Expressions for flow ate as a function of pressure drop 
are needed for flow in each throat, which depend on the type of flow modeled. 
 In Chapter 3, semi-empirical equations were developed for the flow of Bingham 
fluids in ducts representative of the throats in the network model (ducts with 
converging/diverging geometry). The basic functionality was assumed to be the same as 
the flow of a Bingham fluid in a capillary tube, but the new equations included known 
geometric constants of the network throats (e.g. hydraulic conductivity, surface area, 
aspect ratio). Finite element simulations aided in the development of these equations. 
Here, analogous equations must be developed for the flow of shear-thinning fluids in 
network throats. Again, the basic approach is to use the functionality of flow in a 
capillary tube and for simplicity a power-law fluid is investigated first.  
4.1.1 Power-Law Fluids 












































πµµ  (4-3) 
 It can be shown that the flowrate relationship, q ∝ ∆P1/n is valid in any geometry 
(Shah and Yortsos, 1995; Pearson and Tardy, 2002) and the functionality of Equation 4-1 
remains unchanged in order to develop equations for flow in an irregular-shaped duct. 
The constants, g and µ’, are dependent upon the geometry of the duct, but Eq ations 4-2 
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and 4-3 cannot be used directly because they are applic ble only to capillary tubes. 
However, the hydraulic conductivity is determined in the network generation process as 
shown in Table 3-1. The effective viscosity is unknow , but a correlation as a function of 
the rheology and throat geometry can be created.  
  ( ),...,,,,' 0 Rlgnf γµµ =  (4-4) 
 Here it is postulated that Equation 4-3 can be used a  a basis, with the same 
dependence of n and µ0 on µ’. It is also assumed that for a particular throat, a single 
geometric parameter exists that can be substituted for Rd. Lopez et al. (2003) assumed 
that this geometric parameter would be the radius of a capillary with the same 













Rd  (4-5) 
 Essentially, the throat is transformed into a capill ry of specified length and 
conductivity. Figure 4-1 suggests that using the pore-t -pore distance is a better second 
constraint than the other logical options (surface rea, constriction radius, etc.). However, 
the approach is not general because it may not apply to a wide-range of throat geometries 
and non-linear flows, as shown in Chapter 3 and Appendix C.  A more general approach 
involves relating the constant Rd to geometric properties of the duct (and possibly fluid 
rheology). It is expected that the throat aspect ratio is a critical geometric property (as it 
was for the flow of yield-stress fluids) and the geometric constant, Rd, should therefore be 






Figure 4-1 Dimensionless flowrate versus dimensionless pressure drop results for flow in 
a (a) converging/diverging duct and several equivalent capillary tubes with identical 
hydraulic conductivity and a second fixed parameter, (b) pore-to-pore distance, (c) 
surface area, (d) constriction radius. 
 
 
 Appendix D). By rearranging Equation 4-3, the throat geometric constant, Rd, can 
be written as 



































If a plot of the left hand side (LHS) versus (3n- ) results in a straight line, the 
functionality of Equation 4-3 is correct and the geometric constant, Rd, can be determined 
from the slope. Figure 4-2 shows the plot is nearly linear for a throat of aspect ratio 0.3; 





Figure 4-2. A regression plot used to determine geometric constant, Rd, for a 
converging/diverging duct with aspect ratio of 0.3. 
 
 In theory, FEM simulations could be run for each throat in the network to determine 
Rd, but this would be unreasonable in practice. Instead, an empirical correlation is created 
for Rd as function of known geometric properties g, l, γR, etc. This was accomplished by 
running FEM simulations for a number of hypothetical ducts of varying aspect ratio.  
 Rd can be found from Equation 4-6 (through FEM simulations) and compared to the 
value using only the pore-to-pore distance (Equation 4-5). Figure 4-3 is a plot of this ratio 
versus the duct aspect ratio. The figure shows that the relationship proposed by Lopez et 
al. (2003) is a good approximation at aspect ratios near unity but extending the 
correlation can make it effective over a larger range of aspect ratios. Using the data, a 
correlation has been developed for determining Rd based on the known throat geometry, 











γ  (4-7)  
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Figure 4-3. Plot of geometric constant, Rd versus the duct aspect ratio with a polynomial 
fit to the data. Data was obtained from FEM simulations of axi-symmetric ducts of 
varying aspect ratio. 
 
 
 Equation 4-7 can be directly substituted into Equation 4-3 to give a new analytical 
equation for power-law flow through a converging/diverging duct. The equation works 
well, as depicted in Figure 4-4, even for fluids with a low power-law index and ducts 
with a low aspect ratio. 
 It should be reiterated that the development of a new equation for flow is 
fundamentally different than transforming the throat into an equivalent capillary tube, 
although the two may seem similar. If the network throats were transformed into 
capillaries (using equation 4-5 to determine throat adii), the new network would not be 
applicable for modeling a wide range of non-linear flows (see arguments in Chapter 3 and 
Appendix C). Furthermore, Equation 4-7 could be furthe  refined to include the effect of  
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Figure 4-4. Comparison of new analytical equation fr power-law flow in 
converging/diverging ducts to FEM data. 
 
the power-law index (since Figure 4-2 is not perfectly linear) or other geometric 
properties of a throat, such as the shape of the throat cross-section if necessary. 
4.1.2 General Shear-Thinning Fluids 
 The methodology used to model power-law flow in a etwork throat requires 
substitution of Equation 4-7 for the radius in the analytical equation for flow in capillary 
tube. The same approach can be extended to the flow o  general shear-thinning fluids. For 
these fluids, the rheology often exhibits power-law behavior at moderate shear rates and 
Newtonian behavior at low and high shear rates. The equations developed here for flow 
in network throats are applicable for both power-law fluids as well as Newtonian fluids. 
Transition regions typically exist in which the fluid rheology evolves from Newtonian to 
power-law and then becomes Newtonian again. In these regions, the shear-thinning index 
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is essentially a dynamic function of shear rate. Flow can be modeled in a throat for these 
shear-thinning fluids by substituting Equation 4-7 into the appropriate capillary equation, 
which is done in Table A-1 for an Ellis fluid. For fluids in which no equation exists for 
flow in a capillary tube, including fluids for which only tabulated data exist for shear 
stress versus shear rate, a numerical integration (Carreau et al., 1997) can be performed to 
determine flowrate as a function of pressure drop.      
 One may consider Bingham fluids (or other yield-stre s fluids) to be extreme shear-
thinning fluids with a shear-thinning index of zero at low shear rates. This reasoning 
might suggest that the flow of yield stress fluids could be modeled the same way that 
other shear-thinning fluids are modeled here. There are two problems with this approach. 
First, the equations developed here are only valid at relatively moderate shear-thinning 
indices (> 0.1), and the functionality of Equation 4-3 fails as the shear-thinning index 
approaches zero. Secondly, and more importantly, yield stress fluids require a minimum 
stress to initiate flow. In order to correctly model flow of these fluids, the equation for 
flow must accurately predict the applied pressure drop that yields the fluid. Substitution 
of Equation 4-7 for the radius in the capillary tube equation for Bingham fluids in Table 
A-1 has been shown to result in a poor approximation for flowrate in a 
converging/diverging duct. It is for these reasons that the development of such equations 
for yield-stress fluids is somewhat different in Chapter 3. 
4.2 Development of a Modified Darcy’s Law 
 The results from the network modeling simulations in Chapter 3 indicate that pore-
scale modeling can be used to obtain quantitative and predictive results of non-
Newtonian flow through packed beds. In many situations, a closed form expression for 
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Darcy velocity as a function of pressure gradient (a alogous to Darcy’s law) is more 
desirable than having to implement a network model. H re, a modified Darcy law is 
developed similar to Equation 2-7. Using network-modeling results for various 
fluid/medium systems, we calculate the constant β and investigate the dependence of the 
constant on fluid rheology and porous-medium properties. 
 To create a modified Darcy’s law for a power-law fluid, a slightly different 
approach is used than by previous authors (Bird et al., 1960; Christopher and Middleman, 
1965; Teeuw and Hesselink, 1980). Instead of assuming that the packed bed can be 
approximated as a bundle-of-tubes (e.g., with a radius exactly equal to the hydraulic 
radius), an equation is developed for flow in the packed bed based on the functionality of 
flow in capillary tubes.  
 The problems with the bundle-of-tubes approximation are analogous to the 
problems with approximating converging/diverging ducts as capillary tubes. First, fixing 
the tube radius equal to the hydraulic radius is somewhat arbitrary. Adjusting the tube 
length (with an experimental tortuosity constant) results in the correct permeability, but 
does not necessarily result in the correct relationship between Darcy velocity and 
pressure gradient for non-Newtonian fluids and other non-linear flows. Second, even if 
the porous medium could be transformed into an equivalent bundle-of-tubes (by adjusting 
the tube radius and length simultaneously), the same bundle of tubes could not be used to 
model other non-linear flows (such as the flow of a Bingham fluid). Third, certain more 
complicated flows (e.g. the flow of Herschel-Bulkley fluids) cannot be modeled using 
any bundle-of-tubes transformation (because more than two constraints are needed to 
describe flow).  
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 The flowrate (or velocity in this case) of a power-law fluid must be proportional to 
the pressure drop to the 1/n power  (q ∝ ∆P1/n) for any geometry (Shah and Yortsos, 
1995; Pearson and Tardy, 2002).  For this reason, a capillary tube must exist that 
produces the same flowrate versus pressure drop relationship as the original porous 
medium for a fluid with rheological properties n and µ0. The velocity equation for flow 
through a capillary tube can be written as 
  

























For a Newtonian fluid, n = 1 and the equation reduces to the Hagen-Poiseuille equation.  
 It is assumed that the functionality of Equation 4-8 is valid for power-law flow in 
porous media. It can be re-written in the form of Equation 2-7 if the permeability and 
effective viscosity are defined by Equation 4-9 andEquation 4-10, respectively. The 
constants, Re and Le, no longer represent the radius and length of the medium, but rather 
are empirical geometric constants. Notice that interstitial velocity has also been 

















The permeability and effective viscosity are defined h re as follows, 

































φµµ  (4-10) 
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For a packed bed of known particle diameter and porosity the Blake-Kozeny equation, 
Kozeny-Carmen equation, or network model can be used to determine the permeability, 
which can then be substituted into Equation 4-9. This information is not enough to 
determine the empirical parameters Re and Le because there are two unknowns and only 
one equation (if we assumed Re was the hydraulic radius, then Le would be simply C × L). 
However, network model simulations can be performed for a specific fluid rheology (n, 
µ0) and the effective viscosity can be calculated using Equation 2-7, the known 
permeability, and the network results. The effective viscosity can then be substituted into 
Equation 4-10 to determine Re.  
 Although it is shown above that a new equation for flow can be developed, the 
result is not particularly useful because it only applies to a specific porous medium and 
specific fluid. However, closer inspection shows that the concept can be generalized. 
First, Re is not a function of the rheological parameter µ0 (the effective viscosity is 
directly proportional to µ0). This can be verified using network model simulations. It is 
also assumed, for now, that Re is independent of the power-law index, and therefore, nly 
a geometric constant. Equation 4-10 can be rearranged to give, 


































 (4-11)  
A plot of the left hand side of Equation 4-11 versus 1-n shown in Figure 4-5 is nearly 
linear indicating that Re is approximately independent of the power-law index (the weak 
dependence on  will be discussed later). The fact that the geometric parameter, Re, is 
nearly independent of the fluid rheology is a crucial point: it suggests that by determining 
the geometric parameter, the flow of any power-law fluid (and possibly any inelastic,  
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Figure 4-5. Plot to determine Re from network model simulations. 
 
shear-thinning fluid that does not exhibit a yield stress) in that porous medium can be 
modeled.  
 The geometric constant Re still has not been related to the geometry of the porous 
medium. For packed beds of spheres, the particle diameter is an important property. The 
hydraulic radius of a packed bed is defined as, 








R  (4-12) 
Although the assumption is not made that the Re is equal to the hydraulic radius, 
qualitative arguments suggest that Re should be proportional to Rh. The plot shown in 
Figure 4-6 compares the geometric constant, Re, to the hydraulic radius for porosities 
typical of uniform diameter packed beds (36%-40%). The figure illustrates two important 
points. First, Re is not equal to Rh, indicating that a porous medium cannot be 
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approximated simply as a bundle-of-tubes with radius equal to the hydraulic radius. 
Secondly, Re is approximately proportional to Rh (in the range of porosities shown), 
suggesting that the geometric constant, Re, can be related to the particle diameter and bed 
porosity using the slope, a in Figure 4-6.  
 
Figure 4-6. Plot of Re versus Rh using network model simulations by varying the bed
porosity. Simulations were run for a bed of 1 cm diameter particles, but the correlation 
is independent of particle diameter. 
 
 
























 += φµµ  (4-13) 
Equation 4-13 is equivalent to the equation for effective viscosity shown in Equation 2-8 
if the constant β  is equal to (1/a)×(2/C)1/2 and C is the value that results in the correct 
permeability in the Blake-Kozeny equation (usually between 25/12 and 30/12). The 
difference between this model and the aforementioned modified Darcy laws (Bird et al., 
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1960; Christopher and Middleman, 1965; Teeuw and Hesselink, 1980) is that β  is not 
directly derived using the constant C found in the Blake-Kozeny equation (and an over-
simplified structure of the porous medium). The parameter accounts for the complicated 
structure of the packed bed, including tortuosity, interconnectivity, and heterogeneity.  
 The parameter β found from the network model simulations equals approximately 
1.46 for packed beds of spheres and for relatively moderate shear thinning indices 
(> 0.3), although it may vary slightly depending on the shear-thinning index. For specific 
packed beds, it may vary from the value reported here (in much the same way that the 
constant C varies in the Blake-Kozeny equation). For more complicated porous media 
(such as consolidated media) the value of β may differ significantly from the value for 
packed beds because the pore structure is significantly different. These media are 
typically very heterogeneous and a-priori prediction of permeability can be difficult. 
Accurate estimates of permeability must be determined experimentally using a 
Newtonian fluid. In the same manner, a standard power-law fluid (with known 
rheological properties) can be used to determine the constant β. If it is assumed that β is a 
porous medium property, the modified Darcy’s law (Equations 2-7 and 2-8) can be used 
to predict the Darcy velocity as a function of pressure gradient for any power-law fluid 
through that porous medium. Cannella (1988) found the constant β = 6.0 for experiments 
conducted with Xanthan in Berea sandstone and Carbon te cores.  
 The macroscopic model can be further extended to other shear-thinning fluids for 
the reasons discussed previously (these fluids are ess ntially power-law with a 
Newtonian plateau). Therefore, a modified Darcy’s law can be developed for an Ellis 













































eff  (4-15)  
The equation is generally valid because β  is only a weak function of the power-law 
index.  However, even if the model predicts flow perfectly in the Newtonian and power-
law regimes, some error may be observed in the transi io  regime. 
 Equation 4-14 can be used for predicting Darcy velocity versus pressure gradient 
for the flow of a wide-range of shear-thinning fluids in packed beds. For fluids in which 
the Newtonian plateau at low shear rates can be negl ct d, the equation reduces to the 
simpler power-law equation (Equation 2-7).    
4.3 Results and Discussion 
4.3.1 Effect of Particle Size Distribution 
 Network model simulations were run for packed beds with log-normal particle size 
distributions. The distributions ranged from uniform diameter to those with a standard 
deviation equal to 50% of the mean and the bed porosity was held constant at 38% for 
comparison. The value of β was measured for several particle size distributions, and the 
calculated values spanned a small range (1.45-1.50). Furthermore, no trend was observed, 
indicating that particle size distribution may not have a significant effect on the value. 
These results suggest that the macroscopic model can be used for packed beds of non-
uniform spheres.  
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4.3.2 Effect of Rheology on β 
 Generally β is considered a porous medium property and not a function of the 
rheological constants n and µ0. Qualitative arguments suggest that the effective v scosity, 
µeff, is proportional to µ0 and therefore β is independent of µ0. Network model 
simulations have been used to verify that β is not a function of µ0. However, the network 
model has been used to show that β is a weak function of the power-law index and the 
relationship between β and n is shown in Figure 4-7.  
 
Figure 4-7. Effect of shear-thinning index on β. The results were obtained from network 
model simulations with a packed bed of porosity of 38%. 
 
 This is an important point from a fundamental persctive because it implies that no 
single bundle-of-tubes transformation could ever perfectly model flow for a wide range 
of power-law fluids, a point made by Pearson and Tardy (2002). Nonetheless, the 
modified Darcy law can still be applied; if the dependency of n is considered important, 
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an empirical equation (based on the plot in Figure 4-7) can be substituted for β in 
Equation 4-14. However, because the functionality is weak (β only varies between 1.46 
and 1.48 for n > 0.3), it may be much more convenient to assume that β is a constant. The 
error is likely to be small considering the assumptions in the network model and other 
effects that may occur experimentally. 
4.3.3 Comparison to Network Model 
 The validity of the macroscopic model is investigated through comparison to the 
network model results. Here, it is assumed that the network accurately models flow of 
purely viscous, shear-thinning fluids in packed beds in the absence of physical effects, 
such as adsorption and pore blockage (Savins, 1969). Network simulations were run for a 
packed bed with diameter 0.1 cm and 38% porosity and a calculated network 
permeability of 8.135 ×10-6 cm2. This is consistent with the Blake-Kozeny equation when 
C is approximately 2.4, which is close to the value obtained by Carman (1937). For 
model validity, fluids with extreme shear-thinning behavior were utilized. Figure 4-8a 
compares the power-law and Ellis macroscopic models to their respective network results 
for n = 0.3, µ0 = 0.2 Pa-sn, and η0 = 5.0 Pa-s. Identical values were used in Figure 4-8b, 
but with n = 0.1. All the data depicted in Figure 4-8a are in the creeping flow regime, but 
some of the data in Figure 4-8b have modified Reynolds numbers (Sadowski, 1963) that 
exceed 1. The creeping flow regime is identified in the figure. Neither the network 
model, nor the macroscopic model account for inertial effects and the figures are shown 










Figure 4-8. Comparison of macroscopic model to network model simulations. The 
simulations were run for a network generated from a packed bed of 38% porosity and 
particle diameter of 0.1 cm. The bed permeability was measured as 8.135 ×10-6 cm2 from 
Network simulations. Comparisons were made for fluid rheological properties of (a) 
n=0.3, µ0=0.2 Pa-sn, and η0=5.0 Pa-s and (b) n=0.1, µ0=0.2 Pa-sn, and η0=5.0 Pa-s. 
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 The macroscopic models were used with β = 1.46, which was shown in Figure 4-7 
to be acceptable at moderate to high shear-thinning i dices. Figure 4-8a shows that this 
value works well even at n = 0.3, with an average error of about 5% in the calcul ted 
Darcy velocity. For power-law fluids, there must be a β that gives a perfect fit, which in 
this case is 1.49. The Ellis model also fits extremely well for both values of β, and the 
error reduces to zero at low velocities, where the fluid is approximately Newtonian. 
 In Figure 4-8b, the macroscopic models are not as successful when β is taken as the 
constant 1.46, which is not surprising given the eff ct of n on β, shown in Figure 4-7. An 
average error of about 55% is observed in Darcy velocity. A perfect fit can be obtained 
by setting β to 1.60. Using this value of β also gives a near-perfect fit for the Ellis model 
in the Newtonian and power-law regions. Some error is bserved in the transition region, 
but the error is an acceptable 20% at worst. The error in the transition region is attributed 
to the fact that the shear-thinning index evolves from 1 to 0.1 in this regime. Since β is a 
weak function of n, implementing a constant value of β in Equations 4-14 and 4-15 
cannot perfectly predict the relationship between vlocity and pressure gradient for an 
Ellis fluid. However, the fact that the error is minimal (even for extreme shear-thinning 
fluids) suggests that the Ellis macroscopic model is ffective.   
4.3.4 Comparison to Experimental Data 
 The primary purpose of these macroscopic models is for predicting experimental 
data and to be used as surrogates for Darcy’s law in continuum scale modeling. Here, 
these models are compared to existing experimental da  in order to determine how they 
can be utilized in future applications. 
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 Physical effects such as adsorption and pore-blockage (Sadowski, 1960; Savins, 
1969; Hirasaki and Pope, 1974) are well documented i  the literature, which can affect 
flow in several ways. First, these phenomena are known to result in permeability 
reduction. Second, since the porous medium morphology has been altered, the constant, 
β, is also likely to change. The in-situ rheology may also be more complicated than the 
measured bulk rheology. For example, viscoelasticity (Marshall and Metzner, 1967; 
Savins, 1969; Park, 1971) is observed in many polymer solutions and may contribute 
additional pressure drop. These effects must be considered when comparing the 
macroscopic model (applicable in ideal conditions) to experimental data.    
 Figures 4-9 and 4-10 show a comparison of experimental data in packed beds to the 
macroscopic models developed in this work. Sadowski (1960) conducted several tests of 
flow through packed beds with hydroxyethylcellulose (Natrosol), polyvinyl alcohol 
(Elvanol), and polyethylene glycol (Carbowax). An Ellis model can successfully describe 
the rheology of each of these fluids. The value of β that resulted in the best fit varied 
considerably, even for the same fluid and concentration. Figure 4-9 shows the 
experimental data for a 1.6% Natrosol solution in apacked bed. In this particular case, a 
β value of 1.65 resulted in the best fit, which is slghtly higher than the value found from 
the network results. It should also be noted that te modified Reynolds number 
(Sadowski, 1963) for the highest two velocities shown in the figure are above unity 
(approximately 2 and 5, respectively) and inertial effects may be significant.  
 Park (1971) conducted flow experiments with polyacr lamide (Separan) through 
packed beds of spheres. The steady-shear rheology fits an Ellis model well, but 
polyacrylamide is known to exhibit viscoelasticity (Park, 1971; Duda et al., 1983). This 
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Figure 4-9. Comparison of macroscopic model to Sadowski’s (1960) experimental data of 
1.6% hydroxyethylcellulose (Natrosol). The fluid is described by an Ellis model with 
parameters, α = 1.97, τ1/2 = 59.1 Pa, η0 = 0.1064 Pa-s. The bed had an average particle 
diameter of 0.1787 cm, porosity of 38.1%, and estimated permeability of 2.81×10-5 cm2. 
 
Figure 4-10. Comparison of macroscopic model to Park’s (1971) experimental data of 
0.5% polyacrylamide (Separan). The fluid is described y an Ellis model with 
parameters, α = 2.47, τ1/2 = 0.719 Pa, η0 = 4.35 Pa-s. The bed had an average particle 
diameter of 0.1621 cm, porosity of 42.3%, and estimated permeability of 3.76×10-5 cm2. 
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effect often results in additional pressure drop, which would correspond to a lower value 
of β in the macroscopic model. The data in Figure 4-10 for a 0.5 % solution of 
polyacrylamide show that the fit to the macroscopic model is relatively poor when a 
value of β =1.46 is used. However, an excellent fit is found for β = 0.85. The low value 
of β may be due, at least in part, to the aforementioned viscoelastic effects. All of the data 
were well within the creeping flow regime. 
 Recently, a limited amount of experimental data has been obtained as part of this 
work for the flow of guar gum in packed beds of glass beads. An Ellis model fits the 
rheological data well as shown in Figure 4-11 with rheological parameters η0 = 2.57 Pa-s, 
α = 3.36, and τ1/2 = 8.66 Pa. Figure 4-12 shows the flow results through a packed bed of 
approximately uniform glass beads of 0.254 cm and a porosity of approximately 38%. 
The permeability was determined experimentally by matching data at low velocities, 
where the fluid is approximately Newtonian. The value reported here, 4.19×10-5 cm2, is 
about 20-30% lower than predicted in the Blake-Kozeny quation, but permeability 
reduction is not uncommon for the flow of polymer solutions. The data show that a β 
value of 1.1 gives an excellent fit to the experimental data (all of the data shown are in 
the creeping flow regime). It also should be noted that these experiments were not 
performed as rigorously as those by Sadowski (1960), Park (1971), and others, because 
the experiments were originally performed with a different set of objectives. 
 Table 4-1 summarizes experimental data published by several authors for packed 
beds of spheres and sandpacks and includes a wide rang of fluids. The data show that 
β  (determined from a best fit to Equations 4-22 and 4-23) varies based on the fluid and 




Figure 4-11. Rheological data for 0.72% guar gum. An Ellis model fit the data well with 
parameters, α = 3.46, τ1/2 = 9.01 Pa, η0 = 2.672 Pa-s. 
 
Figure 4-12. Comparison of macroscopic model to flow tests conducted with 0.72% guar 
gum. The bed had an average particle diameter of 0.254 cm beads, porosity of 38%, and 
estimated permeability of 4.19×10-5 cm2. 
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value of the constant C is not universally agreed upon. However, for shear-thinning 
fluids, a small error in β can lead to large errors in predicted velocity. In some cases, the 
errors can be attributed to viscoelasticity, adsorpti n, filtration, inaccessible pore volume 
(Fletcher et al., 1991; Lotsch et al., 1985), the depleted layer effect (Sorbie, 1989), and 
other physical and rheological effects (Savins, 1969). The network model predicts that in 
the absence of these effects, the value of β should be approximately 1.46. The variability 
in this constant (even for similar fluids and conditions) indicates that a-priori estimates of 
flowrate versus pressure drop of shear-thinning fluids in porous media will always be 
difficult. However, experimental data do indicate that the macroscopic models developed 
here can be used for modeling such fluids if the constant, β, is treated as an experimental 
constant, in the same way that the constant C (or permeability) is usually treated as an 













Table 4-1. Experimental values of β for various fluids and unconsolidated media 













 Hydroxyethylcellulose 1.4,1.6, 1.85 Lead 
beads 
NAa 















NA Sandpack 1.67b 
Hejri et al. 
(1988) 




Guar Gum 0.72 Glass 
beads 
1.10 
a Experimental data were obtained almost entirely in the Newtonian regime, making it 
difficult to accurately determine β. 







COUPLING PORE-SCALE NETWORKS TO CONTINUUM 
REGIONS 
 
 In Chapters 3 and 4, physically-representative network models are used to model 
steady flow of non-Newtonian fluids. Qualitative and quantitative results are presented 
for network models with a pressure gradient imposed in one direction. In practice, more 
complicated boundary conditions may be defined on all six faces of the network. These 
boundary conditions could be constant pressure, constant flux, or vary over the entire 
edge of the network.  The network model represents o ly a small part of larger porous 
medium, such as a proppant-packed fracture. In practice the boundary conditions on the 
network would be dependent on flow behavior in porous media surrounding the network 
model. Here, a novel approach is developed to obtain oundary conditions by directly 
coupling pore-scale networks to continuum regions. 
5.1 Physical Problem 
 Figure 5-1 depicts two adjacent porous media, a packed bed of spherical particles 
and a less permeable region. The figure might represent part of subsurface rock adjacent 
to a natural, sediment-filled fracture, a packed tower surrounded by a less permeable 
membrane, or a proppant-packed fracture in an oil/gas reservoir as is studied here. In 
these situations, a network model could be used to investigate flow and transport at the 
pore scale in a small section of the packed bed.  
 Boundary conditions are imposed along all of the edges of the region. These 
boundary conditions might be outputs of a large-scale reservoir simulator. The boundary 
conditions here are chosen so that fluid is drawn from the continuum (reservoir) region 
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towards the more permeable packed bed (fracture) and fluid also flows downstream 
(towards xD = 0). The driving force towards the fracture depends on the reservoir/fracture 
mobility ratio (more fluid is drawn towards the fracture for a high conductivity fracture).  
 Here, it is desired to model flow in the packed beusing a network model in order 
to capture important behavior at the pore scale. For the fracture cleanup application, the 
network model could be used to investigate non-linear behavior and capture the inherent 
heterogeneity and interconnectivity in the packed b. In order to use the network model, 
boundary conditions must be imposed on all six faces. However, boundary conditions are 
only known on five faces; the last boundary at the fracture/reservoir interface is 
unknown. An obvious solution might be to choose a logical boundary condition at that 
network face, such as a constant pressure, a linearpr ssure profile (PD = xD), or another 
simple boundary condition. Qualitative behavior and predictive results could then be 
obtained in the fracture region by modeling flow at the pore scale. It is the contention 
here, however, that the boundary conditions must be chosen more rigorously because the 
network model is naturally heterogeneous; the boundary conditions should also reflect 
this heterogeneity. Furthermore the true boundary conditions must reflect flow behavior 
that occurs in both the fracture and reservoir regions. The proper boundary conditions can 
only be determined by direct coupling with the adjacent porous medium, which is done in 
this work. 
 A final note should be made regarding the boundary conditions. Simple boundary 
conditions are imposed on the outer edges of the coupled regions in order to simulate 
flow towards the fracture and upstream. The implicit assumption is that these boundary 
conditions would be supplied by another model. In some cases, the boundary conditions 
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used here may give unrealistic results. This further demonstrates the need to accurately 
describe flow on all edges of the domain. In practice, the porous media shown in Figure 
5-1 may need to be coupled to other regions to determin  the appropriate boundary 
conditions everywhere.  
5.2 Modeling Approach 
 The primary objective of this work is to model flow in the packed bed at the pore-
scale, but to implement boundary conditions obtained through coupling to an adjacent 
continuum region. This adjacent region is used as a tool to help determine the appropriate 
boundary conditions at the interface. The specific application of interest here is the 
fracture cleanup problem. For clarity, the packed bis referred to as the fracture region 
and the adjacent porous medium as the reservoir region. 
 An iterative approach is used to determine the boundary condition at the interface of 
the two regions. The basic algorithm is summarized b low. 
1. Guess a boundary condition, P, at the fracture/reservoir interface. P is a vector 
of pressures that correspond to the x,y coordinates of the M pores on the edge of 
the network. 
2. Solve for flow in the fracture region using a physically-representative network 
model and the boundary conditions imposed on all six faces (including P on the 
interface). 
3. Solve for flow in the adjacent low-permeability, reservoir region using the 





Figure 5-1. Schematic of coupled pore-scale and continuum regions with boundary 
conditions. 
 
Figure 5-2. 2D schematic that illustrates the boundary conditions in the coupled regions. 
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4. Compare the interface flowrate in the two regions at each of the M pore 
locations. Iteratively solve for the boundary condition, P, so that the vector of 
flowrates, Qr matches Qf. 
5.2.1 Network Solution 
 A network model is used to describe flow and transport in the fracture using the 
method described in Chapter 3; mass balances are writt n at each pore in the network and 
a system of N equations is solved to determine pore pressures and flowrates. Boundary 
conditions are imposed on each face of the network, which is a somewhat more involved 
procedure than implementing a pressure gradient in one direction. These boundary 
conditions are shown in Figures 5-1 and 5-2 (Figure 5-2 is shown only in 2D for clarity) 
and are summarized here. A constant pressure, PD = 0, is defined at xD = 0 and a no-flow 
condition (Q = 0) is imposed at xD = 1. At yD = 0 and yD = 1, symmetry is assumed so 
Q = 0. Symmetry is also assumed at zD = -1/4 (the fracture width is specified to equal ¼ 
of the reservoir width in these simulations). The vector of pressures P is imposed at 
zD = 0 (the x-y interface of the fracture and reservoir regions).  
 The network model contains N internal pores, which correspond to the N mass 
balances in the network. For no-flow boundary boundaries, the throat conductivities, gij, 
are assumed zero if they extend to that boundary. For constant pressure boundaries, 
external pores are added along these edges (the pores he e are aligned exactly at the 
boundary). The edge pore pressures are specified usng the known boundary condition. 
There are a total of M edge pores at the x-y interface and each element of P is the 
pressure boundary condition for the respective pore. 
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5.2.2 Continuum Solution 
 The continuity equation is used to model flow in the reservoir region, which is 
simplified using three major assumptions. First, the problem is assumed pseudo-steady 
state which reduces the continuity equation to ∇⋅v = 0. Second, flow is single-phase, 
creeping, and Newtonian, so Darcy’s law is applicable. Finally, by substituting Darcy’s 
law and assuming constant permeability, Laplace’s equation (∇2P = 0) defines flow in 















 The PDE can be solved using the above boundary conditi s and a Finite Fourier 
Transform (FFT) approach (Deen, 1998). The detailed solution for pressure PD(x,y,z) is 
given in Appendix E. Here, it is necessary to determine Qr, the vector of discrete 
flowrates flowing out of the continuum region and entering the network model (each 
element, Qr,i, corresponds to the flow into the network at a pore position (xi, yi)). The 












The area of integration, Ai, is specific to each of the M edge pores in the network model. 
The derivative at the interface can be found using the FFT approach, 
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 The 2D integral can be solved numerically for a pressure field, P(x,y) at the 
interface. However, the pressure field is unknown in general; instead the vector, P, of 
edge pore pressures is defined in a specific iteraton. In order to solve the integral, a 2D 
interpolation is performed to define the pressure field, P(x,y). 
5.2.3 Iterative Solution to the Boundary Condition 
 The correct boundary condition, P must satisfy continuity at the interface of the 
network and continuum regions; that is, the flowrates must be equal for the network and 
continuum domain at each pore. Mathematically, a system of equations may be written 
for each of the M pores on the x-y interface, 
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 (5-4)   
In vector form Equation 5-4 can be written as Qr(P)-Qf(P) = 0. The solution to the system 
of equations gives the boundary condition P (and resulting inlet flowrates to the 
network). The equations are difficult to solve because they require solutions to the 
network model and continuum model. Furthermore, they ar  non-linear in general 
because the network model (or even the continuum model if additional complexities are 
added) may be non-linear. 
 The most straightforward approach for solving the system of equations is to use a 
multidimensional Newton-Raphson technique; a Jacobian, J, of partial derivatives is 
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formed and the solution is updated iteratively using the solution to J δP = b. A major 
drawback of Newton-Raphson in this application is that formation of the Jacobian is 
computationally inefficient. Here, one formation of the Jacobian requires M solutions to 
the network model (as well as M solutions to the PDE describing flow in the reservoir 
region). The network model alone requires solution o a system of N equations (note that 
N > M) and is a computational slow step. It is impractical to form the Jacobian by solving 
the network model this frequently. 
 An alternative to Newton-Raphson is a quasi-Newton method, such as Broyden’s 
method (Press, 1992). In this method, an approximation to the Jacobian is used at each 
Newton step and the partial derivatives do not have to be evaluated. The Broyden matrix 
(approximate Jacobian) is updated each Newton iteration using the previous 
approximation to J. Generally, the initial guess for J is the true Jacobian and therefore 
partial derivatives do have to be computed during the first Newton step. In certain 
applications (e.g. those with large networks or transient processes) it is impractical to 
compute the Jacobian even once. In these cases, altrnatives have been used for the initial 
guess for the Jacobian. These include the identity matrix (Press, 1992), an approximation 
to J from the last timestep (for explicit transient processes), or partial derivatives are 
estimated without solving the network model. Broyden’s method has proven to be very 
efficient in the applications studied here. 
5.3 Results 
 The model described above can be used to investigate flow behavior and boundary 
conditions for a variety of conditions. In particular, the mobility ratio (MR = Kf µr/ Kr µf) 
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and heterogeneity in the network model can be varied. Specifically, the following 
conditions are studied, 
1. A network model generated from a simple cubic packing. The resulting 
network has no heterogeneity and the pores are aligned on a regular lattice. 
The mobility ratio is chosen as 1 and the simulation is used for model 
validation. 
2. A random sphere packing is used to generate a heterog neous network model. 
The mobility ratio is 100, allowing the fracture region to be a low-resistance 
pathway for fluid to flow. 
3. The same heterogeneous network is used as in 2, but the mobility ratio is 0.1. 
While it is typical for the fracture to be the higher permeability region, it 
could also be saturated with a high viscosity fluid, such as polymer. The high-
viscosity fluid would greatly reduce the mobility of the network. 
 
5.3.1 Simple Cubic Network 
 In order to verify the modeling, a network model is generated for a simple cubic 
packing (spheres are placed on a regular lattice without any heterogeneity). The original 
packing has 1024 spheres with particle diameter of 0.1 cm and the spheres are contained 
in a domain 1.6 cm ×1.6 cm × 0.4 cm (the packing is smaller in the z-direction). The 
resulting network model has no heterogeneity; the 1024 pores are equally spaced, as are 
the 256 edge pores (16×16 on the x-y interface). The network model has a me sured 
permeability of 4.25×10-5 cm2. 
 The network model is coupled to the adjacent reservoir egion using the method 
described above. The permeability of the continuum region is assumed 4.25×10-7 cm2, 
 98
100 times lower than in the network model. In order to make the mobility ratio 1, the 
viscosity is 100 times higher in the network (0.1 Pa-s) than in the reservoir (0.001 Pa-s). 
All simulations are conducted with a pressure gradient, (P∞-P0)/L, of 22620 Pa/cm (10 
psi/ft), but all of the results shown are dimensionless. 
 Figure 5-3 shows the resulting pressure profile, P, as a function of xD and the 
matched flowrates, Qr and Qf, along on the interface are shown in Figure 5-4. Several 
observations can be made from the plots. First, pressur  and flowrate do not vary in the y-
direction because the cubic network is homogeneous (as well as the reservoir region). A 
total of 256 edge pores are plotted, but only 16 are visible because of the regular lattice 
(any heterogeneity is caused strictly by numerical error). A contour plot of pressure is 
shown in Figure 5-5, which further demonstrates the lack of heterogeneity in the y-
direction. Second, the dimensionless flux increases  xD approaches 1. The driving force 
is for fluid to flow towards the network model and towards xD = 0. The total flow rate, 
Qnet, entering the network at through the x-y interface is 0.61 cm
3/s.  
5.3.2 Heterogeneous Network, MR = 100 
 A major objective of this work is to determine the appropriate boundary conditions 
for the network model when the original packed bed is heterogeneous. A random sphere 
packing is generated with 1000 spheres and particle d ameter of 0.306 cm. The 
dimensions of the bed are 4.64cm × 4.64cm × 1.16cm (the reservoir region has 
dimensions 4.64cm × 4.64cm × 4.64cm). The resulting network model has a permeability 
of approximately 4.24 × 10-5 cm2, which is the same as the cubic packing. The 
heterogeneous network is coupled to the reservoir reg on (Kr = 4.25 × 10-7 cm2) and water 
(0.001 Pa-s) in both regions. In this scenario, the fracture is clearly the low-conductivity 
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Figure 5-3. Dimensionless pressure at the interface as a function of dimensionless 
fracture length for the simple cubic packing. 
 
Figure 5-4. Dimensionless flowrate at the interface s a function of dimensionless 
fracture length for the simple cubic packing. Reservoir and fracture flowrates are not 




Figure 5-5. Contour plot of dimensionless pressure on the fracture/reservoir interface. 
 
pathway. Figures 5-6 and 5-7 are plots of the pressu  profile and flowrate profile, 
respectively, at the interface. These plots show heterogeneity in the y-direction (fracture 
height) in both pressure and flowrate. This is furthe  illustrated by the contour plot of 
pressure at the x-y interface in Figure 5-8. The contour lines bend allowing fluid to flow 
to low-pressure regions. The flowrate profile is particularly heterogeneous; in fact a large 
amount of fluid flows from the fracture to the reservoir. Furthermore, although the 
flowrate is higher, in general, at xD = 1 than at xD = 0, high flowrates are observed all 
along the fracture length (a few high flowrates at approximately xD = 0.7 are not shown 
on Figure 5-7 because they exceed the scale). The total net flow rate, Qout, exiting the 




Figure 5-6. Dimensionless pressure at the interface as a function of dimensionless 
fracture length for the heterogeneous packing, MR = 100. Line represents a simple fit to 
the data given in Equation 5-6. 
 
Figure 5-7. Dimensionless flowrate at the interface s a function of dimensionless 





Figure 5-8. Contour plot of dimensionless pressure at the interface for the heterogeneous 
packing, MR = 100. 
 
5.3.3 Heterogeneous Network, MR = 0.1 
 Usually, the fracture region has a higher permeability than the adjacent reservoir 
and is therefore more conductive. However, the fracture could be less conductive if 
saturated with a highly viscous fluid, such as mud, clay, or polymer. A simulation is run 
in which the network is saturated with polymer (µ = 1.0 Pa-s) and the reservoir with 
water. The simulation is performed using the same het rogeneous network as in the 
previous section. 
 The pressure profile for this simulation is depicted in Figure 5-9, which is 
approximately linear (some heterogeneity is observed). A plot of flowrates as a function 
of fracture length is shown in Figure 5-10. The figure shows a large amount of scatter due 




Figure 5-9. Dimensionless pressure at the interface as a function of dimensionless 
fracture length for the heterogeneous packing, MR = 0.1. The network model is saturated 
with high-viscosity polymer (µ = 1 Pa-s). 
 
Figure 5-10. Dimensionless flowrate at the interface s a function of dimensionless 
fracture length for the heterogeneous packing, MR = 0.1. The network model is saturated 
with high-viscosity polymer (µ = 1 Pa-s). 
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Figure 5-11. Contour plot of dimensionless pressure at the interface for the heterogeneous 
packing, MR = 0.1. The network model is saturated with high-viscosity polymer (µ = 1 
Pa-s). 
 
   The total flowrate through the network is 0.46 cm3/s, which is significantly less 
than the previous simulation (the driving force towards the fracture is smaller because of 
the high viscosity polymer).  
5.4 Implications 
 The boundary conditions obtained in the previous section were obtained by direct 
coupling of the network model to an adjacent porous media. While the boundary 
conditions are rigorous, it is also computationally difficult to determine them. One might 
be inclined to impose a simple boundary condition on the network face for computational 
efficiency. However, this can lead to large errors in the pore-scale flowrates and, more 
importantly, the total flowrate in the network model. By imposing a simple boundary 
condition on the network, an unrestricted amount of flow is allowed into the network 
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pores. In reality, the reservoir accounts for additional resistance and the boundary 
condition must reflect this behavior. 
 Consider the second simulation, in which the total network flowrate, Qnet was 
computed as 23.7 cm3/s using the coupled boundary condition. Alternatively, one might 
choose to impose PD = xD on the network interface. The total net flowrate entering the 
network for this boundary condition would be 482 cm3/s. This boundary condition 
overestimates the flowrate considerably. Furthermore, the pore-scale flowrates are 












The extremely high error in pore-scale flowrates is caused by the fact that an unrestricted 
amount of flow is allowed to enter the network when the simple boundary condition is 
imposed. The error in total net flowrate is not as dramatic because the positive and 
negative flowrates have a cancellation effect.  
 Figure 5-7 immediately implies that the boundary condition, PD = xD, might not be 
suitable. One might suggest that a better boundary condition would be to use a 
polynomial or a 2-slope line such as the one depictd in Figure 5-7. For example, the 











The boundary condition maintains the overall trend of the true boundary condition but 
does account for any heterogeneity in the y-direction or natural scatter. However, this 
boundary condition is also poor, demonstrating the importance of obtaining the true 
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boundary condition by coupling to the reservoir. The net flowrate entering the fracture, 
Qnet, is –65 cm
3/s (a negative net flow actually exits the fracture at the interface for this 
boundary condition). The pore-scale flowrates are incorrect by an average error of 
13,000%. 
 In the third simulation, the heterogeneous network was coupled to the reservoir 
region with a mobility ratio of 0.1. The boundary condition of PD = xD in this case would 
seem to be a suitable replacement for the true, coupled boundary conditions shown in 
Figure 5-10.  The total flowrate would be 0.482 cm3/s for this simple boundary condition, 
which is approximately 5% larger than the true flowrate. In this particular simulation, the 
simple boundary condition results in only a small amount of error because the fracture is 
the dominant resistance to flow (the reservoir only contributes minimal resistance). The 
average error in pore-flowrates is still a relatively high 130%, which is caused by the 






Table 5-1. Comparison of flowrates for various simulations 
Packed Bed Continuum Results 
Type SPH 
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a Flowrate obtained by setting boundary condition to PD = xD at the interface. 




MODELING POLYMER DISPLACEMENT IN 
HYDRAULIC FRACTURES AT THE PORE SCALE 
 
 The cleanup of polymers in hydraulic fractures is an important application of flow 
in porous media.  Proppant-packed fractures provide a relatively low-resistance pathway 
for the recovery of reservoir fluids. However, residual polymer left over from the 
proppant transport can greatly reduce the fracture conductivity and, therefore, 
productivity. Poor fracture cleanup is often observed and it is important to understand the 
fundamental reasons behind the phenomenon. It is believed that non-Newtonian fluid 
rheology, viscous fingering, and water leak off may all contribute to the problem. The 
vast majority of fracture cleanup modeling has been limited to continuum-scale 
modeling. However, important aspects of the cleanup problem may be affected by pore-
scale events. For this reason, it is desired to model flow at the pore-scale to obtain a 
better understanding of the qualitative fingering patterns and quantitative flowrates in a 
fracture during the cleanup process, as a function of basic parameters such as proppant 
size, fluid rheology, and imposed pressure gradients. These pore-scale results may help 
explain the fundamental reasons for the observed poor lymer cleanup and give insight 
on how to improve cleanup in the future. 
 The objective of this work is to use network models to investigate the transient 
displacement of polymers in proppant-packed fractures at the pore scale. The polymers 
used as fracturing fluids are typically non-Newtonian and may exhibit a yield stress. In 
Chapters 3 and 4, a methodology for modeling the steady flow of non-Newtonian fluids 
at the pore-scale was developed, but simple boundary conditions were imposed. In 
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Chapter 5, more complex boundary conditions were added by coupling the network 
model with an adjacent continuum region. Here, the boundary conditions must be 
obtained in a similar manner because low-viscosity fluids enter the fracture from the 
adjacent reservoir. An additional complexity is that the displacement problem is a 
transient process. The network model must be adapte so that qualitative viscous 
fingering patterns and quantitative flowrates can be investigated as a function of time.  
6.1 Mathematical Approach 
 A proppant-packed fracture is essentially a packed bed of spheres; therefore the 
network models utilized here are created using the same method described in Chapter 3. 
Computer-generated sphere packings are developed using the specified porosity and 
proppant-particle size distribution and the sphere packing is then transformed into a 
network of pores and pore throats. Once boundary conditi ns are imposed on all faces of 
the network, mass balances can be written at each pore. Pore pressures and flowrates can 
be determined by solving the resulting system of equations. 
 The difference between this work and that presented i  Chapters 3, 4, and 5 is that a 
transient process is modeled and the polymer saturation changes with time. 
Consequently, modeling flow in a specific throat is more complicated because the single-
phase equations are no longer applicable; new relationships for flowrate must be utilized 
to describe flow in a throat of both polymer and low-viscosity reservoir fluid.  
6.1.1 Assumptions  
 In order to model the transient displacement process, several simplifying 
assumptions are made. A few important ones are listed below. The invading fluid is 
assumed water (usually a water layer surrounds the fracture) and the defending fluid is a 
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water-based polymer, so capillary effects are assumed to be negligible. Since the polymer 
is water-based, some mixing would likely occur with the invading water. However, it is 
assumed that the rate of dissolution is slow and no mixing occurs. A mixing parameter 
could be added in the future if necessary. No diffus on is included in the current network 
model simulations. However, the algorithm has been constructed to account for diffusion 
using an operator splitting method. This aspect of the model can be implemented in 
future investigations.   
6.1.2 Boundary Conditions 
 The network is generated from a sphere packing that is enclosed in a 3-dimensional, 
rectangular domain as is described in Chapter 3. Inorder to simulate the shape of 
fracture, the network dimensions are chosen so that the thickness is much smaller than 
the height or length (the thickness being approximately equal to the thickness of a real 
fracture; the other two dimensions being very small compared to a real fracture). 
 Several options exist for choosing the boundary conditions to impose on the 
network. The most common choice is to fix the pressure on two opposing sides of the 
network, thus imposing a pressure gradient onto the system. Alternatively, one can 
specify pressure on a single face, and also impose a total volumetric flowrate. In 
modeling the fracture-cleanup problem, the boundary conditions are significantly more 
complex: Reservoir fluids can enter the packing from the sides of the fracture; at the 
same time, water and polymer may flow into the end of the packing, representing flow 
from upstream in the fracture. Finally, it may be important to restrict flow out from along 
the sides of the network, reflecting the fact that t e polymer does not readily flow into the 
formation. 
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Here, the boundary conditions on the network model ar  chosen to mimic the flow 
behavior in the fracture and are identical to the boundary conditions described in Chapter 
5. Fluid enters the side of the network from the adjacent reservoir region and a pressure 
gradient draws fluid towards x = 0. The boundary condition, P(x,y), is determined 
iteratively by coupling to the adjacent reservoir (as is done in Chapter 5). Since a 
transient process is modeled, the pressure field at the interface changes with time as the 
network becomes saturated with water.  
 The PDE describing flow in the reservoir is the same as the one in Chapter 5 
(Laplace’s equation) and an FFT approach is used to the solve the PDE. However, the 
boundary conditions for the reservoir region are slightly different than those used in 
Chapter 5. At zD = 1, the pressure is assumed constant, PD = 1. A no flow condition is 
imposed at yD = 0 and yD = 1. At xD = 0, symmetry is assumed (Q = 0) and the pressure is 
constant, PD =1, at xD = 1.  
6.1.3 Solution  
 Once the boundary conditions are declared, the transient flow problem can be 
solved in the network using a fairly standard timestepping scheme. An IMPES-like 
approach is employed here in which nodal pressures are updated implicitly at each 
timestep, followed by explicit updates of polymer saturations. (Nodal pressures are 
solved using the method outlined in previous work.) Specifically, the algorithm proceeds 
as follows:  
1. Solve for the current pressures in the network using the current boundary 
conditions and local saturations in the network. 
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2. Use the known pore pressures to determine the flowrate in each throat, total 
flow in/out of the network, and fraction of polymer and water flow out of the 
network during the current timestep. 
3. Select a timestep ∆t such that the largest change in polymer saturation in a y 
given pore is below a specified value (e.g. 5%). 
4. Update polymer saturations in each pore explicitly, according to the flow that 
occurs during the current timestep.  
5. Repeat steps 1-4 for the new timestep and new saturations. 
6.1.3.1 Current Pressure Solution 
 Since an explicit method is used in the transient modeling, pore pressures are 
updated in each timestep. These pressures are computed in the same manner as the 
steady-state case; mass balances are written at each pore, and the solution of pressures 
ensures mass is conserved at each pore in the network. The only difference for the 
transient case is that the network is saturated with bo h water and polymer. Since the 
rheology of these fluids is different, the equations for flowrate as a function of pressure 
drop will be different. The goal is to determine an equation relating the flowrate to 
pressure drop for each throat, so that nodal pressu can be computed.  
 Even for the case of steady flow, equations for flwrate versus pressure drop in 
each throat are unique, because the size of each throat is unique. In the transient case, the 
fluid composition (water and polymer) also affects the relationship for flow because the 
resistance to flow depends on the fluid’s rheology as well as the geometry of the throat. 
For the transient modeling here, three distinct throat types are considered: (1) those 
containing pure polymer, Sp = 1, (2) those containing pure water; Sp = 0, and (3) those 
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containing both polymer and water, 0 < Sp < 1. For cases 1 and 2, the equations are 
simple and can be taken from Table A-1. For throats with pure water, the Hagen-Poiselle 
equation is used with the appropriate viscosity. For polymer, the correct rheological 
model is chosen and its rheological properties are substituted into the equation from 
Table A-1. The third case is more difficult, because the equations in Table A-1 pertain 
only to single-phase flow. 
 In a given timestep, the polymer saturation of each throat is known. However, the 
distribution of water and polymer in throats for the t ird case is not known. Several 
possibilities for the fluid distribution exist, including those depicted in Figure 6-1. In 
reality, throats may have fluid distributions that follow any of these patterns (or some 
combination) and diffusion would cause smearing at the interface. Since it is impossible 
to know the exact distribution, it is important to choose one that, (1) has some physical 
justification, and (2) can be used to develop a reltionship between flowrate and pressure 
drop. 
 
Figure 6-1. Hypothetical distributions of water and polymer in a throat with known 
saturations.  Water is assumed to be on the high pressu e end of the throat. Polymer is 
represented by shaded region. 
 
 For the cases studied here, water is the invading fluid and is flowing from areas of 
high pressure to low pressure, therefore displacing the polymer in the network. A 
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reasonable assumption is that water displaces polymer in a throat in a plug flow manner, 
where the water is on the high-pressure end of the throat. This scenario is depicted 
qualitatively in Figure 6-1a. The nondimensional lengths of the throat that are saturated 
with water and polymer are equal to their respectiv throat saturations. For mathematical 
purposes, the capillary throat can be divided into tw  capillaries in series as shown in 
Figure 6-2. 
 
Figure 6-2. Hypothetical throat with known saturation split into two cylindrical throats in 
series. The length of each throat is determined from the respective saturations. 
 
 The partial throats are much easier to describe mathematically because they each 
contain a single fluid. Expressions for flowrate versus pressure drop can be written for 
the respective fluids using Table A-1. For example, if the polymer is assumed to be a 
Bingham fluid, the following equations can be written for flow in each capillary.  





























































 Although the explicit equations for flowrate are applicable, the interface pressure 
(Pint) is unknown. However, by a mass balance, q1 must equal q2 and equations 6-1 and 6-
2 can be set equal to each other. For the special case that both fluids are Newtonian, an 
analytical equation for Pint can be derived and placed back into equation 6-2 to find q as a 
function of ∆P. If the polymer is non-Newtonian, then a non-linear quation results by 
equating q1 and q2.  For example, 
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 (6-3)    
The solution for Pint is solved iteratively using a Newton-Raphson algorithm and then 
placed back into the original equations, (6-1) or (6-2), to calculate the flowrate for the 
given pressure drop. 
 The major objective is to develop relationships for fl wrate in a throat as a function 
of pressure drop. The method described above for water/polymer throats was chosen 
because of its mathematical simplicity and fundamental physical arguments. Once these 
relationships for flowrate are developed, pore mass balances can be used to iteratively 
solve the pore pressures in the network. 
6.1.3.2 Flowrate Calculation 
 Once the pore pressures are determined in the network, they can be used to solve 
the flowrate in each throat as well the total flowrate in the network. The individual throat 
flowrates can be easily determined when the pressur drop is known across that throat. 
The method was described in detail in the previous section. The throat flowrates are used 
to determine how much fluid advances in a given timestep. 
 It is important to determine the total flowrate in the network as well as the total 
component flowrates (polymer and water). The total flowrate is calculated by summing 
the flowrates of all throats that are inlets (allowing water to enter the network) or 
summing the outlet throat flowrates. The two must be equal for mass conservation.  
Although the inlet throats are pure water, the fluid in the outlet throats may be either 
polymer or water. The total component flowrates in the network are computed by 
summing the throats containing polymer and water, respectively. 
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6.1.3.3 Updating Time and Saturation  
 Once the steady-state solutions for pressure and flowrates are computed at the 
current timestep, the transient solution requires an update of the time and polymer 
saturations in the network. A timestep is chosen in order to obtain solutions with an 
acceptable degree of accuracy. The method for choosing the timestep is an adaptation 
from methods used in reservoir simulations. Since this is an explicit method, the new 
timestep is based on information from the last timestep. Here, the algorithm searches for 
the pore that had the largest change in saturation in the last timestep. A ∆t is then chosen 
for the next timestep so the same pore would have hd a saturation change below an 
acceptable value (e.g. 5%).  
 Once the timestep is chosen, fluid can be advanced i  the network using the known 
throat flowrates. For a given throat, the total volume that flows in and out during the 
current timestep can be calculated by the simple equation ∆V = Q ∆t. Likewise, the total 
volume that flows into a pore during a timestep is equal to the sum of flow volumes from 
the adjacent throats. 
 Advancing the fluid saturations is particularly important in the throats/pores that 
have changes in polymer saturation due to the inflow of water. Consider a throat with a 
known saturation from the last timestep as shown in Figure 6-3. The saturation will 
change in the updated timestep due to water entering the throat and the polymer leaving. 
Figure 6-3 illustrates the saturation of the new throat and how it is calculated. The pore 
saturations are calculated in a similar manner and the overall polymer saturation is 









 Once this new timestep is updated and some throats have changes in saturation, the 
old equations for flowrate versus pressure drop no lo ger apply, because the effective 
viscosity in these throats have changed. Therefore the old pore pressures will not satisfy 
the governing mass balances. A new solution for the por  pressures in the network must 
be computed (step 1), and the iterative procedure is peated until there is no change in 
saturation in the network. For Newtonian fluids, a teady state is not expected until the 
network is completely saturated with water.  For fluids that exhibit a yield-stress, steady 
state may be reached before the polymer is completely removed. 
6.2 Results and Discussion 
 Simulations have been run to model the transient displacement of polymer in the 
fracture by low-viscosity reservoir fluids (water). The simulations have been conducted 
on a random packing of 1000 uniform spheres (a size distribution and spatial correlation 
could have been added if necessary). The dimensions of the packing are 0.1665 cm × 
0.666 cm × 1.665 cm. These dimensions are chosen to mimic the width of the typical 
fracture, (meaning that the width dimension will be modeled without upscaling). The 
length and height of the network are small, and represent only a certain point along the 
fracture length. For clarity, we will continue to refer to upstream as fracture tip and 
downstream as wellbore, despite the packing’s small size. The sphere diameter is chosen 
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as 0.06 cm, which is a typical proppant size (30 mesh). The porosity of the packing is 
40%. The proppant-pack permeability is computed to be 4.34×10-6 cm2  (440 D). 
 The reservoir and wellbore pressures are chosen so that a constant pressure gradient 
(2262 Pa/cm, or 10 psi/ft) is applied. This pressure gradient is consistent with the 
drawdown pressure gradient observed in many reservoir/f acture systems. In all cases 
studied, the reservoir permeability is 4.4×10-9 cm2  (440 mD). Therefore the 
network:reservoir permeability ratio is 1000. 
6.2.1 Base Case 
 The rheology of the defending fluid (polymer) and the boundary conditions can be 
changed to evaluate flow through the network. As a base case for comparison, the 
displacement of a Newtonian fluid (0.001 Pa-s) is modeled with the same viscosity as the 
invading water (0.001 Pa-s).  
 Results for this base case simulation are shown in Figures 6-4 and 6-5. Figure 6-4 
shows qualitative results of flow in the network. Water flows into the network through 
the sides and flows toward x = 0, because of the applied pressure gradient.  The figure 
depicts the packing on its side (length and height shown) and the results are averaged in 
the z-direction (thickness). The shaded region represents high concentration of water and 
white represents high concentrations of polymer. As water is injected into the network, it 
displaces polymer, which exits at x = 0, thus reducing the polymer saturation with time. 
No viscous fingering is observed due to the mobility ratio of the fluid (1:1). The 
qualitative results show that fluid enters the side of the network all along the x-direction, 
but “cleanup” occurs primarily in the back of the ntwork and moves towards x = 0.  
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 Figure 6-5 presents some important quantitative results. The initial flow rate in the 
network is 0.0298 cm3/s. Since the viscosity of the fracturing fluid is the same as the 
invading water, the flowrate in the network is consta t. The simulation may be analogous 
to an ideal case in which the fracturing fluid is completely broken before cleanup 
operations and the fluid’s viscosity decreases to a value near that of water. The saturation 
of the fracturing fluid decreasing monotonically until the network is saturated with the 
invading water. 
6.2.2 High Mobility Ratio 
 Another simulation was run in which the viscosity of the fracturing fluid was much 
higher (0.1 Pa-s) than the invading water. The fracture is still more conductive than the 
reservoir, because the permeability ratio (Kf/Kr) is 10 times higher than the ratio of 
viscosities (µf/µr). Figure 6-6 shows the qualitative results for flow in the network. Once 
again cleanup begins primarily at xD = 1 and fluid moves towards xD = 0. However, for 
this case the mobility ratio between the fluids is high (100) and some viscous fingering 
occurs. (Viscous fingering is more apparent in the visualization of one-dimensional 
displacements. It is difficult to visualize in these figures because the networks are 
relatively small, and because fluid flows into their sides.)   
 Quantitative results are shown in Figure 6-7. As expected, the saturation decreases 
monotonically towards zero. Initially, the saturation decreases quickly, but once low-
viscosity channels form in the network, water from the reservoir prefers to flow through 
the low-resistance pathways instead of displacing the high-viscosity fracture fluid. As a 
result, the remaining polymer is slowly displaced until equilibrium is reached. The total 
flowrate in the fracture increases with time; the fracture becomes more conductive as it is  
 120
 
Figure 6-4. Qualitative plots for Newtonian displacement in the network model. The 
defending polymer was given a viscosity of 0.01 poise and the invading water 0.01 poise 
for a mobility ratio of 1. The four individual figures represent total polymer saturations of 
(a) 95%, (b) 90%, (c) 75%, and (d) 50%. 
 
Figure 6-5. Quantitative plots for Newtonian displacement (mobility ratio of 1) in the 





saturated with low-viscosity fluid. However, the flowrate at equilibrium is only about 1.5 
times higher than the initial flowrate, despite thefracture’s conductivity increasing by a 
factor of 100. The invading water must flow through two resistances, the reservoir and 
the fracture. Although the fracture conductivity is 100-times higher at equilibrium, the 
reservoir resistance is unchanged and is dominant resistance (since the permeability ratio 
is 1000). The flowrate in the fracture does not increase by a factor of 100, because the 
reservoir remains the dominant resistance.  
 Fig 6-8 shows contour plots in the reservoir at various fracture saturations (times).  
The plots illustrate the changes in flow patterns in the reservoir as the interface boundary 
condition changes with time. Flow is perpendicular to the contour lines and these lines 
show that flux is highest at xD = 1 (fracture tip) and is also high near the wellbore. The 
plots show that the reservoir/fracture interface prssure decreases significantly with time. 
As the network becomes saturated with water, it becomes more conductive, and the 
applied pressure gradient on the network decreases. Also, the contour lines become more 
parallel with the interface with time. The higher conductivity allows for more flow into 
the network. 
6.2.3 Yield-Stress Fluid 
 Fracturing fluids are generally non-Newtonian and may exhibit a yield stress. The 
non-Newtonian behavior is important because viscosity i  a function of shear rate. The 
existence of a yield stress is important because a minimum pressure gradient is required 
to initiate flow of such fluids. The relevance to the cleanup process in hydraulic fractures 




Figure 6-6. Qualitative plots for Newtonian displacement in the network model. The 
defending polymer was given a viscosity of 1.0 poise and the invading water 0.01 poise 
for a mobility ratio of 100. The four individual figures represent total polymer saturations 
of (a) 95%, (b) 90%, (c) 75%, and (d) 50%. 
 
Figure 6-7. Quantitative plots for Newtonian displacement (mobility ratio of 100) in the 
network model. The initial flowrate, Q0, is 0.0201 cm







Figure 6-8. Contour Plots of dimensionless pressure in the reservoir at saturations of  (a) 
95%, (b) 90%, (c) 75%, (d) 50%. The 2D plots represent a slice of the reservoir at 
yD = 0.5. 
 
overcome the yield stress of the fluid, the fluid will not move and will be left trapped in 
the fracture. For Newtonian fluids, or non-Newtonian fluids without a yield stress, 
displacement by a miscible fluid (regardless of the viscosity ratio) results in 100% 
cleanup given sufficient time. The existence of a yield stress is one possible explanation 
for poor observed fluid cleanup. 
 In order to model the flow of a non-Newtonian fluid in the network model, a 
constitutive equation must be chosen to represent th  relationship between shear stress (or 
viscosity) and shear rate. Although in theory any constitutive model could be used to 
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model flow in the Network, the well-known Bingham model (Equation 2-5) is chosen 
here for initial studies. The rheological parameters, µ0 and τ0, can be measured 
experimentally for a specific fluid, but hypothetical values are used for the theoretical 
study here. Ideally, the constants would be chosen for easy comparison to the simulation 
with the mobility ratio of 100. However, the viscosity of non-Newtonian fluids is a 
function of shear rate and, therefore, will be a function of both space and time. For a 
simple comparison, the Bingham plastic constant, µ0, is chosen to equal 0.1 Pa-s and the 
yield stress, τ0, as 2.0 Pa. The viscosity of the fluid would be 0.1 Pa-s (the same as in the 
previous simulation) at high shear rates. 
 The equation for flow of a Bingham fluid in a capillary throat is given in Table A-1. 
If the shear stress at the throat wall exceeds the yield stress, the relationship between 
flowrate and pressure drop is nonlinear; if the wall stress does not exceed the yield stress 
then no flow occurs. The no-flow condition causes the solution to the pressure field in the 
network to be numerically challenging to compute. Although methods have been 
developed to achieve an exact solution to the pressu  field, it is more computationally 
practical to find an approximate solution (especially for the pressure boundary condition 
at the interface). The approximate pressure field is computed implicitly by allowing a 
small amount of flow in a throat even if the wall stre s is less than the yield stress. The 
method is outlined in more detail in Chapter 3. It should be noted, that once the pressure 
field is determined, saturation is updated explicitly and fluid only advances if the wall 
stress exceeds the yield stress. 
 The qualitative flow patterns for water displacing the yield-stress fluid are shown in 
Figure 6-9. Once again, the fluid appears to cleanup primarily near xD = 1. For this 
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simulation, “pockets” are observed in the network (even near xD = 1) in which the 
polymer does not readily cleanup. The inherent heterogeneity in the network model is 
able to capture this phenomenon, whereas a continuum model would not. At equilibrium, 
a significant portion of the network remains saturated with polymer.  
 A quantitative plot of saturation and flowrate versus time is shown in Figure 6-10. 
The saturation decreases monotonically but reaches equilibrium at approximately 70% 
polymer, well before 100% cleanup. Given the assumptions in the model (no diffusion, 
mixing, or change in rheological properties), the result is a steady state and the 70% of 
fracturing fluid trapped in the network will never be displaced.  
 It should be noted that at t = 0, only about 17% of the throats are closed to flow. If 
the applied pressure gradient in the fracture were to main constant, it would be logical 
that the maximum number of throats closed at any given time would be this amount. In 
fact, since the network becomes saturated with water, th  shear stresses would tend to 
redistribute to the throats containing the viscous, fracturing fluid and more throats would 
open to flow. However, the solution does not show this phenomenon. Since the network 
is coupled to the reservoir, the interface pressure boundary condition changes with time. 
As the network becomes saturated with water (and has a higher effective conductivity), 
the pressure at the reservoir/fracture interface dereases with time because the reservoir 
becomes more of the dominant resistance to flow. The change in boundary conditions 
results in a lower applied pressure gradient. Although the total flowrate in the network 
increases with time, the shear stress decreases in many throats, resulting in closed throats 
that were previously open to flow. At equilibrium, approximately 74% of the throats 
contain unyielded polymer. 
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 Figure 6-10 also illustrates the increase in flowrate with time. Comparison to 
simulation #2 is difficult because the viscosity is not constant. The initial flowrate, Q0, in 
the network is 0.019 cm3/s. At equilibrium, the flowrate, Qf = 0.0296 cm
3/s, is less than 
the equilibrium flowrate for simulations 1 and 2, Qf = 0.0298 cm
3/s, because of the 
trapped polymer in the network. However, the difference is small because the reservoir 
conductivity is the primary resistance, and increasing the network conductivity only 















Figure 6-9. Qualitative plots for displacement of a non-Newtonian fluid with a yield 
stress in the network model. The defending fracturing fluid was given a Bingham plastic 
constant of 1.0 poise and a yield stress of 2.0 Pa. The invading water had a viscosity 0.01 
poise. The four individual figures represent total polymer saturations of (a) 95%, (b) 
90%, (c) 75%, and (d) 70.7% (equilibrium). 
 
Figure 6-10. Quantitative plots for displacement of yield-stress fluid in the network 
model. The initial flowrate, Q0, is 0.019 cm
3/s and the final flowrate, Qf, is 0.0296 cm
3/s. 








RHEOLOGY OF BORATE CROSSLINKED GUAR GUM 
 
 Modeling flow in porous media requires an understanding of the rheology of the 
fluid as well as the morphology of the medium. In Chapters 3-6 physically-representative 
network models were used to represent the morphology of computer-generated sphere 
packings. Non-Newtonian flow can be modeled in the network by choosing a constitutive 
model and rheological constants that adequately describ  the rheology of the fluid. 
Usually, a chosen rheological model is empirically fit to experimental data for viscosity 
(or shear stress) versus shear rate.  
 The objective of this work is to investigate the rology of a common fluid used in 
hydraulic fracturing, guar gum crosslinked with boric acid. The rheology of this fluid is 
known to be very complex, exhibiting viscoelasticity, hysteresis, and other time 
dependent behavior, but these phenomena are not direc ly investigated in this work. Here, 
the steady shear rheology and rheological properties such as the yield stress are studied 
for the purpose of direct substitution into the network model. Specifically, it is desired to 
(1) determine if the fluid exhibits a yield stress, (2) quantitatively measure the yield 
stress, and (3) fit the steady shear data to a rheological model and determine the 
rheological parameters. 
7.1 Fluid Preparation 
 The borate crosslinked guar gum is prepared in a manner consistent with fluid 
preparation by Schlumberger Technology Corporation. Guar gum (in a specified 
concentration) is added to De-ionized water. A small amount of sodium azide (0.0001 
g/L) is added to the water if the sample is not used immediately. The mixture is then 
 129
hydrolyzed in a blender for at least 20-30 minutes to produce the linear guar mixture, 
which is allowed to cool to ambient temperature. 5 ml/L of a 2% NaOH solution is added, 
followed by 0.144 g/L boric acid, while mixing at a high speed in the blender. The fluid 
crosslinks immediately. The pH is then measured, which is approximately 10 if 
crosslinked properly. In some cases 0.6g/L of magnesium oxide is added instead of 
sodium hydroxide. The advantage of using MgO is that t e crosslinking is delayed and 
occurs several minutes after mixing. All tests are performed at ambient temperature. 
7.2 Yield-Stress Tests 
 Fluids exhibit a yield stress if they have a 3-dimensional microstructure (Carreau et 
al, 1997). Qualitative arguments suggest that the fluid investigated here should have a 
yield stress based on the crosslinked structure (Figure 2-3). The goal of this work is to 
determine if the gel does in fact exhibit a yield stre s and to obtain quantitative 
measurements. Yield stress measurements are historically difficult (Nguyen and Boger, 
1983) and is particularly challenging for this fluid because it is crosslinked. Also, yield 
stress measurements are often inconsistent and subjective due to viscoelastic effects and 
slip. A few different techniques are used here to measure the yield stress of crosslinked 
guar with emphasis on the slotted plate technique (Zhu et al., 2001). 
7.2.1 Flow Curve Extrapolation 
  The most common and simplest method for measuring yield stress is extrapolation 
of a flow curve to zero shear rate. Usually shear stres  versus shear rate is measured on a 
rheometer; a rheological model is then fit to the data at low shear rates to fit for the yield 
stress value. Here, a TA-AR2000 rheometer (courtesy of Tulane University) with couette 




Figure 7-1. Shear stress versus shear rate data for 4.8 g/L borate crosslinked guar gum 





for a crosslinked guar. The results at low shear rates re shown in Figures 7-1a and 7-1b 
for a concentration of 4.8 g/L.    
 A Bingham model fits the data in Figure 7-1a (shear rates 0.5-4.0 1/s) relatively 
well and suggests that the yield stress is approximately 11 Pa. However, data at lower 
shear rates (0.001-0.011 1/s) in Figure 7-1b indicate that the fluid does not exhibit a yield 
stress (statistically zero). A Newtonian model fitsthe data with acceptable accuracy. 
 Figures 7-1a and 7-1b suggest that this test is not reliable for yield stress 
measurement for this fluid for several reasons. First, the test is subjective and clearly 
depends on the range of shear rates taken. Furthermor , there is no guarantee that a 
different number would not be obtained if data could be obtained at lower shear rates. 
Second, slip at the fluid/couette interface can give misleading results (this problem is 
particularly apparent for this crosslinked gel). It is certainly possible that the fluid 
exhibits a yield stress, but is not observable at low shear rates because of slip. Finally, the 
yield stress indicated by this test is a fitted parameter and not a true measure of the stress 
required to induce flow. 
7.2.2 Shear Stress Ramp  
 One direct test for measuring yield stress is the shear stress ramp. In this test, the 
shear stress is quickly increased (within seconds) and the instantaneous fluid viscosity is 
measured. A yield stress is indicated by a dramatic decrease in viscosity at that stress. 
Figure 7-2 shows the stress ramp for crosslinked guar (4.8 g/L) using a Rheometrics 
Scientific rheometer. A couette geometry was used and the outer cup had a diameter of 
34 mm, and the inner bob had a diameter of 30 mm. 
   
 132
 
Figure 7-2. Instantaneous viscosity versus shear stress for 4.8 g/L borate crosslinked 
guar. The data were taken using a Rheometrics Scientific rheometer. 
 
 The data suggest a value of about 28 Pa. It is, however, difficult to determine if 
these values correspond to a true yield stress. The decrease in viscosity is relatively 
moderate; less than a 40% reduction is observed between 28 Pa and 60 Pa. Furthermore, 
a true yield stress fluid would (by definition) have an infinite viscosity at stresses below 
the yield stress, whereas the viscosity increases in the low stress regime shown in Figure 
7-2. 
7.2.3 Vane Technique 
 The vane rheometer (Nguyen and Boger, 1983) is a te t that has been shown to be 
much more reliable for measuring the yield stress than other common tests (such as flow 
curve and stress ramp). This direct test is much more fundamental; it is based on the 
expected Hookian behavior between shear stress and train of a solid.  
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 A vane rheometer was used to determine if crosslinked guar exhibits a yield stress 
and, if so, the magnitude of it. The tests were conducted using the TA-AR2000 rheometer 
with the vane geometry. Dimensions of the vane are as follows: vane diameter (Dv) of 32 
mm, vane height (Hv) of 42 mm, and cup diameter was 37 mm. The vane spe d was set at 
0.021 rad/s. The fluid used in these tests was a 9.6 g/L crosslinked guar, which is more 
concentrated than the fluid used in the previous tests. 
 Figures 7-3a and 7-3b show the torque (proportional to stress) versus time 
(proportional to strain) response for a crosslinked guar sample. Three tests were 
conducted to determine the repeatability. At large times the curves deviated from each 
other (which may be a result of viscoelasticity or slip), but the curves were similar at 
early times (<5 seconds) in the “linear” portion of the curve. The yield stress can be 

























 Using the dimensions reported above, Kv is 8.47×10-5 m3. There is some 
subjectivity in determining Tm, the maximum torque before yield. It is often taken as the 
actual maximum value measured, but the true Hookian behavior is observed only in the 
linear region. The non-linearity is sometimes associated with viscoelastic effects, which 
may depend on the time scale of the measurement. Here,Tm is taken at the point in which 
the curve deviates from linearity and should correspond to the static yield stress (Zhu et 







Figure 7-3. Torque versus time for 9.6 g/L crosslinked guar using vane geometry on TA-
AR2000 vane rheometer. The two figures are shown for di ferent time scales. 
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500-1000 µNm. Using equations 7-1 and 7-2, the static yield stres  is calculated as 6-12 
Pa for the 9.6 g/L gel in Figure 7-3. 
 The vane test suggests that crosslinked guar gum does exhibit a yield stress because 
the torque increases with time (there would be virtually no increase in torque for a fluid 
without a yield stress).  However, it is not certain if the measured values of the yield 
stress are accurate. Slip may have occurred in these tests because the gap size in the 
rheometer is relatively small (2.5mm). The additional slip could result in an 
underestimated value of the yield stress.  
 Yield stress tests with a different vane rheometer have been performed at 
Schlumberger Technology Corporation in Cambridge, UK. In these tests, completed by 
John Crawshaw and Jonathon Abbot, a 9.6 g/L borate c osslinked guar sample was used 
in the measurement. The vane height and diameter wer  each 35 mm and the cup 
diameter was at least 3 times the vane diameter. No apparent slip occurred at the outer 
wall of the cup in these tests. The unpublished results are shown in Figure 7-4 for stress 
as a function of deflection radians (the yield stress corresponds to the maximum stress in 
this plot).  This data suggest that the yield stres is several orders of magnitude higher 
(1500-3000 Pa) than the values reported here using the TA-AR2000 vane rheometer. The 
higher value might be the result of a larger gap size  in the vane used at Schlumberger.   
7.2.4 Slotted Plate  
  The slotted plate method is based on the same princi les as the vane method; a 
Hookian response is expected between stress and strain until the sample yields. Figure 7-
5 is a schematic of the slotted plate test available t Tulane University in the laboratory of 
Dr. Daniel DeKee. The sample is placed on a linear motion stage and the slotted plate is  
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Figure 7-4. Unpublished data from Schlumberger for 9.6 g/L borate crosslinked guar 
using a vane rheometer. The measured yield stress for the three tests correspond to the 
maximum stress on the curves. 
 
Figure 7-5. Schematic of the slotted plate instrument for measuring yield stress (Zhu et 
al., 2001). 
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suspended into the sample. The plate hangs from a balance via a thin steel wire. An initial 
force is measured on the balance, which corresponds t  the weight of the plate (and wire) 
minus the buoyancy force. The linear motion stage is then lowered at a constant rate and 
the force on the balance is recorded as a function of time. Additional details of the test are 
given in Zhu et al. (2001). 
 A typical force versus time curve for the slotted plate test is shown in Figure 2-1. If 
the sample does not exhibit a yield stress, no increase in force is expected (a small 
increase may be observed due to surface tension effects). The yield stress can be 
calculated using the plot and Equation 7-3. 
  
S
FF i−=0τ  (7-3) 
 The final force, F, is taken at point A on the curve in Figure 2-1, which is the point 
that the curve deviates from linearity. This value corresponds to the “static” yield stress, 
although the fluid does not completely yield until point B is reached. The nonlinear 
regime between points A and B is usually associated with viscoelasticity. Substituting the 
measured force at point B in Equation 7-3 would result in a value for the “dynamic” yield 
stress value, which may vary depending on the time scale of the test (Zhu et al., 2001). 
 Yield stress measurements were made for several concentrations of crosslinked 
guar using a slotted plate with a surface area of 1.79× 0-3 m2. The slotted plate was 
inserted manually into the gel, which required breaking the gel structure briefly. The test 
was usually conducted a few minutes after the plate w s inserted into the sample. Figure 
7-6 shows the force versus time response for a 4.8 g/L gel. The increase in force with 
time suggests that crosslinked guar does exhibit a yield stress. Determination of F is 
subjective, because the point in which the curve deviat s from linearity is not obvious.  
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Figure 7-6. Force versus time curve for 4.8 g/L gel using the slotted plate test. The linear 
portion of the curve is used to obtain a measurement of the yield stress. 
 
Figure 7-7. Plot of residuals for best-fit line to the data in Figure 7-5. The plot is used as a 
tool for approximating the linear portion of the curve. 
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Here, a best-fit line is used as a tool for determining the value and a plot of residuals 
(Figure 7-7) is also helpful. 
7.3 Results and Discussion 
 Table 7-1 summarizes the data for borate crosslinked guar gum using the slotted 
plate method. The tests were conducted multiple tims to verify the results and the tests 
were shown to be fairly repeatable. A yield stress value of 0.24 Pa is shown for a 4.8 g/L 
gel, which is a typical fluid concentration used for transporting proppant to fractures. It is 
unknown if a yield stress value of 0.24 Pa could have  significant impact on fracture 
cleanup (although pore-scale modeling results in Chapter 6 suggest that even a small 
yield stress could affect cleanup). The table also shows that the yield stress increases with 
concentration, which is expected. This is important in the context of fracture cleanup 
because the polymer may concentrate by a factor of 10 during leakoff operations 
(Hawkins, 1988). 
 Table 7-2 compares the yield stress data using the slotted plate to the other 
aforementioned methods.  It should be noted that all the results presented are for 
crosslinked guar at ambient temperature. In practice, he gel is broken before fracture 
cleanup operations using breakers (Brannon and Pulsinelli, 1991), which would greatly 
reduce the viscosity and yield stress. Future testsmight focus on rheological 
measurements of the broken product. The slotted plate results differ considerably from 
the results obtained from other tests. It is expected that the slotted plate would likely be 
the most reliable, but the accuracy of these tests is still questionable for several reasons. 
 First, the Schlumberger data for crosslinked guar in Figure 7-4 obtained using a 
separate vane rheometer (with a larger gap size than the vane discussed here) suggest a 
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yield stress 2-3 orders of magnitude higher than measured by the slotted plate. While the 
slotted plate has been shown to be more accurate for fluids with a small yield stress (e.g. 
10-3 Pa), the vane rheometer should also produce accurate results for samples with 
moderate or high yield stress values (Zhu et al., 2001). There are strong indications that 
the vane rheometer at Schlumberger (that predicted very high values of the yield stress) 
may be correct. 
Table 7-1. Yield stress data for borate crosslinked guar using the slotted plate technique 





Yield Stress (Pa) 
4.8 0.24 +/- 0.02 
7.2 0.34 +/- 0.07 
9.6 1.98 +/- 0.74 
12.0 2.70 +/- 0.14 
18.0 3.58 +/- 0.17 
 
































~ 6-12a  
 










0.24 +/- 0.02 
 
1.98 +/-0.74 
a Results correspond to the linear portion of the torque versus time curve. 
b Results correspond to maximum stress in Figure 7-4. 
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  Second, it is difficult to compare the slotted plate results to the some of the other 
yield stress tests in Table 7-2 because slip at the in erface of the fluid and rheometer 
makes the results questionable. Slip is frequently an issue for yield stress measurements, 
but may be exaggerated in this work because the sample is a water-based crosslinked 
polymer (a slippery water coating forms around the crosslinked gel). The slip issue could 
cause the vane (TA-AR2000) to be inaccurate because the gap size is small. 
 Third, complications with handling of the crosslinked guar make the slotted plate 
results questionable. It is common for trapped air bubbles to form inside the gel during 
fluid preparation (that are difficult to remove), which could give misleading results. It has 
also been suggested that slicing the slotted plate into the gel breaks the crosslinked 
structure. Borate crosslinked guar has a re-healing quality (the crosslinked bonds re-form 
when broken), but the time required to fully re-heal to the initial structure is unknown. 
Furthermore, it is unclear if the slots are completely filled by the gel or if placement of 
the slotted plate in the sample separates the gel so that the slots are empty. Attempts were 
made to address these issues by (1) waiting at least 12 hours after plate placement to 
make a measurement or (2) filling the sample cup with guar prepared with delayed 
crosslinker (MgO instead of NaOH), thus making it easi r to place the plate into the 
sample. However, the measured yield stress using these techniques seemed to closely 
match the slotted plate values reported in Table 7-1. 
 The tests do indicate that crosslinked guar does exhibit some yield stress. However, 
the above issues make it difficult to quantitatively measure the yield stress. Although 
individual techniques have been shown to be fairly repeatable, the measured yield stress 
varies considerably between methods; even an order f magnitude is uncertain. 
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Additional techniques, such as creep and oscillatory shear could be used to obtain more 
yield stress measurements. It is still believed that t e slotted plate and vane techniques 
should produce the most accurate measurements. Future tests measurements should 
emphasize eliminating slip and other problems that could cause error.  
7.4 Steady-Shear Rheology 
 The third objective of this work is to determine if the steady shear rheology can be 
described by a simple constitutive model for stress such as those in Table A-1. Ideally, a 
constitutive model could be fit to rheological data of stress/viscosity versus shear rate and 
rheological constants (e.g. consistency index, shear-thinning index) determined by least-
squares regression. For example, in Chapter 4 an Ellis model fits rheological data for 
linear guar well and rheological constants are determined from the fit. 
 Here, the steady shear rheology of crosslinked guar is investigated. Figure 7-8 is a 
plot of viscosity versus shear rate using the TA-AR2000 rheometer (couette geometry). 
The figure shows that the rheology is very complex and no simple constitutive model 
could ever describe the gel over a wide range of shear rates. A Newtonian plateau is 
observed at low shear rates and the fluid is shear-thinning at high shear rates (which is 
typical of many polymers). However, a shear-thickening region is observed around 0.1 
1/s. Furthermore, the shear stress actually decreases with shear rate in this region (which 
is a fairly uncommon phenomenon). This behavior is repeatable and has been observed 
for other fluid concentrations as well. The abrupt decrease in stress could be the result of 





Figure 7-8a. Steady shear data for 4.8 g/L crosslinked guar using the TA-AR2000 
rheometer on a log-log scale. 
 
 
Figure 7-8b. Steady shear data for 4.8 g/L crosslinked guar using the TA-AR2000 









 In this work, computer-generated sphere-packings are used to construct physically 
representative models of packed beds, which in turn allows for the quantitative modeling 
of flow. Specifically, the following has been accomplished using physically-
representative network models, (1) pore-scale modeling of steady flow of yield-stress 
fluids in packed beds, (2) development of a macroscopic model for shear-thinning fluids 
in packed beds, (3) determination of accurate boundary conditions by direct coupling to 
an adjacent porous medium, and (4) transient modeling of polymer displacement by low-
viscosity fluids. Additionally, rheological studies have been performed for borate 
crosslinked guar. Network models could be used to model the flow of this particular fluid 
using the measured rheological properties.  
8.1.1 Fundamental Aspects of Non-Newtonian Flow in Porous Media 
 Usually network modeling is performed with capillary throats of specified radius 
and length. Physically-representative network models are generated by transforming the 
actual throat geometries to equivalent capillary tubes; typically the hydraulic conductivity 
and a second geometric property, such as the surface area or pore-to-pore length, are used 
to perform the one-to-one mapping from the porous medium to the capillary network. 
Here, it is shown that simple transformations into capillary tube networks cannot be used 
to model a wide range of non-Newtonian fluids or, more generally, non-linear flows. 
Even if a capillary network could be created to model a specific non-Newtonian fluid, it 
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would not likely be able to model the flow of another fluid with different rheology. For 
certain flows, such as the flow of a Herschel-Bulkley fluid, no capillary network exists 
that could be used to properly model flow. In this work, a different approach is used to 
model the flow of non-Newtonian fluids. New equations are developed to model the flow 
of these fluids using known geometric parameters of thr ats in the network. These 
parameters include the hydraulic conductivity, surface area, aspect ratio, and more. 
 Physically-representative network models have been us d in this work to obtain 
qualitative and quantitative results of the flow of yield-stress fluids, power-law fluids, 
and other shear-thinning fluids in packed beds. The results for Darcy velocity versus 
pressure gradient differ significantly from existing semi-empirical models based on the 
bundle-of-tubes approximation. The network model is able to account for the inherent 
interconnectivity and heterogeneity in the porous medium. An important finding of the 
work is that no bundle-of-tubes representation could ever be used to model a wide range 
of non-Newtonian fluids. The constant β is a weak function of the power-law index, 
which suggests that a single bundle-of-tubes could not even be used to exactly model a 
wide range of power-law fluids. A new macroscopic model has been developed based on 
network models for power-law and Ellis fluids. Comparison to experimental data shows 
that β varies considerably, which suggests that a-priori prediction of non-Newtonian flow 
in porous media will always be difficult. 
8.1.2 Investigation of the Fracture Cleanup Problem 
 Usually network modeling is performed by imposing simple boundary conditions, 
such as a pressure gradient in one direction. However, in practice the network model may 
be adjacent to other pore-scale or continuum models and in these situations the boundary 
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conditions on the network are dependent on the adjacent porous medium. Imposing a 
simple boundary condition at the interface would alow for an unrestricted amount of 
flow to enter into the network. In this work, a novel approach has been developed to 
couple pore-scale network models to adjacent continuum regions. Realistic boundary 
conditions are obtained on the network that account for the network heterogeneity and the 
resistance of the adjacent low-permeability continuum region.  
 The transient polymer displacement process in hydraulic fractures is modeled here 
using network models. Boundary conditions on one fac  of the network are determined 
by coupling with an adjacent reservoir region. It is found that all of the high-viscosity 
polymer is displaced by reservoir water if the polymer is Newtonian, but polymer 
remains trapped if it exhibits a yield stress. The total flowrate in the network increases 
with time as the fracture becomes more saturated with ater; however the increase in 
flowrate is only marginal because the reservoir is the dominant resistance to flow. The 
importance of coupling the network model to the adjacent reservoir is also apparent by 
investigating the amount of trapped polymer. As the network becomes saturated with 
water over time, the effective pressure gradient decreases because the reservoir becomes 
more of the dominant resistance to flow. As a result, the internal stresses in the network 
are smaller and the amount of immobile polymer increases with time. 
 A fluid yield stress is one possible explanation fr poor cleanup in hydraulic 
fractures. The yield stress of borate crosslinked guar um, a common fracturing fluid, has 
been measured using a variety of techniques, including the slotted plate and vane 
methods. Both of these tests verify that crosslinked guar does exhibit a yield stress, but 
order-of-magnitude discrepancies in the quantitative values are observed. Steady shear 
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rheology has also been performed for various concentrations of crosslinked guar gum. 
The rheology is very complex, and no single constitutive model could ever describe the 
fluid over a wide range of shear rates. Abrupt changes in viscosity are observed as are 
regimes in which the shear stress decreases with shear rate. This behavior most likely 
suggests a structural change at that shear stress. In addition to the rheology studied here, 
the fluid exhibits viscoelasticity and other time dpendent properties.  
 A possible explanation to the fracture cleanup problem is explained here. Fracturing 
fluids, such as crosslinked guar gum do exhibit a yield stress. The applied pressure 
gradient across the fracture may be insufficient to yield some of the fluid in the fracture. 
Breaker particles are used to reduce the polymer viscos ty (close to water) in hydraulic 
fractures. Although breaker reactions are not studied in this work, it is expected that a 
properly broken polymer would not have a significant yield stress. These breaker 
reactions are not homogeneous, but are discrete, heterog neous time-released breaker 
particles (Brannon and Pulsinelli, 1991). It is hypothesized here that some of the 
crosslinked polymer is broken properly, while other polymer is not broken at all, because 
the breaker reactant does not come into contact with all of the fluid inside the fracture. It 
is shown in this work that this could actually be detrimental to fracture fluid cleanup; 
improving the relative mobility of the fracture will result in a lower effective pressure 
gradient across the fracture and unbroken polymer will be subjected to smaller internal 
stresses.  
 Although a quantitative study is not performed in this work, it is expected that the 
fluid will eventually break even without reactive breaker particles as a result of 
temperature and time effects (Brannon and Pulsinelli, 1991). However, it is highly 
 148
possible that fluid does not break until after hydrocarbon breakthrough occurs. Multi-
phase effects may prevent any additional cleanup to occur after hydrocarbon 
breakthrough.    
8.2 Future Research Directions 
8.2.1 Pore-Scale Modeling  
 In this work, network models are used to model non-Newtonian flow in packed 
beds and the hydraulic fracturing application is specifically considered. Simple 
constitutive models are used to describe the rheology, but in practice the network could 
be extended to fluids that cannot be described a simple rheological model. Pore-scale 
modeling would be particularly useful for the case of crosslinked guar in which the 
rheology is complex; shear-thickening regimes are observed as well as regimes in which 
the stress decreases with increasing shear rate. The effect of other rheological behavior, 
such as viscoelasticity may also be important in fracture cleanup. Modeling the flow of 
viscoelastic fluids is more challenging, because the rheology is time dependent as well as 
shear dependent. Many applications, including the fracture cleanup problem, involve the 
flow of viscoelastic fluids. 
 A number of other important phenomena are common for the flow of polymers and 
other non-Newtonian fluids in porous media, such as adsorption, filtration, and slip. 
Network modeling could be used to investigate the eff cts of these phenomena on flow in 
porous media. Adsorption and filtration are likely to cause permeability reduction in the 
porous medium and preferential pathways for flow.   
 Pore-scale modeling can be used to investigate other important behavior that occurs 
in hydraulic fractures. For example, encapsulated br aker particles are often used to react 
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with polymer and reduce the viscosity. If the polymer is broken properly, polymer 
removal should be achieved easily. These reactions are not homogeneous, but instead 
occur at discrete locations inside the fracture. Pore-scale modeling would be an effective 
tool for investigating the flow non-uniformities that occur as a result of the discrete 
reactions. It is possible that polymer viscosity is reduced dramatically near breaker 
particles, but much of the polymer remains unbroken, r sulting in a very heterogeneous 
medium. Preliminary results presented in this work suggest that improving fracture 
conductivity in a non-uniform fashion may actually hinder overall polymer cleanup. 
Other fracture cleanup issues such as water leak-off int  the formation, polymer filtration 
at the fracture/reservoir face, mechanical stress, and multi-phase flow could be modeled 
effectively at the pore-scale. 
8.2.2 Upscaling 
 In practice, modeling flow and transport must ultimately be performed at the 
continuum scale. Incorporating pore-scale behavior at the continuum scale is challenging 
and requires the critical task of upscaling. In this work, pore scale networks have been 
coupled to continuum regions, which demonstrate the importance of upscaling. Flow 
behavior in the network model may depend on the boundary conditions and flow history.  
 Future work should focus on integrating network models into continuum scale 
models. Ideally, closed form expressions for velocity (analogous to Darcy’s law) could be 
substituted into the continuum models for flow. It is likely, however, that network models 
will have to be directly integrated with continuum models so that pore-scale behavior is 
captured properly. The methodology developed here for coupling pore-scale networks to 
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continuum regions will hopefully provide some insight into upscaling pore-scale behavior 
into continuum models. 
8.2.3 Rheology 
 A limited amount of work has been performed to investigate the rheology of borate 
crosslinked guar. The primary goals here were to deermine if the fluid exhibited a yield 
stress, measure its value, and investigate the steady shear rheology. Although quantitative 
yield stress measurements have been made using the slo ted plate method, the true value 
of the yield stress remains unclear. In fact, even th  order of magnitude is uncertain. 
Since the existence of a yield stress is a plausible explanation for poor cleanup, it is 
important to obtain accurate measurements of the yield stress. Furthermore, 
measurements should be made at conditions similar to those observed during fracture 
cleanup. High temperatures (200°F - 400°F) are typically observed as well as well high 
polymer concentrations (leakoff may increase concentration by factor of 10). Other 
rheological behavior, such as the steady-shear rheology and time-dependent should also 
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NON-NEWTONIAN EQUATIONS FOR FLOW IN 
CAPILLARY TUBES AND DUCTS 
 
 Equations for flowrate as a function of pressure drop in a throat are necessary for 
modeling flow in the network model. Analytical equations can be derived for flow in a 
capillary tube for various non-Newtonian fluids by utilizing the constitutive equation for 
stress (see Appendix B). Table A-1 summarizes these flow equations for several specific 
non-Newtonian fluid models. 
 While it is common to assume that throats in a network model are capillaries, it is 
shown in Chapter 3 and Appendix C that capillary-tube networks cannot be used to 
properly model flow of a wide range of non-Newtonian fluids. The actual throats in the 
network are not capillary tubes; they are converging/diverging ducts with irregular cross-
sections. Unfortunately, no analytical equations exi t for flow of non-Newtonian fluids in 
a general converging/diverging duct.  In Chapters 3 and 4, correlations are developed for 
non-Newtonian flow in ducts that approximate the converging/diverging geometry of 
network throats (but are axisymmetric). These equations are also summarized in Table A-
1 and have been shown to be valid for a wide range of aspect ratios and fluid rheologies. 
The basic functionality of these equations is based on the corresponding capillary tube 
equations. Furthermore, these equations are based on known geometrical properties of 
network throats such as pore-to-pore distance (l), hydraulic conductivity (g), surface area 
(S), and aspect ratio (γR). As a result, the equations can be directly substituted for 
flowrate in the network model. 
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DERIVATION OF EQUATION FOR FLOW OF A 




 An equation for flow of a Herschel-Bulkley fluid can be derived using the approach 
described by Bird, Stewart, and Lightfoot (1960). The solution can be found in Skelland 
(1967) but the derivation is shown here for completen ss. This derivation was completed 
with the help of Sonia Marino of Schlumberger Technology Corporation. 
 The constitutive equation for shear stress (2-5) of a Herschel-Bulkley fluid can be 


































For a capillary, the shear stress can be written in terms of the pressure drop, radius, and 





∆=τ  (B-2) 
Substituting equation B-2 into B-1 and integrating gives the velocity, 

















Applying the boundary condition vz = 0 @ r = R and that r0 = 2τ0L/∆P (represents the 
critical radius in which fluid begins to yield). 
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Equations B-4a and B-4b give the velocity profile in the capillary tube.  
The flowrate can be determined by integrating over th  cross-sectional area of the tube, 












π  (B-5) 
The integral can be computed using integration by parts. The solution with some 

































































































































The solution can be further simplified to, 














































































































   (B-7) 
Finally, using additional algebraic manipulation and the method of partial fractions, the 
solution can be put into the form found in Skelland (1967), 
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PROBLEMS WITH TRANSFORMATION OF 
IRREGULAR-SHAPED DUCT TO A CAPILLARY 
 
 
 Finite Element Model (FEM) simulations were performed for several non-
Newtonian fluids (power-law, Bingham, and Herschel-Bu kley) through the 
axisymmetric, converging/diverging duct depicted in F gure 3-2(a). These simulations 
demonstrate that a general, irregular-shaped duct cannot be simply transformed into a 
capillary tube and properly model flow of a wide range of non-linear flows. The duct in 
Figure 3-2 has an aspect ratio of 0.3, pore-to-pore distance of 1.0, outside diameter of 0.5, 
and a hydraulic conductivity of 6.83×10-5. All of the values here are dimensionless for the 
purpose of comparison.  
 FEM simulations were conducted for two power-law fluids with µ0 = 1.0, n = 0.3 
and µ0 = 1.0, n = 0.8. The FEM data are depicted in Figures C-1 and C-2, respectively, 
and are compared to flow in an equivalent capillary tube. In each case, the capillary 
geometry was determined by constraining the hydraulic conductivity to 6.83×10-5 (so that 
it could be used to model the flow of a Newtonian fluid) and empirically adjusting a 
second geometric constraint (e.g. tube radius), so that flowrate through that capillary tube 
matched the FEM data. Several important observations ca  be made. First, an equivalent 
capillary can be created that could be used to exactly reproduce the flowrate versus 
pressure drop relationship for a specific power-law fluid. Second, the equivalent capillary 
cannot be determined a priori using one of the other simple geometric constraints. Third, 
the capillary transformation is not the same for the two fluids with different power-law  
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Figure C-1. Flowrate versus pressure drop of a power-law fluid with dimensionless 
rheological properties µ0 = 1.0 and n = 0.3. The data points are obtained from FEM 
simulations through a converging/diverging duct andre compared to the analytical 
solution for flowrate through an equivalent capillary tube with R = 0.106 and L = 0.731. 
 
Figure C-2. Flowrate versus pressure drop of a power-law fluid with dimensionless 
rheological properties µ0 = 1.0 and n = 0.8. The data points are obtained from FEM 
simulations through a converging/diverging duct andre compared to the analytical 
solution for flowrate through an equivalent capillary tube with R = 0.097 and L = 0.501. 
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indices. The capillary that matches the FEM data for the fluid with n = 0.3 has 
dimensions, L = 0.731 and R = 0.106, while the second equivalent capillary, for the fluid 
with n = 0.8, has dimensions, L = 0.501 and R = 0.097.  To be rigorous, the 
converging/diverging duct could not be transformed into a single capillary and perfectly 
model flow through a wide-range of power-law fluids. However, using the capillary 
dimensions found for n = 0.3, results in less than 7% error in flowrate for the second 
fluid, n = 0.8. 
 Simulations were also run for a Bingham fluid (Carre u et al., 1997) with 
rheological properties µ0 = 1.0 and τ0 = 0.1. The equivalent capillary that gave the best fit 
to the FEM data, when the Bingham equation for flow in a capillary is used (Table A-1), 
is shown in Figure C-3 (L = 0.905, R = 0.112). The capillary equation fits the data 
relatively well, and matches perfectly at asymptotically high pressure drops. At very low 
pressure drops, some error is present indicating that no capillary tube could be generated 
which perfectly matches the FEM data.  The error is relatively small, and the capillary 
tube transformation may be suitable for modeling Bingham flow. It is important to note, 
however, that the capillary tube dimensions are different than those generated for the 
power-law fluids in Figures C-1 and C-2. Using those capillaries to model Bingham flow 
would not only result in the wrong flowrate, but more importantly, flow would yield at 
the incorrect pressure drop. 
 Finally, FEM simulations were conducted for fluids exhibiting both a yield stress 
and shear-thinning behavior (Herschel-Bulkley fluids (Carreau et al., 1997)). The fluid 
had rheological properties µ0 = 1.0, τ0 = 0.1, and n = 0.8. The equation for flow of a 
Herschel-Bulkley fluid in a capillary tube can be found in Skelland (1967). Figure C-4 
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shows the capillary tube that resulted in the “best fit” o the data us over a wide range of 
pressure gradients (higher pressure drops not shown). The hydraulic conductivity was 
again constrained to 6.83×10-5. The capillary dimensions are exactly the same as the 
power-law fluid shown in Figure C-2 (R=0.097 and L=0.501) because at large pressure 
gradients the fluid approaches power-law behavior. Figure C-4 shows that the prediction 
based on the capillary tube matches poorly at low pressure gradients. More importantly 
the equivalent capillary predicts a yield point of approximately 1.0, whereas the true yield 
point is closer to 2. No equivalent capillary tube exists that could be used to correctly 































Figure C-3. Flowrate versus pressure drop of a Bingham fluid with dimensionless 
rheological properties µ0 = 1.0 and τ0 = 0.3. The data points are obtained from FEM 
simulations through a converging/diverging duct andre compared to the analytical 
solution for flowrate through an equivalent capillary tube with R = 0.112 and L = 0.905. 
 
Figure C-4. Flowrate versus pressure drop of a Hersch l-Bulkley fluid with 
dimensionless rheological properties µ0 = 1.0, n = 0.8 and τ0 = 0.3. The data points are 
obtained from FEM simulations through a converging/diverging duct and are compared 
to the analytical solution for flowrate through an equivalent capillary tube with R = 0.097 




STREAMLINE SCALE MODELING 
 
 For Newtonian fluid flow in a duct, the flowrate vrsus pressure drop relationship is 
linear at low Reynolds numbers, regardless of the duct geometry. Hence, even for 
complex-shaped ducts, this relationship can be captured by a single scalar hydraulic 
conductivity term. For non-Newtonian fluids, additional geometric term(s) can appear in 
the expression for flowrate. For instance, as shown by Table A-1, flow of a Bingham 
fluid in a cylindrical duct contains the hydraulic conductivity as well as the duct surface 
area. 
 In either case, numerical modeling of microscale flow can be used to help estimate 
throat hydraulic conductivities gij. For the Newtonian case, this approach is valuable 
because of the complex geometries encountered in the etwork (Thompson and Fogler, 
1997). However, simpler approaches can also be used, which make use of known 
functionalities between frictional loss and duct geom tries (e.g., Sisavath et al., 2001, 
2002). In this work, due to the non-Newtonian behavior, detailed simulations have been 
used because it is not clear how to choose properly the equivalent throat geometries so as 
to quantify the flow behavior. 
 To characterize non-Newtonian flows in converging-diverging ducts, finite-
element-method (FEM) simulations were performed using idealized, axisymmetric 
geometries. The equations of motion for creeping flow were solved using a Galerkin 
FEM formulation. The fluid rheology was primarily a Bingham fluid (power-law also), 
which was modeled using an approximate constitutive equation (Beverly and Tanner, 
1992). No-slip boundary conditions were imposed along the surfaces of the duct. At the 
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inlet and outlet, the normal component of stress waspecified, and tangential velocity 
was set equal to zero. These inlet/outlet boundary conditions are valid for a duct having 
symmetry reflected across the r-θ plane. Though this symmetry is certainly not present in 
pore-throats of the packed bed, the approximations made here (and the empiricism 
described in the body of the paper) are commensurate with general assumptions made in 
network modeling. 
 Flow was modeled for a variety of axisymmetric, converging-diverging geometries. 
Figure 3-4 illustrates the flow patterns in a duct with a circular constriction rotated 
around the axis of symmetry (which coincides with the bottom of the figure). Other 
constriction shapes included ellipses (with their long axes oriented both horizontally and 
vertically), squares, and trapezoids. The flow domains were meshed using Delaunay 
triangulation. Six-node triangles were used for velocities, and pressure was assumed 
constant over each element. A mixed method formulation was used. Local mesh 


















FINITE FOURIER TRANSFORM SOLUTION TO 3D PDE 
 
In order to model flow in the continuum region, thecontinuity equation is written, 





ρρ  (E-1) 
Using the assumptions of pseudo-steady state and constant density fluid, the continuity 
equation reduces to: 
  0=⋅∇ v  (E-2) 
Assuming laminar flow of a single-phase, Newtonian fluid, Darcy’s law is applicable. 
Substituting Darcy’s law into the continuity equation and assuming the reservoir is 
isotropic, Equation E-2 reduces to Laplace’s equation in three dimensions and is subject 











































   
The PDE is amenable to an analytical solution. The Finite Fourier Transform (FFT) 
Method is one of several ways to solve this PDE. Using the approach described in (Deen, 
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The basis functions are defined as: 
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Apply the FFT to the original PDE to obtain the transformed ODE’s: 
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Solving the ODE’s and applying the boundary condition gives, 
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Plugging E-9 into E-4 gives the solution for dimensio less pressure, 
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The following simplification can be used, 




















 (E-12)  
Substituting Equation E-12 into Equation E-11 gives a pressure solution with better 
convergence, 
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Finally, the flux can be determined by using the derivative at zD = 0, 
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FINITE FOURIER TRANSFORM SOLUTION TO 3D PDE  
(ALTERNATE BOUNDARY CONDITIONS) 
 
 In Appendix E, Laplace’s equation in 3D is solved using the FFT approach and a 
set of boundary conditions. Here, the same PDE is solved with a slightly different set of 
boundary conditions, (Q = 0 at x = 0 and P = P∞). The solution is used in the transient 
model in Chapter 6. 



































   
Using the FFT approach described in (Deen, 1998), a dimensionless solution to the PDE 
is: 
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The basis functions are defined as: 
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Apply the FFT to the original PDE to obtain the transformed ODE’s: 
 172
  

















































( ) ( ) ( )





















Solving the ODE’s and applying the boundary condition gives, 
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   (F-7) 
where, 
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Plugging F-7 into F-2 gives the solution for dimensio less pressure, 
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   (F-9) 
The following simplification can be used, 


























 (F-10)  
Substituting Equation F-10 into Equation F-9 gives a pressure solution with better 
convergence, 
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Finally, the flux can be determined by using the derivative at zD = 0, 
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