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ABSTRACT 
In this paper a survey is given of several algorithms for the computation of the Pad6 table of 
a formal power series. Those algorithms are studied which are based on certain relationships 
between adjacent elements in the Pad6 table. A new proof for the algorithms of Baker, Long- 
man and for Gragg's variant of the qd-algorithm is given. 
A variant of Watson's algorithm is derived• 
The techniques used in this survey give some new ideas concerning the structure of the Pad6 
table and the different ways to compute the elements of the table. 
1. INTRODUCTION with c i = o, if i < o. 
Suppose a function f is given in the following form 
OO 
f (x )= ~ c ix  i c o=/=o 
i=o  
This power series for f is formal and convergence 
for non-zero x is not necessarily implied. 
Let R(m,n) denote the set of the rational functions 
r = -P, with P irreducible and with the degree of p 
q q 
(resp. q) less than or equal to m (resp. n). 
We consider the problem of £mding an element 
r = P-P- in R(m, n) such that 
q 
f(x).q(x) - p(x) = 0(x m +n+l ) .  (1) 
f(x) .q(x) represents hereby the formal multiplica- 
tion of the polynomial q by the given power series. 
m xi n xi If we put p (x) =. ~ a i andq(x)=.~ b i , 
I=0  I=0 
then the condition (1) is equivalent with the follow- 
ing set of equations 
c o b o = a o ] 
c I b o + c o b I = a 1 
. . . . . . . . . . . .  (2a) 
cm bo + + Cm- n bn = am 
(2) 
cm+lb  o + ~ +Cm_n+lb  n = o ] 
. . . . . . .  . . . . . 
Cm+n b o + + cmb n = o (2b) 
It is clear that (2) always has at least one (nontrivial) 
solution a o, a l , . . . ,  a m , b o, b 1 , . . . ,b  n. It can be 
proved (see [11, p. 10], [22, p. 378]) that the 
rational functions r = -P-P, where the polynomials p
,q  
and q are constructed by using a solution a o, a I ..... 
a m , b 0 . . . . .  b n of (2), have the same irreducible 
form Pm,n The normalization qm,n(O) = 1 is al- 
qm,n 
ways possible. The uniquely determined rational func- 
Pm,n (x) 
tion rm,n (x) - normalized so that 
qm,n  (x) 
qm,n(O) = 1, is called the Pad6 approximant of order 
[m,n] for the given series, or the [m,n]-approximant 
for the given series. 
Note that to get the irreducible form, cancellation 
has possibly been carried out and consequently it is 
possible that Pm,n and qm,n do not satisfy equa- 
tion (1). See [19, p. 422] for an example of this 
phenomenon. 
Since rm, n exists for all m,n ~ o it is possible to 
construct an in£mite two-dimensional rray of Pad~ 
approximations for the given formal power series. 
TABLE 1 
ro,o to,1 ro,2 
r l ,o  r l ,1  r l ,2  
r2,o r2,1 r2,2 
• • ° 
• J @ 
I • O 
I O I 
(*) Department of Mathematics, University of Antwerp (UIA), Wilrijk, Belgium. 
Journal of Computational nd Applied Mathematics, volume I, no 3, 1975. 141 
This table is called the Pad6 table for the given 
series. Remark that the elements of the first column 
of this table are equal to the partial sums of the 
given series. 
Let us express the polynomials Pm,n '  qm,n re- 
spectively in the forms 
m ~! i 
Pm,n(X) = X a x and 
i=o n 
b~),n x i • qm'n(X) = i=o 
If all the elements in table 1 are different from each 
other then the Pad6 table is said to be normal [22, 
p. 399]. 
This implies, among other things, that a (m) q: o m,n 
and b (n) 4= o for all m,n~> o (see [22, p. 388], m,n 
[19, p. 427]). 
One way of obtaining the elements of the Pad4 
table consists in the direct solution of (2). As will 
be seen much more efficient methods exist. These 
methods are based on the relationship between 
adjacent elements in the Pad6 table. 
Most of these methods are only applicable in the 
form given in this paper, if the Pad~ table is normal. 
For simplicity we therefore further assume the 
normality of the Pad~ table for the given series. 
Before reviewing a few algorithms, it must be said 
that the use of a certain algorithm will depend on 
the information needed. 
Sometimes one is only interested in the value of 
certain elements of the Pad~ table. In other cases 
only the Pad6 approximant of a given order [m,n] 
is sought. Then, an analytic expression is desirable. 
Also there can be a need to determine the coeffi- 
cients in the approximants. It is our hope that this 
survey will help to choose an adequate algorithm 
for the problem in hand. 
2. DERIVATION OF SOME BASIC IDENTITIES 
First we will give a simple new proof of some ident- 
ities, which will be used in the derivation of the 
algorithms of Baker and Longman. 
Let's investigate the relationship between some con- 
figurations of three adjacent elements in the Pad~ 
table. 
P1 P2 
Considering the elements rm, n = -~-I, rm, n_ l=-~,  
P3 it is possible to prove the follow- rm+l ,n_  1 = Q---~ 
ing relation. 
Journal of Computational and Applied Mathematics, volume I, no 3, 1975. 
Lemma 1 : 
P1 a(m) P3 (m+l)  m,n-1  - am+l ,n_  1 x P2 
Q1 a(m) Q3 - a (m+l)  
m,n-1 m+l ,n -1  x Q2 
(3) 
Proof : 
From the definition of a (i) it can be shown that m,n 
the numerator and denominator of the right side of 
(3) have the (required) respective degrees m and n. 
Evidently the denominator has precisely degree n 
since a (m+ 1) m+l ,n -1  :/: o. 
The coefficient of x m+l  in the numerator is 
a(m)  a (m+ 1) _ a (m+l )  a(m) 
m,n-1 m+l ,n -1  m+l ,n -1  m,n- l=°  
as required. Hence the numerator has at most degree 
m. 
We now verify that the right side of (3) satisfies 
the osculatory conditions (1). 
a(m+l)  Let U(x) [a (m) Q3(x) - x Q2(x)].f(x) = m,n-1 m+l ,n -1  
-[a (m) a (m+l)  x P2(x)], m,n-1 P3 (x ) -  m+l ,n -1  
or  
U(x) = a(mm,)n_ 1 [Q3(x). f(x)- P3(x)] 
a(m+ l) 
- m+l ,n -1  x [q2(x) .  f (x) -P2(x)] .  
We will show that U(x) = 0(xm+n+l ) ,  or equival- 
ently that u(i)(o) = o for i = o, 1 . . . . .  m + n, where 
the index i denotes the formal i-th derivative of U(x). 
For i _- 1, 2 . . . . .  we have that 
u(i) (x) = (m) [Q3 (x). f(x) _ p3 (x)] (i) 
am,n-1 
_ a (m+l )  
m+l ,n -1  x [Q2(x). f(x) - P2(x)] (i) 
- i a (m+l )  m+l ,n -1  [Q2(x) " f(x) - P2 (x)] (i-1). 
Since the Pad6 table is normal we know that 
m+n-2+j )  f (x) .  Qj (x) - Pj (x) = O(x 
for j = 2, 3, or equivalently that the formal i-th 
derivative of f(x). Qj (x)-P j  (x) is zero in the point 
x=o fo r j=2,3and i=o,1  ..... m+n-3+j .  
Consequently u(i)(o) = o for i = o, 1 . . . . .  m+n, as 
required. 
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Because of the supposed normality of the Padfi 
table and because of the unicity of the Pad6 ap- 
proximant, he function associated with the right 
side of (3) must be equal to the Padfi approximant 
of order [m, n] (and hence the degree of the numer- 
ator of (3) is exactly m). 
This concludes the proof. 
P1 P2 
Considering the elements r m_l ,  n -  Q1 rm, n Q2 
P3 
=- - ,  we can prove in the same way and rm, n -1 Q3 
the following lemma. 
Lemraa 2 : 
P1 
Q1 
a(m) P2 - a(m) P3 re,n-1 m,n 
a(m) Q'2- a(m) Q3 re,n-1 m,n 
(4) 
Note that lemma 1 is useful for moving to the right 
in the Pad6 table, while lemma 2 is useful for mov- 
ing upwards in the table. 
The identities (3) and (4) are the same as the 
formulas (13) in [1, p. 5]. Baker however derives 
them by considering cross ratios of four adjacent 
entries in the Pad~ table. 
Remark that the denominator in the right side of 
(3) and (4) has not yet the normalized form. 
3. BAKER'S ALGORITHM [11, [2] 
The algorithm of Baker determines the coefficients 
of an arbitrary element r m,n in table 1. 
To achieve this, it computes uccessively the 
a(i:+ n- j , j  = a~)+ n- j  + 1 , j -1 -  
b(i) _ b (i) 
m+n- j , j  - m+n- j+ l , j -1 -  
and 
coefficients of all the elements lying on the ascend- 
ing staircase 
{rm+n,  o , rm +n_ l ,  o , rm +n_1,1,, rm +n-2,1 
, . . .  , r m } , ,n  
by using the relations (3) and (4). 
Taking into account he normalizing condition, we 
obtain out of (3) and (4), the following recurrence 
relations : a(m + 1) 
m+l ,n -1  
'Pm,n (x) = Pm+l,n-1 (x)
qm,n (x) = qm +l,n_l  (x) - 





a (m) x qm, n_l(X) 
m,n-1 
and 
a (m) a (m) Pm,n_l(X) Pm_i,n(X)= m,n-1 Pm,n (x) - m,n 
a (m) _ a (m) 
m,n-1 m,n 
a (m) a (m) qm,n_l(X) qm_l,n(X)= m,n-1 qm,n (x)- m,n 
a (m) _ a (m) 
m,n-1 m,n 
(4') 
Starting with the known coefficients of r m + n,o 
and r m + n - l ,o '  which are partial sums of the given 
series, we can recursively construct rm+ n-1,1' 
rm + n-2, 1 ..... rm, n , making alternately use of 
(3') and (4'). 
Equating the coefficients of the same powers of x 
in (3') and (4'), we obtain explicitly : 
a(m + n- j  + 1) 
m + n- j  + 1 ,j -1 a(i-1) 
a(m +n- j )  m-F n- j  , j -1 
m+n- j , j -1  
(m +n- j  +1) 
am+n- j+ 1,j-1 b(i- 1) 
a(m + n- j )  m + n - j  , j  - 1 
m+n- j , j -1  
i=o ,  1 . . . . .  m+n- j  
(y') 
i=o ,1  . . . . .  j 
a(m +n- j )  a~)+ _ a(m+'l-nn=, ij,~a( ~ + 
m+n-],j-1 n-i,j n-i,i-1 
a,. +n_ j _ l ,  j = a(m+n_j)  _ a(m +n- J )  
m+n- j , j -1  m+n- j , j  
a(m + n- j )  b (i) a(m.+ n -.j). b (i) 
b (i) m+n-j, j-1 m+n-j , j -m*n- J ,~ m+n-j,j-1 
m+n- j - l , j  = aCm+n_j) _ a(m + n-J) 
m+n- j , j -1  m+n- j , j  
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i = o, 1 . . . . .  m+n- j -1  
i=o ,1  . . . .  ,j. 
(4-)  
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Note that the denominator in (4') and (4") can't 
vanish, since otherwise numerator and denominator 
in (4) could be reduced by a factor x, which con- 
tradicts the supposed normality• 
This process, suggested by Baker, becomes very in- 
volved if many steps are required to reach the posi- 
tion Ira, n], starting from the first column. 
4. LONGMAN'S ALGORITHM [15] 
With Longman's algorithm it is possible to compute 
the coefficients of an arbitrary element rm, n in the 
Pad&table. 
To determine the coefficients of the numerator, 
one computes uccessively the coefficients of the 
elements in the following table, column by column. 
TABLE 2 
Pm, o Pm, 1 . . . . . . .  Pro, n-1 
Pm+l ,o  Pm+l ,1  . . . . . . .  Pm+l ,n-1  
Pm,n 
i=o ,  1 . . . . .  m+n- j ,andk=l ,2  . . . . .  n; 
j =k ,k+l  . . . . .  n. 
To start the computation of table 2 the first 
column must be known. The elements of this 
column however are the partial sums of the given 
oo  
series Z c i x i. 
i=o 
For the table 3 the second relation of (3") will be 
starting point• Taking into account that for i =j 
a (m+n- j+17 
b(j) =-  m+n- j+ l , j -1  b(J-1) 
m + n- j , j  a(m + n- j )  m + n- j  ,j_ 1 
m+n- j , j -1  
this relation becomes 
b (i) _ b (i) 
m+n- j+ l , j -1  - m+n- j , j  
bO) 
m + n - j  ,j b( i -  17 
b(J-1 ) m+n- j , j -1  
m+n- j , j -1  
i = o, 1 . . . . .  j-1. 
Pm+n-l,o Pro+n-l,1" 
P m+n,o 
For the coefficients of the denominator, one compu- 
tes successively the coefficients of the elements in 
the following table, row by row. 
TABLE 3 
Qo,n Qo,n+l . . . . . .  Qo,n+m-1 Qo,n+m 
Ql,n Q l ,n+l  . . . . . .  Ql ,n+m-1 
Qm-l,n Qm-1, n + 1 " 
Qm,n 
To compute table 2 we need the first relation of (3"7, 
which can be written as : 
aO 2+ n- j ,k  =a~7+n_ j  +1,k-  1 
a(m+n- j  + 17 
_ .m+n- j+ l ,k -1  a(i-1) 
a(m + n-j) m + n -j ,k -1 
m+n- j ,k -1  
To compute table 3 we consequently can use the 
following formula 
b (i) = b (i) 
k ,m+n- j  k - l ,m+n- j+ 1 
b(m + n - j  + 17 
_ k- l ,m+n- i+ l  b (i) 
• -- k - l ,m+n- j  
i=_o ,1 , . . . ,m+n- j  andk  = 1 ,2 , . . . ,m;  
j =k ,k+l  . . . . .  m. 
To start the computation we need to know the 
elements b(i) for , o ,n+m- j  j=o ,1  . . . .  n+m and 
i = o, 1 . . . . .  n+m- j .  
This implies that the first row of table 3 must be 
known.  
To get this row we have to compute the reciprocal 
00 ~ • O0 • 
seriesi ~ d i x i satisfying ( .~  c i x 1)(.~ d ix 1)=1 
~.0  1~0 1=0 
Using the definition of the Pad~ approximant i is 
not hard to see that the partial sums of this reciprocal 
series form the first row in table 3. To find these 
partial sums the following set of equations can be 
solved : 
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cod  o = 1 
c o d 1 + c I d o = o 
codn+m +. . .+cn+md o =o 
To be consistent with the normalizing condition 
one puts b i = d i c o , and consequently these equa- 
tions become :
"bo = 1 
c 1 
b 1 - c o 
• ° . o ° 
n+m 
-1( Z c ibn+m_i )  bn+m =-c°  i= l  
Using these coefficients the computation of table 3 
can be started. 
Considering the tables 2 and 3, we remark that the 
algorithm of Longrnan can be of interest if we have 
to know the following triangular array of Pad6 
approximants. 
ro,o ro,1 
rl,o r l ,  1 
. . . . . .  ro ,n+m_ 1 ro,n+m 
. . . . . .  r l ,n+m_ 1 
rn+m-l ,o rn+m- l ,1  
rn+m,o 
Observing that for two consecutive sequences Uk 
and Uk+ 1 the convergents of even and odd order 
respectively are identical, we have 
£k ,2n=£k+l ,2n+l  for n= o, 1 . . . . .  
Using contraction formulas [19, p. 201] it is possible 
to build two continued fractions. The" first one being 
c x k+l  k f1(k) (k) 
Lk(X )=.Z  c ix i -  k I Sl 
,=o X sl f k) ' 
. . . .  
has as convergents the even order convergents of 
~k (x), or 
Lk,n=£k,2n for n=o, l  . . . . .  
The second being 
k i f k+ l )  ck+lX  
Lk+l (X)= E cix - x - f l (k+ l )  i=o _ sl(k + 1) 
sl(k + 1) f2(k + 1) _ 
. . .  
has as convergents the odd order convergents of 
£k + l(X)' or 
5. GRAGG'S ALGORITHM [11] 
The algorithm of Baker computes the elements lying 
on an ascending staircase in the Pad6 table. But it 
doesn't use the relations existing between eighbour- 
Lag staircases. 
Consider the sequence 
Uk = {rk,o' rk - l ,o ' rk - l ,1  'rk-2,1 ..... ro,k-1 'ro,k ) '  
k > i (5) 
With a similar technique as given in [19, p. 449] we 
can construct a continued fraction whose convergents 
are the elements of U k. 
This continued fraction has the following form. 
k . %~ f(k) s(k)l 
~k~)-- iZoCi~'- ,~ -Iq~-~-'~V{ - i . . . .  
fktk) [~ (k > 1) 
- tx  ' (6) 
Lk+l ,n=£k+l ,2n+l  for n=o,1  . . . . .  
These two continued fractions possess the same 
sequence of convergents, with the same normaliza- 
tion. 
This enables us to compose the following recurrence 
relations 
f l (k+l)  Ck (k+l )  - - - ,  s I =o ,  k=o,1 , . . .  
Ck+l  
s!k + 1) 
J 
f(k+1) 
" j+ l  = 
s(k) +f(k)_f!k+l) for j=1,2 .... 
]-1 j j 
and k = 2j, 2j + 1 ..... 
f.(k) s. (k) 
__1_~ for j= l ,2  .... 
J s, (k+l )  and k = 2 j - l ,2 j  .... J 
To become Csj~k) for j = 2, 3 .... and k = j ,j + 1 ..... 2j -1, 
and f.(k) for j  = 2,3 and k=j , j+ l  .... 2 j -2  we j , o°°  , 
, ,, 
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Pk- j -1  ,j = qk - j - l , j  i£=oCi + 0(xk) ' 
l~<j~k-1 .  
But rk_ j ,  j (resp. rk_j_ 1,j) is the convergent of 
order 2j (resp. 2j + 1) of (6). Consequently using 
the recurrence relations for continued fractions :
fj(k) 
x Pk - j  ,j - 1 - Pk - j  + 1 ,j - 1 
fj(k) 
=(xqk_ j , j _X -  qk - j+ l , j -1  ) 
k 




Pk -j  ,j - sj Pk -j  ,j - 1 = (qk- j  ,j - j qk-j, j-1 ) 
Each upward sloping diagonal in table 4 gives the 
coefficients of a continued fraction of the form (6) 
whose convergents are the elements of the sequence 
(5). 
For example to compute rm, n, consider the 
sequence Um + n and determine the convergent of 
order 2n of the continued fraction ~m + n (x)" 
The coefficients of I~ m + n(X) can be found in table 
4 on the upward sloping diagonal ,beginning with 
f(m + n) 
1 
6. A WATSON-LIKE ALGORITHM 
Again consider the sequence Uk defined in (5) and 
the continued fraction (6) whose convergents form 
the elements of U k. 
We now give a new method to compute the 
coefficients of the continued fraction (6). The 
technique used here is the same as the one used 
in section 8 to derive Watson's algorithm. 
Consider the elements rk_ j , j ,  1 ~<j <~ k and 
rk - j - l , j ,  l~<j~<k-1  out of (5). 
Because of the normality of the Padfi table the 
numerator and denominator of every Padg approx- 
imant satisfies the relation (1), which implies : 
k ° 
c i x 1) + 0 (xk). 
" ( i=o  
Equating the coefficients of x k (resp. x k -  1) in the 
first (resp. second) relation gives : 
o =J ~1 b(~) 
- j , j -1  Ck - i -1  
1~O 
_ f!k) J b c k_ 
J i=o  j+ l , j -1  i '  
l~ j~k  
and 




s! k) = 
J 
j~ l  b(k)_j, j_l  Ck - i -1  
j -1  ~i) 
b i=o  j+ l , j -1  Ck- i  
j o 
i=o J 'j i 
j~ l  b~ ) J 
i=o - , j -1  Ck-i 
1 ~j  ~<k-1.  
1 ~ j  ~< k (7) 
1 ~<j ~k-1 .  (S) 
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This enables us to compute fJjk) s (k) making alter- , j  
nately use of (7) and (8), provided we know the 
coefficients of the denominators of the elements 
of (5). 
Let's now indicate how to calculate an arbitrary 
element rm,n in table 1. 
The required rm, n is the 2n-th convergent of the 
continued fraction 1 m + n(X). This means we have 
to compute f.(m + n) j 1,2 . . . . .  n ands !m + n) 
J J 
j = 1,2, . . . ,  n -1 .  
and r , being partial sums Since rm+n,  o m+n- l ,o  
of the power series expansion of f(x), are known, 
we can compute f~m + n) by using (7). Knowing 
flm + n) we can compute qm + n -  1,1 by using 
the recurrence relations for the continued fraction 
~m + n (x)" Then using (8) we can calculate s~ m+ n), 
etc. 
Advantage can be taken from the fact that the 
denominator f ~(k) 1 contains the same expression 
as the numerator of s! k) . 
J 
7. rrtaCaER'S ALGOgrrHM [21] 
This algorithm constructs a continued fraction, 
whose successive convergents are the elements of a 
descending staircase in the Pad4 table going through 
the required rm,n. 
Let Zm, n for m,n t> o be defined as follows : 
Zm,n(X) = qm,n(X) f(x) - Pm,n(X) (9) 
Consider the sequence 
T -n  = {rm-n,o' rm~n+ 1,o' rm-n+ 1,1' rm-n+ 2,1 
. . . .  , rm, n . . . .  } (10) 
ifm ~> n, or 
Tin_ n = {to,n_ m, ro,n_m+l,  r l ,n -m+l '  r l ,n-m +2 
.... rm,n, . .  } (10') 
i fm< n. 
Suppose first m < n. Using the same reasoning as in 
lemma 1, the following relationship between three 
consecutive elements can be proved : 
Zm-  n+j,j -1 (x) = B m -n  +j,j -1 Zm- n +j -1 ,j -1 (x) 
+ x Zm_n+j_ l , j_2(x)  ' j /> 2 
(11) 
Zm-n+j,j(x) = Bm_n+j, j Zm_n+j, j_ 1 (x) 
+ x Zm_n+j_ l , j _ l  (x) , j 1> 1 
with 
Bm-n+j, j -1 = - (m-n  + 2j-l) 
z(m-n+2j-2) 
m-n +j -1 ,j - 2 (0) 
Z (m-n+2j -  1) o 
m-n+j - l , j -1  ( ) 
(12) 
Bm- n+j,j --- - (m-n  + 2j) 
z (m-n+2j -1 )  
_ m-n+j - l , j - l ( ° )  
Z (m-n  +2j)  (o) 
m-n+j , j -1  
These values of the B's are necessary for the func- 
tions Z to fulfil relation (1). The boundary elements 
are 
oo  
Z o(X) = ~ c. x i 
m-n ,  i=m-n+l  1 
and 
Z (x) = ~ c. x i 
m-n+l ,o  i=m-n+2 1 " 
Making use of (11) and (9) it is possible to conclude 
because of linearity reasons, that 
Pro- n+j , j  (x) = B m-  n +j,j Pm-n+j , j -  1 (x) 
+ x Pm_n+j_ l , j _  l(X) 
qm-n+j , j  (x) = Bm_n+j, j qm-n+j , j  - 1 (x) 
+ x qm_n+j_  l,j_ l(X). 
But these are the recurrence relations for the con- 
vergents of the following continued fraction 
rm-n (x) = Pm-n,o (x) + i pm-n + 1,o (x)- Pm-n,o (x) 
1 
x x x [ 
+ Bm-n+l,1 [ + Bm_n+2,1 I + ' ' "  + Bm,n  
where the B's are computed by using (12). (13) 
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The computation goes as follows. Starting with the 
known boundary elements Zm_ n,o and Zm_n+ 1,o 
we compute Bm_n+l ,  1 out of (12). Then we are 
able to compute Zm_n+l ,  1 and the required 
derivatives, which we need for the computation of 
the next B, with the aid of (11) . . . .  
In the same way it is possible to construct a con- 
tinued fraction and to find recurrence relations for 
computing the coefficients o f  this continued fraction, 
in the case where m < n. 
Remark that because of their definition in (11) and 
(12) the B's appear as partial denominators in (13). 
With an appropriate definition it is also possible to 
have them as partial numerators. 
8. WATSON'S ALGORITHM [23] 
As in the preceding algorithm, we consider a descend- 
ing staircase in the Pad6 table going through the re- 
quired rm, n" 
Depending on m and n, the resulting sequence has 
the form (107 (m >/n) or (10') (m < n). 
From the theory of continued fractions (see [19, p. 
449], [22, p. 380]) it follows that it is possible to 
construct a continued fraction of the form 
Cm_n+l xm-n+l  
rm,n(X7 = Pm_n,o(X) I 1 
Am-n+l ,1  x Am-n+2,1  x
+1 1 +1 1 "'" 
if m ~ n, or 
C 
rm,n(X ) = o 
qo,n_m x) 1 1 
(14) 
I+ bn_m+l  xn-m+l  i 
A l ,n -m+l  x IAl,n m+2 xi  Am,nX t 
+I  1 +L  1 i+ ' "+ l  1 ' 
(14') 
if m < n, having the elements of (10) or (10') as 
convergents. 
Watson's algorithm gives us a method for computing 
the A's in (14) or (14'). 
Supposing m 1> n, we have for an arbitrary element 
rm-n+j , j  (or rm_n+j+l , j )  by using (10) : 
m-n+2j i 
Pm-n+j , j  = qm-n+j , j  i=~o c ix  
+ 0 (x m-n+ 2j+ 1). 
And using the recurrence relations for continued 
fractions (14) we get 
Pm-n+j , j -1  + Am-n+j , j  x Pm_n+j_ l , j _ l  
'-- (qm-n +j, j  -1 + Am-n +j, j  x qm_n +j_l,j_l ) 
m- n+2j xi 2 j+ 1). E c i + 0 (x m-  n + 
i=o  
Equating the coefficients of x m - n + 2j on both 
sides gives : 
Ji i b(i) 
0 ~ . 1~-O m-n+j , j -1  Cm-n+2j - i  
+ A j~ l  b(i) 
m-n+j , j  i=o  m -n +j  -l, j  -1 Cm_n+2j.._l_l 
or !~1 b(i) 
_ o m-n+j , j -1  Cm- = n+2j - i  
Am- n +J ' J - - j -  1 b(i) 
.Z m-  n + j - l , j -1  Cm-n + 2j_l_i 1~_O 
j= l ,  2 . . . .  ,n. 
Analogously one finds : 
J y, b(i) 
i=o  m-n+j , j  Cm-n+2j+l_ i  
Am-n +j + 1,j = - ]~12; b (i) 
i=o  m-n+j , j -1  Cm-n+2j - i  
j= l ,2  . . . . .  n-1. 
This enables us to compute each A, using the 
coefficients of the denominators of the two preced- 
ing elements in the staircase. 
This means that each time we found an A, we have 
to calculate the coefficients of the denominator of 
the corresponding convergent of the continued frac- 
tion (147. This can be done using the forward re- 
currence relations for continued fractions. The com- 
putation starts with the calculation of 
Cm - n + 2 and proceeds as stipulated Am-n+1,1= c 
m-n+1 
above. 
Remark also that, considering two consecutive A's, 
the numerator of the first is identical with the de- 
nominator of the second. 
We remark also that, considering two consecutive A's, 
the numerator of the first is identical with the de- 
nominator of the second. 
9. THE QD-ALGORITHM [20] 
This algorithm also works with descending staircases 
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like (10). This method, in contrast with the two 
previous ones, is based on certain relations between 
consecutive sequences T k, k ~> o. 
Tk= ( rk ,o ' rk+l ,o ' rk+l , l ' rk+2,1  .... } • 
Consider the continued fraction gk(x) 
k x i Ck+l xk+l i  q l (k+l)xl  
gk(x)= ~ c i + - i=o t 1 [ 1 
el(k+l).xl_ q (k+l )x  L . . . .  
-U -1  i 1 
such that the n-th convergent gk, n(X) of gk(x) is 
equal to the (n+ 1)-th element of the sequence T k. 
It is obvious that the convergents of even order of 
gk form the same sequence as the convergents of
odd order of gk- 1 : 
gk,2n = gk - l ,2n+ 1 
Using contraction formulas it is possible to construct 
two continued fractions : the first one being 
k Ck+lxk+l  I 
hk(x )= 2; c ix  i+ i  i=o . (k+ l -q1 1)x 
(k+l) (k+ 1)x 2 
ql el 
-I (k+l) (k+l),  
(l-(q 2 +e I )x 
(k+l)  (k+l) 2 I 
q2 e2 x [ 
. , (k+l) ,  (k+l), 
*-£q3 "ee2 Ix 
. . . .  (15) 
has as convergents he even parts of gk' or 
hk,n = gk, 2n for n = o, 1 , . . . ,  and the second 
one being 
k "+ ckq~k)xk+ 1 I 
1-(q(k)+e (k) x . . . .  ~ ) (16) 
has as convergents he odd parts of gk- l '  or 
hk-1, n = gk- l ,  2n+l  for n = o, 1,... 
Because the convergents of (15) and (16) represent 
the same sequence {rk,o, r k +1,1 . . . .  }and because 
they have the same normalization, it is possible to 
conclude that 
~k) Ck + 1 (o k) 
q Ck ,e  =o,  k~>l. 
n (k + 1) _ q(n k) e(k) = e(nk21 + qn 
q(k) _(k+l)  en(k+ 1) .k~>l, n~>l. 
n+l  = qn 
n 
This permits the computation of the following table, 




e (2) e~ 1) 
0 
q~2) q(1) 




This table enables us to compute the continued frac- 
tion gk for k = o, 1 .... whose convergents form the 
lower triangular part of the Pad6 table. 
In order to be able to get the other elements, we 
need the relationship between the qd-table of f and 
the ~d-table of f-1 [14]. 
~(n k) = el l-k) ~(n k) ~(1-k) 
k+n-1  ' =" lk+n 
(n k (1~ kn).. e(k) ^(l-k) 
q )=~ 1 '  n =qk+n 
k,n~> 1 
And of course we also have to compute the partial 
sums of the reciprocal series f-1 = ~ d. x i . 
i~_o  I 
10. THE e-ALGORITHM [25] 
The e-algorithm can be used to compute the values 
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of the elements of the Pad~ table at a fixed point x. 
To derive the e-algorithm we need Wynn's identity, 
which relates elements in each star-shaped configura- 
tion in the Pad~ table : 
r+k- l , k  
r+k ,k -1  rn+k,k r+k ,k+l  
rn+k+l ,k  
This identity is as follows [29] : 
1 1 + 
r+k- l , k - rn+ k,k r+k+ 1,k-rn+k,k  
1 1 + 
r+k,k+l - rn+k,k  rn+k,  k-  1-rn +k,k 
with boundary conditions 
rk,-1 = oo, r_l,k = o, k/> o. 
For a short proof of this relationship we refer the 
interested reader to Donnelly [8]. 
Wynn introduces the auxiliary quantities rm, n with 
3 1 1 1 m=- - - , - - - ,  .... n=- - - , - - , . . ,  and the 
2 2 2 2 
1 1 = o,k~>o, r3  k_l_= =° boundary values rk_2 '  2 2' 2 
k~> 1 andkEN.  
Then it can be shown that the following relation for 
m,n i> o 
Relation (17) together with the boundary values 
r _ l , k=o, r  k_ l  1 =o,k />o,  kENandthe  ~,-~- 
starting conditions 
k i 
c. x , k>~o,kEN z rk'° i=o  I 




r 11  r l  3 
~'2 2'-2 
r r o,o o,1 
O rl 1 rl 3 
~'~ ~'-2- 
r l ,o r1,1 
r3 1 r3 3 
2 '2  2 '2-  
• r2 ,o  r2 ,1  
- r  1 1 n 1 - r  m 1 ,n  1 )=1 (rm,n m,n- ) ( rm+~,  -2  -2- -2- 
(17) 
is consistent with Wynn's identity, in fact 
-1 -1 
(rn+k,k+ 1 - rn+k, k) + ( rn+k,k_ l - rn+k,k)  
= (rn + k+_~,k+ } - rn + k_ 1,k+2]-) 
- 1 - rn+ k 1 k_ 2)  (rn+k+ ½,k--~ -~,  
= ( rn+k+l ,k+l  - rn+k+},k -1)  
+(rna.k 1 k_ l -  rn+k_~,k+ ~) 
- 2 '  2 . 
-1 -1 
= (rn+k+l,  k-  rn+k,k) + (rn+k_l,k-rn+k, ) 
Or introducing 
e(2n: = rn + k, k (x) 
relation (17) becomes 
e (j) ekO ?11)+ (e~ + 1) - e~J)) -1 (18) 
k+l  = 
fo rk=o,1 , . . .and j=- [k l , - [k - l+ l , . . . ,  
with 
e(1) =o ,  e (n) l~oCi x i C-n-l)  
- o =.  , e2n  =o,  
n = o,  1 . . . .  (19) 
By using the relations (18) and (19) the following 
table can be computed : 
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TABLE 6 
0 
e(o) e~ -1) 
O 
O 
e(1) e~ °) 
0 
o e(11) e~ °) 
e(2) e~ ) 
O 
This table can be computed in several different ways, 
e.g. "column by column" or "row by row". 
11. SOME CONCLUSIONS 
The use of an algorithm will depend on the kind of 
information eeded from the Pad6 table. Once the 
problem is given, a selection will be made between 
the existing algorithms. 
This choice can be based on several criteria. A very 
important criterion is the numerical stability of the 
algorithms. 
Little however is known about this fact. Only for 
the qd-algorithm has been showed [20] by means of 
examples, that it can be unstable. The stability 
seems to depend on the speed of convergence of the 
power series. 
Another criterion is the amount of work. 
Taking as base for a comparison the number of 
arithmetical operations we get the following con- 
dusions :
If, for the algorithms described in sections 3 to 10, 
we compare the total number of multiplications and 
divisions for the evaluation of an arbitrary Pad~ 
approximant rm,n(X), we conclude that the qd- 
algorithm and Watson's algorithm have the same 
lowest otal. Watson's algorithm however needs 
significant less divisions than the qd-algorithm. 
If we also take into account he number of additions, 
then the qd~algorithm seems lightly better than 
Watson's algorithm. 
Especially the algorithm of Gragg, the e-algorithm, 
Watson's variant and Baker's algorithm, in this order, 
are sukable to obtain an evaluation for the Pad6 
approximants lying on an ascending diagonal in the 
l~ad~ table. When however we want the evaluation 
at a fixed point of the elements lying in the triangle 
cut off by this diagonal, the e-algorithm is to be 
preferred. In the same way are the qd-algorithtn and 
Watson's algorithm best suited to get analytic ex- 
piessions for the Pad~ approximants lying on a 
descending diagonal in the Pad~ table, better e. g. 
than Thacher's algorithm. If we want to evaluate 
the diagonal at a fixed point, the e-algorithm is also 
a competitor, since it has the same number of divi- 
sions and multiplications a  the qd-algorithm and 
Watson's algorithm. 
12. REMARKS 
1. The g-algorithm of Bauer [3] is another hombus 
"algorithm. It is similar to the qd-algorithm and 
computes the coefficients of a certain continued 
fraction whose convergents are the elements of a 
descending staircase in the Pad~ table. It is not 
described here because it is more complicated than 
the qd-algorithm from the numerical point of view. 
2. Another algorithm is the T-algorithm [3], which 
is similar to the e-algorithm. It can be used to com- 
pute the values of certain elements in the Padfi table. 
Numerically the ~/-algorithm is however less interest- 
ing. 
3. If the Padfi table is not normal all the methods 
discussed in this paper fail. Only in some special 
cases, it remains possible to use them in a different 
form. Wynn [27] has described a method which 
makes it possible to avoid certain difficulties in this 
case. His method is valuable for every rhombus 
algorithm. 
4. In this paper we have restricted ourselves to func- 
tions represented by a power series. An extension 
to functions represented by a (double infinite) 
Laurent series was given by Gragg and Johnson [12]. 
Another possibility is representing the function by 
its Chebyshev expansion. Then a Chebyshev-Padfi 
table can be associated with this expansion. See e. g. 
[17] and [7]. 
It is also possible to derive these approximants from 
the corresponding Pad6 approximant [16], [17]. 
5. Recently Pad~ approximants are defined for func- 
tions of several variables. These were first derived by 
Chisholm [5]. See also [6] and the references 
mentioned there. 
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REMARK 
The paper by R. Piessens, A bibliography on numer- 
ical inversion of the Laplace transform and applica- 
tions (cfr. Journal of Computational nd Applied 
Mathematics, volume 1, no. 2, 1975, pp. 115-128), 
should be headed : BIBLIOGRAPHY 001. 
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