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programme. Unlike THOR, which 
exclusively dealt with the observation 
and modelling of the ocean and 
climate, NACLIM, which is also 
chaired by Detlef Quadfasel at 
Hamburg, aims to link this research 
to marine biology. 
“Biology lags far behind the 
physical sciences when it comes 
to mechanistic understanding and 
prediction,” says Payne. “Even if 
we could characterise the ocean 
perfectly in infinite detail for the next 
20 years, we couldn’t translate this 
into reliable biological predictions. 
This is the gap that we hope to start 
to bridge in NACLIM. We don’t expect 
to solve the problem — people 
have been trying to understand this 
problem for more than 100 years, 
and haven’t had much success so 
far — but what we do aim to do is to 
make the first steps in this direction, 
and map out the road ahead.” 
The blue whiting, for which the 
connections between physical 
oceanography and population 
ecology have already been studied 
in some detail, will also be the focus 
of Payne’s work within the NACLIM 
project. In the long term, researchers 
hope to be able to predict the effect 
of physical changes on fisheries, 
providing information that would also 
be very useful economically. 
Flood warning
As both the monitoring of the oceans 
and the modelling of the ocean and 
climate systems improve, challenges 
remain for the new EU project 
NACLIM and for the BMBF-funded 
successor to Nordatlantik, RACE! 
(Regional Atlantic Circulation and 
global changE), co-ordinated by 
Detlef Stammer from the University of 
Hamburg, to address. 
An overarching challenge is the 
need to produce information that is 
useful for decision makers in politics 
and business, to enable them to take 
precautions against effects of climate 
change. Specifically, it is a challenge 
to model and predict changes with 
regional specificity, such as the sea 
levels in the North Sea, as opposed 
to the global average sea levels. Such 
information is crucial for instance 
for the planning and maintenance 
of effective flood defences in cities 
that are exposed to the sea like 
Hamburg, which famously suffered a 
catastrophic flood after a dyke failure 
in 1962. 
As coastal researcher Hans von 
Storch from the Helmholtz-Centre 
for Materials and Coastal Research 
at Geesthacht near Hamburg points 
out, the issue of flooding in coastal 
areas is complicated by human 
activities such as dredging of 
shipping channels and removal of 
ground water. The latter is the reason 
why most river deltas investigated 
in a recent study are sinking (Nature 
Geoscience (2009) 2, 681–686) — 
which compounds the problems 
caused by the general trend of rising 
sea levels. 
The NACLIM project will also 
include a unit led by Koen de Ridder 
at the Flemish Institute of Technology 
(VITO), which will look into the links 
between the ocean and climate 
systems and urban societies. The aim 
is to make the climate predictions, 
which have so far had poor spatial 
resolution, specific to cities, such that 
they can be used to make decisions, 
for instance in the area of healthcare. 
Generally, von Storch concludes, 
to put science in societal context, the 
communications with stakeholders 
should be improved. “We need to 
understand their questions and we 
need to build a dialogue,” von Storch 
said. 
Although the next climate-change-
related disaster may not arrive the 
day after tomorrow, it is safe to 
predict that it will arrive one day, and 
we’d better be prepared. 
Michael Gross is a science writer based at 
Oxford. He can be contacted via his web 
page at www.michaelgross.co.uk.  
His travel to the Hamburg conference was 
paid for by the THOR project. 
Model fish: The North Atlantic blue whiting 
(Micromesistius poutassou) has undergone 
dramatic population changes in parallel to 
shifts in ocean circulation and is therefore now 
used as a model system for studies of interac-
tions between currents and ecology. (Photo: 
www.animalspot.net)Patricia Hunt
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She fell in love with genetics when 
she took her first genetics class 
as an undergraduate at Michigan 
State University. She completed 
her graduate studies in 1983 in 
the Department of Reproductive 
Biology at the University of Hawaii 
under Patricia Jacobs, where she 
became fascinated by the human 
maternal age effect on aneuploidy. 
An NIH National Research Service 
award allowed her to spend a 
two-year postdoctoral fellowship 
in London working with Paul 
Burgoyne at the MRC Mammalian 
Development Unit (1984–1986). 
She also spent a valuable and very 
memorable year as a postdoctoral 
fellow in Eva Eicher’s laboratory 
at the Jackson Laboratory. She 
held faculty positions at Emory 
University (1988–1992), and 
Case Western Reserve University 
(1992–2005) before moving to 
Washington State University 
in 2005. Her interest in human 
aneuploidy still fuels her research, 
but the accidental discovery that 
bisphenol A exposure increases 
the frequency of aneuploid eggs 
in mice spawned a new interest in 
the effect of endocrine-disrupting 
chemicals on mammalian 
reproduction.
What made you fall in love with 
genetics? My first genetics class 
was taught by a human geneticist 
named Herman Slatis. It was the 
1970s and, although Dr. Slatis was 
one of the most gifted teachers 
I’ve ever met, he didn’t believe 
that women belonged in medical, 
dental, or graduate school. Despite 
his lack of support (or, perhaps, 
because of it) I decided on a 
graduate career in genetics — but 
I was careful to pick a female 
mentor. Slatis died the year after 
I took his course, but he left a 
tremendous legacy. A number of 
his former students are successful 
human geneticists, including a 
past president of the American 
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Warren, and my husband, Terry 
Hassold. 
Women are waiting longer to 
have children. From a strictly 
biological/health perspective, 
is this a good idea? We’ve 
witnessed a remarkable change 
in reproductive patterns in a 
period of several decades, 
and it’s not good news for our 
species. I think that everyone 
recognizes that maternal age is 
the second biggest impediment to 
a successful pregnancy (the first, 
of course, is finding a suitable 
mate). But few realize that the 
age of moms at first birth has 
crept steadily upward during the 
past 2–3 decades in all developed 
countries. No big surprise when 
you stop and think about it: young 
working women getting their 
careers on track are postponing 
their families. Senior scientists 
hate to hear me say it, but we need 
to be telling our trainees to have 
their babies early and often. It’s in 
the best interest of our species.
In addition to basic research 
into meiosis, you’ve investigated 
the effect of chemicals in our 
environment on our health. 
What motivated this work? 
An accident. Accidents rarely 
provide dramatic new insight to 
the question under investigation, 
but that’s what happened to us. 
We were using mouse models to 
test the hypothesis that the age-
related increase in chromosomally 
abnormal eggs in women is a 
reflection of subtle endocrine 
changes that happen naturally 
during the decade preceding 
menopause. We were testing the 
effects on the egg of altering the 
hormone environment in the adult 
ovary. We were getting nice data 
and then, blammo! One week the 
data were normal and the next 
week the control data were crazy. 
It turned out a temporary worker 
in the animal facility used the 
wrong detergent and damaged 
all the cages and water bottles. 
They were polycarbonate and, 
unbeknownst to us, our mice were 
being exposed to the endocrine-
disrupting chemical bisphenol 
A (BPA). While it supported 
our hypothesis, this little BPA accident delayed my students, 
set my lab back by a year or so 
(it’s so hard to do experiments 
without controls), and changed the 
course of my research career. In 
the intervening 15 years, a lot of 
research on the effects of BPA has 
been done, and BPA has become 
a household word. Consumers 
know they should reach for ‘BPA-
free’ because BPA is bad. It is 
bad. In fact, its effect on the 
growing oocyte is pretty mild by 
comparison with some of the other 
things this little chameleon of a 
molecule can do! 
And about that ‘BPA-free’ stuff? 
Turns out it’s a great marketing 
tool. Industry has found that they 
can slightly tweak the molecule — 
now, technically it isn’t BPA — and 
you’ll pay more for it even though 
it may not be any safer at all.
But it’s all about dose, right? Too 
much of anything can be bad. Ah, 
the dose makes the poison — if 
only it were so simple! Toxicology 
testing is founded on that basic 
assumption, which dates back to 
Paracelsus in the 16th century. For 
toxicology testing, the assumption 
has been, if a little is bad, more 
is worse, and much more is much 
worse. Using this model, you test 
high doses, work your way down 
to the lowest dose that elicits 
an effect and, voila, you know 
what level of exposure is bad and 
what’s safe. That’s served us well 
for chemicals that do things like 
break or mutate our DNA. It fails 
miserably, however, for chemicals 
that mimic or interfere with the 
actions of our body’s hormones. 
Although the idea that bad 
effects may occur at low doses 
but disappear or be different at 
higher doses is relatively new 
in toxicology, endocrinologists 
fully understand nonlinear, 
non-monotonic relationships 
between hormone concentration 
and biological effects. With 
hormones, and with hormone-like 
chemicals, high dose testing does 
not predict low dose impacts. 
When it comes to understanding 
effects of chemicals that mimic 
or interfere with our endogenous 
hormones, I’ll take a copy of the 
endocrinologist’s rulebook, thank 
you. In the most recent development, 
the FDA rejected a petition filed 
by the National Research Defense 
Council to ban BPA in food 
packaging. Is it your contention 
that this was not based on the 
science, but rather because of the 
influence of industry lobbyists? 
Yes, they refused to consider 
that petition, but a few months 
later they responded positively to 
an industry petition to ban BPA 
in baby bottles and children’s 
drinking cups. Because industry 
had already voluntarily moved 
away from the use of BPA in these 
products, this new prohibition 
doesn’t mean much. It’s like 
shaking your fist at a fox leaving 
your henhouse with a chicken in 
his jaws. It may make you feel like 
you’re doing something, but it isn’t 
going to prevent harm in the future. 
Industry influence is huge, let’s 
be honest. For them, this chemical 
is a cash cow. But that isn’t the 
whole story. Chemicals like BPA 
are forcing regulatory agencies to 
reinvent their approach to toxicity 
testing. It’s taking far too long and, 
although most scientists agree 
that the current testing approach 
doesn’t work for chemicals like 
BPA, there’s no plan B. Admittedly 
the regulatory process is slow 
and ponderous. But given the 
issues facing us, we need to utilize 
the best science and the best 
scientists. We need a rapid and 
thorough overhaul of our approach 
to chemical regulation. It’s not just 
a matter of developing new testing 
guidelines. We need to learn how 
to use all of the available data 
so regulatory decisions really 
safeguard human health. 
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Mus spicilegus
Wenfei Tong1,3,* and Hopi Hoekstra1,2,3
What or who is Mus spicilegus? Mus 
spicilegus, aka ‘the mound-building 
mouse’, is a rather nondescript, brown 
mouse that looks just like its close 
relative, the commensal house mouse 
(Mus musculus). In fact, they look so 
much like house mice that the first 
individuals described in 1840 from 
a garden in Odessa probably were 
house mice. Its epithet ‘spicilegus’ is 
derived from the Latin, spica meaning 
a spike of grain, and legere, to collect, 
which makes sense, since these mice 
do in fact gather grains.
So why should we care? Because its 
architectural skills and social behaviours 
are truly unique — none of the other 
Mus species in Europe build mounds. 
Unlike typical house mice, groups 
of mound-building mice construct 
their own overwintering structures. 
They pile up soil and up to 50 litres of 
vegetation, which when completed are 
about 40,000 times the volume of a 
single mouse (Figure 1). These conical 
mounds can be up to 4 metres in 
diameter and are typically 0.5 metres 
high when freshly built. Deep below 
the mounds, the mice dig a network of 
tunnels that either exit above ground, or 
connect the mound of vegetation with 
an underground nest chamber. Mounds 
are typically found in fields, often at 
the edges, and there can be up to 
100 mounds per hectare. Construction 
begins in early autumn, and a mound 
can be built in just a few days or weeks, 
so if mounds are destroyed by ploughs, 
which often happens in crop fields, it 
is quite common for mice to rebuild a 
mound before winter.
What are the mounds for? We don’t 
know exactly. One obvious hypothesis 
is that the vegetation stored in 
mounds, which can vary greatly and 
contain crop grains, serves as a 
winter food supply. However, a recent 
study of mice in Hungary showed no 
overlap between the plants stored in 
mounds and those eaten. It is also 
not clear whether there are tunnels 
linking vegetation in mounds to 
nest chambers. Another idea is that 
Quick guideAre scientists in part to blame for the lack of stricter regulations on 
some of these chemicals? Hmm, 
scientist as villain…what a novel 
plot. But I guess you could blame 
us. If we all agreed on exactly what 
effects these types of chemicals 
cause and at what doses, perhaps 
stricter regulations would be in 
place. Scientists all see the world 
a little differently and emphasize 
different things, don’t we? It’s 
part of our charm but it drives the 
media, the public, legislators and 
regulatory agencies crazy. They 
want simple answers like what’s 
safe and what isn’t. We feel the 
need to qualify everything and love 
to dispute the details (let’s face it, 
‘I’ll show you’ gets us motivated 
and sends us back to our lab 
benches). But we can disagree 
on the details and still agree that 
a chemical with the properties of 
BPA isn’t good for our bodies.
The manufacturers of BPA, 
however, have been very effective 
at using us against ourselves. The 
effect on the growing oocyte that 
we stumbled on was examined 
subsequently by several groups. 
All reported adverse effects, but 
there was variability among the 
findings, and one group concluded 
that BPA didn’t give rise to 
chromosomally abnormal eggs 
because the defects it induced 
caused the arrest and death of 
the cell. The manufacturers spun 
this into: ‘no one can repeat that 
Hunt study’. But really, does 
the difference in interpretation 
between studies matter? A dead 
oocyte or an abnormal egg — no 
healthy baby either way. 
As long as BPA 
manufacturers can continue 
to convince people that ‘it’s 
controversial’, many will think, 
‘Why worry? I’ll wait until they 
know’. In the case of BPA, a few 
scientists have been willing to 
stand up and admit that, while 
we still have a lot to learn, what 
we know scares the daylights 
out of us, and that’s making a 
difference. Speaking like that is 
stepping away from how we were 
trained to talk about our work. But 
saying, ‘I’m a scientist and what 
I know worries me’, puts things 
in a context that the man on the 
street and the elected official can 
understand. What are the consequences 
if scientists fail to participate 
in a dialogue with the public? 
Scientific ignorance hurts science. 
I get so frustrated when I hear 
some misguided politician riffing 
on a fruit fly study, making it 
sound like a colossal waste of 
time and money. In part, it’s 
our fault.  We don’t think about 
explaining to nonscientists what 
we do and why it’s important, 
even though taxpayers fund most 
of our work. It’s not that people 
are too stupid to understand; it’s 
that we don’t know how to make it 
comprehensible. But we can learn. 
After 10 years of talking to parent 
groups, legislators, and reporters, 
I can explain meiosis to anyone. 
And, when it comes to chemicals 
like BPA that have become so 
complexly interwoven into our daily 
lives (did you know that eating 
greasy french fries or applying 
hand lotion and then handling a 
paper receipt is a terrific way to 
get a good dose of BPA?), failure 
to voice our concerns, to explain 
our findings to the general public, 
and to work for change in the 
regulatory process may jeopardize 
human health.
And how can we get scientists 
to communicate better? Our 
best hope is the next generation.  
Scientists like me who have 
stumbled into the world of 
reporters and legislators provide 
evidence that old labs can learn 
a few new tricks, but it’s so 
much easier for young pups. New 
students effortlessly get it when 
you break the principles of giving a 
good talk down for them. Imagine 
what would happen if we taught 
them how to talk to reporters, 
legislators, and the man on the 
street? Although they can certainly 
text and email, our students are 
coming to us with a woefully 
inadequate appreciation of the 
power of direct, face-to-face 
communication. We have to 
impress this upon them and 
help them develop and hone their 
skills. 
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