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Abstract 
Many scientific applications can benejit from eficient 
clustering algorithm of  massively large high dimensional 
datasets.  However most of the developed ,algorithms are 
impractical to use when the amount of  data is very large. 
Given N  objects each de3ned by an M-dimensional fea- 
ture vectol; any clustering technique  for handling very large 
datasets in high dimensional space  should  run  in  time 
O(N)  at best, and O(N  log N)  in the worst case, using no 
more than O(NM)  storage,  for it to be practical. A paral- 
lelized version of  the same algorithm should achieve a lin- 
ear speed-up in processing time with increasing number of 
processors. We introduce  a hybrid algorithm called HyCel- 
tyc, as an approach  fox clustering massively large high di- 
mensional datasets.  HyCeltyc,  which stands for Hybrid 
Cell Density  Clustering method, combines a cell-density 
based algorithm with a hierarchical agglomerative method 
to identiJL clusters in linear time. The main steps of the al- 
gorithm involve sampling, dimensionality reduction and se- 
lection of signijicant  features on which to cluster the data. 
1. Introduction 
Clustering is the act of  grouping objects characterized 
by feature vectors (or attribute vectors) into classes, such 
that pairs of objects within the same class are similar ac- 
cording to some defined similarity measure. Pairs of object 
from different classes are dissimilar under the same mea- 
sure.  Clustering algorithms have had wide applications in 
pattern recognition, image processing, statistical data anal- 
ysis and recently in data mining and knowledge discovery. 
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Clustering algorithms for multidimensional datasets have 
general applications in content-based retrieval of multime- 
dia objects, i.e., images, text, digital videos, etc.  Of equal 
significance are their applications in scientific data manage- 
ment.  Not only can they be used for storing related data 
in  close proximity to each other to aid query processing, 
but they also provide a pre-analysis categorization of the 
dataset for further scientific investigation. For example the 
use of  clustering methods, to group objects from physics 
experiments with the purpose of optimizing data access and 
computations, is discussed in [7, 81. 
Most of the clustering algorithms proposed so far are im- 
practical in handling extremely large datasets that have very 
high dimensionality.  Our work on clustering is motivated 
by the quest for algorithms that can group scientific data for 
efficient query processing.  Examples of such datasets are 
those generated by experiments conducted in High Energy 
Physics (HEP) [9, 11, 101.  Results of  these experiments 
generate or are expected to generate data of the order 10" 
- 1015 bytes that would reside on tape robots.  Large disk 
farms, of  the order of  tens to hundreds of Terabytes, would 
act as disk caches to support jobs that would run on large 
CPU farms. The goal of clustering in this setting, is to op- 
timize I/O performance under changing access patterns so 
that near sequential reading can be achieved for all queries. 
A generalization of the problem without restricting it to 
any specific application domain is as follows. Given a set of 
bounded ordered domains Ao,  AI, .  .  .  ,   AM-^, that are not 
necessarily distinct, let SM = A0  x A1  x .  .  . x AM-1 be 
an M-dimensional feature space. A domain Aj may be ei- 
ther numeric or categorical. Let R  = {TO, rl,.  .  .  ,  TN-~} 
be a set of objects (or records), where each object is de- 
fined as an M-dimensional feature vector. That is, an object 
ri = (a,,o,ai,l..  .ai,~-l),  where ai,j E Aj. Each object 
corresponds to a point (i.e., an "image point" of the object), 
in the multidimensional feature space SM.  The objective of 
clustering is to partition the N points into subgroups, called 
clusters, according to  some similarity measure ciq(ri,  rj), 
under the metric nom L,.  For some specified distance E 
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if the nearest neighbor of ri is rj  and bq(rj,rj) 5 E. The 
two objects rj,rj are said to be similar (or near) to each 
other.  Otherwise they belong to different clusters and are 
dissimilar (or farther apart) from each other. A cluster may 
be depicted as a dense region of objects and can be of any 
arbitrary shape. 
The application domain determines the choice of the do- 
mains Aj's, how the feature vector of each object is charac- 
terized and what distance measure to use. For the purposes 
of our applications, we consider the attributes to be numeric 
and more specifically they are interval-scaled. An interval- 
scaled variable is a continuous measurement of near linear 
scale such as length, weight, energy level, etc. Of main con- 
cern is the fact that we have to deal with very large feature 
space having tens to hundreds of dimensions and very large 
number of objects of the order of millions and possibly bil- 
lions. 
Although numerous clustering algorithmshave been pro- 
posed and  studied extensively in  the past  [4,  121,  most 
of  these proposed methods are impractical to use on  the 
scale of data being considered.  The major limitations are 
that some methods require all the data to be in memory, 
e.g. BIRCH [26], while others require a priory knowledge 
of the number of  clusters,  e.g..  K-Means [12, 141.  0th- 
ers rely on dimensionality reduction techniques that usu- 
ally involve Singular Value Decomposition (SVD), Discrete' 
Fourier Transforms  (DFI'),  Karhunen-Loeve and  Multi- 
Dimensional Scaling (MDS). These have either quadratic, 
and sometimes cubic, complexity in the number of objects 
N, or in the number ofdimensions M. 
The. most effi'cient  methods for large datasets are the so- 
called "grid-based" algorithms, but they all have some defi- 
ciencies that we will explain below. They typically require 
a single pass over the datilwhich can be disk resident); to 
generate counts of  the number of objects per cell.  Find-.' 
ini  the clusters has a complexity proportional to the num- 
ber of populated cells which is a lot smaller than the num- 
ber'of cells. 'Examples of such methods are: MAFIA [  161. 
STING [25], and Celtyc [23].  We  chose to use Celtyc be- 
cause of its ability to form clusters based on detecting "val- 
leys" between clusters (see [23] for details).  The essential 
cluster generation steps of these methods involve two prin- 
cipal ideas; a partitioning of the feature-space into cells and 
determining maximal connected regions of dense-cells. We 
will refer.to such connected regions as dense regions. The 
cells are rectilinearly.  prirtitioned subspaces of the feature- 
space where each feature or attribute defines an axis.  The 
interval of values of each attribute Aj is split into mj bins. 
The number of cells generated, which is denoted as T,  is 
given by K = &=,  mj.  i 
' fie  grid-based  algorithms,  while  efficient, all  suffer 
from the following three problems. First, for 'large M,  the 
M-1 
image points in SM  become very sparse and highly skewed. 
Second, the choice of  the bin  sizes not only determines 
the quality of  the clusters identified but also determines the 
space and time complexity of the algorithm. Third, since the 
number of grid cells could be very much larger than even the 
number of points, we require a data structure for managing 
only the non-empty cells. Our approach is to find a solution 
to these problem by using a hybrid of methods.  We  refer 
to this scheme as  HyCeltyc which stands for Hybrid  Cell 
Density Clustering method. 
To address the first problem, i.e.  the effect of  large di- 
mensionality. we apply a linear dimensionality reduction 
method called FastMap [3], on a sample of the data to re- 
duce the dimensionality from M  to K,  where K is the de- 
sired dimensionality for clustering. In addition to the result- 
ing reduced dimensionality,  we developed a method to order 
the dimensions according to their ability to discriminate the 
clusters. To address the second problem of  selecting the bin 
sizes; we specify as an input to the algorithm, a threshold 
value 73. The value of il  defines the minimum number of 
points in a cell that allows it to be considered as dense. This 
value of  71,  expressed either as an absolute value-or as a 
percentage of the number of points, is also utilized to de- 
termine the bin sizes of each attribute. This is explained in 
detail in'section 3. The third problem is resolved by hashing 
the addresses of non-empty cells to a linear address space. 
The literature gives a well defined classification of the 
different clustering algorithm.  These include partirioning, 
hierarchical-agglomerative, hierarchical-divisive,  density- 
based and grid-based methods. A grid-based method would 
be appropriately referred to as cell-based method.  A tax- 
onomy of the different clustering methods is given in [12]. 
The HyCeZfyc clustering scheme we proposed. in  this pa- 
per is a hybrid of the cell-based, the density-based, and the 
hierarchical-agglomerative clustering method.  The details- 
of these techniques are explained in the subsequent sections. 
HyCeltyc executes in six phases. Let SM  denote the M- 
dimensional attribute space and let SK  denote the attribute 
space in K-dimensions for K  < M.  The six,phases of the 
algorithm are: 
i)  Sampling from the-original,  data$et.. 
ii)  Dimensionality reduction fr0m.M  to-K  based on the 
., 
,. 
I. 
sample drawn. 
iii)  Cell-density clustering of the sample in the reduced K- 
. dimensional space SK.  I.. 
.. 
iv)  Refinement of  the clusters mapped onto the original 
M-dimensional space, S;.  . 
v)  Selection of K significant features out of the original 
M  features of the origirial feature space; 
' 
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Although the refinement step in HyCeltyc computes dis- 
tances between objects,  the computation is  restricted  to 
pairs of  objects within the same dense region.  The algo- 
rithms therefore executes in  time O(KN)  using O(NM) 
space. 
The main  contribution of  this  paper is  that by  using 
a combination of algorithms we succeeded in  developing 
a method for clustering high dimensional massively large 
dataset that runs in linear time and in linear space.  The 
technique being advocated establishes a general framework 
for clustering high dimensional massive datasets.  The rest 
of the paper is organized as follows. In the next section we 
summarize some of  the closely related works to our scheme. 
We then describe the details of  the various steps of the al- 
gorithms used in each phase of HyCeltyc in section 3. The 
complete HyCeltyc algorithm is formally presented in  sec- 
tion 4. A short analysis of the proposed method is presented 
in section 5 and we conclude with section 6. 
the significant attributes identified in phase (v); 
2. Related Works 
A number of clustering algorithms have been proposed 
and extensively studied in the literature [123.  One class of 
widely used clustering algorithms are the hierarchical meth- 
ods. We adopt a variant of the hierarchical method generally 
referred to as a hierarchical-agglomerative clustering. 
2.1. Hierarchical Agglomerative Clustering 
To  carry  out  hierarchical  clustering,  one  begins  by 
defining a  similarity  function  between pairs  of  objects 
and then  constructing a Similarity Matrix.  This is usu- 
ally  given  by  the  normalized  Euclidean  distances  be- 
tween  pairs of  objects.  The Euclidean distance between 
a pair of objects, T,  = (a,,o,a,,l..  .~,,M-I)  and Tq = 
(aq,o,  a4,1  .  .  .  aq,~  -  1 ) is given by 
j=O 
Each distance is then converted into a similarity value by 
the equation 2: 
where amax  is the distance between the two farthest pair and 
c,,~  always lies between 0 and 1. For example, suppose we 
have 5 objects with 3 attributes Ao,  AI,  Az  as shown in Ta- 
ble 2.la and the Similarity Matrix is as given by Table 2.lb. 
Object  A0  A1  A2 
P  0.31  17.8  3.0 
Q  0.10  9.30  3.0 
R  0.11  21.5  1.0 
S  0.58  22.0  2.0 
T  0.50  16.0  1.0 
Table 2.la:  Sample Dataset 
Object  P  Q  R  S  T 
P  1  .0 
Q  0.79  1.0 
R  0.58  0.36  1.0 
S  0.69  0.17  0.15  1.0 
T  0.61  0.34  0.72  0.75  1.0 
Table 2.lb:  Similarity Matrix 
Hierarchical clustering begins by determining the largest 
value in the similarity matrix. Note that this is obtained dur- 
ing the similarity matrix computation. Examination of the 
Table 2.lb reveals that objects P and Q are closest.  The 
rows and columns corresponding to the two points P and Q 
are removed and the similarity matrix is updated with the set 
{P,  Q} considered as a single cluster. To update the matrix, 
the distance between a point p and a cluster x  may be com- 
puted either a$ the distance between p and a point q, within 
the cluster that is closest to p or between p  and the point 
q that is furthest from p. The former measure gives what 
is referred to as the single-link method. The latter measure 
gives what is referred to as the complete-link method. One 
could utilized the average distance between p and all points 
in the cluster as  a measure of closeness. In this case we get 
the average-link method. If we update the similarity matrix 
according to the single-link measure, we get the Table 2.2a 
below. 
Obiect  P.0  R  S  T 
PQ  1.0 
R  0.58  1.0 
S  0.69  0.51  1.0 
T  0.61  0.72  0.75  1.0 
Table 2.2a: First Updated Similarity Matrix 
Object  P,Q  R  S,T 
P.Q  1  .o 
R  0.58  1.0 
S,T  0.61  0.72  1.0 
Table 2.26: Second Updared Similarity Matrix 
Object  P,Q  R,S,T 
R,S.T  0.69  1.0 
RQ  1.0 
Table 3:  Final  Updated Similarity Matrix 
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Figure 1: Single-Link Dendogram 
The iterative process of  merging points to the nearest 
clusters finally gives Table 3. The result of such a hierarchi- 
cal clustering is often depicted as a dendogram that is shown 
in Figure 1. The computation of similarity function for very 
large dataset would be quite involved and as such we utilize 
this only in a refinement step when we generate clusters of 
the sample dataset.  The main computation in  HyCeltyc is 
done as a cell-density based clustering algorithm. 
2.2. Density Based Clustering 
Efficient clustering  methods  that  are  appropriate  for 
very large or high dimensionality are generally cell-density 
ba$ed.  These  include  BIRCH  [26]  (Balanced Iterative 
Reducing and Clustering using Hierarchies), CLARANS 
(Clustering Large  Applications  based  on  R4Ndomized 
Search) [20] and DBSCAN  (Density-based Spatial Clus- 
tering of Applications with Noise)  [151.  Closely related 
works that utilize elements of hierarchical grid-density and 
projected clustering method include CLIQUE (CLustering 
in  QUEst)  [19],  DENCLUE (Clustering Based  on Den- 
sity Distributions) [5],  GridClus(GRID-CLUStering) [211, 
MAFIA [  161,  OptiGrid (OPTImal GRID-Clustering) [61, 
STING  (STatistical  INformation  Grid-based)  1251  and 
Wavecluster  (WAVElet-based CLUSTERing)  [22].  Of 
these, only MAFIA has demonstrated a parallelization of 
its algorithm called pMAFIA, on a shared nothing multi- 
processor system. 
The basic idea of the cell-density and grid-based clus- 
tering algorithms is the partitioning of  the feature space. 
The feature space SM  is quantized rectilinearly into non- 
overlapping rectangular subspaces called  cells.  Suppose 
each attribute Aj is defined by the range of values [Lj,  Vj]. 
The range of  values is partitioned into bins of equal inter- 
vals [Zj,zj,uj,zj),  so that each bin spans Ij,zj  = IAj(/mj 
values, where mj is the number of bins into which the at- 
tribute Aj is split. Each attribute Aj is an ordered domain 
also referred to as interval-scaled. Hence the intervals Ij,z 
may be progressively ordered in increasing integer values 
zj = 0,1,. .  .  ,  mj -  1. Consequently each cell of the par- 
titioned space is uniquely identified by the M-dimensional 
index (x0,zl  . . .  ZM-I).  where xj  is the integer number as- 
sociated with the interval [Zj,zj,  ~j,~~).  The number of cells 
generated by such partitioning is given by K = n:;'  mj . 
A record ri is assigned to a cell CM(zO,  21,.  .  .  ,~M-I).  if 
for its feature vector (ai,o,ui,l .  .  .  ui,~-l),  Zj,zj  5 ui,j < 
~j,,~,  j  = {0,1,. .  .M -  1) for zj = {0,1,. .  .  mj -  1). 
The differences in the various methods concern: 
1 How the cells are maintained.  For example BIRCH 
uses a tree structure called a clustering feature  tree 
very much like a B-tree to store information on non- 
empty cells,  DBSCAN uses an R* -  tree, STING 
uses multilevel quadtree-like structure, GridClus uses 
a Grid-File and DENCLUE uses a B+-tree. 
2  What information is stored within the cells. In this re- 
spect, BIRCH stores summary statistics such as mo- 
ments while STING maintains statistical informations 
such as means, standard deviation, min, max, etc. 
3  The algorithm used to merge connected dense regions. 
4  The method used for dimensionality reduction if any. 
5  Whether  projecting  cluster  onto lower  dimensional 
feature space is used to determine the significant fea- 
tures to carry out clustering. 
6  Whether clustering is done on the entire dataset or on 
A summary of  the various methods can be found in [12, 
41.  A summary of  the time and space complexity of the 
different schemes is shown in Table 4, using the parameters 
defined below for measuring the clustering algorithms. 
N: Number of data points. 
M: Dimensionality of original data space. 
mj: Number of bins into which attribute j is partitioned. 
N,: Sample size drawn from the dataset, N, << N. 
z,:  Number of clusters in a sample, z, 5 z. 
K: Dimensionality of reduced data space. 
Kl: Limit of dimensionality used in detecting viable clus- 
repeated selected samples. 
ters. 
z: Number of clusters in entire dataset. 
nd, :  Number of non-empty cells for a chosen sample. 
nd: Number of non-empty cells for the entire data set. 
150 rX: Number of grid cells in the partitioned feature space 
of K-dimensions. 
a: Small integer constant. 
Mp: Primary memory size used. 
B: Branching factor. 
P:  Page size. 
e: Distance between an  object and  its  nearest neighbor 
within which they can be considered as being in  the 
same cluster. 
cg: Average size of a cluster. 
3. Overview of Hybrid Cell Density Algorithm 
Our algorithm follows the basic idea of first partitioning 
the feature space into rectilinear subspaces as  described in 
section 2. Figure 2 illustrates the case of  a two-dimensional 
(i.e., M =  2), feature space, S2 =  X  x Y,  with cardinality 
N = ]RI  =  25. 
statements of the Celtic algorithm is given in Algorithm 1. 
It takes as  input, the set of objects R,  number of objects N, 
the attributes A = Ao,  AI,.  .  .  ,  AK-I, the dimensionality 
K  and an array M  = mo, ml,  .  .  .  mK, that specifies the 
number of bins that each attribute has to be split. Other in- 
put parameters are two control parameters, T~  and 73.  71 
specifies the minimum number of  objects in a cluster to be 
considered as dense while 72  specifies the minimum num- 
ber of points in a cell above the current to be considered for 
merging. 
The algorithm described assumes that certain functions, 
whose roles are evident from their function names are avail- 
able. We do not give details of such functions. Celtyc first 
scans the input R and hashes each object to a cell to build a 
histogram of  the cells. 
Algorithm 1 The Cell-Density Clustering Algorithm 
Input: A set of records R  = {ro,  TI,. .  . ,  TN-I}, number 
of objects N, dimensionality of attribute space k, number 
bins for each attribute M = mo,m~,  .  .  .  mk. 
Output: A hash table Thash,  a set of clusters CLO  where 
each CL[i]  represents a cluster of  dense cells  equal  to 
UCk(ut).  The key ut is derived from the function Hash(), 
which takes the integer indexes and computes the key ut. 
E 
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Figure 2. Grid Density Distribution of  Points 
HyCeltyc uses equal bin intervals on each attribute and 
as such the cells have equal volume. The count of the num- 
ber of points in each cell measures the densities of the cells. 
Other grid partitioning methods could equally be used but 
we leave this for future studies. 
A cluster in HyCeltyc is defined by a union of  neighbor- 
ing dense cells. Two cells in a K-dimensional feature space 
are neighbors if they share a common (K -  1)-dimensional 
face. The determination of clusters in the rectilinearly parti- 
tioned cells is done by invoking a simple Cell-Densify  Clus- 
tering algorithm which we abbreviate simply as Celtyc. The 
Celryc('R,N,M,Tpa~,CL,r) 
{ for i in [0,  NI { 
getObjecr(ri) 
for j in [0,  M-l] { 
xj e  IntIndex(a;,j) 
1 
w;  Hash((xo,x1,.  .  . ,xk-1)) 
updateTable(Th,,h, w;) 
1  sc ecp 
1 
for each non-empty cell ck(w)  E  Thash { 
sc  -e  sc  U (w,Count(Ck(w))>  { 
son (SC);  // Sort in decreasing order of cell counts 
ZG-1 
while SC # d{ 
Ccurr (r  NextMaxCell(SC) 
z-ez+l 
Wzl  Ccurr 
SC  SC -  {ccurr} 
while not all CL[z] marked { 
cCurr  C= nextUnmarked(CL[z]) 
mak(cc,rr  E CL[z]) 
for neighbour &e,ghb  of c,,,,  in SC { 
if Cneighb  [count]  2 71 
ifCneighb[C0'Unt]  5 Ccurr[Cmnt]  +  72 
cL[z]  *  cL[z]  U  Cneighb 
1 
1  sc  sc -  Cneighb 
15  1 3.1. Choosing Bin Sizes 
Consider the dataset of size N,  a specified dimensional- 
ity K on which to cluster the data, and an input parameter 
T~.  We wish to determine the number of bins mj to partition 
the attribute j  so that a cell that forms a dense region has at 
least T~ objects. We use the following heuristics. Let 7r  be 
the number of cells and since we assume each attribute j 
to be an interval-scaled attribute, the normalized upper and 
lower bounds may be denoted as Uj and Lj respectively. 
We compute mj so that (Uj -  Lj)/mj  x  constant and 
the product nF=il  mj,  is the smallest integer value greater 
than N/(2  x TI). 
3.2. Similarity Measures 
As  indicated in section 2, the similarity measure used 
in the HyCeltic algorithm is defined by equation 2.  How- 
ever other similarity measures between two objects rp,  rq 
could be equally defined.  These are primarily expressed 
as functions of distance functions, 6(rp,  r,), depending on 
the domain of application of the clustering algorithm.  In 
a document retrieval setting, one could define 6(., .) as the 
editing distance between the two objects, i.e., the minimum 
number of insertions, deletions and substitutions that are re- 
quired to transform the first string to the second. Other well 
known distance  functions are the Manhattan,  Euclidean 
and  Minkowski  distances.  The Manhattan  distance be- 
tween any two objects, rp = (ap,O,ap,l,.  . .  ,ap,~--l)  and 
rq =  (aq,o,aq,l,.  . .  ,~,,M-I), is  given by  6(rp,rq)  = 
Jap,j  -  a,,jl.  The Euclidean distance is given by 
62(rp,  r,)  = f/xi”=;’  (ap,j -  aq,j)2  and the Minkowski 
distance is given by 6,(rP,rq)  = (&T1(ap,k  -  aq,k)q. 
These correspond to L1,  L2  and L, norms respectively. 
33.  Dimensionality Reduction 
Identifying  clusters  in  very  high  dimensional  feature 
space is itself a challenging ta5k.  At high dimensions, the 
data tends to be sparsely distributed in the feature space and 
multiple features are highly correlated in most experimental 
data sources. Because of this, clusters tend to be identified 
in lower dimensions than in the high dimensions on which 
the objects are defined.  The general approach in high di- 
mensional clustering is to apply a dimensionality reduction 
technique that preserves the relative inter-object distances 
and consequently the clusters.  This dimensionality reduc- 
tion transforms the objects from M to K dimensional coor- 
dinate space, for some K < M.  Such transformation usu- 
ally comes with some loss of accuracy but this is usually 
tolerable for cluster identification purposes. 
Dimensionality  reduction  methods  include  Singular 
Value Decomposition (SVD), Discrete Fourier Transforms 
(DFT),  Karhunen-Lo2ve and  Multi-Dimensional  Scaling 
(MDS) [2, 31.  These methods generally require matrices 
of either pairwise distances between objects or covariances 
of the objects. They involve matrix computations of eigen- 
vectors and eigenvalues and generally have either quadratic 
or cubic time complexity in the number of objects N.  These 
methods are therefore impractical for clustering very large 
datasets. 
For example in the use of  Principal Component Anal- 
ysis (PCA) for dimensionality reduction, we are given an 
N  x M  feature matrix.  PCA uses the K-leading eigen- 
vectors of  the M  x  M  covariance matrix as  the axes of 
the lower K-dimensional space.  These leading eigenvec- 
tors correspond to linear combinations of the original vari- 
ables that account for the largest amount of term variability. 
This computation requires O(M2)  memory space for the 
dense covariance matrix, and 0((KM2)  for finding the K 
leading eigenvectors. Clearly such time and space bounds 
are unacceptable for high dimensional dataqets.  An alter- 
nate approach to dimensionality reduction is provided by 
FastMap [31.  Although FastMap is less accurate than PCA 
its linear running time makes it our algorithm of choice for 
dimensionality reduction. 
3.4. Sampling from Large Datasets 
Systems  for clustering massively large datasets do in 
general have very large main memory capacity of the order 
of 1 to 4 gigabytes on a single processor and multiple of this 
capacity on a cluster of workstations.  For a clustering ap- 
proach to work satisfactorily in either environments some 
mechanism for the control of  the amount of data manipu- 
lated in primary memory is required to prevent thrashing. 
HyCeltyc works by making use of as much main memory 
as possible and restricting the amount of passes of the entire 
dataset to one or at most two. 
The use of  sampling technique in large databases have 
been used for various statistical estimations. Sampling has. 
been used for selectivity estimation in query optimization, 
auditing,  approximate answers  to  aggregate queries  and 
data mining [2].  The significance of sampling in  cluster- 
ing is that it serves as a data reducer when deriving clusters. 
The adequacy of sampling depends on the sample size and 
the sampling method used. Ideally one requires a density bi- 
ased sampling [  181, to obtain good representative clusters. 
Density biased sampling, unfortunately, requires repeated 
152 passes over the entire dataset.  Therefore we resort to se- 
quential random sampling using sufficiently large sample 
sizes to achieve reasonable accuracy. Efficient sequential 
random sampling algorithms are presentedin [13,1,  17,241, 
The algorithm by  Jones [13] is relatively simple.  We 
refer to this as  RandSample(). It requires only one pass 
over the dataset.  Let N  be  the number of  objects and 
suppose we  wish  to  extract a  sample of  size N,, from 
the dataset rot r1, . . .  rN-1.  To decide whether to  select 
the ith object ri, select at random, an integer q from the 
set  {0,1,2,. .  .,  (N -  i)}.  The ith object is  selected if 
q < (N, -  N‘),  where N’ is the number of objects already 
selected from among {TO,  TI,  . .  . ,  ri-l}. 
3.5. Projecting Clusters on Significant Features 
Suppose in a K-dimensional feature space we have iden- 
tified a set of clusters XK  = {XO,  XI,.  .  .  ,  x”}.  The pro- 
jection of these clusters on the K independent dimensions 
should still retain dense regions that contains the clusters. 
This concept is also used in CLIQUE [  191 which expresses 
it as “$a K-dimensional  feature space contains a cluster, 
then so are its projections in (K -  1)-dimensional  space.” 
Suppose we have identified z clusters in a K-dimensional 
space where the coordinate axes of K dimensions were ob- 
tained as a result of  a dimensionality reduction method. 
HyCeltyc chooses a set of K significant features from the 
original M  feature to  derive the z  clusters by  analyzing 
the projections of the clusters on each of the 1-dimensional 
axis. For this we define a discriminant$inction of the clus- 
ter projections on the respective dimensions. We use a mea- 
sure of the degree of  cluster separation and the fact that the 
dimensions that show a high degree of separation contribute 
significantly in separating clusters in higher dimensions. 
This measure which we term as the discriminant value is 
computed using equation 6 or the standard measure of vari- 
ance as in  equation 7.  Either way, the dimensions chosen 
are the first K out of the M dimensions that have the largest 
discriminant values of the projected clusters. Let NX  be the 
sum of the sizes of all the identified clusters. For each clus- 
ter xi of size ci.  the mean and variance  of a projected cluster 
on dimension j is given by 
(3) 
(4) 
For each dimension j,  let the mean of all clusters pro- 
jected on it be defined as 
The degree of cluster separation for dimension j is then 
computed by either equation 6 or equation 7. 
4. Hybrid Cell-Density Clustering 
4.1. The HyCeltyc Algorithm 
The HyCeltyc algorithm works as follows.  Let R = 
{ro,  TI,  . . .  ,  TN-I} be the massively large dataset of size N 
and let the attributes be AM  = {Ao,  Al,.  .  .    AM-^}. The 
original dataset maps onto a feature space SM  of dimen- 
sionality M having axes Ao, Al ,  . .  .  ,   AM-^. It draws a ran- 
dom sample R,  of size N,  and applies a distance  preserving 
dimensionality  reduction technique, namely FastMap, to re- 
duce the dimensionality from M  to K. The dimensionality 
reduction method maps the image points of the sample to 
a new K-dimensional feature space SK,  having coordinate 
axes Ab, Ai,.  . . ,  Using a cell-density based clus- 
tering i.e., Celtyc, on the K-dimensional space, the clusters, 
X’  = {xb,  xi,.  .  .  xb,},  in the new feature space are de- 
rived. Let @ :  SM +  SK,  denote the mapping from SM, 
one-to-one, onto SK  and let a-’  denote the inverse map- 
ping function. 
The best we can  say of  the clusters X’  identified in 
the feature space SK  is that they cover clusters that ex- 
ist in  the original feature space S‘.  More specifically 
the sets in X’  correspond to dense regions of  the sam- 
ple data but in the new K-dimensional feature space.  Let 
X = {xo,~~,.  . .  xz}  be the respective groups of  points 
when  the set X‘  = {xb,  xi,.  .  .  ,xi,},  is mapped to the 
original M-dimensional feature space.  Each set of points 
xi,  may or may not contain clusters.  It may contain more 
than one cluster. To identify the clusters within the original 
feature space, HyCeltyc applies a refinement phase to iden- 
tify the actual clusters of each collection xi,  i =  0,l.  .  . ,  z, 
in turn. This is done using either Celryc() with a higher bin 
resolution or the hierarchical clustering method described 
in  section 2.  In HyCeltyc, we use the hierarchical single- 
link clustering method. The refinement phase now derives 
a new  set of  clusters X” = {x:,~:,.  . .  x;,,}  in  an  M- 
dimensional feature space SM  . 
For each cluster x:’  E X” and for each feature attribute 
j,  define Zi,j,  D?,~  as the respective mean and discriminant 
values of the cluster projections on dimension j. These 
were defined in section 3.5.  The first K-dimensions with 
the highest discriminant factors are selected to form the sig- 
nificant features on which the clustering of  the rest of  the 
153 data is done. If in making the last feature selection we find 
that ties exist then either we choose all the candidates fea- 
tures or chose any one since this reflects some symmetry in 
the locations of the clusters in the feature space.  Chosing 
all has the potential of exceeding the number of dimensions 
desired. However this allows for the discovery of any over- 
lapping clusters in  lower dimensions.  The entire data5et 
is now clustered based on the significant features derived. 
This phase is done using CeltycO. 
Algorithm 2 Algorithm HyCeltyc. 
Input:  A  dataset R =  {TO,T~,.  .  .TN-~},  where each 
object defined by an M-dimensional  feature vector of at- 
tributes AM = {Ao,  AI,.  . .  AM-I}, a distance function 
&(., .), a discriminant function a(),  a value e, the number 
of significant features K,  two control parameters 71  and 72, 
and the sample size N,. 
Output: K principal features dK  = {Aj, ,  Aj, ,  .  .  . ,  Aj, }, 
and a set of labeled clusters X"'  = {x,",  xy,.  . .  ,  xY,,}, 
such that if ri E xy  and ri is within E neighborhood of rj 
then rj E xp. 
WCeltycR,  d,  M, N,, 71  ,  72,  E { 
//Phase 1:  Draw random sequential sample of size N, */ 
R,  +  4 
for i in (0, 1, .  .  .  N, } { 
R,  e= R,  U Randsample() 
L 
J 
// Phase 2: Dimensionality reduction using fastMap() 
//Phase 3: Compute clusters X' of R,  in feature space SK 
I/ Phase 4:  Refine clusters in original feature space AM 
fastMap(R,, AM,  K,R',,  dK) 
Celtyc(R,, M,  AK,  K,  x',  71, s); 
X" +  4; 
} 
for x' in X'  { 
X" +  X" U singleLinkRefne(X, M,  AM,  E) 
// Phase 5: Derive the K significant features based on 
/I  the clusters in the sample, 
// the similarity function and the discriminant function. 
// Phase 6: Derive clusters of the rest of the data 
sigFeature(X", M, AM,  K,dK); 
Celtyc (R,  N,  M,  X",  K,  .AK,  XI"); 
1 
ply a dimensionality reduction to map the objects into a 1- 
dimensional feature space. The new 1-dimensional axis ob- 
tained is given by the line E. The images of  the points on the 
one dimensional space are shown as the projected points on 
line E. The clusters generated in the reduced dimensional 
space are enclosed in the diagonal rectangular boxes A, B 
and C. Observe that when these clusters are mapped back 
to the original 2-dimensional feature space, the points a and 
b are misclassified. The refinement process using the hier- 
archical algorithm for each cluster independently identifies 
the true clusters encircled as U, V and W.  Using the clusters 
U, V,  W, the significant attribute chosen for clustering is Y 
since it has a higher discriminant value than X. 
4.3. Analysis of HyCeltyc 
Let the parameters for the clustering algorithm be de- 
fined as in section 2. The time to execute HyCeltyc is sim- 
ply the sum of  the times it takes to execute the identified 
pha9es of the algorithm. For a sample of  size N,, the time 
to reduce the dimensionality to K is O(KN,).  If each di- 
mension j  is split into mj bins, the number of rectilinear 
cells possible is flE1  mj.  Since only the occupied cells are 
sorted the complexity of generating the cell-densities of the 
sampled data takes time O(N,),  using O(N8)  space.  The 
algorithm of CeltycO executed in phase 3, sorts and merges 
dense regions in  time O(Knds  + nd,  lognd3). Phase 4, 
which refines each derived cluster using hierarchical algo- 
rithm, runs  in time O(Z,(N,/Z,)~C,))  M O(N,<) anduses 
space 0  (M  x c,) . 
The selection of  the K  significant features on  which 
to cluster the rest of  the dataset takes time O(M x  2,). 
Clustering of  the remaining data, using Celtyc, takes time 
O(Knd  + ndlognd + (N -  N,))  which is O(N).  Sum- 
ming the running times of  the various phases of the algo- 
rithm we obtain O(N)  as the time complexity of HyCeltyc. 
The space complexity is O(N)  which is also linear. 
5. Experiments with HyCeltyc Implementation 
We have conducted a number of tests with our current 
implementation of HyCeltyc with very good results.  We 
I  are able to detect clusters in experimental data5et in which 
M  = 100 and the clustering dimensionality K  is  set at 
49. HyCeltyc has been able to detect clusters in datasets at 
this dimensionality when BIRCH code has failed to detect 
any. We are still conducting comparative studies of  HyCel- 
tyc with implementation of  other clustering methods.  We 
present here results of one experiment that illustrates how 
HyCeltyc works. 
Figure 3 shows a scatter plot of a 3-dimensional dataset 
on attributes X,  Y  and 2.  The number of points N = 5000 
4.2. Illustrative Example 
Suppose that in Figure 2, we have the 25 objects each 
defined by two feature attributes X,Y and assuming the 
sample drawn is the entire dataset shown. Suppose we ap- 
154 and this dataset has 4 clusters embedded in it.  We  use 3- 
dimensional datasets so that we can show graphically the 
scatter plots of the dataset at the various phases of the algo- 
rithm. Figures 4a, 4b and 4c show the scatter plots of the 
projections of the dataset on the X -  Y,  X -  2 and Y -  2 
2-dimensional planes.  After applying FastMap to reduce 
the dimensions from 3 to 2, we obtain the points in a differ- 
ent 2-dimensional coordinate feature space. A scatter plot 
of the same dataset in  the coordinate feature space given 
by FastMap is shown in Figure 5a.  The Celtic algorithm 
identifies the 4 cluster in the 2-dimensional space defined 
by FastMap. The result of analyzing the projected clusters 
on the separate 1-dimensional axes X, Y  and 2,  actually 
gives the discriminant values of 0.001,0.3 1 and 0.3 1. This 
suggests that the attributes X and Y are the significant fea- 
tures on which to cluster the data in a 2-dimensional space. 
Applying Celtic on the original datasets and specifying the 
attributes X  ana Y  as the ones to ciuster the data on, we 
obtain the clusters shown in the Figure 5b. 
6. Conclusion 
We  have shown how  clustering of  high  dimensional 
massive scientific datasets can be clustered in time O(N) 
using O(N)  space where N  is  the  number of objects to 
be clustered. The algorithm executes in about six phases. 
These consist of sampling, dimensionality reduction, pre- 
clustering, pre-cluster refinement, significant feature selec- 
tion and full-clustering. We  have presented in this paper a 
particular choice of  an algorithm in each phase in order to 
achieve the space and time bounds. 
The  first four phases may be perceived as a pre-clustering 
stage whose main objective is  to select good significant 
features as the dimensions on which to cluster the rest of 
the dataset. Both the pre-clustering and the full-clustering 
phases utilize Celtyc to perform the identification of  dense 
regions where potential clusters exist. 
6.1. Future Work 
The clustering technique being advocated in  HyCeltyc 
can be seen as a general framework for clustering massively 
large high dimensional datasets. The steps of HyCeltyc can 
be modified, by either skipping some phases where appro- 
priate or by replacing specific algorithm advocated in this 
paper, with a user’s preferred altemative as long as the run- 
ning time and space utilization remains within the complex- 
ity bounds of HyCeltyc. Varying the HyCeltyc under differ- 
ent choices of specific algorithm in different phases is still 
being explored. 
Each of the six phases of the HyCeltyc clustering tech- 
niques can be parallelized to run on a cluster of workstations 
by partitioning the data where appropriate. We are pursuing 
work on implementing a parallelized code of  HyCeltic. In 
particular we are exploring: 
1 The use of biased sampling instead of random sequen- 
tial sampling and the use of multiple samples in  the 
pre-clustering stage. 
2  Computing the pre-clustering phase in parallel, deriv- 
ing and distributing the significant features on multiple 
processors. 
3 Partitioning the rest of the large dataset onto multiple 
processors, with load balancing, 
4 Computing the full-clustering phase  in  parallel and 
merging the results. 
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