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This paper focuses on the regularity of linear embeddings of ﬁnite-dimensional subsets
of Hilbert and Banach spaces into Euclidean spaces. We study orthogonal sequences
in a Hilbert space H , whose elements tend to zero, and similar sequences in the
space c0 of null sequences. The examples studied show that the results due to Hunt
and Kaloshin (Regularity of embeddings of inﬁnite-dimensional fractal sets into ﬁnite-
dimensional spaces, Nonlinearity 12 (1999) 1263–1275) and Robinson (Linear embeddings
of ﬁnite-dimensional subsets of Banach spaces into Euclidean spaces, Nonlinearity 22
(2009) 711–728) for subsets of Hilbert and Banach spaces with ﬁnite box-counting
dimension are asymptotically sharp. An analogous argument allows us to obtain a lower
bound for the power of the logarithmic correction term in an embedding theorem proved
by Olson and Robinson (Almost bi-Lipschitz embeddings and almost homogeneous sets,
Trans. Amer. Math. Soc. 362 (1) (2010) 145–168) for subsets X of Hilbert spaces when
X − X has ﬁnite Assouad dimension.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
A celebrated result of Whitney [16] guarantees that any smooth d-dimensional manifold can be embedded in a 2d-
dimensional Euclidean space. Naturally, in order to study embeddings of sets with more complex geometric structure than
smooth manifolds, it is necessary to introduce more precise measures of dimension.
Deﬁnition 1.1. Let X be a compact subset of a Banach space B . The upper box-counting dimension1 dimbox(X) of X is given
by
dimbox(X) = limsup
→0
logNX ()
− log ,
where NX () denotes the minimum number of -balls in B necessary to cover X .
It follows from the deﬁnition that the box-counting dimension of X , dimbox(X), is the inﬁmum over all d for which there
exists K such that
NX () K (1/)d for 0 <  < 1.
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In an inﬂuential paper, Mañé [9] showed that if X is a compact subset of a Banach space with upper box-counting
dimension d, then for any n  2d + 1, a topologically generic subset of all n-dimensional projections are embeddings.
Considerable work on orthogonal projections followed this result. Ben-Artzi et al. [2] showed that given a compact subset
X ⊂ Rm with ﬁnite box-counting dimension, there exists an orthogonal projection P such that P is injective on X and its
inverse is Hölder continuous when restricted to P X . Furthermore, they established a sharp upper bound on the Hölder
exponent using an approach that we will adopt throughout this paper. Foias and Olson [5] extended their result to subsets
of an inﬁnite-dimensional Hilbert space, but did not obtain a bound for the Hölder exponent.
Later, Hunt and Kaloshin [6] introduced the ‘thickness exponent’, a quantity that measures how well a compact set X ⊂ B
can be approximated by ﬁnite-dimensional subspaces, in order to obtain an explicit bound for the Hölder exponent.
Deﬁnition 1.2. (See Hunt and Kaloshin [6].) Let X be a compact subset of a Hilbert space H . For  > 0, let dH (X, ) be the
minimum dimension of all ﬁnite-dimensional subspaces U ⊂ H such that every point of X lies within a distance  of U ; if
no such U exists, then dH (X, ) = ∞. The thickness exponent τ (X) of X is deﬁned as
τ (X) = limsup
→0
logdH (X, )
− log .
The following lemma due to M. Doré (personal communication) gives an explicit lower bound on dH (X, ) for ﬁnite-
dimensional subspaces X that approximate orthogonal sets in Hilbert spaces (see Pinto de Moura and Robinson [13] for
proof).
Lemma 1.3. Let X = {v1, . . . , vn} be an orthogonal set of nonzero vectors in a Hilbert space H. Then
dH (X, ) n
(
1− 2/M2),
where M = min{‖v1‖, . . . ,‖vn‖}.
Sketch of the proof. If dH (X, ) = d then there exist v ′i ∈ H such that ‖v ′i − vi‖ <  , and such that the space spanned by{v ′1, . . . , v ′n} has dimension d. Let U be the n-dimensional space spanned by {v1, . . . , vn}. Deﬁne v ′′i = P v ′i , where P is the
orthogonal projection onto U . Clearly, ‖v ′′i − vi‖ <  and the dimension of the linear span of {v ′1, . . . , v ′n} is at least that
of the linear span of {v ′′1, . . . , v ′′n}. Suppose that the linear span of {v ′′1, . . . , v ′′n} has dimension n − r. Let {u1, . . . ,ur} be an
orthonormal basis for their r-dimensional orthogonal complement in U . So
n2 
n∑
i=1
∥∥v ′′i − vi∥∥2 
r∑
j=1
n∑
i=1
‖vi‖2
∣∣∣∣
(
u j,
vi
‖vi‖
)∣∣∣∣
2
 M2r.
It follows that dH (X, ) n(1− 2/M2) as claimed. 
Using the thickness exponent, Hunt and Kaloshin established the following abstract result concerning general linear
embeddings of compact subsets of a Hilbert space into a Euclidean space of suﬃciently large dimension.
Theorem 1.4. (See Hunt and Kaloshin [6].) Let X be a compact subset of a real Hilbert space H with upper box-counting dimension
dimbox(X) = d and let τ (X) be the thickness exponent of X . Let N > 2d be an integer and let α be a real number with
0 < α <
N − 2d
N(1+ τ (X)/2) . (1.1)
Then for a prevalent2 set of linear maps f : H → RN there exists a c f > 0 such that
c f
∣∣ f (x) − f (y)∣∣α  ‖x− y‖ for all x, y ∈ X; (1.2)
in particular these maps are injective on X.
In order to show that the limiting Hölder exponent in (1.1) is sharp, Hunt and Kaloshin [6] considered the inﬁnite binary
tree and associated each node to the corresponding element of the standard basis of 2 with their indices written in base 2.
Then, they constructed an intricate example consisting of certain linear combinations of those basis elements corresponding
2 The concept of prevalence was coined by Hunt, Sauer and Yorke [7] and generalizes the notion of ‘Lebesgue almost every’ from ﬁnite to inﬁnite-
dimensional spaces. If V is a normed linear space, a Borel subset S ⊂ V is prevalent if there exists a compactly supported probability measure μ such
that μ(S + x) = 1, for all x ∈ V . A similar notion was used earlier by Christensen [4] in a study of the differentiability of Lipschitz mappings between
inﬁnite-dimensional spaces.
256 E. Pinto de Moura, J.C. Robinson / J. Math. Anal. Appl. 368 (2010) 254–262to certain inﬁnite branches of the binary tree. In Section 2, we show that the class of orthogonal sequences in a Hilbert
space H , whose elements tend to zero, as considered by Ben-Artzi et al. [2], have thickness exponent equal to their box-
counting dimension. This result provides a much simpler example than that given by Hunt and Kaloshin that demonstrates
that the bound (1.1) on the Hölder exponent in Theorem 1.4 is sharp as N → ∞.
An analogous result to Hunt and Kaloshin’s Theorem 1.4 is true for Banach spaces. In order to study embedding of ﬁnite-
dimensional subsets of a Banach space B , Robinson [14] introduced the concept of the dual thickness exponent τ ∗(X) of a
compact subset X ⊂ B , for which one can show that τ ∗(X) dimbox(X).
Deﬁnition 1.5. (See Robinson [14].) Given θ > 0, let nθ (X, ) denote the inﬁmum dimension of any linear subspace V of B∗
such that for any x, y ∈ X with ‖x− y‖  there exists an element ψ ∈ V such that ‖ψ‖ = 1 and∣∣ψ(x− y)∣∣ 1+θ .
Set
τ ∗θ (X) = limsup
→0
lognθ (X, )
− log ,
and deﬁne the dual thickness τ ∗(X) by
τ ∗(X) = lim
θ→0τ
∗
θ (X).
Using the dual thickness, Robinson [14] proved the following embedding theorem for Banach spaces.
Theorem 1.6. (See Robinson [14].) Let X be a compact subset of a Banach space B with ﬁnite upper box-counting dimension
dimbox(X) = d and τ ∗(X) = τ ∗ . Then for any integer N > 2d and any θ with
0 < θ <
N − 2d
N(1+ τ ∗) (1.3)
there exists a prevalent set of bounded linear maps L : B → RN such that, for some cL > 0,
cL
∣∣L(x) − L(y)∣∣θ  ‖x− y‖ for all x, y ∈ X . (1.4)
In particular, these maps are injective on X.
In Section 3, we study a general set of sequences in c0 that enables us to use methods derived from Ben-Artzi et al. [2]
in the Banach case. We then apply the results obtained to show that (1.3) is sharp.
Another useful measure of dimension, the Assouad dimension, was introduced by Assouad [1] in the context of bi-
Lipschitz embeddings of abstract metric spaces, and generalizes the dimensional order of Bouligand [3]. The Assouad
dimension dimA(X) of X can be deﬁned as the inﬁmum over all d for which there exists K such that
N (r,ρ) K (r/ρ)d for 0 < ρ < r < 1,
where N (r,ρ) is the number of ρ-balls required to cover any r-ball in A (see Olson [11] for proof). For a more compre-
hensive treatment of the Assouad dimension see Luukkainen [8]. Olson and Robinson [12] used this concept to prove the
following embedding theorem.
Theorem 1.7. (See Olson and Robinson [12].) Let X be a compact subset of a real Hilbert space H such that the set X − X of differences
between elements of X has Assouad dimension dimA(X − X) < s <m. If
γ >
2+ 3m
2(m − s) , (1.5)
then there exists a prevalent set of linear maps π : H → Rm that are injective on X and γ -almost bi-Lipschitz, that is, there exist
δπ > 0, cπ > 0 such that
1
cπ
‖u − v‖
(− log‖u − v‖)γ 
∣∣π(u) − π(v)∣∣ cπ‖u − v‖, (1.6)
for all u, v ∈ X with ‖u − v‖ δπ .
It is not known whether the exponent γ > 3/2, obtained as m → ∞, is sharp. In Section 2, we present an example of
orthogonal sequence in a Hilbert space H for which γ > 1/2. Although this example provides us with a lower bound for
the exponent γ in (1.5), there is still a gap between this lower bound and the one obtained in the theorem.
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In this section we consider orthogonal sequences in a real separable Hilbert space H in order to study a simple class of
examples that shows that the upper bound on the Hölder exponent in Hunt and Kaloshin’s embedding is sharp as N → ∞.
Let {an: n = 1,2, . . .} be an orthogonal sequence in H \ {0} with limn→∞ |an| = 0. Consider the compact set
A = {a1,a2, . . .} ∪ {0}
and assume without lost of generality that |an|  |an+1| > 0, for n = 1,2, . . . . Next we shall study the thickness and the
Assouad dimension of A. The upper box-counting dimension of A has been discussed in Ben-Artzi et al. [2].
2.1. Hölder exponent when dimbox(A) < ∞
In their Lemma 3.1, Ben-Artzi et al. [2] showed that the upper box-counting dimension of A, dimbox(A), is given by
dimbox(A) = limsup
n→∞
logn
log(1/|an|) = inf
{
ν:
∞∑
n=1
|an|ν < ∞
}
. (2.1)
Now we prove that the thickness exponent of A is given by the same expression.
Lemma 2.1. The thickness τ (A) is given by
τ (A) = limsup
n→∞
logn
log(1/|an|) . (2.2)
Proof. Hunt and Kaloshin [6, Lemma 3.5] proved that τ (A) dimbox(A). Therefore, it follows from equality (2.1) that
τ (A) limsup
n→∞
logn
log(1/|an|) .
The argument leading to the reverse inequality is similar to the proof of Lemma 3.1 in Ben-Artzi et al. [2], but makes
use of our Lemma 1.3. Let n be a positive integer, large enough so that |an| < 1. Denote by n′ the unique integer such that
n′  n and
|an| = |an+1| = · · · = |an′ | > |an′+1|,
and deﬁne n > 0 via 2n = (|an′ |2 + |an′+1|2)/4. Note that since |an′ |2 > 22n ,
1− 
2
n
|an′ |2 > 1/2
and, consequently, it follows from Lemma 1.3 that
dH (A, n) n′
(
1− 
2
n
|an′ |2
)
>
n′
2
.
Combining this inequality with 2n > |an′ |, n′  n, and |an| = |an′ |, we obtain
τ (A) limsup
n→∞
logdH (A, n)
− logn  limsupn→∞
log(n/2)
log(2/|an|)  limsupn→∞
logn
− log |an| . 
Next we will see that this example shows that the upper bound on the Hölder exponent in Hunt and Kaloshin’s Theorem
is asymptotically sharp (N → ∞), and hence provides a simpler alternative for that in [6]. Let {an: n = 1,2, . . .} be the
orthogonal sequence deﬁned above. Consider the compact set
A = {a1,a2, . . .} ∪ {0}
with upper box-counting dimension d and thickness exponent τ .
If there exists an orthogonal projection P : H → RN such that
|a − a¯| C ∣∣P (a) − P (a¯)∣∣α for all a, a¯ ∈ A,
where C > 0 is a constant, then
|a| C |Pa|α for every a ∈ A,
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projection P in H and a positive number C such that |a| C |Pa|α , for each a ∈ A, then
∞∑
n=1
|an|2(1/α−1) < ∞.
We will prove a similar result in the next section.
It follows from Corollary 3.3 in Ben-Artzi et al. [2] that the existence of such a projection implies that α  (1 +
dimbox(A)/2)−1. Therefore,
α 
(
1+ τ (A)/2)−1,
since we have shown that dimbox(A) = τ (A).
Finally, as N → ∞, the upper bound on the Hölder exponent α in (1.1) tends to (1+ τ (A)/2)−1. Hence, we recover the
upper bound given by this example.
2.2. Logarithmic exponent when dimA(A − A) < ∞
Next we show a proposition similar to Theorem 3.2 in Ben-Artzi et al. [2], but with a logarithmic correction term. Note,
however, that (ii) ⇒ (iii) is the most important fact, since we will use it to obtain an upper bound for the exponent of the
logarithmic term in Olson and Robinson’s Theorem 1.6.
Proposition 2.2. For A deﬁned above and any γ > 0, the following conditions are equivalent:
(i) There exists a rank one projection P in H such that
|Pa| |a|
(− log |a|)γ , for each a ∈ A.
(ii) There exists a ﬁnite-dimensional projection P in H such that
|Pa| |a|
(− log |a|)γ , for each a ∈ A.
(iii)
∑∞
n=1(− log |an|)−2γ < ∞.
Proof. Clearly (i) ⇒ (ii). Next we will show that (ii) ⇒ (iii). Let {en}∞n=1 be an orthonormal basis for H . Let P be a projection
with rank k such that, for γ > 0,
|Pa| |a|
(− log |a|)γ ,
for each a ∈ A. So, there exists an orthonormal basis {u1, . . . ,uk} for the range of P , such that
Pen =
k∑
i=1
(en,ui)ui,
for every n = 1,2, . . . . Hence,
∞∑
n=1
(Pen, en) =
∞∑
n=1
(
k∑
i=1
(en,ui)ui, en
)
=
k∑
i=1
∞∑
n=1
∣∣(en,ui)∣∣2 = k∑
i=1
|ui|2 = k.
Therefore,
rank(P )
∞∑
n=1
(Pan,an)|an|−2 =
∞∑
n=1
|Pan|2|an|−2

∞∑
n=1
|an|2
(− log |an|)2γ |an|
−2 =
∞∑
n=1
(− log |an|)−2γ .
Since the rank of P is ﬁnite,
∑∞
n=1(− log |an|)−2γ < ∞.
Next we will prove that (iii) ⇒ (i). Assume that ∑∞n=1(− log |an|)−2γ < ∞. Deﬁne a vector a0 in H by
a0 =
∞∑(− log |an|)−γ |an|−1an.
n=1
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|a0|2 =
∞∑
n=1
(− log |an|)−2γ < ∞.
Set P = |a0|−1a0 ⊗ a0. Hence, Pan = (a0,an)|a0|−1a0, and consequently
|Pan| =
(− log |an|)−γ |an|.
Therefore, |Pa| (− log |a|)−γ |a| for every a ∈ A. 
Our next example relies on the following result, which appears without proof in Olson [11].
Proposition 2.3. (See Fact 4.2, Olson [11].) Let A = {0} ∪ {anen: n ∈ N}. If there exists K  1 and 0 < α < 1 such that
(1/K )αn  an  Kαn, (2.3)
then dimA(A) = 0.
Proof. Let r and ρ be such that 0 < ρ < r < 1. Consider a ball of radius r = Kαm centered at the origin, where m ∈N,
B(0, r) ∩ {a ∈ A: |a| < r}= {0} ∪ {anen: n >m}.
Cover B(0, r) by ρ balls. Each point a distance more than ρ from the origin will require a separate ball. As 0 < α < 1, the
estimates on n are:
log r + log K
logα
< n <
logρ − log K
logα
. (2.4)
Hence, the number of terms an such that ρ < |an| < r is less than or equal to
logρ − log K
logα
−
(
log r + log K
logα
)
.
Therefore,
NA(r,ρ)
1
logα
log
(
ρ
r
)
− 2 log K
logα
+ 1.
So, it follows that, for any s > 0, there exists C > 0 such that
NA(r,ρ) C
(
r
ρ
)s
,
which implies that dimA(A) = 0. 
Next, in order to obtain a lower bound for the exponent in (1.6), we consider a particular orthogonal sequence in a
Hilbert space H . Let A˜ = {a1,a2, . . .} ∪ {0} with an = e−nen for every n ∈ N. Since there exist K and α such that 0 < α < 1
and (1/K )αn  e−n  Kαn, it follows that dimA(A˜) = 0. Since A˜ is an orthogonal sequence, it follows from Lemma 8.4 in
Olson and Robinson [12] that dimA(A˜ − A˜) = 0.
Now, if there exists an orthogonal projection with rank N such that∣∣Pa − Pa′∣∣ |a − a′|
(− log |a − a′|)γ ,
for each distinct a,a′ ∈ A˜, then
|Pa| |a|
(− log |a|)γ ,
since 0 ∈ A˜. Therefore, (iii) of Proposition 2.2
∞∑
n=1
(− log∣∣e−n∣∣)−2γ = ∞∑
n=1
n−2γ < ∞,
implies that γ > 1/2. Hence, on the one hand, this example gives a lower bound for the exponent γ of 1/2. On the other
hand, Olson and Robinson [12] showed that for any γ > 3/2 we can choose m large enough to obtain a γ -almost bi-
Lipschitz embedding into Rm . It is tempting to try to ﬁnd an orthogonal sequence with a slower rate of decay in an attempt
to improve this lower bound and close the gap between these two exponents. However, the following result shows that any
sequence with ﬁnite Assouad dimension must decay at least exponentially.
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Proof. First note that if dimA(A) < ∞, then A has the doubling property, i.e., given r > 0 there exists M > 0 such that
N (r, r/2) M . So, if r = |a1|, then the number of points ai with |a1|/2 < |ai | |a1| is smaller or equal to M . Hence,
|aM+1| |a1|/2 = 2−1|a1|.
Using induction, we can show that
|aMj+1| 2− j|a1| for all j ∈ N.
Next, if Mj  n < M( j + 1), then
|an| |aMj| 2− j|a1| < 2−(n/M−1)|a1| = 2|a1|2−n/M .
So,
|an| < 2|a1|e−n(log2/M) = 2|a1|e−nλ,
where λ = log2/M > 0. Consequently, if dimA(A) < ∞, then there exist C > 0 and λ > 0 such that |an| < Ce−nλ . 
In particular, if an = e−nα en , for some α < 1, then |an| decreases more slowly than e−nλ, with λ > 0. Hence, if A¯ =
{0} ∪ {e−nα en}∞n=1, then dimA(A¯) is inﬁnite.
In order to close the gap, it would be necessary to use different methods from the one adopted in this paper to improve
the lower bound obtained for the exponent γ .
3. Sequences in c0
Motivated by the results obtained for orthogonal sequences in Section 2, we study in this section a general set of
sequences A in c0 that allow us to obtain results analogous to those shown by Ben-Artzi et al. [2] but in the Banach space
setting. The space c0 consists of all scalar sequences x = (x1, x2, . . .) for which
lim
n→∞ xn = 0
and the norm of an element x ∈ c0 is
‖x‖∞ = sup
n
|xi | < ∞.
Note that c0 is a separable Banach space with the ∞-norm and c0 ⊂ ∞ .
Let {ei}∞i=1 be the standard basis for c0, where ei = (0, . . . ,0,1,0, . . .) is a vector with 1 in the ith place and 0 in every
other place. Let {ai}∞i=1 be a sequence in R \ {0} such that |an| |an+1| > 0 and limn→∞ |an| = 0. Consider the compact set
A= {α1,α2, . . .} ∪ {0} in c0, where αi = aiei for every i = 1,2, . . . .
Proposition 3.1. The upper box-counting dimension dimbox(A) is given by
dimbox(A) = limsup
n→∞
logn
log(1/‖αn‖∞)
= inf
{
D > 0: sup
n
(‖αn‖∞n1/D)< ∞}
= inf
{
ν:
∞∑
n=1
‖αn‖ν∞ < ∞
}
.
The proof of this proposition is similar to that of Lemma 3.1 in Ben-Artzi et al. [2] provided we make some simple
adjustments; in particular, in order to show that
dimbox(A) = limsup
n→∞
logn
log(1/‖αn‖∞) ,
we note that the distance between two elements of the set {α1, . . . ,αn′ } is given by inf(‖αi −α j‖∞) = inf(‖αi‖∞) > ‖αn′ ‖∞,
for i, j = 1, . . . ,n′ with i > j.
Consider next the canonical bases of c0 and 1 = (c0)∗ with en = (0, . . . ,0,1,0, . . .) ∈ c0 and e∗n = (0, . . . ,0,1,0, . . .) ∈ 1,
where there is a 1 in the nth place and 0 in every other place. We ﬁnd that ‖en‖∞ = ‖e∗n‖1 = e∗n(en) = 1 and e∗n(em) = 0, for
every n =m. A pair of sequences {en; e∗n}n∈N satisfying these conditions is called a normalized biorthogonal system in c0 × 1.
Next deﬁne the vectors α∗i ∈ 1 by setting α∗i = aie∗i so that α∗i (αi) = |ai|2 and α∗i (α j) = 0 for every i = j. Finally note
that a projection P in c0 is a bounded linear operator in c0, such that P2 = P .
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‖α‖∞  C‖Pα‖θ∞, for each α ∈ A,
then
∞∑
i=1
|ai |(1/θ−1) < ∞. (3.1)
As in Theorem 3.2 in Ben-Artzi et al. [2], the converse statement is also true. Moreover it is interesting to note that the
same result remains valid for similar sequences in p , with (3.1) replaced by
∑∞
i=1 |ai|(q/θ−1) < ∞, where p−1 + q−1 = 1.
Proof. Let P be a ﬁnite-dimensional projection in c0 such that
‖α‖∞  C‖Pα‖θ∞,
for each α ∈ A, where C > 0. Let U be the range of P . Since P is a ﬁnite-dimensional projection, U is a ﬁnite-dimensional
subspace of c0. By Lemma 10.5 in [10], U has an Auerbach basis {u1, . . . ,un} with the coeﬃcient functionals { f ∗1 , . . . , f ∗n } ∈
U∗, such that |ui |U = 1, | f i |U∗ = 1 and f ∗i (uk) = δik for 1 i,k n. It follows from Hahn–Banach Theorem that each f i can
be extended to an element φi ∈ 1 with ‖φi‖1 = 1 and such that φi(uk) = δi j for 1 i,k n. Hence,
φi =
∞∑
k=1
λike
∗
k , for each i = 1,2, . . .
with
∑∞
k=1 |λik| = Mi < ∞, for some constant Mi > 0. Thus, for every element x ∈ c0, we can write
Px =
n∑
i=1
φi(x)ui .
On the one hand, for each j = 1,2, . . . ,
Pe j =
n∑
i=1
φi(e j)ui,
where each φi ∈ 1. Using the triangle inequality, for each j = 1,2, . . . ,
‖Pe j‖∞ =
∥∥∥∥∥
n∑
i=1
φi(e j)ui
∥∥∥∥∥∞

n∑
i=1
∥∥φi(e j)ui∥∥∞ =
n∑
i=1
∣∣φi(e j)∣∣
=
n∑
i=1
∣∣∣∣∣
∞∑
k=1
λike
∗
k (e j)
∣∣∣∣∣=
n∑
i=1
|λi j|.
Therefore,
∞∑
j=1
‖Pe j‖∞ 
∞∑
j=1
n∑
i=1
|λi j| =
n∑
i=1
( ∞∑
j=1
|λi j|
)

n∑
i=1
Mi < ∞.
On the other hand, using the fact that ‖Pα j‖∞ = |a j|‖Pe j‖∞ and that |a j|1/θ = ‖α j‖1/θ∞  C1/θ‖Pα j‖∞ , we have
C1/θ
∞∑
j=1
‖Pe j‖∞ = C1/θ
∞∑
j=1
|a j|‖Pe j‖∞
|a j| = C
1/θ
∞∑
j=1
‖Pα j‖∞‖α j‖−1∞

∞∑
j=1
|a j|1/θ |a j|−1 =
∞∑
j=1
|a j|(1/θ−1).
Since
∑∞
j=1 ‖Pe j‖∞ < ∞,
∑∞
i=1 |ai |(1/θ−1) < ∞. 
The following lemma is a particular case of the ﬁrst isomorphism theorem (see Theorem 3.5 in Roman [15]).
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has dimension N, and L can be decomposed uniquely as MP , where P is a projection onto U and M : U → RN is an invertible linear
map.
Using previous lemma, one can show that Theorem 1.6 remains true when linear maps are replaced by ﬁnite-rank
projections.
Now consider the compact set A in c0, with upper box-counting dimension d and dual thickness exponent τ ∗(A) (see
Robinson [14] for more details). If there exists a projection P in c0 with rank N and a constant cP > 0 such that
‖a − a¯‖∞  cP‖Pa − Pa¯‖θp for all a, a¯ ∈ A,
then
‖a‖∞  cP‖Pa‖θ∞,
for every a ∈ A, since 0 ∈ A. It follows from Propositions 3.1 and 3.2 that the existence of such a projection implies that
θ 
(
1+ dimbox(A)
)−1
.
Therefore, this example gives an upper bound on the Hölder exponent of the inverse of P restricted to PA.
In addition, we note that dimbox(A) = τ ∗(A), since τ ∗(A) dimbox(A). If not, τ ∗(A) < dimbox(A) which implies that as
N → ∞ the upper bound on the Hölder exponent θ in Robinson’s Theorem 1.6 would tend to(
1+ τ ∗(A))−1 > (1+ dimbox(A))−1,
which, as we have seen, is not possible. Hence, as N → ∞, the upper bound on the Hölder exponent θ tends to (1 +
τ ∗(A))−1. So, we recover the limiting exponent 1/(1 + τ ∗(A)). Therefore, this example shows that the Hölder exponent in
Theorem 1.6 is asymptotically sharp.
Finally, consider the set A˜= {α1,α2, . . .}∪{0} with αn = e−nen , for every n ∈ N, where {ei}∞i=1 is the standard basis for c0.
One can adapt the methods used in this section and in Section 2.2 to show that this example gives a lower bound of 1 for
the logarithmic exponent γ in Theorem 6.4 in Robinson [14] (γ > 1).
4. Conclusion
Using the method employed by Ben-Artzi et al. in [2], we have presented a simpler example than the one given by Hunt
and Kaloshin [6] to show that the linear embeddings of ﬁnite-dimensional subsets of a Hilbert space or a Banach space into
a Euclidean space, as proved by Hunt and Kaloshin [6] and Robinson [14], have sharp asymptotic bounds for the Hölder
exponent of their inverses. Similarly, we have found a lower bound for the power of the logarithmic correction term in the
embedding theorem proven by Olson and Robinson [12]. However, the lower bound obtained does not coincide with the
one given by Olson and Robinson [12]. Hence, the method adopted here is not adequate to prove that the lower bound is
sharp, and it still remain an interesting open problem whether the power of the logarithmic term in Theorem 1.7 is optimal.
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