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Principal Engineer, Bechtel Power Corporation, Los Angeles Power Division, Norwalk, CA 
D. M. Hadley 
Vice-President, Sierra Geophysics, Inc., Arcadia, CA 
SYNOPSIS Apparent seismic wave velocities are studied by comparing the stress results obtained by 
a computer simulation with those obtained by a commonly used simplified engineering model. Two 
earth models with significantly different surface layers and two focal depths of energy release are 
used. The results from all four cases studied show that the apparent wave velocity at the free 
surface is determined by the properties of the material at depth where energy is released. A 
secondary, yet significant conclusion is the fact that the simplified plane wave propagation solu-
tion is a good predictor of the strains/stresses due to seismic waves, provided the appropriate 
apparent wave velocities are used. 
INTRODUCTION 
Seismic response calculations of long struc-
tures such as buried pipes, large foundations 
and long span bridges require a knowledge of 
the apparent velocity of seismic waves with 
respect to the horizontal ground surface. 
Although several estimates of this velocity 
have been made, instrumental validation is 
lacking. Instrumental validation requires the 
simultaneous triggering of an accelerograph 
array or the establishment of the correct tim-
ing of the first arrival at each of the accel-
erographs of an array. This type of data is 
still lacking (the absolute timing of the first 
arrivals at the Imperial Valley array accelero-
graphs during the Imperial Valley earthquake of 
1979 is beset with difficulties). However, the 
problem can be studied in detail through com-
puter modeling of wave propagation in an elas-
tic half-space. A comparison of the computer 
simulated dynamic stresses with the predictions 
based on a commonly used engineering model is 
discussed in this paper. 
COMPUTER SIMULATION 
Fig. 1 shows the two earth models used in this 
study. The only difference between these 
models lies in the subdivision of the top layer 
of model I into two layers in model II. The 
top layer of model II is relatively soft com-
pared to the second layer which is identical to 
to the top layer of model I. Earth model I is 
fairly representative of typical Southern 
California crust. Model II is used to accentu-
ate the effects of a soft top layer. 
Modeling was carried out for two hypocentral 
depths: 5 and 10 km. The fault geometry and 
earthquake size were chosen to represent the 
1971 San Fernando earthquake, ML = 6.4. The 
fault parameters a~d time function shown on 
Figure 2 are adopted from Langston (1978). The 
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trapezoidal time function represents the average 
slip velocity of a particle on this fault. The 
Rayleigh wave fundamental and the first two 
higher modes with the following period ranges 
are utilized in the analysis: 
Fundamental mode: 
First higher mode: 
Second higher mode: 
0.3 - 90 sees. 
0.2 - 10 sees. 
0.15 - 5.95 sees. 
This range of periods and modes is considered 
appropriate for modeling the displacements at 
small epicentral distances, 6 < 50 km, experi-
enced by structures of engineering interest. 
Radial displacement and stress time histories 
(for vertically polarized s- and Rayleigh-waves) 
have been calculated for 10 receivers located 
at evenly spaced epicentral distances ranging 
from 5 to 50 km (Fig. 1). These time histories 
have been calculated by the summation of normal 
modes. This technique is discussed by Harkrider 
(1964, 1970). Swanger and Boore (1978) have 
demonstrated the applicability of the approach 
by modeling strong ground motions from both the 
1968 Borrego Mountain and the 1940 El Centro 
earthquakes. An example of the simulated dis-
placement time histories calculated in the 
present study is shown on Figure 3. 
DISPLACEMENT-VELOCITY RELATIONSHIPS 
Because of the complex waveform of the ground 
response, a direct measure of the velocity of 
wave propagation will not be attempted (it 
depends among other parameters on the wave 
period under consideration) and an indirect 
method will be used based on the seismic 
response of buried pipes. The need to estimate 
the apparent wave velocity was a direct result 
of the stress calculations for buried struc-
tures. A simplified method applied to the above 
problem is to calculate the strains in the soil 
around the buried pipe and then to assume that 
the pipe deforms with the surrounding soil. It 
can be shown (for example, Yeh, 1974) that the 
maximum axial stress due to a Rayleigh wave is 
EVR 2 
a a + CR cos e 
where 
modulus of elasticity 
peak ground velocity due to the 
Rayleigh wave 
Rayleigh wave velocity 
incident angle 
The maximum possible value of oa is obtained 
when e = 0. 
(oalmax 
This corresponds to the radial stress calcu-
lated in the computer simulation described 
above. 
(1) 
{2) 
In Eqs. 1 and 2, peak ground velocity must be 
known. Of the three descriptions of strong-
ground motion (displacement, velocity and accel-
eration), displacement is least sensitive to 
the assumptions about the source characteris-
tics. In order to minimize assuntptions and to 
incorporate into this model study the large 
experience with actual data, peak velocity is 
best calculated from the simulated displacements 
with the aid of an empirical relationship. 
Several empirical studies are available and the 
result by Shannon and Wilson (1979) is used as 
it reflects the largest data base. Addition-
ally, a comparative evaluation of several rela-
tionships showed the cited reference to be 
devoid of inconsistancies. The manipulation of 
the equations from the cited reference leads to 
the following peak displacement-peak velocity 
relationship for a soil site: 
v i5 = e 
where 
v 
D 
M 
R 
2.558 5.119 -0.275 
e -M--(R+l) 
peak ground velocity 
peak ground displacement 
magnitude 
epicentral distance 
(3) 
In the following, two Magnitudes will be used: 
M = 6 and M = 7. Table I lists the V/D ratio 
as a function of the stations in Fig. 1. 
SIMULATION RESULTS 
The ratio of the calculated peak stress using 
Eq. 2 to the peak stress obtained from the 
simulation is tabulated in Tables II and III 
for earth models I and II respectively. The 
peak ground velocity is obtained from Table I 
and from the simulated peak displacement data. 
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As for the wave velocity, four different values 
have been used corresponding to the four top 
layers of the earth model I. For model II, the 
top five layer data are used. A ratio of unity 
would indicate that the calculated stress 
according to Eq. 2 and the stress obtained from 
the simulation study are the same. A ratio of 
unity for any of the columns of Tables II and 
III is unexpected considering the relative 
simplicity of Eq. 2. However, definite trends 
are obvious. The most important observation is 
that the use of the wave velocity corresponding 
to the top layer is definitely not appropriate. 
In general, the best estimates of the simula-
tion results are obtained when the wave veloc-
ity corresponds to the layer in which the 
energy is released: layer 3 for the 5 km focal 
depth and layer 4 for the 10 km focal depth. 
The very near field results (stations at 5 and 
10 km) show that larger apparent wave veloc-
ities are required to predict the simulation 
results. This requirement is not unexpected. 
Considering a uniform half space, waves enamat-
ing from a point source, as shown in Fig. 4, 
tend to have relatively faster apparent wave 
speeds close to the epicenter. The increased 
factors from Fig. 4 for several stations are 
listed in Table IV. Applying these factors to 
the present results (layer 3 for the 5 km focal 
depth and layer 4 for the 10 km focal depth) 
would bring the estimated results at all epi-
central distances into closer agreement with 
the simulation data. 
CONCLUSIONS 
Two earth models with significantly different 
surface layer properties have been used to 
study the apparent wave velocities due to earth-
quakes. Despite the important surface layer 
differences between the models, the results 
show that the apparent wave velocities are 
determined by the properties of the material 
at depth where energy is released. Heuristic 
arguments made by Newmark (1968) as to this 
phenomenon have thus been substantiated. A 
secondary, yet significant conclusion is the 
fact that the simplified plane wave propagation 
solution, as given by Eq. 2, is a good pre-
dictor of the strains/stresses due to seismic 
waves, provided the appropriate apparent wave 
velocities are used. 
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30 35 40 45 50 
2.20 2.12 2.04 l. 98 1. 92 
2.49 2.39 2.31 2.23 2.17 
TABLE II. Ratios of Computer Stress by Eq. 2 to Stress from Simulation for Earth Structure Model I 
Magnitude 6 
Depth Focal Depth = 5 km Focal Depth 10 km 
Radial Layer Layer Layer Layer Distance Layer Layer Layer Layer 
(kml 1 2 3 4 1 2 3 4 
5 4.66 2.16 l. 78 l. 64 9.00 4.18 3.44 3.16 
10 3.44 l. 60 l. 32 l. 21 6.40 2.97 2.45 2.25 
15 3.55 1. 65 l. 36 1. 25 5.64 2.62 2.15 1. 98 
20 3.48 l. 61 l. 33 l. 22 5.75 2.67 2.20 2.02 
25 2.67 l. 24 l. 02 0.94 5.80 2.70 2.22 2.04 
30 2.02 0.94 0.77 0.71 4.67 2.17 1. 79 1. 64 
35 2.01 0.93 0.77 0.71 3.72 1.73 l. 42 1. 31 
40 2.28 l. 06 0.87 0.80 3.52 l. 63 l. 34 1. 2 3 
45 4.37 2.03 1. 67 1. 53 3.64 1. 69 1. 39 1. 28 
50 3.24 l. 50 1. 24 1.14 3.90 l. 81 l. 49 1. 37 
Mean 3.17 1. 4 7 l. 21 1.12 5.20 2. 4 2 l. 99 1. 83 
Magnitude 7 
Depth Focal Depth = 5 km Focal Depth = 10 km 
Radial Laler La~er La~er Layer Laler La~er La~er Layer Distance (kml 4 4 
5 5.26 2.44 2.01 1. 85 10.14 4.71 3.88 3.56 
10 3.88 l. 80 1. 48 1. 36 7.23 3.36 2.76 2.54 
15 4.01 l. 86 1. 53 l. 41 6.39 2.97 2. 4 4 2.24 
20 3.94 l. 83 l. 51 l. 38 6.49 3.01 2.48 2.28 
25 3.01 l. 40 1.15 l. 06 6.57 3.05 2.51 2.31 
30 2.28 l. 06 0.87 0.80 5.29 2.45 2.02 1. 86 
35 2.27 l. 05 0.87 0.80 4.29 1. 95 l. 61 l. 48 
40 2.59 l. 20 0.99 0.91 3.98 1. 85 1. 52 1. 40 
45 4.92 2.28 l. 88 1. 7 3 4.10 1. 90 l. 57 1. 44 
50 3.67 l. 70 l. 40 l. 29 4.41 2.05 l. 69 1. 55 
Mean 3.58 l. 66 1.37 1. 26 5.88 2.73 2.25 2.07 
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TABLE III. Ratios of Computed Stress by Eq. 2 to Stress from Simulation for Earth 
Structure Model II 
Magnitude 6 
Depth Focal Depth = 5 km Focal Depth = 10 
Radial Layer Layer Layer Layer Layer Layer Layer Layer Distance la lb 2 3 4 la lb 2 (km) 
5 9.44 3.63 1. 69 1. 39 1. 28 18.85 7.24 3.37 
10 6.77 2.60 1. 21 1. 00 0.91 13.36 5.14 2.38 
15 7.66 2.95 1. 37 1.13 1. 04 10.42 4.01 1. 86 
20 8.33 3.20 1. 49 1. 23 1.13 9.91 3.81 1. 76 
25 6.15 2.37 1.10 0.90 0.83 10.49 4.03 1. 88 
30 4.60 1. 77 1. 22 0.67 0.62 9.61 3.70 1.71 
35 5.02 1. 93 0.89 0.74 0.68 11.35 4.37 2.03 
40 6.64 2.56 1.19 0.98 0.90 12.63 4.85 2.26 
45 5.66 2.18 1. 01 0.83 0.77 14.23 5.48 2.55 
50 4.74 1. 83 0.85 0.70 0.64 11.65 4.48 2.09 
Mean 6.50 2.50 1. 20 0.96 0.88 12.3 4.71 2.19 
Magnitude 7 
Depth Focal Depth = 5 km Focal Depth = 10 
Radial Layer Layer Layer Layer Distance Layer Layer Layer Layer 
(km) la lb 2 3 4 la lb 2 
5 10.69 4.11 1. 91 1. 57 1. 44 21.34 8.21 3.81 
10 7.68 2.95 1. 37 1.13 1. 04 15.09 5.80 2.69 
15 8.66 3.33 1. 55 1. 27 1.17 11.78 4.53 2.10 
20 9.42 3.62 1. 68 1. 38 l. 27 11.19 4.30 2.00 
25 6.97 2.68 1. 24 1. 02 0.94 11.85 4.56 2.11 
30 5.21 2.00 0.93 0.76 0.70 10.87 4.19 l. 94 
35 5.65 2.18 1. 01 0.83 0.76 12.81 4.92 2.29 
40 7.52 2.89 1. 34 1.11 1. 02 14.30 5.50 2.56 
45 6.38 2.45 1.14 0.94 0.86 15.70 6.05 2.80 
50 5.37 2.07 0.96 0.79 0.72 13.15 5.04 2.35 
Mean 7.36 2.83 1. 31 1. 08 0.99 13.81 5.31 2.47 
TABLE IV. Apparent Wave Velocity Factors from Fig. 4 
R 5 10 50 R 5 
km km 
Focal Focal 
km 
Layer 
3 
2.77 
1. 96 
1. 53 
1. 46 
1. 55 
1. 42 
1. 66 
1. 85 
2.09 
1. 72 
1. 80 
km 
Layer 
3 
3.14 
2.22 
l. 74 
l. 65 
l. 75 
l. 59 
l. 89 
2.11 
2.32 
l. 93 
2.03 
10 
Depth 1. 48 1.12 l. 04 Depth 2.28 1. 48 
5 km 10 km 
Layer 
4 
2.55 
1. 80 
1. 41 
1. 34 
1. 41 
1. 30 
1. 53 
1. 70 
1. 93 
1. 57 
1. 65 
Layer 
4 
2.88 
2.04 
l. 59 
l. 51 
1. 60 
1. 46 
1. 73 
l. 93 
2.11 
1. 78 
l. 86 
50 
l. 04 
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10 15 20 25 30 35 40 45 
1.4 km a= 2.5 {3 = 1.3 p = 2.2 
2.1 km a= 4.8 {3 = 2.8 p = 2.6 
+FOCAL DEPTH= 5 km 4.5 km a= 5.9 {3 = 3.4 p = 2.76 
+FOCAL DEPTH= 10 km 
18 km a= 6.5 {3 = 3.7 p = 2.8 
6 km a= 7.0 {3 = 4.0 p = 3.0 
00 a= 8.2 {3 = 4.7 p = 3.3 
Figl. Earth Structure Models 
f-- OBSERVATION POINTS 
DIP= 45° 
RAKE= 90° 
FAULT MOMENT= 1025 DYNES- CM. 
HYPO CENTRAL DEPTHS- 5 & 10 KMS. 
TRAPEZOIDAL TIME FUNCTION: 
Fig 2. Soun·t• Parauu•lt•rs 
t1 = 0.39 SECS. 
t2 = 2.99 SECS. 
t3 = 4.63 SECS. 
RATIO OF APPARENT SURFACE VELOCITY TO 
VELOCITY AT FOCAL DEPTH 
ANGLE OF INCIDENCE AT SURFACE 
Fig. 4. Energy Radiation Pattern in a Homogeneous Elastic Half Space 
50 km 
LAYER 1 
LAYER 2 
LAYER 3 
LAYER 4 
LAYER 5 
~~> U< ' • >'< C ' 
•• 4!' •4 q'7 ·~· •• !' 
~~· flU ~; :-.26 • .26 ~F 
1.1 km a= 2.5 {3 = 1.3 p = 2.2 7l 
0.3 km a= 0.87 {3 = 0.5 p=1.1l-
2.1 km a= 4.8 {3 = 2.8 p = 2.6 
4.5 km a= 5.9 {3 = 3.4 p = 2. 76 
18 km a= 6.5 {3 = 3. 7 p = 2.8 
6 km a= 7.0 {3 = 4.0 p = 3.0 
a= 8.2 {3 = 4.7 p = 3.3 
LEGEND: 
a 
{3 
p 
COMPRESSIONAL WAVE VELOCITY, km/sec. 
SHEAR WAVE VELOCITY, km/sec. 
UNIT WEIGHT, gm/cm3 
r.•-: O'l -2. ~f' ;q - 3 ~ "'lC . .! CCC • 
:.~J'lr~ '>J"""'f:.~·~~ p ~~- :.•, c cc. c ~c. c c:::: 
~:f"'l'l'l 'le[fl <>q . ' 'r:•, ~fA:':~C ::nr<>;el.f 
·~. J. "17 ,4, ~•a ""' ~!s -l. 1.:3 £~ 
Fig 3. Sample Output of Simulation Study 
