ABSTRACT
INTRODUCTION
Model Quality Assessment Programs (MQAPs) are used in order to predict the quality of 3D models of proteins and therefore play a crucial role in tertiary structure prediction methods. In general, MQAPs can be classified into two main categories: the single modelbased methods, which consider each model individually, and the clustering (or consensus)-based methods, which compare multiple models against one another. The single model-based methods are * To whom correspondence should be addressed.
often competitive in comparison to the clustering-based methods when few models are available from a single source, but they currently lack the accuracy when a wide range of alternative models are available (McGuffin, 2007) .
Several independent studies have found that clustering-based methods can significantly outperform single model-based methods when numerous models are available from several different fold recognition methods (Kajan and Rychlewski, 2007; Wallner and Elofsson, 2006) ; however, they are often CPU intensive by comparison. Furthermore, according to the results of the recent CASP experiments it has been found that clustering the multiple server models predicted for the same target is the most accurate way of predicting quality of individual models, both on a whole model (or global) basis and on a per-residue (or local) basis Benkert et al., 2009; Cheng et al., 2009; Cozzetto et al., 2007; Cozzetto et al., 2009; Larsson et al., 2009; McGuffin, 2009) . In addition to the prediction of local and global model quality, clustering-based methods can also be used to identify the regions of models that are highly variable, which has been found to provide added value for intrinsic protein disorder predictions (McGuffin, 2008a; Noivirt-Brik et al., 2009) .
The most successful clustering-based MQAPs use structural alignment scoring methods in order to compare a given model against numerous alternative models that have been built for the same protein target (Cozzetto, 2009) . Often scores from single model-based MQAPs are combined with the clustering scores in an attempt to gain further accuracy (Benkert et al., 2009; Cheng et al., 2009; Larsson et al., 2009) . However, the incorporation of single model-based scores has also been shown to be of limited value when compared with using most basic clustering algorithms, such as ModFOLDclust (McGuffin, 2009) .
Various structural alignment scoring methods have been used for the comparison of multiple models, for example: the global distance test total score (GDT_TS) (Zemla, 2003; Zemla et al., 1999; Zemla et al., 2001) has been used to compare models in the QMEANclust (Benkert et al., 2009) and MULTICOM (Cheng et al., 2009 ) quality assessment (QA) methods; the MaxSub score (Siew et al., 2000) has been used in the 3D-Jury method (Kajan and Rychlewski, 2007) ; the LGscore (Cristobal et al., 2001) has been used in Pcons_Pcons method (Larsson et al., 2009) and finally, the TM-score (Zhang and Skolnick, 2004) has been used in the ModFOLDclust method (McGuffin, 2009) . However, each of these structural alignment scoring methods was originally developed in order to evaluate the observed quality of predicted models when compared with the native structures that have been determined experimentally.
The GDT_TS is one of the most widely used methods for providing a reasonable single value approximation of the structural prediction quality and it has been used as an official measure since CASP4 (Zemla et al., 2001 ). The GDT_TS is calculated by averaging four separate global distance test (GDT) calculations carried out at distances of 1, 2, 4 and 8 Å. Each GDT score is determined by dividing up the structural alignment into segments and calculating the root mean square deviation for each segment (Zemla, 2003) .
Like the GDT_TS, the MaxSub score (Siew et al., 2000) makes use of a structural alignment between model and native structure to produce a single score that represents the quality of the model. However, the MaxSub score uses a maximum distance of 3.5 Å as a default cut-off when calculating the final score, as well as incorporating a normalized score that considers the size of the best predicted segments (Siew et al., 2000) .
Similarly, the LG score (Cristobal et al., 2001 ) makes use of the structural alignment, but in this case the method attempts to detect the most significant aligned segment between the model and target and produces an associated P-value. In addition, the distance between residues within 5 Å, a gap penalty and the alignment length are used in order to produce the final observed model quality score (Cristobal et al., 2001) .
Another structural alignment scoring method in common use is the TM-score (Zhang and Skolnick, 2004) . The TM-score can be used to assess the quality of both protein structure templates and predicted models and works by extending the methods used for calculating the GDT score (Zemla et al., 1999) and the MaxSub score (Siew et al., 2000) . A scale is used in order to eliminate the protein size dependence of the previous scores and account for random structure pairs. Unlike the GDT_TS and MaxSub scores, the TM-score does not require specific distance cut-offs and instead all residue pairs in the alignment are evaluated (Zhang and Skolnick, 2004) . Each of the scores described above is dependent on a structural alignment, which is generally carried out by superposing the model on to the target protein and then rotating the model until a best fit is achieved (Zhang and Skolnick, 2005) . The process of structural superposition is computationally intensive and the reliance on the resulting structural alignment can often introduce large deviations due to relatively minor perturbations in the model. Despite considering both local and global structure superpositions in order to address this drawback, scores such as the GDT_TS often still downgrade good predictions (Ben-David et al., 2009) . Whilst there are a number of alternative quality measuring scores that are independent of the actual structural alignment (Lackner et al., 1999) , most of these are still nevertheless dependent on a relatively CPU intensive structural superposition of models and native structures (Cristobal et al., 2001) .
A structural superposition independent scoring method termed the 'Q' score has been suggested by the CASP8 assessors of the Free Modelling category (Ben-David et al., 2009) as an alternative to methods such as the GDT_TS. The Q score method, which was inspired by the Q measure method developed by the Wolynes group (Eastwood et al., 2001; Goldstein et al., 1992) , works by estimating the structural relatedness between two protein structures based on their internal residue distances. From the analysis of Free Modelling targets in CASP8, the Q score was able to identify the same best models as those identified by the GDT_TS method for several targets. In addition, the Q score can be used to determine the quality of local regions of models and quantify the global model quality (Ben-David et al., 2009) .
In this study, we test an implementation of the Q score that is used for the comparison of multiple server models in the novel clustering-based MQAP method, ModFOLDclustQ. The speed of the ModFOLDclustQ method is compared with that of the older version of ModFOLDclust, which was tested at CASP8. Furthermore, the accuracy of ModFOLDclustQ is benchmarked against ModFOLDclust and the other top performing MQAPs tested at CASP8 on a common subset of models. The added value of combining the ModFOLDclust and ModFOLDclustQ scores to form the latest version of the method, ModFOLDclust2, is also investigated.
METHODS

ModFOLDclustQ
For the ModFOLDclustQ method, we essentially followed the same protocol as was used for the CASP8 version of ModFOLDclust (McGuffin, 2008b; McGuffin, 2009) ; however, instead of using the TM-score (Zhang and Skolnick, 2004) structural alignment method for the pairwise comparisons of multiple models, a version of the structural alignment free Q score method (Ben-David et al., 2009 ) was implemented. The Q score was one of the alternative scoring methods used by the CASP8 assessors of the Free Modelling predictions for determining the accuracy of 3D models when compared with the native structures. The method was originally designed to calculate matrices of the internal distances of the residues within a model and then compare them with the matrices of the equivalent residues in the native structure.
However, in this study the method is used to carry out all-against-all comparisons of CASP8 server models in order to determine predicted model quality scores for individual models. In each pairwise comparison, the matrix of internal distances for 'model a' was designated as {r a ij } and the matrix for 'model b' was designated {r b ij }, where r ij was the distance between the C α atom of residue i and the C α atom of residue j in the same model. For each pair of equivalent residues in a pairwise comparison of models, a score Q ij was calculated as:
Thus, for a perfect match between residues Q ij = 1 and for poor match Q ij ≈ 0. In the paper by Ben-David et al., two measures, Q long and Q short , were described to indicate the observed quality of the tertiary structure and secondary structure prediction, respectively, for a given model. The Q short score for a given model was calculated by averaging Q ij , considering the best pair and 20, 40, 60, 80 and 100% of the ranked pairs that satisfied |i − j| ≤ 20. Conversely, Q long was calculated by considering those that satisfied |i − j| > 20. For this study, both the Q long and Q short measures were attempted separately; however, it was found that the best results were obtained by including both the long-and short-range internal distances by averaging Q ij for all ranked pairs (|i − j| > 0) to give a score, Q tot . For a given model, the Q tot scores were calculated for each pairwise comparison and the final ModFOLDclustQ global (QMODE1) prediction of model quality was calculated as:
Where Q global was the global model quality score for a model, N was the number of models for the target, N − 1 was the number of pairwise comparisons carried out for each model, M was the set of comparisons and Q tot was the pairwise similarity between models.
ModFOLDclust2
The ModFOLDclust2 output score was simply taken as the mean of the ModFOLDclust global predicted model quality score and the new ModFOLDclustQ global predicted model quality score. No optimization was carried out.
Accuracy benchmarking
According to the official CASP8 results (Cozzetto et al., 2009) , the top five methods in the QA QMODE1 category were (in alphabetical order): ModFOLDclust (McGuffin, 2009), MULTICOM (Cheng et al., 2009) , Pcons_Pcons (Larsson et al., 2009) , QMEANclust (Benkert et al., 2009) and SAM-T08-MQAC . The QA prediction files for each of these methods were downloaded from the CASP8 web site: http:// predictioncenter.org/download_area/CASP8/predictions/QA.tar.gz.
Methods were benchmarked using a common subset of 31 946 models from 120 targets, as all methods did not produce predictions for all models or targets. Server model files were downloaded from the CASP8 web site: http://www.predictioncenter.org/download_area/CASP8/server_predictions/ The GDT_TSs (Zemla et al., 1999) for each model were calculated using the TM-score program (Zhang and Skolnick, 2004) . The correlations between the predicted and observed global model quality scores were calculated following a similar procedure to that carried out by the CASP8 assessors (Cozzetto et al., 2009 ). Additionally, a receiver operating characteristic (ROC) analysis was carried out using a GDT_TS of 0.5 to determine a boundary between true positive and false positive global model quality predictions. The threshold GDT_TS of 0.5 was used to indicate models where the overall fold was roughly correct [a GDT_TS of 0.5 is approximately equal to a TM-score of 0.5 and TM-scores >0.5 indicate structures with the same fold (Zhang and Skolnick, 2005) ].
Speed benchmarking
Three CASP8 targets T0396, T0433 and T0413 with 105, 199 and 304 residues, respectively, were chosen to test the effect of increasing sequence length on the speed of clustering. The server models for each of the three targets were downloaded and randomly divided up into separate directories containing 8, 16, 32, 64, 128 and 256 models, with each subsequent directory containing all of the models of the previous directory. These subsets of models were used to investigate the effect of increasing the number of models used for clustering. The ModFOLDclust and ModFOLDclustQ methods were run on each directory of models for all three of the CASP8 targets and the time until job completion was recorded. In these tests, each job was run on a single core of a four core desktop with an Intel® Core™ 2 Extreme X9650 CPU running at 3.00 GHz.
In addition, the time taken to run ModFOLDclustQ on all server models for each CASP8 target was compared with the time taken by ModFOLDclust to carry out the equivalent calculations. In this test, the timings for each job were taken for each method running on a single core of a server with dual Quad-Core AMD Opteron(tm) 2376 CPUs running at 2.3 GHz.
RESULTS
The performance of the ModFOLDclustQ method is compared with that of the previous version of ModFOLDclust, in terms of both speed and accuracy. The added value of combining scores from ModFOLDclustQ and ModFOLDclust to form the new ModFOLDclust2 method is also measured. In addition, the ModFOLDclustQ and ModFOLDclust2 methods are benchmarked against the top five performing MQAPs that were tested at the most recent CASP experiment.
Accuracy benchmarking results
The results in Table 1 show the correlations between the predicted and observed model quality scores for each method when all targets are pooled. The ModFOLDclust2 scores have the strongest correlation with the observed model quality scores according to all three measures. The ModFOLDclustQ method is shown to be competitive with the top established methods in terms of the Pearson's r value as well as obtaining the second highest Spearman's rho value and the third highest Kendall's tau value. [It must be noted that the values reported here are different to those reported in our earlier paper (McGuffin, 2009) , which is due to the differing data sets and the fact only the top (TS1) server models were considered previously.]
The results of the z tests used to assess the significance of the differences between the global correlations from each method are shown in Table 2 . The Fisher transformation was applied to the r values from Table 1 and each method was compared with every other method using the standard z statistic, following the same procedure as the official CASP8 analysis (Cozzetto et al., 2009 ). According to these tests, on this common subset of models the ModFOLDclustQ method is statistically indistinguishable from both ModFOLDclust and Pcons_Pcons and is shown to significantly outperform SAM-T08-MQAC, QMEANclust and MULTICOM. The combined approach used by the ModFOLDclust2 method is shown to significantly outperform all previous methods, including the older version of ModFOLDclust, indicating the significant added value of incorporating the ModFOLDclustQ scores.
The statistical significance of the differences between methods was also calculated for the correlations measured on target-bytarget basis. For the target-by-target analysis, the r values were firstly converted to z values using the Fisher transformation and the methods were compared according to paired samples t-tests. The P-values for the paired sample t-tests are shown in Table 3 . According to these tests, on its own the ModFOLDclustQ method is not as competitive as it was in the global analysis; however, there is no significant difference between the ModFOLDclustQ method and MULTICOM. In addition, the combined approach of the ModFOLDclust2 method shows a significant improvement over the older version of the ModFOLDclust method, which again indicates the added value of incorporating the ModFOLDclustQ scores. Furthermore, the ModFOLDclust2 method significantly outperforms most other methods in the target-by-target tests and is indistinguishable from SAM-T08-MQAC. Observed model quality was measured using the GDT_TS score. The performance of methods was also compared using a standard ROC analysis. The results in Table 4 show the overall area under curve (AUC) scores for each method along with the standard error (Hanley and McNeil, 1982) and the AUC scores at low false positive rates. The ROC curves at low false positive rates (0-10%) are shown in Figure 1 with the x axis on a log scale for clarity. The ModFOLDclust2, ModFOLDclustQ and ModFOLDclust methods are shown to be the top performing methods, according to these scores, outperforming Pcons_Pcons, SAM-T08-MQAC, QMEANclust and MULTICOM (Table 4) . Again, we can see the added value of combining the scores from ModFOLDclust and ModFOLDclustQ, which is shown by the improvement of the ModFOLDclust2 AUC score compared with the older version of ModFOLDclust. The relative performance of each of the methods is also maintained at low false positive rates. Unfortunately, there is no formal method that can assess the statistical significance of the observed differences in AUC scores; however, the standard error scores allow us to indicate the separation between methods (Table 4) .
Speed benchmarking results
The results in Figures 2 and 3 show the increased speed of the ModFOLDclustQ method over the previous ModFOLDclust method. From Figure 2 , it can be seen that running ModFOLDclust on 256 models built for the CASP8 target T0396 (105 residues) takes over 1 1 / 4 h, whereas the ModFOLDclustQ method takes just 84 s, which is ∼54 times the speed. If we were interested in using ModFOLDclustQ to assess the quality of models generated by a structure assembly method, it would be useful to extrapolate these curves in order to calculate time taken to compare many thousands of models. For example, if we generated 10 000 models for CASP8 (Hanley and McNeil, 1982) ; AUC 0−0.1 , AUC for false positive rates between 0% and 10% (false positives were defined as models with GDT_TS scores < 0.5). The AUC and AUC 0−0.1 scores were calculated using ROCR (Sing et al., 2005) .
target T0396, then running ModFOLDclust would take around 82.7 days for a single CPU core, whereas the equivalent job using ModFOLDclustQ would take just 1.4 days. From the results in Figure 2 , it is clear that ModFOLDclustQ is considerably faster than ModFOLDclust, yet the extent of the speed increase is dependent on the number of residues within the protein.
For the 304 residue CASP8 target T0431, ModFOLDclustQ is ∼18 times faster than ModFOLDclust when 256 models are compared. Again, if we extrapolate the curves for this target, we could compare 10 000 models with ModFOLDclustQ in ∼13.2 days on a single CPU core; however, using ModFOLDclust the same task would take ∼247.5 days.
The results in Figure 3 show the times taken to generate predictions for all the server models submitted for each CASP8 target. From this plot, it can also be seen that the speed for Plots were drawn using ROCR (Sing et al., 2005) .
Fig. 2. The time taken in seconds to run both ModFOLDclust and
ModFOLDclustQ is plotted against the number of models on logarithmic scales, for three CASP8 targets: T0396, T0433 and T0413, which have 105, 199 and 304 residues, respectively. both methods is dependent on the sequence length. Furthermore, as the sequence length increases the difference in speed between ModFOLDclust and ModFOLDclustQ diminishes. For the longest CASP8 target T0450, which is 829 residues, the ModFOLDclustQ Fig. 3 . The time taken in seconds to run both ModFOLDclust and ModFOLDclustQ is plotted against the sequence length on logarithmic scales, for each CASP8 target. The number of server models available for clustering varied from target to target, which explains why T0500 (labeled) is an outlier in both sets (T0500 is a disordered protein with ∼100 fewer server models than other CASP8 targets).
method is able to cluster all server models at ∼5.4 times the speed of ModFOLDclust and for very short targets, such as T0480, which is 55 residues, ModFOLDclustQ is over 150 times faster than ModFOLDclust.
DISCUSSION
In this study, we describe a novel method, ModFOLDclustQ, for clustering multiple 3D models, which is up to 150× faster than the older version of ModFOLDclust (Fig. 3) , whilst remaining competitive in terms of the accuracy of global (QMODE1) predictions of model quality (Tables 1-4, Fig. 1 ). For this reason, the ModFOLDclustQ method may even be suitable for the comparison of many thousands of alternative models, for example, in the context of structure assembly, as significant savings in CPU time and costs can be made with negligible impact on the performance of model quality predictions.
There is an O(n 2 ) scaling phenomenon with consensus-or clustering-based QA methods, where n represents the number of models. With the ModFOLDclustQ method, the CPU time is also affected by the length of the target sequence (m) in a similar way-as the length of the sequence increases the number of internal distances to be measured increases (m 2 ). Thus, the speed advantage of ModFOLDclustQ decreases as the sequence length of targets increases (Figs 2 and 3) . Nevertheless, ModFOLDclustQ is still substantially faster than ModFOLDclust, even in the cases where models for large proteins (>800 residues) are clustered. Another potential speed advantage of using the Q score in ModFOLDclustQ is that it is symmetrical, unlike the TM-score used by ModFOLDclust.
Further factors relating to the speed benchmarks presented here include the programming languages used. The ModFOLDclust program contains a Java wrapper for the TMscore program, which itself is written in Fortran, whereas the ModFOLDclustQ method is written entirely in Java. Further increases in speed could be obtained by optimizing code for a particular platform; however, benchmarking carried out in a previous study has shown negligible differences in the performance of scientific applications written in Java compared with Fortran (Bull et al., 2003) .
In addition to the competitive prediction accuracy of ModFOLDclustQ, we have demonstrated that significant value can be added by simply taking the mean of the ModFOLDclustQ scores and the ModFOLDclust scores to form the new method, ModFOLDclust2. The ModFOLDclust2 method significantly outperforms the top five clustering-based methods in almost every test carried out for the accuracy of QMODE1 predictions (Tables 1-4, Fig. 1 ), with negligible computational overhead compared with running ModFOLDclust alone.
Despite using a subset of models that was common to all methods, the results of this study generally agree with the results of the official CASP8 evaluation of QMODE1 predictions, where different common subsets of models were used for each comparison of methods. Firstly, the older version of ModFOLDclust was shown to outperform most other methods according to global measures of the correlations between predicted and observed model quality (Tables 1, 2 and 4) . Secondly, no significant difference in performance was seen between the older version of ModFOLDclust, SAM-T08-MQAC, Pcons_Pcons and QMEANclust in terms of the target-by-target analysis (Table 3) .
According to the global correlations between predicted and observed model quality, we have shown that the new rapid clustering method ModFOLDclustQ outperforms three out of five of the top methods that were tested at CASP8 and is indistinguishable in performance to the older version of ModFOLDclust, whilst the new combined approach of ModFOLDclust2 significantly outperforms the previous methods (Tables 1, 2 and 4). In terms of the targetby-target analysis, ModFOLDclustQ is outperformed by 4 out of 5 of the top methods that were tested at CASP8; however, it is shown to add significant value when used in combination with ModFOLDclust to form the ModFOLDclust2 method, which itself significantly outperforms four out of the five top methods in this test (Table 3) .
Because the Pearsons r is sensitive to outliers and assumes linearity of data, we also measured performance using additional rank-based correlations, such as the Spearman's Rho and Kendall's Tau (Table 1) . A different ranking of methods occurs according to these measures and the ModFOLDclustQ method is shown to outperform the older ModFOLDclust method (Table 1) . In future studies, it would be worth considering further alternative measures, for example, the weighted Kendalls Tau, which puts more emphasis on the correct ranking of the better scoring models (Archie and Karplus, 2009) .
The ROC analysis provides a useful benchmark for gauging the consistency of the output scores from individual MQAPs. Knowledge of the consistency of model quality scores is useful in the context of the structural annotation of proteomes, where it is often important to be able to estimate the coverage of proteins that are modeled at a particular confidence level (McGuffin et al., 2004; McGuffin et al., 2006) . In order to have a high level of confidence in model quality predictions, the scores must be comparable from one target to the next. In Figure 1 , the confidence in the output scores from the MQAPs can be compared by examining the plots of the true positive rates versus the false positive rates.
In Table 4 , the highest AUC scores are shown for the ModFOLDclustQ and ModFOLDclust2 methods indicating that we may have a higher confidence in the output scores compared with those from other methods. In the context of proteome annotation, we would therefore be able to select a higher number of high-quality models using ModFOLDclust2 or ModFOLDclustQ, achieving a higher annotation coverage at the same low error rate.
Using the ModFOLDclustQ method, we are also able to generate predicted per-residue accuracy (QMODE2) scores that correlate strongly with the observed accuracy (r = 0.8108, for pooled residue scores), but with a significantly lower r value than using ModFOLDclust (r = 0.8445, for pooled residue scores). In addition, with the QMODE2 predictions we were unable to gain any significant added value by simply taking the mean predicted per-residue accuracy score of the two methods. Future studies could include an analysis of both local and global model quality prediction by combining scores from a number of alternative clustering-based methods and using optimized weighting. 
